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a b s t r a c t
A boosting-based ensemble learning can be used to improve classification accuracy by
using multiple classification models constructed to cope with errors obtained from their
preceding steps. This paper proposes a method to improve boosting-based ensemble
learning with penalty profiles via an application of automatic unknown word recognition
in Thai language. Treating a sequential problem as a non-sequential problem, the unknown
word recognition is required to include a process to rank a set of generated candidates for
a potential unknown word position. To strengthen the recognition process with ensemble
classification, the penalty profiles are defined to make it more efficient to construct a
succeeding classification model which tends to re-rank a set of ranked candidates into a
suitable order. As an evaluation, a number of alternative penalty profiles are introduced and
their performances are compared for the task of extracting unknown words from a large
Thai medical text. Using the Naïve Bayes as the base classifier for ensemble learning, the
proposedmethodwith the best setting achieves an accuracy of 90.19%,which is an accuracy
gap of 12.88, 10.59, and 6.05 over conventional Naïve Bayes, non-ensemble version, and the
flat-penalty profile.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Since new words are continuously introduced or invented, it is necessary for us to study a suitable method to recognize
such unknown words. The unknown word recognition is an important process toward information extraction or text
understanding. While unknown word recognition in languages with word boundaries is straightforward [1–4], it is hard
to find unknown words in languages without word boundaries, such as Chinese, Japanese, Korea and Thai. Several previous
research studies [5–10] have proposed their methods to efficiently extract and identify unknown words from languages
without word boundaries. With the same figure, the rapid growth of World Wide Web (WWW) or the Internet, create
opportunity that Thai texts may include more foreign words, such as transliterations of English words. Such newly
introduced foreign words are usually not registered in any dictionary during a certain amount of time before it becomes
popular. Moreover, in the Thai writing system, it is possible to have multiple transliterations for a foreign word due to the
lack of a widely used transliteration standard. In several cases, only the well recognized one is registered in a dictionary.
For example, the English word ‘‘Alcohol’’ has at least four different transliterated Thai words, (pronounce:
el-kor-haw), (pronounce: el-kor-hawl), (pronounce: ul-kor-haw), and (pronounce: ul-kor-
hawl). Among these possibilities, only (pronounce: el-kor-haw) is presented as a standard form in the dictionary
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and the others are not registered. This phenomenon brings about a so-called unknown-word problem, and then causes
difficulties in processing a Thai text, especially segmenting a Thai running text intomeaningful units. Besides the ambiguous
transliteration problem, unknown words may come from the introduction of new proper names (such as person names,
organization names and so forth) or new technical terms (such as method names, substance names and so on) [11,12]. They
are often found in two text domains: technical texts and news articles. Recently, two approaches have been proposed for
detecting unknown words from a large corpus of Thai texts i.e., non-machine-learning-based approach (non-ML-based)
[13–15] and machine learning-based (ML-based) approach [16–18].
In the non-ML-based approach, many researchers have proposed several techniques for identifying unknown word
boundary without any machine learning mechanism such as frequency-based approach and lexical semantic approach.
The frequency-based approach attempts to use frequency to identify the boundary of an unknown word when a system
faces with a character sequence which is not registered in a dictionary during segmenting a text into a sequence of words.
As an early work, Sornlertlamvanich et al. [14] presented a method to use frequency difference between the occurrences
of two adjoining sorted n-grams (a special case of sorted sistrings) to extract open compounds (uninterrupted sequences
of words) from text corpora. By varying a different threshold of frequency differences, the method can detect a varied set
of extracted strings (unknown words) with an inherent trade-off between the quantity and the quality of the extracted
strings. However, the method requires a manual setting of the threshold, and it applies only frequency difference that
may not be enough to express distinction between an unknown word and a common prefix of words. For lexical semantic
approach, Khankasikam and Muansuwan [15] presented a method that takes the semantics of words (lexical semantics) in
sentences into consideration. By assigning the semantic scores, the method can segment words and select the ones that
contain maximum semantic scores. The method was proposed to reduce more ambiguity than approaches that do not
consider semantic of words or terms, and then gain more reliability. However, the performance of the method depended
on the characteristic of input and the dictionary used in the segmentation. In the ML-based approach, unknown word
recognition can be viewed as a process to detect new compound words in a text using a supervised learning algorithmwith
features based on statistics from a collected text. In the past decades, many research works on unknown word recognition
in Thai language have been proposed to detect unknown words using features extracted from a large corpus of Thai
texts with various machine learning techniques. Charoenpornsawat et al. [16] considered unknown word recognition as a
classification problem and proposed a feature-based approach to identify Thai unknown word boundaries. Haruechaiyasak
et al. [17] proposed a semi-automated framework that utilized statistical and corpus-based concepts for detecting unknown
words and then introduced a collaborative framework among a group of corpus builders to refine the obtained results. In
the automated process, the unknown-word boundaries were identified based on the statistical string pattern-matching
algorithm.
Although several works have been done in both approaches, they however used only local information to learn a set of
rules forword segmentation/unknownword detection by a single-level learning process (a single classifier).Moreover, there
are noworks that present a practicalmethod to handle a real running text problem, especially how to detect unknownwords
and how to generate candidates from a running text. They usually just simply find sequences that occur frequently without
considering the relationship among their candidates. As a more recent work, TeCho et al. [19] proposed a framework to
combineword segmentationwith a learningprocess that utilized long-distance context in learning a set of rules for unknown
word detection in word segmentation process, where no manual rules were required. In the unknown word candidate
generation process, a large set of candidates may be generated, inducing the problem of unbalanced class sizes where
the number of positive unknown word candidates is dominantly smaller than that of negative candidates. Thus, they have
proposed an ensemble technique to treat unknown word candidates as a group and rank them to find the best one. Namely
the Group-based Ranking Evaluation (GRE), this technique ranks all candidates in a group based on their probabilities to
be an unknown word in the group, and then selects the candidate with the highest probability within that group as the
potential prediction for the unknown word. As ensemble-based learning process, even the technique made a new dataset
by updating a weight for a group. They ignore correctness of ranking in a group when they set new weights. Due to this
characteristic, this technique may not find a good specialized classifier for a dataset in the next iteration for improving the
predictive results.
Treating a sequential task as a non-sequential problem requires us to rank a set of generated candidates for a potential
unknown word position. In general, the correct candidate may not locate at the highest rank among those candidates in
the set. To solve this by ensemble techniques, we can create a set of classifiers to adjust ranking result to a more proper
one. This paper proposes a so-called ‘‘penalty profile’’ to control ranking in order to reconstruct a succeeding classification
model effectively. Moreover, this paper presents a technique called ‘‘GRE-based Boosting with penalty profile’’ in order to
generate a sequence of classificationmodels that later collaborate to select themost probable unknownword frommultiple
candidates. In the boosting step, our technique is applied in order to build a dataset for training the succeeding model, by
applying different weights to each of its candidates according to their ranks and correctness when the candidates of an
unknown word are considered as a group.
The paper is organized as follows. In Section 2, a number of related works in ensemble learning are reviewed. The
Thai unknown word recognition framework is described in Section 3. In Section 4, our proposed boosting-based ensemble
learningwith a penalty profile is presented for the unknownword recognition task. The results of the experiments and error
analysis are presented in Section 5 and Section 6, respectively. Finally, Section 7 summarizes our contributions.
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2. Boosting-based ensemble learning
Ensemble learning methods [20,21] use an aggregation of a collection of methods (i.e., ensembles) that learn a target
function by training a number of individual learners and later combining their predictions. It was reported that combining
models can help improving both prediction accuracy and efficiency in many applications, such as classification [22,23],
regression [24,25] and so forth. For accuracy, it is possible to enhance the performance of a single classifier by combining
predictions from multiple classifiers while efficiency can be triggered by dividing a complex problem into several sub-
problems and solving them with multiple diverse experts. Normally, the final prediction from an ensemble of diverse
classifiers can be done by either unweighted voting or weighted voting [26–28]. As a success key of the ensembles, diversity
of classifiers can be created by bagging [29,30], dagging [31], boosting [32,33], stacking [34,35], DIVERSE [36], and hybrid
methods [37,38]. Among these methods, boosting-based methods are interesting in the way that they apply reinforcement
learning to express rewards to successful classifiers and penalties to unsuccessful ones [39]. A boosting-based method has
been applied to improve classification accuracy in several tasks, such as time series forecasting [40], speaker recognition [41],
visual lip reading [42] and so on.
Even boosting is usually applied for non-sequential classification problems, it can be adapted to solve a sequential
classification. As a more recent work in a sequential classification problem [19,43], boosting was used to improve
classification accuracy in unknown word recognition. By grouping and ranking candidates, a penalty is given to both
the correct candidate and the improper candidates which are located in a higher rank than the correct candidate when
the correct candidate is not located at the highest rank. While original boosting-based methods give a fixed penalty to
all incorrectly classified examples, it is possible for one to set a different penalty for each misclassified one. It is worth
exploring possible penalty settings in boosting-based methods. In this work, we investigate the possibility of this approach
on unknown word recognition.
3. A Thai unknown word recognition framework
To recognize Thai unknownwords, we set a framework composed of three processes: (1) unregistered portion detection,
(2) unknown word candidate generation and reduction, and (3) unknown word identification. Fig. 1 shows an example of
processing Thai text documents to detect an unknownword. The briefing version of these processes is given below.However,
more details can be found in [19].
3.1. Unregistered portion detection
While it is possible to apply word segmentation to languages without word boundaries to detect words in a running text,
we may face with a number of unrecognizable units due to out-of-vocabulary words. Working on a Thai running text, this
work has applied a practical concept, namely a Thai Character Cluster (TCC) [44], defined as an inseparable group of Thai
characters based on the Thai writing system, to avoid misplacing an impossible word boundary, such as a location between
a consonant and a vowel. Following the same approach in [19], this work recognizes an unregistered portion from a running
text by detecting a TCC which is not a part of any words. At this point, the longest matching [45] is applied to segment the
text from either left-to-right or right-to-left manner and then the results are compared to select one with the minimum
number of unregistered portions. An example of unregistered portions detection in a Thai text are graphically shown as
D1–D3 in Fig. 1.
3.2. Unknown word candidate generation and reduction
Similar to the candidate generation technique proposed in [13,16,19],±h TCCs surrounding an unregistered portion are
used to form a set of unknown word candidates. By this setting, (h + 1)2 possible candidates can be generated for each
unregistered portion. For example, in Fig. 1, the number of possible candidates is 100 when h is set to nine as the set of D5
when the original text D1 is segmented into TCCs as shown by D2 and the unregistered portions (number 1 in D3) are
considered.With some linguistic constraints, such as special characters ormarkerwords, it is possible to filter out unrealistic
candidates [19]. For example, after applying these constraints on the set of candidates in D5, the candidates will be reduced
to those in D6. The number of candidates are reduced from 100 to 14.
3.3. Unknown word identification
In this step, it is possible to apply any ML technique to identify unknown words using a set of extracted features. In this
work, we employed the same feature set collected from context around an unknown word originally proposed in [19]. In
order to fasten the process to collect statistics from a text, we applied the algorithm in [46,47] to generate sorted sistrings
as shown by D4 in Fig. 1. For each sistring (i.e., unknown word candidate), eleven types of features are extracted: (f1:Nt )
the number of TCCs, (f2:Nc) the number of characters, (f3:Nw) the number of known words, (f4:TF ) sistring frequency,
(f5–f6:Lv, Rv) left and right TCCs varieties, (f7–f8:Ls, Rs) probability of a special character on left and right, (f9:DF ) document
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Fig. 1. An example of processing Thai text documents to detect an unknown word (D1–D7).
frequency, (f10:IDF ) inverse document frequency, and (f11:TFIDF ) term frequencywith inverse document frequency. Due to
space limitation, the reader can find the full description of these features in [19]. Unlike most previous Thai unknown word
recognition which treated unknown word candidates independently, we generate a set of candidates for each unregistered
portion, and treat themdependently as a group. In the recognition process, the candidates are ranked by their probability and
the one with the highest probability, compared to other candidates in the candidate set, will be selected as the recognized
unknown word. For example, the candidate with the highest rank (the first row of D7 in Fig. 1) will be selected as the
suggested unknown word. This work applies the GRE technique which are proposed in [19] to generate a sequence of
classificationmodels that later collaborate to identify themost probable unknownword fromanumber of candidates (within
a group). Note that candidates generated from the same unregistered portion are considered as a group.
4. Penalty profiles for GRE-based boosting
In order to identify unknown word boundaries, a boosting technique is applied to learn a classifier using the features
extracted from the training corpus. In the traditional boosting technique such as AdaBoost [39], each instance in the training
dataset will be given a weight, initially 1.0. In each iteration, the base learning method constructs a classifier using all
instances with their currently assigned weights. After evaluating an obtained classifier, the weights of the misclassified
examples are increased to make the learning method focus more on those misclassified examples. At this point, the vanilla
AdaBoost evaluates each instance and updates its weight individually. This technique may not be suitable for the unknown
word recognition task since it is more practical to treat the candidates (instances) which are generated from the same
unregistered portion as a group, instead of independent instances. For this purpose, as our previous work, a technique called
‘‘GRE-based Boosting’’ [19] was proposed. However, this technique sets a weight for each instance in the group in the next
iteration without considering the rank of the instance in the group. This characteristic may cause inefficient weighting
and it is possible to improve our reinforcement process by considering the rank of correct candidates in setting a weight
for each candidate. To this end, this work proposes to define penalty profile and then to use them to construct a better
succeeding classificationmodelwhich can re-rank a set of ranked candidates into a suitable order. The next section describes
our proposed penalty profiles for improving ensemble learning techniques.
4.1. Penalty profile and ensemble classifier construction
In this section, we present a so-called penalty profile that enables us to set different weights for each candidate in a group
based on its rank. Instead of assigning the sameweight for all candidates in thewhole group, a weight is given to a candidate
according to its performance (rank) in the group. Intuitively, a suitable model should rank a candidate which is an unknown
word at the top rank and the others in the succeeding ranks. A classifier is considered to incorrectly detect an unknownword
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if it cannot rank the correct candidate in a group at the top rank. As a Naïve Bayes approach, we can increase the weights
of all instances in the group in order to make the whole group be more focused in the next iteration. From the concept of
boosting process, a ratio of success to unsuccess rate (β) is calculated from the misclassifying rate. This ratio can be used
as a new weight for all instances in the misclassified groups in the next iteration. In order to improve weight assignment
for candidates in a group, a penalty profile is used to set various weights to the candidates of an unknown word in order to
improve ranking as well as classification accuracy. In addition, a penalty profile is characterized by two parameters i.e., ζ
and η, defined as follows.
η = γ β (1)
ζ = δβ, (2)
where γ , δ are the multipliers for β and a constraint for η and ζ is set to η < ζ , where η and ζ are the weights given to the
misclassified instances and correctly classified instances, respectively. Naturally, β is larger than 1.0. Thus, the classifier
constructed in the next iteration will be specialized to the previously misclassified instances. To explain these penalty
profiles, the following description is given. Let rci be the rank position of the correct candidate (ci) which should be the
unknown word in the i-th group (Gi), r|Gi| is the last rank of the i-th group, and rcij is the rank position of the j-th candidate
(cij) of the i-th group where 1 ≤ j ≤ r|Gi|. With the above description, seven potential penalty profiles are proposed as
shown in Fig. 2. Moreover, Fig. 3 displays the graphical relation between ranks and weights of these penalty profiles, where
the x axis indicates the rank position and the y axis represents the weight scale. As a more concrete example, Fig. 4 displays
how each candidate ci is given a weight, where the twelfth ranked candidate is the correct candidate among the fourteen
unknown word candidates and the fourth profile is applied with γ = 2, δ = 20, and β = 6. In this case, rci and r|Gi| are 12
and 14, respectively. Here, the first to eleventh candidates are regarded as incorrectly predicted candidates while the rests
(twelfth to fourteenth candidates) are considered as correctly predicted candidates.
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Fig. 2. The seven potential penalty profiles.
Algorithm 1 presents the details of the GRE-based boosting when a penalty profile is applied. The algorithm starts with
the initial training set T1 = {G1, . . . ,Gn} with Gi = {(ci1, wi1), . . . , (ciri , wiri)} and cij = (Xij, yij), where Gi is a group of
unknown word candidates generated for the i-th unregistered portion, n is the number of unregistered portions, cij is the
j-th candidate of the i-th unregistered portion (the i-th group),wij is a weight (which is initially set to 1 at the first iteration)
given to cij, ri is the number of unknownword candidates generated for the i-th unregistered portion, Xij is the set of feature
values representing cij, and yij ∈ {−1,+1} is the target attribute of cij (designated as the class label), stating whether cij is
the correct unknown word (+1) or not (−1). K iterations are conducted to construct a sequence of base classifiers. At the
k-th iteration, a training set Tk is fed to INDUCER, a base learner algorithm, to construct a base classifiermk. Focusing on the
set of candidates for each unregistered portion in the training set (Gi ∈ Tk), the function GRE-EVAL ranks the candidates
in the group on how likely they are the real unknown word for that unregistered portion. The output of the function is the
ranked list of candidates (G′i), attached with the rank of the candidate which is the real unknown word (rci). If the rank of
the correct candidate does not equal to 1 (rci ≠ 1), it means the function cannot find the correct candidate and the number
of the errors (errk) is increased by one. The pair of the ranked list of candidates and the rank of the correct candidate (G′i, rci)
is included into a set of the modified training set (T ′k) for calculating weights in the next step. The ek, the error rate of the
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Fig. 3. The penalty profiles in graphical representation.
classifiermk, is defined as |errk|/n. It is used to calculate αk, and βk which are the parameters showing the confidence level
of the classifier. To form a training set for the next iteration (Tk+1), the weight of all candidates in a group for which we can
find the correct candidate, ((G′i, rci) ∈ T ′k where rci = 1) will be set to 1 (cij, 1). On the other hand, the candidates in a group
for which we cannot find the correct candidate (rci ≠ 1) are given a weight (wij) calculated from the function PENALTY
using the parameters η and ζ which is calculated based on the unsuccess rate (βk) and the parameter j and rci for a penalty
profile in Fig. 3. In other words, the function (PENALTY) produces an adjusted weight for each candidate with respect to the
rank of the correct candidate (the unknown word) of the group. Fig. 5 shows a sequence of classifiers constructed by the
proposed GRE-based boosting with penalty profile technique.
4.2. Classification using ensembles
In general, the application phase of ensemble learning is the way for combining the decisions from the several diverged
ensembles. As the most popular method, a voting method decides how to integrate the decision from the committees and
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Fig. 4. An example of setting a weight for each unknown word candidates ranked in a group using Profile 4 with η = 12 and ζ = 12.
Fig. 5. GRE-based Boosting with penalty profile.
select an outcome with the majority votes. Unlike the majority voting, this work applies a weighted sum as shown in [19]
to produce a non-bias decision with incorporation of classifier.
Namely Voting GRE (V-GRE), Algorithm 2 shows the classification process in details. This algorithm uses as inputs a set
of K classification models M = {(m1, α1), . . . , (mK , αK )} and a testing set R = {G1, . . . ,Gn} with Gi = {ci1, . . . , ciri} and
cij = (Xij)wheremk is themodel generated at the k-th iteration,αk is the confidenceweight ofmk.Gi is the group of unknown
word candidates generated for the i-th unregistered portion, cij is the j-th candidate of the i-th unregistered portion, n is the
number of unregistered portions, ri is the number of unknownword candidates generated for the i-th unregistered portion.
Then, each base classifier mk and each candidate cij are fed to the function CLASSIFICATION to get pijk, the probability
that the candidate cij is an unknown word based on the model mk. This probability is weighted by αk, and added into the
corresponding summation sij. Finally, the top-t candidates C∗i are chosen to form a set of predicted unknown words for the
i-th unregistered portion by TOP-CANDIDATE and this set becomes a member of the predicted answer set C .
5. Experimental results
In the experiment, a corpus of 16,703 medical-related documents gathered from WWW [48] with the size of 8.4 MB
are used to assess the proposed method. The corpus is first preprocessed by removing HTML tags and all undesirable
punctuations. To construct a set of features, we apply TCCs and the sorted sistring technique. After applying word
segmentation on the running text, we have detected 53,089 unregistered portions, but forming only 4,170 distinct words.
Based on these unregistered portions, 3,454,351 unknown word candidates are generated according to the process shown
in Section 3.2. In practice, each group of candidates may contain one or two positive labels. Therefore, 66,324 unknown
word candidates were assigned as positives and 3,388,027 unknown word candidates were assigned as negatives. The
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average number of unknown word candidates in a group is around 58.52 while the average number of correct unknown
word candidates for a group is 1.25. Therefore, the ratio of positives against negatives is 1:46.84. Based on a preliminarily
statistical analysis of the Thai lexicon,we found that the average number of TCCs in aword is around 4.5. In thiswork, to limit
the number of unknown word candidates generated, the maximum number of TCCs surrounding an unregistered portion
(h) is set to nine. This number is twice of the average number of TCCs in a word calculated from all words in the corpus.
With h = 9, the number of generated unknown word candidates becomes 100, i.e., (h+ 1)2. Moreover, it is possible to use
two sets of separation markers described in [19] to reduce the number of candidates. In the learning process, a Naïve Bayes
classifier is used as the base classifier for the proposedmethods, the GRE-based boostingwith penalty profiles (Algorithm 1),
in order to learn ensemble classifiers and V-GRE (Algorithm 2) is used to identify an unknown word.
However, several works [37,49,50] have reported that limiting the number of sub-classifiers is important for practical
applications. An increase in the committee size (the number of ensembles) may lead to a decrease in prediction error, the
relative impact of each successive addition to a committee is ever dwindling. Thus, the boosting iteration K is set to 10. Here,
sequentially ten classifiers are generated and used as classification committees. Moreover, to evaluate our proposedmethod
in detail, we have conducted a number of experiments to examine the effect of penalty profiles on the classification result
by comparing performance of different multipliers with the others. As stated in Section 4, we investigate the efficiency of
the seven penalty profiles with various η’s (= γ β) and ζ ’s (= δβ). Here, the multiplier for the weight of correctly predicted
candidates (γ ) are set to either 1/β, 0.5, 1.0, 2.0, or 3.0 and that for incorrectly predicted candidates (δ) are varied from 5
to 200 with a step of 5. In order to investigate performance of our proposed method fairly, all experiments were conducted
with 10-fold cross validation. Our approach of Naïve Bayes ensemble with V-GRE and a penalty profile (NB-VGRE-PP) is
compared to the conventional Naïve Bayes classifier (NB), Naïve Bayes with GRE (NB-GRE) [19] and Naïve Bayes ensemble
with VGRE and a flat profile (NB-VGRE-FP) [19].
Tables 1 and 2 display the performance of seven penalty profiles. While the first profile (Profile 1) is a flat profile, we can
vary only η but not ζ . The number of combinatorial settings is 40. The second to seventh profiles (Profile 2–7) are explored
with an η of 1, 0.5β, 1.0β, 1.5β, 2.0β, 2.5β , and 3.0β (7 values), as well as a ζ of 5β to 200β with a step of 5 (40 values).
The number of combinatorial settings for these six profiles is 7× 40× 6 = 1680. In total, 1720 (= 1680+ 40) settings are
investigated. Moreover, to evaluate effectiveness of a penalty profile, we have set the baseline to the Naïve Bayes ensemble
with VGRE and a flat profile (NB-VGRE-FP). Based on this baseline, the t-test is performed to investigate which setting of our
NB-VGRE-PP performed statistically better than this flat-penalty profile ensemble (NB-VGRE-FP). Two levels of significance
(p value) of 0.01 and 0.10 are investigated. In Tables 1 and 2, ‘‘++’’ is given to the performance which is better than the
baseline performance with a high significance (p < 0.01)while ‘‘+’’ is marked to the performance superior to the baseline
performance with a moderate significance (p < 0.10). On the other hand, ‘‘−−’’ is assigned to the performance which
is worse than the baseline performance with a high significance (p < 0.01), and the ‘‘−’’ is provided to the performance
inferior to the baseline performance with a moderate significance (p < 0.10).
From Tables 1 and 2, six observations can be made as follows. First, many settings of our NB-VGRE-PP obtain better
performance than the NB-VGRE-FP (flat-penalty profile), Naïve Bayes with GRE (NB-GRE), and conventional Naïve Bayes
(NB). The order of performance is NB-VGRE-PP > NB-VGRE-FP > NB-GRE > NB. Second, when ζ is a small number (5β or
10β), most profiles obtain high performance, compared to the baseline. This result indicates that the proposed profiles are
effective to improve the performance significantly (i.e.,most settings got ‘‘++’’ or ‘‘+’’). Third, Profiles 3 and 6 are found to be
two robust profiles. These profiles gain significantly better performance than the baseline does for most settings, i.e., ‘‘++’’
or ‘‘+’’ is obtained even when the ζ becomes larger. Fourth, the performance of Profiles 2, 4, 5 and 7 is not stable and gets
worse when a value of ζ becomes larger. That is, for ζ ≥ 20β , many settings obtained the mark of ‘‘−−’’ or ‘‘−’’. Fifth,
Profile 1 seems a good profile with a small η. Sixth, Profile 4 with η of 2.0β and ζ of 20β achieves the highest performance
of 90.19%, which is dominantly high compared to the second largest performance, i.e., 89.11%. However, this profile obtains
worse performance when ζ ≥ 70β .
To summarize the performance of each profile,we count the number of settings that obtain performance better (orworse)
than the baseline. Table 3 indicates the number of settings which obtain ‘‘−’’, ‘‘−−’’, ‘‘+’’ and ‘‘++’’ for each profile. By this
result, we can reconfirm that the order of performance is 3 > 6 > 2 > 7 > 4 > 5 > 1. Profiles 3 and 6 are superior to
others, in the sense thatmost of their settings obtain significantly higher performance than the baseline. However, as shown
in Table 1, Profile 3 has low performance when η is small (< 10β) or ζ is small (= 1.0). To investigate the performance
of classifiers in detail, we have sorted the performance of all settings and then have plotted a graph to show which profiles
can obtain higher performance as shown in Fig. 6. To simplify the graph, we plotted only the performances of top-10 to
top-170 (10% of the total 1720 settings). The result in Fig. 6 shows that most of top-10 to top-30 settings are of Profile 4 but
most of top-40 to top-170 settings are of Profile 3 or Profile 6. Profiles 3 and 6 perform well in total but Profile 4 performs
dominantly well just for some settings.
To observe the figure of unknownwords found, we have analyzed the result of Profile 4 with η of 2.0β and ζ of 20β since
it achieves the highest performance of 90.19%. The results of other profiles or settings are similar due to our preliminary
observation. The analysis has been done under two factors, i.e., the length of an unknown word candidate (the number of
TCCs in an unknown word candidate) and their occurrence frequencies in the corpus. As investigation of the first factor,
we plot a recall graph to represent the numbers of correctly classified unknown words, the numbers of actual unknown
words, and their ratio (recall) against their lengths. As the result, Fig. 7 shows that most unknown words have a size of 4
TCCs to 7 TCCs. Long unknown words are rarely found since they are incorrectly detected as shorter words. Only 67.77%
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Table 3
The number of NB-VGRE-PPs that outperform the baseline performance.
Profile No
significance
−(p < 0.1) −−(p < 0.01) + (p < 0.1) ++ (p < 0.01) Total of
(−,−−)
Total of
(+,++)
Total
3 0 68 13 87 112 81 199 280
6 0 71 61 71 77 132 148 280
2 0 166 25 60 29 191 89 280
7 0 162 66 36 16 228 52 280
4 0 121 90 54 15 211 69 280
5 0 141 61 69 9 202 78 280
1 30 0 5 0 5 5 5 40
Fig. 6. Comparison of the number of each penalty profile respects to best-t profiles. Here, upto 170 profiles are investigated.
and 26.53% recalls are gained for 9 and 10 TCCs, respectively. While most found unknown words are not too short and
too long, our NB-VGRE-PP can obtain up to 95.37%, 96.82%, 97.92%, 95.46%, 93.60% and 80.58% recall for moderate-length
unknownwords with 3 TCCs to 8 TCCs, respectively. In addition, we also plotted a precision graph that indicates the ratio of
the numbers of correctly classified unknown words against the predicted unknown words (i.e., precision), with respect to
their size as shown in Fig. 8. From the result, our NB-VGRE-PP achieves a high precision of 85.28%–100%, except the case that
the predicted unknown words contain only one single TCC. A predicted long unknown word is likely to be a true unknown
word as the precision obtained is nearly 100%.
As another exploration, we plotted the numbers of correctly classified unknown words, the numbers of actual unknown
words, and their ratio (i.e., recall), against occurrence frequency as shown in Fig. 9. The analysis is also done on Profile 4 with
η of 2.0β and ζ of 20β . The graph evidences that the NB-VGRE-PP achieves 76.38% up to 99.98% recall. One observation is
that unknown words with a higher frequency are usually found (higher recall). On the other hand, unknown words with a
low frequency may not be found.
Also we plotted the numbers of correctly classified unknown words, the numbers of predicted unknown words, and
their ratios (i.e., precision), against occurrence frequency as shown in Fig. 10. The NB-VGRE-PP achieves up to 83.52% to
100% precision in predicting unknown candidates, even the case of 3−4 is exceptionally low (only 60.12%) by chance. An
additional observation is that unknownwords with a higher frequency are usually detected correctly (higher precision), the
same as the recall graph in Fig. 9.
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Fig. 7. Numbers of correctly classified unknownwords and actual unknownwords and their ratios (recall), varied by TCCs size, when Profile 4 is employed
with η = 2.0β, ζ = 20β .
Fig. 8. Numbers of correctly classified unknown words and predicted unknown words and their ratios (precision), varied by TCCs size, when Profile 4 is
employed with η = 2.0β, ζ = 20β .
6. Error analysis
In the experiments, we found that Profiles 3 and 6 are superior in many settings, Profiles 2, 4 and 7 performs well in
some settings and the others are inferior in most settings. While some settings can help improving performance over a
base classifier, it is worth analyzing their misclassified unknown candidates. To simplify the analysis but to still catch a
rough figure of the obtained errors, we investigate the prediction results of 112 settings of Profile 3, ones with significant
improvement over the baseline (p < 0.01). Table 4 shows the number of unknown word candidates correctly found by all
of the 112 settings (ALL), the number of unknownword candidates correctly found by none of the settings (NONE), and also
the number of candidates correctly found by some of the settings in each range of 0–25, 25–50, 50–75 or 75–100. The table
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Fig. 9. Numbers of unknown words and correctly classified unknown words, with respect to the occurrence frequency, and their ratios (recall) when
Profile 4 is employed with η = 2.0β, ζ = 20β .
Fig. 10. Numbers of correctly classified unknown words and predicted unknown words, with respect to the occurrence frequency, and their ratios
(precision) when Profile 4 is employed with η = 2.0β, ζ = 20β .
displays the number of predicted unknown words, and the average and standard deviation of each feature, classified by the
percentage of settings (classifiers) that correctly predict the unknown words. First of all, we compare characteristic of the
feature values in the case of NONE to that of the feature values in the case of ALL. This comparison is useful for investigating
which features have effect on classification performance. The following are some observations. First the number of TCCs
(Nt), the number of characters (Nc) and the number of known words (Nw) of the ALL set are usually shorter than those
of the NONE set. This implies that short unknown words are easily detected correctly. On the other hand, long unknown
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Table 5
List of most frequent unknown words in the NONE set, their misrecognized strings and the number of mispredicted locations (Wrong prediction), and the
total number of location (Total). Each number in the parenthesis indicates the number of classifiers suggesting that string (112 settings of profile 3).
words are hard to detect correctly. This characteristic is similar to the precision result in Fig. 8. Second the left and right
TCCs variety (Lv and Rv) of the ALL set are usually higher than those of the NONE set. This implies that unknown words
with high variety are usually hard to detect correctly. On the other hand, those with low variety are easy to detect correctly.
Third the probability of a special character on left and right (Ls and Rs) of the ALL set are usually higher than those of the
NONE set. This implies that unknown words with high Ls and Rs are usually easy to detect correctly. For the rest features,
term frequency (TF), inverse document frequency (IDF), and the TF × IDF (TFIDF) of the ALL set and those of the NONE
set are not significantly different since the standard deviation is higher than the average. Except NONE and ALL, Table 4
also displays the characteristics of features when some settings (classifiers) predict correctly and some settings do not. We
found out that many settings (classifiers) perform well. Concretely, 75% to 100% of 112 settings can detect 12,737 unknown
words correctly. This figure is similar to the case of ALL. Moreover, there are some regularity in the features Lv and Rv , that is
their values tend to be lowwith respect to the percentage of correctly predicting classifiers. The other features have no such
trend when we consider several ranges. The left TCC variety and the right TCC variety (Lv and Rv) seem to be good features
for classification.
As the second analysis, we investigate the unpredictable unknown words (ones in the NONE set), Table 5 displays some
of unrecognized unknown words with some predicted mistakes suggested by classifiers. The table displays the number of
locations where the unknown words appeared in the corpus (Total) as well as the number of locations where the unknown
words are predicted wrongly (Wrong prediction). For each unknown word, only top-4 suggested patterns are shown and
the number of classifiers predicting that string is illustrated in the parenthesis. However, some unknown words have very
few suggested patterns, for example, ‘Acetylcholine’ has only two predicted patterns. We can observe that many of these
misrecognized patterns are reasonable in the sense that they are likely to be unknown words.
7. Conclusion
In this paper, we presented an automated method to recognize unknown words from a Thai running text. We described
how to map the problem to a classification task. Treating a sequential problem as a non-sequential problem, the unknown
word recognition is required to include a process to rank a set of generated candidates for a potential unknown word
position.We presented an approach to construct ensembles of classifiers, namely GRE-based boostingwith a penalty profile,
by employing a penalty profile. A penalty profile was defined to model succeeding classifiers in order to re-rank a set of
ranked candidates into a suitable order. A number of experiments were performed to investigate seven penalty profiles for
setting weights to misranked candidates. As a base classifier, the Naïve Bayes was applied using eleven types of features.
In the experiment, we investigated 1720 settings, coming from different penalty profiles with various weights. Moreover,
all settings were conducted with 10-fold cross validation using 10-ensembles for each fold. From the experiment results,
many settings of our NB-VGRE-PP obtained better performance than the NB-VGRE-FP, NB-GRE, and NB. As a result, we
found that all profiles with small values of η and ζ obtained performance better than the other methods. The best setting of
our method achieved the highest accuracy of 90.19% which outperformed the conventional Naïve Bayes (NB), Naïve Bayes
with non-ensemble (NB-GRE), and flat penalty profile (VGRE-FP) with an accuracy gap of 12.88, 10.59, 6.05, respectively.
Moreover, we found that Profiles 3 and 6 performed well for most settings while Profiles 2, 4 and 7 performed well in some
settings and the others were inferior in most settings. As a future work, different weights, instead of a constant weight,
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can be given to different features. Moreover, it is possible to apply this technique as non-sequential problem to solve other
sequential problems such as part-of-speech (POS) tagging.
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