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Abstract. Recently, the research on robots performing every-day tasks at home,
like to take care of elderly or disabled people, has pursued the problem of the ma-
nipulation of everyday objects. Among them, grasping a cloth is one of the most
challenging tasks, since the textiles are highly-deformable and it is not straight-
forward to define a generic grasping point. In this paper, we address this problem
by introducing a new robot interaction method that enables unexperienced users to
control the robot in a natural way. Given a textile lying on the table the robot pro-
poses a grasping point and the user is able to teach the robot a new grasping point.
The data collected using this method is then used for training the system using a
Vector Autoregression method, which produces better grasping points allowing po-
tentially better manipulation actions. The experiments demonstrates the validity of
the new interaction method and its potential to improve the point-grasping selection
algorithm in different configurations of a polo-shirt.
Keywords. Textile grasping, Human robot interaction, Leap Motion, Teleoperation,
Reinforcement Learning, Cloth manipulation
1. Introduction
Need for robotic maids to take care of elderly and disabled people caught interest of
many researchers. The tasks that are expected from robots vary in complexity. They may
be a part of series of tasks such as opening a door [1] or a set of complex tasks, such as
cooking [2]. However, one thing that the robotic maids have in common is, the robots
and the people should interact while the robots are helping them. There are numerous
ways for human robot interaction (HRI). There are ways to manipulate directly by ap-
plying force to the arms of the robot such as Mobile Robot (MR) Helper, MR Dancer as
explained in [8], using joysticks and using common input devices like a keyboard and a
mouse.
The problem with these methods are either robots are operated in close proximity or
the used teleoperation device does not represent the robot movements in an easy refer-
ence frame for a non-experienced user. As most of the helpers are designed to help the
elderly, i.e. non-experienced users, it is crucial that a person without any prior knowledge
should be able to operate the robot easily. To address this problem, numerous sensors are
used that can recognize the human body parts and their movements and hence enabling
gesture based operation. Robots with a Kinect sensor (Microsoft, USA) available, can
easily detect a human body and its movements and act accordingly [9,10]. Leap Motion
Figure 1. Bounding boxes and FINDDD selected grasping point. The red box contains the collar and FINDDD
scores will be calculated inside it.
sensor (Leap Motion Inc., USA) is a new sensor that can recognize hands and track its
position alongside the separate positions of fingers using IR sensors and cameras. Hav-
ing a 150°of detection area and accuracy in sub-millimeters, this device is being used in
teleoperation of robots, especially in robot arms [11].
One of the main tasks that a robotic maid should be able to handle is cloth manipu-
lation. As the textile is a deformable object, it is not trivial for a robot to select a grasp-
ing point on a cloth that is acceptable to humans, or alternatively, a good grasping point
taking into account the task to be performed. There are numerous attempts to solve this
problem. For example in [3] the robots folds a cloth from a cluster of shirts. In [4] Fast
Integral Normal 3D (FINDDD) descriptors are used to detect the collar on a polo-shirt
and how to select a point based on this data is explained. However, as seen in Figure 1,
FINDDD is not able to always find a good grasping location that is acceptable to humans.
Therefore, the system can benefit of a training case by case by human beings.
In this work, a method to teleoperate the robot in a more natural way for reinforce-
ment learning is proposed. Later its application for training an autoregression model
based on FINDDD descriptors will be shown. In the first part, the methodology of tele-
operation with the use of Leap Motion sensor is explained. Later, the autoregression
method and the results obtained will be shown. In the last section, obtained results will
be discussed.
2. Selecting Better Grasping Points
2.1. Human Interference to Introduce a Better Grasping Point
In order to teach a robot to select better grasping points than the previous ones, a human
intervention is needed. This intervention might be with direct manipulation or with haptic
devices. However in this work, a more natural way will be used. With the help of Leap
Motion sensor, which can detect and track hands, user can move a robotic arm in a
more natural way and it will improve the sensation of teleoperation. (Step 4 in Figure 2).
Moreover, this method allows an unexperienced user to operate the robot with ease.
With the help of Leap Motion sensor, the robot gripper can mimic the position and
the orientation of the hand. Moreover, it can mimic the positions of the fingers. With
a simple gesture such as finger tapping, the user can command the robot to execute
Figure 2. Complete flowchart of the system used.
a task such as grasping. However, the tremor on the hand causes the robot to behave
undesirably. In addition, the noisy information from the sensor forces the robot to act
beyond its acceleration and torque limits. To avoid these problems, a first order low-pass
butterworth filter with cut-off frequency ω = 0.5 is implemented. Its calibration is done
such that, the delay caused by the filter is unnoticeable to the user and one can position
the robot precisely. To improve the precision, hand movements are scaled down by a
factor of 2 before sending the positions to the robot.
2.2. Collar Detection
In order to select a good grasping point on a shirt, its collar is to be found. In [6] a method
to detect a bounding box that contains the collar based on Bag of Features [5] with com-
bination of appearance and 3D geometry is explained. (Step 1 in Figure 2). However,
locating the collar is not enough for selecting a good grasping point. Therefore in [4]
FINDDD descriptors which is an improvement to the method in [6] is proposed. The se-
lection method by this algorithm is calculating FINDDD descriptors inside the bounding
box that contains the collar and selecting the grasping point as the location correspond-
ing to the maximum of calculated scores. Having more than one local maximum as seen
in Figure 3, this method is highly dependent on chance which is clear in Figure 1. More-
over, even though upper-middle part of the collar is mostly selected by humans, there is
no local maximum in FINDDD scores around this region. Hence it is impossible for this
method to select a grasping point here. However the distribution of FINDDD descriptors
is able to indicate the shape of the collar and it will be used for training and testing the
system proposed in this work.
2.3. Training
To train the system for selecting better grasping points, a mapping with vector autore-
gression (VAR) method [7] is used. Eventhough VAR model is mostly used in finance
and economics with time variant values, its multivariate version can be modeled for this
case to find a mapping matrix A to match the features extracted from FINDDD scores Y
and their corresponding user selected grasping points X .
Figure 3. FINDDD Scores
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Hence, we can calculate A by,
A= ((Y T ×Y )−1×Y T )×X (3)
As explained earlier, it is clear that the grasping point should be moved in the x and
y directions in order to achieve grasping from the upper-center part of the collar. It is also
necessary to grasp with a correct depth and orientation. For example, grasping deeper
than necessary prevents the robot from further manipulations. In addition, the grasping
angle θ should be correct in order to enable further manipulations. The complexity of
necessities justifies the need of a direct human intervention while the robot is performing
the task.
In this work, grasping positions x, y, z and gripper orientation θ is to be found.
Therefore, matrix X will have 4 columns formed by these parameters. The values on the
Y matrix has to be determined as values that can show the position of the collar. When
the FINDDD scores in Figure 3 are analyzed, 4 local maxima with similar positions with
respect to collar is observed. Hence, the positions and values of the mentioned points are
selected as feature space.
3. Experimental Work and Results
In this section, the experimental work that has been done to test the VAR algorithm and
the results obtained from them will be explained.
Figure 4. Experimental sequence.
3.1. Experimental Setup
To solve the aforementioned problem, a setup consisting of 7 DoF WAM robot arm
(Barret Inc., USA) and for teleoperation Leap Motion sensor are used. The detection of
the shirt and the collar is done by a Kinect sensor mounted on top of the table. With
the use of Leap Motion sensor, the user is able to control the robot with his natural
movements. Moreover, it allows scaling as compared to direct manipulation which allows
more precise positioning. This is crucial as the main objective of this work is fine tuning
of the grasping positions.
Experimental method is as follows:
1. Polo shirt is placed on the table.
2. With the use of Kinect Sensor, FINDDD scores are calculated.
3. The robot moves to the grasping position selected by the scores calculated in the
previous step.
4. The user takes control of the robot and shows a better position and angle for
grasping.
5. FINDDD scores and the user selected grasping position are recorded for training
purposes.
The entire process can be seen in Figure 4.
3.2. Training
For training a better system, a data set of 50 sample is formed by the methods explained
in Section 3.1. The data set is formed by the FINDDD scores for the collar area of the
polo shirt and the grasping points determined by the operator. As shown in Figure 3,
locations of the first 4 highest valued local maxima with respect to the collar area follows
a pattern on the 2D matrix of FINDDD scores. Thus these locations alongside with their
values are selected as the feature space.
The feature matrix Y is formed by concatenating the pixel positions of local maxima
and their values as seen in Equation (4).
Y =
[
~umaxT ~vmaxT ~zmaxT ~scoremaxT
]
(4)
The outputs matrix X is formed by concatenating the pixel values of user given
position on 2D FINDDD scores image u and v which are corresponding to the real world
x and y values, and real world z and θ values as seen in Equation (5). Out of 50 samples,
80% is randomly selected for training and the remaining 20% is selected for testing.
X =
[
~uT ~vT ~zT ~θT
]
(5)
Using the Equation (2) we can write,
Xtrain = Ytrain×A (6)
and using the Equation (3) we can calculate the training matrix A.
3.3. Experiments
To evaluate the performance of this algorithm, a simple case of spread open shirt is used.
The experiments conducted as explained in Section 3.1 with polo shirt placed on table
in a spread open way, as seen in Figure 1. The grasping position for the end effector is
selected such that the gripper is perpendicular to the collar, so that it will not cluster the
shirt and with just enough depth for a successful grasp.
To evaluate the obtained results from the regression model, the 3D distance from the
user selected point to the regression output is checked for each testing sample. However,
closer result does not necessarily mean a good result. The output may lay outside of shirt.
Therefore, the model output is checked on the real image to see whether the output is
actually on the shirt or not.
The error on z direction and on the angle θ is checked separately as their effect is
different from the effects of x and y directions and the robot moves to the initial grasping
point with constant depth and orientation.
Moreover, the results of the system are tested for the stability regarding the change
of button states. The experimental procedure and result evaluation are the same as the
previous case.
3.4. Results
The results obtained from the experiments show that using autoregression model in fact
moves the grasping point closer to the user requested position. As seen from the Table
1, for all of the 10 testing samples with two buttons closed, the results moved closer to
the user selected point and moving the average error from 7.44 cm to 2.28cm. Moreover,
when the z and θ differences are checked from Table 2, we can observe that the depth
difference average is 3.44 mm and θ error is 0.159 radians which is in an acceptable
range.
When we analyze the one button case training from Tables 3 and 4, we can observe
that the grasping point does not always moves closer. Moreover, there is one case where
the autoregression model is not able to find a solution inside the bounding box. However
in average, the 3D distance error decreased from 8.42 cm to 4.53 cm. The error in z
direction and θ orientation is 6.86 mm and 0.169 rad respectively which are worse than
the initial case but still in an acceptable range.
Regarding the second part, that is to check if the closer grasping point is in fact a
better point, the obtained outputs are shown on the real image, as seen in Figure 8 Results
Test data Initial error (cm) Error after training (cm)
No: 1 5.58 3.39
No: 2 8.91 1.85
No: 3 7.67 3.73
No: 4 8.02 1.06
No: 5 10.0 1.53
No: 6 6.06 0.06
No: 7 4.59 1.93
No: 8 7.74 0.00
No: 9 7.44 5.50
No: 10 8.46 3.75
Table 1. Position error before and after training for two buttons zipped case
Test data z direction error (mm) θ difference (rad)
No: 1 8.91 -0.11
No: 2 -5.60 -0.07
No: 3 1.91 0.10
No: 4 0.39 0.20
No: 5 -5.30 0.05
No: 6 4.11 0.31
No: 7 0.29 0.09
No: 8 1.34 0.20
No: 9 4.06 0.22
No: 10 -2.49 0.24
Table 2. Error on z direction and angle θ for two buttons zipped case.
Test data Initial error (cm) Error after training (cm)
No: 1 5.21 6.53
No: 2 7.31 4.45
No: 3 9.10 1.21
No: 4 9.23 1.90
No: 5 8.93 13.5
No: 6 8.53 5.18
No: 7 8.38 Not found
No: 8 7.93 3.68
No: 9 11.55 0.67
No: 10 8.09 3.68
Table 3. Position error before and after training for one button zipped case
on the shirt and closer to the upper-center part of the collar are regarded as good results
(Figure 5) and results not on the desired area (Figure 6) or outside of the shirt (Figure 7)
are regarded as worse results.
With this method 20 results are controlled and 65% of the results are classifed as
good results.
Test data z direction error (mm) θ difference (rad)
No: 1 2.79 0.01
No: 2 18.7 0.30
No: 3 5.47 -0.16
No: 4 13.1 -0.21
No: 5 10.1 -0.34
No: 6 4.71 0.36
No: 7 -5.63 0.14
No: 8 2.67 -0.07
No: 9 -2.83 0.02
No: 10 -2.67 -0.08
Table 4. Error on z direction and angle θ for one button zipped case.
(a) Better grasping point after
training
(b) Worse grasping point - On
shirt
(c) Worse grasping point -
Outside of shirt
Figure 5. Results for two button zipped without rotation (Light cross: initial selected point, Dark cross: Au-
toregression output)
4. Discussion and Future Work
In this paper we have presented a new interaction method using the novel Leap motion
device that allows to non-expert users to interact naturally with a manipulator robot. We
have also demonstrated its potential to teach variations of a task to the robot, and we
have used as example the improvement of the selection of grasping points in textiles like
polo-shirts.
Taking the experimental results into consideration, vector autoregression provides
better results compared to using only FINDDD descriptors. Even though there are results
that are unacceptable for human beings, in average, this method moved the grasping
point closer to a desired point. Moreover, using the natural hand movements made the
robot easier to operate. The Leap Motion sensor gave the user the sensation of real-world
grasping without the touching.
The method explained in this work is only tested with spread open shirt without any
significant deformations or rotations. However, given enough data to train the system for
these cases, the results obtained shows that this method contributes a significant improve-
ment for shirt manipulation. In the future, more data can be collected for different kinds
of deformations and the system can be enabled to create better solutions for different
deformations on the shirt.
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