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Abstract: Recent derivations of Cardy-like formulae in higher dimensional field theories
have opened up a way of computing, via AdS/CFT, universal contributions to black hole en-
tropy from gravitational Chern-Simons terms. Based on the manifestly covariant formulation
of the differential Noether charge for Chern-Simons terms proposed in [1], we compute the en-
tropy and asymptotic charges for the rotating charged AdS black holes in higher dimensions at
leading order of the fluid/gravity derivative expansion in the Einstein-Maxwell-Chern-Simons
system. This gives a result that exactly matches the field theory predictions from Cardy-like
formulae.
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1 Introduction
Since the famous demonstration by Bekenstein and Hawking that black hole geometries have
entropy, the quest for understanding microscopic origins of that entropy has taken us on a
long and fascinating adventure connecting various fields of physics and mathematics. The
advent of string theory and AdS/CFT has injected much enthusiasm into this subject, and
for a wide class of extremal/near-extremal black holes we can now claim to understand (albeit
by somewhat indirect means) where this entropy comes from [2–8].
Accounting for the entropy of finite-temperature black holes has however been a more
difficult endeavor. The major successes in this regard are often linked to anomalies — a
paradigmatic result in this direction is the Cardy formula [9] which links the thermodynamic
properties of a 2d CFT with the anomaly coefficients (the right and left central charges cR,L)
calculable from the microscopic description. In context of AdS3/CFT2, this fact has been
repeatedly exploited [10] to account for the entropy of finite temperature AdS3 black holes
far from extremality. It is hence an interesting question to ask whether this success can be
extended to higher dimensions.
The parity even part of the Cardy formula does not generalize to higher dimensional
field theories.1 However, recently the analogue of the parity odd part of the Cardy formula
in higher dimensions has been conjectured [11–14] and proved [15–17]. As we will briefly
review below, this generalization — often goes by the name of ‘replacement rule’— gives a
prescription in which one starts with the anomaly polynomial PCFT of the field theory under
question and then, by a series of steps, constructs an expression for the leading parity odd
part of the entropy.
It is then natural to enquire whether the replacement rule can be used to account for the
leading parity odd part of the black hole entropy. The main aim of this work is to show that
this is indeed the case and that successes in AdS3/CFT2 can be extended to the parity odd
sector of any even dimensional CFTs.
1For example, consider the famous 3/4 factor between free energies at strong and weak coupling in four-
dimensional N = 4 SYM. Since the central charge of this theory is coupling independent, the presence of this
factor rules out any possibility of universal formula only involving central charges.
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The anomaly coefficients we are interested in (along with the Weyl anomaly coefficients
to whom they are related to via supersymmetry) have been conjectured to determine various
terms in different supersymmetric partition functions. Such conjectures have been investi-
gated actively by various authors including [18–26]. Although these supersymmetric versions
do not yet have a general proof of the type given in [15, 17], there is a mounting evidence
for their validity. Our arguments in this work about how anomalies show up in gravity
computations would hopefully be extended to such supersymmetric versions.
The first step in this direction is to construct a large class of black hole solutions which
will play the role of the famous BTZ black hole solution in higher dimensions. In order to
have a parity odd part to the entropy associated with anomalies, these black holes should
be solutions of a gravitational theory with Chern-Simons terms. The simplest system of this
kind is the Einstein-Maxwell-Chern-Simons system with an action∫
dd+1x
√−G
[
1
16πG
N
(R− 2Λcc)−
1
4g2
YM
FabF
ab
]
+
∫
ICS [A,F ,Γ,R] . (1.1)
Here the Chern-Simons part of the Lagrangian is denoted as ICS which is a (d+1)-form.
2 Since
Chern-Simons terms are odd forms, this necessarily implies that d = 2n with a positive integer
n. The cosmological constant Λcc is taken to be negative and is given by Λcc ≡ −d(d − 1)/2
such that Gab is an asymptotically AdSd+1 metric with unit radius, Fab is the Maxwell field
strength, G
N
and g
YM
are the Newton and Maxwell couplings respectively. For later use, we
also define the normalized Maxwell coupling constant κq by 16πGN/g
2
YM
= κq (d−1)/(d−2).
Large, charged, rotating black hole solutions of this system were constructed in our recent
work [27] using fluid/gravity correspondence.
The main aim of this work is to compute the entropy and the asymptotic charges of these
solutions. In course of our calculations in this somewhat simplified system, we will exhibit
various structural features which we believe would carry over to more complicated examples
in string theory. In particular, the bulk of our Appendices are devoted to proving a kind
of ‘non-renormalization theorem’ for anomaly-induced entropy which shows how anomaly-
induced entropy does not get corrected in fluid/gravity expansion. We expect this result
(along with the various structural cancellations that lead to it) to hold in more complicated
examples. In fact, the robustness of anomaly induced entropy in field theory suggests that
such a result should hold even when stringy and quantum gravity corrections are taken into
account !
The second step is to develop a coherent method to compute the entropy of black hole
solutions in the presence of Chern-Simons terms. This involves various subtleties due to the
non-covariant nature of Chern-Simons terms in the Lagrangian density. In particular, the
original Noether procedure due to Wald [28–30] is valid only for the system described by a
covariant Lagrangian and thus fails in the case of Chern-Simons terms. Fortunately, this Wald
2In this paper, we use the same notation and conventions for differential forms as in [1, 27]. We refer the
reader to Appendix A for a brief summary of notations.
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formalism for constructing differential Noether charges was extended to theories with Chern-
Simons terms by Tachikawa [31]. As demonstrated by Bonora-Cvitan-Prester-Pallua-Smolic
[32], however, this extension suffers from various non-covariance issues for AdS spacetime
with dimensions greater than three. In our recent work [1], we identified the root cause of
these non-covariance problems to be the choice of a non-covariant pre-symplectic structure
in the Tachikawa method.
Further, in that work, we showed that with higher dimensional Chern-Simons terms,
one can instead choose a manifestly covariant pre-symplectic structure and implement the
Noether procedure without any subtleties. One of the main results of that work was a
covariant expression for Chern-Simons contribution (/δQ
Noether
)H to the differential Noether
charge co-dimension 2 form /δQ
Noether
, given as a sum of five terms :
(/δQ
Noether
)H ≡ T0 + T1 + T2 + T3 + T4 , (1.2)
where each term on the right hand side is determined by the derivative of the anomaly
polynomial PCFT = dICS (ICS : Chern-Simons terms in the Lagrangian) as
T0 ≡ δA(Λ + iξA)∂
2PCFT
∂F ∂F
+ δΓab(Λ + iξA)
∂2PCFT
∂Rab∂F
,
T1 ≡ δΓab∇dξc ∂
2PCFT
∂Rab∂Rcd
,
T2 ≡ δA∇dξc∂
2PCFT
∂F ∂Rcd
,
T3 ≡ −1
2
δGab(ΣH)
abc iξ(
⋆dxc) ,
T4 ≡ −1
4
ξaδ
{[
(ΣH)a
bc + (ΣH)
b
a
c + (ΣH)
cb
a
]
⋆(dxb ∧ dxc)
}
. (1.3)
Here the spin Hall current (ΣH)
cb
a is defined by (ΣH)
cb
a
⋆dxc ≡ −2(∂PCFT /∂Rab) and (Λ, ξa)
are the parameters for the U(1) gauge transformation and diffeomorphism, respectively. This
(/δQ
Noether
)H is manifestly covariant for any odd dimensional spacetime. This expression with
its five terms denoted by Ti will play a crucial role in this work. In this paper, we take the
third step whereby we evaluate this Noether charge on our black hole solutions and show that
this contribution to the black hole entropy is exactly accounted for by the anomaly-induced
entropy on the CFT side [13–15, 17]. In addition, we will also use this covariant differential
Noether charge to evaluate the asymptotic charges, that is, the energy-momentum tensor and
the charge current of the dual CFT. This completes the holographic and systematic derivation
of the replacement rules for these quantities initiated in [27].
Before we proceed to the details of our computation, certain clarifying comments are in
order regarding the use of differential Noether charge. For a time-independent black hole
solutions with bifurcate Killing horizon, the differential Noether charge form exhibited above
can be integrated over the bifurcation surface. Following Wald, we can then derive an integral
expression for the total Noether charge of stationary solutions[1] and this gives the correct
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modification of Wald entropy in the presence of Chern-Simons terms as originally conjectured
by Tachikawa [31] :
SWald-Tachikawa =
∫
Bif
2πεb
a δLcov
δRabcd
εcd +
∫
Bif
∞∑
k=1
8πk ΓN (dΓN )
2k−2 ∂PCFT
∂ trR2k
=
∫
S∞
JµS,CFT
⋆CFTdxµ ,
(1.4)
where in the first line, the integrals are over the bifurcation surface with εab denoting the
binormal at the bifurcation surface. In the second line, we have pulled back these integrals to
a spatial slice in the AdS boundary using the ingoing null geodesic prescription for the CFT
entropy current JµS,CFT following [33].
In the above entropy formula, Lcov is the covariant part of the gravity Lagrangian which
contributes via the famous Wald formula as expected. The CFT anomaly polynomialPCFT =
dICS encodes the information about the Chern-Simons part and we have presented this
contribution in terms of the normal bundle connection ΓN on the bifurcation surface and its
curvature RN = dΓN . They are defined using the binormal as
ΓN ≡
[
1
2
εa
bΓab
]
Bif
, RN ≡
[
1
2
εa
bRab
]
Bif
= dΓN . (1.5)
While we will have much to say about the structure of Tachikawa formula (1.4) especially
vis a` vis the structure of the replacement rule,3 we will rely directly on (/δQ
Noether
)H for our
main results. This is for a computational and a deeper conceptual reason.
The computational reason is this — our solutions are naturally written in ingoing Ed-
dington Finkelstein type coordinates which are unsuited for examining bifurcation surface
geometry (especially objects like those defined in Eq.(1.5)). In case of usual Wald formula,
this issue does not arise : according to an argument by Jacobson-Kang-Myers(JKM) [34],
for time-independent solutions, the first term in (1.4) coming from Lcov can be evaluated on
an arbitrary spatial slice of the horizon instead of the bifurcation surface. Unfortunately, we
have not been able to formulate such a JKM type argument for the second term in (1.4).4
We will later propose a heuristic expression for the total Noether charge similar to Tachikawa
formula which, when evaluated in standard fluid/gravity slicings, does reproduce the answer
obtained from the differential Noether charge method (see §§ 3.1). It would be interesting to
come up with a generalization of [34] to Chern-Simons terms that would justify our proposal.
For these reasons, even in the time-independent case, we will rely on (/δQ
Noether
)H to assign
entropy and charges .
3In Appendix D, we provide an interesting rewriting of the Tachikawa entropy formula in terms of the
Pontryagin classes. This expression based on the Pontryagin class would probably be useful to relate the
Tachikawa entropy formula to general CFT replacement rule in the case when the CFT is on a general curved
background.
4Note that, in BTZ case, one can explicitly check that such a Jacobson-Kang-Myers type argument does
hold for many of the standard coordinate slicings in use. Given the complexity of fluid/gravity solutions in
higher dimensions, such an explicit check does not seem feasible.
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The conceptual reason is this — our fluid/gravity solutions are in general time-dependent
and various steps needed for deriving (1.4) are no more valid. We remind the reader that,
unlike the discussion in the previous paragraph, the issue of defining time-dependent entropy
current in presence of higher derivative terms is ill-understood even in the absence of CS
terms. An implicit assumption here is that the use of differential Noether charge ameliorates
these problems, i.e., we advocate that the differential Noether charge is an appropriate way to
assign entropy current, energy momentum tensor and charge currents to time dependent black
hole solutions at least in the fluid/gravity regime.5 It would be interesting to see whether
this prescription reproduces the specifc subleading6 time-dependent corrections to anomalous
transport predicted by fluid-dynamical considerations (see Sec.12 of [35]).
After this technical aside, let us conclude our introduction by giving the outline of our
paper. We will begin in section §2 by briefly reviewing the basic results from previous work
that we will need later on. This review naturally falls into two subsections. In §§2.1, we
will state the replacement rule derived from CFT considerations while in §§2.2 we present
the black hole solutions of interest derived in [27]. This is followed by §§2.3 which contains
a description of the manifestly covariant differential Noether charge constructed in [1]. This
section ends with §§2.4 which is a summary of new results from this paper for the convenience
of the readers.
In the next section §3, we show how the replacement rule for the anomaly-induced en-
tropy current is reproduced from the differential Noether charge for the Chern-Simons terms
evaluated at the horizon of our rotating charged AdS black hole solution. This is preceded
by a heuristic derivation of the same result using a Tachikawa-like formula on the horizon.
Moving on to section §4, our differential Noether charge is used to derive the CFT stress
tensor and current which reproduce field theory expectations. We conclude in section §5 with
discussions on future directions.
We relegate various simple examples and many technical details to our Appendices. First,
we provide a series of Appendices containing a list of notation (Appendix A) and a collec-
tion of useful formulas (Appendix B and C) we use throughout this paper. Rewriting of the
Tachikawa entropy formula in terms of the Pontryagin classes is explained in Appendix D. Us-
ing our differential Noether charge, we review in Appendix E the well-known AdS3 derivation
of the Cardy formula in the presence of gravitational anomalies. The simple case of Abelian
Chern-Simons terms are dealt with in Appendix F. The following Appendix works out in
detail the AdS5 case which shows the essential structures necessary for the computations in
arbitrary dimensions. We then describe in Appendix H some structural results regarding the
T3 and T4 terms appearing in our differential Noether charge Eq. (2.9) on the rotating charged
AdS black hole background. Appendice I and J are devoted to the evaluation of T0, T1 and
5We emphasize that this is indeed an assumption given that Wald-like formalisms do not readily generalize
to fluid/gravity regime. More specifically, no such generalization has been proved yet to give an entropy current
which satisfies local version of second law to arbitrary order in derivative expansion.
6At the leading derivative order we work in this paper, there are no time-dependent corrections to anomalous
transport.
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T2 terms in the differential Noether charge Eq. (2.9) at the horizon. In Appendix K and L
we compute the asymptotic charges for our black hole solution. Finally in Appendix M, we
compute the Einstein-Maxwell contribution to the entropy.
2 Review of previous works and summary
In this section, we will review a few relevant recent results which will be useful in the com-
putations of the stress tensor/current and entropy. We start with the recent field-theoretical
results on the replacement rule of stress tensor/current and entropy. After this, we move to
the dual gravity side and briefly review some important results from our previous papers :
the rotating charge-AdS black hole solution dual to charged rotating fluid [27] as well as the
manifestly covariant differential Noether charge for Chern-Simons terms and the Tachikawa
entropy formula derived from it [1]. In the final part of this section, we summarize our
main results in the current paper and compare them with predictions coming from the CFT
replacement rule.
2.1 Entropy current and stress tensor/current from CFT replacement rule
Through the recent studies on the hydrodynamic description of systems with global anomalies,
it has been shown that the leading order anomaly-induced transports are completely captured
by the ‘the replacement rule’ [13–15, 17]. The statement of the replacement rule is as follows :
let us consider an even-dimensional quantum field theory with global anomalies characterized
by an anomaly polynomial PCFT . We define the pseudo-vector Vµ as
⋆CFTV = u∧(du)n−1 ≡
u∧ (2ω)n−1 where u ≡ uµdxµ is the fluid velocity one-form and ω ≡ (1/2)ωµνdxµ∧dxν is the
vorticity 2-form. Then, the leading anomaly-induced contribution to the Gibbs free energy
current GCFTµ is along Vµ. If we write G
CFT
µ = G
(V),CFTVµ + . . . where . . . denotes the non-
anomalous (and the sub-leading anomalous) contributions, the replacement rule claims that
G
(V),CFT is completely determined by the anomaly polynomial :
G
(V),CFT = PCFT
[
F → µ; tr[R2k]→ 2(2πT )2k
]
. (2.1)
Here, µ is the chemical potential for the U(1) charge while T is the temperature. We note that
tr[R2k]→ 2(2πT )2k means the replacement of each tr[R2k] (k: positive integer) appearing in
the anomaly polynomial by 2(2πT )2k. Following the standard thermodynamic relations
M = G+ µQ+ TS = G− µ
(
∂G
∂µ
)
T
− T
(
∂G
∂T
)
µ
, Q = −
(
∂G
∂µ
)
T
, S = −
(
∂G
∂T
)
µ
,
(2.2)
(where G : Gibbs free energy, M : energy, Q : U(1) charge, S : entropy) we also obtain
the replacement rule for the anomaly-induced contribution to the stress tensor T anomµν , U(1)
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current Janomν and entropy current (J
anom
S )ν as
T anomµν =
(
G
CFT
µ − µ
∂GCFTµ
∂µ
− T ∂G
CFT
µ
∂T
)
uν + uµ
(
G
CFT
ν − µ
∂GCFTν
∂µ
− T ∂G
CFT
ν
∂T
)
,
Janomν = −
(
∂GCFTν
∂µ
)
T
, (JanomS )ν = −
(
∂GCFTν
∂T
)
µ
. (2.3)
We note that this replacement rule was first conjectured in [13, 14] based on observations
in free theories and was then proved via formal Euclidean methods in [15, 17].
2.2 Rotating charged AdS black hole solution
Our main interest in the current paper is to consider Einstein-Maxwell-Chern-Simons theory
with a negative cosmological constant in (d+1) dimensions (d = 2n with a positive integer n)
and evaluate the Hall contribution to the differential Noether charge constructed in Ref. [1]
both at the boundary and horizon of the rotating charged AdS black hole solutions in five
and higher dimensions. These black hole solutions are derived via the fluid/gravity derivative
expansion in Ref. [27]. For later use, we summarize some key results on these black hole
solutions from Ref. [27] and on the differential Noether charge from Ref. [1]. The action of
the Einstein-Maxwell-Chern-Simons theory with a negative cosmological constant is given in
Eq. (1.1). The rotating charged AdS black hole solution on which we are going to evaluate
the Chern-Simons contribution to the differential Noether charge (2.9) takes the following
form [27] :
ds2 = −2uµdxµ ⊗sym dr + r2 [−f(r,m, q) uµuν + Pµν ] dxµ ⊗sym dxν + . . .
+ 2g
V
(r,m, q)uµVν dx
µ ⊗sym dxν + . . . ,
A = Φ(r, q) uµ dx
µ + . . .
+ a
V
(r,m, q)Vµ dx
µ + . . . .
(2.4)
Here Pµν ≡ gµν + uµuν is the projection operator and
f(r,m, q) ≡ 1− m
rd
+
1
2
κq
q2
r2(d−1)
, Φ(r, q) ≡ q
rd−2
,
Φ
T
(r,m, q) ≡ 1
2
r2
df
dr
=
1
2rd−1
[
md− κq(d− 1) q
2
rd−2
]
.
(2.5)
We denote the location of the horizon by r = rH (which satisfies f(rH ,m, q) = 0). The
parameters m and q determine the mass and electric charge of this black hole solution. We
also define Ψ(r) ≡ r2f(r,m, q)/2 for later use. Throughout this paper, we set the boundary
metric to be flat, gµν = ηµν and set the velocity vector u
µ (normalized such that uµu
µ = −1)
to pure rotation, i.e. ∂(µuν) = 0 and u
µωµν = 0 for the vorticity ωµν = ∂[µuν]. We note that,
at the horizon r = rH , we have Φ(r = rH) = µ and ΦT (r = rH) = 2πT where µ and T are
the U(1) chemical potential and the Hawking temperature, respectively. We will refer the
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reader to Appendix B.1.2 and our previous paper [27] for a more detailed analysis of these
black hole solutions.
The first lines of the metric and gauge field in Eq. (2.4) give the AdS Reissner-Nordstrom
solution boosted by a velocity uµ. In particular, we note that, when we take uµ to be a
uniformly rotating configuration on a sphere, this first line gives the leading order terms of
AdS Kerr-Newman solutions expanded in the fluid/gravity expansion. The second line of the
metric and gauge field in Eq. (2.4) is proportional to a pseudo-vector
V µ ≡ εµνλ1σ1λ2σ2...λn−1σn−1uν(∇λ1uσ1)(∇λ2uσ2) . . . (∇λn−1uσn−1) , (2.6)
and describes how the AdS Kerr-Newman black hole is dressed by the Chern-Simons contri-
butions.
2.3 Manifestly covariant differential Noether charge for Chern-Simons terms
In Ref. [1], we constructed a manifestly covariant differential Noether charge for the Einstein-
Maxwell-Chern-Simons system. The charge is split into two contributions
(/δQ
Noether
) = (/δQ
Noether
)Ein-Max + (/δQNoether)H , (2.7)
where the first term on the right hand side comes from the Einstein-Maxwell part of the
Lagrangian while the second one arises from the Chern-Simons terms.
The explicit form of the Einstein-Maxwell contribution (/δQ
Noether
)Ein-Max is given by
(/δQ
Noether
)Ein-Max = (∇aξb) δ
[
⋆(dxa ∧ dxb)
16πGN
]
+ δΓba ∧ iξ
[
⋆(dxa ∧ dxb)
16πGN
]
+(Λ + iξA) ∧ δ
[
⋆F
g2
YM
]
+ δA ∧ iξ
[
⋆F
g2
YM
]
. (2.8)
We will call the first term in each line as the Komar contribution, while the second term is
referred to as the non-Komar part. The Chern-Simons contribution (/δQ
Noether
)H on the other
hand is given by
(/δQ
Noether
)H ≡ T0 + T1 + T2 + T3 + T4 , (2.9)
where each term on the right hand side is determined by the derivative of the anomaly
polynomial PCFT [F ,R] = dICS (ICS [A,F ,Γ,R] : Chern-Simons terms in the Lagrangian)
as
T0 ≡ δA(Λ + iξA)∂
2PCFT
∂F ∂F
+ δΓab(Λ + iξA)
∂2PCFT
∂Rab∂F
,
T1 ≡ δΓab∇dξc ∂
2PCFT
∂Rab∂Rcd
,
T2 ≡ δA∇dξc∂
2PCFT
∂F ∂Rcd
,
T3 ≡ −1
2
δGab(ΣH)
abc iξ(
⋆dxc) ,
T4 ≡ −1
4
ξaδ
{[
(ΣH)a
bc + (ΣH)
b
a
c + (ΣH)
cb
a
]
⋆(dxb ∧ dxc)
}
. (2.10)
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Here the spin Hall current (ΣH)
cb
a is defined by (ΣH)
cb
a
⋆dxc ≡ −2(∂PCFT /∂Rab). In this
paper, we consider the anomaly polynomials of the form7
PCFT = cM F
l ∧ tr[R2k1 ] ∧ tr[R2k2 ] ∧ . . . ∧ tr[R2kp ] , (2.11)
(here n = 2ktot+l−1 with ktot ≡
∑p
i=1 ki, and n ≥ 2) or, more generally, a linear combination
of it.
2.4 Main results
In this subsection, we summarize the main results of this paper : the Chern-Simons contribu-
tion to the differential Noether charge evaluated at the boundary and horizon of the rotating
charged AdS black hole solution (2.4).
2.4.1 Anomaly-induced currents
Through AdS/CFT correspondence, we can write the differential Noether charge evaluated
at the boundary in terms of the stress tensor and current of the CFT living on the boundary :
(/δQ
Noether
)|∞ = −
[
ξµ|∞(δTCFTµν ) + (Λ + iξA)|∞ (δJCFTν )
]
⋆CFTdxν . (2.12)
Here, we have used the notation (. . .)|∞ or simply (. . .)∞ to denote a quantity (. . .) evaluated
at the boundary r →∞.
In the above equation, the differential Noether charge has been evaluated over a diffeo-
morphism ξa and U(1) gauge transformation Λ which, near AdS boundary, asymptote to an
arbitrary diffeomorphism and a flavor transformation of the CFT, that is, at the boundary
of AdS, we will choose ξa and Λ such that
ξa|∞ → O(r0) , Λ|∞ → O(r0) . (2.13)
For simplicity, we choose the vector ξa to be a boundary vector satisfying ξr = 0 and ∂rξ
a = 0
(for example, the Killing vectors corresponding to translations and rotations). We will also
take Λ to be independent of r : ∂rΛ = 0. We note that these {ξa,Λ} used for computing the
stress tensor and currents are state-independent with {δξa = 0, δΛ = 0}.
Our main interest is the anomaly-induced part of the CFT stress tensor, current or
charges. These quantities are proportional to ⋆CFTV = ⋆CFT(Vµdx
µ) = ⋆CFT(u∧ (2ω)n−1) and
thus are at ωn−1 order in the derivative expansion. Throughout this paper, we in general add
a superscript ‘anom’ to all expressions to denote such types of contribution. For example,
the anomaly-induced parts of the stress-energy tensor and current (we simply call them as
anomaly-induced currents) are
TCFTµν = T
anom
µν + . . . , J
CFT
µ = J
anom
µ + . . . . (2.14)
7 We use the notation c
M
(as well as c
A
and cg ) to denote the anomaly coefficients,viz., the numerical
coefficients in the anomaly polynomial.
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To simplify the notation for the differential Noether charge, we will drop the superscript
‘anom’ and denote the anomaly-induced part by (/δQ
Noether
) in the following part of the paper.
Furthermore, due to the splitting in Eq. (2.7), we can also define the two contributions
to the anomaly-part of the stress tensor and current :
T anomµν = T
anom,Ein-Max
µν + T
anom,CS
µν , J
anom
µ = J
anom,Ein-Max
µ + J
anom,CS
µ . (2.15)
The first terms come from the Einstein-Maxwell part of the Lagrangian, while the second ones
are from the Chern-Simons terms. In Ref. [27], the anomaly-induced currents are obtained
from the gravity side as8
T anom,Ein-Maxµν =
(
Gµ − Φ ∂Gµ
∂Φ
− Φ
T
∂Gµ
∂Φ
T
)
hor
uν + uµ
(
Gν − Φ ∂Gν
∂Φ
− Φ
T
∂Gν
∂Φ
T
)
hor
,
Janom,Ein-Maxµ = −
(
∂Gµ
∂Φ
)
hor
. (2.16)
Here Gµ is defined by Gµ =
∑
{V }G
(V)Vµ whereG
(V) is obtained from the anomaly polynomial
via the bulk replacement rule [27] :
G
(V) ≡ PCFT
[
F → Φ; tr[R2k]→ 2Φ2k
T
]
. (2.17)
We note that at the horizon, this reduces to the boundary CFT replacement rule in Eq. (2.3)
by recalling Φ(r = rH) = µ and ΦT (r = rH) = 2πT . As was done in Ref. [27], these results
(2.16) match with the ones derived from the CFT Gibbs current by following the discussions
in Refs. [13, 36, 37] (see §§2.1 above), under the assumption
T anom,CSµν = 0 , J
anom,CS
µ = 0 . (2.18)
In this paper, we have confirmed the correctness of this assumption (2.18) by directly
computing these quantities from the differential Noether charge on the gravity side on the
rotating charged AdS black hole background.
2.4.2 Entropy current
In order to evaluate the entropy current of our solution, we proceed as follows [29, 30]. We con-
sider the differential Noether charge associated with a specific state-dependent diffeomorphism
and U(1) transformation on our black hole solution. As before, we choose the diffeomorphism
ξa to be a boundary vector satisfying ξr = 0 and ∂rξ
a = 0 and the U(1) transformation Λ
to be independent of r : ∂rΛ = 0. However, the boundary components are now chosen to
depend on the particular fluid state under question : we take
ξµ = ξµhor ≡ uµ/T +O(ω2) , Λ = Λhor ≡ −iξA|r=rH = µ/T +O(ω2) . (2.19)
8Strictly speaking, Eqs. (2.16) and (2.18) are only true for AdS2n+1 for n ≥ 2. In AdS3, the anomaly part
of the CFT stress tensor is reproduced by the Chern-Simons part of the bulk differential Noether charge only.
We refer the readers to Appendix E for detailed discussions (in particular, see Eqs. (E.10) and (E.11)).
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For convenience, we will use the notation (. . .)|hor or simply (. . .)hor to denote a quantity (. . .)
evaluated at the horizon with the substitutions given in Eq. (2.19) and then pulled back to
the boundary using ingoing null geodesics [33] .
As discussed in [29, 30], the differential Noether charge associated with (2.19) evaluated
on the horizon corresponds to the entropy of the black hole solution. We can write this
entropy by introducing an entropy current as
(
JCFT,anomS
)
µ
as
(/δQ
Noether
)|hor = δ
(
JCFT,anomS
)
µ
⋆CFTdxµ . (2.20)
This should be thought of as the local version of the formalism developed in [29, 30] using
the pull-back prescription of [33].
Here, as in (2.15), we can split the entropy current into the contribution coming from the
Einstein-Maxwell part of the Lagrangian and the one from the Chern-Simons terms :
(JCFT,anomS )µ = (J
anom,Ein-Max
S )µ + (J
anom,CS
S )µ , (2.21)
where the first term vanishes as we have shown in Appendix M
(Janom,Ein-MaxS )µ = 0 . (2.22)
For later convenience, it is also useful to define (J
(V)
S )l by expanding the entropy current with
respect to U(1) chemical potential :
J
(V)
S ≡
∑
l
(J
(V)
S )l (µ
l) . (2.23)
In this paper, we derive the following expression for the entropy current from the gravity
side by computing the entropy of the rotating charged AdS black hole (2.4) :
(Janom,CSS )µ = J
(V)
S Vµ with J
(V)
S ≡ −2π
(
∂G(V)
∂ΦT
)
hor
. (2.24)
This result is consistent with the CFT prescription for the anomaly-induced entropy current
given in Eq. (2.3).
2.4.3 Examples
For the reader’s convenience, in Table 1 we present the explicit expressions of G(V) and
the anomaly-induced entropy current J
(V)
S for various anomaly polynomials in AdS3, AdS5
and AdS7. The results for the more general cases are given in the next section and in the
Appendices.
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n (V) PCFT G
(V) J
(V)
S
1 u(2ω)0 c
A
F 2 c
A
Φ2 0
cgtr[R
2] cg(2Φ
2
T
) −2πcg × 2× 2× (2πT )
2 u(2ω)1 c
A
F 3 c
A
Φ3 0
c
M
F ∧ tr[R2] c
M
Φ(2Φ2
T
) −2πc
M
× 2× 2× (2πT )× µ
3 u(2ω)2 c
A
F 4 c
A
Φ4 0
c
M
F 2 ∧ tr[R2] c
M
Φ2(2Φ2
T
) −2πc
M
× 2× 2× (2πT )× µ2
cgtr[R
2] ∧ tr[R2] cg (2Φ2T )2 −2πcg × 22 × 4× (2πT )3
cgtr[R
4] cg(2Φ
4
T
) −2πcg × 2× 4× (2πT )3
Table 1. G(V) and J
(V)
S
for AdS3, AdS5 and AdS7.
3 CFT replacement rule for entropy current from gravity
In this section, we will show that the CFT entropy current in Eq. (2.24) is reproduced by the
black hole entropy coming from the Chern-Simons terms. The parity odd part of the Einstein-
Maxwell contribution to the entropy turns out to be zero. The details of the computations
are rather standard and straightforward and thus will be presented in Appendix M instead.
This section will be devoted to some explicit computations of the Chern-Simons contribution
to the entropy.
As discussed in the previous section (as well as Introduction), our main derivation here
is based on the differential Noether charge at the horizon. Given the length of this computa-
tion, however, let us begin instead with a heuristic derivation inspired by Tachikawa entropy
formula (1.4). The aim here is to make various assumptions that would directly get us to
the heart of how the replacement rule appears in holography. In the next subsection, we
will present the results from evaluating the differential Noether charge (2.9) on the rotating
charged AdS black hole background (2.4).
3.1 Entropy I : Tachikawa-like formula at arbitrary horizon slice
Let us begin by recalling from Ref. [1] that for stationary solutions, at the bifurcation surface,
the Chern-Simons terms contribute to black hole entropy through the Tachikawa entropy
formula (that is, the second term of (1.4))
STachikawa =
∫
Bif
∞∑
k=1
8πk ΓNR
2k−2
N
∂PCFT
∂ trR2k
, (3.1)
for a general anomaly polynomial PCFT . We notice that the rotating charged AdS black
hole solution that we constructed in [27] is obtained in the ingoing Eddington-Finkelstein
coordinates. This makes the evaluation on the bifurcation surface difficult (since it is at the
boundary of such coordinates).
As we described in Introduction, in the usual Wald formula (that is, the first term
of (1.4)), these difficulties can be tackled using the arguments of Jacobson-Kang-Myers
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(JKM) [34]. This JKM type argument ensures that, for stationary solutions, the first term
of (1.4) evaluated on an arbitrary horizon slice gives the same answer as when evaluate over
the bifurcation surface. In contrast, it is unclear how to convert the Tachikawa formula (3.1)
into an expression that can be evaluated over an arbitrary horizon slice. It is especially
unclear how to interpret objects like ΓN over an arbitrary slice. This is an indication of
broader slice-dependence issues when Wald-like formulae for time-dependent solutions are
considered.9
We will not solve this important issue here. However, we will now make a simple proposal
which seems to give the right answers which are consistent with the direct computation based
on the differential Noether charge and also the expectations from the CFT side. Let us define
Γ˜N ≡ 1
4π
∇bξaΓba|hor , R˜N ≡ dΓ˜N . (3.2)
We will then assume that with these definitions, the entropy is given by a formula similar
to (3.1) where ΓN is replaced by Γ˜N and RN is replaced by R˜N . Thus, our goal now is to
explicitly evaluate
S˜Tachikawa =
∫
arbitrary slice
∞∑
k=1
8πk Γ˜NR˜
2k−2
N
∂PCFT
∂ trR2k
(3.3)
to obtain the replacement rule for anomaly-induced entropy current. The integrand can then
be taken (after pull-back) to be the CFT entropy-current form.
Using Eqs. (B.79), (B.64) and (B.68), we find that Γ˜N starts at order ω
0, while F |hor
and R˜N start at ω
1. In particular, the leading order expressions are given by
F |hor = µ(2ω) + . . . , Γ˜N = −(2πT )u+ . . . , R˜N = −(2πT )(2ω) + . . . . (3.4)
Finally, using Eq. (B.26), we obtain the leading contribution to S˜Tachikawa for the rotating
charged AdS black hole (which is at order ωn−1) :
S˜Tachikawa =
∫
arbitrary slice
(
JCFT,anomS
)
µ
⋆CFTdxµ , (3.5)
where (
JCFT,anomS
)
µ
= −2π
(
∂G(V)
∂ΦT
)
hor
Vµ , (3.6)
for any anomaly polynomial PCFT in AdS2n+1. Remarkably, this reproduces the CFT re-
placement rule for the anomaly-induced entropy current, agreeing with the result based on
the differential Noether charge without any assumptions in the next subsection. This crude
computation inspired by the Tachikawa entropy formula simplifies the treatment of 2nd and
higher order terms drastically. That is, since the above derivation uses each building block
9We would like to thank Sayantani Bhattacharyya, Shiraz Minwalla and Mukund Rangamani for enlight-
ening discussions regarding related issues.
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at its lowest order, obviously if any of them is at 2nd or higher order, the contribution to the
entropy will be higher than ωn−1. This computation also shows that the replacement rule
follows from the general structure of black hole solutions and indicates how it might be a
robust statement holding beyond the simple model under consideration.
3.2 Entropy II : Evaluation of differential Noether charge at horizon
We will now turn to a more honest (but more lengthy) derivation of the replacement rule via
the differential Noether charge with no ad-hoc assumptions. To derive the CFT replacement
rule for the anomaly-induced entropy current, we start with the manifestly covariant differ-
ential Noether charge summarized in Eqs. (2.9) and (2.10). The goal of this subsection is to
briefly explain the evaluation of T0, T1, T2, T3 and T4 terms in (2.10) on the horizon of the
rotating charged AdS black hole solution (2.4). We consider the general anomaly polynomial
of the form (2.11). The detail of the computation is provided in the Appendices. For AdS3
and AdS5, it is given in Appendices E and G. For the general cases, the evaluation of T3 and
T4 (for an arbitrary fixed r) is given in Appendix H, while the rest of the terms, T0, T1 and
T2 on the horizon are calculated in Appendices I and J.
Here is one remark : In the evaluation of the differential Noether charge at the horizon,
there are two potential prescriptions depending on whether one does the variation or the
evaluation first. In the first prescription, one first sets the radial coordinate to be r = rH and
then does the variation with respect to the parameters of the black hole solution, while in the
second prescription one first does the variation and set r = rH afterward. In Appendix E,
for the rotating BTZ black holes, we have explicitly evaluated the Chern-Simons contribution
to the differential Noether charge at the horizon by using these two prescriptions and then
obtained the same result. Furthermore, in the case of entropy coming from the Einstein-
Maxwell terms, we have also explicitly checked in Appendix M that both prescriptions give
the same answer. Although the distinction has not often been discussed in the literature
(even in the case of a covariant Lagrangian), it is not known to us if these two prescriptions
should also yield the same answer.10 We take the case of BTZ black hole entropy as well as
the Einstein-Maxwell part of the entropy as a hint that it is reasonable to expect that these
prescriptions agree in general, and for the rest of this paper we will use the first prescription
(due to simplifications in the computations).
Another important comment is that in the evaluation of the differential Noether charge
(2.9) with T0, T1, T2, T3 and T4 in (2.10), since we evaluate the charge at a given fixed r-
surface, the terms proportional to dr do not contribute. Therefore, throughout this paper, we
10Essentially, the physical difference of these two prescriptions for the evaluation at the horizon traces
back to whether one evaluates at the horizon (before the variation) or the new horizon (after the variation).
An argument as to why both prescriptions gives the same answer in our computations is that if we include
the total contribution to the entropy (including all the terms appearing in the Lagrangian), then on-shell
∂r(/δQNoether ) = 0 because of d(/δQNoether ) = 0. This implies that /δQNoether does not depend on r and thus it
is the same whether it is evaluated on the original or the new horizon (after the variation).
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neglect these terms unless otherwise mentioned (i.e. ‘=’ in the evaluation of the differential
Noether charge and Ti’s is valid up to these terms). In addition to this, we also set δr = 0.
3.2.1 Terms T3 and T4 (from Appendix H)
As a result of the detailed computation in Appendix H, the terms T3 and T4 for a general
anomaly polynomial (2.11) at an arbitrary fixed r surface of the black hole solution (2.4) are
given by
T3 =
1
2r
(2Ψ − r2) d
dr
[
r
∂G(V)
∂ΦT
]
iξ
[
(δu) ∧ u ∧ (2ω)n−1] , (3.7)
T4 = ξ
µδ
{
−r
2
2
d
dr
[
∂G(V)
∂ΦT
]
Vµ
⋆CFTu− uµΨ
r2
d
dr
[
r2
∂G(V)
∂ΦT
]
u ∧ (2ω)n−1
+4r−2ΨH(V)
[
r2Vµ
⋆CFTu− 2Ψuµu ∧ (2ω)n−1
]}
, (3.8)
where G(V) and H(V) are determined by the corresponding anomaly polynomial PCFT [F ,R]
via the bulk replacement rule
G
(V) ≡ PCFT
[
F → Φ; tr[R2k]→ 2Φ2kT
]
,
H
(V) ≡ ∂PCFT
∂(tr[R2])
[F → Φ; tr[R2k]→ 2Φ2kT ] . (3.9)
By evaluating these expression for T3 and T4 at the horizon r = rH , we obtain
(T3 + T4)|hor = rH
4πT
J
(V)
S δu ∧ (2ω)n−1 with J (V)S ≡ −2π
(
∂G(V)
∂ΦT
)
hor
.
We note that the above result can be obtained by assuming that 2nd and higher order
terms in the building blocks (that is, R, F etc.) do not contribute to T3 and T4 at the
leading order of the derivative expansion. We can directly show that the 2nd and higher order
terms does not generate the same or lower order contribution by using essentially the same
argument for the Einstein source in Appendix D.6 of Ref. [27]. For the readers’ convenience,
this argument is briefly reviewed in Appendix H.4. For more details of the computations and
argument related to T3 and T4, please refer to Appendix H.
3.2.2 Terms T0, T1, T2 at horizon (from Appendices I and J)
In Appendix I, we have carried out the evaluation of T0, T1 and T2 at the horizon, by taking
into account the zeroth and 1st order terms in the building blocks (that is, R, F etc.) only.
The result for each term at the leading order of the derivative expansion (which turns out to
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be of order ωn−1) is given by
T0|hor = 0 ,
T1|hor =
∑
l
δ
[
(J
(V)
S )lu ∧ (2ω)n−l−1
]
∧ (2ωµ)l − r
H
/(4πT )J
(V)
S δu ∧ (2ω)n−1 ,
T2|hor =
∑
l
(J
(V)
S )lu ∧ (2ω)n−l−1 ∧ δ
[
(2ωµ)l
]
,
(3.10)
where we have used (J
(V)
S )l defined as in Eq. (2.23). As in the case of T3 and T4, we can
obtain this result by assuming that 2nd and higher order terms in the building blocks do not
contribute. In Appendix J, we have also taken into account the 2nd and higher order terms
in the building blocks and confirmed that these terms do not generate any contribution to
T0, T1 and T2 at the ω
n−1 order or lower.
3.2.3 Anomaly-induced contribution to entropy
As summarized in Appendix M, the Einstein-Maxwell part of the differential Noether charge
gives no parity odd contribution to black hole entropy. Combined this fact with the results on
the Chern-Simons part summarized in the above two subsections, we finally obtain the parity
odd contribution to the black hole entropy in the leading order of the derivative expansion as
(/δQ
Noether
)|hor = δ
(
JCFT,anomS
)
µ
⋆CFTdxµ with J
(V)
S ≡ −2π
(
∂G(V)
∂ΦT
)
hor
. (3.11)
This indeed reproduces the CFT replacement rule for the anomaly-induced entropy current.
4 CFT current and stress tensor from differential Noether charge
In this section, we will explicitly compute the differential Noether charge evaluated at the
boundary (/δQ
Noether
)|∞ of the rotating charged AdS black hole background (2.4) in the leading
order of the fluid/gravity derivative expansion. We recall that the differential Noether charge
(evaluated at the boundary) splits into the Einstein-Maxwell part and the Chern-Simons part
(/δQ
Noether
)|∞ = (/δQNoether)Ein-Max |∞ + (/δQNoether)H |∞ . (4.1)
In the following part of this section, we will briefly explain the evaluation of these two terms
on the right hand side separately, while the details are provided in the Appendices.
In §§4.1, we will confirm Eqs. (2.16) and (2.17) from the evaluation of the first term
(/δQ
Noether
)Ein-Max |∞. We note that the Einstein-Maxwell terms of the Lagrangian are par-
ity even and thus, in the evaluation of the anomaly-induced contribution (2.16) from the
Einstein-Maxwell part at the leading order of the derivative expansion, we drop all parity
even contributions with derivatives along the boundary coordinates in §§4.1. In §§4.2, we
provide a summary for the evaluation of the second term in Eq. (4.1), which results in
(/δQ
Noether
)H |∞ = 0 , (4.2)
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and thus justifies the assumptions of Eq. (2.18) (which are used in Ref. [27]). Since the
detail of the evaluation of this part involves various technical points and is lengthy, interested
readers are kindly referred to Appendix K and L.
4.1 Asymptotic charges I : Einstein-Maxwell contribution
In this subsection, we compute the Einstein-Maxwell contribution to the differential Noether
charge, Eq. (2.8), at the boundary of the rotating charged AdS black hole background (2.4).
As in Eq. (2.8), we separate this contribution into the Komar part and the non-Komar part,
and evaluate them separately. We recall that the Komar part (from the first line in Eq. (2.8))
is given by
(Kχ)Ein-Max ≡ ∇aξb
⋆(dxa ∧ dxb)
16πG
N
+ (Λ + iξA) ·
⋆F
g2
YM
, (4.3)
and the non-Komar part (the second line in Eq. (2.8)) is
δΓba ∧ iξ
[
⋆(dxa ∧ dxb)
16πGN
]
+ δA ∧ iξ
[
⋆F
g2
YM
]
. (4.4)
4.1.1 Komar charge
Straightforward computation with the help of Eqs. (C.7) and (C.18) gives the following ex-
pression for the Komar charge for the Einstein-Maxwell part on the rotating charged AdS
black hole background (2.4) :11
(Kχ)Ein-Max = ξ
µ r
d−1
16πG
N
[
2rfηµν − r2 df
dr
uµuν
]
⋆CFTdxν + . . .
+ ξµ
[
rd+1
16πG
N
d
dr
(g
V
r2
)
Vµuν +
rd+1f2
16πG
N
d
dr
(
g
V
r2f
)
uµVν
]
⋆CFTdxν + . . .
− 1
g2
YM
(Λ + iξA) [(d− 2)q uµ] ⋆CFTdxµ + . . .
− 1
g
YM
(Λ + iξA)
[
g2
YM
Q(V) Vµ
]
⋆CFTdxµ + . . . .
(4.5)
We note that the first and third lines respectively are the parity even contribution from the
first and second terms of (4.3) in the leading order of the derivative expansion. On the other
hand, the second and fourth lines in Eq. (4.5) respectively are the parity odd contribution
from the first and second terms of (4.3) in the leading order of the derivative expansion.
Now we evaluate this Komar part at the boundary, r →∞. We look at the contribution
from the Einstein part (the first and second lines in Eq. (4.5)) and Maxwell part (the third
and fourth lines in Eq. (4.5) separately. We first take the limit r → ∞ of the Einstein part
11We refer the readers to Ref. [27] for the definitions and details of the functions Q(V)(r) and M(V)(r) we
use here. We note that they satisfy Eq. (4.14) at infinity.
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after subtracting the empty AdS contribution (the second term on the left hand side in the
following expression) :[
∇aξb
⋆(dxa ∧ dxb)
16πG
N
− ξµ r
dηµν
8πG
N
⋆CFTdxν
] ∣∣∣∣∣
∞
= −ξµ
{ m
16πG
N
(2ηµν + d uµuν) +M(V)(r =∞) (Vµuν + uµVν)
}
⋆CFTdxν ,
(4.6)
where we have used[
rd+1
16πG
N
d
dr
(g
V
r2
)] ∣∣∣∣∣
∞
=
[
rd+1f2
16πG
N
d
dr
(
g
V
r2f
)] ∣∣∣∣∣
∞
= −M(V)(r =∞) . (4.7)
On the other hand the Maxwell part of the Komar charge is evaluated at the boundary as[
(Λ + iξA) ·
⋆F
g2
YM
]∣∣∣∣
∞
= − (Λ + iξA)∞
[
(d− 2)q
g2
YM
uµ + . . .+Q(V)(r =∞) Vµ + . . .
]
⋆CFTdxµ .
(4.8)
The two . . . in the above expression denote higher derivative contribution to the parity even
and parity odd part, respectively.
4.1.2 Non-Komar variation
We next proceed to the evaluation of the non-Komar part (4.4). We separately evaluate the
Einstein part and Maxwell part (the first and the second term in (4.4), respectively).
First, we start with the evaluation of the Einstein part. We note that, by adding
Eqs. (C.19)-(C.22), we obtain
δΓba ∧
⋆(dxa ∧ dxb)
16πG
N
=
{ 1
16πG
N
d
dr
(rd+1δf) +
[
rd+1f2
16πG
N
d
dr
(
g
V
r2f
)
− r
d+1
16πG
N
d
dr
(g
V
r2
)]
V µδuµ
}
⋆CFT1
+
{
. . .
}
µ
dr ∧ ⋆CFTdxµ .
(4.9)
We pull-back this on a radial slice, contract it with ξµ using iξ
⋆CFT1 = ηµνξ
µ ⋆CFTdxν and
then take r →∞ limit. In the end, we have the following expression :
iξ
[
δΓba ∧
⋆(dxa ∧ dxb)
16πG
N
] ∣∣∣∣∣
∞
= −δ
[
ξµ
m
16πG
N
ηµν
⋆CFTdxν
]
. (4.10)
As a next step we evaluate the non-Komar part of the Maxwell contribution at the
boundary. We note that this term evaluated for the empty AdS is trivially zero. Near the
boundary, since δA|∞ → δA∞+O
(
r−(d−2)
)
and the gauge field fall-offs as in Eq. (B.90), we
conclude that [
−iξ
(
δA ·
⋆F
g2
YM
)]∣∣∣∣
∞
→ 0 . (4.11)
Therefore the non-Komar part of the Maxwell contribution vanishes at the boundary.
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4.1.3 Einstein-Maxwell contribution to asymptotic charges
Now we combine all the results above to compute the Einstein-Maxwell part of the differential
Noether charge (2.8) at the boundary. Subtracting all the non-Komar contributions (see
Eq. (4.10) and Eq. (4.11)) from the variation of Komar contribution in Eq. (4.6) and Eq. (4.8),
we finally obtain
(/δQ
Noether
)
Ein-Max
|∞ = −δ
[
TCFTµν ξ
µ + (Λ + iξA)∞ J
CFT
ν
]
⋆CFTdxν , (4.12)
with
TCFTµν =
m
16πG
N
(ηµν + d uµuν) + . . .
+
(
Gµ − Φ ∂Gµ
∂Φ
− Φ
T
∂Gµ
∂Φ
T
)
hor
(Vµuν + uµVν) + . . . ,
JCFTµ =
(d− 2)q
g2
YM
uµ + . . .
−
(
∂Gµ
∂Φ
)
hor
Vµ + . . . .
(4.13)
where we have used
M(V)(r =∞) =
(
G
(V) − Φ ∂G
(V)
∂Φ
− Φ
T
∂G(V)
∂Φ
T
)
r=r
H
,
Q(V)(r =∞) = −
(
∂G(V)
∂Φ
)
r=r
H
, (4.14)
which are shown in Eq. (5.9) of [27]. Here again the . . . in the first and third (second and
fourth) lines of Eq. (4.13) denote the higher order terms in the parity even (odd) contribution.
The expressions in the first lines (i.e. non-Vµ parts) in T
CFT
µν and J
CFT
µ above are exactly the
perfect-fluid ones with pressure p = m/(16πG
N
). The anomaly-induced parts (i.e. terms
proportional to Vµ) match Eq. (2.16) exactly as claimed.
Of course, when the Lagrangian density contains the Chern-Simons terms, there is po-
tential extra contribution to the CFT stress tensor and current from the Hall part to the
differential Noether charge (/δQ
Noether
)H at the boundary. The goal of the next subsection is
to confirm that there is no such contribution, that is, to prove Eq. (2.18).
4.2 Asymptotic charges II : Chern-Simons contribution
This subsection is devoted to a summary of the results in the evaluation of (/δQ
Noether
)H
with the anomaly polynomial (2.11) at the boundary of the rotating charged AdS black
hole background. The detail of the computation contains many technical points and thus is
provided in Appendix H-L. In the following, we summarize the key results we obtained for
the general anomaly polynomial (2.11) in AdS2n+1 (n ≥ 1). As in Appendix H, for T3 and
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T4 in (2.10), we can obtain their exact expression valid for any fixed r in a relatively simple
way. On the other hand, for T0, T1 and T2 in AdS7 and higher, we compute them only at
the horizon and boundary in Appendices I-J and K-L, respectively. As a comparison, we also
briefly comment on the AdS5 case (see Appendix G for detail).
We again stress that, in the evaluation of T0, T1, T2, T3 and T4, we neglect terms pro-
portional to dr, since these terms do not contribute to (/δQ
Noether
)H at any fixed r.
4.2.1 Terms T3 and T4 at boundary (from Appendix H)
As summarized at the beginning of §§§3.2.1, the terms T3 and T4 for a general anomaly
polynomial at arbitrary fixed r surface are given by (3.7) with (3.9). At the boundary r →∞,
we note that (T3 + T4)|∞ itself vanishes for AdS7 and higher. We note that, for AdS5, as can
be seen in Appendix G, this sum is nonzero but cancels with the rest terms (T0+T1+T2)|∞.
4.2.2 Terms T0, T1, T2 at boundary (from Appendices K and L)
At the boundary, for AdS2n+1 (n ≥ 3), all the terms T0, T1 and T2 at r → ∞ vanish up to
the leading order of the derivative expansion. Therefore, for the sum of these three terms, we
also have
(T0 + T1 + T2)|∞ = 0 . (4.15)
In Appendix K, we confirmed the above statement by taking into account zeroth and first
order terms in the building blocks, while in Appendix L, we consider the 2nd and higher order
terms and then proved that the statement still holds.
We note again that for AdS5, the sum (T0 + T1 + T2)|∞ is nonzero but cancels with
(T3 + T4)|∞ as can be seen in Appendix G.
4.2.3 Chern-Simons contribution to asymptotic charges
By combining with the results of (T0 + T1 + T2)|∞ and (T3 + T4)|∞ obtained in the previous
subsections, we finally confirm that (/δQ
Noether
)H at the boundary vanishes for AdS5 and
higher. Therefore, we have
(/δQ
Noether
)H |∞ = −δ
[
ξµT anom,CSµν + (Λ + iξA)|∞Janom,CSν
]
⋆CFTdxν , (4.16)
where
T anom,CSµν = J
anom,CS
µ = 0 . (4.17)
This verifies one of the main results we claimed in Eq. (2.18).
5 Discussions and conclusions
The first main result of this paper is that we have reproduced the CFT replacement rule for
anomaly-induced entropy current from the dual gravity side. We started with the manifestly
covariant differential Noether charge derived in [1] and evaluated it at the horizon of the
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rotating charged AdS black hole solution constructed by using the fluid/gravity derivative
expansion in [27]. In §§3.1, we also showed that the same result can be also obtained by a
heuristic Tachikawa-like entropy formula at the horizon. As mentioned in §3, this simpler
derivation is based on somewhat ad-hoc proposal about how to lift the bifurcation surface
normal bundle connection ΓN onto an arbitrary slice (Eqn.(3.2)). It would be interesting to
give a direct derivation of this proposal.
The second main result of this paper is to show that at the boundary the Chern-Simons
part of our differential Noether charge vanishes in five dimensions and higher (while there is
some nontrivial contribution in the case of three dimensions). This completes the holographic
and systematic derivation of the replacement rule for the anomaly-induced contribution to
the CFT stress tensor and current initiated in [27].
For future works, there are various exciting possibilities generalizing our computations.
First of all, it will be useful (in particular, in setups embedded in string theories) to include
covariant higher derivative terms in the Lagrangian in the presence of the Chern-Simons
terms.12 Since the field theoretical results do not get corrected, we expect that the extra higher
derivative covariant terms would correct the fluid/gravity metric in such a way that the final
results for the anomaly-induced currents and stress tensor still agree with the replacement
rule. It would present yet another non-trivial check of the replacement rule.
Looking towards a different direction, we recall that for simplicity we have set the mag-
netic field to be zero and the metric at the boundary to be flat in the current paper. It would
be interesting to turn on some nontrivial profiles for them. These generalization will hopefully
lead us to a deeper understanding of the replacement rule and, in particular, clarify the role
of higher Pontryagin classes. In a similar vein, the various structures of products of Riemann
curvatures that we observed (and relied heavily on in our computations) are still somewhat
mysterious. It will be meaningful to understand what kind of physical insights or geometric
properties of these black hole are encoded in them. Similar objects were also used in [40] in
studying the proposal of a local entropy current related to the Wald’s construction of black
hole entropy as a Noether charge. This enables [40] to study the validity of the second law
(i.e. the non-negativity of the divergence of the entropy current). It will be interesting to
relate our work to their study as well as extending the analysis of the second law to our setup.
In light of the recent excitement in the area of holographic entanglement entropy [41–44]
(see also [45–47]) which potentially sheds light on the emergence of geometry in the context of
gauge/gravity dualities [48–51], a generalization to this line of investigation to include Chern-
Simons terms is of great interest. The case of AdS3 with the gravitational Chern-Simons
term was studied in [52] whereby an interesting ribbon-like structure in the bulk encodes
the anomaly-induced contribution to the entanglement entropy in CFT2 with gravitational
anomaly. It begs the question of what then generalizes this structure in the higher dimensional
holographic entanglement entropy due to Chern-Simons terms. This may well be a concrete
12Alternately, one can add scalars coupling to the gauge field via non-minimal Maxwell terms. Such a system
was considered in [38, 39].
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arena where we can sharply investigate how the entanglement at the boundary CFT (at least
for the chiral degrees of freedom of the field theories) manifests itself geometrically in the
bulk. We will report on this aspect in the near future [53].
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A Notation
Regarding conventions and notations used throughout this paper, we follows our previous
papers, Ref. [1, 27]. Here we summarize some notations that we frequently use and also
define some new useful notation for the purpose of the current paper.
A.1 Summary of notations
• Sometimes, for convenience or to avoid cluttering of indices, we suppress all matrix
indices. It is always assumed that objects next to each others are multiplied as matrix
multiplications. In particular, we think of (∇bξa) as a matrix (∇ξ)ab. For example,
(δΓ∇ξR) ≡ (δΓab)∇cξbRcd , tr[∇ξR] ≡ ∇bξaRba . (A.1)
Another important terminology we will frequently use throughout this paper is the
phrase ‘building block’ which is defined as one of the following objects :
A, δA, F , Gab, Γ
a
b, δΓ
a
b, R
a
b, ∇aξb. (A.2)
These are the basic objects whose products (and appropriate index-contractions) form
the basis in the evaluation of T0, T1, T2, T3 and T4.
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• When carrying out the fluid/gravity derivative expansion, we need to write down some
differential forms at a particular order in the derivative expansion. For this purpose, it
is convenient to introduce the following notation : them-th order terms in the derivative
expansion of a form B is denoted as (
B
m)ab while the product of k matrix-valued 2-
forms, (
B
m1), · · · and (Bmk) is written as (Bm1 . . . Bmk), so that the matrix-valued
2-forms inside the brackets are always multiplied through matrix multiplication. The
k-th power of (
B
m) is denoted (
B
mk). For example, for the field strength F , we have
(
F
0) = Φ′dr ∧ u (
F
1) = (2Φω) . (A.3)
• In discussing products of curvature two-forms, the cases containing purely (
R
0)’s and
(
R
1)’s are of particular significance throughout the computations of the differential
Noether charge. Therefore we define χm (m = 0, 1, 2, · · · ) to denote products of (R0)’s
and (
R
1)’s with exact m-number of (
R
0)’s wedged with an arbitrary number of (
R
1)’s.
For example, χ0 only includes product of (R1)’s, i.e. (R1R1 . . . R1R1). Another example
is χ1, which for example contains some of the following possibilities :
(
R
0
R
1
R
1) , (
R
1
R
0
R
1) , (
R
1
R
1
R
0) . (A.4)
The classification of χm has been carried out in Appendix B.2 of Ref. [27] and will be
reviewed in Appendix B.1. We also note that we sometimes use χm to simply denote
an element in χm.
• We define a convenient symbol υ is defined to represent a string made of 2nd or higher
order curvature two-form (
R
m)’s with m ≥ 2 (for example, (
R
22
R
5
R
3)).
• We also define (Rq(p)) to denote all possible structures (including those consist of zeroth
and first order building blocks only) that can contribute to (Rq) at ωp order. For
example, the non-trivial possible structures in (R3(2)) are
(
R
0
R
1
R
1) , (
R
1
R
0
R
1) , (
R
1
R
1
R
0) , (
R
0
R
2
R
0) . (A.5)
A complete classification of (Rq(p)) for 0 ≤ p ≤ q + 1 is given in Appendix B.2.2.
A.2 Orientation convention in holography
Let εµ1µ2...µd be the ε-tensor of the spacetime in which the field theory CFTd lives. Then,
there are two possible conventions for the orientation of the dual AdSd+1.
Let r be the radial coordinate such that r → ∞ is the conformal boundary of the dual
AdSd+1. It is usual in gravity to fix the orientation such that εrµ1µ2...µd has an opposite sign
as compared to εµ1µ2...µd . For example, if [txyz] formed a right-handed coordinate basis in
CFTd then, in this convention [trxyz] forms a right-handed coordinate basis in AdSd+1.
We use here the opposite convention whereby εrµ1µ2...µd has the same sign as εµ1µ2...µd
which is more natural from the viewpoint of pullback. Our expressions can easily be adopted
to the reverse bulk orientation (we will keep the CFT orientation unchanged) by replacing ⋆
with −⋆ and εabcd... with −εabcd.... Note that we keep ⋆CFT unchanged. In the new convention,
the relation between the barred and the unbarred forms becomes V = ⋆V .
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B Useful relations I
This Appendix collects some results needed for the computations in this paper.
B.1 Results from our previous paper
Here we summarize some results from Ref. [27] which are valid for any r.
B.1.1 0th and 1st order terms
Bulk metric and gauge field
The bulk metric Gab (in the coordinate x
a = {r, xµ}) and its inverse for the rotating charged
AdS black hole in d+ 1 dimensions (d = 2n with a positive integer n) is given up to the first
order of the derivative expansion as
Grr = 0 , Grµ = −uµ , Gµν = −2Ψ(r)uµuν + r2Pµν ,
Grr = 2Ψ(r) , Grµ = uµ , Gµν = r−2Pµν , (B.1)
while the gauge field Aa up to this order is
A = Aadx
a = Φu . (B.2)
Here f(r), Ψ(r) and Φ (ΦT that we will use later) are defined as
f(r,m, q) ≡ 1− m
rd
+
1
2
κq
q2
r2(d−1)
, (B.3)
Φ(r, q) ≡ q
rd−2
, (B.4)
Ψ(r,m, q) ≡ 1
2
r2f =
r2
2
[
1− m
rd
+
1
2
κq
q2
r2(d−1)
]
, (B.5)
Φ
T
(r,m, q) ≡ 1
2
r2
df
dr
=
1
2rd−1
[
md− κq(d− 1) q
2
rd−2
]
. (B.6)
The horizon of the black hole is located at rH satisfying f(rH ,m, q) = 0. The parameters
m and q are related to the mass and electric charge of the black hole solution and κq is a
normalized Maxwell coupling constant defined as 16πGN/g
2
YM
= κq(d− 1)/(d− 2) where GN
and g
YM
are the Newton constant and Maxwell coupling constant, respectively.
For the boundary fields, the boundary metric gµν is set to be flat, i.e. gµν = ηµν through-
out this paper. The fluid velocity field uµ (normalized as u2 ≡ gµνuµuν = −1) is chosen so
that it corresponds to a pure rotation configuration, which implies uµωµν = 0 and ∂(µuν) = 0.
The vorticity field ωµν is defined as ωµν ≡ (∂µuν − ∂νuµ)/2 while the projection operator
Pµν ≡ gµν + uµuν satisfies Pµνuν = 0 and P ρµ Pρν = Pµν . We also frequently use the velocity
one-form and vorticity two form defined by u = uµdx
µ and ω = (1/2)du = (1/2)ωµνdx
µ∧dxν ,
respectively.
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Christoffel connection
The components of the Christoffel connection for the bulk metric Gab are given by
Γarr = 0, Γ
r
rν = uνΨ
′, Γrρν = 2Ψ
[
Ψ′uρuν − rPρν
]
, Γµrν = r
−2 [rPµν + ω
µ
ν ] ,
Γµρν = u
µ
[
uρuνΨ
′ − rPρν
]− 2r−2(2Ψ − r2)u(νωρ)µ , (B.7)
or in terms of the connection 1-form Γab ≡ Γabcdxc, by
Γrr = Ψ
′u , Γrρ = uρΨ
′dr + 2Ψ
(
Ψ′uρu− rPρνdxν
)
, Γµr = r
−2 (rPµν + ω
µ
ν) dx
ν ,
Γµρ = r
−2 (rPµρ + ω
µ
ρ) dr +
[
uµuρΨ
′ + r−2(2Ψ − r2)ωµρ
]
u
−ruµPρνdxν + r−2
(
2Ψ− r2)uρ ωµνdxν . (B.8)
∇aξb
For ∇aξb, since we are considering ξa with ξr = 0 and ∂rξa = 0, we obtain (at any fixed r)
∇rξr = Ψ′uβξβ , ∇rξµ =
[
r−1Pµβ + r
−2ωµβ
]
ξβ , ∇µξr = 2Ψ
(
Ψ′uµuβ − rPµβ
)
ξβ ,
∇µξν = ∂µξν + uν
(
uµuβΨ
′ − rPµβ
)
ξβ − 2r−2(2Ψ − r2)u(µωβ)νξβ . (B.9)
U(1) field strength
By using the notation in Appendix A, the zeroth and first order terms of the field strength
F are given by
(
F
0) = Φ′dr ∧ u , (
F
1) = (2Φω) . (B.10)
Curvature two-form
The curvature 2-form, defined from the Riemann tensor Rabcd as R
a
b ≡ (1/2)Rabcd dxc∧dxd,
at zeroth order is given by
(
R
0)rr = Ψ
′′dr ∧ u ,
(
R
0)µr = r
−1Ψ′dxµ ∧ u ,
(
R
0)rρ = rΨ
′Pρνdx
ν ∧ dr − 2ΨΨ′′uρu ∧ dr , (B.11)
(
R
0)µρ = −r−1∂r (rΦT )uµuρu ∧ dr + r−1Ψ′uρdxµ ∧ dr
−rΦTuµPρνdxν ∧ u+ 2r−1Ψdxµ ∧
[
Ψ′uρu− rPρνdxν
]
,
while the first order terms are
(
R
1)rr = (2ΦTω) ,
(
R
1)µr = −r−2u ∧ (ΦTωµνdxν) , (B.12)
(
R
1)rρ = dr ∧ (ΦTωρνdxν) + 2Ψ [uρ(2ΦTω) + u ∧ (ΦT ωρν dxν)] ,
(
R
1)µρ = −2r−2ΦT ωµρ u ∧ dr + r−2 uρ dr ∧ (ΦT ωµν dxν)
+uµ [uρ(2ΦTω) + u ∧ (ΦT ωρν dxν)] .
– 25 –
Products of curvature two-form
Let us now consider wedge products of (
R
0)’s and (
R
1)’s. We first consider the products of
two curvature two-forms: When two (
R
0)’s are multiplied, we have
(
R
0
R
0) = 0 . (B.13)
Therefore, the products of two or more (
R
0)’s vanish identically. For the products of one (
R
0)
and one (
R
1), there are following two possibilities :
(
R
0
R
1)r r = r
−1∂r(rΦT )dr ∧ u ∧ (2ΦTω) ,
(
R
0
R
1)µ r = r
−1ΦTdx
µ ∧ u ∧ (2ΦTω) ,
(
R
0
R
1)r ρ = 0 , (B.14)
(
R
0
R
1)µ ρ = −Φ′Tuµuρdr ∧ u ∧ (2ΦTω)− r−1ΦT uρ dxµ ∧ dr ∧ (2ΦTω)
−2r−1ΦTdr ∧ u ∧ dxµ ∧ (ΦT ωρν dxν) ,
and
(
R
1
R
0)r r = r
−1∂r(rΦT )dr ∧ u ∧ (2ΦTω) ,
(
R
1
R
0)µ r = 0 , (B.15)
(
R
1
R
0)r ρ = −rΦTdr ∧ (Pρν dxν) ∧ (2ΦTω) + 2rΨΦT (Pρν dxν) ∧ u ∧ (2ΦTω) ,
(
R
1
R
0)µ ρ = 2r
−1ΦT (Pρν dx
ν) ∧ u ∧ dr ∧ (ΦTωµσdxσ) + rΦTuµPρν dxν ∧ u ∧ (2ΦTω)
+r−1∂r(rΦT )u
µuρu ∧ dr ∧ (2ΦTω) . (B.16)
Finally, the following is the products of two (
R
1)’s :
(
R
1
R
1)r r = (2ΦTω)
2 ,
(
R
1
R
1)µ r = −r−2u ∧ (ΦT ωµν dxν) ∧ (2ΦTω) ,
(
R
1
R
1)r ρ = dr ∧ (ΦT ωρν dxν) ∧ (2ΦTω) , (B.17)
(
R
1
R
1)µ ρ = −uµuρ(2ΦTω)2 − 2r−2Ψuρu ∧ (ΦT ωµν dxν) ∧ (2ΦTω)
−r−2uρdr ∧ (ΦT ωµν dxν) ∧ (2ΦTω) − uµu ∧ (ΦT ωρν dxν) ∧ (2ΦTω) .
Next we consider the products of three curvature two-forms. As a result of (
R
0
R
0) = 0,
the following products trivially vanish :
(
R
0
R
0
R
0) = (
R
0
R
0
R
1) = (
R
1
R
0
R
0) = 0 . (B.18)
Therefore, there is only one nontrivial case with two (
R
0)’s in the product :
(
R
0
R
1
R
0)r r = (R0R1R0)
r
ρ = (R0R1R0)
µ
r = 0 ,
(
R
0
R
1
R
0)µ ρ = 2Φ
2
T dr ∧ u ∧ dxµ ∧ (Pρνdxν) ∧ (2ΦTω) . (B.19)
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For the products with only one (
R
0), there three possibilities depending on where (
R
0) is
located. The first case is
(
R
0
R
1
R
1)r r = r
−1∂r(rΦT )dr ∧ u ∧ (2ΦTω)2 ,
(
R
0
R
1
R
1)µ r = r
−1ΦT dx
µ ∧ u ∧ (2ΦTω)2 ,
(
R
0
R
1
R
1)r ρ = 2Ψr
−1∂r (rΦT )uρdr ∧ u ∧ (2ΦTω)2 , (B.20)
(
R
0
R
1
R
1)µ ρ = Φ
′
T u
µuρ dr ∧ u ∧ (2ΦTω)2 + r−1ΦT uρdxµ ∧ dr ∧ (2ΦTω)2
+2r−1ΨΦTuρdx
µ ∧ u ∧ (2ΦTω)2 .
The second case is
(
R
1
R
0
R
1)r r = Φ
′
T dr ∧ u ∧ (2ΦTω)2 ,
(
R
1
R
0
R
1)µ r = 0 ,
(
R
1
R
0
R
1)r ρ = 2ΨΦ
′
Tuρ dr ∧ u ∧ (2ΦTω)2 , (B.21)
(
R
1
R
0
R
1)µ ρ = Φ
′
T u
µuρ dr ∧ u ∧ (2ΦTω)2 ,
and the final case is
(
R
1
R
1
R
0)r r = r
−1∂r(rΦT )dr ∧ u ∧ (2ΦTω)2 ,
(
R
1
R
1
R
0)µ r = 0 , (B.22)
(
R
1
R
1
R
0)r ρ = 2Ψr
−1∂r(rΦT )uρ dr ∧ u ∧ (2ΦTω)2 + rΦTPρνdxν ∧ dr ∧ (2ΦTω)2 ,
(
R
1
R
1
R
0)µ ρ = r
−1∂r(rΦT )u
µuρdr ∧ u ∧ (2ΦTω)2 + rΦTuµu ∧ Pρνdxν ∧ (2ΦTω)2 ,
We also have the case with no (
R
0)’s in the product :
(
R
1
R
1
R
1)r r = (2ΦTω)
3 ,
(
R
1
R
1
R
1)µ r = −r−2u ∧ (ΦT ωµν dxν) ∧ (2ΦTω)2 , (B.23)
(
R
1
R
1
R
1)r ρ = 2Ψuρ(2ΦTω)
3 + 2Ψu ∧ (ΦT ωρν dxν) ∧ (2ΦTω)2
+dr ∧ (ΦT ωρν dxν) ∧ (2ΦTω)2 ,
(
R
1
R
1
R
1)µ ρ = r
−2uρdr ∧ (ΦT ωµν dxν) ∧ (2ΦTω)2
−2r−2dr ∧ u ∧ (ΦT ωµσ dxσ) ∧ (ΦT ωρν dxν) ∧ (2ΦTω)
+uµuρ(2ΦTω)
3 + uµu ∧ (ΦT ωρν dxν) ∧ (2ΦTω)2 .
We sometimes find it useful to reduce products of (
R
1)’s using
dr∧u∧(
R
1
R
1
R
1)ab = dr∧u∧(R1)ab∧(2ΦTω)2 , (R1R1R1R1) = (2ΦTω)2∧(R1R1) . (B.24)
Classification of the products of the curvature two-forms
As we have shown in Appendix B.2 of Ref. [27], the building block of the wedge product of
R’s made of (
R
0) and (
R
1) only reduces to the following possibilities :
χ0 : {(R1) , (R1R1) , (R1R1R1)} ,
χ1 : {(R0), (R0R1) , (R1R0) , (R0R1R1) , (R1R1R0) , (R1R0R1) , (R1R0R1R1) , (R1R1R0R1)} ,
χ2 : {(R0R1R0)} , (B.25)
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Here by ‘reduce’ we mean the products of four or more R’s (with (
R
0) and (
R
1) only) are
zero or written as the one of the above elements wedged by an appropriate power of (2ΦTω).
In particular, wedge products containing three or more (
R
0)’s (with the rest of R’s equal to
(
R
1)’s) are zero, i.e. χm = 0 for m ≥ 3. For more detail, we refer the readers to Appendix B.2
of Ref. [27]. Another useful notation for later purpose is χ˜1, which is defined as all elements
in χ1 excluding (R0).
Trace of the products of the curvature two-form
Finally, the traces of the wedge products of (
R
0)’s and (
R
1)’s are rather simple :
tr
[
(
R
0
R
1 (
R
1
R
1)k)
]
= 2Φ′Tdr ∧ u ∧ (2ΦTω)2k+1 ,
tr
[
(
R
1
R
1)k+1
]
= 2(2ΦTω)
2k+2 , (B.26)
for k ≥ 0.
B.1.2 2nd order terms
Here we summarize some results at the second order of the fluid/gravity derivative expansion
which are useful for the purpose of this paper.
In Ref. [27], the rotating charged AdS black hole solutions in (d+ 1) dimensions is con-
structed up to the second order in the fluid/gravity derivative expansion (assuming stationary
fluid configurations). It is given by
ds2 = −2uµdxµdr − r2f(r,m, q)uµuν dxµdxν + r2Pµνdxµdxν
−ωµαωαν dxµdxν + g(r,m, q)ωαβωαβ uµuν dxµdxν
+h(r,m, q)
[
ωµ
α ωαν +
1
d− 1ωαβω
αβPµν
]
dxµdxν ,
A = Φ(r, q)
[
1− 1
2r2
ωαβω
αβ
]
uµdx
µ, (B.27)
where g(r,m, q) and h(r,m, q) are given by
g(r,m, q) = − m
2rd
+
κq
2
q2
r2(d−1)
[
1− 1
(d− 1)(d − 2)
]
, (B.28)
h(r,m, q) = − d
d− 2 κq
r2q2
r2d
H
∫ ∞
r/r
H
ζd − 1
ζ2d+1f(ζ r
H
,m, q)
dζ . (B.29)
For the U(1) field strength, the 2nd order contribution is calculated from the solution as
(
F
2) ∝ dr ∧ u× ωαβωαβ . (B.30)
Furthermore, from Appendix B.1 of Ref. [27], the second order curvature 2-form has two
types of non-trivial contributions. The one coming from the second order metric and the one
coming purely from the zeroth order metric (and its derivatives). To distinguish from the
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whole 2nd order curvature 2-form (
R
2), we denote the latter contribution by (
R
2′). They are
given by
(
R
2′)rr = 0 ,
(
R
2′)µr = −r−4 (ωµνωνσdxσ) ∧ dr − r−4
(
2Ψ − r2) (ωµνωνσdxσ) ∧ u ,
(
R
2′)rρ = 0 ,
(
R
2′)µρ = r
−2∂νω
µ
ρdx
ν ∧ dr (B.31)
+r−2(2Ψ − r2) [∂νωµρdxν ∧ u+ 2ωµρω − (ωρσdxσ) ∧ (ωµνdxν)]
−r−4 (2Ψ− r2) (uρωµσωσνdxν) ∧ dr − r−4 (2Ψ − r2)2 (uρωµσωσνdxν) ∧ u .
B.2 Structures of (Rk) at arbitrary r
In this Appendix, we study the general structures of (Rk) at any fixed r. All equalities are
evaluated at a fixed r and terms proportional to dr are ignored.
B.2.1 Some relations
First it is useful to recall from Eq. (B.9) (which is valid at any r) that
((0)∇rξr) = Ψ′uνξν , ((0)∇rξµ) = r−1Pµνξν ,
((0)∇ρξa) = Gar
(
Ψ′uρuν − rPρν
)
ξν , (B.32)
where Grr = 2Ψ and Grα = uα and we have used that in our setup ∂rξ
a = 0 and ξr = 0. We
also have
((0)∇bξa) = iξ((0)Γab) . (B.33)
On the other hand,
(0)Γrr = Ψ
′u , (0)Γµr = r
−1Pµνdx
ν , (0)Γaρ = G
ar(Ψ′uρu− rPρνdxν) , (B.34)
where we have ignored dr terms. Thus, for the variation of the Christoffel connection, we
have
(0)δΓrr = (δΨ
′)u+Ψ′(δu) , (0)δΓµr = r
−1(uµδu+ uδuµ) ,
(0)δΓaρ = (δG
ar)(Ψ′uρu− rPρνdxν) +Gar
[
(δΨ′)uρu+ (Ψ
′ − r)(uρδu+ uδuρ)
]
.
(B.35)
We note that
(0)δΓaρP
ρ
νdx
ν ∧ u = 0 , (0)δΓaρuρu ∝ Gar(δu) ∧ u . (B.36)
Furthermore, we recall that
(
R
0
R
2)ar = (R0R2)
r
b = (R2R0)
a
r = (R2R0)
r
b = 0 ,
(
R
0
R
2)µρ ∝ (R2R0)µρ ∝ u ∧ (Pµνdxν) ∧ (Pρσdxσ) . (B.37)
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Moreover, at constant r we have the following relations :
Pβνdx
ν ∧ (
R
2)βr = u ∧ uβ(R2)βr = 0 . (B.38)
Using the above identities, we can show that
((0)δΓab)(
(0)∇cξb)(R0R2)ca = ((0)δΓab)((0)∇cξb)(R2R0)ca = 0 ,
((0)δΓab)(R0R2)
b
c(
(0)∇aξc) = ((0)δΓab)(R2R0)bc((0)∇aξc) = 0 ,
((0)δΓab)(R0)
b
c(
(0)∇dξc)(R2)da = ((0)δΓab)(R2)bc((0)∇dξc)(R0)da = 0 . (B.39)
B.2.2 Contributions to (Rk) up to ωk+1 order
Consider a product of R of the form (Rk) at constant r (i.e. dr = 0). We will classify all
the structures appearing at order ωk−1, ωk and ωk+1. The reason why ωk−1 is the lowest
non-trivial order is because χ2 ∝ dr.
Before we start the classifications, we remind the readers of the possible structures in
a single product of curvature two-forms denoted as Case A¯, B¯, C¯, D¯ or E¯ (as we did in the
Einstein sources in Appendix D.6 of Ref. [27]) :
Case A¯ : (υ χυ χ . . .υ χυ) ,
Case B¯ : (υ χυ χ . . .υ χ) , (χυχυ . . .χυ) ,
Case C¯ : (χυ χυ . . .χυχ) ,
Case D¯ : (υ) ,
Case E¯ : (χ) . (B.40)
We remind the readers of the definition of χm (see Eq. (B.25)) which denotes a product of
(R)’s consisting of m number of (
R
0)’s with the remaining (R)’s being (
R
1)’s. The symbol υ
is defined to represent a string made of 2nd or higher order terms (
R
m) with m ≥ 2. Now, let
us start analyzing Case A¯ to Case E¯ one by one. We further note that whenever we encounter
two χ1’s somewhere in the wedge product, the only non-zero cases are
(χ1 . . .χ1) = {(R0 . . . R0), (χ˜1 . . . R0), (R0 . . . χ˜1)} , (B.41)
where we define χ˜1 to be the χ1 containing more than one R’s, i.e.
χ˜1 ≡
{
(
R
0
R
1k−1); (
R
1k−1
R
0)
}
. (B.42)
We note that since (
R
1
R
0
R
1) ∝ dr (see Eq. (B.21)), the above are the only two possibilities
in χ˜1. Furthermore, it is useful to know that χ˜1 ∝ u. Finally, another helpful fact is that
(
R
2χ1) and (χ1R2) reduce to (R2R0) and (R0R2) respectively.
Case A¯ :
Since each υ is at least of order ω2 and all χ’s need to be either χ0 or χ1, the product is
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in total of order ωk+1 or higher. At ωk+1-th order, the only nontrivial case is when all υ’s
are (
R
2)’s and all χ’s are χ1’s, i.e. (R
k) = (
R
2χ1 R2χ1 . . . R2χ1 R2). However, because of
(
R
2χ1) ∝ (R2R0) ∝ u and (χ1R2) ∝ (R0R2) ∝ u, we have
(χ1 R2 . . .χ1 R2) = (R2χ1 . . .χ1 R2) = (R2χ1 . . . R2χ1) = 0 . (B.43)
Thus, we conclude that case A¯ only has one non-trivial structure
O(ωk+1) : (Rk) = (
R
2
R
0
R
2) . (B.44)
Case B¯ :
For case B¯, the lowest order starts at ωk for which all υ’s are (
R
2)’s and all χ’s are χ1’s, i.e.
(Rk) = (
R
2χ1R2χ1 . . . R2χ1) or (χ1R2χ1R2χ1 . . . R2). As in the arguments in Case A¯, this
type of the product is non-zero only when (Rk) = (
R
2χ1) or (R
k) = (χ1R2).
For the order ωk+1 contributions, there is a few possible structures listed below :
(
R
3χ1) , (χ1R3) , (R2χ0) , (R2R2χ1) , (χ0R2) , (χ1R2R2) , (B.45)
where we have used Eq. (B.43) and
(χ1R2χ1) = (χ1R2χ0) = (χ0R2χ1) = (R2χ1 . . . Rmχ1) = (χ1R2 . . . Rmχ1) = 0 , (B.46)
for any m ≥ 0. Thus, in summary we have
O(ωk) : (Rk) = {(
R
2
R
0), (
R
0
R
2)} ,
O(ωk+1) : (Rk) = {(
R
3χ1) , (χ1R3) , (R2χ0) , (R2R2R0) ,
(χ0R2) , (R0R2R2)} . (B.47)
Case C¯ :
For case C¯, the lowest order starts at order ωk−1 for which all υ’s are (
R
2)’s and all χ’s are
χ1’s, i.e. (R
q) = (χ1R2χ1R2χ1 . . . R2χ1). However, this product is zero since (χ1R2χ1) = 0.
The order ωk terms consist of
(
R
0
R
3
R
0) , (B.48)
where we have used Eq. (B.41), Eq. (B.43), Eq. (B.46) and
(χ˜1RmR0) = (R0Rmχ˜1) = 0 , (B.49)
for all m ≥ 0.
Similarly, the order ωk+1 terms are
(
R
0
R
4
R
0) , (χ0R3χ1) , (χ1R3χ0) ,
(χ0R2χ0) , (χ0R2R2χ1) , (χ1R2R2χ0) , (B.50)
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where we have used Eq. (B.43) and Eq. (B.46). To summarize, we have
O(ωk) : (Rk) = {(
R
0
R
3
R
0)}
O(ωk+1) : (Rk) = {(
R
0
R
4
R
0) , (χ0R3χ1) , (χ1R3χ0) ,
(χ0R2χ0) , (χ0R2R2R0) , (R0R2R2χ0)} . (B.51)
Case D¯ :
We note that in this case, each υ is at least of order ω2 and hence the total order is at
least ω2k. For k ≥ 1, this means that it could only contribute to order ωk+1 for k = 1 (i.e.
(Rk) = R) where υ = (
R
2). Thus we conclude that Case D¯ contains only one structure
O(ωk+1) : (Rk) = (
R
2) . (B.52)
Case E¯ :
For case E¯, we can have the following two structures
O(ωk−1) : (Rk) = (χ1) = {(R0) , χ˜1} ,
O(ωk) : (Rk) = (χ0) , (B.53)
At this point, we would like to summarize the results from the above analysis. Before
doing so, we first introduce a useful symbol
(Rq(p)) (B.54)
to denote all possible structures (including those consist of zeroth and first order building
blocks only) that can contribute to (Rq) at ωp order. Thus, the summary of the results from
above could be stated as :
(Rq(q−1)) ≡ (χ1) ,
(Rq(q)) ≡ {(χ0) , (R2R0) , (R0R2) , (R0R3R0)} ,
(Rq(q+1)) ≡ {(R2) , (R2R0R2) ,
(
R
3χ1) , (χ1R3) ,
(
R
2χ0) , (R2R2R0) , (R0R2R2) , (χ0R2) ,
(
R
0
R
4
R
0) ,
(χ0R3χ1) , (χ1R3χ0) ,
(χ0R2χ0) , (χ0R2R2R0) , (R0R2R2χ0)} . (B.55)
We remind the readers that in the Einstein source computations in Appendix D.6 of Ref. [27],
it was proved that 2nd and higher order terms in R do not contribute to (Rq) up to order
ωq−1. This is why 2nd and higher order terms in R do not appear in (Rq(q−1)). Furthermore,
up to ωq−2, all contributions (including zeroth and first order building blocks) to Rq vanish.
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B.2.3 Structures of tr[∇ξR2k−1] and tr[δΓR2k−1]
Let us consider the traces tr[∇ξR2k−1] and tr[δΓR2k−1] at constant r (i.e. dr = 0). We will
classify the various structures appearing up to order ω2k−1.
First, due to χ2 ∝ dr and
tr[((0)δΓ)(
R
0
R
12k−2)] = tr[((0)δΓ)(
R
12k
R
0)] = 0 ,
tr[((0)∇ξ)(
R
0
R
12k−2)] = tr[((0)∇ξ)(
R
12k
R
0)] = 0 , (B.56)
(for k ≥ 1), the lowest-order contributions to these traces are
O(ω2k−1) : tr[(δΓ)R2k−1] = { tr[((0)δΓ)(R2k−1(2k−1))] , tr[((1)δΓ)(χ1) } ,
tr[(∇ξ)R2k−1] = { tr[((0)∇ξ)(R2k−1(2k−1))] , tr[((1)∇ξ)(χ1)] } . (B.57)
Once one substitutes the possible structures of (R2k−1(2k−1)) from Eq. (B.55), using Eq. (L.15)
and
tr[((0)∇ξ)(
R
0
R
2)] = tr[((0)∇ξ)(
R
2
R
0)] = 0 , (B.58)
one finds that
O(ω2k−1) : tr[(δΓ)R2k−1] = {tr[((0)δΓ)(χ0)] , tr[((1)δΓ)(χ1)]} ,
tr[(∇ξ)R2k−1] = {tr[((0)∇ξ)(χ0] , tr[((1)∇ξ)(χ1)]} . (B.59)
Thus, we conclude that tr[∇ξR2k−1] and tr[δΓR2k−1] start at ω2k−1 order and that second
or higher order building blocks do not contribute to tr[∇ξR2k−1] and tr[δΓR2k−1] at order
ω2k−1.
B.3 Behavior at horizon
In this part, we summarize various quantities evaluated at the horizon and some relation valid
at horizon. In the rest of this Appendix, we assume that all equalities are evaluated at the
horizon and ignore terms proportional to dr.
B.3.1 0th and 1st order terms
In particular, the metric at the horizon and its inverse simplify as
Grr = 0 , Grµ = −uµ , Gµν = r2HPµν ,
Grr = 0 , Grµ = uµ , Gµν = r−2H P
µν .
The gauge field and the connection 1-form at the 0th and 1st orders are evaluated at the
horizon as
A = µu ,
Γrr = (2πT )u , Γ
r
ρ = 0 , Γ
µ
r = r
−2
H (rHP
µ
ν + ω
µ
ν) dx
ν ,
Γµρ = [u
µuρ(2πT )− ωµρ]u− rHuµPρνdxν − uρωµνdxν , (B.60)
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while its variation is
(0)δA = δ(µu) ,
(0)δΓrr = δ[(2πT )u] ,
(0)δΓrρ = 0 ,
(0)δΓµr = r
−2
H (rHu
µδu+ rHδu
µu)− r−2H (δrH)(Pµνdxν) ,
(0)δΓµρ = [(uρδu
µ + uµδuρ)(2πT ) + u
µuρδ(2πT )]u+ u
µuρ(2πT )δu
− δrHuµPρνdxν − rHδuµPρνdxν − rHuµδuρu− rHuµuρδu ,
(B.61)
for the 0th order part and
(1)δA = 0 ,
(1)δΓrr =
(1)δΓrρ = 0 ,
(1)δΓµr = r
−2
H (δω
µ
νdx
ν)− 2r−3H (δrH)(ωµνdxν) ,
(1)δΓµρ = −ωµρδu− δuρωµνdxν − uρδωµνdxν − δωµρu , (B.62)
for the 1st order part.
As for the covariant derivative of ξa at the horizon, we have at the lowest order of
derivative expansion :
((0)ξa)∂a =
1
T
uµ∂µ , (
(0)∇rξr) = −2π , ((0)∇µξr) = ((0)∇rξρ) = 0 , ((0)∇µξν) = −2πuµuν .
(B.63)
We note that there is no 1st order term in the above equation and higher order terms of the
derivative expansion start with the 2nd order. Therefore, we will drop the ‘(0)’ superscript
on ∇ξ in the discussions in this subsection.
Let us consider the products of F ’s or R’s evaluated at the horizon. Since (
F
0) ∝ dr∧u,
we have that
(F k) = (
F
1k) = (2µω)k. (B.64)
For the product of R’s, all products containing more than one (
R
0) vanish or are proportional
to dr, i.e. χm = 0 or proportional to dr for m ≥ 2. We next consider the products of the
curvature 2-form containing only one (
R
0), i. e. χ1 terms. At the horizon, nontrivial
components of this kind of the products are (for k ≥ 0)
(
R
0
R
1k)µr = (r
−1
H (2πT ))dx
µ ∧ u ∧ (2(2πT )ω)k ,
(
R
1k
R
0)µρ = (−1)(k+1)rH(2πT )(2(2πT )ω)k ∧ (uµPρνdxν) ∧ u . (B.65)
We also note that the existence of more than one χ1 in a given term implies that such term
vanishes, since all the nonzero elements in χ1 are proportional to u at horizon.
For the products with (
R
1)’s only, i.e. χ0 terms, we have
(
R
1m)rr = (2(2πT )ω)
m ,
(
R
1m)µr = (. . .) ∧ ωµσdxσ ∧ u ,
(
R
1m)rρ = 0 , (B.66)
(
R
1m) µρ = (−1)m+1(2(2πT )ω)muµuρ + (. . .) ∧ uµωρνdxν ∧ u .
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The explicit form of (. . .)’s appearing in the above expressions are not need for our calculation.
The following relations on traces are also useful
tr[δΓ∇ξ] = −(2π) [2δ(2πTu) − rHδu+ uµδωµνdxν ] , (B.67)
tr[∇ξR] = −(4π)× (2πT )(2ω) , (B.68)
tr[δΓR] = rHu ∧ (2(2πT )δω) + (2δ(2πTu) − rHδu) ∧ (2(2πT )ω),(B.69)
tr[∇ξ(
R
12k)] = 0 , (B.70)
tr[∇ξ(
R
12k+1)] = −(2π)× 2(2(2πT )ω)2k+1 , (B.71)
tr[((0)δΓ)(
R
12k+1)] = (2δ(2πTu) − rHδu) ∧ (2(2πT )ω)2k+1 (B.72)
tr[((0)δΓ)(
R
0
R
12k−2)] = tr[((0)δΓ)(
R
12k
R
0)] = 0 , (B.73)
tr[((0)∇ξ)(
R
0
R
12k−2)] = tr[((0)∇ξ)(
R
12k
R
0)] = 0 . (B.74)
Here we stress that only 0th and 1st order terms are considered for R, δΓ and ∇ξ, while all
terms proportional to dr have been dropped. Furthermore, at the horizon, we can prove the
following relations :
δΓrρ = 0 , uµu
ρδΓµρ = δ(2πTu) − rHδu+ uµ(δωµνdxν) ,
uµ(R0R1
k)µr = u
ρ(
R
1k
R
0)µρ = 0 ,
uµ(R1
m)µr = 0 , u
ρ(
R
1m)µρ = (−1)muµ(2(2πT )ω) ,
((0)δΓµρ)u
ρωµνdx
ν ∧ u = 0 , (B.75)
δΓcd(χ1)
d
a(∇bξa) = (∇bξa)(R0R1k)bc = (∇bξa)(R1kR0)br = (∇bξr)(R1kR0)bc = 0 ,
(∇bξα)(R1kR0)bγ((0)δΓγδ) ∝ uαPδνdxν ∧ u , (B.76)
and in particular it follows that
tr[(∇ξ)χ1] = tr[(∇ξ)χ1(0)δΓ] = (∇bξa)(R1kR0)bc(0)δΓcd(χ0)da = 0 . (B.77)
Another useful identity is
(δΓ)cd(χ1)
d
a(∇bξa) = 0 . (B.78)
For computing the Chern-Simons contribution to the entropy using Tachikawa-like for-
mula, we also need
tr[(∇ξ)Γ] = −(4π)(2πT )u. (B.79)
B.3.2 2nd and higher order terms
Now we summarize some useful relations relevant to 2nd and higher order terms evaluated at
the horizon. First, since (
F
2) ∝ dr, we do not need to deal with it. For product of curvature
two-forms, one of the most important relations for our our purpose is tr[
R
2χ1] = 0 which is
valid for any r. Moreover, the non-zero components of (
R
0
R
2) and (
R
2
R
0) are
(
R
0
R
2)µρ , (R2R0)
µ
ρ ∝ u ∧ (Pµσdxσ) ∧ (Pρνdxν) , (B.80)
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which lead to
(χ0R0R2) = (χ0R2R0) = (R0R2χ0) = (R2R0χ0) = 0 , (B.81)
and
tr[((0)δΓ)(
R
0
R
2)] = tr[((0)δΓ)(
R
2
R
0)] = 0 . (B.82)
Furthermore, in (
R
2χ1) and (χ1R2), the only non-zero objects are (for k ≥ 0)
(
R
2
R
0
R
1k) , (
R
2
R
1k
R
0) ∼ (
R
2
R
0) , (
R
1k
R
0
R
2) , (
R
0
R
1k
R
2) ∼ (
R
0
R
2) , (B.83)
leading to
(χ0R2χ1) = (χ1R2χ0) = 0 . (B.84)
We note that the non-zero possibilities in (
R
2χ1) and (χ1R2) are reducible to (R2R0) and
(
R
0
R
2) (wedged by an appropriate power of (2ΦTω)).
The following relations are also useful :
((0)∇bξa)(R0R2)bc = (R0R2)ab((0)∇cξb) = ((0)∇bξa)(R2R0)bc = (R2R0)ab((0)∇cξb) = 0 ,
u ∧ (Pµνdxν) ∧ (R2)µρuρ = 0 . (B.85)
B.4 Asymptotic fall-offs at boundary
We summarize the asymptotic behavior of some quantities at r = ∞. We note here again
that here we ignore terms proportional to dr.
B.4.1 0th and 1st order terms
In this subsection, all building blocks are considered up to first order and in particular we
drop their superscript that we usually use to denote their derivative orders. For Φ, ΦT and
Ψ, we have
Φ|∞ = q
rd−2
, Ψ|∞ → r
2
2
− m
2rd−2
+O
(
1
r2(d−2)
)
, ΦT |∞ → md
2rd−1
+O
(
1
r2d−3
)
,
δΦ|∞ = δq
rd−2
, δΨ|∞ → − δm
2rd−2
+O
(
1
r2(d−2)
)
, δΦT |∞ → (δm)d
2rd−1
+O
(
1
r2d−3
)
.
(B.86)
For ∇aξb, from (B.9) we have
∇rξr|∞ = ruβξβ +O(r−d+1) , ∇rξµ|∞ = r−1Pµβξβ +O(r−2) , (B.87)
∇µξr|∞ = −r3ηµβξβ +O(r−d+3) , ∇µξν |∞ = −ruνηµβξβ + ∂µξν +O(r−d+1) ,
and the gauge field and the connection one-form are
A|∞ = r−d+2(qu) ,
Γrr|∞ = ru+O(r−d+1) , Γrρ|∞ = −r3ηρνdxν +O(r−d+3) ,
Γµr|∞ = r−1Pµν + r−2ωµνdxν , Γµρ|∞ = −ruµηρνdxν +O(r−d+1) . (B.88)
Now assuming δr = 0, we have the variation of the gauge field and the connection one-form
as follows:
δA|∞ = r−d+2δ(qu) ,
δΓrr|∞ = r(δu) +O(r−d+1) , δΓrρ|∞ = O(r−d+3) , (B.89)
δΓµr|∞ = r−1(uµδu+ δuµu) + r−2(δωµν)dxν ,
δΓµρ|∞ = −r(δuµ)ηρνdxν +O(r−d+1) .
For the 0th and 1st order terms in the field strength and curvature two-form, from the explicit
form of these terms, we have (note that (
F
0) ∝ dr ∧ u)
(
F
1)|∞ = r−d+2q(2ω) ,
(
R
0)rr|∞ = 0 , (R0)µr|∞ = dxµ ∧ u+O(r−d) ,
(
R
0)rρ|∞ = 0 , (R0)µρ|∞ = −r2dxµ ∧ (ηρνdxν) +O(r−d+2) , (B.90)
(
R
1)rr|∞ = O(r−d+1) , (R1)µr|∞ = O(r−d−1) ,
(
R
1)rρ|∞ = O(r−d+3) , (R1)µρ|∞ = O(r−d+1) . (B.91)
B.4.2 Fall-off of 2nd order term at boundary from direct computations
For the field strength, since (
F
2) ∝ dr, we do not need to take this into account when we
evaluate the fall-off behaviors of T1 and T2 in Appendix. I.
For the the second order terms in the curvature two-form (
R
2), we can find their fall-off
behaviors from the explicit metric (up to second order) in Eq. (B.27). The contributions to
(
R
2) purely from the zeroth order metric can be found in Eq. (B.31) and hence we can just
take the r→∞ limit to see the falloffs :13
(
R
2)rr|G(0) = (R2)rρ|G(0) = 0 , (R2)µr|G(0) = O(r−d−2) , (R2)µρ|G(0) = O(r−d) . (B.92)
Here, for a general 2nd order building block (
B
2) (or, (2)B) made of the metric (and its
derivatives), we introduced the notation (
B
2)|G(0) (or, (2)B|G(0)) to denote the contribution
containing the zeroth order metrics only. The remaining part (which contains a second order
metric) is defined as (
B
2)|G(2) = (B2)− (B2)|G(0) (or in general (2)B|G(2) = (2)B − (2)B|G(0)).
On the other hand, the rest of the contribution to the second order curvature two-form
(in which there is a second order metric and the derivatives inside of the definition of the
curvature two-form are all ∂r) at the boundary is evaluated as follows: We recall the definition
of the curvature 2-form (R)ab = dΓ
a
b+Γ
a
c∧Γcb. The second order metric can not contribute
to (
R
2)ab through the dΓ
a
b term (at order ω
2) since d[((2)Γ)ab|G(2) ] is proportional to dr or of
order ω3. Therefore, we only need to compute the 2nd order metric contribution to the term
(Γac ∧ Γcb), which is given by
(2)(Γac ∧ Γcb)|G(2) = ((2)Γac)|G(2) ∧ ((0)Γcb) + ((0)Γac) ∧ ((2)Γcb)|G(2) . (B.93)
13To simplify the notation, we often neglect the subscript ‘∞’, even when a given quantity is evaluated at
the boundary.
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Now, from the explicit second order metric, we deduce the fall-offs of the connection one-form
from the second order metric :
((2)Γ)rr|G(2) = ((2)Γ)µρ|G(2) = O(r−1) ,
((2)Γ)µr|G(2) = O(r−3), ((2)Γ)rρ|G(2) = O(r) . (B.94)
Combining above and the fall-offs of ((0)Γab) from Eq. (B.88), we obtain that
(2)(Γ∧Γ)rr|G(2) = (2)(Γ∧Γ)µr|G(2) = (2)(Γ∧Γ)µν |G(2) = O(r0) , (2)(Γ∧Γ)rν |G(2) = O(r2) ,
(B.95)
and thus
(
R
2)rr|G(2) = (R2)µr|G(2) = (R2)µρ|G(2) = O(r0) , (R2)rρ|G(2) = O(r2) . (B.96)
Therefore, combining the contributions from G(0) and G(2), we find
(
R
2)rr = (R2)
µ
r = (R2)
µ
ρ = O(r0) , (R2)rρ = O(r2) , (B.97)
at infinity. In particular, this indicates that (
R
2) under the rough estimates is
(
R
2) ∼ r2 . (B.98)
We note that in the above derivations, we rely heavily on the explicit form of the second
order metric solutions. In general, due to Weyl covariance of the CFT2n and its extension
to the bulk, the fall-off in Eq. (B.98) can be derived without making use of any information
about the explicit second order metric solutions. The proof of Eq. (B.98) using Weyl scaling
is presented in Appendix L.4. Therefore, the estimate in Eq. (B.98) is in fact valid in more
general setups.
B.5 Explicit structures in AdS5
In Appendix G, we need to deal with traces of products of δΓab, ∇aξb and R. Here we
summarize some useful results for the computations of these traces. We note that we will
ignore all order ω2 and higher order building blocks in this Appendix.
Let us first consider a product of δΓab and R. We have the following results related to
this :
δΓrr(R0)
r
r = δΓ
ρ
r(R0)
r
ρ = δΓ
r
µ(R0)
µ
r = 0 ,
δΓµρ(R0)
ρ
µ = −2r−1u ∧
[
(δΨ)(2ΦTω) +
(
Ψ− 1
2
r2
)
(2ΦT δω)
]
,
δΓrr(R1)
r
r = (Ψ
′δu+ uδΨ′) ∧ (2ΦTω) ,
δΓρr(R1)
r
ρ = −2r−1(δu)Ψ ∧ (2ΦTω) ,
δΓrρ(R1)
ρ
r = −2r−1(δΨ)u ∧ (2ΦTω) ,
δΓµρ(R1)
ρ
µ =
[
(Ψ′δu+ uδΨ′)− rδu] ∧ (2ΦTω) . (B.99)
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For a product of ∇aξb and R, we have
∇rξr(R0)rr = ∇rξµ(R0)rµ = 0 ,
∇µξr(R0)µr = −2ΨΨ′ξ ∧ u ,
∇µξρ(R0)µρ = ∂µξρ
[
−rΦTuµηρβdxβ ∧ u+ 2r−1ΨΨ′uρdxµ ∧ u− 2Ψdxµ ∧ Pρνdxν
]
+2ΨΨ′ξ ∧ u+ r−2(2Ψ− r2)ωβνξβ [rΦT + 2Ψ]u ∧ dxν
+2r−2(2Ψ − r2)uβξβΨ(2ω) ,
∇rξr(R1)rr = Ψ′(uβξβ)(2ΦTω) ,
∇rξρ(R1)rρ = r−1(2Ψ)u ∧ (ΦT ξβωβνdxν) ,
∇µξr(R1)µr = r−1(2Ψ)u ∧ (ΦT ξβωβνdxν) ,
∇µξρ(R1)µρ = Ψ′(uβξβ)(2ΦTω) , (B.100)
For a product of δΓab and ∇cξd, we obtain
δΓrr∇rξr = Ψ′uβξβ
[
(δΨ′)u+Ψ′δu
]
+O(ω) ,
δΓrρ∇rξρ = ξβ
[−(2δΨ)(Pβνdxν) + (2Ψ)(r−1Ψ′ − 1)(δuβ)u]+O(ω) ,
δΓµr∇µξr = −2Ψξβ
[
(δuβ)u+ r
−1Ψ′uβδu
]
+O(ω) ,
δΓµρ∇µξρ = Ψ′uβξβ
[
(δΨ′)u+ (Ψ′ − r)δu]+ rΨ′(ξβδuβ)u+O(ω) . (B.101)
C Useful relations II
This Appendix summarizes some useful relations that are relevant to the computation of the
the Einstein-Maxwell part of asymptotic charges and entropy.
C.1 Gauge field, metric and Hodge duals
Here we explicitly compute the Hodge-duals of some quantities on the rotating charged AdS
black hole background (2.4). The results summarized here will be useful for the evaluation
of the differential Noether charges.
For convenience, we start with a summary of the bulk metric and gauge field for the
rotating charged AdS black hole solution (2.4) :
Grr = 0 , Grµ = −uµ ,
Gµν = −r2fuµuν + r2Pµν + . . .+ gV [uµVν + uνVµ] + . . . ,
Grr = r2f + . . . , Gµν =
1
r2
Pµν + . . . ,
Grµ = uµ + . . . +
g
V
r2
V µ + . . .
A = A∞ +Φ(r, q) uµ dx
µ + . . .+ a
V
(r,m, q)Vµ dx
µ + . . . ,
(C.1)
– 39 –
where we have retained only the leading order contributions to the parity even and parity
odd part in the derivative expansion. The gauge field strength is given by
F = dr ∧
[
dΦ
dr
uµ + . . .+
da
V
dr
Vµ + . . .
]
dxµ + . . . , (C.2)
It is useful to summarize the Hodge-duals of the following zero forms and one forms :
⋆1 =
√−G dr ∧ ⋆CFT1 = rd−1dr ∧ ⋆CFT1 + . . . ,
⋆dr =
√−G Grr ⋆CFT1 +√−G Grµηµν dr ∧ ⋆CFTdxν
= rd+1f ⋆CFT1 + rd−1
[
uµ +
g
V
r2
Vµ
]
dr ∧ ⋆CFTdxµ + . . . ,
⋆dxµ =
√−G Gµr ⋆CFT1−√−G Gµνηνλ dr ∧ ⋆CFTdxλ
= rd−1(uµ +
g
V
r2
V µ) ⋆CFT1− rd−3Pµν dr ∧ ⋆CFTdxν + . . . ,
(C.3)
where we have dropped again the sub-leading contributions in the fluid/gravity derivative
expansion. Here we also summarize the formulae for Hodge-duals of 2-forms :
⋆(dr ∧ dxµ) = √−G [GrrGµν −GrνGµr] ηνλ ⋆CFTdxλ
+
√−G GrαGµβηλαησβ dr ∧ ⋆CFT(dxλ ∧ dxσ)
= rd−1
[
fPµν − (uµ +
g
V
r2
V µ)(uν +
g
V
r2
Vν)
]
⋆CFTdxν
+ rd−3
[
uλ +
g
V
r2
Vλ
]
Pµσ dr ∧ ⋆CFT(dxλ ∧ dxσ) + . . . ,
(C.4)
and
⋆(dxµ ∧ dxν) = √−G
[
GµrGνλ −GµλGνr
]
ηλα
⋆CFTdxα
+
√−G GµαGνβηλαησβ dr ∧ ⋆CFT(dxλ ∧ dxσ)
= rd−3
[
(uµ +
g
V
r2
V µ)P νλ − (uν +
g
V
r2
V ν)Pµλ
]
⋆CFTdxλ
+ rd−5 PµαP
ν
β dr ∧ ⋆CFT(dxα ∧ dxβ) + . . . .
(C.5)
From this expression, we can obtain
⋆(dxr ∧ dxr) = −rd−1
(
uµ +
g
V
r2
Vµ
)
⋆CFTdxµ + dr ∧ (. . .) + . . . ,
⋆(dxr ∧ dxµ) = rd+1f ηµν ⋆CFTdxν + dr ∧ (. . .) + . . . ,
⋆(dxµ ∧ dxr) = −rd−3Pµν ⋆CFTdxν + dr ∧ (. . .) + . . . ,
⋆(dxµ ∧ dxν) = rd−1
(
uµ +
g
V
r2
V µ
)
ηνλ
⋆CFTdxλ + dr ∧ (. . .) + . . . .
(C.6)
By using this, we can also compute the Hodge-dual of the gauge field strength two-form as
⋆F =
[
rd−1
dΦ
dr
uµ + . . .+ r
d−1
(
f
da
V
dr
+
g
V
r2
dΦ
dr
)
Vµ + . . .
]
⋆CFTdxµ
+ rd−3
da
V
dr
dr ∧ (2ω)n−1 + . . .
= −
[
(d− 2)q uµ + . . .+ g2YMQ(V) Vµ + . . .
]
⋆CFTdxµ + dr ∧ (. . .) .
(C.7)
– 40 –
The definition and detail of the function Q(V) is provided in Ref. [27].
For the evaluation of the differential Noether charges at the horizon, it is useful to ex-
plicitly write down the Hodge-duals of the two-forms evaluated at the horizon
⋆(dxr ∧ dxr)|hor = −rd−1H ⋆CFTu+ . . . ,
⋆(dxr ∧ dxµ)|hor = . . . ,
⋆(dxµ ∧ dxr)|hor = −rd−3H Pµν ⋆CFTdxν + . . . ,
⋆(dxµ ∧ dxν)|hor = rd−1H uµηνλ ⋆CFTdxλ + . . . .
(C.8)
which also lead to
iξ
⋆(dxr ∧ dxr)|hor = iξ⋆(dxr ∧ dxµ)|hor = . . . ,
iξ
⋆(dxµ ∧ dxr)|hor = −T−1rd−3H Pµν ⋆CFT(dxν ∧ u) + . . . ,
iξ
⋆(dxµ ∧ dxν)|hor = T−1rd−1H uµηνλ⋆CFT(dxλ ∧ u) + . . . .
(C.9)
Here we have used ξµ|hor = uµ/T .
Another useful identity about Hodge duals is the following : Let N be a p-form with legs
only along the boundary direction and is completely transverse to the velocity uµ. Then, it
satisfies
(⋆CFTN) ∧ dr = (−1)
d
rd−1−2p
⋆N . (C.10)
C.2 Christoffel symbols
In the course of the computation of the differential Noether charge, we will also frequently
encounter the evaluation of the Christoffel symbols on the rotating charged AdS black hole
background. Here we summarize the explicit form of the Christoffel symbols with all the
indices lowered on this background :
Γrrr = Γrrµ = Γrµr = Γµrr = Γµνλ = 0 + . . . ,
Γµνr = −Γrµν = 1
2
∂rGµν + . . . ,
(C.11)
where we have retained only the leading order contributions in the fluid/gravity derivative
expansion. This leads to
Γrrr = Γ
µ
rr = 0 + . . . ,
Γrrµ =
1
2
d(r2f)
dr
uµ − 1
2
r2
d
dr
(g
V
r2
)
Vµ + . . . ,
Γrµν =
1
2
r2f
d(r2f)
dr
uµuν − r3fPµν − 1
2
r2f
dg
V
dr
(Vµuν + Vνuµ) + . . . ,
Γµνr =
1
r
Pµν +
1
2r2
dg
V
dr
V µuν + . . . ,
Γµνλ =
1
2
d(r2f)
dr
(
uµ +
g
V
r2
V µ
)
uνuλ − r
(
uµ +
g
V
r2
V µ
)
Pνλ
− 1
2
dg
V
dr
uµ [uνVλ + uλVν ] + . . . .
(C.12)
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In particular, at the horizon, the Christoffel symbols simplify to
Γrrr|hor = Γµrr|hor = Γrµν |hor = 0 + . . . ,
Γrrµ|hor = (2πT )uµ − 1
2
[
dg
V
dr
]∣∣∣∣
hor
Vµ + . . . ,
Γµνr|hor = r−1H Pµν +
1
2r2H
[
dg
V
dr
]∣∣∣∣
hor
V µuν + . . . ,
Γµνλ|hor = (2πT )uµuνuλ − rHuµPνλ − 1
2
[
dg
V
dr
]∣∣∣∣
hor
uµ [uνVλ + uλVν ] + . . . .
(C.13)
where we have used (1/2)r2Hf
′(rH) = ΦT (rH) = (2πT ). We can also write down the connec-
tion one-form Γab = Γ
a
bcdx
c at the horizon by using this result :
Γrr|hor = (2πT )u− 1
2
[
dg
V
dr
]∣∣∣∣
hor
V + . . . ,
Γµr|hor = r−1H Pµν dxν +
1
2r2H
[
dg
V
dr
]∣∣∣∣
hor
V µu+ . . . ,
Γrµ|hor = . . . ,
Γνµ|hor = (2πT )uνuµu− rHuνPµλdxλ − 1
2
[
dg
V
dr
]∣∣∣∣
hor
uν (uµV + Vµu) + + . . . .
(C.14)
C.3 ∇ξ
Let us consider a vector ξµ along the boundary directions which is only dependent on the
boundary coordinates. Then, we have
∇rξr = ξµ
[
1
2
d(r2f)
dr
uµ − 1
2
r2
d
dr
(g
V
r2
)
Vµ + . . .
]
,
∇rξµ = ξν
[
1
r
Pµν +
1
2r2
dg
V
dr
V µuν + . . .
]
,
∇µξr = ξν
[
1
2
r2f
d(r2f)
dr
uµuν − r3fPµν − 1
2
r2f
dg
V
dr
(Vµuν + Vνuµ) + . . .
]
,
∇µξν = ξλ
[
1
2
d(r2f)
dr
(
uν +
g
V
r2
V ν
)
uµuλ − r
(
uν +
g
V
r2
V ν
)
Pµλ
]
− 1
2
ξλ
dg
V
dr
uν [uµVλ + uλVµ] + . . . .
(C.15)
We note that at the horizon, each components of ∇aξb simplifies to
∇rξr|hor = −2π + . . . ,
∇rξµ|hor = −T−1 1
2r2H
[
dg
V
dr
]∣∣∣∣
hor
V µ + . . . ,
∇µξr|hor = . . . ,
∇µξν |hor = −2πuνuµ + 1
2
T−1
[
dg
V
dr
]∣∣∣∣
hor
uνVµ + . . . ,
(C.16)
where we have used ξµ|hor = uµ/T .
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C.4 Some useful relations for Einstein-Maxwell charges
In the end of this Appendix, we summarize some results useful for the evaluation of the
Einstein-Maxwell part of the differential Noether charge on rotating charged AdS black hole
back ground.
The first useful result is related to ∇aξb. Contracting these with the 2-forms in Eq. (C.6),
we obtain14
∇aξb⋆(dxa ∧ dxb)
= rd−1ξµ
[
2rfηµν − r2 df
dr
uµuν
]
⋆CFTdxν + . . .
+ ξµ
[
rd+1
d
dr
(g
V
r2
)
Vµuν + r
d+1f2
d
dr
(
g
V
r2f
)
uµVν
]
⋆CFTdxν + . . . .
(C.18)
Another set of results useful in the computation of the non-Komar part of the Einstein-
Maxwell differential Noether charge is
δΓrr ∧ ⋆(dxr ∧ dxr)
=
{1
2
rd−1
d(r2δf)
dr
− 1
2
rd−1
[
r2
d
dr
(g
V
r2
)
+
g
V
r2
d(r2f)
dr
]
V µδuµ
}
⋆CFT1 ,
(C.19)
δΓµr ∧ ⋆(dxr ∧ dxµ) = 0 + . . . , (C.20)
δΓrµ ∧ ⋆(dxµ ∧ dxr)
=
{
r2δf
d
dr
rd−1 + rd−1f
dg
V
dr
V µδuµ
}
⋆CFT1
+
{
. . .
}
µ
dr ∧ ⋆CFTdxµ ,
(C.21)
and
δΓνµ ∧ ⋆(dxµ ∧ dxν)
=
{1
2
rd−1
d(r2δf)
dr
− 1
2
rd−1
[
r2
d
dr
(g
V
r2
)
+
g
V
r2
d(r2f)
dr
]
V µδuµ
}
⋆CFT1
+
{
. . .
}
µ
dr ∧ ⋆CFTdxµ .
(C.22)
14 This answer can also be derived by directly evaluating
∇aξ
b⋆(dxa ∧ dxb)
= ⋆dξ = ξµ∂rGµν
⋆(dr ∧ dxν) = ξλrd−1(∂rGλµ)
[
fPµν − (u
µ +
g
V
r2
V µ)(uν +
g
V
r2
Vν)
]
⋆CFTdxν .
(C.17)
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D Tachikawa formula in terms of Pontryagin classes
The aim of this Appendix is to rewrite Tachikawa entropy formula in terms of Pontryagin
classes of the curvature. This gives a useful expression for the entropy formula, since the
Pontryagin classes evaluated on our solution often take a simpler form as compared to traces
of the wedge products of the curvature two-form. For mathematical details of the Pontryagin
classes, please refer to [54, 55].
We start with the Tachikawa entropy formula (the second term of (1.4)) written in terms
of the trace of the wedge products of the curvature two-form. The goal of this Appendix is
to rewrite this in terms of Pontryagin classes p
k
(R) which are defined through
det
[
1 +
tR
2π
]
=
∞∑
k=0
t2kp
k
(R) , (D.1)
where t can be thought of formally as a (−2) form. It follows that p
k
(R) is a 4k form. The
first few Pontryagin classes are given by
p0(R) = 1 , p1(R) = −
trR2
2(2π)2
, p2(R) = −
1
2
[
trR4
2(2π)4
−
(
trR2
2(2π)2
)2 ]
,
p3(R) = −
[
1
3
trR6
2(2π)6
− 1
2
trR2
2(2π)2
∧ trR
4
2(2π)4
+
1
6
(
trR2
2(2π)2
)3]
.
(D.2)
These can be inverted to obtain
trR2
2(2π)2
= −p1(R) ,
trR4
2(2π)4
= −2p2(R) + p21(R) ,
trR6
2(2π)6
= −3p3(R) + 3p1(R)p2(R) − p31(R) .
(D.3)
In order to rewrite the Tachikawa entropy formula in terms of the Pontryagin classes, we
will need to use the following property of the Pontryagin classes :
p
j−k
(R) = −2k(2π)2k ∂ pj(R)
∂ trR2k
, (D.4)
which follows by differentiating Eq.(D.1) with respect to trR2k :
∂
∂ trR2k
det
[
1 +
tR
2π
]
= − t
2k
2k(2π)2k
det
[
1 +
tR
2π
]
. (D.5)
Using Eq.(D.4), we can then use the chain rule to rewrite the Tachikawa entropy formula as
STachikawa = −
∫
Bif
2
ΓN
2π
∞∑
k=1
∞∑
j=k
p
j−k
(R)
(
RN
2π
)2k−2 ∂PCFT
∂ p
j
(R)
= −
∫
Bif
2
ΓN
2π
∞∑
j=1
j∑
k=1
p
j−k
(R)
(
RN
2π
)2k−2 ∂PCFT
∂ p
j
(R)
,
(D.6)
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The sum above can be simplified by using[
j∑
k=1
p
j−k
(R)
(
RN
2π
)2k−2]
Bif
= p
j−1(R+RNε)
∣∣∣
Bif
, (D.7)
or in terms of the defining polynomial of the Pontryagin classes
det
[
1 +
tR
2π
]
det−1
[
1− tRNε
2π
]
= det
[
1 +
t(R+RNε)
2π
]
. (D.8)
This in turn follows from the matrix identity[
1− tRNε
2π
] [
1 +
t(R+RNε)
2π
]
= 1 +
tR
2π
. (D.9)
where we have used ε(R +RNε) = −ε2RN + ε2RN = 0 on the bifurcation surface. Thus,
using Eq. (D.7) in Eq. (D.6), we finally obtain
STachikawa = −
∫
Bif
2
ΓN
2π
∧
∞∑
j=1
pj−1(R +RNε)
∂PCFT
∂ p
j
(R)
, (D.10)
which is the Tachikawa entropy formula written in terms of the Pontryagin classes.
E Example I : Chern-Simons terms on BTZ black hole
Here we consider U(1) and gravitational Chern-Simons terms in three dimensions and evaluate
(/δQ
Noether
)H on the BTZ black hole background. We can obtain the metric, Christoffel symbol
and ∇ξ by setting d = 2, κq = 0 and q = 0 in Eqs. (B.1)-(B.6), (B.7) and (B.9). We also note
that gV = 0 for the BTZ black hole since the presence of the Chern-Simons terms does not
correct the solution. We note that for the covariant part of the Lagrangian, we only consider
the Einstein term without the Maxwell part.
In the following, we start with the Hall contribution to the differential Noether charge
for an arbitrary fixed r surface of the BTZ black hole solution. We then evaluate it at the
boundary and the horizon to obtain the CFT stress tensor, current and entropy. At the
horizon, there are two possible prescriptions for the evaluation of the differential Noether
charge. One way is to first do the variation with respect to the parameters of the BTZ black
hole solution and then set the radial coordinate to be r = rH , while the another way is to first
set r = rH and then do the variation. We will comment more on this point in the middle of
this Appendix and confirm that we can obtain the same result from these two prescriptions.
At the end of this Appendix, we also compare our result with Ref. [31].
E.1 Differential Noether charge
The anomaly polynomial for the three-dimensional Chern-Simons terms is given by
PCFT = cg tr[R
2] + c
A
F 2 . (E.1)
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For later use, we define s ≡ sign(cA).
We note that the BTZ black hole is locally AdS3 everywhere and thus the Riemann tensor
is given by Rabcd = −2δa[cGd]b and then the spin Hall current in this case becomes (ΣH)abc =
−4cg (1/2!) εcefRabef = 4cgεabc. By using this, the Hall contribution to the differential Noether
charge (/δQ
Noether
)H is written as
(/δQ
Noether
)H = 2cg∇aξbδΓab + 2cg (δGab) ξadxb + 2cA(δA) · (Λ + iξA) . (E.2)
Let us now explicitly evaluate this (/δQ
Noether
)H on the BTZ black hole solution. The
Christoffel symbols in (C.12) simplify by using two facts : in d = 2, κq = 0 and hence
(1/2)(d(r2f)/dr) = r. Further, we have g
V
= 0 since the BTZ black hole solution does not
get corrected in the presence of the Chern-Simons terms. Using these, we have
Gµν = r
2ηµν +muµuν ,
and15
A = A∞ + µ(u− sV ) ,
Γrrr = Γ
µ
rr = 0 , Γ
r
rµ = ruµ , (E.3)
Γrµν = −r3fηµν , Γµνr = 1
r
Pµν , Γ
µ
νλ = −ruµηνλ .
We also note that Eq. (C.15) simplifies to
∇rξr = ruµξµ , ∇rξµ = 1
r
Pµν ξ
ν ,
∇µξr = −ξνr3fηµν , ∇µξν = −ξλruνηµλ . (E.4)
Using the above results and neglecting the terms proportional to dr, we obtain the fol-
lowing expression for the differential Noether charge (/δQ
Noether
)H on a fixed r slice :
(/δQ
Noether
)H = δ
[
2cgm (uµVν + Vµuν) ξ
µ − sc
A
µ2(uν − sVν)(uµ − sVµ)ξµ
]
⋆CFTdxν
− δ [2sc
A
(µuν − sµVν)(Λ + iξA∞)] ⋆CFTdxν .
(E.5)
Here we have used the relation ενλ = uνV λ − V νuλ which follows from the fact that the two
orthogonal vectors uµ and V µ = εµνuν form a complete basis. We have also used the fact
that in d = 2, ηνα = VνVα − uνuα and thus
(uν − sVν)(uα − sVα) = ηνα + 2uνuα − s(uνVα + Vνuα) . (E.6)
For later use, here we provide another useful result related to V µ :
δ(uν − sVν)(uα − sVα) = s(V βδuβ)(uν − sVν)(uα − sVα) = (uν − sVν)δ(uα − sVα), (E.7)
15 We note that for a U(1) gauge field in AdS3/CFT2, the boundary conditions depend on the sign of cA .
See section. 3.1 of [56].
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where we have used the fact that any change in V µ is orthogonal V µ (and thus parallel to uµ)
since VµV
µ = 1, and we also have δuµ ∝ V µ from a similar argument. Then, from Eqs. (E.6)
and (E.7), we obtain
δ(uν − sVν)(uα − sVα) = 1
2
δ [ηνα + 2uνuα − s(uνVα + Vνuα)] . (E.8)
E.2 Asymptotic charge
Now we evaluate the the Hall contribution to the differential Noether charge (/δQ
Noether
)H
at the boundary. By using Eqs. (E.5) and (E.8), we have the following expression at the
boundary r →∞ :
[
(/δQ
Noether
)H
]
∞
= −δ [TCFT,CSµν ξµ + JCFT,CSν · (Λ + iξA)∞ ] ⋆CFTdxν , (E.9)
with
TCFT,CSµν = scAµ
2 [ηµν + 2uµuν ]− (2cg (2πT )2 + cAµ2) (uµVν + Vµuν) ,
JCFT,CSν = 2scAµuν − 2cAµVν . (E.10)
On the other hand, the Einstein contribution from Eq. (4.13) to the stress tensor TCFT,Einµν and
current JCFT,Einν in this case reduces to
TCFT,Einµν = (2πT
2)× 3
24G
N
(ηµν + 2uµuν), J
CFT,Ein
ν = 0 . (E.11)
Combining the Einstein and Chern-Simons contributions, we can write the total CFT
stress tensor and current as
TCFTµν = T
CFT, perfect fluid
µν + T
CFT,anom
µν ,
JCFTν = J
CFT, perfect fluid
ν + J
CFT,anom
ν , (E.12)
where the perfect fluid part with the pressure p = (2πT 2)(3/24G
N
) + sc
A
µ2 is given by
TCFT, perfect fluidµν = p(ηµν + 2uµuν) , J
CFT, perfect fluid
ν =
∂p
∂µ
uν , (E.13)
while the anomaly-induced contribution to the stress tensor and current are
TCFT,anomµν =
(
Gµ − Φ ∂Gµ
∂Φ
−Φ
T
∂Gµ
∂Φ
T
)∣∣∣∣
hor
uν + uµ
(
Gν − Φ ∂Gν
∂Φ
− Φ
T
∂Gν
∂Φ
T
)∣∣∣∣
hor
,(E.14)
JCFT,anomν = −Φ
(
∂Gν
∂Φ
)∣∣∣∣∣
hor
. (E.15)
Here Gµ = G
(V)Vµ with G
(V) = cg × 2Φ2T + cAΦ2. This agrees with the result coming from
the replacement rule.
For more details on the construction of the commutator relations and the central exten-
sions such that the charges generate a U(1) Kac-Moody-Virasoro algebra, see [56].
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E.3 Entropy
In this part, we compute the differential Noether charge at the horizon to obtain the entropy
current. We will carry out this computation by using two different prescriptions which end
up with the same final result. We will also comment on the consistency with the original
computation on the Chern-Simons contribution to the black hole entropy by Ref. [31].
E.3.1 Entropy: prescription I
As a next step, we evaluate the differential Noether charge at the horizon of the BTZ black
hole. Here we carry out the variation (with δr = 0) first and then set r = rH . By expanding
out the variation as
(/δQ
Noether
)H = 2cg (δm)ξ
ν [uνVµ + Vνuµ]
⋆CFTdxµ
+ 2cgmξ
ν [uν(δVµ) + (δVν)uµ]
⋆CFTdxµ
+ 2cgmξ
ν [(δuν)Vµ + Vν(δuµ)]
⋆CFTdxµ
+ 2c
A
(Λ + iξA)δ(µuν)dx
ν .
(E.16)
Then by setting r = r
H
(where ξµ|hor = ξµh = uµ/T and (Λ + iξA)|hor = 0) we obtain
(/δQ
Noether
)H |hor = −2cg(2π)2
{
2(δT )Vµ + T
[
2(δVµ)− P νµ δVν
]}
⋆CFTdxµ
= δ
[(
JCFT,anomS
)
µ
⋆CFTdxµ
]
,
(E.17)
where the Hall contribution to the entropy current
(
JCFT,anomS
)
µ
= −4cg (2π)2TVµ = −
∂
∂T
[
2cg (2πT )
2Vµ
]
. (E.18)
In the above derivation, we have used the fact that any change in V µ is orthogonal V µ and
thus parallel to uµ since VµV
µ = 1. In particular it follows that P νµ δVν = 0. This result for
the entropy current agrees with the CFT replacement rule.
E.3.2 Entropy: prescription II
In the previous section, the computation of (/δQ
Noether
)H was carried out by first taking the
variation and then set r = rH of all quantities. Her we consider the second prescription in
which we first set r = rH in the expression (E.5) and then carry out the variation. Then
(/δQ
Noether
)H at the horizon is evaluated as
(/δQ
Noether
)H |hor = −2(2π)2cg [2δ(Tu) − Tδu] + 2(2π)2cgT (δu)
= δ
[(
JCFT,anomS
)
µ
⋆CFTdxµ
]
, (E.19)
which agrees with the result from prescription I in Eq. (E.17).
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E.3.3 Comparision with Ref. [31]
We now compare our covariant computation with the prescription provided in Ref. [31].
According to Ref. [31], for the gravitational Chern-Simons term in three dimensions, one can
write down a non-covariant Komar charge which is twice of what would be expected by the
usual Wald formula :
(Kχ)
Tachikawa
H = 2∇aξb
∂ICS
∂Rba
= 2cg∇aξbΓab
= 4cgξ
µ
[−r2ηµν +m(ηµν + uµuν)] ελν ⋆CFTdxλ , (E.20)
where in the last line we have evaluated the Komar charge in our coordinates. Taking r = r
H
with ξµ = uµ/T , this gives the same result as our covariant computation :
(Kχ)
Tachikawa
H |hor =
(
JCFT,anomS
)
µ
⋆CFTdxµ . (E.21)
F Example II : Abelian Chern-Simons terms
For the Abelian Chern-Simons term in (2n+1) dimensions, the anomaly polynomial is given
by
PCFT = cA F
n+1 , (F.1)
where c
A
is a constant. Here we consider the case with n ≥ 2. The Hall contribution to the
differential Noether charge (/δQ
Noether
)H in this case (see [57]) comes only from the first term
of T0 in Eqs. (2.9) and (2.10) :
(/δQ
Noether
)H = cA(n+ 1)n (Λ + iξA) δA ∧ F n−1 . (F.2)
The evaluation of (/δQ
Noether
)H on the background (2.4) goes as follows at the leading
order of the derivative expansion. At any fixed r, the leading order contribution to F n−1 is
(
F
1n−1) = (2Φω)n−1 since (
F
0) ∝ dr ∧ u. The leading order contribution to (/δQ
Noether
)H
therefore is
(/δQ
Noether
)H = cA(n+ 1)n (Λ + Φξ
µuµ) δ(Φu) ∧ (2Φω)n−1 , (F.3)
which is of order ωn−1. We note that the 2nd and higher order terms in A and F etc. do not
contribute to this order or lower, since this type of contribution is always accompanied by at
least one (
F
0).
Now we evaluate (/δQ
Noether
)H in particular at the horizon (r = rH) and at the boundary
(r → ∞). At the horizon, we substitute ξa|hor = ξahor, Λ|hor = Λhor (see Eq. (2.19)) and
Φ(r = rH) = µ into (F.3), while, at the boundary r → ∞, we use the fall-off behaviors
ξa|∞ → O(r0) and Φ|∞ → O(r−(2n−2)) (see Eq. (2.13)). Then we finally have
(/δQ
Noether
)H |hor = 0 , (/δQNoether)H |∞ → O
(
1
r2n(n−1)
)
. (F.4)
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Therefore the Hall contribution to the differential Noether charge (/δQ
Noether
)H vanishes both
at the horizon and boundary. In terms of the currents defined in Eqs. (2.15) and (2.21) , this
result is rewritten as
T anom,CSµν = J
anom,CS
µ = J
(V)
S = 0 . (F.5)
We note that this is consistent with holographic renormalisation type computation in [58, 59].
G Example III: Hall contribution in AdS5
Before discussing the general anomaly polynomials in general odd dimensional AdS, it is
instructive to explain some detail computation of the Hall contribution to the differential
Noether charge (/δQ
Noether
)H for AdS5 with the anomaly polynomial
PCFT = cM F ∧ tr[R2] . (G.1)
In this Appendix, we analyze this example in detail.
We note that, for the anomaly polynomial given in Eq. G.1, each term in the expression
Eqs. (2.9) and (2.10) in this case is given by
T0 = 2cM (Λ + iξA) ∧ tr[δΓR] ,
T1 = 2cMF ∧ tr[∇ξδΓ] ,
T2 = 2cM (δA) ∧ tr[∇ξR] ,
T3 = −1
2
δGab(ΣH)
abciξ(
⋆dxc) ,
T4 = −1
4
ξaδ
{[
(ΣH)a
bc + (ΣH)
b
a
c + (ΣH)
cb
a
]
⋆(dxb ∧ dxc)
}
, (G.2)
where the spin Hall current is given by (ΣH)
cb
a
⋆dxc = −4cMF ∧ Rba or in components
(ΣH)
cb
a = −cM ǫcp1p2p3p4Fp1p2Rbap3p4 .
Before starting the computations of each term above, we massage the expression of T3
and T4 into the following forms for later use:
T3 = −1
2
(δGaβ)(ΣH)
aβrr3 (⋆CFTξ) , T4 ≡ ξµδ(T˜4)µ , (G.3)
where ξ ≡ ηµνξµdxν and
(ΣH)
aβr = (ΣH)
aβ
r(2Ψ) + (ΣH)
aβ
γu
γ , (G.4)
(T˜4)µ =
[
Gµa(ΣH)
(aγ)r +
1
2
(ΣH)
rγ
µ
]
r3(⋆CFTηγρdx
ρ) ≡ (T˜ (a)4 )µ + (T˜ (b)4 )µ . (G.5)
To derive this, we have used ξr = 0 and the identities ⋆dxr = r
3(⋆CFT1) and iξ
⋆CFTC =
⋆CFT(C ∧ξ) valid for any boundary form C as well as the anti-symmetric property of the spin
Hall current, (ΣH)
abc = −(ΣH)acb.
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When we evaluate the leading order contribution to (/δQ
Noether
)H , the treatment of 2nd
and higher order building blocks is trivial in AdS5 case, since we are concerned about con-
tributions up to order ω1. Thus, in the computation of T0, T1, T2, T3 and T4, we do not need
to take into account 2nd and higher order building blocks. In the rest of this Appendix, we
therefore deal with 0th and 1st order terms in the building blocks only. We will confirm soon
that the leading order contributions to (/δQ
Noether
)H for AdS5 indeed start with ω
1.
Now we compute each term in (G.2) from the gravity side one by one to evaluate the
differential Noether charge at the horizon and boundary.
G.1 Term T0
For the evaluation of the term T0 one can compute tr[δΓR] by using Eq. (B.99) and in the
end we have the following expression valid at any fixed r :
T0 = 2cM (Λ + Φξ
µuµ)×[
−2r−1
(
Ψ− 1
2
r2
)
u ∧ (2ΦT δω) + (ΦT − r +Ψ′)(δu) ∧ (2ΦTω) + 2(δΦT )u ∧ (2ΦTω)
]
.
(G.6)
Let us next evaluate this expression at the horizon and boundary. By substituting
ξµ|hor = ξµhor = uµ/T , Λ|hor = Λhor as in Eq. (2.19) at the horizon and the fall-off be-
haviors of the parameters and fields at infinity summarized in Eqs. (2.13) and (B.86), we can
evaluate T0 there as
T0|hor = 0 , T0|∞ → O
(
1
r6
)
. (G.7)
Therefore we conclude that T0 vanishes both at the horizon and boundary up to ω
1 order.
G.2 Term T1
As in the case of the Abelian Chern-Simons terms, we can replace F in T1 by (F 1) = (2Φω)
since (
F
0) ∝ dr ∧ u . By directly computing the rest part of T1 by using Eq. (B.101), we
obtain the leading order contribution to this term as follows :
T1 = 2cM (2Φω)×{
−(2δΨ)(ξβPβνdxν) +
[
(2Ψ)(r−1Ψ′ − 1) + rΦT
]
(ξβδuβ)u+ 4r
−1Ψ(ξβuβ)(δΨ
′)u
+2r−1(Ψ′ − r)Ψ(ξβuβ)δu+ 4r−1ΨΦT (ξβuβ)δu+ 4r−1ΦT (ξβuβ)(δΨ)u
+2ΦT (ξ
βuβ)(δΦT )u+ΦT [−r + 2ΦT ] (ξβuβ)δu
}
. (G.8)
It is of order ω1.
By substituting ξµ|hor = ξµhor = uµ/T , Λ|hor = Λhor as in Eq. (2.19) at the horizon and
the fall-off behaviors of the parameters and fields at infinity summarized in Eqs. (2.13) and
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(B.86), we can evaluate T1 there as
T1|hor = δ
[
(J
(V)
S )l=1 u
]
∧ (2µω) −
( rH
4πT
)
(J
(V)
S )l=1 [(δu) ∧ (2µω)] , T1|∞ → O
(
1
r4
)
.
(G.9)
Here (J
(V)
S )l=1 is defined from the entropy current
J
(V)
S = −2π
(
∂G(V)
∂ΦT
)
hor
= −2π × c
M
× 4× (2πT ) × µ , (G.10)
through the expansion in (2.23) as (J
(V)
S )l=1 = −2π × cM × 4× (2πT ).
The above result (G.9) will be naturally generalized to higher dimensions, as summarized
in §§ 4.2 (for the detail of the computation, see Appendices H-J).
G.3 Term T2
By using Eq. (B.100) we can compute T2 at the leading order of the derivative expansion as
T2 = 2cM δ(Φu)
{
∂µξ
ρ
[
−rΦTuµηρβdxβ ∧ u+ 2Ψ(r−1Ψ′ − 1)uρdxµ ∧ u− 2Ψdxµ ∧ ηρνdxν
]
+
[
2Ψ
(
2r−2Ψ− 1 + 3r−1ΦT
)− rΦT ]u ∧ (ξβωβνdxν)
+
[
2Ψ
(
2r−2Ψ− 1) + 2Ψ′ΦT ] (uβξβ) ∧ (2ω)} . (G.11)
We note that this leading order contribution is of order ω1.
The second term T2 at the horizon and the boundary is then calculated as follows. By
substituting ξa|hor = ξahor, Λ|hor = Λhor as in Eq. (2.19) at the horizon and using the fall-off
behaviors Eqs. (2.13) and (B.86) at the boundary, we have
T2|hor = −2cM (2π)δ(2µu) ∧ (2(2πT )ω) =
[
(J
(V)
S )l u
]
∧ δ(2µω) , (G.12)
T2|∞ → −2cM (dξ) ∧ δ(uq) = −2cM ξ ∧ δ(2ωq) , (G.13)
where in the second equality for the evaluation at the horizon, we have used
g(r)(δu) ∧ ωm+1 = g(r)u ∧ (δω) ∧ ωm + d(. . .) + (. . .)dr , (G.14)
for any function g(r) of r and a integer m ≥ 0. We also note that we have dropped the terms
proportional to dr as well as the total derivative terms d(. . .) in the above expression since
they do not contribute the Noether charge after the integration.
G.4 Term T3
The term T3 depends on the spin Hall current, but we note that, from the expression of (G.3)
and (G.4), we only need to know the specific components of the spin Hall current (ΣH)
aβr to
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evaluate T3. When only zeroth and first order terms in the building blocks are considered,
there are three types of terms in (ΣH)
ab
c up to ω
1 order :
O(ω0) : (ΣH)′abc = −cM ǫap1p2p3p4(F 0)p1p2(R0)bcp3p4 ,
O(ω1) : (Σ(1)H )abc = −cM ǫap1p2p3p4(F 0)p1p2(R1)bcp3p4 ,
(Σ
(2)
H )
ab
c = −cM ǫap1p2p3p4(F 1)p1p2(R0)bcp3p4 . (G.15)
From this expression, we can have (ΣH)
rβr = 0 up to ω1 order, since (ΣH)
′ and (Σ
(1)
H ) contains
(
F
0) ∝ dr ∧u which leads to (ΣH)′rbc = (Σ(1)H )rbc = 0 and (R0)βr in (Σ(2)H ) is proportional to
dr. As a result, we can simplify the expression of T3 in (G.3) as
T3 = −1
2
(δGαβ)(ΣH)
(αβ)rr3(⋆CFTξ) . (G.16)
In the following, we first evaluate the contribution to the components (ΣH)
(αβ)r from
these three terms, (ΣH)
′ab
c, (Σ
(1)
H )
ab
c and (Σ
(2)
H )
ab
c, separately. After this, we then combine
them to obtain the term T3 at the leading order.
• From (ΣH)′
We notice that only non-zero components of (
F
0) ∧ (
R
0)bc are (b, c) = (β, γ) which are
proportional to dr∧u∧dxβ∧Pγνdxν . It then follows that the only non-zero components
of (ΣH)
′ab
c are (ΣH)
′αβ
γ ∝ ǫrαβµν...uµPγν which thus vanishes after contracting with
uγ , i.e. (ΣH)
′αβ
γu
γ = 0. By substituting this into (G.4), we see that (ΣH)
′(αβ)r = 0
and thus (ΣH)
′ term does not contribute to T3 .
• From (Σ(1)H )
In this case, using (
F
0) ∝ dr ∧ u and (
R
1)βr ∝ u, we obtain (Σ(1)H )rbc = 0 and
(Σ
(1)
H )
αβ
r = 0 . Therefore, we have (Σ
(1)
H )
(αβ)r = −4c
M
r−4(∂rΦ)(rΦT )V
(αuβ) .
• From (Σ(2)H )
We first notice that (Σ
(2)
H )
αβ
r = 0 which follows from the fact that (R0)
β
r is proportional
to dxβ and (
F
1) ∝ ω. Then the components (Σ(2)H )(αβ)r is computed as (Σ(2)H )(αβ)r =
−4c
M
r−4Φ∂r(rΦT )(V
(αuβ)) .
From the above calculations, non-trivial components of the spin Hall current relevant to
the evaluation of T3 at the leading order are (ΣH)
(αβ)r only and this can be computed by
summing the contribution from (Σ
(1)
H ) and (Σ
(2)
H ) terms as
(ΣH)
(αβ)r = − 1
r4
d
dr
[
r
∂G(V)
∂ΦT
]
u(βV α) , (G.17)
where G(V) = c
M
Φ(2Φ2T ). Then, by using iξ[(δu) ∧ u ∧ (2ω)] = V β(δuβ)⋆CFTξ we obtain
the following expression for T3 for arbitrary fixed r at the leading order of the derivative
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expansion:
T3 =
1
2r
(2Ψ − r2) d
dr
[
r
∂G(V)
∂ΦT
]
iξ [(δu) ∧ u ∧ (2ω)] . (G.18)
Now we evaluate T3 at the horizon and boundary. At the horizon, by substituting ξ
a|hor =
ξahor, Λ|hor = Λhor as in Eq. (2.19) while at the boundary by choosing ξa as in Eq. (2.13) and
using Eq. (B.86), we finally obtain
T3|hor = −rH
2T
[
∂G(V)
∂ΦT
+ r
d
dr
∂G(V)
∂ΦT
]
hor
(δu) ∧ (2ω) , T3|∞ → O
(
1
r8
)
. (G.19)
G.5 Term T4
To evaluate the term T4 at the leading order of the derivative expansion, we first evaluate
(T˜
(a)
4 )µ and (T˜
(b)
4 )µ defined in (G.5) separately and then combine them. In the evaluation of
these two contributions, we use some results on (ΣH)
′, (Σ
(1)
H ) and (Σ
(2)
H ) that we obtained in
the middle of the computation of T3.
• Term T˜ (a)4
By using the fact (ΣH)
rβr = 0 up to ω1 order and the expression of (ΣH)
(αβ)r in (G.17)
we obtained in the evaluation of T3, the term T˜
(a)
4 is computed as
(T˜
(a)
4 )µ = −
1
2r
[
2Ψuµ
⋆CFTV + r2Vµ
⋆CFTu
] d
dr
[
r
∂G(V)
∂ΦT
]
, (G.20)
where G(V) = c
M
Φ(2Φ2T ).
• Term T˜ (b)4
As we have shown (ΣH)
′rα
µ = (Σ
(1)
H )
rα
µ = 0, in the middle of the evaluation of T3, the
non-trivial contribution to T˜
(b)
4 comes only from (Σ
(2)
H )
rα
µ which is computed as
(Σ
(2)
H )
rα
µ =
1
r4
[
r2Vµu
α − 2ΨuµV α
] [∂G(V)
∂ΦT
+ 8r−1ΨH(V)
]
, (G.21)
where G(V) = c
M
Φ(2Φ2T ) and H
(V) = c
M
Φ. Here we have used the identity
εµαλσωλσ = u
µV α − uαV µ . (G.22)
Then, by noticing ⋆CFTV = u∧ (2ω), we finally have the expression for T˜ (b)4 as follows :
(T˜
(b)
4 )µ =
1
2r
[
r2Vµ
⋆CFTu− 2Ψuµu ∧ (2ω)
] [∂G(V)
∂ΦT
+ 8r−1ΨH(V)
]
. (G.23)
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Putting the results for T˜
(a)
4 and T˜
(b)
4 together, we obtain T4 at the leading order of the
derivative expansion valid at arbitrary fixed r as follows :
T4 = ξ
µδ
{
−r
2
2
d
dr
[
∂G(V)
∂ΦT
]
Vµ
⋆CFTu− uµΨ
r2
d
dr
[
r2
∂G(V)
∂ΦT
]
u ∧ (2ω)
+4r−2ΨH(V)
[
r2Vµ
⋆CFTu− 2Ψuµu ∧ (2ω)
]}
, (G.24)
where G(V) = c
M
Φ(2Φ2T ) and H
(V) = c
M
Φ.
Let us then evaluate the leading order term of T4 at the horizon and boundary, by
substituting Eq. (2.19) at the horizon and by using the fall-off behaviors given in Eqs. (2.13)
and (B.86) at the boundary respectively :
T4|hor = r
2
H
2T
d
dr
[
∂G(V)
∂ΦT
]
hor
(δu) ∧ (2ω) , T4|∞ → 2cM ξ ∧ δ(2ωq) . (G.25)
Here we have also used ⋆CFT(Vµuνdx
ν − uµVνdxν) = ηµνdxν ∧ (2ω) .
G.6 (/δQ
Noether
)H at horizon and boundary
Let us in the end summarize the above computation of T0, T1, T2, T3 and T4 to evaluate
(/δQ
Noether
)H both at the horizon and boundary.
For the anomaly polynomial PCFT = cMF ∧ tr[R2] in AdS5, we find that (T0 + T1+ T2)
at the horizon and boundary respectively takes the following form :
(T0 + T1 + T2)|hor = δ
{
(J
(V)
S ) [u ∧ (2ω)]
}
−
( rH
4πT
)
(J
(V)
S ) [(δu) ∧ (2ω)] ,
(T0 + T1 + T2)|∞ = −2cM ξ ∧ δ(2ωq) , (G.26)
where in the computation at the horizon, we have used Eq. (G.14) and neglected the terms
proportional to dr as well as the total derivative term. On the other hand, the terms T3 and
T4 at arbitrary r are given in (G.18) and (G.24) with G
(V) = c
M
Φ(2Φ2T ) and H
(V) = c
M
Φ. In
particular, the sum of these two terms (T3 + T4) at the horizon and boundary is respectively
evaluated as
(T3 + T4)|hor =
( rH
4πT
)
(J
(V)
S ) [(δu) ∧ (2ω)] ,
(T3 + T4)|∞ = 2cM ξ ∧ δ(2ωq) , (G.27)
with J
(V)
S = −(2π)× 22 × cM × (2πT )× µ .
Combining all the contributions, we finally have the expression for (/δQ
Noether
)H at the
horizon and the boundary as follows :
(/δQ
Noether
)H |hor = δ
[
(Janom,CSS )µ
]
⋆CFTdxµ , (G.28)
(/δQ
Noether
)H |∞ = −δ
[
ξµT anom,CSµν + (Λ + iξA)|∞Janom,CSν
]
⋆CFTdxν , (G.29)
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where the anomaly-induced currents are given by
T anom,CSµν = J
anom,CS
µ = 0 , (J
anom,CS
S )µ = J
(V)
S Vµ , (G.30)
with J
(V)
S = −(2π)× 22 × cM × (2πT )× µ . This result verifies Eqs. (2.18) and (2.24) for the
anomaly polynomial PCFT = cMF ∧ tr[R2] in AdS5.
H Replacement rule for T3 and T4
As in Eq. (2.9), we divide (/δQ
Noether
)H into T0, T1, T2, T3 and T4. In particular, the terms T3
and T4,
T3 ≡ −1
2
δGab(ΣH)
abc iξ
⋆dxc , (H.1)
T4 ≡ −1
4
ξaδ
{[
(ΣH)a
bc + (ΣH)
b
a
c + (ΣH)
cb
a
]
⋆(dxb ∧ dxc)
}
, (H.2)
are related to the spin Hall current (ΣH)
cb
a
⋆dxc ≡ −2(∂PCFT /∂Rab) and are relatively easy
to deal with. The final expression for T3 and T4 at a fixed arbitrary r is simple. Moreover,
by using essentially the same argument as we used for the Einstein source in Appendix D.6
Ref. [27], one can prove the statement that the 2nd and higher order building blocks do not
contribute to T3 and T4 at the leading order of the derivative expansion.
In the following, we will first begin with the general single trace case PCFT = cM F
l ∧
tr[R2k] and then move on to the purely gravitational multi-trace case PCFT = cg tr[R
2k1 ] ∧
tr[R2k2 ] ∧ . . . ∧ tr[R2kp ]. Finally, we will consider the most general anomaly polynomial of
the form PCFT = cM F
l ∧ tr[R2k1 ] ∧ tr[R2k2 ] ∧ . . . ∧ tr[R2kp ].
In the first part of this Appendix, we will only consider the zeroth and first order building
blocks. At the end, we briefly explain why the 2nd and higher order terms do not contribute
to T3 and T4 at the leading order based on the argument for the Einstein source in Appendix
D.6 of Ref. [27]. We stress that the computation here is valid for any fixed r. In some places,
we will specifically evaluate them at infinity r → ∞ and at the horizon r = rH to explicitly
display the expressions of T3 and T4.
Before computing T3 and T4 for a specific PCFT , similar to the case in AdS5 (see around
Eq. (G.3)), we massage the expression of T3 and T4 into the following forms for later use :
T3 = −1
2
(δGaβ)(ΣH)
aβrrd−1 ⋆CFTξ , T4 ≡ ξµδ(T˜4)µ , (H.3)
where
(ΣH)
aβr = (ΣH)
aβ
r(2Ψ) + (ΣH)
aβ
γu
γ , (H.4)
(T˜4)µ =
[
Gµa(ΣH)
(aγ)r +
1
2
(ΣH)
rγ
µ
]
× (rd−1⋆CFTηγρdxρ) ≡ (T˜ (a)4 )µ + (T˜ (b)4 )µ . (H.5)
To derive (H.3) and (H.4), we have used ξr = 0 and the identities
⋆dxr = r
d−1⋆CFT1 , iξ
⋆CFTC = ⋆CFT(C ∧ ξ) , (H.6)
– 56 –
for any boundary form C as well as the anti-symmetric property of the spin Hall current,
(ΣH)
abc = −(ΣH)acb.
H.1 PCFT = cM F
l ∧ tr[R2k]
Let us consider the general single-trace anomaly polynomialPCFT = cM F
l∧tr[R2k] admitted
by AdSd+1 with d = 2n = 2l+4k− 2 for d ≥ 6. The spin Hall current in this case is given by
(ΣH)
cb
a = −2cM (2k) εcp1q1...plqlr1s1...r2k−1s2k−1
(
1
2
)l
(Fp1q1 . . . Fplql) (H.7)
×
(
1
2
)2k−1
Rbc1r1s1R
c1
c2r2s2 . . . R
c2k−3
c2k−2r2k−2s2k−2R
c2k−2
ar2k−1s2k−1 .
As is known from the Einstein source computation carried out in Appendix D.6 of
Ref. [27], there are three types of terms in (ΣH)
ab
c that can contribute up to ω
n−1 order,
depending on how (
F
0) and (
R
0) are distributed. For k = 1 (thus n = l + 1),
O(ωn−2) : (ΣH)′abc ∝ ǫap1q1···plqlr1s1(F 0F 1l−1)p1q1···plql(R0)bcr1s1 ,
O(ωn−1) : (Σ(1)H )abc ∝ ǫap1q1···plqlr1s1(F 0F 1l−1)p1q1···plql(R1)bcr1s1 , (H.8)
(Σ
(2)
H )
ab
c ∝ ǫap1q1···plqlr1s1(F 1l)p1q1···plql(R0)bcr1s1 ,
which is just a generalization of Eq.(G.15) in the case of AdS5. For k > 1,
O(ωn−2) :
(ΣH)
′ab
c ∝ ǫap1q1···plqlr1s1···r2k−1s2k−1(F 1l)p1q1···plql(R0R1R0)bcr1s1r2s2r3s3(ω2k−4)r4s4···r2k−1s2k−1 ,
O(ωn−1) :
(Σ
(1)
H )
ab
c ∝ ǫap1q1···plqlr1s1···r2k−1s2k−1(F 0F 1l−1)p1q1···plql(R12k−1)bcr1s1r2···r2k−1s2k−1 ,
(Σ
(2)
H )
ab
c ∝ ǫap1q1···plqlr1s1···r2k−1s2k−1(F 1l)p1q1···plql(R0R1R1)bcr1s1r2s2r3s3(ω2k−4)r4s4···r2k−1s2k−1 ,
or ǫap1q1···plqlr1s1···r2k−1s2k−1(
F
1l)p1q1···plql(R1R0R1)
b
cr1s1r2s2r3s3(ω
2k−4)r4s4···r2k−1s2k−1 ,
or ǫap1q1···plqlr1s1···r2k−1s2k−1(
F
1l)p1q1···plql(R1R1R0)
b
cr1s1r2s2r3s3(ω
2k−4)r4s4···r2k−1s2k−1 .
(H.9)
Here we have used the fact that (
F
0) ∝ dr∧u and (
R
02) = 0. We note that, for k > 1, the
wedge product of odd numbers of the curvature 2-forms (R2k−1) consisting of all (
R
1)’s except
exactly one (
R
0) reduces to (
R
1
R
1
R
0)bc, (R1R0R1)
b
c or (R0R1R1)
b
c wedged by (2ΦTω)
2k−4.
We also notice that (
F
0) ∧ (
R
0
R
1) = (
F
0) ∧ (
R
1
R
0) = 0, because (
F
0) ∝ dr ∧ u and all the
terms in (
R
0
R
1) and (
R
1
R
0) are either proportional to dr or u .
H.1.1 Term T3
From the expression of (H.3), to evaluate T3, we only need to evaluate some specific compo-
nents of the spin Hall current (ΣH)
aβr in (H.4). We evaluate contribution to these components
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from (ΣH)
′ab
c, (Σ
(1)
H )
ab
c and (Σ
(2)
H )
ab
c separately. As we will see, these computations follow
in the same vein as the AdS5 computations in Appendix G.4.
(ΣH)
′ term:
The same argument as the AdS5 case in Appendix G.4 holds by replacing (R0) with (R0R1R0)
for k > 1. Therefore, (ΣH)
′ term does not contribute to the third term T3 .
(Σ
(1)
H ) term:
By noticing that (
F
0) ∝ dr ∧ u and (
R
12k−1)βr ∝ u, we have
(Σ
(1)
H )
rb
c = 0 , (Σ
(1)
H )
αβ
r = 0 , (H.10)
(and thus (Σ
(1)
H )
rβr = 0). Hence, the non-trivial components of Eq. (H.4) are calculated as
(Σ
(1)
H )
αβr = (Σ
(1)
H )
αβ
γu
γ = −c
M
2(2k)
rd−1
∂r(Φ
l)Φ2k−1T V
αuβ . (H.11)
(Σ
(2)
H ) term:
We first notice that (
R
0)βr, (
R
0
R
1
R
1)βr, (
R
1
R
0
R
1)βr, (
R
1
R
1
R
0)βr are all proportional to dr.
This leads to (Σ
(2)
H )
rβr = 0 and thus we can rewrite (H.3) for (Σ
(2)
H ) as
T3|Σ(2)H = −
1
2
(δGαβ)(Σ
(2)
H )
(αβ)rrd−1(⋆CFTξ) , (H.12)
where
(Σ
(2)
H )
(αβ)r = (Σ
(2)
H )
(αβ)
γu
γ = −c
M
2(2k)
rd
Φl∂r(rΦ
2k−1
T )(V
(αuβ)) . (H.13)
In the first equality, we have used the fact that the objects (
R
0)βr, (R0R1R1)
β
r, (R1R0R1)
β
r
and (
R
1
R
1
R
0)βr are either zero or proportional to dx
β , which leads to (Σ
(2)
H )
(αβ)
r = 0.
From the above computation, non-trivial components of the spin Hall current relevant to
the computation of T3 is given up to ω
n−1 order by
(ΣH)
(αβ)r = − 1
rd
d
dr
[
r
∂G(V)
∂ΦT
]
V (αuβ), (H.14)
where G(V) = c
M
Φl(2Φ2kT ). Therefore, the leading order expression of T3 for PCFT = cM F
l∧
tr[R2k] turns out to be
T3 =
1
2r
(2Ψ− r2) d
dr
[
r
∂G(V)
∂ΦT
]
iξ
[
(δu) ∧ u ∧ (2ω)n−1] . (H.15)
When we evaluate at r = rH (at the horizon) or r →∞ (at the boundary), substituting
ξa|hor = ξahor, Λ|hor = Λhor as in Eq. (2.19) while at the boundary choosing ξa as in Eq. (2.13),
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we have the following expressions :
T3|hor = −rH
2T
[
∂G(V)
∂ΦT
+ r
d
dr
∂G(V)
∂ΦT
]
hor
(δu) ∧ (2ω)n−1 , (H.16)
T3|∞ → O
(
1
rd−1
1
rl(d−2)
1
r(d−1)(2k−1)
)
, (H.17)
where we have used Eq. (B.86). Hence, T3|∞ = 0 since we are considering n ≥ 2 (where
2k + l ≥ 3 and k ≥ 1).
H.1.2 Term T4
To calculate T4 at the leading order of the derivative expansion, we start with the evaluation
of (T˜
(a)
4 )µ and (T˜
(b)
4 )µ as defined in (H.5).
(T˜
(a)
4 ):
By using the results (ΣH)
rβr = 0 up to ωn−1 order and the expression of (ΣH)
(αβ)r from
Eq.(H.14), first term (T˜
(a)
4 )µ is easily calculated as
(T˜
(a)
4 )µ = −
1
2r
[
2Ψuµ
⋆CFTV + r2Vµ
⋆CFTu
] d
dr
[
r
∂G(V)
∂ΦT
]
. (H.18)
(T˜
(b)
4 ):
As we have shown in the case of T3 above, (ΣH)
′rα
µ = (Σ
(1)
H )
rα
µ = 0. Therefore only (Σ
(2)
H )
rα
µ
can contribute to the second term (T˜
(b)
4 ). Direct computations show that (Σ
(2)
H )
rα
µ is
for k = 1 : (Σ
(2)
H )
rα
µ =
1
rd
[
r2Vµu
α − 2ΨuµV α
] [∂G(V)
∂ΦT
+ 8r−1ΨH(V)
]
, (H.19)
for k > 1 : (Σ(2))rαµ =
1
rd
[
r2Vµu
α − 2ΨuµV α
] ∂G(V)
∂ΦT
, (H.20)
where G(V) = c
M
Φl(2Φ2kT ) and H
(V) = c
M
Φl. In deriving the results above, it is helpful to
remember
εµαλ1σ1...λn−1σn−1ωλ1σ1 . . . ωλn−1σn−1 = u
µV α − uαV µ , (H.21)
which is just a generalization of Eq. (G.22) (in the case of AdS5). We note that in the
expression for (Σ(2))rαµ, the only difference between k = 1 case and k ≥ 1 case comes from
H
(V). Finally, we have the expression for (T˜
(b)
4 )µ as follows (note that
⋆CFTV = u∧ (2ω)n−1)
:
for k = 1 : (T˜
(b)
4 )µ =
1
2r
[
r2Vµ
⋆CFTu− 2Ψuµu ∧ (2ω)n−1
] [∂G(V)
∂ΦT
+ 8r−1ΨH(V)
]
,(H.22)
for k > 1 : (T˜
(b)
4 )µ =
1
2r
[
r2Vµ
⋆CFTu− 2Ψuµu ∧ (2ω)n−1
] ∂G(V)
∂ΦT
. (H.23)
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Combining the results for (T˜
(a)
4 ) and (T˜
(b)
4 ) above, we obtain T4 in the leading order of
the derivative expansion as
for k = 1 : T4 = ξ
µδ
{
−r
2
2
d
dr
[
∂G(V)
∂ΦT
]
Vµ
⋆CFTu− uµΨ
r2
d
dr
[
r2
∂G(V)
∂ΦT
]
u ∧ (2ω)n−1
+4r−2ΨH(V)
[
r2Vµ
⋆CFTu− 2Ψuµu ∧ (2ω)n−1
]}
, (H.24)
for k > 1 : T4 = ξ
µδ
{
−r
2
2
d
dr
[
∂G(V)
∂ΦT
]
Vµ
⋆CFTu− uµΨ
r2
d
dr
[
r2
∂G(V)
∂ΦT
]
u ∧ (2ω)n−1
}
.
(H.25)
At the horizon, the term related to H(V ) vanishes and upon substituting ξa|hor = ξahor,
Λ|hor = Λhor as in Eq. (2.19) , T4 at the horizon is given by
T4|hor = r
2
H
2T
d
dr
[
∂G(V)
∂ΦT
]
hor
(δu) ∧ (2ω)n−1 , (H.26)
for all k ≥ 1.
On the other hand, at r →∞, using ξa as in Eq. (2.13), depending on the value of k, we
have
for k = 1 : T4|∞ → O
(
ql
rl(d−2)−2
)
, (H.27)
for k > 1 : T4|∞ → O
(
1
rd(d−1)/2−(l+1)
)
. (H.28)
For k > 1, which exists for d ≥ 6, the term T4 obviously vanishes at r → ∞. On the other
hand, in d ≥ 6 with k = 1, we have l ≥ 2 and thus T4 vanishes at r →∞. Thus, T4 vanishes
at infinity for d ≥ 6.
H.1.3 T3 + T4
To summarize, for PCFT = cM F
l∧ tr[R2k], we obtained the following results at any fixed r :
T3 =
1
2r
(2Ψ − r2) d
dr
[
r
∂G(V)
∂ΦT
]
iξ
[
(δu) ∧ u ∧ (2ω)n−1] ,
T4 = ξ
µδ
{
−r
2
2
d
dr
[
∂G(V)
∂ΦT
]
Vµ
⋆CFTu− uµΨ
r2
d
dr
[
r2
∂G(V)
∂ΦT
]
u ∧ (2ω)n−1
+4r−2ΨH(V)
[
r2Vµ
⋆CFTu− 2Ψuµu ∧ (2ω)n−1
]}
, (H.29)
where G(V) = c
M
Φl(2Φ2kT ). For H
(V), it takes nonzero value H(V) = c
M
Φl for k = 1, while it
vanishes for k > 1. In particular, T3 + T4 at infinity r →∞ vanishes for d ≥ 6, while at the
horizon r = rH we have
(T3 + T4)|hor =
( rH
4πT
)
J
(V)
S (δu) ∧ (2ω)n−1 , (H.30)
where in this case J
(V)
S = −2πcM × µl × 2× (2k)× (2πT )2k−1 .
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H.2 PCFT = cg tr[R
2k1 ] ∧ tr[R2k2 ] ∧ . . . ∧ tr[R2kp ]
Here we consider the case with the purely gravitational anomaly polynomial consisting of
multiple traces, PCFT = cg tr[R
2k1 ] ∧ tr[R2k2 ] ∧ . . . ∧ tr[R2kp ] in AdSd+1 where d = 2n =
4(
∑p
i=1 ki)−2 ≡ 4ktot−2. Without loss of generality, we can assume that ki = 1 for i ≤ p0, i.e.
the first p0 tr[R
2ki ]’s are tr[R2]’s (in particular p0 = 0 means that the anomaly polynomial
PCFT does not contain any tr[R
2]). As in the previous case, here we first consider zeroth
and first order building blocks and will show at the end of this Appendix that 2nd and higher
order building blocks do not contribute to T3 and T4 at the leading order.
We first recall that
tr[(
R
12ki)] = 2(2ΦTω)
2ki , tr[(
R
0
R
12ki−1)] = 2Φ′Tdr ∧ u ∧ (2ΦTω)2ki−1 , (H.31)
while
(
F
12l) = (2Φω)2l, (
F
0
F
12l−1) = Φ′dr ∧ u ∧ (2Φω)2l−1. (H.32)
Because of these, by replacing the contributions of F l consisting of (
F
1)’s and at most one (
F
0)
by products of traces of (R2ki) consisting of all (
R
1)’s and at most one (
R
0) (upon sending
Φ to ΦT with some appropriate factors of 2’s), we can carry out the same classification of
the spin Hall current ΣH as we did for PCFT = cM F
l ∧ tr[R2k] and define (ΣH)′, (Σ(1)H ) and
(Σ
(2)
H ). As in the previous case, the first term (ΣH)
′ does not contribute to both T3 and T4.
We thus restrict ourselves to the order ωn−1 contribution (Σ
(1)
H ) and (Σ
(2)
H ) only.
Since tr[χ2] = 0, the derivative of the anomaly polynomial (∂PCFT/∂R
a
b) up to order
ωn−1 is given by
∂PCFT
∂Rab
= cg
p0∑
i=1
(2ki)2
p−1(
R
0)ba ∧ (2ΦTω)2ktot−2
+cg
p∑
i=p0+1
(2ki)2
p−1[(
R
0
R
1
R
1) + (
R
1
R
1
R
0) + (2ki − 3)(R1R0R1)]ba ∧ (2ΦTω)2ktot−4
+cg
p∑
i,j;i 6=j
(2ki)(2kj)2
p−2(
R
1)ba ∧ tr[(R0R1)] ∧ (2ΦTω)2ktot−4 , (H.33)
where 2ktot = n+ 1.
The first two terms on the right hand side are essentially in the same form as (Σ
(2)
H )
appearing in Appendix H.1, while the third term is the same as (Σ
(1)
H ) there under the
replacement of F l by the traces of the curvature two-forms explained above. Therefore we
can straightforwardly compute the nontrivial components of (Σ
(1)
H ) and (Σ
(2)
H ) related to T3
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as
(Σ
(1)
H )
αβr = −cg
2p
rd
[
(2ktot)
2 −
p∑
i=1
(2ki)
2
]
(rΦ′T )Φ
2ktot−2
T V
αuβ ,
(Σ
(2)
H )
(αβ)r = −cg
2p
rd
p∑
i=1
(2ki)∂r(rΦ
2ki−1
T )Φ
2ktot−2ki
T V
(αuβ)
= −cg
2p
rd
[
(2ktot)∂r(rΦT ) +
(
p∑
i
(2ki)
2 − 4ktot
)
(rΦ′T )
]
Φ2ktot−2T V
(αuβ) ,
(H.34)
and thus nontrivial component of the spin Hall current relevant to T3 is at the leading order
given by
(ΣH)
(αβ)r = − 1
rd
d
dr
[
r
∂G(V)
∂ΦT
]
V (αuβ), (H.35)
where G(V) = cg 2
pΦ2ktotT . Therefore we finally have the expression of T3 at the leading order
as follows :
T3 =
1
2r
(2Ψ − r2) d
dr
[
r
∂G(V)
∂ΦT
]
iξ
[
(δu) ∧ u ∧ (2ω)n−1] . (H.36)
In a similar manner, the computation of T4 also follows from the computation in Appendix
H.1. That is, as a result of (ΣH)
rβr = 0 and (Σ
(1)
H )
rα
µ = 0, the nontrivial contribution to T4
comes only from (Σ
(2)
H )
rα
µ given by
(Σ
(2)
H )
rα
µ =
1
rd
[
r2Vµu
α − 2ΨuµV α
] [∂G(V)
∂ΦT
+ 8r−1ΨH(V)
]
, (H.37)
where H(V) = p0cg (2
p−1Φ2ktot−2T ). Therefore, T4 at the leading order is evaluated as
T4 = ξ
µδ
{
−r
2
2
d
dr
[
∂G(V)
∂ΦT
]
Vµ
⋆CFTu− uµΨ
r2
d
dr
[
r2
∂G(V)
∂ΦT
]
u ∧ (2ω)n−1
+4r−2ΨH(V)
[
r2Vµ
⋆CFTu− 2Ψuµu ∧ (2ω)n−1
]}
. (H.38)
Let us now summarize the expression of T3 + T4 at r = rH and r →∞. At the horizon,
substituting ξa|hor = ξahor, Λ|hor = Λhor as in Eq. (2.19), we obtain
(T3 + T4)|hor =
( rH
4πT
)
J
(V)
S (δu) ∧ (2ω)n−1 , (H.39)
where in this case J
(V)
S = −2πcg × 2p × (2ktot)(2πT )2ktot−1.
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On the other hand, at r→∞, we have
T3|∞ → O
(
1
r(d−1)(2ktot)
)
,
T4|∞ → O
(
1
r(d−1)(2ktot−2)−2
)
, (H.40)
both of which vanish since ktot ≥ 2 and d ≥ 6.
H.3 PCFT = cM F
l ∧ tr[R2k1 ] ∧ tr[R2k2 ] ∧ . . . ∧ tr[R2kp ]
As a final case, we consider a general mixed anomaly polynomial consisting of multiple traces
PCFT = cM F
l ∧ tr[R2k1 ] ∧ tr[R2k2 ] ∧ . . . ∧ tr[R2kp ] admitted by AdSd+1 with d = 2n =
2l + 4ktot − 2. Again, without loss of generality, we assume that ki = 1 for i ≤ p0 (p0 ≥ 0).
In the current case, by treating F l and traces of the curvature two-forms as we did in
Appendix H.1. We can classify contribution to the spin Hall current up to ωn−1 order into
three cases, (ΣH)
′, (Σ
(1)
H ), (Σ
(2)
H ). Then it is straightforward to show that (ΣH)
′ does not
contribute to T3 and T4, and we only need to consider the order ω
n−1 contributions which
are from (Σ
(1)
H ) and (Σ
(2)
H ).
The expression of (∂PCFT/∂R
a
b), up to order ω
n−1, is
∂PCFT
∂Rab
= c
M
p∑
i=1
(2ki)2
p−1Sb(i)a ∧ (2ΦTω)2ktot−4 ∧ (2Φω)l
+c
M
p∑
i,j;i 6=j
(2ki)(2kj)2
p−2(
R
1)ba ∧ tr[(R0R1)] ∧ (2ΦTω)2ktot−4 ∧ (2Φω)l
+c
M
l (
F
0) ∧
p∑
i=1
(2ki)2
p−1(
R
1)ba ∧ (2ΦTω)2ktot−2 ∧ (2Φω)l−1 , (H.41)
with
Sb(i)a = [(R0R1R1) + (R1R1R0) + (2ki − 3)(R1R0R1)]ba , for i ≥ p0 + 1 ,
Sb(i)a = (R0)
b
a , for 1 ≤ i ≤ p0 . (H.42)
We can see that the first term on the right hand side of Eq. (H.41) contributes only to (Σ
(2)
H )
while the rest of the terms contribute only to (Σ
(1)
H ), and they can be evaluated essentially in
the same way as in Appendix H.1. More practically, the contribution to the spin Hall current
from the first two terms can be obtained by wedging the result for l = 0 (see Appendix H.2)
with (2Φω)l, while the one from the third term can be computed essentially in the same
way as (Σ
(1)
H ) for the case of p = 1 (see Appendix H.1) because the former just contains
extra powers of (2Φω) and (2ΦTω) compared to the latter. In the end, we finally have the
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expression for T3 and T4 at any fixed r as
T3 =
1
2r
(2Ψ − r2) d
dr
[
r
∂G(V)
∂ΦT
]
iξ
[
(δu) ∧ u ∧ (2ω)n−1] ,
T4 = ξ
µδ
{
−r
2
2
d
dr
[
∂G(V)
∂ΦT
]
Vµ
⋆CFTu− uµΨ
r2
d
dr
[
r2
∂G(V)
∂ΦT
]
u ∧ (2ω)n−1
+4r−2ΨH(V)
[
r2Vµ
⋆CFTu− 2Ψuµu ∧ (2ω)n−1
]}
, (H.43)
where
G
(V) = c
M
µl 2pΦ2ktotT ; H
(V) = p0cM (2
p−1ΦlΦ2ktot−2T ) . (H.44)
Let us finally evaluate T3 + T4 at the horizon and infinity. The expression at the hori-
zon (upon substituting Eq. (2.19)) is the same as Eq. (H.39) where J
(V)
S is replaced by the
expressions J
(V)
S = −2πcM × µl × 2p × (2ktot)(2πT )2ktot−1.
On the other hand, at infinity r →∞, we have
T3|∞ → O
(
1
r(d−2)l+(d−1)(2ktot)
)
,
T4|∞ → O
(
1
r(d−2)l+(d−1)(2ktot−2)−2
)
, (H.45)
both of which vanish since d ≥ 6 and ktot ≥ 2 .
H.4 On 2nd and higher order building blocks
Up to this point, we only considered the zeroth and first order building blocks. Here we
briefly explain why 2nd and higher order building blocks do not contribute to T3 and T4 up
to ωn−1 order.
In Appendix D.6 of Ref. [27], we have proved that these 2nd order and higher order
building blocks do not contribute to the Einstein sources. One of the key points of the proof
is that the 2nd and higher order building blocks do not contribute to (∂PCFT/∂R
a
b) (and
thus to the spin Hall current) up to ωn−1 order. Since both T3 and T4 are linear in the spin
Hall current, this result is sufficient to prove that 2nd and higher order building blocks do
not contribute to T3 and T4 up to ω
n−1 order.
I Contributions to T0, T1 and T2 at horizon: without higher order
In this Appendix, we evaluate T0, T1 and T2 terms for a general anomaly polynomials admitted
on AdS2n+1 with n ≥ 3. We also combine with the results on T3 and T4 we obtained in
Appendix H to calculate (/δQ
Noether
)H at the horizon. We start with some specific warm-up
examples and then consider the general cases.
For the curvature and gauge field strength 2-form at the zeroth and first orders and
its products, drastic simplifications occur at the horizon. As we will explain, most of terms
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appearing in the products vanish or is proportional to dr while the remaining nontrivial terms
have simple structures. In particular, for the F l part, since (
F
0) ∝ dr ∧ u, we can replace
F l by (
F
1l). Therefore, we essentially only need to deal with purely gravitational anomaly
polynomials.
Furthermore, due to Eq. (2.19), (Λ + iξA)|hor = Λhor + µ/T = 0 (up to 1st order) and
hence T0|hor = 0 for a general anomaly polynomial PCFT . Thus, we only need to evaluate
T1 and T2 at the horizon.
For the rest of this Appendix, we shall first evaluate (/δQ
Noether
)H |hor using zeroth and
first order building blocks. Similar to the case of the Einstein sources in Ref. [27], 2nd and
higher order building blocks do not contribute to T1 and T2 at the horizon up to ω
n−1 order
of the derivative expansion. As we will show in Appendix J, the restriction at the horizon
makes this proof simpler too.
I.1 Warm-up example 1 : PCFT = cMF
l ∧ tr[R2]
As a first warm-up example, we consider PCFT = cMF
l ∧ tr[R2] in AdS2n+1 with n = l + 1.
We notice that all the F ’s in T1 and T2 can be set to be (F 1) = (2Φω), since (F 0) ∝ dr ∧ u.
Then the evaluation of T1 and T2 is essentially the same as the case of PCFT = cMF ∧tr[R2] in
Appendix G (with extra (2Φω)’s). Therefore, using Eq. (G.14) and substituting ξa|hor = ξahor,
Λ|hor = Λhor as in Eq. (2.19), we obtain
T1|hor = δ
[
(J
(V)
S )l u
]
∧ (2µω)n−1]−
( rH
4πT
)
J
(V)
S [(δu) ∧ (2ω)n−1] ,
T2|hor = (J (V)S )l u ∧ δ[(2µω)n−1] , (I.1)
where J
(V)
S = −2πcM × µl × 22 × (2πT ) and (J (V)S )l = −2πcM × 22 × (2πT ). This leads to
(T0 + T1 + T2)|hor = δ
{
(J
(V)
S ) [u ∧ (2ω)n−1]
}
−
( rH
4πT
)
J
(V)
S [(δu) ∧ (2ω)n−1] . (I.2)
Combining with the results of T3 and T4 in Appendix H,
(T3 + T4)|hor =
( rH
4πT
)
J
(V)
S (δu) ∧ (2ω)n−1 , (I.3)
we finally have the full expression for (/δQ
Noether
)H |hor
(/δQ
Noether
)H |hor = δ
{
(JCFT,anomS )µ
⋆CFTdxµ
}
, (I.4)
where the entropy current is
(JCFT,anomS )µ = J
(V)
S Vµ . (I.5)
I.2 Warm-up example 2 : PCFT = cgtr[R
2] ∧ tr[R2]
As a second warmup example, we consider PCFT = cg tr[R
2] ∧ tr[R2] in AdS7 where n = 3.
Using Eq. (B.67)-(B.69) and Eq. (G.14) while substituting ξa|hor = ξahor, Λ|hor = Λhor as in
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Eq. (2.19), we have
T1|hor = 4cg
{
tr[∇ξ(δΓ)] ∧ tr[R2] + 2tr[(δΓ) ∧R] ∧ tr[∇ξR]}∣∣
r=rH
= δ
{
(J
(V)
S ) [u ∧ (2ω)2]
}
−
( rH
4πT
)
J
(V)
S (δu) ∧ (2ω)2 , (I.6)
where J
(V)
S = −2πcg 22 × 4 × (2πT )3. Note that T2 is zero since PCFT does not contain any
F ’s.
Combining with the result of T3 + T4 in Appendix H evaluated at the horizon,
(T3 + T4)|hor =
( rH
4πT
)
J
(V)
S (δu) ∧ (2ω)2 , (I.7)
we finally have the expression for (/δQ
Noether
)H |hor :
(/δQ
Noether
)H |hor = δ
{
(JCFT,anomS )µ
⋆CFTdxµ
}
, (JCFT,anomS )µ = J
(V)
S Vµ . (I.8)
I.3 Warm-up example 3 : PCFT = cgtr[R
4]
As a final warm-up example, we consider PCFT = cgtr[R
4] in AdS7 where n = 3. In this
case, the term T1 is computed as
T1|hor = 4cg
{
tr[(δΓ)(R2)(∇ξ)] + tr[(δΓ)R(∇ξ)R] + tr[(δΓ)(∇ξ)R2 ]}∣∣
r=rH
= δ
{
(J
(V)
S ) [u ∧ (2ω)2]
}
−
( rH
4πT
)
J
(V)
S (δu) ∧ (2ω)2 , (I.9)
where J
(V)
S = −2πcg × 2× 4(2πT )3. Here we have used
δ
[
u ∧ (2ω)n−1] = n(δu) ∧ (2ω)n−1 , (I.10)
which comes from Eq. (G.14). As in the previous example, T2 is obviously zero for purely
gravitational anomaly polynomials.
For T3 + T4, by setting r = rH in the result obtained in Appendix H, we have
(T3 + T4)|hor =
( rH
4πT
)
J
(V)
S (δu) ∧ (2ω)2 . (I.11)
Finally, we obtain the following result for (/δQ
Noether
)H evaluated at the horizon :
(/δQ
Noether
)H |hor = δ
{
(JCFT,anomS )µ
⋆CFTdxµ
}
, (JCFT,anomS )µ = J
(V)
S Vµ . (I.12)
I.4 PCFT = cM F
l ∧ tr[R2k]
Let us start with the single trace case, PCFT = cM F
l∧tr[R2k] in AdS2n+1 with n = 2k+l−1.
Derivatives of the anomaly polynomial with respect to the curvature two-form and the U(1)
field strength are given respectively by
∂2PCFT
∂F ∂Rab
= c
M
(2kl)F l−1 ∧ (R2k−1)ba ,
∂2PCFT
∂Rab∂Rcd
= c
M
(2k)F l ∧
2k−2∑
m=0
(Rm)bc(R
2k−2−m)da , (I.13)
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where (R0)bc ≡ δbc.
As for the U(1) field strength, since (
F
0) ∝ dr ∧ u and (
F
1) = (2Φω), in the evaluation
of T1 and T2 at the leading order under the assumption that 2nd and higher order terms of
F , R etc. do not contribute, we can replace F by (2Φω). Thus, in the evaluation of T1, we
can just concentrate on the case of the anomaly polynomial of the form
PCFT = cg tr[R
2k] , (I.14)
in AdS2n+1 with n = 2k− 1, and the result for more general single trace anomaly polynomial
PCFT = cM F
l ∧ tr[R2k] follows from this straightforwardly.
I.4.1 T1 at horizon
In the evaluation of T1, we encounter three kinds of terms which can contribute nontrivially:
δΓab(R ∧ . . . ∧R)bc∇dξc ∧ (R ∧ . . . ∧R)da , (I.15)
δΓab(R ∧ . . . ∧R)bc∇aξc , δΓab∇cξb ∧ (R ∧ . . . ∧R)ca . (I.16)
We first note that (R ∧ . . . ∧R) with more than one (
R
0) vanishes or is proportional to dr.
Thus, we only have to consider the products with one or no (
R
0). Then for the first kind
of possibility, (I.15), we can classify the potential nontrivial contribution as summarized in
Table 2. The entries in the second and third column (i.e. the 0’s and 1’s) under ∇ξ and δΓ
indicate which order of derivative expansion in ∇ξ and δΓ are appearing in that structure.
For example, when it is 0 under ∇ξ and 1 under δΓ, it means that we are considering the
structure containing ((0)∇ξ) and ((1)δΓ). Since we are considering contributions composed of
0th or 1st order terms of ∇ξ, δΓ and R, we can classify the possible nontrivial contributions
by the numbers of the 0th order terms. In Table 2, we list up all the possibilities containing
two or more zeroth order terms. We note that when the number of the 0th order terms are
more than four, then at least one of the two (R ∧ . . . ∧R)’s contains two or more (
R
0)’s and
thus this kind of contribution vanishes. If the number of the zeroth order terms are less than
two, then the contributions are of higher order. Note that in the table, we did not specify
the explicit contractions of the indices. They should be contracted according to Eq. (I.15).
For the possibilities listed in the table, there are usually two ways that the (R ∧ . . .R) can
be contracted, depending if it is next to δΓ or ∇ξ. For example, in the second row, we see
that we could have χ1 in the 3rd column and χ0 in the 4th column. This means that we can
have the following two structures
((0)δΓ)ab(χ1)
b
c(
(0)∇dξc)(χ0)da, ((0)δΓ)ab(χ0)bc((0)∇dξc)(χ1)da . (I.17)
We also note that when both of (R ∧ . . . ∧R)’s are elements of χ1 (the first and third
case in Table 2), then such a kind of contribution is proportional to u ∧ u and thus vanish
(we again stress that we neglect the terms proportional to dr during the evaluation of the
first term). As we have shown in Eq. (B.65), the nontrivial elements in χ1 are (R0R1
m)µr
and (
R
1m
R
0)µρ only, since (R1R0R1)
a
b is proportional to dr or zero.
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Table 2. Single trace anomaly polynomial : contributions to T1 from terms with δΓ and ∇ξ not next
to each other.
# of 0th order terms ∇ξ δΓ (R ∧ . . . ∧R) (R ∧ . . . ∧R) Results
4 0 0 χ1 ∝ u χ1∝ u zero
3 0 0 χ1 χ0 Case A (vanish in the end)
3 0 1 χ1 ∝ u χ1 ∝ u zero
2 0 0 χ0 χ0 Case B
2 0 1 χ1 χ0 Case C
In a similar way, in the case of the two possibilities given in (I.16), we can summarize
potential nontrivial contributions as in Table 3.
Table 3. Single trace anomaly polynomial : contributions to T1 from terms with δΓ and ∇ξ next to
each other.
# of 0th order terms ∇ξ δΓ R ∧ . . . ∧R Results
3 0 0 χ1 Case D (vanish in the end)
2 0 0 χ0 Case E
2 0 1 χ1 Case F
In the rest of this subsection, we directly evaluate the possibilities Case A, B, C, D, E
and F in the above tables to calculate the leading order contribution to the first term T1.
Case A (vanish in the end)
The followings are four potential nontrivial terms in Case A, but all of them vanish as a result
of explicit computations (for 1 ≤ m ≤ 2k − 3) :
(0)δΓab ∧ (R0R1m−1)bc ∧ ∇dξc ∧ (R12k−2−m)da = 0 ,
(0)δΓab ∧ (R1m−1R0)bc ∧ ∇dξc ∧ (R12k−2−m)da = 0 , (I.18)
(0)δΓab ∧ (R1m)bc ∧ ∇dξc ∧ (R0R12k−3−m)da = 0 ,
(0)δΓab ∧ (R1m)bc ∧ ∇dξc ∧ (R12k−3−mR0)da = 0 .
Therefore, there is no contribution to T1 from this type of terms.
Case B
There is only one type of contribution in Case B which can be computed as follows (for
1 ≤ m ≤ 2k − 3) :
(0)δΓab ∧ (R1m)bc ∧ (∇dξc) ∧ (R12k−2−m)da
= −(2π) [2δ(2πTu) − rHδu] ∧ (2(2πT )ω)2k−2 . (I.19)
Case C
As in Case A, there are four potential nontrivial terms in Case C and only one out of these
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terms contribute nontrivially (for 1 ≤ m ≤ 2k − 3) :
(1)δΓab ∧ (R0R1m−1)bc ∧∇dξc ∧ (R12k−2−m)da = 0 ,
(1)δΓab ∧ (R1m−1R0)bc ∧∇dξc ∧ (R12k−2−m)da = 0 ,
(1)δΓab ∧ (R1m)bc ∧∇dξc ∧ (R0R12k−3−m)da = 0 , (I.20)
(1)δΓab ∧ (R1m)bc ∧∇dξc ∧ (R12k−3−mR0)da = (−2π)rH(δu) ∧ (2(2πT )ω)2k−2,
where we have used Eq. (G.14).
Case D (vanish in the end)
The following four terms are potentially nontrivial but the direct computation shows that all
of them vanish :
(0)δΓab(R0R1
2k−3)bc∇aξc = 0 , (0)δΓab(R12k−3R0)bc∇aξc = 0 , (I.21)
(0)δΓab∇cξb(R0R12k−3)ca = 0 , (0)δΓab∇cξb(R12k−3R0)ca = 0 .
Therefore there is no nontrivial contribution from Case D.
Case E
There are two non-trivial structures in Case E :
(0)δΓab(R1
2k−2)bc∇aξc = −2π [2δ(2πTu) − rHδu] ∧ (2(2πT )ω)2k−2 , (I.22)
(0)δΓab∇cξb(R12k−2)ca = −2π [2δ(2πTu) − rHδu] ∧ (2(2πT )ω)2k−2. (I.23)
Case F
There are two potential nontrivial cases one of which vanishes as a result of direct computa-
tion :
(1)δΓab∇cξb(R12k−3R0)ca = (−2π)rH (δu) ∧ (2(2πT )ω)2k−2 , (I.24)
(1)δΓab∇cξb(R0R12k−3)ca = 0 . (I.25)
Here we have used Eq. (G.14).
Summary for T1
Now that we have calculated all the contributions in the Table 2 and 3, we sum them up to
calculate the leading order contribution to the first term T1. The above calculation shows
that all the contributions containing more than two 0th order terms vanish. Then the leading
order contribution to T1 contains two 0th order terms and is calculated by summing up the
results in Case B, C, E and F. For PCFT = cg tr[R
2k] with n = 2k − 1, we have
T1|hor = (−2π) cg (2k)
[
2(2k − 1)δ(2πTu) − rH(δu)
]
∧ (2(2πT )ω)2k−2
= δ
{
(J
(V)
S ) [u ∧ (2ω)n−1]
}
−
( rH
4πT
)
J
(V)
S [(δu) ∧ (2ω)n−1] , (I.26)
where we have used Eq. (I.10) and J
(V)
S = −2π × cg2× (2k) × (2πT )n.
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As explained before, T1 in the case of PCFT = cM F
l ∧ tr[R2k] (with n = 2k + l − 1) is
easily obtained by multiplying (2Φω)l to the result for l = 0, which yields
T1 = δ
{
(J
(V)
S )l [u ∧ (2ω)n−l−1]
}
∧ (2µω)l −
( rH
4πT
)
J
(V)
S [(δu) ∧ (2ω)n−1] , (I.27)
where in this case J
(V)
S = −2πcM × µl × 2 × (2k) × (2πT )2k−1 and (J (V)S )l = −2πcM × 2 ×
(2k) × (2πT )2k−1.
I.4.2 T2 at horizon
Here we evaluate the second term T2. For PCFT = cg tr[R
2k], it is obviously zero and thus
we consider PCFT = cMF
l ∧ tr[R2k] for which T2 is of the form
T2 = cM (2k)lδA ∧ F l−1 ∧ [∇bξa(R2k−1)ba] . (I.28)
We note that ∇bξa(R2k−1)ba is either zero or proportional to dr when it contains at least one
(
R
0), the U(1) gauge field A at the leading order is Φu, and F can be replaced by the (2µω).
Then the leading order contribution to the second term T2 is given by
T2|hor = (J (V)S )l [u ∧ (2ω)n−l−1] ∧ δ[(2µω)l ] , (I.29)
where (J
(V)
S )l = −2πcM × 2× (2k) × (2πT )2k−1.
I.4.3 (/δQ
Noether
)H at horizon
We recall that for PCFT = cM F
l ∧ tr[R2k], T3 + T4 evaluated at the horizon is given by (see
Appendix H)
(T3 + T4)|hor =
( rH
4πT
)
J
(V)
S [(δu) ∧ (2ω)n−1] . (I.30)
Collecting all these terms, we finally obtain
(/δQ
Noether
)H |hor = δ
{
(JCFT,anomS )µ
⋆CFTdxµ
}
, (JCFT,anomS )µ = J
(V)
S Vµ . (I.31)
I.5 PCFT = cM F
l ∧ tr[R2k1 ] ∧ . . . ∧ tr[R2kp ]
As in the previous case, F can be replaced by (2Φω) to evaluate the leading order contribution.
We thus concentrate on the anomaly polynomial of the form PCFT = cg tr[R
2k1 ]∧ tr[R2k2 ]∧
. . . ∧ tr[R2kp ] from which the result for the case with F l is derived straightforwardly.
The crucial difference from the single trace case is that when we consider two derivatives
of PCFT with respect to R, there are two kinds of terms: the two R-derivatives can act
on the same trace or on different traces. As we know that tr[χ1] ∝ dr ∧ u, for the trace
tr[R2ki ] on which the R-derivatives do not act, we can replace it by tr[(
R
12ki)] = 2(2ΦTω)
2ki .
Therefore, we only need to consider the two-trace case, PCFT = cg tr[R
2k1 ] ∧ tr[R2k2 ] with
k1, k2 ≥ 1, and the more general case follows from this straightforwardly.
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In this two-trace case, we have
∂2PCFT
∂RabRcd
= cg (2k1)(2k2)
[
(R2k1−1)ba(R
2k2−1)dc + (R
2k1−1)dc(R
2k2−1)ba
]
(I.32)
+cg (2k1)tr[R
2k2 ]
2k1−2∑
m=0
(Rm)bc(R
2k1−2−m)da
+cg (2k2)tr[R
2k1 ]
2k2−2∑
m=0
(Rm)bc(R
2k2−2−m)da .
The results for the terms in the second and third lines can be obtained from the single trace
answer by multiplying tr[(
R
12k1)] = 2(2ΦTω)
2k1 (or, the one with k1 replaced by k2). Thus,
we will concentrate on the first term. We also restrict ourselves to the case in which the
derivatives with respect to Rab and R
c
d act respectively on tr[R
2k1 ] and tr[R2k2 ] (the other
one can be derived by just interchanging k1 and k2).
I.5.1 T1 at horizon
In the case of PCFT with a single trace, the possible nontrivial contributions are classified as
in Table 2 and 3. In the double trace case, there is the following extra contribution related
to the first line of (I.32) :
[δΓab ∧ (R ∧ . . . ∧R)ba] ∧ [∇dξc(R ∧ . . . ∧R)dc], (I.33)
whose potential nontrivial contribution at low orders are classified as in Table 2, though the
contraction structures are different. For clarify, we shall present such classification in Table
4.
Table 4. Multi-trace anomaly polynomial : contributions to T1 from terms with δΓ and∇ξ in different
traces.
# of 0th order terms ∇ξ δΓ (R ∧ . . . ∧R) (R ∧ . . . ∧R) Results
4 0 0 χ1 ∝ u χ1∝ u zero
3 0 0 χ1 χ0 Case A (vanish in the end)
3 0 1 χ1 ∝ u χ1 ∝ u zero
2 0 0 χ0 χ0 Case B
2 0 1 χ1 χ0 Case C
Case A
For Case A, there are four potential nontrivial contributions but all of them vanish (or pro-
portional to dr) as follows :
[(0)δΓab ∧ (R0R12k1−2)ba] ∧ [∇dξc(R12k2−1)dc] = 0 ,
[(0)δΓab ∧ (R12k1−1)ba] ∧ [∇dξc(R0R12k2−2)dc] = 0 , (I.34)
[(0)δΓab ∧ (R12k1−2R0)ba] ∧ [∇dξc(R12k2−1)dc] = 0 ,
[(0)δΓab ∧ (R12k1−1)ba] ∧ [∇dξc(R12k2−2R0)dc] = 0 ,
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due to Eq. (B.73)-(B.74). We note that, strictly speaking, there are other four cases where
k1 and k2 are interchanged, but they are obviously zero (or proportional to dr) for the same
reason.
Case B
For Case B, we have only one possibility (and the case with k1 and k2 interchanged) :
[(0)δΓab ∧ (R12k1−1)ba] ∧ [∇dξc(R12k2−1)dc] (I.35)
= −(2π)2 [2δ(2πTu) − rHδu] ∧ (2(2πT )ω)2(k1+k2)−2 .
Case C
In this case, there are four potential non-trivial cases but one out of the four cases gives non-
trivial contribution (as in the case of Case A and B, there is another nontrivial contribution
from k and l interchanged) :
[(1)δΓab ∧ (R12k1−1)ba] ∧ [∇dξc(R0R12k2−2)dc] = 0 ,
[(1)δΓab ∧ (R12k1−1)ba] ∧ [∇dξc(R12k2−2R0)dc] = 0 , (I.36)
[(1)δΓab ∧ (R0R12k1−2)ba] ∧ [∇dξc(R12k2−1)dc] = 0 ,
[(1)δΓab ∧ (R12k1−2R0)ba] ∧ [∇dξc(R12k2−1)dc] = −(2π)2rH (δu) ∧ (2(2πT )ω)2(k1+k2)−2 ,
where we have used Eq. (G.14).
Summary for T1
Now we collect all the terms to calculate the first term T1. For PCFT = cg tr[R
2k1 ]∧ tr[R2k2 ]
(with n = 2k1 + 2k2 − 1), by using Eq. (G.14), the first term T1 at the leading order is given
by (do not forget the second and third terms in (I.32))
T1 = 2 cg (8k1k2)(−2π) [2δ (2πTu)] ∧ (2(2πT )ω)2k1+2k2−2
+2 cg (2k1)(−2π) [(2k1 − 1)2δ (2πTu)− rHδu] (2(2πT )ω)2k1+2k2−2
+2 cg (2k2)(−2π) [(2k2 − 1)2δ (2πTu)− rHδu] ∧ (2(2πT )ω)2k1+2k2−2
= δ
{
(J
(V)
S ) [u ∧ (2ω)n−1]
}
−
( rH
4πT
)
J
(V)
S [(δu) ∧ (2ω)n−1] , (I.37)
where we have used Eq. (I.10) and the fact that in this case J
(V)
S = −2πcg ×22× (2k1+2k2)×
(2πT )k1+k2−1.
For more general multi-trace terms in the anomaly polynomial, PCFT = cM F
l∧tr[R2k1 ]∧
tr[R2k2 ]∧ . . . tr[R2kp ] (with n = 2ktot + l− 1 and ktot =
∑p
i=1 ki), by recalling that F can be
replaced by (2Φω) and tr[R2ki ] by 2(2ΦTω)
ki when the derivatives with respect to R do not
act there, the first term T1 at the leading order is given by
T1 = δ
{
(J
(V)
S )l [u ∧ (2ω)n−l−1]
}
∧ (2µω)l −
( rH
4πT
)
J
(V)
S [(δu) ∧ (2ω)n−1] , (I.38)
where in this case J
(V)
S = −2πcM ×µl×2p× (2ktot)× (2πT )ktot−1 and (J (V)S )l = −2πcM ×2p×
(2ktot)× (2πT )ktot−1.
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I.5.2 T2 at horizon
For the anomaly polynomial without F ’s, this term is obviously zero and thus we consider
more general cases including the multiple traces, PCFT = cM F
l ∧ tr[R2k1 ] ∧ tr[R2k2 ] ∧
. . . ∧ tr[R2kp ]. The evaluation of T2 at the leading order is the same as the single trace
case except that we need to replace the traces tr[R2ki ] without the derivative acted on by
tr[(
R
1ki )] = 2(2ΦTω)
ki . Then the final result is given by
T2 =
{
(J
(V)
S )l [u ∧ (2ω)n−l−1]
}
∧ δ[(2µω)l] . (I.39)
I.5.3 (/δQ
Noether
)H at horizon
We recall that T3 + T4 evaluated at the horizon is given by (see Appendix H)
(T3 + T4)|hor =
( rH
4πT
)
J
(V)
S (δu) ∧ (2ω)2 . (I.40)
Therefore, collecting all the terms, we finally obtain
(/δQ
Noether
)H |hor = δ
{
(JCFT,anomS )µ
⋆CFTdxµ
}
, (JCFT,anomS )µ = J
(V)
S Vµ . (I.41)
J Contributions to T0, T1 and T2 at horizon: with higher order
In Appendix I, we have assumed that the 2nd and higher order building blocks do not generate
any non-trivial contribution to (/δQ
Noether
)H |hor up to ωn−1 order. We confirm this statement
here. As we have proved this statement for T3 and T4 in Appendix H.4, here we will prove
that 2nd and higher order building blocks do not contribute to T0, T1 and T2 (at the horizon)
at the leading order. In the following, we check this statement term by term. Since T0|hor = 0
due to (Λ + iξA)|hor = 0 to all order, we do not need to deal with T0|hor.
Here is one important remark that will be useful : As we have seen, when 2nd and higher
order building blocks are neglected, the leading order contribution to T1 and T2 is of order
ωn−1.
We emphasize that in this Appendix, we are considering all contributions which contain
at least one 2nd or higher order building block.
J.1 T1 at horizon
Let us consider the anomaly polynomial of the form PCFT = cg tr[R
2k1 ] ∧ tr[R2k2 ] ∧ . . . ∧
tr[R2kp ] with n = 2ktot − 1. We will take into account F l later. Without loss of generality,
we assume ki = 1 for i ≤ p0 (p0 ≥ 0). Furthermore, let us denote the total number of the
derivative in ∇ξ and δΓ by N˜ . One important remark is that at the horizon, (
R
0) is either
proportional to dr or u and thus the number of (
R
0)’s needs to be less than two to have
nontrivial contribution to T1.
When we evaluate the derivative (∂2PCFT /∂R
a
b∂R
c
d), there are four possibilities :
• Case 1 : N˜ ≥ 1.
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• Case 2 : N˜ = 0 and both of the derivatives act on the same trace tr[R2ki ] with i ≤ p0,
i.e.
T1 ∝ tr[((0)δΓ)((0)∇ξ)] ∧ tr[R2k2 ] ∧ · · · ∧ tr[R2kp ] , (J.1)
where without loss of generality, we have assumed that i = 1.
• Case 3 : N˜ = 0 and both of the derivatives act on the same trace tr[R2ki ] with i > p0,
i.e.
T1 ∝ tr[((0)δΓ)R2kp−1((0)∇ξ)R2kq−1]. (J.2)
• Case 4 : N˜ = 0 and the two derivatives act on different traces
T1 ∝ tr[((0)δΓ)R2kp−1] ∧ tr[((0)∇ξ)R2kq−1]. (J.3)
J.1.1 Case 1
Since we are considering the contributions containing at least one 2nd or higher order term
in T1, at least two R’s must be (R0) to contribute to T1 up to ω
n−1 order. Therefore, this
gives vanishing contribution.
J.1.2 Case 2
In this case, to circumvent the appearance of two or more (
R
0)’s, the R’s need to contain
one (
R
0), one (
R
2) and the rest are set to (
R
1). This indicates that tr[R2k2 ] ∧ · · · ∧ tr[R2kp ]
contains tr[
R
2χ1] or tr[χ1], but both of them are zero or proportional to dr. We thus conclude
that this case give vanishing contribution to T1.
J.1.3 Case 3 and Case 4
For Case 3 and Case 4, we note that the derivative (∂2PCFT /∂R
a
b∂R
c
d) contains two (R ∧
R∧ . . .∧R)’s (we note that one of the (R∧R∧ . . .∧R)’s can be δab which means we are in
Case 3) and a product of traces of the form T = T1 ∧ T2 ∧ T3, where T1 (T2, T3, respectively)
is the wedge product of the trace of the form TR(1) (TR(2), TR(3), respectively) only, with
the TR(i)’s are defined Ref. [27] as :
TR(1) ≡ tr[χ] ,
TR(2) ≡ tr[υ χυ χ · · ·υ χ] ,
TR(3) ≡ tr[υ] . (J.4)
Here, the symbol χ represents one of the elements in χ0∪χ1∪χ2, that is, it is a string made
of (
R
0)’s and (
R
1)’s only. On the other hand, the symbol υ is defined to represent a string
made of 2nd or higher order terms (
R
m) with m ≥ 2. We note that the existence of (
R
0) in
T1 is not allowed since tr[χ1] ∝ dr and thus we set all the trace in T1 to be tr[χ0]. Therefore,
we might as well neglect the T1 in the following discussion.
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For the two (R∧R∧ . . .R)’s, each of them is of the form denoted in Case A¯, B¯, C¯, D¯ or
E¯ (as was done in Ref. [27] and reviewed in Appendix B.2.2) :
Case A¯ : (υ χυ χ . . .υχυ) ,
Case B¯ : (υ χυ χ . . .υ χ) , (χυχυ . . .χυ) ,
Case C¯ : (χυχυ . . .χυχ ) ,
Case D¯ : (υ) ,
Case E¯ : (χ) , (J.5)
where (I ≥ 1). We notice that we regard δab as an element of Case E¯ with χ0.
Case 3 :
When we consider the contribution of order ωn−1 or lower, to avoid appearance of more than
one (
R
0) in (∂2PCFT/∂R
a
b∂R
c
d), we require that one of the (R ∧R ∧ . . . ∧R)’s is of the
form in Case E¯ while the other (R∧R∧ . . .∧R)’s is either of the form in Case B¯, C¯ or E¯ (see
Eq. (J.5)) and that there is no terms in T3. More precisely, there are three possible nontrivial
cases (we note that non-trivial terms in χ1 are (R1
m−1
R
0) or (
R
0
R
1m−1) with m ≥ 1) :
• The first case is when both of the (R ∧R ∧ . . . ∧R)’s are χ0 and T2 contains only one
trace of the form tr[
R
2χ1]. In this case, we know that tr[R2χ1] = 0 and thus this does
not contribute.
• The second case is when one of the (R∧R∧ . . .∧R)’s is χ1 and the other is χ0, while
T2 contains only one trace of the form tr[R2χ0]. T1 contains one of the following four
structures but all of them vanish :
(∇bξa)(χ0)bc((0)δΓcd)(χ1)da = 0 , ((0)∇cξa)((0)δΓcd)(χ1)da = 0 ,
((0)∇bξa)(χ1)bc((0)δΓcd)(χ0)da = 0 , ((0)∇bξa)(χ1)bc(0)(δΓca) = 0 , (J.6)
which follow from Eq. (B.76)-(B.78).
• Finally, the third case is when one of the (R ∧R ∧ . . . ∧R)’s is of Case B¯ or C¯ (where
there exists only one υ which is set to (
R
2)) while the other (R ∧ R ∧ . . . ∧R) is of
Case E¯. The trace part T is exactly T1 with all of them set to tr[χ0]. In this case, all
possibilities vanish because they are either ((0)δΓba) contracted with
((0)∇cξa)(R2R0)cb = ((0)∇cξa)(R0R2)cb = (R2R0)ac((0)∇bξc) = (R0R2)ac((0)∇bξc) = 0 ,
(J.7)
or they are proportional to :
((0)δΓcd)(χ1)
d
a(
(0)∇bξa) = 0 ,
((0)∇bξa)(χ1)bc((0)δΓcd)(R2)da = 0 , ((0)∇bξa)(χ1)bc((0)δΓcd)(χ0R2χ0)da = 0 ,
((0)∇bξa)(χ1)bc((0)δΓcd)(R2χ0)da = 0 , ((0)∇bξa)(χ1)bc((0)δΓcd)(χ0R2)da = 0 .
(J.8)
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Here, we have used Eqs. (B.76), (B.78) and (B.85).
Case 4 :
As in Case 1, up to ωn−1 order, to avoid appearance of more than one (
R
0)’s in two derivatives
of the anomaly polynomial, i.e. (∂2PCFT/∂R
a
b∂R
c
d), we need to require that one of the
(R ∧ . . . ∧R)’s is of the form in Case E¯ while the other (R ∧ . . . ∧R)’s is either of the form
in Case B¯, C¯ or E¯ and that there is no terms in T3. There are three possibilities as before :
• When both of (R ∧R ∧ . . . ∧R)’s are χ0 and T2 contains only one trace of the form
tr[
R
2χ1], this type of terms vanishes since tr[R2χ1] = 0.
• Let us next consider the case where one of the (R ∧R ∧ . . . ∧R)’s is χ1 and the other
is χ0, while T2 contains only one trace of the form tr[2χ0]. Then T1 contains either
tr[((0)δΓ)χ1] or tr[(
(0)∇ξ)χ1] but both of them are zero.
• The final case is when one of the (R ∧R ∧ . . . ∧R)’s is of Case B¯ or C¯ (where there
exists only one υ and it is set to (
R
2)) while the other (R ∧R ∧ . . . ∧R) is in Case
E¯. The trace part T is exactly T1 with all of them set to tr[χ0]. By noticing that both
tr[((0)δΓ)χ1] and tr[(
(0)∇ξ)χ1] vanish, T1 needs to be proportional to tr[((0)δΓ)χ0] or
tr[((0)∇ξ)χ0]. Then, the only potential nontrivial cases are when T1 is proportional to
one of the following terms, but all of them vanish from explicit computations :
tr[((0)δΓ)(χ0R2χ1)] = tr[(
(0)δΓ)(χ1R2χ0)] = 0
tr[((0)∇ξ)(χ0R2χ1)] = tr[((0)∇ξ)(χ1R2χ0)] = 0,
tr[((0)δΓ)(
R
2χ1)] = tr[(
(0)δΓ)(χ1R2)] = 0 ,
tr[((0)∇ξ)(
R
2χ1)] = tr[(
(0)∇ξ)(χ1R2)] = 0, (J.9)
which follow from Eqs. (B.82), (B.84), (B.85) and the fact that the non-zero possibilities
in (
R
2χ1) and (χ1R2) are reducible to (R2R0) and (R0R2).
To summarize up to this point, for PCFT = cg tr[R
2k1 ]∧ tr[R2k2 ]∧· · ·∧ tr[R2kp ], we have
shown that 2nd and higher order building blocks do not give any nontrivial contribution to
T1 up to ω
n−1 order.
Let us next consider the case with PCFT = cM F
l ∧ tr[R2k1 ] ∧ tr[R2k2 ] ∧ · · · ∧ tr[R2kp ].
Since (
F
0) ∝ dr ∧ u, F l starts at order ωl. As for the rest part of T1, the argument goes in
the same way as we did for PCFT = cg tr[R
2k1 ] ∧ tr[R2k2 ] ∧ · · · ∧ tr[R2kp ] (that is, we know
that for this anomaly polynomial, T1 at the leading order is ω
n−1 and this does not contain
2nd and higher order terms).
From the above arguments, we conclude that there is no contribution to the first term
T1 up to ω
n−1 order from second or higher order building blocks.
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J.2 T2 at horizon
Let us consider the general term in the anomaly polynomial of the form PCFT = cM F
l ∧
tr[R2k1 ] ∧ tr[R2k2 ] ∧ . . . ∧ tr[R2kp ]. The second term T2 is of the form
T2 = (δA) ∧ (lF l−1) ∧
p∑
i=1
{
(2ki)tr[(∇ξ)R2ki−1]
×tr[R2k1 ] ∧ . . . ∧ tr[R2ki−1 ] ∧ tr[R2ki+1 ] ∧ . . . ∧ tr[R2kp ]
}
. (J.10)
Without loss of generality, we concentrate on the term with i = 1 only.
Now we denote the total number of derivatives in δA and ∇ξ as N˜ and classify based
on it. When N˜ ≥ 1, under the assumption that T2 contains at least one 2nd or higher order
terms, to contribute up to ωn−1 order, T2 needs to have at least two (R0)’s or one (F 0).
Therefore, this case does not contribute T2.
Let us next consider the case with N˜ = 0. To circumvent (
F
0) ∝ dr ∧ u and the
appearance of more than one (
R
0), T2 needs to contain one (R0) as well as one (R2), while
the rest of F ’s and R’s are set to be of 1st order. In addition, by noticing that tr[
R
2χ1] = 0,
we can reduce the possibilities to potentially nontrivial cases for which the tr[(∇ξ)R2k1−1]
part in T2 is given by one of the following forms :
((0)∇aξb)(R2χ1)ab , ((0)∇aξb)(χ1R2)ab ,
((0)∇aξb)(χ0R2χ1)ab , ((0)∇aξb)(χ1R2χ0)ab ,
((0)∇aξb)(χ1)ab . (J.11)
However, all of the above vanish due to Eq. (B.77), Eq. (B.84)-(B.85) and the fact that the
non-zero possibilities in (
R
2χ1) and (χ1R2) are reducible to (R2R0) and (R0R2).
K Why (/δQ
Noether
)H |∞ = 0 in AdSd+1>7 ? : without higher order
K.1 Rough and refined estimates
The goal of this Appendix is to prove that (/δQ
Noether
)H |∞ = 0. For AdS5, we have already
shown explicitly that (/δQ
Noether
)H |∞ = 0 in Appendix L. Thus, here we will concentrate on
AdS2n+1 for n ≥ 3. Here we ignore terms proportional to dr.
Since we have already shown that both T3 and T4 vanish at infinity in Appendix H.3,
here we prove that T0, T1 and T2 vanish at infinity for AdS2n+1 with n ≥ 3. We first neglect
the 2nd and higher order building blocks. Eventually, in Appendix L we will take them
into account and show that their contributions vanish at the leading order of the derivative
expansion.
Our strategy goes as follows. Based on the asymptotic behavior of the building blocks
of T0, T1 and T2, we first carry out the rough estimate for the asymptotic behaviors of these
terms, without contracting their indices. This rough estimate is enough to confirm that each
term vanishes at infinity for sufficiently high spacetime dimensions (more precisely, the rough
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estimate is enough for AdS11 and higher), while more detailed analysis is still required for
some low-dimensional examples (that is, AdS7 and AdS9). We thus analyze the latter cases
more carefully after the rough estimate.
Here, we define more precisely what we mean by the rough estimate and introduce some
notation we will employ in this Appendix. For the building blocks, we define their fall-offs
by the slowest damping component and denote it by ‘∼’ :
δΓ ∼ r , ∇ξ ∼ r3 , (
R
0) ∼ r2 , (
R
1) ∼ r−(d−3) ,
(
F
0) = (. . .)dr, (
F
1) ∼ r−d+2 . (K.1)
For example, for ∇ξ, the component with the slowest fall-off is ∇µξr which behaves as r3 at
the boundary, and thus in the rough estimate we have ∇ξ ∼ r3. Here we remind the readers
that we are ignoring terms proportional to dr in this Appendix.
The rough estimate of the fall-off behavior for the products of R’s goes as follows : we
just forget all their index-contractions and replace each building block by its fall-off from the
rough estimate. For example,
(
R
1a1b1 ∧ . . . ∧ R1a2k−2 b2k−2) ∼ r−(d−3)(2k−2) ,
(
R
0pq ∧ R1a1b1 ∧ . . . ∧ R1a2k−3 b2k−3) ∼ r−(d−3)(2k−3)+2 ,
(
R
0p1q1 ∧ R0p2q2 ∧ R1a1b1 ∧ . . . ∧ R1a2k−4 b2k−4) ∼ r−(d−3)(2k−4)+4 . (K.2)
Of course, we can consider the case with more (
R
0)’s, but the above possibilities are enough
for our purpose, as we will see later.
The refined estimate takes into account the contraction structure of each building block.
To distinguish the refined estimate from the rough estimate, we will denote the refined esti-
mate with ‘ ’. Here is a simple example: for the rough estimate, we have
(
R
1
R
1) ∼ r−2(d−3) , (
R
0
R
1) ∼ r−(d−5) , (
R
1
R
0) ∼ r−(d−5) , (
R
0
R
0) ∼ r4 , (K.3)
while for the refined estimate, the fall-offs are much faster (due to explicit contractions of the
indices) :16
(
R
1
R
1)a1 b2  r
−2(d−1) , (
R
0
R
1) r−2(d−1)−1 , (
R
1
R
0) r−2(d−1)+3 , (
R
0
R
0) = 0 .
(K.4)
In the course of the rough estimate, since we do not take into account the index contrac-
tion, there is no distinction between the anomaly polynomial with a single trace or multiple
traces. For example, for the rough estimate, we do not distinguish PCFT = cg tr[R
2(k1+k2)]
and PCFT = cg tr[R
2k1 ] ∧ tr[R2k2 ]. In the following part, we therefore carry out the rough
estimate for the following two cases: (1) purely gravitational anomaly polynomial (including
both single- and multi-trace cases) (2) mixed anomaly polynomial (including both single- and
multi-trace cases).
16In the refined estimate, we only aim to improve upon the rough estimate by explicitly contracting the
indices. We do not attempt to explicitly compute the exact fall-off, i.e. figuring out which is the first non-zero
leading behavior, but merely want to bound how slow the exact fall-off could be.
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K.2 Rough estimate for purely gravitational anomaly polynomials
Let us consider a general purely gravitational anomaly polynomial containing 2k curvature
two-forms R (k ≥ 2) on AdS2n+1 with n = 2k − 1 (note that n ≥ 3 and n is an odd number
in this case). In this case, since both T0 and T2 are zero from the definition of these terms,
we only need to consider the first term T1.
Before the estimate, we remind the readers that when there are three or more (
R
0)’s in
T1, then T1 contains at least one χ2 or tr[χ1] both of which are proportional to dr ∧ u. The
symbol χm is defined as products of (R)’s consist of m number of (R0)’s with the remaining
(R)’s being (
R
1)’s (see Appendix B.1.1 for useful facts about χm). Therefore, we only need
to consider the cases with two or less (
R
0)’s.
Through the rough estimate, the first term T1 behaves as
T1 ∼ (δΓ)∇ξ ∧ (Ra1 b1 ∧ . . . ∧Ra2k−2 b2k−2) ∼ r4(Ra1 b1 ∧ . . . ∧Ra2k−2 b2k−2) . (K.5)
Thus, depending on the number of (
R
0)’s in T1, there are three possibilities with the following
fall-off behaviors:
r4(
R
1a1b1 ∧ . . . ∧ R1a2k−2b2k−2) ∼ r−(2n−3)(n−1)+4 ,
r4(
R
0pq ∧ R1a1b1 ∧ . . . ∧ R1a2k−3b2k−3) ∼ r−(2n−3)(n−2)+6 ,
r4(
R
0p1q1 ∧ R0p2q2 ∧ R1a1b1 ∧ . . . ∧ R1a2k−4b2k−4) ∼ r−(2n−3)(n−3)+8 . (K.6)
Since n ≥ 3, the first case vanishes at infinity while the second and third cases vanish for
n ≥ 5 (note that n is an odd integer). Therefore, for AdS11 and higher, the rough estimate
is sufficient to imply that T1|r→∞ ∼ 0. Thus, the only nontrivial case is when n = 3 which
corresponds to the anomaly polynomial PCFT = cg tr[R
4] and PCFT = cg tr[R
2] ∧ tr[R2] on
AdS7. We will carry out the refined estimate for these cases later in Appendix K.4.
K.3 Rough estimate for mixed anomaly polynomials
Now we consider the anomaly polynomial containing F l and 2k curvature two-forms (where
l ≥ 1 and k ≥ 1). This anomaly polynomial is admitted on AdS2n+1 with n = 2k + l − 1.
Here we consider n ≥ 3 only and thus 2k + l ≥ 4 needs to be satisfied. In the following, we
evaluate the three terms T0, T1, T2 one by one.
K.3.1 Zeroth term T0
There are two terms in T0. From Eq. (2.10), we see that the first and the second term each
contains (∂2PCFT/∂F ∂F ) and (∂
2PCFT /∂R
a
b∂F ) respectively. Here we assume (Λ+ iξA)
fall-offs as r0 at most.
For the first term, since (
F
0) ∝ dr ∧ u, all the F ’s need to be replaced by (
F
1). We also
note that all the R’s need to be replaced by (
R
1) since tr[χ1] ∝ dr ∧ u and R’s only appear
in the form of tr[R2ki ] (since there is no derivative with respect to Rab). Then the fall-off
behavior is roughly estimated as
(δA) ∧ (Λ + iξA) ∧ F l−2 ∧ (Ra1 b1 ∧ · · · ∧Ra2k b2k) ∼ Φl−1Φ2kT ∼ r−(d−1)d/2+(l−1) , (K.7)
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which vanishes at infinity.
Similarly, for the second term in T0, we can replace all the F ’s by (F 1)’s, thus the second
term in T0 behaves as
δΓab(Λ + iξA) ∧ F l−1 ∧ (Ra1 b1 ∧ · · · ∧Ra2k−1 b2k−1)
∼ rΦl−1(Ra1 b1 ∧ · · · ∧Ra2k−1 b2k−1) ∼ r × r−2(n−1)(l−1)(Ra1 b1 ∧ · · · ∧Ra2k−1 b2k−1) .
(K.8)
Since the second term in T0 contains only one derivative with respect to R
a
b, there is only one
(R∧ · · · ∧R) (without trace) wedged by tr[R2ki ]’s. Since χ2 ∝ dr∧u and tr[χ1] ∝ dr∧u, we
only need to consider the case with one or less (
R
0). In particular, the (
R
0) must be located
in the (R ∧ · · · ∧R) part, while all the tr[R2ki ]’s must be replaced by tr[
R
12ki ]. Therefore,
there are two potential nontrivial terms which fall-off as
r1−2(n−1)(l−1)(
R
1a1b1 ∧ . . . ∧ R1a2k−1b2k−1) ∼ r1−2(n−1)(l−1) × r−(2n−3)(2k−1) ,
r1−2(n−1)(l−1)(
R
0pq ∧ R1a1b1 ∧ . . . ∧ R1a2k−2b2k−2) ∼ r1−2(n−1)(l−1) × r2−(2n−3)(2k−2),
(K.9)
both of which vanish at infinity (note that 2k + l ≥ 4 for n ≥ 3).
To summarize, the zeroth term T0 vanishes at infinity for n ≥ 3.
K.3.2 First term T1
Similar to T0, all the F ’s need to be replaced by (F 1) to have a non-trivial result. Then the
fall-off behavior of this term is
T1 ∼ Φl(δΓ)∇ξ ∧ (Ra1 b1 ∧ . . . ∧Ra2k−2 b2k−2) ∼ r−2(n−1)l+4(Ra1 b1 ∧ . . . ∧Ra2k−2 b2k−2) .
(K.10)
Then, as in the case of a purely gravitational anomaly polynomial, there are three possibilities
depending on the number of (
R
0)’s :
r−(2n−2)l+4(
R
1a1b1 ∧ . . . ∧ R1a2k−2b2k−2) ∼ r−(2n−3)(n−1)+4−l ,
r−(2n−2)l+4(
R
0pq ∧ R1a1b1 ∧ . . . ∧ R1a2k−3b2k−3) ∼ r−(2n−3)(n−2)+6−l ,
r−(2n−2)l+4(
R
0p1q1 ∧ R0p2q2 ∧ R1a1b1 ∧ . . . ∧ R1a2k−4b2k−4) ∼ r−(2n−3)(n−3)+8−l . (K.11)
These three terms vanish when n ≥ 3, n ≥ 4 and n ≥ 5, respectively. We thus need to carry
out the refined estimate for AdS7 (n = 3) and AdS9 (n = 4).
K.3.3 Second term T2
As a final part for the rough estimate, we evaluate T2. Again, by noting that (F 0) ∝ dr ∧ u,
we replace all the F ’s by (
F
1). Then the fall-off behavior of this term is
T2 ∼ (δΦ)∇ξΦl−1(Ra1 b1∧. . .∧Ra2k−1 b2k−1) ∼ r−2n+5×r−(2n−2)(l−1)(Ra1 b1∧. . .∧Ra2k−1 b2k−1) .
(K.12)
– 80 –
As in the case of the second term in T0, this term contains only one derivative with respect to
the curvature two-form and thus at most one (
R
0) is allowed to have a nontrivial contribution.
Therefore, the followings are two non-trivial possibilities :
r−2n+5−(2n−2)(l−1)(
R
1a1 b1 ∧ . . . ∧ R1a2k−1 b2k−1) ∼ r−2n+5−(2n−2)(l−1) × r−(2n−3)(2k−1) ,
r−2n+5−(2n−2)(l−1)(
R
0pqR1
a1
b1 ∧ . . . ∧ R1a2k−2 b2k−2) ∼ r−2n+5−(2n−2)(l−1) × r−(2n−3)(2k−2)+2 ,
(K.13)
both of which vanish for n ≥ 3 (note again that 2k + l ≥ 4 for n ≥ 3).
To summarize, we conclude that:
• T0, T1 and T2 vanish at infinity for AdS2n+1 with n ≥ 5.
• For AdS7 and AdS9 the refined estimate needs to be done for T1 only.
• In the case of AdS7, from (K.11) (which is valid for l = 0 case too), the subtle case is
when one or two R’s are (
R
0) and T1 in the rough estimate behaves as r
3−l and r8−l,
respectively.
• On the other hand, for AdS9, the only subtle case is when there exist two (R0)’s where
T1 in the rough estimate behaves as r
3−l.
K.4 Refined estimate of T1 for AdS7
In this part, we carry out the refined estimate of T1 for the anomaly polynomials admitted on
AdS7. For AdS7, there are three types of the anomaly polynomials, PCFT = cMF
2 ∧ tr[R2],
cg tr[R
2] ∧ tr[R2] and cg tr[R4]. We will evaluate how they behave at infinity one by one.
We stress again that here we still neglect 2nd and higher order building blocks, but we will
take them into account at the end of this Appendix. We also recall that we have confirmed
through the rough estimate that T1 vanishes at infinity when it contains no (R0)’s. We thus
consider the case with one or two (
R
0)’s.
K.4.1 PCFT = cMF
2 ∧ tr[R2]
In this case, the first term T1 is given by
T1 = 2cMF
2 ∧ δΓab∇aξb . (K.14)
This case does not contain any (
R
0) and thus we conclude that T1 vanishes at infinity.
K.4.2 PCFT = cgtr[R
2] ∧ tr[R2]
The first term T1 for this anomaly polynomial is composed of two types of terms, depending
on where the two derivatives with respect to R act :
T1 = 4cgδΓ
a
b∇aξb ∧ tr[R2] + 8cg (δΓab ∧Rba) ∧ (∇dξcRcd) . (K.15)
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For the first term in (K.15), since (
R
02) = 0 and tr[(
R
0
R
1)] ∝ dr ∧ u, this term does not
contribute at infinity. For the second term in (K.15), direct computations show that
δΓab ∧ (R0)ba  r−10 , δΓab ∧ (R1)ba  r−4 ,
∇dξc(R0)dc  r2 , ∇dξc(R1)cd  r−4 , (K.16)
which lead to
8cg (δΓ
a
b ∧Rba) ∧ (∇dξcRcd) r−2 . (K.17)
To summarize, we have shown that T1 vanishes at infinity for the anomaly polynomial
PCFT = cg tr[R
2] ∧ tr[R2].
K.4.3 PCFT = cgtr[R
4]
As a final example for AdS7, we carry out the refined estimate of T1 at infinity for the anomaly
polynomial PCFT = cgtr[R
4]. The first term T1 in this case is given by
T1 = 4cg
[
δΓabR
b
gR
g
c∇aξc + δΓab∇dξbRdfRf a + δΓabRbc∇dξcRda
]
. (K.18)
The first and the second terms in (K.18) have three potential contributions, but all of
them vanish at infinity in the following way :
δΓab(R0R1)
b
c∇aξc  r−7 , δΓab∇dξb(R0R1)da  r−7 ,
δΓab(R1R0)
b
c∇aξc  r−3 , δΓab∇dξb(R1R0)da  r−3 ,
δΓab(R0R0)
b
c∇aξc = 0, δΓab∇dξb(R0R0)da = 0 . (K.19)
For the third term, there are three potential contributions:
δΓab(R0)
b
c∇dξc(R1)da  r−3 ,
δΓab(R1)
b
c∇dξc(R0)da ∼ r−1 ,
δΓab(R0)
b
c∇dξc(R0)da  r−8 . (K.20)
For the first line, we have used
δΓab(R0)
b
c  r
−(d−3) , (K.21)
which behaves as r−3 for AdS7. For the other two terms, we evaluated them directly to show
the fall-off behavior. In the end, we confirmed that T1 → 0 at infinity.
K.5 Refined estimate of T1 for AdS9
Here we carry out the refined estimate for AdS9. We recall that, as a result of the rough
estimate, the only potential nontrivial case is when T1 contains two (R0)’s. For this Appendix,
we will focus on such possibilities. In this case, T1 behaves as T1 ∼ r3−l. We also notice the
relation (K.21) in this case is δΓab(R0)
b
c  r
−(d−3) = r−5, while the rough estimate gives
δΓab(R0)
b
c ∼ r3.
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K.5.1 PCFT = cMF
3 ∧ tr[R2]
In this case, T1 is given by
T1 = 2cM F
3 ∧ δΓab∇aξb , (K.22)
which does not contain any R. Therefore, this term vanishes at infinity as a result of the
rough estimate.
K.5.2 PCFT = cMF ∧ tr[R2] ∧ tr[R2]
The first term T1 for this anomaly polynomial is
T1 = 4cM F ∧ δΓab∇aξb ∧ tr[R2] + 8cM F ∧ (δΓabRba) ∧ (∇dξcRcd) , (K.23)
which vanishes since (
R
02) = 0.
As for the second term, as a result of (K.21) (for AdS9), the refined estimate changes the
fall-off behavior of T1 by at least a factor r
−8 compared to the rough estimate This is enough
to confirm that T1, which fall-off as r
3−l = r2 under the rough estimate, vanishes at infinity.
K.5.3 PCFT = cMF ∧ tr[R4]
In this case, T1 is given by
T1 = 4cM
[
F ∧ δΓabRbgRgc∇aξc + F ∧ δΓab∇dξbRdfRf a + F ∧ δΓabRbc∇dξcRda
]
.
(K.24)
The first and second terms vanish as a result of (
R
02) = 0. On the other hand, for the third
term, Eq. (K.21) (for AdS9) improves the fall-off behavior at infinity by at least a factor r
−8
compared to the rough estimate. As in the previous case, this is enough to prove that T1 in
this case vanishes at infinity.
L Why (/δQ
Noether
)H |∞ = 0 in AdSd+1>7 ? : with higher order
In this Appendix, we will focus on contributions containing at least a 2nd or higher order
building block and prove that the 2nd and higher order building blocks do not contribute to
(/δQ
Noether
)H at r → ∞. Before we begin the general argument, it is instructive to study in
details all cases in AdS7 and a particular case in AdS15.
L.1 Example : AdS7
In AdS7, we consider contributions up to ω
2 order. Hence, we only need to consider the case
containing exactly one 2nd order building block (which contributes at ω2) with the rest of
the building blocks set to zeroth order. We will show that such contributions are zero at any
fixed r. In particular, they vanish at r →∞.
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L.1.1 PCFT = cMF
2 ∧ tr[R2]
The terms T0, T1 and T2 for this anomaly polynomial are given by
T0 = 2cM (Λ + iξA)δA ∧ tr[R2] + 4cM (Λ + iξA)F ∧ tr[δΓR] ,
T1 = 2cMF
2 ∧ tr[δΓ∇ξ] ,
T2 = 4cM (δA) ∧ F ∧ tr[∇ξR] . (L.1)
The first term in T0 does not contain ω
2 order contribution because of tr[(
R
0)2] = 0 and
tr[(
R
0
R
2)] = 0. For T1, T2 and the second term in T0, since (F 0) ∝ dr ∧ u, one needs to set
one F to be (
F
2). In that case, since F , tr[δΓR] and tr[∇ξR] start at ω1 order, these terms
all become ω3 or higher order.
L.1.2 PCFT = cgtr[R
2] ∧ tr[R2]
In this case, T0 and T2 are trivially zero, while T1 is
T1 ≡ 4cg tr[δΓ∇ξ] ∧ tr[R2] + 8cg tr[δΓR] ∧ tr[∇ξR] . (L.2)
The first term does not contribute to ω order because of tr[(
R
0)2] = 0 and tr[(
R
2
R
0)] = 0.
For the second term, let us first consider the case when the second order term is located in
tr[δΓR] . Then, since tr[∇ξR] starts at ω1 order, the second term in T1 starts at ω3 or higher
order. The argument is the same when tr[δΓR] and tr[∇ξR] are interchanged.
L.1.3 PCFT = cgtr[R
4]
This is the final case admitted in AdS7, in which a little bit detailed analysis is required.
For this anomaly polynomial, T1 is given by (T0 and T2 are trivially zero as in the previous
example)
T1 = 4cg
{
tr[δΓR2(∇ξ)] + tr[δΓ(∇ξ)R2] + tr[δΓR(∇ξ)R]} . (L.3)
Similar to the previous examples, to have order ω2 contribution, exactly one of the building
blocks is of second order while the rest need to be of zeroth order. Then, we have the following
possibilities :
O(ω2) : ((0)δΓab)((0)∇cξb)(R0R2)ca , ((0)δΓab)((0)∇cξb)(R2R0)ca ,
((0)δΓab)(R0R2)
b
c(
(0)∇aξc) , ((0)δΓab)(R2R0)bc((0)∇aξc) ,
((0)δΓab)(R0)
b
c(
(0)∇dξc)(R2)da , ((0)δΓab)(R2)bc((0)∇dξc)(R0)da . (L.4)
These terms all turn out to be zero due to Eq. (B.39).
L.2 Example : AdS15
Now we consider one specific example in AdS15 which will be useful when we deal with the
general cases.
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L.2.1 PCFT = cgtr[R
4] ∧ tr[R4]
For this anomaly polynomial, T0 and T2 are trivially zero, while the first term T1 is
T1 = 24 cg
{
tr[δΓ(R2)∇ξ] + tr[δΓ∇ξ(R2)] + tr[δΓR∇ξR]} ∧ tr[R4]
+32 cg tr[δΓR
3] ∧ tr[∇ξ(R3)] . (L.5)
In AdS15, we consider up to ω
6 order terms. Here we discuss the first and second line
separately.
The first line in T1 is easy to deal with. There are two points to notice: first of all, tr[R
4]
already starts at order ω4 and it is equal to tr[(
R
14)]. Secondly, the terms in the curly bracket
starts at order ω2 and 2nd (and higher order) building blocks do not contribute to the curly
bracket terms up to ω2 order. Thus, the lowest order contributions therefore start at order
ω6, and this order ω6 contribution does not contain any 2nd or higher order building blocks.
For the second line in T1, as we have shown in Appendix B.2.3, both tr[∇ξR3] and
tr[δΓR3] start at order ω3 and such contributions do not contain 2nd or higher order building
blocks.
To summarize, we conclude that 2nd and higher order building blocks do not contributing
to (/δQ
Noether
)H at infinity up to order ω
6.
L.3 General arguments on 2nd and higher order terms
In Appendix. K, we used only zeroth and first order building blocks in the estimates of
(/δQ
Noether
)H at r → ∞. Here we will deal with contributions containing at least one higher
order building blocks, i.e. at least one (m)δΓ, (m)∇ξ, (
F
m) or (
R
m) for m ≥ 2. We will show
that all such contributions to (/δQ
Noether
)H vanish up to ω
n−1 order.
Before the proof, we here summarize some important facts. Let us consider tr[R2k],
tr[δΓR2k−1], and tr[∇ξR2k−1]. As we have seen in the computation for the Maxwell sources
in Appendix C.3 of Ref. [27] and Appendix B.2.3, these traces start at ω2k, ω2k−1 and ω2k−1
order respectively, and these leading order terms contain zeroth and first order building blocks
only. For the wedge product of the gauge field strength F l, the leading order contribution is
of the form (
F
1)l and thus is of order ωl. Second and higher order terms in F can only start
contributing to F l at ωl+1-order or higher. These results will become important in the later
computations.
We stress that in this Appendix, by ‘all contributions’, we mean all contributions con-
taining at least a second or higher order building block.
Strategy
Let us first explain our strategy. Our arguments rely on the following two facts (which will
be shown next):
1. Fact 1: At ωn−2 order and lower, all contributions to T1 vanish at any fixed r.
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2. Fact 2: At ωn−1- order, all contributions vanish at any fixed r with one exception : terms
having exactly one (
R
2), ((0)δΓ), ((0)∇ξ) along with products of (
R
0)’s and (
R
1)’s.
Once these two facts are confirmed, we only need to deal with the exceptional case in
Fact 2 which contains exactly one (
R
2). Moreover, to realize ωn−1 order contribution, the
derivative (∂2PCFT /∂R∂R) needs to contain one (R2), one (R0) and the rest of R’s are (R1).
Now we consider r →∞. From Appendix B.4.2 (in particular Eq. (B.98)), we note that the
fall-offs of (
R
2) in the rough estimate are
(
R
2) ∼ r2 ∼ (
R
0) . (L.6)
Thus, we can replace (
R
2) by (
R
0) under the rough estimate. Therefore, what we need to
evaluate is
(
R
0abR0
c
dR1
p1
q1R1
p2
q2 . . . R1
p2k−4
q2k−4) . (L.7)
This term, however, has been estimated in Appendix K.3.2 to fall-off sufficiently fast and
vanish in AdS11 and higher. We note that, for AdS7 (n = 3), in Appendix. L.1, we have
already shown explicitly that at any fixed r, there is no lower contributions than ωn−1 and
that the nontrivial ωn−1 order contributions do not contain any 2nd and higher order building
blocks.
In the case of AdS9 (n = 4), we note that the anomaly polynomials are just the ones in
AdS7 wedged with an extra F . Since F starts at ω
1 (since (
F
0) ∝ dr ∧ u), essentially the
same argument as the AdS7 case lead to the proof that there is no lower contributions than
ωn−1 and that the nontrivial ωn−1 order contributions do not contain any 2nd and higher
order building blocks.
In the rest of this part, we will prove Fact 1 and Fact 2 case by case. Before doing so,
we remind the readers that χm denotes all possible products of (R0)’s and (R1)’s containing
exactly m-number of (
R
0)’s wedged with an arbitrary number of (
R
1)’s (see Appendix B.1.1).
We sometimes use χm to simply denote an element in χm. A useful symbol
(Rq(p)) (L.8)
is defined to denote all possible structures (including those consist of zeroth and first order
building blocks only) that can contribute to (Rq) at ωp order. Here is a summary of the
results from Appendix B.2 regarding classifications of (Rq(p)):
(Rq(q−1)) ≡ (χ1) ,
(Rq(q)) ≡ {(χ0) , (R2R0) , (R0R2) , (R0R3R0)} ,
(Rq(q+1)) ≡ {(R2) , (R2R0R2) ,
(
R
3χ1) , (χ1R3) ,
(
R
2χ0) , (R2R2R0) , (R0R2R2) , (χ0R2) ,
(
R
0
R
4
R
0) ,
(χ0R3χ1) , (χ1R3χ0) ,
(χ0R2χ0) , (χ0R2R2R0) , (R0R2R2χ0)} . (L.9)
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We note that, when Einstein sources were evaluated in Appendix D.6 of Ref. [27], it was
shown that that 2nd and higher order terms in R do not contribute to (Rq) at order ωq−1
(and lower). This is why 2nd and higher order terms in R do not appear in (Rq(q−1)).
Furthermore, up to ωq−2, all contributions (including zeroth and first order building blocks)
to Rq vanish.
L.3.1 Single-trace case 1: PCFT = cg tr[R
2k]
We begin by first dealing with the case of PCFT = cg tr[R
2k] for k ≥ 2 in AdS2n+1 with
n = 2k − 1. In this case, T0 and T2 are trivially zero and thus we consider T1 only.
When we compute T1 for PCFT = cg tr[R
2k] (for k ≥ 2), we encounter two types of
terms:
single-product : tr[δΓ(R2k−2)∇ξ] , tr[δΓ∇ξ(R2k−2)] ,
double-product : tr[δΓ(Rq)∇ξ(R2k−2−q)] , (L.10)
where 1 ≤ q ≤ 2k− 3. We will first prove Fact 1 and Fact 2 for the single-product terms and
then for the double-product terms.
Single-product terms:
For such terms, the contributions up to order ωn−1 are :
O(ωn−1) : tr[((0)δΓ)(R(2k−2)(2k−2))((0)∇ξ)] , tr[((0)δΓ)((0)∇ξ)(R
(2k−2)
(2k−2))] . (L.11)
We note that all the structures above contain exactly one (
R
2) except the following cases:
tr[((0)δΓ)(
R
0
R
3
R
0)((0)∇ξ)] , tr[((0)δΓ)((0)∇ξ)(
R
0
R
3
R
0)] . (L.12)
These two terms are in fact zero due to
((0)δΓ)ab(R0)
b
c(RmR0)
d
f = (RmR0)
f
a(
(0)δΓ)ab(
(0)∇cξb)(R0)cd = 0 , (L.13)
for arbitrary (
R
m) (m ≥ 0). Thus, for the single-product, we proved Fact 1 and Fact 2 .
Double-product terms:
The contributions of this type up to ωn−1 are :
O(ωn−2) : tr[((0)δΓ)(Rq(q))((0)∇ξ)(χ1)] , tr[((0)δΓ)(χ1)((0)∇ξ)(Rq(q))] ,
O(ωn−1) : tr[((2)δΓ)(χ˜1)((0)∇ξ)(R0)] , tr[((0)δΓ)(χ˜1)((2)∇ξ)(R0)] ,
tr[((1)δΓ)(Rq(q))(
(0)∇ξ)(χ1)] , tr[((0)δΓ)(Rq(q))((1)∇ξ)(χ1)] ,
tr[((1)δΓ)(χ1)(
(0)∇ξ)(Rq(q))] , tr[((0)δΓ)(χ1)((1)∇ξ)(Rq(q))] ,
tr[((0)δΓ)(Rq(q))(
(0)∇ξ)(χ0)] , tr[((0)δΓ)(χ0)((0)∇ξ)(Rq(q))] ,
tr[((0)δΓ)(χ1)(
(0)∇ξ)(Rq(q+1))] , tr[((0)δΓ)(Rq(q+1))((0)∇ξ)(χ1)] ,
tr[((0)δΓ)(Rq(q))(
(0)∇ξ)(Rn−1−q(n−1−q))] , (L.14)
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where we have used Eq. (B.41) and χ˜1 is defined in Eq. (B.42). First, the ω
n−2 order terms
all vanish as a result of
(δΓ)ab(R0)
b
c(χ˜1)
d
e = (δΓ)
a
b(R0R1)
b
c = 0 ,
(
R
0)ab(
(0)δΓ)bc(χ1)
c
d = (R0)
a
b(
(0)δΓ)bc(R1R1R0)
c
d = (R0)
a
b(
(0)δΓ)bc(R2R0)
c
d = 0 ,
(
R
0)ab(
(0)∇cξb)(R0)cd = (R0R2)ab((0)∇cξb)(R0)cd = 0 ,
(χ˜1)
a
b(R0R2)
c
d = (χ˜1)
a
b(RmR0)
c
d = 0 , (L.15)
for arbitrary (
R
m) with m ≥ 0. Thus, Fact 1 is confirmed.
For the ωn−1 order contributions, one can show that all ωn−1 order contributions vanish
except for the case containing ((0)δΓ), ((0)∇ξ), one (
R
0), one (
R
2) (and the rest of R’s are all
(
R
1)’s). To show that, we use Eq. (L.15) and the identities
(δΓ)ab(R0R1
p+1)bc = (δΓ)
a
b(R0RmR0)
b
c = tr[(R1
2k+1)((0)∇ξ)(
R
0
R
m
R
0)((0)δΓ)] = 0 ,
(
R
m
R
0
R
1p+1) = (
R
1p+1
R
0
R
m) = 0 , (L.16)
for any m ≥ 0 and any δΓ of any order. We could prove such identities by making use of the
first Bianchi identity for (
R
m) and the fact that δΓa[bc] = 0 together with the following :
(
R
0)rb = (R0R1
p+1)rb = 0, (R0R1
p+1)µb ∝ (. . .)bdxµ, (R0)µb ∝ (. . .)µbu+ (. . .)bdxµ
(L.17)
and
(
R
12k+1)ab = (R1)
a
b ∧ (2ΦTω)2k , (R1)rr = 0 , (R1)rβ ∝ (. . .)uβ + u ∧ ωβνdxν . (L.18)
Thus, we have proved Fact 2.
L.3.2 Single-trace case 2: PCFT = cM F
l ∧ tr[R2k]
Now we include a U(1) gauge field and consider the most general anomaly polynomial in the
single-trace form, PCFT = cM F
l ∧ tr[R2k], admitted in AdS2n+1 with n = 2k+ l− 1. In this
case, the gauge field part F l at the lowest order is (
F
1l) and is of order ωl. Combining with
the result for the previous case, for T1, we confirmed Fact 1 and Fact 2.
For T2, we encounter the term of the form
δA ∧ F l−1 ∧ tr[δΓR2k−1] . (L.19)
From Appendix. B.2.3, we know that tr[δΓR2k−1] starts at ω2k−1 and consists of purely zeroth
and first order building blocks. Hence, the lowest order contribution to this term is of order
ωl−1+2k−1 = ωn−1, which does not contain any 2nd and higher order terms in the building
blocks
Finally, let us consider T0. It contains the following two types of terms :
δA(Λ + iξA) ∧ F l−2 ∧ tr[R2k] , (Λ + iξA) ∧ F l−1 ∧ tr[δΓR2k−1] . (L.20)
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We note that the gauge field parts at the leading order are (0)δA(0)(Λ+ iξA)∧ (F 1l−2) (thus
ωl−2-order) and (0)(Λ + iξA) ∧ (F 1l−1) (thus ωl−1-order) only. From the Maxwell sources
computations (see Appendix C.3 of Ref. [27]) and Appendix B.2.3, the terms tr[R2k] and
tr[(δΓ)R2k−1] starts at ω2k and ω2k−1 order respectively, and these leading order terms do
not contain 2nd and higher order building blocks. Therefore, the leading order contribution
to T0 is of order ω
n−1 and does not contain any 2nd and higher order terms of the building
blocks.
To summarize, we confirmed Fact 1 and Fact 2.
L.3.3 Multi-trace case 1: PCFT = cg tr[R
2k1 ] ∧ . . . ∧ tr[R2kp ]
Let us begin with the purely gravitational anomaly case. Since the second order and higher
terms in the building blocks do not contribute to tr[R2q] at ω2q order, without loss of gener-
ality, we only need to consider the two-trace case, PCFT = cg tr[R
2k1 ]∧ tr[R2k2 ] (in AdS2n+1
where n = 2k1+2k2−1 and k1, k2 ≥ 1). Depending on how the two R-derivatives act on this
anomaly polynomial, there are two type of contribution: single-trace case and double-trace
case. For the former, by noticing again the fact that the leading order contribution to tr[R2k]
is ω2k and does not contain any 2nd order building blocks, we can deal with this type of term
in the same way as the single-trace anomaly polynomial case. We therefore concentrate on
the double-trace terms appearing in T1 :
tr[δΓR2k1−1] ∧ tr[∇ξR2k2−1] . (L.21)
We note that there is another case where k1 and k2 are interchanged, but since we can treat
it in the same way, we consider the above case only. The rest of the arguments follow along
the same line of arguments as the AdS15 case in Appendix. L.2. As we have summarized,
the traces in this expression start at ω2k1−1 and ω2k2−1 order, respectively, and these leading
order contributions do not contain any 2nd order building blocks. More precisely, they are of
the form
O(ω2k1−1) : tr[(δΓ)R2k1−1] = {tr[(0)δΓχ0] , tr[(1)δΓχ1]} ,
O(ω2k2−1) : tr[(∇ξ)R2k2−1] = {tr[(0)∇ξχ0] , tr[(1)∇ξχ1]} . (L.22)
To summarize, we have proven even stronger statements than Fact 1 and Fact 2 that we
used in the single-trace case for the terms in Eq. (L.21). That is, here we have shown that for
such type of terms, the first non-trivial contributions start at ωn−1 and that 2nd (or higher)
order building blocks do not contribute at order ωn−1 for any fixed r-surface.
L.3.4 Multi-trace case 2: PCFT = cM F
l ∧ tr[R2k1 ] ∧ . . . ∧ tr[R2kp ]
As in the previous case, we only need to consider the double-trace case, PCFT = cM F
l ∧
tr[R2k1 ] ∧ tr[R2k2 ] (in AdS2n+1 where n = 2k1 + 2k2 + l − 1, and k1, k2, l ≥ 1), and more
general cases follow from this immediately.
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Let us start with the first term T1. We recall that the lowest order contribution from
F l is (
F
1)l only and thus is at order ωl. Then the above results for the purely gravitational
anomaly polynomial cases (double-trace and single-trace cases) are enough to prove Fact 1
and Fact 2.
For T0 and T2, since they contain only single R-derivative, the proof of Fact 1 and Fact 2
essentially follows from the one for the case with the mixed single-trace anomaly polynomial
we have investigated above (by recalling that the leading order term of tr[R2k] is tr[(
R
12k)]
only and is of order ω2k).
To summarize, we have confirmed Fact 1 and Fact 2 for general anomaly polynomials. We
therefore see that in T0 and T2 the second and higher order building blocks do not contribute
up to order ωn−1 for any fixed r-surface. For T1, we have a weaker statement that these
contributions do not contribute at r →∞.
L.4 Weyl covariance in AdS2n+1/CFT2n
In this paper, since we are studying AdS2n+1 with a CFT2n dual, it is useful to understand
how fields in the boundary CFT2n transform under the Weyl rescaling. We follow closely
the discussions in Ref. [59–61]. We first review the Weyl scaling of boundary fields and then
extend it to bulk fields. We then apply this analysis to estimate the fall-off of the higher-order
terms in the curvature two-forms at the boundary.
L.4.1 Weyl scaling at boundary
First we recall that the Weyl weight ∆w of a boundary object O µ1µ2···µpν1ν2···νq is defined by
∆w(O µ1µ2···µpν1ν2···νq ) = (mass dimension of O µ1µ2···µpν1ν2···νq ) + p− q . (L.23)
We note that every time we act an extra ∂µ, we get no net change in the Weyl weight.
Similarly, if we wedge with an extra dxµ, we also get no net change in the Weyl weight. From
these rules, it is straightforward to figure out the Weyl weight for the following boundary
objects :
∆w(x
µ) = 0 , ∆w(xµ) = −2 ,
∆w(ηµν) = ∆w(Pµν) = −2 , ∆w(ηµν) = ∆w(Pµν) = +2 ,
∆w(u
µ) = +1 , ∆w(uµ) = −1 , ∆w(u) = −1 ,
∆w(ωµν) = −1 , ∆w(ω) = −1 , ∆w (∂µ1 . . . ∂µnuν) = −1 ,
∆w(Aµ) = ∆w(A) = ∆w(Fµν) = ∆w(F ) = 0 , (L.24)
for the boundary gauge field A = Aµ dx
µ and field strength F = (1/2!)Fµν dx
µ ∧ dxν =
(1/2!)(∂µAν − ∂νAµ) dxµ ∧ dxν . In our convention, the gauge field Aµ has mass dimension 1
and thus Fµν does mass dimension 2.
For a general curved boundary metric, we could deduce the following Weyl weights
∆w(Γ
µ
ν) = 0 , ∆w(R
µ
ν) = 0 . (L.25)
since Γµαβ has mass dimension 1 and R
µ
αβγ has mass dimension 2.
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L.4.2 Weyl scaling at bulk
Now we extent the Weyl scaling to the bulk fields. We first need to assign the Weyl weight
to the radial coordinate r in a consistent way. To do this, we recall that the Weyl scaling is
generated by a particular bulk asymptotic Killing vector by the standard AdS/CFT dictio-
nary. More concretely, the Weyl scaling preserves the combination r2ηµν asymptotically and
hence r2ηµν has Weyl weight zero. Combining with the fact ∆w(ηµν) = −2, we conclude that
the Weyl weight of r is one,
∆w(r) = +1 . (L.26)
As a second step, we identify the Weyl weight of objects defined at the bulk. Let us
consider the connection 1-form and curvature 2-form (we note that Rab has the same Weyl
weight as Γab since the former contains a term dΓ
a
b). We first notice Γ
µ
ν = Γ
µ
νrdr+Γ
µ
νγdx
γ
which has the Weyl weight 0 as can be seen from the second term. Therefore, from the first
term we conclude ∆w(Γ
µ
rν) = −1. Let us next consider Γµr and Rµr. Since Γµr contains
the terms Γµrν dx
ν , we can identify the Weyl weight for Γµr and R
µ
r as
∆w(Γ
µ
r) = ∆w(R
µ
r) = −1 . (L.27)
We then note that Rµr contains Γ
µ
r ∧ Γrr as well as Rrr does Γrν ∧ Γνr. From these, we
have the following assignment of the Weyl weight on the connection 1-form and curvature
2-form (here we list up the results in (L.25) and (L.27) again) :
∆w(Γ
r
r) = 0 , ∆w(Γ
µ
r) = −1 , ∆w(Γrν) = +1 , ∆w(Γµν) = 0 , (L.28)
∆w(R
r
r) = 0 , ∆w(R
µ
r) = −1 , ∆w(Rrν) = +1 , ∆w(Rµν) = 0 . (L.29)
For the fields Φ and ΦT , since
(0)A = Φu and ΦT has mass dimension +1, we can assign
the Weyl weight for any r as follows :
∆w(Φ) = ∆w(ΦT ) = 1 . (L.30)
Before we apply for this Weyl scaling in the next part, we provide an alternative argument
for the second step above: in the following, we determine the Weyl weight of Γab (and hence
Rab) by starting with the identification of the Weyl weights for the bulk metric components.
For asymptotically AdS spacetimes, the components Gµν contain a term of the form r
2ηµν
and thus, by using ∆w(r) = +1, the Weyl weight of these components is
∆w(Gµν) = 0 . (L.31)
Then the line element ds2 = Gµνdx
µdxν + 2Gµrdx
µdr + Grrdr
2 has the Weyl weight 0 and
thus we can identify the Weyl weights of Gµr and Grr as
∆w(Gµr) = −1 , ∆w(Grr) = −2 . (L.32)
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Let us next determine the Weyl weights for the inverse metric. By using the relation
GαcGcβ = δ
α
β with ∆w(δ
α
β ) = 0 and G
ab∂a∂b = G
rr∂r∂r +G
µr∂µ∂r + . . ., we can have
∆w(G
µr) = +1 , ∆w(G
µν) = 0 , ∆w(G
rr) = +2 . (L.33)
Then from the definition of the Christoffel symbols, we obtain the Weyl weights of the con-
nection 1-form as well as the curvature 2-form as follows :
Γrr = G
rµ∂rGµr dr + . . . ⇒ ∆w(Rrr) = ∆w(Γrr) = 0 ,
Γµr = G
µβ∂rGβr dr + . . . ⇒ ∆w(Rµr) = ∆w(Γµr) = −1 ,
Γrν = G
rβ∂βGνr dr + . . . ⇒ ∆w(Rrν) = ∆w(Γrν) = +1 ,
Γµν = G
µr∂rGνr dr + . . . ⇒ ∆w(Rµν) = ∆w(Γµν) = 0 . (L.34)
These results are consistent with Eq. (L.28).
L.4.3 Fall-off of higher order terms in curvature two-form
Now we are ready to use Weyl covariance to estimate fall-offs of (
R
m) for any positive integer
m. We can easily deduce these fall-offs based on the following facts. We consider the two-form
at the ωm order which is made of ∂µ, dx
ν and uρ only. We call them the boundary two-form
here. We first neglect the contraction structure. There are many possibilities for this type of
the two-from. For example, at order ω2 we can have the following possibilities :
(∂α1∂α2uβ) dx
κ ∧ dxδ , (∂α1uβ1)(∂α2uβ2) dxκ ∧ dxδ , (L.35)
and etc.. However, the important point is that their mass dimension is all m− 2, no matter
how the structures look like. We notice that even when we multiply or contract appropriately
by using
uµ , Pµν , ηµν , (L.36)
(or those with some indices up), the mass dimensions are not changed at all since the objects in
Eq. (L.36) all have the mass dimension 0. Therefore, the two-forms at ωm order constructed
in this manner all have the mass dimension m − 2. Now we take into account the index
structure of the two-form to evaluate the Weyl weight. When there is one free upper and
one free lower boundary indices or no boundary indices, then the Weyl weight of this type of
the two-form turns out to be m− 2. On the other hand, when there is one free upper (resp.
lower) boundary indices, then the Weyl weight turns out to be m− 1 (resp. m− 3).
Now we consider the curvature two-form. Asymptotically, the ωm order terms in the
curvature two-form are written as the boundary two-form classified above with appropriate
power of r multiplied (we notice that the curvature two-form also contains terms proportional
to dr in general, but they do not contribute to the Noether charge. We thus neglect these
terms). Combining the above result with the Weyl weight of the curvature two-form sum-
marized in (L.28), we can identify what power of r needs to be multiplied. Then the fall-off
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behaviors of the curvature two-form at ωm order is estimated as
(
R
m)µr|∞ → O(r1−m) , (Rm)rr|∞ → O(r2−m) ,
(
R
m)µρ|∞ → O(r2−m) , (Rm)rρ|∞ → O(r4−m) . (L.37)
In particular, for m = 2, this gives the estimate
(
R
2)rr|∞ → O(r0) , (R2)µρ|∞ → O(r0) , (R2)µr|∞ → O(r−1) , (R2)rρ|∞ → O(r2) .
(L.38)
We see that this reproduces all the fall-offs in Eq. (B.97) except that we can improve the
estimate of the fall-off for (
R
2)µr by one power of 1/r.
We note that in the above estimates, when we construct the two-forms appearing in a
particular component of (
R
m), we have started with the boundary two-form discussed above
and then compensated the Weyl weight (difference between the Weyl weights of a particular
component of (
R
m) and the boundary two-form) by just multiplying an appropriate power
of r. This provides the estimates when q = m = 0 only. With q,m 6= 0, we are also allowed
to use ΦT and Φ (both are with the Weyl weight +1) to compensate the Weyl weight. Since
both ΦT and Φ have faster fall-offs than r, they will not affect the modest fall-off estimates
above.
M Entropy : Einstein-Maxwell contribution
This Appendix is devoted to the evaluation of the Einstein-Maxwell contribution to the black
hole entropy. The Einstein-Maxwell contribution to the differential Noether charge is given in
Eq. (2.8) of §§§2.3. We first evaluate the Einstein part (the first line of Eq. (2.8)) to confirm
that this part reproduces the non-anomalous CFT result. After this, we will confirm that the
Maxwell part (the second line of Eq. (2.8)) does not give any nontrivial contribution at the
horizon. In the evaluation, we use the two prescriptions for the differential Noether charge
introduced in §§E.3 and confirm the matching of the final result explicitly.
M.1 Entropy current from Komar charge
We first evaluate the Komar charge at the horizon by taking ξµ = uµ/T , the appropriately
normalized Horizon generator. We note that this is the Killing vector which preserves the
horizon. To the order we are working in, the horizon is given by the surface r = r
H
with
f(r
H
) = 0 and 4πT = r2
H
f ′(r
H
). We obtain from the Komar part that[
∇aξb
⋆(dxa ∧ dxb)
16πG
N
]
r=r
H
, ξµ=u
µ
T
= (JCFTS )µ
⋆CFTdxµ , (M.1)
with
(JCFTS )µ =
rd−1
H
4G
N
uµ + . . . . (M.2)
We note that this is essentially the prescription to compute CFT entropy current given in
Eq. (2.3).
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M.2 Entropy current from differential Noether charge : prescription I
Alternately, let us first compute the variation of the Komar charge at a fixed r
δ
[
∇aξb
⋆(dxa ∧ dxb)
16πG
N
]
= ξµ
rd−1
16πG
N
[
2rδfηµν − r2dδf
dr
uµuν − r2 df
dr
(δuµuν + uµδuν)
]
⋆CFTdxν + . . .
+ ξµ
[
rd+1
16πG
N
d
dr
(g
V
r2
)
δVµuν +
rd+1f2
16πG
N
d
dr
(
g
V
r2f
)
uµδVν
]
⋆CFTdxν
+ ξµ
[
rd+1
16πG
N
d
dr
(g
V
r2
)
Vµδuν +
rd+1f2
16πG
N
d
dr
(
g
V
r2f
)
δuµVν
]
⋆CFTdxν
+ ξµ
[
rd+1
16πG
N
d
dr
δ
(g
V
r2
)
Vµuν +
rd+1f2
16πG
N
d
dr
δ
(
g
V
r2f
)
uµVν
]
⋆CFTdxν
+ ξµ
[
2rd+1fδf
16πG
N
d
dr
(
g
V
r2f
)
δuµVν
]
⋆CFTdxν
+ . . . .
(M.3)
We will now pull-back this Komar variation onto the horizon at r = r
H
and set ξµ = uµ/T
to get
lim
{r=r
H
, ξµ=u
µ
T
}
δ
[
∇aξb
⋆(dxa ∧ dxb)
16πG
N
]
=
{
−2r
d−2
H
4G
N
δr
H
uν +
rd−1
H
4G
N
δuν
}
⋆CFTdxν
+
{ rd+1
H
16πG
N
(
dδf
dr
)
r=r
H
− V µδuµ
[
rd+1
16πG
N
d
dr
(g
V
r2
)]
r=r
H
}uν
T
⋆CFTdxν + . . . ,
(M.4)
where we have used
(f)r=r
H
= 0 ,
(
df
dr
)
r=r
H
= 4πTr−2
H
,
(δf)r=r
H
= −
(
df
dr
)
r=r
H
δr
H
= −4πT r−2
H
δr
H
.
(M.5)
We add to this the non-Komar variation evaluated at the horizon. By subtracting from the
above expression for the Komar part the following expression
iξ
[
δΓba ∧
⋆(dxa ∧ dxb)
16πG
N
]
{r=r
H
, ξµ=u
µ
T
}
=
{
−(d+ 1)r
d−2
H
4G
N
δr
H
}
uν
⋆CFTdxν
+
{ rd+1
H
16πG
N
(
dδf
dr
)
r=r
H
− V µδuµ
[
rd+1
16πG
N
d
dr
(g
V
r2
)]
r=r
H
}uν
T
⋆CFTdxν + . . . ,
(M.6)
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we obtain the differential Noether charge at the horizon as
lim
{r=r
H
, ξµ=u
µ
T
}
(/δQ
Noether
)Einstein =
{
(d− 1)r
d−2
H
4G
N
δr
H
uν +
rd−1
H
4G
N
δuν
}
⋆CFTdxν
= δ
{
(JCFTS )µ
⋆CFTdxµ
}
. (M.7)
M.3 Entropy current from differential Noether charge : prescription II
Here we illustrate how to use prescription II to obtain the entropy current from evaluating
the differential Noether charge at the horizon :
(/δQ
Noether
)
Ein
|hor
=
1
2
∇aξb δ
[
⋆(dxa ∧ dxb)
8πG
N
]∣∣∣∣
hor
+
1
2
δΓba
iξ
⋆(dxa ∧ dxb)
8πG
N
∣∣∣∣
hor
.
(M.8)
Using Eq. (C.8) and Eq. (C.16), we obtain for the Komar part,
1
2
∇aξb δ
[⋆(dxa ∧ dxb)
8πG
N
]∣∣∣∣
hor
=
1
2
1
4G
N
δ
[
rd−1H
⋆CFTu
]
+
1
2
1
4G
N
δ(rd−1H )
⋆CFTu
+
rd−1H
32πG
N
T−1
[
dg
V
dr
]∣∣∣∣
hor
Vµ(δu
µ)⋆CFTu+ . . . ,
(M.9)
while using Eq. (C.9) and Eq. (C.14), we obtain for the non-Komar part
δΓba
iξ
⋆(dxa ∧ dxb)
2× 8πG
N
∣∣∣∣
hor
=
1
2
1
4G
N
rd−1H
⋆CFT(δu) − r
d−1
H
32πG
N
T−1
[
dg
V
dr
]∣∣∣∣
hor
Vµ(δu
µ)⋆CFTu+ . . . .
(M.10)
Summing up both contributions, we finally obtain the Einstein contribution to the differential
Noether charge at the horizon as
(/δQ
Noether
)Ein |hor = δ
[
1
4G
N
rd−1H
⋆CFTu
]
= δ
[
(JCFTS )µ
⋆CFTdxµ
]
. (M.11)
This agrees with the result in Eq. (M.7) from prescription I above.
M.4 Gauge field and Maxwell contribution
Now we move to the Maxwell part and confirm that the this part vanishes when evaluated at
the horizon.
The Komar charge for the Maxwell part is given by
(Λ + iξA) ·
⋆F
g2
YM
, (M.12)
and thus vanishes at the horizon due to (Λ + iξA) |hor = 0 .
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On the other hand, if we evaluate the differential Noether charge at the horizon, then we
need to evaluate the following at the horizon :
(/δQ
Noether
)Max|hor = (Λ + iξA) · δ
[
⋆F
g2
YM
]∣∣∣∣
hor
+ δA · iξ
⋆F
g2
YM
∣∣∣∣
hor
. (M.13)
Again, the first term is zero at the horizon due to (Λ + iξA) |hor = 0. For the second term,
from Eq. (C.7) and the fact that Q(V) vanishes at the horizon, we obtain
⋆F |hor = −(d− 2)q ⋆CFTu+ . . . . (M.14)
However, in evaluating iξ
⋆F at the horizon, using ξµ|hor = uµ/T and the fact that iu⋆u =
⋆(u ∧ u) = 0, we finally conclude that
(/δQ
Noether
)Max
∣∣ |hor = 0 . (M.15)
We note that the above computations for the Maxwell part at the horizon apply to both of
the two prescriptions.
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