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Abstract
Fourier extension is an approximation method that alleviates the periodicity requirements
of Fourier series and avoids the Gibbs phenomenon when approximating functions. We de-
scribe a similar extension approach using regular wavelet bases on a hypercube to approximate
functions on subsets of that cube. These subsets may have a general shape. This construc-
tion is inherently associated with redundancy which leads to severe ill-conditioning, but recent
theory shows that nevertheless high accuracy and numerical stability can be achieved using
regularization and oversampling. Regularized least squares solvers, such as the truncated
singular value decomposition, that are suited to solve the resulting ill-conditioned and skinny
linear system generally have cubic computational cost. We compare several algorithms that
improve on this complexity. The improvements benefit from the sparsity in and the structure
of the discrete wavelet transform. We present a method that requires O(N) operations in
1-D and O(N3(d−1)/d) in d-D, d > 1. We experimentally show that direct sparse QR solvers
appear to be more time-efficient, but yield larger expansion coefficients.
Keywords Fourier extension, wavelets, efficient algorithms, frames, ill-conditioning, function
approximation, oversampling
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1 Introduction
Wavelets have many applications in signal processing. Their most common uses are in compression,
edge detection, denoising and other signal enchancements. The wide applicability of wavelets is
mostly due to the localization properties of wavelets in time and frequency, such that many
signals can be sparsely represented, as well as to the existence of the (bi)orthogonal Discrete
Wavelet Transform that can be applied very efficiently. Wavelets are also applied in solution
methods for partial differential equations or integral equations using wavelet-based discretizations
[4, 15, 7, 31, 16]. Here, too, the localization properties of wavelets are of interest. In this setting,
wavelets with suitable level-dependent scalings can generate stable bases for a range of function
spaces, and the existence of dual bases with varying smoothness is frequently useful.
However, it is in general difficult to create a wavelet basis on a complex geometry, i.e., to
create a basis for a domain that is not a hypercube. Several methods have been proposed to
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enable the use of wavelet on general domains. One method is based on solving a Dirichlet problem
with a fictitious domain method [33]. Other methods employ adaptive finite element techniques
[8, 3, 30]. However, in [30] it is stated that the required smoothness conditions for efficient adaptive
wavelet methods are difficult to impose on domains that do not have product structure. A wavelet
frame method is constructed in [30] that can cope with domains that are overlapping unions
of subdomains, each of them being the image under a smooth parametrization of a hypercube.
Frames generalize a basis in the sense that they allow for redundancy [5].
As in [30], in this paper we resort to using a wavelet frame rather than a wavelet basis. However,
we use a different type of frame and we restrict ourselves to the problem of function approximation
rather than the solution of operator equations. The approximation problem we consider is the
same as that considered in [29, 12] based on Fourier series and splines respectively. We aim for
a fast algorithm for the approximation of a function f on a compact domain Ω that can have an
arbitrary shape. Without loss of generality, this bounded domain can be scaled such that Ω ⊂ Ξ
with Ξ = [0,1]d. With Fourier extensions, (tensor products of) Fourier series are used on Ξ, while
in [12] an analogous spline extension is introduced based on a periodic spline basis on Ξ. Here, we
extend the idea further to wavelets.
While it is difficult to create a wavelet basis on Ω, it is easy to create one on Ξ. Consider for
example tensor products of Daubechies or CDF wavelets, periodized to the interval [0,1] [18, 9]. If
we restrict the basis to Ω, we naturally arrive at a frame that we will call a wavelet extension frame.
In this paper we focus on algorithms, rather than on the properties of a frame. Nevertheless, we
recall its definition and the motivation for its use in function approximation.
A family of functions Φ = {φk}∞k=1 is a frame for a Hilbert space H if [5, Def. 5.1.1]
A∥f∥2 ≤ ∞∑
k=1 ∣⟨f, φk⟩∣2 ≤ B∥f∥2, ∀f ∈H
for constants A,B > 0. It is more general than a basis, as demonstrated by the construction
above. In particular frames may be redundant. In the setting of this paper, redundancy arises
since our approximant can take any value in Ξ ∖Ω. This leads to apparent ill-conditioning of the
approximation problem. However, recent theory indicates that the ill-conditioning of the linear
systems to be solved does not prevent stable and highly accurate function approximation if one
uses regularization techniques in combination with oversampling [2, 1]. For that reason we consider
least squares approximations and develop an efficient regularizing solver.
Wavelets are by their nature adaptive. It is possible to extend or refine a wavelet basis by adding
basis functions on a finer scale. This is not possible in a spline basis. A translation-invariant spline
basis ΦN = {φ(⋅ − hk)}∞k=−∞ with h > 0 can be refined by dilating the basis functions, but all basis
functions change as a result. It is the possibility of adaptivity of wavelets that motivates their
study in this paper. However, we will not (yet) fully take advantage of the possibilities. We do
use one form of adaptivity at the end of the paper to arrive at a wavelet extension approximation
with a smooth extension by choosing level-dependent weights, which is not possible in the context
of spline extensions.
Though the methods of the paper are general, we consider in our examples the Daubechies
and Cohen–Daubechies–Feauveau (CDF) family of wavelets, since they are widely used and have
compact support. The duals of these bases are a key ingredient in the construction of efficient
solvers. For Daubechies and CDF wavelets, dual bases in L2(R) are well studied. They can be
used for function approximation using a Galerkin-type approach, i.e., based on (bi)orthogonal
projections using inner products. However, inner products with wavelets on general domains are
not easily computed, especially not in the multivariate case, since they require the numerical
evaluation of integrals on domains of general (and possibly irregular) shape. Instead, we focus
in our experiments on a collocation approach based on discrete function samples. Collocation
and oversampling necessitate the construction of bases that are dual with respect to a discrete
oversampled equispaced grid. We provide such a construction on the bounding box using cartesian
grids, taking advantage of their regular structure, and demonstrate how this construction can be
used for the efficient solution on the subdomain of general shape.
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The structure of the paper is as follows. In §2, wavelets are introduced along with the discrete
wavelet transform. The structure of the latter can be used to create efficient matrix-vector prod-
ucts. We recall these basics in order to modify them later on. In §3, bases biorthogonal to periodic
wavelet bases on the interval are discussed. We describe the construction of discrete dual bases.
In §4 we discretize the function approximation and arrive at a matrix system. Next, we compare
several algorithms to solve this system in §5. Finally, we use the adaptive nature of wavelets to
construct a smooth extension in §6 and end with some concluding remarks in §7.
2 Wavelets
Wavelets may be created by dilating and translating a given function. For particular choices of
ψ(t) ∈ L2(R), the family
ψjk(t) = 2j/2ψ(2jt − k), j, k ∈ Z (1)
forms a basis for L2(R). This family is a wavelet basis and ψ(t) is called the mother function.
There exists a great variety of other types of wavelets, some giving rise to a frame rather than
a basis [5, 19]. However, we limit ourselves here to orthogonal and biorthogonal wavelet bases
that are translation invariant as above, with compact support, and that can be constructed using
a multiresolution analysis [27, 26, 18, 9]. We can take advantage of their regular structure to
implement efficient operations.
2.1 Multiresolution analysis
A multiresolution analysis in the context of wavelets was introduced in [26] and can be defined as
follows.
Definition 2.1. [25, Definition 7.1] A multiresolution analysis of L2(R) is a nested sequence
⋯ ⊂ V−2 ⊂ V−1 ⊂ V0 ⊂ V1 ⊂ V2 ⊂ ⋯ (2)
of closed subspaces of L2(R) such that
1. limj→∞ Vj = ⋃j∈Z Vj = L2(R) and limj→−∞ Vj = ⋂j∈Z Vj = ∅.
2. f(t) ∈ Vj ⇔ f(2t) ∈ Vj+1, ∀j ∈ Z.
3. f(t) ∈ V0 ⇔ f(t − k) ∈ V0, ∀k ∈ Z.
4. there exists a φ(t) ∈ V0 such that {φ(⋅ − k)}k∈Z forms a Riesz basis for V0.
The first condition states that the sequence of subspaces is a non-redundant approximation
of L2(R). The second and third condition introduce scale and translation invariance. The last
one demands the existence of a translation invariant basis for V0. Similar to the wavelet mother
function (1) we call the function φ(t) introduced in Definition 2.1 the father function. Analogously
to the mother function it generates a family of functions:
φjk(t) = 2j/2φ(2jt − k), ∀k ∈ Z, j ∈ Z. (3)
For every j, {φjk}k∈Z forms a Riesz basis of Vj . We call {φjk}k∈Z a scaling basis of Vj . More
specifically, if {φ(⋅ − k)}k∈Z forms an orthonormal basis for V0, {φjk}k∈Z forms an orthonormal
basis of Vj for every j ∈ Z. In that case, we can also define the sequence of orthogonal projectionsPjf = ∑
k∈Z⟨f, φjk⟩φjk. (4)
The scale invariance of the multiresolution analysis in Definition 2.1 implies the existence of a
two-scale relation
φ(t) = √2∑
k∈Zhkφ(2t − k) (5)
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in which hk is a sequence. If we require that ∫R φ(t) dt ≠ 0, we have that∑
k∈Zhk = 1.
If we further require that {φ(⋅−k)}k∈Z forms an orthonormal basis for V0, then h satisfies so-called
double shift orthogonality conditions:
∑
k∈Zhkhk+2n = δ0n, ∀n ∈ Z. (6)
A wavelet basis that follows from an orthonormal multiresolution analysis is
ψjk(t) = √2∑
l∈Z gkφjl(2t − k), ∀k, j ∈ Z (7)
with gk = (−1)kh−k+1 and h as in (5). It forms an orthonormal basis for L2(R).
2.2 Biorthogonal multiresolution analysis
Orthogonality is a rather restrictive requirement. A compactly supported and symmetric sequence
h that satisfies double shift orthogonality (6) can only have two non-zero coefficients [18, Propo-
sition 4.1.]. That restriction is lifted using biorthogonal wavelets.
To construct biorthogonal wavelets we create, as in [9], a biorthogonal multiresolution analysis.
To that end, next to the first (primal) multiresolution (2), we define a second (dual) one
⋯ ⊂ V˜−2 ⊂ V˜−1 ⊂ V˜0 ⊂ V˜1 ⊂ V˜2 ⊂ ⋯
for which a dual scaling function φ˜(t) ∈ V˜0 exists such that {φ˜(⋅ −k)}k∈Z forms a Riesz basis of V˜0.
The dual scaling function satisfies the two-scale relation
φ˜(t) = √2∑
k∈Z h˜kφ˜(2t − k).
We call this basis a dual scaling basis, while the scaling bases in (3) are primal scaling bases. If
⟨φ(⋅ − k), φ˜(⋅ − l)⟩
L2(R) = δkl,
i.e., the primal scaling and dual scaling bases are biorthogonal to each other, both multiresolution
analyses together form a biorthogonal multiresolution analysis. The orthogonal projection of (4)
becomes a more general oblique projection,
Pjf = ∑
k∈Z⟨f, φ˜jk⟩φjk. (8)
Alternatively, with the roles of primal and dual scaling functions interchanged, we also have
P˜jf = ∑
k∈Z⟨f, φjk⟩ φ˜jk.
All further analysis in this paper is based on the biorthogonal setting. The orthogonal setting
corresponds to Vj = V˜j and φ = φ˜.
Next to the primal wavelet basis (7) we also define a dual wavelet basis
ψ˜jk(t) = √2∑
k∈Z g˜kφ˜(2t − k), ∀k, j ∈ Z.
To obtain biorthogonal wavelet bases we require the mixed conditions
⟨φjk, φ˜jl⟩ = δkl, ⟨φjk, ψ˜jl⟩ = 0, ⟨ψjk, φ˜jl⟩ = 0, ∀j, k, l ∈ Z
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⟨ψik, ψ˜jl⟩ = δklδij , ∀i, j, k, l ∈ Z.
One can verify that these conditions follow from a dual double-shift orthogonality and two mixed
alternating flip-relations,
∑
k∈Zhkh˜k+2n = δn, ∀n ∈ Z
gk = (−1)kh˜1−k, g˜k = (−1)kh1−k, ∀k ∈ Z.
In the remainder of the text we will use compactly supported sequences, i.e., sequences a for which
there exist K1,K2 ∈ Z such that ak = 0 if k < K1 or k > K2. As a result, all associated scaling
functions and wavelets have compact support as well.
2.3 Discrete wavelet transform
The sequences h, h˜, g, g˜ that describe the wavelet and scaling bases in the previous section can
be used to define the discrete wavelet transform (DWT). We revisit its definition in order to
motivate the statements in the complexity analysis of the numerical methods later on. The DWT
transforms scaling coefficients of a given function f(t) ∈ L2(R): vjk = ⟨f, φ˜jk⟩, j, k ∈ Z to its wavelet
coefficients: wjk = ⟨f, ψ˜jk⟩, j, k ∈ Z. The inverse discrete wavelet transform (iDWT) transforms
wavelet coefficients back into scaling coefficients.
Both the DWT and iDWT are recursive algorithms. In every step, the DWT transforms scaling
coefficients at a given level j + 1 to wavelet and scaling coefficients at a coarser level j, while the
iDWT recovers in each step the scaling coefficients of the fine level j + 1 using wavelet and scaling
coefficients at level j:
vjk =∑
l∈Z h˜l−2kvj+1,l, wjk =∑l∈Z g˜l−2kvj+1,l, ∀j, k ∈ Z (9)
vj+1,k =∑
l∈Zhk−2lvjl + gk−2lwjl, ∀j, k ∈ Z.
Usually, the DWT is implemented to transform a finite vector of length N = 2J , vJ = {vJk}N−1k=0 ∈
CN , to a vector wJ ∈ CN :
wJ = [v00,w00, w10,w11´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
2 elements
, . . . ,wl,0, . . . ,wl,2l−1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
2l elements
, . . . ,wJ−1,0, . . . ,wJ−1,2J−1−1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
2J−1 elements
] (10)
= [vT0 , wˆT0 , wˆT1 , . . . , wˆTJ−1]T
with wˆj = {wj,k}2j−1k=0 . Boundary conditions deal with the finite nature of the vectors. We will
assume a periodic boundary condition1, i.e.,
vjk = vj,k+2j , wjk = wj,k+2j ∀j ∈ Z+,∀k ∈ Z.
To transform vJ into wJ the DWT performs J steps like (9). If we use [A]↓q to denote the
down-sampling of a matrix, i.e., the selection of every qth row ([A]↓q) (k, l) = A(qk, l) and use A∗
to denote the adjoint of A, one step of the DWT can be represented in matrix notation as
[vj−1
wˆj−1] = [H˜∗jG˜∗j ]↓2 vj
with matrix H˜j ∈ C2j×2j
H˜j(k, l) = ∑
m∈Z h˜k−l+m2j , ∀k, l = 0, . . . ,2j − 1,
1Since we intend to employ wavelets on a bounding box Ξ to approximate functions on a subset Ω ⊂ Ξ, the
periodicity of the basis on Ξ is not actually a restriction on Ω, as long as the boundaries of Ω and Ξ do not touch.
One can use other boundary conditions on Ξ, but periodicity is the simplest one to implement and manipulate.
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Figure 1: Structure of DWT (left) and iDWT matrix (right) for db2 and J = 9. .
such that [H˜∗j ]↓2 ∈ C2j−1×2j and [H˜∗j ]↓2(k, l) = ∑m∈Z h˜l−2k+m2j . Note that the summation over m
here is used to incorporate the periodic boundary conditions. The matrices Hj ,Gj and G˜j are
defined analogously.
The full DWT in matrix notation is wJ =WJvJ , with WJ ∈ CN×N and
WJ = ⎡⎢⎢⎢⎢⎢⎣
[H˜∗1
G˜∗1 ]↓2 0
0 I2J−2
⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣
[H˜∗2
G˜∗2 ]↓2 0
0 I2J−22
⎤⎥⎥⎥⎥⎥⎦⋯
⎡⎢⎢⎢⎢⎢⎣
[H˜∗J−1
G˜∗J−1]↓2 0
0 I2J−1
⎤⎥⎥⎥⎥⎥⎦ [
H˜∗J
G˜∗J]↓2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
J terms
.
Similarly, the full iDWT can be written as vJ =W −1J wJ . The iDWT matrix is the inverse of WJ ,
W −1J . This inverse can be decomposed as
W −1J = [H∗JG∗J]
∗
↓2
⎡⎢⎢⎢⎢⎢⎣
[H∗J−1
G∗J−1]
∗
↓2 0
0 I2J−1
⎤⎥⎥⎥⎥⎥⎦⋯
⎡⎢⎢⎢⎢⎢⎣
[H∗2
G∗2 ]
∗
↓2 0
0 I2J−22
⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣
[H∗1
G∗1 ]
∗
↓2 0
0 I2J−2
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J terms
where subsampling takes precedence over taking the adjoint in order to avoid a multitude of
brackets.
With the use of cascading filter banks the DWT and iDWT can be implemented in O(N)
operations [25, Section 7.4.1: Fast Biorthogonal Wavelet Transform, p. 310]. This algorithm is
called the fast wavelet transform (FWT) and was introduced in [27]. The same complexity can
not be achieved using an ordinary matrix-vector multiply since W and W −1 contain O(N log(N))
non-zero elements. This is clear by looking at Figure 1 and by the following lemma.
Lemma 2.2. Each column of WJ has O(J) non-zero elements while each row of its inverse hasO(J) non-zero elements. Furthermore, both have O(J2J) non-zero elements.
Proof. Owing to our periodic setting, in the following we say that a matrix A ∈ RN×N is banded if
∣m − n∣ mod N > b⇒ A(m,n) = 0.
Let A ∈ RN×N have bandwidth a and B ∈ R2N×2N have bandwidth b, then A[B]↓2 has bandwidth
a + b/2. This is verified by writing
(A[B]↓2) (m,n) = N−1∑
i=0 A(m, i)B(2i, n),
which is only non-zero if ∣m − i∣ mod N ≤ a and ∣2i − n∣ mod 2N ≤ b, i.e, if ∣m − n∣ ≤ a + b/2.
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We can rewrite W in J vertical blocks
W =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
B1
B2
⋮
BJ−2
BJ−1
BJ
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
[H˜∗1
G˜∗1 ]↓2 [H˜∗2 ]↓2⋯[H˜∗J−1]↓2[H˜∗J ]↓2[G˜∗2]↓2[H˜∗3 ]↓2⋯[H˜∗J−1]↓2[H˜∗J ]↓2
⋮
[G˜∗J−2]↓2[H˜∗J−1]↓2[H˜∗J ]↓2[G˜∗J−1]↓2[H˜∗J ]↓2[G˜∗J]↓2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
The blocks B1 and B2 have size 2 × 2J and block Bj has size 2j−1 × 2J for j ≥ 1. First we show
that each block has a bounded number of non-zero elements per column. To that end we denote
K and L as the number of non-zero elements in the sequences h˜ and g˜ respectively. It is clear that[H˜∗j ]↓2 and [G˜∗j ]↓2 have O(K/2) and O(L/2) non-zero elements per column respectively since HJ
and GJ are banded with bandwidth K and L respectively. The products also have a bounded
number of non-zero elements per column by the first part of the proof. Matrix [G˜∗J−1]↓2[H˜∗J ]↓2
has e.g. L/2 +K/4 non-zero elements per column.
Since each block contains O((K +L)2J) non-zero elements with a limited number of non-zero
per column, W contains O(2JJ) non-zero elements and O(J) non-zero elements per column. The
proof for W −1 is entirely analogous; but write W −1 in J horizontal blocks.
If we introduce the dual DWT W˜J
W˜J = ⎡⎢⎢⎢⎢⎢⎣
[H∗1
G∗1 ]↓2 0
0 I2J−2
⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣
[H∗2
G∗2 ]↓2 0
0 I2J−22
⎤⎥⎥⎥⎥⎥⎦⋯
⎡⎢⎢⎢⎢⎢⎣
[H∗J−1
G∗J−1]↓2 0
0 I2J−1
⎤⎥⎥⎥⎥⎥⎦ [
H∗J
G∗J]↓2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
J terms
and analogously define the iDWT W˜ −1J , we can verify that
W ∗J = W˜ −1J (W −1J )∗ = W˜J . (11)
3 Periodic wavelets on the interval and discrete duals
3.1 Periodization
For simplicity of the exposition we again assume that N = 2J , J ∈ N. We introduce the periodic
and scaled father function with period 1 as
φN(t) = ∑
k∈Z2
J/2φ (2J(t − k)) .
The periodic scaling basis that consists of N translated father functions φkN(t) = φN(t − kN ) is
ΦN = {φkN}N−1k=0 .
Similarly, the dual scaling function in L2(0,1) is
Φ˜N = {φ˜kN}N−1k=0 .
with translates φ˜kN(t) = φ˜N(t − kN ) of the dual father function
φ˜N(t) = ∑
k∈Z2
J/2φ˜ (2J(t − k)) .
7
−1 0 1 2 3−1
0
1
2
−2 0 2 4−1
0
1
−4 −2 0 2 4 6 8−1
0
1
Figure 2: The father (blue) and mother (red) function of db2, db3, and db4 (left to right).
Wavelet bases with period 1 can be devised in the same way as above for the scaling bases, by
summing over their translations. Alternatively, we can define them using periodic scaling bases
and the iDWT matrices W −1J and W˜ −1J :
ΨN = {ψkN}N−1k=0 , ψkN(t) = N−1∑
l=0 φlN(t)(W −1J )(l, k), (12)
Ψ˜N = {ψ˜kN}N−1k=0 , ψ˜kN(t) = N−1∑
l=0 φ˜lN(t)(W˜ −1J )(l, k). (13)
Note that the index k in ψkN incorporates both the scale and the translation of the corresponding
wavelet in this notation. The N wavelets are defined on all scales 0,1, . . . , J − 1, as in (10).
3.2 Compactly supported wavelets and discrete evaluation
We focus on two well-known families of compactly supported wavelet families. The first family
are the Daubechies orthogonal wavelet bases [18]. It was shown in [18] that the scaling function
for orthogonal wavelets with p vanishing moments (a regularity condition on the wavelets) has a
support of length at least 2p − 1. Daubechies wavelets are optimal in the sense that they have
a minimum support length for a given number of vanishing moments [18][25, Theorem 7.9]. In
Figure 2, φ and ψ are shown for db2, db3 and db4, i.e., the father and mother functions of the
Daubechies wavelet with 2, 3 and 4 vanishing moments. These standard wavelets are widely used
in applications.
The Daubechies wavelet and scaling functions are defined by their compactly supported se-
quences h and g. No closed form formula is known for the functions themselves. Note that the
functions associated with db2 are continuous, but nowhere differentiable. However, one can evalu-
ate compactly supported scaling functions at dyadic points k/2j , k ∈ Z from the sequence h using
the following procedure [20].
We create a matrix system by evaluating the two-scale relation (5) in integer points. For a
case where φ(k) = 0 for k < 0 or k > 5 we obtain for example
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
φ(0)
φ(1)
φ(2)
φ(3)
φ(4)
φ(5)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= √2
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
h0
h2 h1 h0
h4 h3 h2 h1 h0
h5 h4 h3 h2 h1
h5 h4 h3
h5
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
φ(0)
φ(1)
φ(2)
φ(3)
φ(4)
φ(5)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
In this notation, the two-scale relation implies that the matrix shown has an eigenvalue 1. The
corresponding eigenvector represents φ evaluated at integer points. To evaluate at finer dyadic
levels, it suffices to use the two-scale relation repeatedly, since it also states that
φ ( k
2j+1 ) =∑
l∈Zhlφ ( k2j − l) .
The wavelet function may be evaluated at the dyadic points by first evaluating the corresponding
scaling function, after which equation (7) can be applied.
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Figure 3: The father (blue) and mother (red) function of cdf24, cdf33, and cdf35 (left to right)
both primal (top) and dual (bottom).
The second wavelet family we consider are the biorthogonal CDF wavelets. These are com-
pactly supported and symmetric [9]. More specifically, among the family of CDF wavelets we
use those that have the centered B-spline as primal father function [9, §6.A]. All sequences h, g,
h˜ and g˜ are compactly supported and symmetric as well. Figure 3 shows the primal and dual
father and mother functions for cdf24, cdf33 and cdf35. The first digit in the name indicates the
number of vanishing moments of the dual wavelet, the second digit refers to those of the primal
wavelet. Contrary to the Daubechies wavelets, closed-form formulas exist for some primal scaling
functions. The primal scaling functions of cdfpp˜ shown in Figure 3 are the centered B-splines of
order p. However, the dual scaling function can typically only be evaluated in dyadic points using
the above procedure.2
3.3 Continuous dual bases
Both the Daubechies and CDF wavelets have at least one compact dual in the continuous sense,
i.e., the dual is biorthogonal in L2(R):
⟨φjk, φ˜jl⟩L2(R) = ∫R φjk(t)φ˜jl(t) dt = δkl, ∀j, k, l ∈ Z.
The dual scaling function is compactly supported as well. So, a compactly supported basis
biorthogonal to ΦN (ΨN ) in the continuous sense is Φ˜N (Ψ˜N ). Note that there might exist
multiple dual bases for the same primal basis.
3.4 Discrete dual scaling bases
The various dual bases of CDF are well understood. In the context of this paper, for the efficient
computation of wavelet approximations on irregular domains we will require a notion of discrete
duality. We therefore introduce the following bilinear form:
⟨f, g⟩q = ∑
m∈Z f (mq ) g (mq ) . (14)
Here, q ∈ N, q ≥ 1, plays the role of an oversampling factor.
We aim for a periodic dual scaling basis Φ˜qN = {φ˜qkN}N−1k=0 defined on [0,1]. In order to construct
such duals, we focus first on the samples of the father function on the whole real line. Define the
sequence b by sampling φ in the oversampled grid,
bqm = φ (mq ) , m ∈ Z.
2The values of p and p˜ do not uniquely determine a biorthogonal multiresolution analysis. We use filters
corresponding to B-splines as described in [9, §6.A]. Thus, the meaning of cdf44 in this paper differs from the
widely used CDF filters of primal and dual order 4 in signal processing, e.g., in the JPEG2000 standard.
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Figure 4: The sampled father function (top) and a compact discrete dual (bottom) for db2, db3,
db4 with q = 4.
The sequence b is compactly supported because φ is compactly supported. Biorthogonality with
respect to (14) between the integer shifts of φ and those of a discrete dual father function φ˜q(t),
with samples b˜, translates into the conditions
⟨φ, φ˜q(⋅ − k)⟩q =∑
m
bmb˜m−kq = δ0k, ∀k ∈ Z. (15)
Note that shifts by an integer k of a continuous function correspond to shifts of kq samples of its
sampled sequence in the discrete grid, because q is the oversampling factor.
Once a dual sequence b˜ satisfying (15) is found, it does not immediately give rise to a continous
representation of the dual functions φ˜q(t). However, we do know its evaluations in the points m
q
.
We can define suitable discrete periodized dual functions as
φ˜qkN (mq ) = N−1/2∑
l∈Z b˜m−qk−Nql, m = 0, . . . ,Nq − 1. (16)
Note that there are Nq samples in [0,1), and that the summation over l introduces periodization.
By construction, these functions satisfy the discrete biorthogonality conditions
⟨φ˜qkN , φlN ⟩N,q = δkl,
where ⟨⋅, ⋅⟩N,q is a scaled analogue of (14) restricted to [0,1]:
⟨f, g⟩N,q = Nq−1∑
m=0 f ( mNq) g ( mNq) . (17)
The discrete dual leads to the discrete projections
PqNf(t) = N−1∑
k=0 ⟨f, φ˜qkN ⟩N,q φkN(t) =
N−1∑
k=0 v
q
kN φkN(t).
The discrete duals play the role of the continuous dual φ˜kN in (8). However, the discrete inner
product does not actually require the evaluation of integrals. By construction, the projection is
exact on the span of the scaling functions:
PqNf = f, ∀f ∈ spanΦN .
In the terminology of splines literature, these reproducing projections are examples of a quasi-
interpolation method, in which the global approximation is constructed using local approximations
[22, 6, 17].
Unlike the Daubechies and CDF scaling functions and their continuous duals, the discrete duals
we employ are non-standard. However, it was recently shown by the authors in [12, Theorem 3.6]
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Figure 5: The sampled father function (top) and a compact discrete dual (bottom) for cdf31,
cdf42, cdf51 with q = 4
that discrete compact dual sequences b˜ always exist for a basis consisting of translates of B-splines,
which is exactly the setting of our choice of CDF primal scaling bases. Experiments show that
compact duals of Daubechies scaling functions can also be found. Figures 4 and 5 show some of
these compact duals, namely those with the smallest possible support. In Table 3 of the appendix
we give the values of the primal and dual sequences used in the experiments below. We observe
that the discrete duals for the Daubechies case are somewhat larger than those of the CDF duals.
These discrete duals are readily found by solving the linear algebraic conditions (15), noting that
the system is finite because b and b˜ are compactly supported.
The size of the discrete duals can be reduced by allowing for a larger support and solving the
corresponding conditions (15) in a least squares sense, thereby minimizing the norm of the solution
to an underdetermined system. The relevance of the size of the discrete duals is formalized in the
following lemma.
Lemma 3.1. Let f ∈ L∞([0,1]) and let the synthesis operator TNa = ∑N−1k=0 ak φkN of ΦN be a
bounded operator from CN to L2([0,1]) with bound B > 0, i.e.,
∥TNa∥L2([0,1]) = ∥N−1∑
k=0 akφkN∥L2([0,1]) ≤ B ∥a∥`2(CN ).
Define ∥ ⋅ ∥2N,q = ⟨⋅, ⋅⟩N,q. If the support of the sequence b˜ is less than Nq, then∥PNf − P˜qNf∥ ≤ B ∥f −PNf∥N,q ∥b˜∥`2 . (18)
Proof. Using (17), Cauchy-Schwartz and (16), we find for u ∈ L∞([0,1]) the following inequality:∣⟨u, φ˜qkN ⟩N,q ∣ ≤ ∥u∥N,q∥φ˜qkN∥N,q= N−1/2 ∥u∥N,q ∥b˜∥`2 .
In the last line, we have used the assumption on the discrete support of b˜ to note that the periodic
copies of b˜ in (16) do not actually overlap, hence the equality of norms.
Next, let gN = f − PNf = f − fN , such that f = fN + gN . Since both PN and P˜N are exact
on the span of ΦN , we have that PNfN = P˜NfN = fN . In addition, PNgN = 0. With norms in
L2([0,1]) unless noted otherwise, this means that
∥PNf − P˜qNf∥ = ∥PNgN − P˜qNgN∥ = ∥P˜qNgN∥ = ∥N−1∑
k=0 ⟨gN , φ˜qkN ⟩N,q φkN∥≤ B ∥{⟨gN , φ˜qkN ⟩N,q}N−1k=0 ∥
`2(CN )≤ B√N ∥{⟨gN , φ˜qkN ⟩N,q}N−1k=0 ∥
`∞(CN )
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≤ B ∥gN∥N,q ∥b˜∥`2 .
The lemma shows that the discrete projection yields a result that is close to the actual continu-
ous dual projection, as long as the dual sequence b˜ does not grow too large in norm. In particular,
the convergence rate with N remains the same, only the constant factor is affected. In practice,
the assumption on the support of b˜ is not restrictive unless N is very small.
3.5 Discrete dual wavelet bases?
We have replaced the continuous dual basis with a discrete one. In view of the close correspondence
between the continuous inner product coefficients vkN = ⟨f, φ˜Nk⟩ and their discrete analogues
vqkN = ⟨f, φ˜qNk⟩N,q, as quantified by Lemma 3.1, we forego the construction of a discrete dual
wavelet basis. We simply retain the primal and dual scaling functions and wavelets, and we
continue to use the wavelet transform given by Wj and W˜j respectively. Thus, the construction
involving the discrete sequence b˜ of the previous section can be thought of merely as a quadrature
scheme to approximate vkN using equispaced samples of f . Compared to other quadrature schemes
for wavelet and scaling coefficients, such as Sweldens quadrature [32], our quadrature discretization
has an additional discrete orthogonality structure that will be used later on.
The construction of a fully discrete wavelet basis based on φ˜qkN would have several disadvan-
tages. First of all, the sequence b˜ has no multiscale structure. Therefore, φ˜qkN does not satisfy
a two-scale relation and further structure would have to be imposed on b˜. Secondly, and more
importantly, changing the dual scaling function from φ˜ to φ˜qkN would affect the primal wavelet.
Finally, there is no guarantee that a discrete dual wavelet basis exists for a given primal scaling
function. We choose to retain the Daubechies and CDF family of scaling functions and wavelets.
Note that the number of dual vanishing moments apparent as p˜ in the naming of the CDF
wavelets cdfpp˜ has no influence on the regularity of the discrete duals φ˜q defined above. It
does change the shape of the primal wavelet basis elements through the alternating-flip relation
gk = (−1)kh˜1−k. The higher p˜, the larger the support of the wavelets. Another effect of the number
of dual vanishing moments is seen in the wavelet transforms. If p˜ < p then the norm of W˜J may
increase significantly. This is illustrated in Table 1. For the purposes of this paper, it seems best
to consider p˜ ≥ p.
p p˜ ∥W10∥ ∥W −110 ∥
1 1 1.00e+00 1.00e+00
3 1.30e+00 1.37e+00
5 1.40e+00 1.54e+00
2 2 2.33e+00 1.41e+00
4 1.76e+00 1.41e+00
6 1.74e+00 1.41e+00
3 1 5.43e+01 2.00e+00
3 5.05e+00 2.00e+00
5 2.97e+00 2.00e+00
p p˜ ∥W10∥ ∥W −110 ∥
4 2 2.94e+02 2.83e+00
4 1.77e+01 2.83e+00
6 5.51e+00 2.83e+00
5 1 9.59e+04 4.27e+00
3 2.85e+03 4.00e+00
5 1.46e+02 4.00e+00
6 2 1.01e+06 5.66e+00
4 3.91e+04 5.66e+00
6 2.00e+03 5.66e+00
Table 1: Norms of CDF DWT matrices WJ and W
−1
J with J = 10.
4 The approximation problem
We formally define the approximation problem. To that end, we introduce notation for the mul-
tivariate approximation. We largely adopt the same notation as was used for B-splines [12], but
12
we replace the spline bases with a tensor product of the wavelet bases (12). Bold letters such as
N denote a vector of length d, N = (N1, . . .Nd), and IN denotes the index set{(i1, . . . , id) ∣ j = 1 . . . , d, ij = 0, . . . ,Nj − 1}.
Furthermore, the tensor product of wavelet bases (12) is written as
ΨN = ΨN1 ⊗⋯⊗ΨNd = {ψkN}k∈IN ψkN(t) = Ψk1N1(t1) ×⋯ ×ΨkdNd(td).
The tensor products of scaling bases and dual bases are denoted analogously.
4.1 Continuous projection
The approximation problem can be discretized in two ways, namely, using inner products and point
evaluation. The former is denoted the continuous projection and leads to the system ANx = bN,
with
AN(k, l) = ⟨ψlN, ψ˜kN⟩Ω, k, l ∈ IN, (19)
bN(k) = ⟨f, ψ˜kN⟩Ω.
Note that the inner products are defined over Ω, but the wavelet basis has been defined on Ξ. If
Ω = Ξ then AN is the identity matrix due to the continuous duality of ΨN and Ψ˜N. In our setting
Ω ⊂ Ξ, hence the matrix entries of AN may differ from 0/1 if one of the functions involved overlaps
with the boundary. It may be difficult to evaluate the inner products on Ω numerically, especially
in the multivariate setting.
We explicitly define the wavelet and scaling basis elements that overlap with the boundary of
a given domain Ω. They are contained in the sets
KN(Ω) = {k ∈ IN ∣ suppφkN ∩Ω ≠ ∅ and suppφkN ∩Ωc ≠ ∅} (20)
and LN(Ω) = {k ∈ IN ∣ suppψkN ∩Ω ≠ ∅ and suppψkN ∩Ωc ≠ ∅} (21)
respectively, where Ωc = Ξ ∖Ω is the complement of Ω in Ξ.
4.2 Discrete projection
For the fully discrete method, we need to define sampling points. Given a basis ΨN, we sample in
a regular (cartesian) grid oversampled by an integer qi > 1 in each dimension:
T qN = {( k1q1N1 , . . . , kdqdNd ) ∣ ki = 0, . . . ,Niqi − 1, i = 1, . . . , d} .
Since Daubechies wavelets can only be evaluated in points k/2j , k ∈ Z, j ∈ N, we choose each
component of q to be dyadic, i.e., qi = 2j , j ∈ N0, when approximating using a Daubechies wavelet
basis.
Only the points in the intersection T q,ΩN = T qN ∩Ω are of interest. The number of points in that
set, M = #T q,ΩN , should be larger than N = Πdj=1Nj in order to obtain the oversampled system
AqNx = bqN. That system is given by
AqN(m, l) = ψlN(tm), l ∈ IN,m ∈ IM (22)
bqN(m) = f(tm),
where tm ∈ T q,ΩN .
The discrete nature of the support in the discrete setting is mirrored in the definition
suppq φlN = suppφlN ∩ T qN.
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This notion of discrete support is used to determine the number of basis elements that overlap
with the boundary of Ω as
KqN(Ω) = {k ∈ IN, ∣ suppq φkN ∩Ω ≠ ∅ and suppq φkN ∩Ωc ≠ ∅} (23)
and LqN(Ω) = {k ∈ IN, ∣ suppq ψkN ∩Ω ≠ ∅ and suppq ψkN ∩Ωc ≠ ∅}. (24)
Assumption 1. We assume that the dimension of the boundary of Ω ⊂ Ξ is exactly one less
than the dimension of Ω itself. This means that we will not consider fractal domains. In other
words, the sets KN(Ω) and KqN(Ω) grow in size as O (N (d−1)/d) since we further assume that the
oversampling is linear, i.e., M = γN , with γ > 1.
Lemma 4.1. Firstly, we have
#LN(Ω) = O(J#KN(Ω)) and #LqN(Ω) = O(J#KqN(Ω)) (25)
where J = Πdj=1Ji = log2(N). Secondly, provided Assumption 1 is satisfied
#LN(Ω) = #LqN(Ω) = O (N (d−1)/d log(N)) . (26)
Proof. The former is a direct consequence of the compact nature of the scaling basis, while the
latter is a combination of the former and Lemma 2.2.
5 The AZ algorithm
In general, the systems introduced in (19) and (22) are severely ill-conditioned. This is the result
of the inherent redundancy of extension frame approximations. One illuminating interpretation
of the redundancy is that an approximation can take any form outside of Ω while not influencing
the behavior on Ω. Extension frames, their ill-conditioning and further implications are studied
in detail in [2, 1]. There, it is advised to solve the ill-conditioned systems using regularization and
oversampling to obtain an numerically stable and accurate approximation. One can, e.g., use a
truncated singular value decomposition (SVD) as a solver. Unfortunately, this solver and other
regularized solvers generally have cubic complexity in N .
Algorithm 1 The AZ algorithm [14]
Input: A,Z ∈ CM×N , b ∈ CM
Output: x ∈ CN such that Ax ≈ b
1: Solve (I −AZ∗)Ax1 = (I −AZ∗)b using a randomized low-rank solver
2: x2 ← Z∗(b −Ax1)
3: x← x1 + x2
The AZ algorithm (Algorithm 1) consists of three simple steps and was introduced in [14] to
reduce the computational complexity. It is a generalization of the algorithms proposed in [28, 29]
for the more specific Fourier extension problem. There, similar ill-conditioned systems have to be
solved since Fourier extension frames are similarly redundant as wavelet extension frames. The cost
of Fourier extension was reduced from cubic to O(N log2(N)) in 1-D [28] and to O(N2 log2(N))
in 2-D [29].
The AZ algorithm was also successfully applied in [12] to reduce the cost of spline extension
approximations to O(N) in 1-D, O (N3/2) in 2-D and O (N3(d−1)/d) in d-D with d > 1. It is this
latter application of AZ, and the corresponding analysis in [12], that we set out to extend to the
wavelet case.
The AZ algorithm is shown in pseudocode in Algorithm 1. It solves Ax = b with a time
complexity O(rTmult + r2M), (27)
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where r is the rank of the system in the first step and Tmult is the time complexity of applying A
and Z∗ to a vector [14]. The residual of the solution corresponds the approximation error in our
setting, and it is equal to the residual of the solution in step one of the algorithm. The matrix Z
can in principle be chosen arbitrarily. However, the goal is to choose Z such that the rank r of the
system in step 1 is small. Loosely speaking, this corresponds to choosing Z∗ as a pseudo-inverse
to a large subspace of the range of A. This is where the discrete biorthogonality properties of the
discrete duals constructed in §3 play a decisive role.
5.1 The choice of Z
First, we will simply state our choice of Z for both the continuous and discrete setting, based on
analogy to previously studied cases. Later on, we will prove why these choices indeed give rise to
a low-rank matrix A −AZ∗A in step 1 of the AZ algorithm. Briefly, we intend to make sure that
Z∗A approximates the identity matrix up to a small perturbation.
In the continuous setting, it suffices to choose ZN equal to the identity. Indeed, recall from
(19) that AN itself is close to the identity matrix in this setting. The perturbation is related to
basis functions that overlap with the boundary.
In order to reuse the results of [12], we introduce the scaling system matrices Aˆ and Zˆ, before
we consider the wavelet system matrices A and Z of (19)-(22) above. In [12], the B-spline system
matrices do not contain inner products with the dual basis as in (19), but with the primal scaling
basis itself. Thus, AˆN is defined as the Gram matrix of ΦN ,
AˆN(k, l) = ⟨φkN, φlN⟩Ω, k, l ∈ IN.
This change is also reflected in the structure of ZˆN. It is not the identity matrix, but rather the
Gram matrix of Φ˜N:
ZˆN(k, l) = ⟨φ˜kN, φ˜lN⟩L2(0,1)d , k, l ∈ IN.
If we denote by WJ the Kronecker product of the d DWT matrices {WJi}di=1, one can verify that
the relation between the wavelet system matrix AN and the scaling system matrix AˆN is given by
AN =WJZˆ∗NAˆNW −1J , (28)
using (13) and (11). Therefore, Z∗NAN =WJZˆ∗NAˆNW −1J as well.
In the discrete setting, we can define both AqN and our chosen matrix Z
q
N in terms of the
pointwise evaluations of the discrete dual scaling functions, followed by the continuous dual wavelet
transform. Let
ZˆqN(m, l) = φ˜qlN(tm) and AˆqN(m, l) = φqlN(tm), m ∈ IM , l ∈ IN, tm ∈ T q,ΩN .
Then
ZqN = ZˆqNW −1J and AqN = AˆqNW −1J (29)
such that (ZqN)∗AqN =WJ (ZˆqN)∗ AˆqNW −1J again using (11).
In the wavelet case Tmult of (27) is O(N), since all matrices are combinations of matrices that
can be applied in O(N) operations. This is because they either contain O(N) non-zero elements
or they can be represented by a (i)DWT.
5.2 The rank and sparsity structure of A −AZ∗A
In order to study the properties of the matrix A−AZ∗A in the wavelet case, we again make use of
the results of [12] for the scaling bases. In the current notation, the approximation in the scaling
basis leads to the matrix Aˆ − AˆZˆ∗Aˆ. We can write A − AZ∗A as a product of this matrix with
DWTs:
AN −ANZ∗NAN =WJAˆNW −1J −WJAˆNW −1J WJZˆ∗NAˆNW −1J
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=WJ (AˆN − AˆNZˆ∗NAˆN)W −1J . (30)
Here, we used (11) and (28). Similarly, for the discrete projection,
AqN −AqN(ZqN)∗AqN = AˆqNW −1J − AˆqNW −1J (ZˆqNW˜ −1J )∗AˆqNW −1J= (AˆqN − AˆqNW −1J (W˜ −1J )∗(ZˆqN)∗AˆqN)W −1J= (AˆqN − AˆqN(ZˆqN)∗AˆqN)W −1J (31)
using (11) and (29).
We restate the results of Theorems 6.1 and 6.2 and Corollary 6.6 in [12] using the notation
above. The proofs are algebraically tedious, yet conceptually straightforward. They rely on two
central observations: (i) the matrices A and Z are highly sparse due to the compact support of the
basis functions and (ii) the effect of Ω ⊂ Ξ compared to the case Ω = Ξ is confined to those basis
functions that overlap with the boundary. The main technical difficulty is to accurately describe
these basis functions and their corresponding index sets.
Lemma 5.1 ([12, Theorem 6.1, Theorem 6.2, Corrollary 6.6]). For the AZ pairs (AˆN, ZˆN) and(AˆqN, ZˆqN), the matrix A −AZ∗A has
1. at most #KN(Ω) and #KqN(Ω) non-zero columns,
2. at most rank #KN(Ω) and #KqN(Ω),
3. O(#KN(Ω)) and O(#KqN(Ω)) non-zero rows,
4. O(#KN(Ω)) and O(#KqN(Ω)) non-zero elements,
respectively. The constants in the big O notation are independent of N .
We will also add a more precise statement on the number of non-zero rows. For this we need
to introduce two more index sets:
MN(Ω) = {k ∈ IN ∣∀l ∈ KN(Ω),∀i ∈ IN ∶
supp φ˜iN ∩ suppφlN ≠ ∅ and suppφiN ∩ suppφkN ≠ ∅} (32)
and
MqN(Ω) = {m ∈ IM ∣∀l ∈ KqN,∀i ∈ IN ∶ suppq φ˜iN ∩ suppq φlN ≠ ∅ and φiN(tm) ≠ 0}. (33)
The set MN(Ω) corresponds to the indices of all dual basis functions that overlap with any primal
basis function that overlaps with the boundary. Similarly, the set MqN(Ω) has indices of all points
in the support of any dual discrete basis function which overlaps with any primal basis function
that overlaps with the boundary.
Theorem 5.2. For the AZ pairs (AˆN, ZˆN) and (AˆqN, ZˆqN), the matrix A − AZ∗A has non-
zero row indices MN(Ω) and MqN(Ω) respectively. Furthermore, #MN(Ω) = O(#KN(Ω)) and
#MqN(Ω) = O(#KqN(Ω)).
Proof. For the AZ pair (AˆN, ZˆN) we proceed similarly as in the proof of [12, Theorem 6.1]. First
we note that:
(I −Z∗A) (k, l) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
δkl if suppφN,l ⊂ Ωc,
0 if suppφlN ⊂ Ω,
δkl − (φlN, φ˜kN)L2(Ω) otherwise. (34)
This is due to the compact support of the basis functions and to the continuous biorthogonality.
In case Ω = Ξ all matrix entries would be zero, here they differ if φN,l is supported outside of Ω
or if it overlaps with the boundary.
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Secondly, multiplication by A on the left yields:
(A(I −Z∗A)) (k, l) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
0 if suppφlN ⊂ Ωc,
0 if suppφlN ⊂ Ω,
akl otherwise,
(35)
where the values akl may or may not be zero.
We note that A − AZ∗A has several columns that are identically zero. The proof of [12,
Theorem 6.1] also shows that the non-zero column indices of A − AZ∗A are given by KN(Ω),
hereafter abbreviated by K.
If we let E ∈ {0,1}N×#K be the extension matrix that extends K to IN,
E(k, l) = δkl, k ∈ IN, l ∈ K,
then the matrix A(I −Z∗A)E contains all non-zero columns of A(I −Z∗A) but has size N ×#K
instead of N ×N .
The matrix (I −Z∗A)E contains a small number of non-zero rows since
[(I −Z∗A)E](k, l) = { δkl − (φlN, φ˜kN)L2(Ω) if l ∈ K
0 otherwise
using (20) and (34). The non-zero row indices of this matrix are in the index set
I1 = K ∪ {k ∈ IN ∣∀l ∈ K ∶ supp φ˜kN ∩ suppφlN ≠ ∅} (36)
so we can rewrite A(I −Z∗A)E as
AE1E
∗
1 (I −Z∗A)E
with E1 ∈ {0,1}N×#IN an extension matrix derived from the index set I1
E1(k, l) = δkl, k ∈ IN, l ∈ I1.
The non-zero row index set of A(I −Z∗A) is thus
{k ∈ IN ∣∀i ∈ I1 ∶ suppφiN ∩ suppφkN ≠ ∅}
which is equivalent to MN(Ω) in (32) after substituting the earlier found expression for I1.
For the AZ pair (AˆqN, ZˆqN), I1 retains the form of (36) but the meaning of K is now the one
in (23). That is why the non-zero row index set of A(I −Z∗A) is (33).
Because of Lemma 5.1, #MN(Ω) = O(#KN(Ω)) and #MqN(Ω) = O(#KqN(Ω)).
Lemmas 2.2 and 5.1, Theorem 5.2 and the relations between the matrices A and Z for the
scaling and wavelet bases (30)-(31) combined lead to the following theorem.
Theorem 5.3. For the AZ pairs (AN, ZN) and (AqN, ZqN), the matrix A −AZ∗A has
1. at most #LN(Ω) and #LqN(Ω) non-zero columns,
2. at most rank #KN(Ω) and #KqN(Ω),
3. O(#LqN(Ω)) and at most #MN(Ω) non-zero rows,
4. O(J#LN(Ω)) and O(J#KqN(Ω)) non-zero elements,
respectively. The constants in the big O notation are independent of N . The index sets are defined
by (20)-(24).
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Figure 6: Timings in seconds of the AZ algorithm (Algorithm 1) applied to the approximation
of (left) f(x) = ex on [0,1/2] using a 1-D wavelet basis on [0,1], (middle) f(x, y) = exy on the
disk with center [1/2,1/2] and radius 0.35 using a 2-D wavelet basis on [0,1]2, (right) f(x, y, z) =
exyz on ball with center [1/2,1/2,1/2] and radius 0.4 using a 3-D wavelet basis on [0,1]3. We
approximate using several wavelets of primal orders 2 to 4, shown with different markers. The
expected asymptotic results of Theorem 5.4 are shown by the black dashed line: O(N) in 1-D,O(N2) in 2-D and O(N7/3) in 3-D.
Proof. 1. One can follow a similar reasoning as in the proofs of Theorem 6.1, Theorem 6.2 in [12]
to obtain this statement. There it is shown that the non-zero column indices of Aˆ−AˆZˆ∗Aˆ are
those of the scaling basis elements that overlap with the boundary, i.e., KN(Ω) and KqN(Ω).
This reasoning applied to A −AZ∗A says that the non-zero column indices are those of the
wavelet basis elements that overlap with the boundary, i.e., LN(Ω) and LqN(Ω).
2. The rank of A − AZ∗A is less than or equal to the rank of Aˆ − AˆZˆ∗Aˆ since A − AZ∗A =
W (Aˆ − AˆZˆ∗Aˆ)W −1 or A −AZ∗A = (Aˆ − AˆZˆ∗Aˆ)W −1 and W is of full rank.
3. In the discrete case Aˆ − AˆZˆ∗Aˆ has at most #MqN(Ω) non-zero rows, so A − AZ∗A which
is the former right-multiplied with a discrete wavelet transform has at most #MqN(Ω) non-
zero rows. In the continuous case, A − AZ∗A = W (Aˆ − AˆZˆ∗Aˆ)W −1 where Aˆ − AˆZˆ∗Aˆ hasO(#KN(Ω)) non-zero rows and W has O(J) non-zero elements per column, thus A−AZ∗A
has O(J#KN(Ω)) = O(#LN(Ω)) non-zero rows.
4. The compact support of the scaling bases ensures that the number of non-zero elements
per column and per row of Aˆ − AˆZˆ∗Aˆ is bounded by a constant independent of N . Hence
Aˆ−AˆZˆ∗Aˆ has O(#KN(Ω)) (O(#KqN(Ω))) non-zero elements (as shown in Lemma 5.1). The
bound on the number of non-zero elements per row and right-multiplication of Aˆ−AˆZˆ∗Aˆ with
W −1 results in a matrix with O(J) elements per row. Therefore, the matrix has O(J#KqN)
non-zero elements.
The same holds for the continuous case. Furthermore, since the matrix still has a bounded
number of non-zero elements per column after right-multiplication withW −1, left-multiplication
with W results in a matrix where the number of non-zero elements per row and per column
grow like O(J) and A−AZ∗A contains in the continuous case O(J#LqN) non-zero elements.
5.3 The vanilla AZ algorithm
We will refer to Algorithm 1 as the vanilla AZ algorithm. Here, the matrices A and Z, as well
as the matrix A −AZ∗A have dimension M ×N , where M is the total number of sample points
and N is the total number of degrees of freedom. We have already established that this algorithm
is not optimal, because the matrix A −AZ∗A has a large number of zero-rows and zero-columns.
Still, because of its apparent simplicity, we state the expected computational complexity. Also, a
18
surprising feature of the low-rank solver we have used in our implementation in step 1 is that its
computational complexity is actually much better.
Theorem 5.4. Provided Assumption 1 is satisfied, the AZ algorithm (Algorithm 1) using the
AZ pairs (AN, ZN) and (AqN, ZqN) can be implemented with O(N) operations in 1-D, O(N2)
operations in 2-D and O(N (3d−2)/d) operations in d-D, d > 1.
Proof. Recall that the computational of the AZ algorithm, Algorithm 1, is
O(rTmult + r2M).
Assumption 1 combined with Theorem 5.3 shows that r = O(N (d−1)/d). In §5.1 it was shown that
Tmult isO(N). The full AZ-algorithm therefore requiresO(N) operations in 1-D, andO(N (3d−2)/d)
operations in d-D, d > 1.
Theorem 5.4 is illustrated in Figure 6. In these numerical results we only consider the discrete
setting, because the inner product integrals in (19) are not trivial to compute. The complete code
for this experiment and the following experiments is available online [10, 11].
As a low-rank solver in step 1 of the algorithm we have used the low-rank QR solver imple-
mented in [24]. It is an algorithm that builds the QR factorization of a matrix A by random
sampling. This means that A is sampled by multiplying A with r random vectors. It is an
adaptive algorithm that determines r adaptively in order to obtain an accurate factorization [23].
The low-rank QR is in general a bit more efficient than the low-rank SVD implemented in the
same package. We note in Figure 6, to our surprise, that the AZ algorithm outperforms the
expected complexity of Theorem 5.4. The experimental time complexity follows the dotted line
more closely than the dashed one in 2-D and 3-D. We did not explicitly indicate our knowledge
of the low number of non-zero rows (see Theorem 5.3) to the low-rank solver. However, the solver
apparently took notice automatically and used it to its advantage, lowering the time complexity
to that of Theorem 5.5 in the following section. There, we do assume an algorithm that explicitly
uses knowledge of the non-zero rows and columns.
5.4 The reduced AZ algorithm
Following Theorem 5.3 the non-zero rows and columns are described by the index sets LqN(Ω) (orLqN(Ω) in the discrete setting) and MqN(Ω) (MqN(Ω)). To ease notation, we will use L and M
instead if the meaning is independent of the context or can be deduced out of the context.
By iterating once over all wavelet basis functions and checking their support one can determine
the indices in L in O(N) operations. Indeed, owing to the completely regular structure of the
bases involved, the supports of the basis functions are easily computed. From the definitions
(32)-(33) we see that we can compute M by first computing K — this in O(N) operations by
iterating over all scaling basis elements — then checking their overlap with the duals, again inO(N) operations.
If these index sets are known we can create the (sparsely representable) extension and restric-
tion matrices E = {0,1}N×#L and R = {0,1}#M×M :
E(k, l) = δkl, k ∈ IN, l ∈ L
R(k, l) = δkl, k ∈M, l ∈ Im.
With these matrices we construct the matrix R(I −AZ∗)AE that holds the same information
as A −AZ∗A but without all known zero rows and columns. This matrix is used in the reduced
AZ algorithm (Algorithm 2) [12]. The number of non-zero columns of R(I −AZ∗)AE still grows
at a faster rate than its rank, see Theorem 5.3. That is why in the following theorem we distin-
guish between a full direct solver, such as a pivoted QR, and a low-rank direct solver, such as
a randomized low-rank QR. Note also that reducing the size does not change the complexity of
applying the matrices. Both A−AZ∗A and R(I −AZ∗)AE result in a matrix-vector multiply that
takes O(N) operations.
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Algorithm 2 The reduced AZ algorithm [12, Algorithm 2]
Input: A,Z ∈ CM×N , b ∈ CM ,  > 0
Output: x ∈ CN such that Ax ≈ b
1: Determine E which extends the index set L to IN
2: Determine R which restricts IM to the indices of non-zero rows of (I −AZ∗)AE.
3: Solve R(I −AZ∗)AEx1 = R(I −AZ∗)b
4: x2 ← Z∗(b −AEx1)
5: x← Ex1 + x2
Theorem 5.5. Provided Assumption 1 is satisfied, the reduced AZ algorithm (Algorithm 2) using
the AZ pair (AN, ZN) can be implemented with
1. O(N log(N)) operations in 1-D, O(log(N)3N3/2) operations in 2-D and O(log(N)3N3(d−1)/d)
operations in d-D with d > 1 if a full direct solver is used in the 3rd step.
2. O(N) operations in 1-D, O(log(N)N3/2) operations in 2-D and O(log(N)N3(d−1)/d) oper-
ations in d-D with d > 1 if a low-rank direct solver is used in the 3rd step.
Using the AZ pair (AqN, ZqN) the reduced AZ algorithm can be implemented with
1. O(N log(N)) operations in 1-D, O(log(N)2N3/2) operations in 2-D and O(log(N)2N3(d−1)/d)
operations in d-D with d > 1 if a full direct solver is used in the 3rd step.
2. O(N) operations in 1-D, O(N3/2) operations in 2-D and O(N3(d−1)/d) operations in d-D
with d > 1 if a low-rank direct solver is used in the 3rd step.
Proof. The proof largely follows [12, Theorem 6.8], with the exception of a factor O(J) in some
places and using Theorem 5.3.
The extension matrix E can be constructed in O(N) operations by iterating once over all
wavelet basis functions. The matrix R can be constructed in O(N) by creating the set M. For
the discrete case, this immediately gives the non-zero row indices. For the continuous case, an
additional DWT is needed to find these non-zero row indices.3 The matrix R(A −AZ∗A)E has
size m × n, where
1. n = #L = O(JN (d−1)/d)
2. m = O(#Lq) = O(N (d−1)/d) in the continuous setting and m = #M = O(N (d−1)/d) in the
discrete setting.
However, by Theorem 5.3 and Assumption 1 its rank r is only O(K) = O(N (d−1)/d).
Next, creating and solving the m × n linear system with a direct solver requires O(nTmult +
mn2) operations, while it takes O(rTmult +mr2) with a low-rank solver. Therefore, the full time
complexity of the algorithm is
O(N + nTmult + nM +mn2) = O(nN +mn2)
with a full direct solver and
O(N + rTmult + nM +mr2) = O(rN +mr2)
with a low-rank direct solver, where we take linear oversampling M = O(N) into account and all
matrices can be applied in O(N) operations, so Tmult = O(N). Filling in the results obtained
earlier in the proof results in the statement of the theorem.
3For completeness, in our implementation we have performed a DWT on a vector of length N with a NaN instead
of a floating point number at the indices K (non-zero indices of AˆN − AˆNZˆ∗NAˆN). Since a mathematical operation
between a NaN and a floating point number results in a NaN, the resulting vector thus contains NaNs at the non-zero
indices of WJ(AˆN − AˆNZˆ∗NAˆN).
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Figure 7: Timings in seconds of the reduced AZ algorithm (Algorithm 2) applied to the approx-
imation problems of Figure 6. Top row: A full direct solver is used in step 3 of the algorithm.
Bottom row: A low-rank solver. The expected asymptotic results of Theorem 5.5 are shown by
the black dashed line. The timings of Figure 6 (vanilla AZ) are repeated with black dotted lines.
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Figure 8: The bottom middle panel of Figure 7 in more detail.
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Algorithm 3 The sparse AZ algorithm [12, Algorithm 3]
Input: A,Z ∈ CM×N , b ∈ CM
Output: x ∈ CN such that Ax ≈ b
1: Create sparse matrix (I −AZ∗)A
2: Solve (I −AZ∗)Ax1 = (I −AZ∗)b using sparse QR
3: x2 ← Z∗(b −Ax1)
4: x← x1 + x2
The statements in Theorem 5.5 are corroborated in Figure 7. The difference in time complexity
between a full and a low-rank direct solver is only a matter of logarithmic factors. However, the
experiments indicate that the low-rank solver is the better choice, at least in our implementation,
since apart from slightly improved time complexity its cost seems also substantially lower in
absolute terms. As noted at the end of §5.3, the reduced AZ algorithm does not perform much
better than vanilla AZ (in the dotted lines) since the randomized solver seems to take advantage
of the non-zero rows. There are however some advantages to explicitly removing the zero columns
and rows. First, the sampling matrix in the low-rank solver reduces in size from O(N ×N (d−1)/d)
to O(N (d−1)/d log(N) ×N (d−1)/d). Secondly, all matrices and decompositions stored are smaller.
Finally, we do not need to select a solver that implicitly takes care of the zero rows.
From Figure 8 it is clear that Daubechies wavelets are less efficient than CDF wavelets (in our
implementation). Furthermore, we see that wavelets with higher p˜ and hence larger support are
less efficient than those with a lower number of dual vanishing moments. Of course, their wider
support results in a larger number of basis functions that overlap with the boundary.
The left bottom panel of Figure 11 shows the residual of the experiments in Figure 8, but with
q = (4,4) instead of q = (2,2). The residual directly corresponds to the approximation error in the
point samples. We see the expected algebraic convergence and that wavelets with a higher order
converge faster. Note that the oversampling factors q = (4,4) were needed here to make a clear
distinction between the experimental CDF convergence rates. With q = (2,2), the choice in the
previous experiments including Figure 8, both cdf3p˜ and cdf4p˜ appear to converge approximately
at the same rate. Increasing the oversampling factor makes the difference in convergence rates
more pronounced.
5.5 The sparse AZ algorithm
Finally, we consider an algorithm that only exploits the sparsity of the matrices A, Z and A−AZ∗A.
As for B-splines in [12], here we use the sparse direct rank-revealing QR decomposition of [21] in
the first step of the AZ algorithm instead of a low-rank solver.
The sparse AZ algorithm is formulated in Algorithm 3. The first step is the creation of the
matrix A −AZ∗A in sparse form. It was shown in [12] that a sparse version Aˆ − AˆZˆ∗Aˆ (holdingO(N (d−1)/d) non-zero values and O(1) non-zero elements in each column and row) can be created
inO(N) operations. Given this sparse matrix Aˆ−AˆZˆ∗Aˆ, we can easily create the matrix containing
its non-zero columns Aˆ(I − AˆZˆ∗)AˆE with
E(k, l) = δkl, k ∈ IN, l ∈ K.
It remains to construct the sparse matrix E∗W −1 since
A −AZ∗A = Aˆ(I − AˆZˆ∗)AˆEE∗W −1.
Provided Assumption 1 is satisfied, we deduce from Lemma 2.2 that E∗W −1 has O(N (d−1)/d logN)
non-zero elements, i.e., O(N (d−1)/d) rows with O(logN) elements each. Because of the structure in
both matrices the standard sparse matrix-matrix multiply in Julia 1.3 performs the multiplication
of A(I − AˆZˆ∗)AˆE with EW −1 in O(N (d−1)/d log(N)).
Hence, for the best possible time complexity in the first step of the sparse AZ algorithm, we
need to construct E∗W −1 in O(JN (d−1)/d) operations. Here, we present an algorithm that in
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Figure 9: Timings in seconds of the sparse AZ algorithm (Algorithm 3) applied to the approxima-
tion problems of Figure 6. In the black dashed line: O(N). The timings of Figure 6 are repeated
in the black dotted lines.
the worst case is O(N logN). An inspection of §2.3 using compactly supported sequences and
convolutions instead of matrices yields the insight that each column of W −1Ji (1-D iDWT transform)
contains a shifted version of either one of
gJ , (37)[gJ−1]↑21 ⋆ hJ ,[gJ−2]↑22 ⋆ [hJ−1]↑21 ⋆ hJ ,⋮[g1]↑2J−1 ⋆ [h2]↑2J−1 ⋆⋯ ⋆ [hJ−1]↑21hJ ,[h1]↑2J−1 ⋆ [h2]↑2J−1 ⋆⋯ ⋆ [hJ−1]↑21hJ
where we left out the dimension subindex to Ji and where [a]↑q denotes upsampling and aJ
periodisation: ([a]↑q)k = akq, (aJ)k =∑
l∈Zak+l2J .
A convolution a ⋆ b can be computed in O(n logn) operations with n the sum of the supports
of a and b using the Fast Fourier Transform. The top filter in (37) has constant support, but
the support lengths grow steadily up to Ji2
Ji . Therefore, the Ji + 1 filters can be computed inO(Ni logNi) operations.
If we assume that the degrees of freedom are evenly distributed over all dimensions, then we
have Ni = O(N1/d) and the total number of nonzero entries in E∗W −1 is O(JN (d−1)/d). Hence,
knowing their locations, the sparse matrix can also be constructed in O(JN (d−1)/d) operations. In
the worst case, if one dimension has all degrees of freedom, then the cost of the full construction
algorithm of the sparse E∗W −1 may be as large as O(N logN). This is unlikely to be the case in
practice.
Figure 9 shows that the sparse AZ algorithm appears to be more efficient than the algorithms
above, especially in the lower dimensions. In 3-D, the level of sparsity is not yet high enough to
show a possible advantageous effect of using a sparse solver.
We also compare coefficient norm and residual of the different algorithms. For the coefficient
norm, it is known for the vanilla and reduced AZ algorithms that a small-norm coefficient will be
returned if it exists, since the solver in step 1 is closely related to a truncated SVD solver [2, 1, 14].
For the direct sparse QR solver of [21], no analogous error analysis is known, hence the coefficient
norm might be large. While this was not the case for spline extension in [12], coefficients are
indeed larger using wavelet extensions as shown in Figure 11. Both the sparse AZ and a direct
sparse QR solver are affected. This has a negative impact on the residual, as is also shown in
Figure 11.
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Figure 10: Timings in seconds of the direct sparse QR solver applied to the approximation problems
of Figure 6. In the black dashed line: O(N). The timings of Figure 9 are repeated in the black
dotted lines.
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Figure 11: Residual (top) and coefficient norm (bottom) of 2-D problem in Figure 6, but with
q = (4,4) instead of q = (2,2) using reduced AZ, sparse AZ and sparse QR (left to right).
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6 Adaptively smoothed wavelet AZ algorithm
In this final section we compare the use of wavelet-based extensions to the simpler setting of
spline-based extensions.
The approximation space spanned by a basis of B-splines is exactly the same as that spanned
by spline-based wavelets. Indeed, the wavelet transform is merely a change of basis. Therefore,
the best approximations are the same:
arg min
u∈spanΦN ∥f − u∥ = arg minu∈spanΨN ∥f − u∥.
In typical applications of wavelets their compression properties play a major role. That is not
really the case here: the wavelet least squares matrix A is even somewhat less sparse than the
corresponding matrix Aˆ using B-splines.
Another beneficial property of wavelets is the multiresolution nature of the approximation.
In particular, unlike with B-splines, it is possible to associate different weighting factors with
different scales. This enables the construction of bases for a range of function spaces with varying
smoothness properties. For example, methods for the solution of partial differential equations
employ wavelet bases for Sobolev spaces [15]. In our setting, weighing different wavelet scales
allows one to obtain smoother approximations. The increased smoothness is only visible in the
extension Ξ∖Ω of the wavelet frame, since the approximation always resembles the function itself
in the interior Ω.
A smooth extension is not guaranteed by the methods described in §5. A least squares solver
aims to minimize the residual of the system with a minimal norm solution. Therefore, the resulting
wavelets coefficients do not necessarily decrease with increasing scale, even when approximating
smooth functions [13]. All coefficients have roughly similar size. In contrast, when approximating
with a regular basis, the decrease of wavelet coefficient size is guaranteed for smooth functions,
depending on the order of the multiresolution analysis at hand.
Algorithm 4 The smoothed AZ algorithm
Input: A,Z ∈ CM×N , b ∈ CM , W ∈ RN×N+
Output: x ∈ CN such that Ax ≈ b
1: Solve (I −AZ∗)AWx1 = (I −AZ∗)b using a randomized low-rank solver
2: x2 ← Z∗(b −AWx1)
3: x←Wx1 + x2
Smoothing can be introduced by switching to a weighted least squares formulation. We weigh
the wavelet coefficients using the smoothed AZ algorithm (Algorithm 4). We simply add a diagonal
weight matrix in the first step of the AZ algorithm, replacing x1 by Wx1, and leave the other steps
unchanged. The diagonal matrix has weights that depend on the scale of the corresponding entries
of x1. Much in the same way, the weighted reduced and sparse AZ algorithms can be formulated
and implemented. Note that a weighted least squares problem is only being solved in step 1, not
in step 2. The dual does not require modifications in this formulation.
We aim for a coefficient vector in which the coefficients decrease in size with increasing scale.
The logic is as follows. Say a function is approximated on a coarse scale J− 1 with approximation
error e1. It can be expected that this approximation can be refined by adding wavelet coefficients
on finer scales with size on the order of O(e1). We ensure that the coefficients on the finer scale
have that size simply by choosing the corresponding diagonal entries of W equal to e1. The
function is now approximated on the finer scale, say with an approximation error e2. This error
can be used to weight the next scale of coefficients, and so on. Thus, we obtain a diagonal weighting
operator parametrized with the weights e1, . . . , eL and size N, L ≤ log2(Ni), i = 1, . . . , d:
W (k, l; [e1, e2, . . . , eL],N) = δk,lemin{1,L−mini=1,...,d{log2(Ni)−L}} k, l ∈ IN. (38)
We use the size of the right hand side as an initial weight for the first approximation. This way
we arrive at the adaptive Algorithm 5.
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Figure 12: Wavelet extension approximation of f(x) = ex on [0,0.6] using cdf33, N = 256, q = 2.
Approximation and extension (left) and coefficient size (right) when using the adaptively weighted
reduced AZ algorithm (red), a pivoted QR (blue), the reduced AZ algorithm (brown).
Figure 13: Approximation of f(x, y) = exy on [0,1/2]2, N = [64,64],q = [4,4]. Top row: Cubic
spline extension approximation. Mid and bottom row: cdf33 wavelet extension approximation.
Top and mid row: The approximant on [0,1]2. Bottom row: the coefficient size. Left: The
reduced AZ algorithm . Mid: The adaptively weighted reduced AZ algorithm. Right: A pivoted
QR.
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Algorithm 5 The adaptively weighted AZ algorithm
Input: N, q, f , Ω ⊂ Ξ, wavelet types
Output: x (the wavelet extension coefficients)
1: n←N −min(N) + 1
2: e← ∥bqn∥
3: while n < N do
4: W ←W (⋅, ⋅; e,N)
5: x← Apply the smoothed AZ algorithm with Aqn, Zqn , bqn, W
6: e← [e; ∥Aqnx − bqn∥]
7: n← 2n
wavelet extension spline extension∥x∥ ∥Ax − b∥ ∥x∥ ∥Aˆx − b∥
Reduced AZ 1.58 1.14e-06 47.00 1.14e-06
Weighted reduced AZ 3.37 1.14e-06
Pivoted QR 1.56 1.14e-06 47.00 1.14e-06
Sparse AZ 1.58 1.14e-06 47.00 1.14e-06
Weighted sparse AZ 3.38 1.14e-06
Table 2: Wavelet coefficient norms and residual error.
We illustrate the adaptive Algorithm with a simple example in 1D first. In Figure 12 we
compare to a pivoted QR and the reduced AZ algorithm (both without smoothing). The function
f(x) = ex is approximated on the interval [0,0.6] using a cdf33 wavelet extension. The weighted
algorithms very clearly leads to the smoothest extension (shown in the left panel). In the right
panel, the sizes of the wavelet coefficients are compared. The approximation domain [0,0.6] is
visible in all levels of the wavelet coefficients. There, all coefficients have rougly similar size (the
three lines overlap) because they approximate the same function. The coefficients differ in the
extension [0.6,1]. There, it is seen that the smoothed approximation (red line) yields significantly
smaller coefficients than the non-smoothed approximations.
In Figure 13 and Table 2 we compare the adaptive Algorithm 5 using both sparse (only in
table) and reduced AZ with the original non-smoothed reduced and sparse AZ algorithm. Also we
compare with a simple pivoted QR. Finally, we compare wavelet extension with spline extension
approximation as in [12] where no adaptive weighting is possible.
The smoothed approximation (the middle column of Figure 13 and second row of the table)
leads to a visually smoother extension. We also see that the non-smoothed methods tend to result
in larger wavelet coefficients at the boundary. For the smoothed result, one can also see that the
wavelet coefficients at a coarse scale are larger then those at a finer scale. The approximant itself
also takes another shape. The spline extension approximant will drop down to zero outside of Ω.
Choosing a wavelet extension instead of a spline extension has no effect on the residual, nor does
weighting. As expected, the pivoted QR leads to the smallest coefficient norm.
7 Concluding remarks
We have shown that wavelet approximation on general domains is possible and efficient using
regular wavelets defined on a bounding box. Compared to existing wavelet literature, we have
had to compute a discrete dual scaling sequence. Apart from this construction, with values listed
exhaustively in the appendix, well-known scaling functions and wavelets could be used.
The ill-conditioning of the extension problem necessitates a least squares formulation with
regularization. The proposed algorithms have a complexity of O(N) operations in 1-D, O(N3/2)
in 2-D and O(N3(d−1)/d) in d-D, d > 1. This should be compared to the cubic cost of standard
direct solvers. The algorithms required a detailed study of the sparsity structure of all the matrices
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k db2
1 2.6389584337646843
2 3.8637033051562737 0.12940952255126012
3 0.7071067811865474
4 -1.0352761804100834 -0.48296291314453427
5 0.18946869098150604
k cdf31
-2 0.3535533905932738
-1 1.4142135623730951 -0.17677669529663703
0 2.121320343559643 0.7071067811865476
1 1.4142135623730951 -0.17677669529663687
2 0.3535533905932738
k db3
1 1.711703195299721
2 3.63830500187592 -0.0012134914677774413
3 1.247682791903474 0.02435873888065617
4 -1.0913117263517993 0.16899390552758248
5 -0.04234322675143443 0.7980018678049798
6 0.269457311225099 2.4036661942863304
7 -0.0892122768840828 -5.741389143657221
8 0.011976537996970554 2.701135319218721
9 0.0005966411785128591
k cdf42
-3 0.05892556509887896
-2 0.4714045207910316 0.058925565098878696
-1 1.355287997274216 -0.4714045207910281
0 1.8856180831641276 1.1785113019775755
1 1.3552879972742171 -0.4714045207910299
2 0.47140452079103 0.05892556509887848
3 0.05892556509887875
k db4
1 0.9281184683951778 -0.0009679452571134971
2 2.848706884229112 0.00734700187024821
3 2.481365240821777 0.07373328922533529
4 -0.09570535866183345 0.10889244990221354
5 -0.6845007058653815 0.42109222379000844
6 0.11203530716940972 2.166676570753769
7 0.09701428436973923 1.8834043099303606
8 -0.0332746298543078 -16.336082959145102
9 0.006087195587662892 17.749143869466998
10 -0.003388335759322769 -5.51513309994731
11 0.0003434396086452516 -0.3034016016000655
12 5.325762313281169e-5 0.09884928187755511
13 -7.981714296518615e-7
Table 3: Values of sampled father function and compactly supported dual with minimal support
and q = 2, i.e., b2k (second column) and b˜2k (third column). The second and third column hold the
non-zero values of b2k b˜
2
k, respectively. Compare them with the sequences shown in Figures 4 and 5
that show them for q = 4.
involved.
The use of a general sparse QR function does not require such detailed study of the structure.
As such, it is simpler to implement. The results experimentally appear to be more efficient.
However, it also seems less stable.
A Appendix
The values of the discrete duals that were used for the experiments in this paper are tabulated in
Table 3.
References
[1] B. Adcock and D. Huybrechs, Frames and numerical approximation II: generalized sam-
pling, submitted, (2017).
[2] , Frames and numerical approximation, SIAM Rev., 61 (2019), pp. 443–473.
[3] A. Barinka, T. Barsch, P. Charton, A. Cohen, S. Dahlke, W. Dahmen, and
K. Urban, Adaptive Wavelet Schemes for Elliptic Problems—Implementation and Numerical
Experiments, SIAM J. Sci. Comput., 23 (2001), pp. 910–939.
28
[4] G. Beylkin, R. R. Coifman, and V. Rokhlin, Fast wavelet transforms and numerical
algorithms I, Comm. Pure Appl. Math., 44 (1991), pp. 141–183.
[5] O. Christensen, An Introduction to Frames and Riesz Bases, Birkhauser, 2 ed., 2016.
[6] C. K. Chui and H. Diamond, A natural formulation of quasi-interpolation by multivariate
splines, Proc. Amer. Math. Soc., 99 (1987), pp. 643–646.
[7] A. Cohen, W. Dahmen, and R. DeVore, Adaptive wavelet schemes for nonlinear varia-
tional problems, SIAM J. Numer. Anal., 41 (2003), pp. 1785–1823.
[8] A. Cohen, W. Dahmen, and R. A. DeVore, Adaptive wavelet methods for elliptic operator
equations: Convergence rates, Math. Comput., 70 (2000), pp. 27–76.
[9] A. Cohen, I. Daubechies, and J.-C. Feauveau, Biorthogonal bases of compactly sup-
ported wavelets, Commun. Pure Appl. Math., 45 (1992), pp. 485–560.
[10] V. Coppe´, FrameFunTranslates.jl v0.1.3. https://github.com/FrameFunVC/
FrameFunTranslates.jl, 2020.
[11] , FrameFunWavelets.jl v0.1.3. https://github.com/FrameFunVC/FrameFunWavelets.
jl, 2020.
[12] V. Coppe´ and D. Huybrechs, Efficient function approximation on general bounded do-
mains using splines on a cartesian grid, Submitted, (2019).
[13] , On the adaptive spectral approximation of functions using redundant sets and frames,
In preparation, (2020).
[14] V. Coppe´, D. Huybrechs, R. Matthysen, and M. Webb, The AZ algorithm for least
squares systems with a known incomplete generalized inverse, In review, (2019).
[15] W. Dahmen, Wavelet and multiscale methods for operator equations, in Acta Numerica,
A. Iserles, ed., vol. 6, Cambridge Univ. Press, Cambridge, 1997, pp. 55–228.
[16] W. Dahmen, H. Harbrecht, and R. Schneider, Compression techniques for boundary
integral equations – asymptotically optimal complexity estimates, SIAM J. Numer. Anal., 43
(2006), pp. 2251–2271.
[17] W. Dahmen and C. Michelli, On the approximation order from certain multivariate spline
spaces, J. Austral. Math. Soc. Ser. B, (1984), pp. 233–246.
[18] I. Daubechies, Orthonormal bases of compactly supported wavelets, Commun. Pure Appl.
Math., 41 (1988), pp. 909–996.
[19] , Ten lectures on wavelets, vol. 61, SIAM, 1992.
[20] I. Daubechies and J. C. Lagarias, Two-Scale Difference Equations II. Local Regularity,
Infinite Products of Matrices and Fractals, SIAM J. Math. Anal., 23 (1992), pp. 1031–1079.
[21] T. Davis, Multifrontral multithreaded rank-revealing sparse QR factorization, in Dagstuhl
Seminar Proceedings, Schloss Dagstuhl-Leibniz-Zentrum fu¨r Informatik, 2009.
[22] C. De Boor and Q. Jia, Controlled approximation and a characterization of the local
approximation order, Proc. Amer. Math. Soc., 95 (1985), pp. 547–553.
[23] N. Halko, P.-G. Martinsson, and J. A. Tropp, Finding structure with randomness:
Probabilistic algorithms for constructing approximate matrix decompositions, SIAM Rev., 53
(2011), pp. 217–288.
29
[24] JuliaMatrices, LowRankApprox.jl v0.4. https://github.com/JuliaMatrices/
LowRankApprox.jl, 2019.
[25] S. Mallat, A wavelet tour of signal processsing, Academic Press, Burlington, 2 ed., 2009.
[26] S. G. Mallat, Multiresolution approximations and wavelet orthonormal bases of L2(R), T.
Am. Math. Soc., 315 (1989), pp. 69–87.
[27] , A theory for multiresolution signal decomposition: the wavelet representation, IEEE
Trans. Pattern Anal. Mach. Intell., 11 (1989), pp. 674–693.
[28] R. Matthysen and D. Huybrechs, Fast algorithms for the computation of Fourier exten-
sions of arbitrary length, SIAM J. Sci. Comput., 38 (2016), pp. A899–A922.
[29] , Function approximation on arbitrary domains using Fourier extension frames, SIAM
J. Math. Anal., 56 (2018), pp. 1360–1385.
[30] R. Stevenson, Adaptive solution of operator equations using wavelet frames, SIAM J. Math.
Anal., 41 (2003), pp. 1074–1100.
[31] R. Stevenson, On the compressibility of operators in wavelet coordinates, SIAM J. Math.
Anal., 35 (2004), pp. 1110–1132.
[32] W. Sweldens and R. Piessens, Quadrature formulae and asymptotic error expansions for
wavelet approximations of smooth functions, SIAM J. Numer. Anal., 31 (1994), pp. 1240–1264.
[33] R. O. Wells and X. Zhou, Wavelet solutions for the Dirichlet problem, Numer. Math., 70
(1995), pp. 379–396.
30
