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Abstract
We continue the work initiated in [29], where we introduced a new stable symmetric monoidal (∞, 1)-
category SHnc(k)
⊗ encoding a motivic stable homotopy theory for the noncommutative spaces of Kontse-
vich [18, 19, 20] and obtained a canonical monoidal colimit-preserving functor L⊗ : SH(k)⊗ → SHnc(k)
⊗
relating this new theory to the (∞, 1)-category SH(k) encoding the theory of Morel-Voevodsky [24, 41].
For a scheme X this map recovers the dg-derived category of perfect complexes Lpe(X).
In this sequel we address the study of the different flavours of algebraic K-theory of dg-categories.
As in the commutative case, these can be understood as spectral valued ∞-presheaves over the category
of noncommutative smooth spaces and therefore provide objects in SHnc(k) once properly localized.
Our first main result is the description of non-connective K-theory of dg-categories [31, 9] as the non-
commutative Nisnevich sheafification of connective K-theory. In particular it follows that its further
A1-localization is an object in SHnc(k). As a corollary of the recent developments in [4], we prove that
this object is a unit for the monoidal structure.
As a first immediate corollary we obtain a precise proof for an original conjecture of Kontsevich
claiming that K-theory gives the correct mapping spaces in noncommutative motives. A second major
consequence is the discovery of a canonical factorization of our functor L⊗ : SH(k)⊗ → SHnc(k)
⊗
through ModKH(SH(k)) - the (∞, 1)-category of modules over the commutative algebra object KH in
SH(k) representing homotopy invariant algebraic K-theory of schemes. To conclude and as a corollary
of the results in [28] we show that if k is a field admitting resolutions of singularities, this factorization
is fully faithful, so that, at the motivic level, no information (below K-theory) is lost by passing to the
noncommutative world.
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1 Introduction
1.1 Notations
This paper is a sequel to our previous work [29]. We continue to use the theory of quasi-categories [15, 21] as
a model for (∞, 1)-categories and will follow the same notations, conventions and universe considerations. In
particular, whenever we say ”commutative diagram in a quasi-category C”, we actually mean the existence of
an higher cell in C providing the commutativity. For the reader’s convenience, references to [29] will appear
as [I, x.xx]. Moreover, we will continue to make extensive use of the tools developed by J. Lurie in [21, 22]
and assume the reader is familiar with those.
For the rest of this paper we will fix k a base commutative ring.
1.2 Previous Work
To start with, let us briefly and suitably summarize our previous results :
1) Let N(Smft(k))× be the category of smooth schemes of finite type over k, endowed with the monoidal
structure induced by the cartesian product. We provided a universal characterization for the symmetric
monoidal (∞, 1)-category SH(k)⊗ encoding the motivic stable homotopy theory of Morel-Voevodsky
[24, 41]: namely, for any pointed presentable symmetric monoidal (∞, 1)-category D⊗, the composition
with the canonical monoidal map N(Smft(k))× → SH(S)⊗
Fun⊗,L(SH(k)⊗,D⊗)→ Fun⊗(N(Smft(k))×,D⊗) (1.1)
is fully-faithful and its image consist of those monoidal functors satisfying Nisnevich descent, A1-invariance
and such that the cofiber of the image of the point at∞ in P1 is an tensor-invertible object (see [I,5.11]).
Throughout this paper, it will be convenient to use the equivalent description of SH(k)⊗ given in [I,5.4],
namely, as the composition of monoidal functors
2
N (AffSmft(k))× 
 (Σ
∞
+ ◦j)
⊗
// Fun(N (AffSmft(k))op, Ŝp)⊗
l
⊗
Nis

FunNis(N (AffSm
ft(k))op, Ŝp)⊗
?
OO
l
⊗
A1



FunNis,A1(N (AffSm
ft
(k))op, Ŝp)⊗
?
OO
Σ⊗
Gm

FunNis,A1(N (AffSm
ft
(k))op, Ŝp)⊗[G−1m ] ≃ SH(k)
⊗
(1.2)
with N (AffSm
ft
(k))× the nerve of the standard category of smooth affine schemes of finite type over
k endowed with the cartesian product and Ŝp the big (∞, 1)-category of spectra, obtained from the
stabilization of the big (∞, 1)-category of spaces Ŝ. The first map Σ∞+ ◦ j is the composition of the
Yoneda’s map with the stablization map 1 and the second and third maps are, respectively, the Nisnevich
and A1 reflexive monoidal localizations. The last map is the formal inversion of Gm with respect to
the monoidal structure (see [I,4.8]). By our previous results, the last step can be identified with the
stabilization with respect to the multiplication by Gm (see [I,4.24] for the complete details). Because of
the Adjoint Functor Theorem [21, Corollary 5.5.2.9], this last functor also has a right adjoint which we
will denote as Ω∞
Gm
.
Remark 1.1. Notice that all the (∞, 1)-categories in the vertical column of the previous diagram are
stable. The first, Fun(N (AffSm
ft
(k))op, Ŝp), is stable because limits and colimits are computed ob-
jectwise in Ŝp (see [21, 5.1.2.3]), which is stable. The others require a small discussion. In general, a
reflexive localization of a stable (∞, 1)-category is stable if and only if the localization functor is left exact
[22, Lemma 1.4.4.7]. Here we will use a different argument rather than the discussion of left-exactness.
Namely, we use the description of stability for the pointed presentable setting given by our method of
inverting the topological circle S1, as explained in [I,4.28]. In this case, the fact that the two reflexive
localizations are stable follows from the combination of i) the fact that Fun(N (AffSm
ft
(k))op, Ŝp) is
stable, ii) the fact that each functor in the diagram is monoidal and colimit preserving and finally iii)
the fact that both the Nisnevich and A1 localizations are pointed, which follows from the fact that the
zero object in Fun(N (AffSm
ft
(k))op, Ŝp) is of course Nisnevich local and A1 invariant. The last is stable
because Gm is a symmetric object (see [I,4.18] and [I,4.19], together with [I,4.25].
2) Let Dg(k)idem,⊗ be the symmetric monoidal (∞, 1)-category underlying the homotopy theory of small
dg-categories equipped with the Morita model structure of [33] and let Dg(k)ft ⊆ Dg(k)idem be the full
subcategory spanned by the small dg-categories of finite type of Toe¨n-Vaquie´ [39]. In our previous work
we defined the (∞, 1)-category NcS(k) of smooth noncommutative spaces as the opposite of Dg(k)ft and
defined the tensor product of two noncommutative spaces as the tensor product between their underlying
dg-categories of finite type. Finally, we explain how to write the formula X 7→ Lpe(X) sending a smooth
1 More precisely, it is the composition
N (AffSmft(k))
  j // Pbig(N (AffSmft(k)))
(−)+ // Pbig(N (AffSmft(k)))∗
Σ∞ // Fun(N (AffSmft(k))op, Ŝp) (1.3)
with j the Yoneda’s embedding , (−)+ the pointing map , Σ∞ the stabilization and we recall that Stab(Pbig(N (AffSm
ft(k)))) ≃
Fun(N (AffSmft(k))op, Ŝp) .
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affine scheme X to its associated dg-category of perfect complexes Lpe(X) as a monoidal functor Lpe :
N (AffSmft(k))× → NcS(k)⊗ (see [I,6.3.3]).
3) We introduced a noncommutative version of the Nisnevich topology [I,6.44] and used it to construct a
new symmetric monoidal (∞, 1)-category SHnc(k)
⊗ encoding a noncommutative analogue of the motivic
stable homotopy theory of Morel-Voevodsky, together with a monoidal functor NcS(k)⊗ → SHnc(k)
⊗
satisfying a universal property similar to the one given for schemes. More precisely, and following [I,6.58],
it can be written as the composition of monoidal functors
NcS(k)⊗ = (Dg(k)ft)op,⊗ 
 (Σ
∞
+ ◦jnc)
⊗
// Fun(Dg(k)ft, Ŝp)⊗
l
nc,⊗
Nis

FunNis(Dg(k)
ft, Ŝp)⊗
?
OO
l
nc,⊗
A1

FunNis,Lpe(A1)(Dg(k)
ft, Ŝp)⊗
?
OO
Σ⊗
Lpe(Gm)
∼

FunNis,Lpe(A1)(Dg(k)
ft, Ŝp)⊗[G−1m ] ≃ SHnc(k)
⊗
(1.4)
where this time the last map corresponding to the inversion of Lpe(Gm) is already an equivalence (see
[I,6.54]). In particular, an object F : Dg(k)ft → Ŝp is in SHnc(k) if and only if it satisfies the following
properties: a) sends Nisnevich Squares of dg-categories to pullback-pushout squares in Ŝp, b) sends the
zero-dg-category to zero and c) for every dg-category T , the canonical map F (T ) → F (T ⊗ Lpe(A
1)) is
an equivalence of spectra.
Remark 1.2. By the same arguments as in the Remark 1.1, all the (∞, 1)-categories in the vertical
column of the diagram (1.4) are stable.
Notation 1.3. Let 1k denote the dg-category with a single object and having the ring k (considered as a
complex concentrated in degree zero) as its complex of endomorphisms. Its idempotent completion (̂1k)c
is a dg-category of finite type canonically equivalent to Lpe(k). It is the unit for the monoidal structure
in Dg(k)idem so that Lpe(k) seen as a noncommutative space is a unit in NcS(k). Since the construction
of the symmetric monoidal (∞, 1)-category SHnc(S)
⊗ is obtained as sequence of monoidal steps, its unit
object is the image of Lpe(k) through this sequence. Since Σ
∞
+ ◦ j(Lpe(k)) is Nisnevich local, it is given
by lA1(Σ
∞
+ ◦ j(Lpe(k))). Throughout this paper we will denote it as 1nc.
Remark 1.4. (Strictification) It is important to remark that an object F in Fun(Dg(k)ft, Ŝp) can al-
ways be identified up to equivalence with an actual strict functor Fs from the category of dg-categories
endowed with the Morita model structure of [33] to some combinatorial model category whose underly-
ing (∞, 1)-category is Ŝp (for instance, the big model category of symmetric spectra SpΣ of [14]), with
Fs sending Morita equivalences to weak-equivalences and commuting with filtered homotopy colimits.
Indeed, as explained in [I,6.27], Dg(k)ft generates Dg(k)idem under filtered colimits. Since Sp admits
all small filtered colimits, using [21, Thm 5.3.5.10] we find an equivalence of (∞, 1)-categories between
Fun(Dg(k)ft, Ŝp) and Funω(Dg(k)
idem, Ŝp) - the full subcategory of Fun(Dg(k)idem, Ŝp) spanned by
the functors that preserve filtered colimits. Moreover, we have also seen that Dg(k)idem is the underlying
(∞, 1)-category of the Morita model structure for small dg-categories (see the discussion in [I,6.1.2]).
Finally, with the appropriate universe considerations, we can use the strictification result of [22, 1.3.4.25]
and the characterization of homotopy limits and colimits in a model category as limits and colimits in
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its underlying (∞, 1)-category [22, 1.3.4.24] to deduce the existence of a canonical equivalence between
Funω(Dg(k)
idem, Ŝp) and the localization along the levelwise equivalences of the category of strict func-
tors from the category of dg-categories to the strict model for spectra SpΣ, which commute with filtered
homotopy colimits and send Morita weak-equivalences to weak-equivalences in SpΣ.
4) Finally, using all the universal properties involved, we were able to build up a homotopy commutative
diagram of colimit preserving monoidal functors extending the initial Lpe
N (AffSm
ft
(k))× _
(Σ∞+ ◦j)
⊗

L⊗pe // NcS(k)⊗ _
(Σ∞+ ◦jnc)
⊗

Fun(N (AffSm
ft
(k))op, Ŝp)⊗
l
⊗
Nis

//❴❴❴❴❴❴ Fun(Dg(k)ft, Ŝp)⊗
l
nc,⊗
Nis

FunNis(N (AffSm
ft
(k))op, Ŝp)⊗
l
⊗
A1

//❴❴❴❴❴ FunNis(Dg(k)ft, Ŝp)⊗
l
nc,⊗
A1

FunNis,A1(N (AffSm
ft
(k))op, Ŝp)⊗
Σ⊗
Gm

//❴❴❴ FunNis,Lpe(A1)(Dg(k)
ft, Ŝp)⊗
∼

SH(k)⊗
L
⊗
//❴❴❴❴❴❴❴❴❴❴❴❴❴ SHnc(k)⊗
(1.5)
providing a canonical mechanism to compare the theory of Morel-Voevodsky with our new approach.
1.3 Present Work
Our ultimate goal in this paper is to explore how the comparison mechanism in (1.5) can be used to give
a canonical interpretation to the various flavours of algebraic K-theory of schemes. In order to state our
results, we observe first that, due to the Adjoint Functor Theorem ([21, Corollary 5.5.2.9]), each of the dotted
monoidal functors in (1.5) has a right adjoint. This is because at each level, the source and target (∞, 1)-
categories are presentable and each dotted map is, by construction, colimit-preserving. Furthermore, since
each dotted map is monoidal, these right adjoints are lax-monoidal (see [I,3.25]). In this case, together with
the lax-monoidal inclusions associated to the reflexive monoidal localizations, we have a new commutative
diagram of lax-monoidal functors
Fun(N (AffSm
ft
(k))op, Ŝp)⊗ Fun(Dg(k)ft, Ŝp)⊗
M
⊗
1oo
FunNis(N (AffSm
ft
(k))op, Ŝp)⊗
?
OO
FunNis(Dg(k)
ft, Ŝp)⊗
?
OO
M
⊗
2oo
FunNis,A1(N (AffSm
ft(k))op, Ŝp)⊗
?
OO
FunNis,Lpe(A1)(Dg(k)
ft, Ŝp)⊗
?
OO
M
⊗
3oo
SH(k)⊗
Ω∞,⊗
Gm
OO
SHnc(k)
⊗M
⊗
oo
∼
OO
(1.6)
Let us present some remarks that will be useful all along the text.
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Remark 1.5. The first functor M1 commutes with small colimits. We can deduce this either from the
fact that colimits in Fun(N (AffSm
ft
(k))op, Ŝp) and in Fun(Dg(k)ft, Ŝp) are computed objectwise (see [21,
5.1.2.3]) or from the spectral enriched version of Yoneda’s lemma ([I,5.13]).
Remark 1.6. All the symmetric monoidal (∞, 1)-categories appearing in the previous diagram are closed
monoidal (they are presentable). In particular, recall that if C0 ⊆ C is a monoidal reflexive localization and
if C admits internal-homs HomC then C0 admits internal-homs: given X and Y local, we can easily see that
HomC(X,Y ) is also local and works as an internal-hom in C0.
We observe that each functor M∗ is compatible with the respective internal-homs, in the sense that at
each level, for every object X on the left and F on the right, we have
M∗(Hom∗(L∗(X), F )) ≃ Hom∗(X,M∗(F )) (1.7)
where L∗ denotes the respective monoidal left adjoint appearing in the diagram (1.5)
Remark 1.7. Recall that if C is a stable (∞, 1)-category, it is canonically enriched over Sp. More precisely,
the universal property of the stabilization tells us that the composition with Ω∞ : Sp → S induces an
equivalence of (∞, 1)-categories Exc∗(C, Sp) ≃ Exc∗(C, S) (see [22, 1.4.2.22]). In particular, this provides
for any object X an essentially unique factorization of the functor MapC(X,−) : C→ S as
C
MapC(X,−) //
Map
Sp
C
(X,−)
✤
✤
✤ S
Sp
Ω∞
88qqqqqqqqqqqqq
(1.8)
such that for any object Y , the spectrum MapSp
C
(X,Y ) can be identified with the collection of spaces
{MapC(X,Σ
nY )}n∈Z. This holds for any universe.
In particular, and thanks to the enriched version of Yoneda’s lemma for spectral presheaves (see the
Remark [I,5.13]), given an object F ∈ Fun(Dg(k)ft, Ŝp), we have for each scheme X an equivalence of
spectra
MapSp
Fun(N (AffSmft(k))op,Ŝp)
(Σ∞+ ◦ j(X),M1(F )) ≃Map
Sp
Fun(Dg(k)ft,Ŝp)
(Σ∞+ ◦ jnc(Lpe(X)), F ) ≃ F (Lpe(X))
(1.9)
so that M1(F ) can be thought of as a restriction of F to the commutative world. The same is valid for M2
and M3 because the upper vertical arrows are inclusions.
This mechanism allows us to restrict noncommutative invariants to the commutative world.
Example 1.8. An important noncommutative invariant is the Hochschild homology of dg-categories. Thanks
to the works of B. Keller in [17] and as explained in the Remark 1.4 this invariant can be completely encoded
by means of an ∞-functor HH : Dg(k)ft → Ŝp. Another important example is the so called periodic cyclic
homology of dg-categories HP . It follows from the famous HKR theorem that the restriction of HP to
the commutative world recovers the classical de Rham cohomology of schemes. For more details see the
discussion in [4, Section 3.1].
In this paper we will be interested in the restriction of the various algebraic K-theories of dg-categories.
As we shall explain below, all of them live as objects in Fun(Dg(k)ft, Ŝp). There are two of primary
relevance:
• Kc, encoding the connective K-theory given by Waldhausen’s S-construction. See the discussion in
Section 2.2 below.
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• KS, encoding the non-connective K-theory of dg-categories as defined in [9] using the adaptation of the
Schlichting’s framework of [31] to the context of dg-categories. (see the discussion in Section 2.3). By
construction, this functor comes naturally equipped with a canonical natural transformationKc → KS
which is an equivalence in the connective part.
For the first one, it follows immediately from the spectral version of Yoneda’s lemma mentioned above
and from the definition in [37, Section 3] thatM1(K
c) recovers the connective algebraicK-theory of schemes.
The second one, by the comparison result [31, Theorem 7.1], recovers the non-connective K-theory of schemes
of Bass-Thomason-Trobaugh of [37]. The constructon of KS in [9] using the methods of [31] is somehow
ad-hoc. Our first main result explains how the non-connective version of K-theory KS can be canonically
obtained from the connective versionKc as a result of forcing our noncommutative-world version of Nisnevich
descent.
Theorem 1.9. The canonical morphism Kc → KS presents non-connective K-theory of dg-categories as
the (noncommutative) Nisnevich localization of connective K-theory.
To prove this result we will first check that KS is Nisnevich local. This follows from the well-known
localization theorem for non-connective K-theory (see the Corollary 2.6 bellow). The rest of the proof will
require a careful discussion concerning the behavior of the noncommutative Nisnevich localization. There
are two main ingredients:
Step 1) Every Nisnevich local F : Dg(k)ft → Ŝp is determined by its connective part by means of the Bass
exact sequences. More precisely, we show that every Nisnevich local functor F : Dg(k)ft → Ŝp
satisfies the familiar Bass exact sequences for any integer n. We will see that the proof in [37]
can be easily adapted to our setting. Namely, we start by showing that every Nisnevich local F
satisfies the Projective Bundle theorem. This result is central and appears as a consequence of
one of the most important features of the noncommutative world, namely, the fact that Nisnevich
coverings of non-geometrical origin are allowed, in particular, those appearing from semi-orthogonal
decompositions and exceptional collections. The projective bundle theorem is a direct consequence
of the existence of an exceptional collection on Lpe(P
1) generated by the sheaves OP1 and OP1(−1)
(see [3]). Its existence forces the image of Lpe(P
1) in FunNis(Dg(k)
ft, Ŝp) to become equivalent
to the direct sum Lpe(k) ⊕ Lpe(k). To complete the proof we proceed as in [37, Theorem 6.1] and
explain how this direct sum decomposition can be suitably adapted in order to extract the familiar
Bass exact sequences out of the classical Nisnevich covering of P1 by two affine lines.
Step 2) The connective truncation of the localization map Kc → lncNis(K
c) is an equivalence 2. In other words,
the information stored in the connective part of lNis(K
c) remains the information of connective K-
theory. We will prove something a bit more general, namely, that this property holds not only
for Kc but for the whole class of functors F : Dg(k)ft → Ŝp satisfying the formal properties of
Kc, namely, having values in connective spectra and sending Nisnevich squares of dg-categories to
pullback squares of connective spectra (for Kc this follows from the fibration theorem of Waldhausen
[42, 1.6.4] - see Prop. 2.4 below.). These will be called connectively-Nisnevich local. We prove that
the connective truncation functor induces a canonical equivalence between the theory of connective-
Nisnevich functors and that of Nisnevich functors (see 3.8). For this we will show that if F is
connectively-Nisnevich local, its noncommutative Nisnevich localization lncNis(F ) is equivalent to F
B
- the more familiar B-construction of Thomason of [37, Def. 6.4].
2Recall that Ŝp has a natural t-structure (Ŝp≥0, Ŝp≤−1) with Ŝp≥0 the full subcategory spanned by connective spectra. As
a consequence, the inclusion Ŝp≥0 ⊆ Ŝp (resp. Ŝp≤−1 ⊆ Ŝp) admits a right adjoint τ≥0 (resp. left adjoint τ≤−1). In particular,
we have an induced adjunction
Fun(Dg(k)ft, Ŝp≥0)
  // Fun(Dg(k)ft, Ŝp)
τ≥0kk
with τ≥0 a right adjoint to the inclusion.
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Remark 1.10. Since the functor M2 in the diagram (1.6) sends Nisnevich local objects to Nisnevich local
objects, our Theorem 1.9 provides a new proof that the spectral presheaf giving the Bass-Thomason-Trobaugh
K-theory of schemes satisfies Nisnevich descent.
We can now go one step further and consider the A1-localization of KS. We will prove that
Theorem 1.11. M3(l
nc
A1
(KS)) is the Nisnevich local A1-invariant spectral presheaf giving Weibel’s homotopy
invariant K-theory of schemes of [43]. In particular, M(lnc
A1
KS) is canonically equivalent to the object KH
in SH(k) studied in [41] and in [8] representing homotopy invariant algebraic K-theory of schemes.
The proof of this result follows immediately from the results in [8] and from our Theorem 1.9 using a
nice description of the A1-localization functors. This will be done in Section 3.2.
Our second main result in this paper is a new representability theorem for K-theory.
Theorem 1.12. The further localization lnc
A1
(KS) is a unit for the monoidal structure in SHnc(k)
⊗.
In [4], the author constructs an A1-equivalence between the split and the standard versions of Wald-
hausen’s S-construction. In Section 3.3 we will explain how this A1-equivalence appears in our context and
how the theorem follows as a consequence.
We deduce the following immediate corollaries
Corollary 1.13. (Kontsevich) Let X and Y be two noncommutative spaces with Y smooth and proper [I,6.3.2].
Then, there is a natural equivalence of spectra
MapSp
SHnc(k)
(X,Y) ≃ (lnc
A1
KS)(TX ⊗ TˇY) (1.10)
where we identify X and Y with their images in SHnc(k) and where TX (resp. TˇY) denotes the dg-category
of finite type associated to X (resp. the dual of the dg-category associated to Y).
Proof. This follows directly from the spectral version of the Yoneda’s lemma and from our Theorems 1.9
and 1.12, together with the fact that a smooth and proper noncommutative space is dualizable (and vice-
versa).
Corollary 1.14. The object KH ∈ SH(k) representing homotopy algebraic K-theory is equivalent to M(1nc).
In particular, for each scheme X we have an equivalence of spectra
KH(X) ≃MapSp
SH(k)(Σ
∞
+ ◦ j(X),KH) ≃Map
Sp
SHnc(k)
(Σ∞+ ◦ jnc(Lpe(X)), 1nc) (1.11)
At this point we should emphasize that a different representability result for connective K-theory is
already known from the thesis of G. Tabuada [35] and for non-connective K-theory from his later works with
D.C. Cisinski [9]. Our setting and proofs are independent of theirs. In the appendix of this paper we describe
the relation between the two approaches.3 The main advantage of our theory is the existence of a canonical
comparison with the original approach of Morel-Voevodsky and our new representabilty theorem brings
some immediate consequences to the nature of this comparison. Namely, since M is lax-monoidal, the object
KH ≃M(1nc) acquires a canonical structure of commutative algebra-object in SH(k) induced by the trivial
algebra structure on the unit object 1nc. In this case, the comparison functor L
⊗ : SH(k)⊗ → SHnc(k)
⊗
admits a canonical colimit preserving monoidal factorization
SH(k)⊗
L
⊗
//
−⊗KH

SHnc(k)
⊗
(−⊗1nc)≃Id
))
−⊗L(KH)

ModKH(SH(k))
⊗ // ModL(KH)(SHnc(k))⊗ −⊗L(KH)1nc
// Mod1nc(SHnc(k))
⊗
(1.12)
3The contents of the appendix are independent of the rest of paper.
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where the first lower map is the monoidal functor induced by L at the level of modules (see [I,3.3.9]) and
the last map is base-change with respect to the canonical morphisms of algebra objects given by the counit
of the adjunction L(KH) ≃ L ◦M(1nc)→ 1nc
4. We will write LKH for this factorization.
Warning 1.15. We will not prove here that the commutative algebra structure in KH obtained from our
arguments is the same as the one already appearing in the literature and deduced from different methods (for
instance, see [12, 25]). However, we believe that the arguments used in [25] also work in the ∞-categorical
setting, so that our algebra structure should match the standard one.
Our representability result has the following corollary showing that under the existence of resolutions of
singularities the passage to the noncommutative world produces no loss of information from the K-theoretic
viewpoint.
Corollary 1.16. Let k be a field admitting resolutions of singularities. Then the canonical map
LKH :ModKH(SH(k))→ SHnc(k) (1.13)
is fully faithful.
Proof. Thanks to the results of [28] the family of dualizable objects in SH(k) is a family of ω-compact
generators for the stable (∞, 1)-category SH(k) in the sense of the Proposition [I,2.2]. Thanks to the
Proposition [I,3.28], the collection of all objects in the stable (∞, 1)-category ModKH(SH(k)) of the form
X ⊗ KH with X dualizable in SH(k) is a family of ω-compact generators in the sense of [I,2.2]. Since
the functor (− ⊗KH) is monoidal, the objects X ⊗KH are dualizable in ModKH(SH(k)) and as LKH is
monoidal, their image in SHnc(k) is dualizable and therefore compact (using the fact the monoidal structure
is compatible with colimits in each variable). By the Proposition [I,2.7] we are now reduced to show that
LKH is fully faithful when restricted to the full subcategory spanned by all the objects of the form X ⊗KH
with X dualizable in SH(k). This follows from the canonical chain of equivalences
MapModKH(SH(k))(X ⊗KH,Y ⊗KH) ≃MapSH(k)(X,Y ⊗KH) ≃MapSH(k)(X ⊗ Yˇ ,KH) ≃ (1.14)
≃MapSHnc(k)(L(X ⊗ Yˇ ), 1nc) ≃MapSHnc(k)(L(X)⊗ L(Yˇ ), 1nc) ≃MapSH(k)(L(X)⊗
ˇL(Y ), 1nc) ≃ (1.15)
≃MapSHnc(k)(L(X)⊗,L(Y ))(1.16)
where we use the adjunction properties, the fact that KH ≃ M(1nc) and the fact that L is monoidal and
therefore preserves dualizable objects. This concludes the proof.
The content of this result as been known after a quite some time already. I think particularly of B.Toen,
M. Vaquie and G. Vezzosi and also of D-C. Cisinski and G. Tabuada. Moreover, it is believe to be true over
any base. I will address this question in a forthcoming part of my thesis by exploring the existence of a
six-functors formalism for SHnc(k)
⊗.
1.4 Acknowledgments and Credits
This work is a second part of my doctoral thesis under the direction of Bertrand Toen in Montpellier. I want
to expresss my profound gratitude and mathematical debt to him. The process of writing a thesis with him
has been and continues to be one of the most enriching and motivating experiences of my life.
I have also a huge gratitude to Gabriele Vezzosi and Michel Vaquie´. The idea of this possible approach
to noncommutative motives is due to them, together with Bertrand and I’m thankful to them for letting
me work in the subject. I should also express the huge influence of the works and writings of J.Lurie. This
4Notice that the adjunction (L,M) extends to an adjunction between the (∞, 1)-categories of commutative algebra-objects,
so that this counit map is a morphism of algebras. In particular, we can perform base-change with respect to it.
9
influence is omnipresent. Also, I thank Denis-Charles Cisinski for an email explanation about the explicit
formula for the A1-localization.
I also want to express my deepest gratitute to Anthony Blanc. I have learned a lot about K-theory from
him, through many long discussions, beers, burgers and shadokian conversations. More importantly, the key
step leading to the second main result in this paper is due to him [4]. Finally, I’m also grateful to Brad Drew
for his multiple valuable comments and for the many discussions we had during these last months concerning
the intersection of our works and more generally, the subject of motives.
2 K-theory Preliminaries
2.1 Connective K-theory - an historical overview
K-theory was discovered by A. Grothendieck during his attempts to generalize the classical Riemman-Roch
theorem to a more comprehensible form (see [6, 11]). Given an abelian category E he was led to consider
an abelian group K0(E) together with a map θ : Obj(E) → K0(E) universal with respect to the following
property: for any exact sequence a→ b→ c in E we have θ(b) = θ(a) + θ(c).
The essential insight leading to the introduction of higher K-theory groups is the observation by Quillen
[26] that the group law on K0(E) can be understood as the π0-reminiscent part of a grouplike homotopy
commutative law on a certain space K(E). Following his ideas, for any ”exact category” E we are able to
define such a K-theory space K(E) whose homotopy groups πn(K(E)) we interpret as level n K-theoretic
information. In particular, this methodology allows us to attach a K-theory space to every scheme X using
the canonical structure of exact category on E = V ect(X).
An important step in this historical account is a theorem by Segal [32, 3.4] (and its later formulation
in terms of model categories in [7]) establishing an equivalence between the homotopy theory of grouplike
homotopy commutative algebras in spaces and the homotopy theory of connective spectra. This is the
reason why connective spectra is commonly used as the natural target for K-theory and the origin of the
term ”connective”. In the modern days this equivalence can be stated by means of an equivalence of
(∞, 1)-categories, namely, between the (∞, 1)-category CAlggrplike(S) and the (∞, 1)-category Sp≥0 (see
[22, Theorem 5.1.3.16 and Remark 5.1.3.17]).
Technical reasons and possible further applications led Waldhausen [42] to extend the domain ofK-theory
from exact categories to what we nowadays call ”Waldhausen categories”. Grosso modo, these are triples
(C,W,Cof(C)) where C is a classical category having a zero object and both W and Cof(C) are classes of
morphisms in C, respectively called ”weak-equivalences” and ”cofibrations”. These triples are subject to
certain conditions which we will not specify here. The core of Waldhausen’s method to construct a K-theory
space out of this data is the algorithm known as the ”S-Construction” which we review here very briefly:
Construction 2.1. (S-Construction) Let Ar[n] be the category of arrows in the linear category [n]. In more
explicit terms it can be described as the category where objects are pairs (i, j) with i ≤ j and there is one
morphism (i, j)→ (l, k) everytime i ≤ l and j ≤ k. Let now (C,W,Cof(C)) be a Waldhausen category. We
let Sn(C) denote the full subcategory of all functors Fun(Ar[n],C) spanned by those functors A verifying:
1. A(i, i) is a zero object of C for all 0 ≤ i ≤ n;
2. for any i the maps A(i, j)→ A(i, k) with j ≤ k are cofibrations in C;
3. for any i ≤ j ≤ k the induced diagram
A(i, j) //

A(i, k)

0 = A(j, j) // A(j, k)
(2.1)
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is a pushout C.
In other words, the objects in Sn(C) can be identified with sequences of cofibrations of length n− 1 plus
the datum of the sucessive quotients. In particular, S0(C) is the category with a single object and S1(C) is
equivalent to C. Moreover, the collection of categories {Sn(C)}n∈N assembles together to form a simplicial
category S•(C) carrying at each level a canonical structure of Waldhausen category whose weak-equivalences
Wn are the levelwise weak-equivalences in C. By definition, the K-theory space of C is the simplicial set
Kc(C) := Ω colim∆opN(Sn(C)
Wn) where Sn(C)
Wn denotes the subcategory of Sn(C) contaning all the objects
and only those morphisms which are weak-equivalences and N is the standard nerve functor. By iterating
this procedure we can produce a spectrum. For the complete details see [42].
There is a natural notion of exact functor betweenWaldhausen categories providing a categoryWaldClassic
and the K-theory assignement can be understood as a functor
KcWald : N(WaldClassic)
// SpΣ (2.2)
where SpΣ is a model category for the (∞, 1)-category Sp.
Many Waldhausen categories used in practice appear as subcategories of a Quillen model category [27]
with the cofibrations and weak-equivalences therein. We will denote by WaldModelClassic the full subcategory of
WaldClassic spanned by those Waldhausen categories falling into this list of examples. These Waldhausen
categories have a special advantage - the factorization axioms for the model category allow us to change the
Construction 2.1 to consider all morphisms in C, not only the cofibrations.
What we risk to call the first era of connective K-theory finishes with the works of Thomason-Trobaugh
in [37] where the machinery of Waldhausen is applied to schemes and it is proven that the connective K-
theory of a scheme X introduced by Quillen can be recovered from the K-theory attached to the Waldhausen
structure on the category of perfect complexes on the scheme.
The modern times for connectiveK-theory begin with the observation that theK-theory of a Waldhausen
datum (C,W,Cof(C)) is not an invariant of the classical categorical localization C[W−1] : there are examples
of pairs of Waldhausen categories with the same homotopy categories but with different K-theory spaces
(see [30]). The crutial results of Toe¨n-Vezzosi in [40] allow us to identify the world of (∞, 1)-categories as
the natural ultimate domain for K-theory. They prove that if the underlying (∞, 1)-categories associated
to a pair of Waldhausen categories (via the ∞-localization) are equivalent then the associated K-theory
spaces are equivalent. Moreover, in the same paper, the authors remark that the classical S-construction
of Waldhausen can be lifted to the setting of (∞, 1)-categories. Following this insight, in [1] the author
introduces the notion of a Waldhausen (∞, 1)-category (which, grosso modo are pairs of (∞, 1)-categories
(A0,A) with A0 a full subcategory ofA containing its maximal∞-groupoid, together with extra conditions on
this pair) and develops this∞-version of the S-construction. The collection of Waldhausen (∞, 1)-categories
forms itself an (∞, 1)-category Wald∞ and the result of this new ∞-version of the S-construction can be
encoded as an ∞-functor KcBarwick : Wald∞ → Sp≥0. Moreover, there is a canonical ∞-functor linking the
classical theory to this new approach
N(WaldModelClassic)
// Wald∞ (2.3)
sending a classical Waldhausen data (C,W,Cof(C)) to the ∞-localization N(C)[W−1] together with its
smallest subcategory containing the equivalences and the images of the cofibrations under the localization
functor (see [1, Example 2.12]). The author then proves that the two S-constructions, respectively, the
classical and the new ∞-version agree by means of this assignement and therefore produce the same K-
theory ([1, 10.6.2]). Up to our days this framework seems to be the most natural and general domain for
connective K-theory. However, we should remark that a different∞-categorical domain has been established
in the paper [5] where the authors study K-theory spaces associated to pointed (∞, 1)-categories having
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all finite colimits, whose collection forms an (∞, 1)-category Cat∞(ω)∗. They generalize the classical S-
construction to this new domain obtaining a new ∞-functor KcBGT : Cat∞(ω)∗ → Sp≥0 ,and prove that
for any Waldhausen category C with equivalences W (appearing as a subcategory of a model category), the
K-theory space which their method assigns to the ∞-localization N(C)[W−1] is equivalent to the classical
K-theory space attached to C through the classical methods of Waldhausen. This framework is of course
related to the wider framework of [1]: following the Example [1, 2.9], every pointed (∞, 1)-category with finite
colimits has a naturally associated Waldhausen (∞, 1)-category. Again, this assignement can be properly
understood as an ∞-functor
Ψ : Cat∞(ω)∗ // Wald∞ (2.4)
We summarize this fast historical briefing with the existence of a diagram of (∞, 1)-categories
Cat∞(ω)∗
KcB.G.T.

Ψ
%%▲▲
▲▲
▲▲
▲▲
▲▲
N(WaldModelClassic)
77♥♥♥♥♥♥♥♥♥♥♥♥
//
KcWald ''PP
PPP
PPP
PPP
PP
Wald∞
KcBarwickyyrrr
rr
rr
rr
rr
Sp≥0
(2.5)
whose commutativity follows from the results in [1] and in [5] and from the agreement of the two∞-categorical
versions of the S-construction via Ψ. This agreement follows from the very definition of the two procedures.
Consult [1, Section 5] and [5, Section 7.1] for the complete details.
2.2 Connective K-theory of dg-categories
Our goal in this section is to explain how to define the connective K-theory of a dg-category and how to
present this assignement as an ∞-functor Kc : Dg(k)idem → Ŝp≥0 commuting with filtered colimits. One
possible way is to use the classical theory of Waldhausen categories. As discussed in the Remark 1.4, the
data of an object F ∈ Funω(Dg(k)
idem, Ŝp) corresponds in a essentially unique way to the data of an ac-
tual strict functor Fs from the category of small dg-categories CatCh(k) with the Morita model structure to
some combinatorial model category whose underlying (∞, 1)-category is Ŝp such that 1) Fs sends Morita
equivalences to weak-equivalences and 2) Fs preserves filtered homotopy colimits. In the case of connective
K-theory such a functor can be obtained by composing the strict functor KcWald :WaldClassic → Sp
Σ of the
previous section with the functor CatCh(k) → Wald
Model
Classic defined by sending a small dg-category T to the
strict category of perfect cofibrant dg-modules (obtained by forgetting the dg-enrichement), with its natural
structure of Waldhausen category given by the weak-equivalences of T -dg-modules and the cofibrations of the
module structure therein. This is well-defined because perfect modules are stable under homotopy pushouts
and satisfy the ”cube lemma” [13, 5.2.6]. The conditions 1) and 2) are also well-known to be satisfied (for
instance see [4, Section 2.2]). For the most part of this paper it will be enough to work with the ∞-functor
Kc : Dg(k)ft → Ŝp≥0 associated to this composition via the Remark 1.4 or its canonical ω-continuous exten-
sion Dg(k)idem → Ŝp. However, some of our purposes (namely the Theorem 1.12) will require an alternative
approach. More precisely, and in the same spirit of [5, Section 7.1] for stable ∞-categories, we will need to
have a description of the Waldhausen’s S-construction within the setting of dg-categories.
Construction 2.2. Let Ar[n]k be the dg-category obtained as the k-linearization of the category Ar[n]
described in the Construction 2.1. More precisely, its objects are the objects in Ar[n] and its complexes
of morphisms are all given by the ring k seen as a complex concentrated in degree zero. For each n the
dg-category Ar[n]k is locally cofibrant (meaning, enriched over cofibrant complexes - see [I,6.1.1]) so that
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for any other locally cofibrant dg-category T we have Ar[n]k ⊗
L T ≃ Ar[n]k ⊗ T (recall our discussion in
[I,6.1.1] about the derived monoidal structure in the (∞, 1)-category Dg(k) underlying the homotopy theory
of dg-categories).
Recall also from [38] that the symmetric monoidal (∞, 1)-category Dg(k)⊗ admits an internal-hom
RHom(A,B) given by the full sub-dg-category of right-quasi-representable cofibrant A⊗L Bop-dg-modules.
Iif T is a locally cofibrant dg-category and T̂c is its idempotent-completion (which as explained in the Re-
mark [I,6.18] we can always assume to be locally cofibrant), we find a canonical equivalence in Dg(k) between
RHom(A, T̂c) and ̂Aop ⊗L T pspe - the full sub-dg-category of cofibrant pseudo-perfect A⊗
L T op-dg-modules
(by definition these are cofibrant dg-modules E such that for any object a ∈ A, the T op- module E(A,−) is
perfect). After the discussion in the previous paragraph we have RHom(Ar[n]k , T̂c) ≃ ̂Ar[n]
op
k ⊗
L T
pspe
≃
̂Ar[n]opk ⊗ T pspe so that the objects in this internal-hom can be identified with Ar[n]-indexed diagrams in
the underlying strict category of perfect cofibrant T op-modules (obtained by forgetting the dg-enrichement).
We now set Sdgn (T ) to be the full sub-dg-category of RHom(Ar[n]k, T̂c) spanned by those diagrams satis-
fying the conditions in the construction 2.1. These conditions make sense for the same reasons the functor
CatCh(k) → Wald
Model
Classic of the previous section also makes sense (see [4, Section 2.2]). Again, the collection
of dg-categories Sdgn (T ) for n ≥ 0 forms a simplicial object in dg-categories and by contemplating each level as
a category (omitting its dg-enrichement) we can recover the K-theory of T as Ω colim∆opN(S
dg
n (T )
Wn) where
Wn is the class of maps in S
dg
n (T ) given by the levelwise weak-equivalences of dg-modules and S
dg
n (T )
Wn is
the full subcategory of Sdgn (T ) spanned by all the objects and only those morphisms which are in Wn.
Let now [n]k be the dg-category obtained as the k-linearization of the ordered category [n] = {0 ≤ 1 ≤
.... ≤ n}. This dg-category is again locally-cofibrant and for the same reasons as above the underlying
category obtained from RHom([n]k, T̂c) by forgetting the dg-enrichement is the category of sequences of
perfect cofibrant T op-dg-modules of lenght n + 1. As cofibers of maps are essentially uniquely determined
up to isomorphism, we have a canonical equivalence of categories between Sdgn (T ) and RHom([n− 1]k, T̂c).
Since the model structure on T op-dg-modules verifies the ”cube lemma” [13, 5.2.6] (because Ch(k) ver-
ifies for the projective model structure) this equivalence becomes an equivalence of pairs (Sdgn (T ),Wn)
and (RHom([n − 1]k, T̂c),W
′
n) where we contemplate both dg-categories as categories by forgetting the
dg-enrichements and where W ′n denotes the class of maps of sequences which are levelwise given by weak-
equivalences of dg-modules. Thanks to this equivalence we find an homotopy equivalence of simplicial
sets between N(Sdgn (T )
Wn) and N(RHom([n − 1]k, T̂c)
W ′n). Finally, and thanks to the main theorem of
[38] the last is exactly the mapping space MapDg(k)([n − 1]k, T̂c) which by adjunction is equivalent to
MapDg(k)idem( ̂([n− 1]k)c, T̂c). Under this chain of equivalences this family of mapping spaces for n ≥ 0
inherits the structure of a simplicial object in the (∞, 1)-category of spaces and the K-theory space of T can
finally be rewritten as
Ω colim[n]∈∆opMapDg(k)idem( ̂([n− 1]k)c, T̂c) (2.6)
This concludes the construction.
To conclude this section we remark two important properties of Kc. The first should be well-known to
the reader:
Proposition 2.3. ([42]) The ∞-functor Kc : Dg(k)idem → Ŝp sends exact sequences of dg-categories to
fiber sequences in Ŝp≥0.
Proof. This follows from the so called Waldhausen’s Fibration Theorem [42, 1.6.4] and [37, 1.8.2], together
with the dictionary between homotopy limits and homotopy colimits in the model category of spectra and
limits and colimits in the (∞, 1)-category Ŝp (see [22, 1.3.4.23 and 1.3.4.24]).
The second is a consequence of this first and will be very important to us:
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Proposition 2.4. Kc sends Nisnevich squares of noncommutative smooth spaces to pullback squares of
connective spectra.
Proof. Let
TX

// TU

TV // TW
(2.7)
be a Nisnevich square of dg-categories. By definition, there are dg-categoriesKX−U andKV−W inDg(k)
idem,
having compact generators, and such that the maps TX → TU and TV → TW fit into strict short exact
sequences in Dg(k)idem (see [I,6.43] and the Remark [I,6.42])
KX−U

// TX

KV−U

// TV

0 // TU 0 // TW
(2.8)
Again by the definition of an open immersion and because of 2.3 we have pullback squares of connective
spectra
Kc(KX−U)

// Kc(TX)

Kc(KV−U)

// Kc(TV)

0 // Kc(TU) 0 // Kc(TW)
(2.9)
With these properties in mind, we aim to show that the diagram
Kc(TX)

// Kc(TU)

Kc(TV) // Kc(TW)
(2.10)
is a pullback of connective spectra. For that purpose we consider the pullback squares
Kc(KX−U)

// Kc(KV−W)

// 0

Kc(TX) //❴❴❴❴ Kc(TV)×Kc(TW) K
c(TU)

// Kc(TU)

Kc(TV) // Kc(TW)
(2.11)
from which we extract a morphism of fiber sequences
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Kc(KX−U)

// Kc(KV−W)

Kc(TX) //❴❴❴❴

Kc(TV)×Kc(TW) K
c(TU)

Kc(TU) K
c(TU)
(2.12)
To conclude, since the square (2.7) is Nisnevich, by definition, the canonical morphismKX−U → KV−W is
an equivalence in Dg(k)idem so that the top map is an equivalenceKc(KX−U) ≃ K
c(KV−W). Using the asso-
ciated long exact sequences we conclude that the canonical morphism Kc(TX) //❴❴❴ Kc(TV)×Kc(TW) K
c(TU)
is also an equivalence, thus concluding the proof.
2.3 Non-connective K-Theory
The first attempts to define negative K-theory groups dates back to the works of Bass in [2] and Karoubi
in [16]. The motivation to look for these groups is very simple: the higher K-theory groups of an exact
sequence of Waldhausen categories do not fit in a long exact sequence. The full solution to this problem
appeared in the legendary paper of Thomason-Trobaugh [37] where the author provides a mechanism to
extend the connective spectrum KC of Waldhausen to a new non-connective spectrum KB whose connective
part recovers the classical data. His attention focuses on the K-theory of schemes and recovers the negative
groups of Bass (by passing to the homotopy groups). Moreover, it satisfies the property people were waiting
for [37, Thm 7.4]: for any reasonable scheme X with an open subscheme U ⊆ X with complementar Z, there
is a pullback-pushout sequence of spectra K(X on Z)→ K(X)→ K(U) where K(X on Z) is the K-theory
spectrum associated to the category of perfect complexes on X supported on Z. Moreover, he proves that
his non-connected version of K-theory satisfies descent with respect to the classical Nisnevich topology for
schemes (see [37, Thm 10.8]).
More recently, Schlichting [31] introduced a mechanism that allows us to define non-connective versions
of K-theory in a wide range of situations and in [10, Section 6 and 7] the authors applied this algorithm to
the context of dg-categories. The result is a procedure that sends Morita equivalences of dg-categories to
weak-equivalences of spectra and commutes with filtered homotopy colimits (for instance, see [4, 2.12]) and
comes canonically equipped with a natural transformation from connectiveK-theory inducing an equivalence
in the connective part. By applying the arguments of the Remark 1.4 their construction can be encoded
in a unique way in the form of an ω-continuous ∞-functor KS : Dg(k)idem → Ŝp together with a natural
transformation Kc → KS with τ≥0K
c ≃ τ≥0K
S . The motto of non-connective K-theory can now be stated
as
Proposition 2.5. KS sends exact sequences in Dg(k)idem to cofiber/fiber sequences in Ŝp.
Proof. This follows from [31, 12.1 Thm 9] and from the adaptation of the Schlichting’s setup to dg-categories
in [10, Section 6], together with the fact that our notion of exact sequences inDg(k)idem agrees with the notion
of exact sequences in [10] (see [I,6.40]-(3)). To conclude use again the dictionary between homotopy limits
and homotopy colimits in a model category and limits and colimits on the underlying (∞, 1)-category.
Using the same arguments as in Prop. 2.4, we find
Corollary 2.6. KS is Nisnevich local
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The method of Thomason (the so called B-construction) and the methods of Schlichting to create non-
connective extensions ofK-thery are somehow ad-hoc. In this paper we will show how these two constructions
can both be understood as explicit models for the same process, namely, the Nisnevich ”sheafification” 5 in
the noncommutative world.
3 Proofs
3.1 Proof of the Theorem 1.9: Non-connective K-theory is the Nisnevich local-
ization of connective K-theory
As explained in the introduction, the proof proceeds in two steps. First, in 3.1.1, we prove that every
Nisnevich local functor F : Dg(k)ft → Ŝp satisfies the familiar Bass exact sequences for any integer n. The
second step requires a more careful discussion. In 3.1.2 we introduce the notion of connective-nisnevich
descent for functors F : Dg(k)ft → Ŝp with values in Ŝp≥0. We will see (Prop.3.6 below) that the full
subcategory FunNis≥0(Dg(k)
ft, Ŝp≥0) spanned by those functors satisfying this descent conditon, is an
accessible reflexive localization of Fun(Dg(k)ft, Ŝp≥0)
FunNis≥0(Dg(k)
ft, Ŝp≥0)
  α // Fun(Dg(k)ft, Ŝp≥0)
lnis≥0
vv
(3.1)
and that as a consequence of the definition the connective truncation of a Nisnevich local is connectively-
Nisnevich local, and we have a natural factorization τ≥0
Fun(Dg(k)ft, Ŝp≥0) Fun(Dg(k)
ft, Ŝp)
τ≥0
oo
FunNis≥0(Dg(k)
ft, Ŝp≥0)
?
α
OO
FunNis(Dg(k)
ft, Ŝp)
τ≥0oo❴ ❴ ❴
?
β
OO (3.2)
where α and β denote the inclusions. By abstract-nonsense, the composition i! := l
nc
nis ◦ i ◦ α provides a left
adjoint to τ≥0 and because the diagram of right adjoints commute, the diagram of left adjoints
Fun(Dg(k)ft, Ŝp≥0)
lnis≥0

  i // Fun(Dg(k)ft, Ŝp)
lncnis

FunNis≥0(Dg(k)
ft, Ŝp≥0)
i! //❴❴❴ FunNis(Dg(k)ft, Ŝp)
(3.3)
also commutes.
The second step in our strategy amounts to check that the adjunction (i!, τ≥0) is an equivalence of (∞, 1)-
categories. At this point our task is greatly simplified by the first step: the fact that Nisnevich local objects
satisfy the Bass exact sequences for any integer n, implies that τ≥0 is conservative. Therefore, we are reduced
to prove that the counit of the adjunction τ≥0 ◦ i! → Id is an equivalence of functors. In other words, if
F is already connectively-Nisnevich local, its Nisnevich localization preserves the connective part. In order
to achieve this we will need a more explicit description of the noncommutative Nisnevich localization of a
connectively-Nisnevich local F . Our main result is that the more familiar (−)B construction of Thomason-
Trobaugh (which we reformulate in our setting) provides such an explicit model, namely, we prove that if F
is connectively-Nisnevich local, τ≥0(F
B) is naturally equivalent to F and FB is Nisnevich local and naturally
equivalent to lncnis(F ).
5The noncommutative Nisnevich topology is not a Grothendieck topology.
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3.1.1 Nisnevich descent forces all the Bass Exact Sequences
In this section we prove that every Nisnevich local F : Dg(k)ft → Ŝp satisfies the familiar Bass exact
sequences for any integer n. Our proof follows the arguments of [37, 6.1]. The first step is to show that every
Nisnevich local F satisfies the Projective Bundle theorem. As explained in the introduction, this follows from
the existence of an exceptional collection in Lpe(P
1) generated by the twisting sheaves OP1 and OP1(−1),
which, following [I,6.49], provides a split short exact sequence of dg-categories
Lpe(k)

iO
P1
// Lpe(P1)
rr

0 // Lpe(k)
iO
P1
(−1)
UU
(3.4)
where the map iO
P1
, resp. iO
P1(−1)
, is the inclusion of the full triangulated subcategory generated by OP1 ,
respectively OP1(−1). In particular, sinceDg(k)
ft has direct sums, we extract canonical maps of dg-categories
Lpe(k)⊕ Lpe(k)
ψ // Lpe(P1) Lpe(P1)
φ // Lpe(k)⊕ Lpe(k) (3.5)
We observe now that these maps become mutually inverse once we regard them in FunNis(Dg(k)
ft, Ŝp)
via the Yoneda’s embedding. Indeed, the split exact sequence in (3.4), or more precisely, its opposite in
NcS(k), induces a split exact sequence in FunNis(Dg(k)
ft, Ŝp)
Σ∞+ ◦ jnc(Lpe(k))

// Σ∞+ ◦ jnc(Lpe(P
1))
pp

0 // Σ∞+ ◦ jnc(Lpe(k))
TT
(3.6)
This is because FunNis(Dg(k)
ft, Ŝp) is stable (see the Remark 1.2), together with the effects of the
Nisnevich localization. Again, we have canonical maps
Σ∞+ ◦ j(Lpe(P
1))→ Σ∞+ ◦ jnc(Lpe(k))⊕ Σ
∞
+ ◦ jnc(Lpe(k)) (3.7)
Σ∞+ ◦ jnc(Lpe(k)) ⊕ Σ
∞
+ ◦ jnc(Lpe(k))→ Σ
∞
+ ◦ j(Lpe(P
1)) (3.8)
which, because in NcS(k) finite sums are the same as finite products (see the end of our discussion in
[I,6.1.2]), because the Yoneda’s embedding commutes with finite products and because the pointing map
S→ S∗ and the suspension Σ
∞ commute with all colimits, can be identified with the image under Σ∞+ ◦ jnc
of the opposites of the canonical maps of dg-categories in (3.5), respectively.
This time, and as explained in [I,6.56] and [I,6.57], because FunNis(Dg(k)
ft, Ŝp) is stable, these canonical
maps are inverses to each other. In other words, we have a direct sum decomposition
Σ∞+ ◦ j(Lpe(P
1)) ≃ Σ∞+ ◦ jnc(Lpe(k)) ⊕ Σ
∞
+ ◦ jnc(Lpe(k)) ≃ Σ
∞
+ ◦ jnc(Lpe(k)⊕ Lpe(k)) (3.9)
where the first (resp. second) component can be identified with the part of Lpe(P
1) generated by OP1 (resp.
OP1(−1)).
In particular, if we denote by Hom the internal-hom in FunNis(Dg(k)
ft, Ŝp) we find
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Corollary 3.1. Let F be a Nisnevich local functor Dg(k)ft → Ŝp. Then F satisfies the projective bundle
theorem. In other words, and following the above discussion, we have
Hom(Σ∞+ ◦ j(Lpe(P
1)), F ) ≃ Hom(Σ∞+ ◦ j(Lpe(k)), F )⊕Hom(Σ
∞
+ ◦ j(Lpe(k)), F ) ≃ F ⊕ F (3.10)
As in [37, 6.1] we can now re-adapt this direct sum decomposition to a new one, suitably choosen to
extract the Bass exact sequences out of the classical Zariski (therefore Nisnevich) covering of P1 given by
Gm
  i //
 _
j

A1 _
α

A1
  β // P1
(3.11)
The basic ingredient is the induced pullback diagram of dg-categories
Lpe(P
1)
α∗ //
β∗

Lpe(A
1)
j∗

Lpe(A
1)
i∗ // Lpe(Gm)
(3.12)
together with the composition
Lpe(k)⊕ Lpe(k)
ψ
''❖❖
❖❖❖
❖❖❖
❖❖❖ α
∗◦ψ
))
β∗◦ψ
##
Lpe(P
1)
α∗ //
β∗

Lpe(A
1)
j∗

Lpe(A
1)
i∗ // Lpe(Gm)
(3.13)
More precisely, we will focus on the diagram in Fun(Dg(k)ft, Ŝp) induced by the opposite of the above
diagram, namely,
Σ∞+ ◦ jnc(Lpe(Gm))
Lpe(i) //
Lpe(j)

Σ∞+ ◦ jnc(Lpe(A
1))
Lpe(α)


Σ∞+ ◦ jnc(Lpe(A
1))
00
Lpe(β) // Σ∞+ ◦ jnc(Lpe(P
1))
Σ∞+ ◦jnc(ψ
op)
**❯❯❯
❯❯❯
❯❯❯
❯❯❯❯
❯❯❯
Σ∞+ ◦ jnc(Lpe(k)⊕ Lpe(k))
(3.14)
Remark 3.2. It follows from [I,6.52], from the effects of the Nisnevich localization and from the above discus-
sion that the exterior commutative square in (3.14) becomes a pushout-pullback square in FunNis(Dg(k)
ft, Ŝp).
In order to extract the Bass exact sequences, we consider a different direct sum decomposition of Σ∞+ ◦
jnc(Lpe(P
1)). For that purpose let us start by introducing a bit of notation. We let i1, i2 denote the canonical
inclusions Lpe(k) → Lpe(k) ⊕ Lpe(k) in Dg(k)
ft, and let π1, π2 denote the projections Lpe(k) ⊕ Lpe(k) →
Lpe(k). At the same, let i
op
1 and i
op
2 denote the associated projections in NcS(k) and π
op
1 and π
op
2 the
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canonical inclusions. Since the Yoneda’s map Σ∞+ ◦ jnc commutes with direct sums, the maps Σ
∞
+ ◦ jnc(i
op
1 )
and Σ∞+ ◦ jnc(i
op
1 ) can be identified with the canonical projections
Σ∞+ ◦ jnc(Lpe(k)) ⊕ Σ
∞
+ ◦ jnc(Lpe(k))→ Σ
∞
+ ◦ jnc(Lpe(k)) (3.15)
and Σ∞+ ◦ jnc(π
op
1 ) and Σ
∞
+ ◦ jnc(π
op
2 ) the canonical inclusions
Σ∞+ ◦ jnc(Lpe(k))→ Σ
∞
+ ◦ jnc(Lpe(k))⊕ Σ
∞
+ ◦ jnc(Lpe(k)) (3.16)
in Fun(Dg(k)ft, Ŝp).
Let us proceed. To achieve the new decomposition, we compose the decomposition we had before with
an equivalence Θ in Fun(Dg(k)ft, Ŝp)
Σ∞+ ◦ jnc(Lpe(k))⊕ Σ
∞
+ ◦ jnc(Lpe(k))
Θ // Σ∞+ ◦ jnc(Lpe(k))⊕ Σ
∞
+ ◦ jnc(Lpe(k)) (3.17)
defined to be the map
Σ∞+ ◦ jnc(Lpe(k))
Σ∞+ ◦ jnc(Lpe(k))⊕ Σ
∞
+ ◦ jnc(Lpe(k))
δ1
22❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢
δ2 ,,❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳
Θ //❴❴❴ Σ∞+ ◦ jnc(Lpe(k))⊕ Σ
∞
+ ◦ jnc(Lpe(k))
Σ∞+ ◦jnc(i
op
1 )
OO
Σ∞+ ◦jnc(i
op
2 )

Σ∞+ ◦ jnc(Lpe(k))
(3.18)
obtained from the universal property of the direct sum, where:
• δ1 it is the canonical dotted map obtained from the diagram
Σ∞+ ◦ jnc(Lpe(k))
Σ∞+ ◦jnc(π
op
1 )

id
++❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱
Σ∞+ ◦ jnc(Lpe(k))⊕ Σ
∞
+ ◦ jnc(Lpe(k))
//❴❴❴ Σ∞+ ◦ jnc(Lpe(k))
Σ∞+ ◦ jnc(Lpe(k))
Σ∞+ ◦jnc(π
op
2 )
OO
0
33❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
(3.19)
• δ2 is the canonical map obtained from
Σ∞+ ◦ jnc(Lpe(k))
Σ∞+ ◦jnc(π
op
1 )

id
++❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱
Σ∞+ ◦ jnc(Lpe(k))⊕ Σ
∞
+ ◦ jnc(Lpe(k)) //❴❴❴ Σ
∞
+ ◦ jnc(Lpe(k))
Σ∞+ ◦ jnc(Lpe(k))
Σ∞+ ◦jnc(π
op
2 )
OO
−id
33❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
(3.20)
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Of course, it follows from this definition that Θ is an equivalence with inverse equal to itself. Finally, we
consider the composition
Σ∞+ ◦ jnc(Lpe(Gm))
Lpe(i) //
Lpe(j)

Σ∞+ ◦ jnc(Lpe(A
1))
Lpe(α)


Σ∞+ ◦ jnc(Lpe(A
1))
//
Lpe(β) // Σ∞+ ◦ jnc(Lpe(P
1))
Θ◦Σ∞+ ◦jnc(ψ
op)
++❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱
Σ∞+ ◦ jnc(Lpe(k))⊕ Σ
∞
+ ◦ jnc(Lpe(k))
(3.21)
which again, as in the Remark 3.2, provides a pushout-pullback square in FunNis(Dg(k)
ft, Ŝp). The impor-
tant point of this new decomposition is the fact that both maps Θ ◦ (Σ∞+ ◦ jnc(ψ
op ◦Lpe(α))) and Θ ◦ (Σ
∞
+ ◦
jnc(ψ
op ◦ Lpe(β))) become simpler. In fact, since α
∗(OP1) = α
∗(OP1(−1)) = β
∗(OP1) = α
∗(OP1(−1)) = OA1 ,
we find that
• The composition Σ∞+ ◦ jnc(i
op
1 ) ◦ Θ ◦ (Σ
∞
+ ◦ jnc(ψ
op ◦ Lpe(α))) can be identified with the map Σ
∞
+ ◦
jnc(Lpe(p)) induced by pullback along the canonical projection p : A
1 → Spec(k). Indeed, we have
Σ∞+ ◦ jnc(i
op
1 ) ◦Θ ◦ (Σ
∞
+ ◦ jnc(ψ
op ◦ Lpe(α))) ≃ (3.22)
≃ δ1 ◦ (Σ
∞
+ ◦ jnc(ψ
op ◦ Lpe(α))) ≃ (3.23)
≃ δ1 ◦ (Σ
∞
+ ◦ jnc(π
op
1 ◦ i
op
1 + π
op
2 ◦ i
op
2 )) ◦ (Σ
∞
+ ◦ jnc(ψ
op ◦ Lpe(α))) ≃ (3.24)
≃ Σ∞+ ◦ jnc(i
op
1 ◦ ψ
op ◦ Lpe(α)) + 0 ≃ (3.25)
≃ Σ∞+ ◦ jnc((α
∗ ◦ ψ ◦ i1)
op) ≃ (3.26)
≃ Σ∞+ ◦ jnc((p
∗)op) ≃ (3.27)
≃ Σ∞+ ◦ jnc(Lpe(p)) (3.28)
The same holds for the composition Σ∞+ ◦ jnc(i
op
1 ) ◦Θ ◦ (Σ
∞
+ ◦ jnc(ψ
op ◦ Lpe(β)));
• The maps Σ∞+ ◦ jnc(i
op
2 ) ◦Θ ◦ (Σ
∞
+ ◦ jnc(ψ
op ◦Lpe(α))) and Σ
∞
+ ◦ jnc(i
op
2 ) ◦Θ ◦ (Σ
∞
+ ◦ jnc(ψ
op ◦Lpe(β)))
are zero. Indeed, we have
Σ∞+ ◦ jnc(i
op
2 ) ◦Θ ◦ (Σ
∞
+ ◦ jnc(ψ
op ◦ Lpe(α))) ≃ (3.29)
≃ δ2 ◦ (Σ
∞
+ ◦ jnc(ψ
op ◦ Lpe(α))) ≃ (3.30)
≃ δ2 ◦ (Σ
∞
+ ◦ jnc(π
op
1 ◦ i
op
1 + π
op
2 ◦ i
op
2 )) ◦ (Σ
∞
+ ◦ jnc(ψ
op ◦ Lpe(α))) ≃ (3.31)
≃ Id ◦ (Σ∞+ ◦ jnc(i
op
1 ◦ ψ
op ◦ Lpe(α))) + (−Id) ◦ (Σ
∞
+ ◦ jnc(i
op
1 ◦ ψ
op ◦ Lpe(α))) ≃ (3.32)
≃ Σ∞+ ◦ jnc((α
∗ ◦ ψ ◦ i1)
op)− Σ∞+ ◦ jnc((α
∗ ◦ ψ ◦ i2)
op) (3.33)
But since α∗(OP1) = α
∗(OP1(−1)) = OA1 , we have α
∗ ◦ψ ◦ i1 ≃ α
∗ ◦ψ ◦ i2 so that the last difference is
zero. The same argument holds for β∗.
From these two facts, we conclude that Θ ◦ (Σ∞+ ◦ jnc(ψ
op ◦ Lpe(α))) is equivalent to the sum Σ
∞
+ ◦
jnc(Lpe(p))⊕ 0 so that the outer commutative square of the diagram (3.21) can now be written as
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Σ∞+ ◦ jnc(Lpe(Gm))
Lpe(i) //
Lpe(j)

Σ∞+ ◦ jnc(Lpe(A
1))
Σ∞+ ◦jnc(Lpe(p))⊕0

Σ∞+ ◦ jnc(Lpe(A
1))
Σ∞+ ◦jnc(Lpe(p))⊕0 // Σ∞+ ◦ jnc(Lpe(k))⊕ Σ
∞
+ ◦ jnc(Lpe(k))
(3.34)
We are almost done. To proceed, we rewrite the diagram 3.21 as
Σ∞+ ◦ jnc(Lpe(Gm)) //

Σ∞+ ◦ jnc(Lpe(A
1))⊕ Σ∞+ ◦ jnc(Lpe(A
1))
(Σ∞+ ◦jnc(Lpe(α)),−Σ
∞
+ ◦jnc(Lpe(β)))

(Σ∞+ ◦jnc(Lpe(p)),−Σ
∞
+ ◦jnc(Lpe(p)))⊕0

0
00
// Σ∞+ ◦ jnc(Lpe(P
1))
Σ∞+ ◦jnc(Θ
op◦ψop)
++❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❲❲❲
Σ∞+ ◦ jnc(Lpe(k)⊕ Lpe(k))
(3.35)
where of course, since the Yoneda’s map Σ∞+ ◦ jnc commutes with direct sums, we have
Σ∞+ ◦ jnc(Lpe(A
1))⊕ Σ∞+ ◦ jnc(Lpe(A
1)) ≃ Σ∞+ ◦ jnc(Lpe(A
1)⊕ Lpe(A
1)) (3.36)
We observe that both the inner and the outer squares become pullback-pushouts once we pass to the
Nisnevich localization. Moreover, the map Θ ◦ (Σ∞+ ◦ jnc(ψ
op)) becomes an equivalence.
In a different direction, we also observe that the pullback map of dg-categories p∗ : Lpe(k) → Lpe(A
1)
admits a left inverse s∗ : Lpe(A
1)→ Lpe(k) given by the pullback along the zero section s : Spec(k)→ A
16.
In terms of noncommutative spaces, this can be rephrased by saying that Lpe(p) as a right inverse Lpe(s).
We can use this right-inverse to construct a right inverse to the first projection of (Σ∞+ ◦ jnc(Lpe(p)),−Σ
∞
+ ◦
jnc(Lpe(p)))⊕ 0, namely, we consider the map (Σ
∞
+ ◦ jnc(Lpe(s)), 0) induced by the universal property of the
direct sum in Fun(Dg(k)ft, Ŝp)
Σ∞+ ◦ jnc(Lpe(A
1))
Σ∞+ ◦ jnc(Lpe(k))
Σ∞+ ◦jnc(Lpe(s)) ..
0
00
(Σ∞+ ◦jnc(Lpe(s)),0) //❴❴❴❴❴❴❴❴❴ Σ∞+ ◦ jnc(Lpe(A
1))⊕ Σ∞+ ◦ jnc(Lpe(A
1))
OO

Σ∞+ ◦ jnc(Lpe(A
1))
(3.37)
It is immediate to check that the composition Σ∞+ ◦ jnc(i
op
1 ) ◦ ((Σ
∞
+ ◦ jnc(Lpe(p)),−Σ
∞
+ ◦ jnc(Lpe(p))) ⊕
0) ◦ (Σ∞+ ◦ jnc((Lpe(s)), 0) is the identity, so that Σ
∞
+ ◦ jnc(i
op
1 ) ◦ ((Σ
∞
+ ◦ jnc(Lpe(p)),−Σ
∞
+ ◦ jnc(Lpe(p)))⊕ 0)
has a right inverse that we can picture as a dotted arrow
6which in terms of rings is given by the evaluation at zero ev0 : k[T ]→ k
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Σ∞+ ◦ jnc(Lpe(Gm)) //

Σ∞+ ◦ jnc(Lpe(A
1))⊕ Σ∞+ ◦ jnc(Lpe(A
1))
(Lpe(α),−Lpe(β))

(Lpe(p),−Lpe(p))⊕0
rr
0 // Σ∞+ ◦ jnc(Lpe(P
1))
Θ◦(Σ∞+ ◦jnc(ψ
op))

Σ∞+ ◦ jnc(Lpe(k)⊕ Lpe(k))
Σ∞p ◦jnc(i
op
1 )

Σ∞+ ◦ jnc(Lpe(k))
ll
❞ ❞ ❞
❞ ❡ ❡
❡ ❡ ❢
❢ ❣
❤ ✐
❦ ♠
♣
✁
✤
❂
◆◗
❙❯
❱❲
❳❳❨
❨❨❨
❩❩
(3.38)
At the same time, the preceding discussion implies that the second projection
Σ∞+ ◦ jnc(Lpe(Gm)) //

Σ∞+ ◦ jnc(Lpe(A
1))⊕ Σ∞+ ◦ jnc(Lpe(A
1))
(Lpe(α),−Lpe(β))

0
rr
0 // Σ∞+ ◦ jnc(Lpe(P
1))
Θ◦(Σ∞+ ◦jnc(ψ
op))

Σ∞+ ◦ jnc(Lpe(k)⊕ Lpe(k))
Σ∞+ ◦jnc(i
op
2 )

Σ∞+ ◦ jnc(Lpe(k))
(3.39)
is just the zero map.
We now explain how to extract the familiar Bass exact sequence out of these two diagrams. Given
any object F ∈ Fun(Dg(k)ft, Ŝp) and a noncommutative space X, we set the notation FX := Hom(Σ
∞
+ ◦
jnc(X), F ). To proceed, we consider the image of the diagram (3.38) under the functor Hom(−, F ), to find
a diagram
FLpe(k) ≃ F
iF1// F ⊕ F ≃ FLpe(k)⊕Lpe(k) // FLpe(P1)

// FLpe(A1)⊕Lpe(A1) ≃ FLpe(A1) ⊕ FLpe(A1)

ss
0 // FLpe(Gm)
(3.40)
where the first map iF1 : F → F ⊕ F can be identified with the canonical inclusion in the first coordinate
and the composition F // FLpe(A1) ⊕ FLpe(A1) //❴❴❴ F is the identity.
From this we can procude a new commutative diagram by taking sucessive pushouts
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F
iF1 // F ⊕ F

// FLpe(P1)

// FLpe(A1) ⊕ FLpe(A1)


0 // F // F
∐
F⊕F FLpe(P1)

// FLpe(A1)
∐
F FLpe(A1)
((◗
◗◗
◗◗
◗◗
0 // FLpe(Gm)
(3.41)
and we notice that the vertical map F⊕F → F can be identified with the projection in the second coordinate.
In particular, if we denote as U(F ) the pullback
U(F ) //

FLpe(A1)
∐
F FLpe(A1)

0 // FLpe(Gm)
(3.42)
we find a canonical map
F
∐
F⊕F FLpe(P1)
//❴❴❴ U(F ) (3.43)
induced from the diagram (3.41) using the universal property of the pullback .
At the same time, if we apply Hom(−, F ) to the diagram (3.39) we find a new commutative diagram
F
id
))
iF2

0
''
F ⊕ F

// FLpe(P1)

// FLpe(A1) ⊕ FLpe(A1)

F // F
∐
F⊕F FLpe(P1)

''❖
❖❖
❖❖
❖
// FLpe(A1)
∐
F FLpe(A1)

U(F )
77♥♥♥♥♥♥♥♥♥♥♥♥
ww♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦♦
0 // FLpe(Gm)
(3.44)
and discover that the map F → F
∐
F⊕F FLpe(P1) → U(F ) admits a natural factorization
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ΩFLpe(Gm)
//

0

F
σF
;;✈
✈
✈
✈
✈ // U(F ) //

FLpe(A1)
∐
F FLpe(A1)

0 // FLpe(Gm)
(3.45)
because ΩFLpe(Gm) is the fiber of U(F )→ FLpe(A1)
∐
F FLpe(A1). This concludes the preliminary steps.
From now, we suppose that F is Nisnevich local. In this case, by the Corollary 3.1, the map F ⊕ F →
FLpe(P1) is an equivalence and the commutative square
FLpe(P1)

// FLpe(A1) ⊕ FLpe(A1)

0 // FLpe(Gm)
(3.46)
is a pushout-pullback because the image of the square (3.11) under Lpe is a Nisnevich square of noncom-
mutative spaces. Using these two facts we conclude that the canonical maps constructed above, F →
F
∐
F⊕F FLpe(P1) and F
∐
F⊕F FLpe(P1) → U(F ) are equivalences so that the diagram
F //

FLpe(A1)
∐
F FLpe(A1)

0 // FLpe(Gm)
(3.47)
is a pullback-pushout. In particular, as in the diagram (3.45) we find the existence of a section
ΩFLpe(Gm)
//

0

F
σF
;;✈
✈
✈
✈
✈ Id // F //

FLpe(A1)
∐
F FLpe(A1)

0 // FLpe(Gm)
(3.48)
We are almost done. To conclude, we consider the induced pullback-pushout square
FLpe(A1)
∐
F FLpe(A1)
//

0

FLpe(Gm)
// ΣF
(3.49)
where now, the suspension Σ(σF ) makes Σ(F ) a retract of FLpe(Gm). We are done now. Since the evaluation
maps commute with colimits and by the definition of F(−), we have for each TX ∈ Dg(k)
ft, a pullback-pushout
diagram in Ŝp
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F (Lpe(A
1)⊗ TX)
∐
F (TX)
F (Lpe(A
1)⊗ TX) //

0

F (Lpe(Gm)⊗ TX) // ΣF (TX)
(3.50)
and therefore, a long exact sequence of abelian groups
...→ πn(F (Lpe(A
1)⊗TX)
∐
F (TX)
F (Lpe(A
1)⊗TX))→ πn(F (Lpe(Gm)⊗TX))→ πn(ΣF (TX)) = πn−1(F (TX))→ ...
(3.51)
and because of the existence of Σ(σF ), the maps πn(F (Lpe(Gm)⊗ TX))→ πn(ΣF (TX)) = πn−1(F (TX)) are
necessarily surjective, so that the long exact sequence breaks up into short exact sequences
0→ πn(F (Lpe(A
1)⊗TX)
∐
F (TX)
F (Lpe(A
1)⊗TX))→ πn(F (Lpe(Gm)⊗TX))→ πn(ΣF (TX)) = πn−1(F (TX))→ 0
(3.52)
∀n ∈ Z.
At the same time, since the square
F

iF1 // F ⊕ F // FLpe(A1) ⊕ FLpe(A1)

0 // FLpe(A1)
∐
F FLpe(A1)
(3.53)
is also a pullback-pushout and the top map F → FLpe(A1) ⊕ FLpe(A1) admits a left inverse, the associated
long exact sequences
...→ πn(F (Lpe(A
1)⊗ TX)
∐
F (TX)
F (Lpe(A
1)⊗ TX))→ πn(F (TX))→ πn(F (Lpe(A
1)⊗ TX)⊕ F (Lpe(A
1)⊗ TX))→(3.54)
→ πn(F (Lpe(A
1)⊗ TX)
∐
F (X)
F (Lpe(A
1)⊗ TX))→ ...(3.55)
breaks up into short exact sequences
0→ πn(F (TX))→ πn(F (Lpe(A
1)⊗ TX)⊕ F (Lpe(A
1)⊗ TX))→ πn(F (Lpe(A
1)⊗ TX)
∐
F (X)
F (Lpe(A
1)⊗ TX))→ 0.(3.56)
Combining the two short exact sequences (3.52) and (3.57) we find the familar exact sequences of Bass-
Thomason-Trobaugh
0→ πn(F (TX))→ πn(F (Lpe(A
1)⊗ TX)⊕ F (Lpe(A
1)⊗ TX))→ (3.57)
→ πn(F (Lpe(Gm)⊗ TX))→ πn−1(F (TX))→ 0 (3.58)
This concludes this section.
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3.1.2 Nisnevich vs Connective-Nisnevich descent and the Thomason-Trobaugh (−)B-Construction
In this section we study the class of functors sharing the same formal properties of Kc, namely, the one
of sending Nisnevich squares to pullback squares of connective spectra. This will take us through a small
digression aiming to understand how the truncation functor τ≥0 interacts with the Nisnevich localization.
Definition 3.3. Let F ∈ Fun(Dg(k)ft, Ŝp≥0). We say that F is connectively-Nisnevich local if for any
Nisnevich square of dg-categories
TX //

TU

TV // TW
(3.59)
the induced square
F (TX) //

F (TU)

F (TV) // F (TW)
(3.60)
is a pullback of connective spectra.
Remark 3.4. It follows that if F belongs to FunNis(Dg
ft, Ŝp), its connective truncation τ≥0(F ) is connectively-
Nisnevich local. This is because τ≥0 acts objectwise and is a right adjoint to the inclusion of connective
spectra into all spectra, thus preserving pullbacks.
It is also convenient to isolate the following small technical remark:
Remark 3.5. Let C be a stable (∞, 1)-category and let C0 ⊆ C be a subcategory such that the inclusion
preserves direct sums. Then, if
A
i //

B
p

0 // C
(3.61)
is a pullback square in C0 such that
• the map i admits a left inverse v;
• the map p admits a right inverse u;
• the sum i ◦ v + u ◦ p is homotopic to the identity
we conclude, by the same arguments given in the Remark [I,6.56] that B ≃ A ⊕ C. Moreover, under the
hypothesis that the inclusion preserves direct sums, the square remains a pullback after the inclusion C0 ⊆ C
and therefore, a pushout. In particular, it becomes a split exact sequence in C. This holds for any universe.
In particular, for any pullback square of dg-categories associated to a Nisnevich square of noncommutative
spaces (3.59) such that TU is zero and the sequence splits, the induced diagram of connective spectra (3.60)
makes F (TV) canonically equivalent to the direct sum F (TX)⊕ F (TW) in Ŝp.
We let FunNis≥0(Dg(k)
ft, Ŝp≥0) denote the full subcategory of Fun(Dg(k)
ft, Ŝp≥0) spanned by the
connectively-Nisnevich local functors. For technical reasons it is convenient to observe that the inclusion
FunNis≥0(Dg(k)
ft, Ŝp≥0) ⊆ Fun(Dg(k)
ft, Ŝp≥0) admits a left adjoint lnis≥0 . More precisely
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Proposition 3.6. FunNis≥0(Dg(k)
ft, Ŝp≥0) is an accessible reflexive localization of Fun(Dg(k)
ft, Ŝp≥0).
Proof. We evoke the Proposition 5.5.4.15 of [21] so that we are reduced to show the existence of a small class
of maps S in Fun(Dg(k)ft, Ŝp≥0) such that an object F is connectively-Nisnevich local if and only if it is
local with respect to the maps in S.
To define S, we ask the reader to bring back to his attention our discussion and notations in [I,5.4] and
in [I,6.58]. Using the same notations, we define S to be the collection of all maps
δΣ∞+ ◦jnc(U)(K)
∐
δΣ∞
+
◦jnc(W)(K)
δΣ∞+ ◦jnc(V)(K)→ δΣ∞+ ◦jnc(X)(K) (3.62)
given by the universal property of the pushout, this time with K in Ŝp≥0 ∩ (Ŝp)
ω 7 and W,V ,U and X part
of a Nisnevich square of noncommutative smooth spaces. As before, the fact that S satisfies the required
property follows directly from the definition of the functors δΣ∞+ ◦jnc(−) as left adjoints to Map
Sp and from
the enriched version of Yoneda’s lemma.
It follows directly from the definition of the class S in the previous proof and from the description of the
class of maps that generate the Nisnevich localization in Fun(Dg(k)ft, Ŝp) (see [I,6.58]) that the inclusion
i : Fun(Dg(k)ft, Ŝp≥0) →֒ Fun(Dg(k)
ft, Ŝp) (3.63)
sends connective-Nisnevich local equivalences to Nisnevich local equivalences. In particular, the universal
property of the localization provides us with a canonical colimit preserving map
Fun(Dg(k)ft, Ŝp≥0)
lnis≥0

  i // Fun(Dg(k)ft, Ŝp)
lncnis

FunNis≥0(Dg(k)
ft, Ŝp≥0) //❴❴❴ FunNis(Dg(k)
ft, Ŝp)
(3.64)
rendering the diagram commutative. Moreover, since the localizations are presentable, the Adjoint Functor
Theorem implies the existence of a right adjoint which makes the associated diagram of right adjoints
Fun(Dg(k)ft, Ŝp≥0) Fun(Dg(k)
ft, Ŝp)
τ≥0
oo
FunNis≥0(Dg(k)
ft, Ŝp≥0)
?
α
OO
FunNis(Dg(k)
ft, Ŝp)oo❴ ❴ ❴
?
β
OO
(3.65)
commute. At the same time, the Remark 3.4 implies the existence of the two commutative diagrams (3.65)
and (3.65). By comparison with the new diagrams, we find that the canonical colimit preserving map
FunNis≥0(Dg(k)
ft, Ŝp≥0) //❴❴❴ FunNis(Dg(k)
ft, Ŝp) can be identified with the composition i! := l
nc
Nis◦i◦α
and that its right adjoint can be identified with τ≥0, the restriction of the truncation functor τ≥0 to the
Nisnevich local functors.
Our goal is to prove that this adjunction
FunNis≥0(Dg(k)
ft, Ŝp≥0) i!
// FunNis(Dg(k)ft, Ŝp)
τ≥0
ll
(3.66)
is an equivalence. Our results from 3.1.1 already provide one step towards this:
7Here (Ŝp)ω denotes the full subcategory of Ŝp spanned by the compact objects. Recall that Ŝp ≃ Ind((Ŝp)ω).
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Proposition 3.7. The functor τ≥0 is conservative.
Proof. Recall from 3.1.1 that for any Nisnevich local F we can construct a pullback-pushout square
FLpe(A1)
∐
F FLpe(A1)
//

0

FLpe(Gm)
// ΣF
(3.67)
such that for any TX ∈ Dg(k)
ft, the associated long exact sequence of homotopy groups breaks up into short
exact sequences for any n ∈ N
0→ πn(F (Lpe(A
1)⊗ TX)
∐
F (TX)
F (Lpe(A
1)⊗ TX))→ πn(F (Lpe(Gm)⊗ TX))→ πn−1(F (TX))→ 0 (3.68)
Therefore, given a morphism F → G in FunNis(Dg(k)
ft, Ŝp), we have an induced diagram
GLpe(A1)
∐
GGLpe(A1)
//

0

FLpe(A1)
∐
F FLpe(A1)
44❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥

// 0

>>⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤
GLpe(Gm)
// ΣG
FLpe(Gm)
44❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
// ΣF
==⑤⑤⑤⑤⑤⑤⑤⑤⑤
(3.69)
which induces natural maps of short exact sequences
0 //

πn(F (Lpe(A
1)⊗ TX)
∐
F (TX)
F (Lpe(A
1)⊗ TX))

// πn(F (Lpe(Gm)⊗ TX)) //

πn−1(F (TX)) //

0

0 // πn(G(Lpe(A1)⊗ TX)
∐
G(TX)
G(Lpe(A
1)⊗ TX)) // πn(G(Lpe(Gm)⊗ TX)) // πn−1(G(TX)) // 0
(3.70)
In particular, if f is an equivalence in the connective part, by induction on n = 0,−1,−2, ..., we conclude
that f is an equivalence.
With this result, in order to prove that i! is an equivalence we are reduced to show the counit of the
adjunction τ≥0 ◦ i! → Id is a natural equivalence of functors. Notice that since α and i are fully-faithful,
this amounts to show that for any F connectively-Nisnevich local, the canonical map i ◦ τ≥0 ◦ l
nc
Nis ◦ i ◦
α(F ) → i ◦ α(F ) is an equivalence. Of course, to achieve this we will need a more explicit description of
the noncommutative Nisnevich localization functor lncNis restricted to connectively-Nisnevich local objects.
There is a naive candidate, namely, the familiar (−)B construction of Thomason-Trobaugh [37, 6.4]. Our
goal to the end of this section is to prove the following proposition confirming that this guess is correct:
Proposition 3.8. There is an accessible localization functor (−)B : Fun(Dg(k)ft, Ŝp)→ Fun(Dg(k)ft, Ŝp)
encoding the B-construction of [37, 6.4] such that for any F ∈ FunNis≥0(Dg(k)
ft, Ŝp) we have:
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• τ≥0(i ◦ α(F )
B) ≃ F .
• the object (i ◦ α(F ))B is Nisnevich local;
• there is a canonical equivalence (i ◦ α(F ))B ≃ lncNis((i ◦ α(F ));
In particular, the natural transformation τ≥0 ◦ i! → Id is an equivalence. Together with the Proposition 3.7
we have an equivalence of (∞, 1)-categories between the theory of connectively-Nisnevich local functors and
the theory of Nisnevich local functors.
With these results available we can already uncover the proof of our first main theorem:
Proof of the Theorem 1.9:
Thanks to the Corollary 2.6 we already know that KS is Nisnevich local. In this case, and by the
universal property of the localization, the canonical map Kc → KS admits a canonical uniquely determined
factorization
Kc
 $$■
■■
■■
■■
■■
■
lncNis(K
c) //❴❴❴ KS
(3.71)
so that we are reduced to show that this canonical morphism lncNis(K
c) → KS is an equivalence. But since
these are Nisnevich local objects and since we now know by the Prop. 3.8 that the truncation functor τ≥0 is
an equivalence when restricted to Nisnevich locals, it suffices to check that the induced map τ≥0l
nc
Nis(K
c)→
τ≥0K
S is an equivalence. But this follows because all the morphisms in the image of the commutative
diagram (3.71) become equivalences after applying τ≥0. This follows from the construction of K
S and again
by the results in the Proposition 3.8.
We now start our small journey towards the proof of the Proposition 3.8. To start with we need to specify
how the B-Construction of [37, 6.4] can be formulated in our setting:
Construction 3.9. (Thomason-Trobaugh (−)B-Construction) We begin by asking the reader to bring
back to his attention the diagrams constructed in 3.1.1. More precisely, to recall that for any F ∈
Fun(Dg(k)ft, Ŝp), we found a commutative diagram
ΩFLpe(Gm)
//

0

F
σF
;;✈
✈
✈
✈
✈ αF // U(F ) //

FLpe(A1)
∐
F FLpe(A1)

0 // FLpe(Gm)
(3.72)
where both squares are pushout-pullbacks. Iterating this construction, we find a sequence of canonical maps
F
αF // U(F )
αU(F ) // U(U(F ))
α
U2(F ) // .... (3.73)
and we define FB to be the colimit for sequence (which is of course unique up to canonical equivalence). The
assignement F 7→ FB provides an endofunctor (−)B of the (∞, 1)-category Fun(Dg(k)ft, Ŝp). To see this
we can use the fact the monoidal structure in Fun(Dg(k)ft, Ŝp) admits internal-homs Hom. More precisely,
we consider the diagram of natural transformations induced by the image of the diagram (3.38) under the
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first entry of Hom(−,−). With this, and keeping the notations we have been using, we define f1 to be the
functor cofiber of Id = (−)Lpe(k) → (−)Lpe(A1) ⊕ (−)Lpe(A1). The universal property of the cofiber gives us
a canonical natural transformation f1 → (−)Lpe(Gm) and define a new functor U as the fiber of this map
(recall that colimits and limits in the category of functors are determined objectwise). Finally, we consider
(−)B as the colimit of the natural transformations
Id
$$❏❏
❏❏
❏❏
❏❏
❏❏
α// U = Id ◦ U

// U2 = Id ◦ U2
ww♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥
// ....
(−)B
(3.74)
We prove that for any F the object FB satisfies the exact sequences of Bass-Thomason-Trobaugh for any
n ∈ Z. The proof requires some technical steps:
Lemma 3.10. The functor U commutes with small colimits.
Proof. Let {Fi}i∈I be a diagram in C. Then, by definition we have a pullback diagram
U(colimI Fi) //

(colimI Fi)Lpe(A1)
∐
(colimI Fi)
(colimI Fi)Lpe(A1)

0 // (colimI Fi)Lpe(Gm)
(3.75)
but since (−)Lpe(Gm) and (−)Lpe(A1) commute with all colimits (thanks to Yoneda’s lemma and the fact the
evaluation map commutes with small colimits), this diagram is equivalent to
U(colimI Fi) //

colimI ((Fi)Lpe(A1)
∐
Fi
(Fi)Lpe(A1))

0 // colimI ((Fi)Lpe(Gm))
(3.76)
and since in the stable context colimits commute with pullbacks we find a canonical equivalence
U(colimI Fi) ≃ colimI U(Fi) (3.77)
Lemma 3.11. The two maps U = Id◦U → U2 and U = U ◦Id→ U2 induced by the natural transformation
Id→ U , are homotopic.
Proof. We are reduced to show that for any F the natural maps U(αF ), αU(F ) : U(F ) → U
2(F ) are homo-
topic. Recall that by definition αU(F ) is determined by the universal property of pullbacks, as being the
essentially unique map that makes the diagram
U(F )
αU(F )
##●
●
●
●
●
''
%%
U2(F )

// U(F )Lpe(A1)
∐
U(F ) U(F )Lpe(A1)

0 // U(F )Lpe(Gm)
(3.78)
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commute. In this case, as U commutes with colimits by the Lemma 3.10 and as Fun(Dg(k)ft, Ŝp) is
stable, U also preserves pullbacks. In this case, and as we have equivalences U(FGm) ≃ U(F )Gm and
U(FLpe(A1)) ≃ U(F )Lpe(A1), the diagram in (3.78) is in fact equivalent to the image of the diagram
F
αF
!!❉
❉
❉
❉
%%
$$
U(F ) //

FLpe(A1)
∐
F FLpe(A1)

0 // FLpe(Gm)
(3.79)
under U , where the inner commutative square is a pullback so that U(αF ) is necessarily homotopic to
αU(F ).
These lemmas have the following consequences:
Proposition 3.12. The natural transformation (−)B ◦ Id→ (−)B ◦ U is an equivalence.
Proof. This amounts to check that for any F the natural map FB → U(F )B is an equivalence. By construc-
tion, this is the map induced at the colimit level by the morphism of diagrams
... ...
U2(F )
U2(αF )//
α
U2(F )
OO
U(F )
α
U3(F )
OO
U(F )
U(αF ) //
αU(F )
OO
U(F )
α
U2(F )
OO
F
αF
OO
αF // U(F )
αU(F )
OO
(3.80)
By iterating the Lemma 3.11 we find that for any k ≥ 0 the maps Uk(αF ) and αUk(F ) are homotopic so
that, by cofinality, the map FB → U(F )B induced between the colimit of each column is an equivalence.
Proposition 3.13. The natural map (−)B ◦ U → U ◦ (−)B is an equivalence.
Proof. It is enough to show that for any F the natural map U(F )B → U(FB) is an equivalence. As FB can
be obtained as a colimit for the sequence (3.73) and as U commutes with colimits, U(FB) is the colimit of
U(F )
U(αF ) // U2(F )
U(αU(F )) // U3(F )
U(α
U2(F )) // .... (3.81)
and again, by using the Lemma 3.11 together with cofinality, we deduce that this colimit is equivalent to
U(F )B.
We can now put these results together and show that
Corollary 3.14. For any object F ∈ Fun(Dg(k)ft, Ŝp) the object FB satisfies the Bass-Thomason-Trobaugh
exact sequences for any n ∈ Z.
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Proof. By combining the Propositions 3.12 and 3.13 we deduce that the canonical map FB → U(FB) is an
equivalence. Therefore, we have a pullback-pushout square
(FB)Lpe(A1)
∐
FB (F
B)Lpe(A1)

// 0

(FB)Lpe(Gm)
// ΣFB
(3.82)
and using exactly the same arguments as in 3.1.1 we find that for any TX ∈ Dg(k)
ft, the associated long
exact sequence breaks up into short exact sequences
0→ πn(F
B(Lpe(A
1)⊗ TX)
∐
FB(TX)
FB(Lpe(A
1)⊗ TX))→ πn(F
B(Lpe(Gm)⊗ TX))→ πn−1(F
B(TX))→ 0
(3.83)
and again by the same arguments we are able to extract the familiar exact sequences of Bass-Thomason-
Trobaugh, for all n ∈ Z.
Remark 3.15. As the canonical map FB → U(FB) is an equivalence it follows from the Construction 3.9
that when we construct the diagram (3.72) with FB
Ω(FB
Lpe(Gm)
) //

0

FB
σ
FB
::t
t
t
t
t
// U(FB) //

(FB)Lpe(A1)
∐
FB (F
B)Lpe(A1)

0 // (FB)Lpe(Gm)
(3.84)
the section σFB makes F
B a retract of Ω(FB
Lpe(Gm)
). In particular, by iteratively applying the construction
Ω(−)
Lpe(Gm)
we find (because Σ∞+ ◦ jnc is monoidal) that for any n ≥ 1, the composition
FB → Ω(FBLpe(Gm))→ ...→ Ω
n(FBLpe(Gm)⊗n)→ ...→ Ω(F
B
Lpe(Gm)
)→ FB (3.85)
is the identity map so that, for any n ≥ 1, FB is a rectract of Ωn(FB
Lpe(Gm)⊗n
). Equivalently, for any n ≥ 1,
the suspension ΣnFB is a retract of (FB)Lpe(Gm)⊗n .
We will now show that the construction (−)B defines a localization:
Proposition 3.16. The functor (−)B : Fun(Dg(k)ft, Ŝp) → Fun(Dg(k)ft, Ŝp) of the Construction 3.9 is
an accessible localization functor.
This result follows from the Lemmas 3.10 and 3.11 together with the following general result:
Lemma 3.17. Let C be a presentable (∞, 1)-category and let U : C→ C be an colimit preserving endofunctor
of C, together with a natural transformation f : IdC → U such that the two obvious maps U ◦ IdC → U
2 and
IdC ◦ U → U
2 are homotopic. Let
Id
i0
%%❑❑
❑❑
❑❑
❑❑
❑❑
❑❑
f// U = IdC ◦ U
i1

// U2 = IdC ◦ U2
i2
vv♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠♠♠
// ....
T
(3.86)
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be a colimit cone for the horizontal sequence (indexed by N), necessarily in FunL(C,C). Then, the functor
T : C → C provides a reflexive localization of C. Moreover, since T commutes with small colimits the
localization is accessible.
Proof. The proof requires some preliminairs. To start with we observe that the arguments in the proof of
the Propositions 3.12 and 3.13 apply mutatis-mutandis to this general situation so that we have natural
equivalences T ◦ IdC ≃ T ◦ U and T ◦ U ≃ U ◦ T . These two facts combined force the canonical maps
T // U ◦ T // U2 ◦ T // ... (3.87)
to be equivalences.
Let us now explain the main proof. For this purpose we will use the description of a reflexive localization
functor given in [21, 5.2.7.4-(3)]. Namely, for a functor T : C → C from an (∞, 1)-category C to itself to
provide a reflexive localization of C (which we recall, means that T factors as C → C0 ⊆ C with C0 a full
subcategory of C, C0 ⊆ C the inclusion and C→ C0 a left adjoint to the inclusion C0 ⊆ C) it is enough to have
T equipped with a natural transformation α : IdC → T such that for every object X ∈ C, the morphisms
αT (X) and T (αX) are equivalences .
In our case, we let α be the canonical natural transformation i0 : IdC → T appearing in the colimit cone
(3.86). We show that for any X ∈ C, the maps (i0)T (X) and T ((i0)X) are equivalences. The first follows
immediately from our preliminairs: since all the maps in the sequence
T (X)→ U(T (X))→ U2(T (X))→ ... (3.88)
are equivalences and (i0)T (X) is by definition the first structural map in the colimit cone of this sequence, it
is also an equivalence.
Let us now discuss T ((i0)X). By construction of the functor T , this is the map colimn∈N U
n((i0)X) :
T (X)→ T (T (X)) induced by the universal property of colimits by means of the morphism of sequences
X //
(i0)X

U(X) //
U((i0)X )
✤
✤
✤
U2(X) //
U2((i0)X)
✤
✤
✤
...
T (X) // U(T (X)) // U2(T (X)) // ...
(3.89)
We will prove that
(i) For any X there is a canonical homotopy between the maps U((i0)X) and (i0)U(X). By induction we
get canonical homotopies between Un((i0)X) and (i0)Un(X);
(ii) For any diagram I → C in C (denoted as {Xk}k∈I), there is a canonical homotopy between the maps
colimk∈I ((i0)Xk) and (i0)colimk∈I (Xk).
so that by combining these two results we get
T ((i0)X) ≃ colimn∈NU
n((i0)X) ≃ colimn∈N ((i0)Un(X)) ≃ (i0)colimn∈N (Un(X)) ≃ (i0)T (X) (3.90)
and since we already know that (i0)T (X) is an equivalence, we deduce the same for T ((i0)X).
To prove (i) we observe the existence of a canonical commutative triangle
T (U(X)) //❴❴❴ U(T (X))
U(X)
U((i0)X)
88qqqqqqqqqq
(i0)U(X)
OO
(3.91)
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provided by the universal property of the colimit defining T . As explained in the preliminairs this dotted
map is an equivalence so that the commutativity of this diagram holds the desired homotopy.
Let us now prove (ii). Let I⊲ → C be a colimit diagram in C (which, by abusing the notation we denote as
{Xk, φk : Xk → colimk∈I Xk}k∈I). Since i0 is a natural transformation we find for any k ∈I a commutative
diagram
Xk
φk //
(i0)(Xk)

colimk∈I Xk
(i0)(colimk∈I Xk)

T (Xk)
T (φk)// T (colimk∈I Xk)
(3.92)
and the universal property of colimits allows us to factor the lower horizontal arrows as
T (Xk) // colimk∈I T (Xk)
θ //❴❴❴ T (colimk∈I Xk) (3.93)
where the dotted map θ is essentially unique. More importantly, since by construction T commutes with
colimits, θ is an equivalence.
At the same time, the map colimk∈I (i0)(Xk) is by definition the essentially unique map colimk∈I Xk →
colimk∈I T (Xk), induced by the universal property colimits, that makes the diagrams
Xk
φk //
(i0)(Xk)

colimk∈I Xk
colimk∈I (i0)(Xk)
✤
✤
✤
T (Xk) // colimk∈IT (Xk)
(3.94)
commute. Finally, since θ is an equivalence, the commutativity of (3.92) implies the commutativity of
Xk
φk //
(i0)(Xk)

colimk∈I Xk
θ−1◦(i0)(colimk∈I Xk)

T (Xk) // colimk∈I T (Xk)
(3.95)
so that by the uniqueness property that defines colimk∈I(i0)(Xk), the diagram
colimk∈I (Xk)
colimk∈I (i0)(Xk)

(i0)(colimk∈I Xk)
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
colimk∈I T (Xk)
θ // T (colimk∈I Xk)
(3.96)
must commute. This provides the desired homotopy and concludes (ii) and the proof.
Remark 3.18. It follows from the the Proposition 3.16 and from the Construction 3.9 that an object
F ∈ Fun(Dg(k)ft, Ŝp) is local with respect to the localization (−)B if and only if the diagram
F //

FLpe(A1)
∐
F FLpe(A1)

0 // FLpe(Gm)
(3.97)
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is a pullback-pushout square. In particular, the discussion in 3.1.1 implies that any Nisnevich local object
F is (−)B-local.
We now come to a series of technical steps in order prove each of the items in 3.8. First thing, we give a
precise sense to what it means for a functor F with connective values to satisfy all the Bass exact sequences
for n ≥ 1.
Definition 3.19. Let F ∈ Fun(Dg(k)ft, Ŝp≥0) and consider its associated diagram (3.72) (constructed in
Fun(Dg(k)ft, Ŝp), where we identify F with its inclusion). We say that F satisfies all Bass exact sequences
for n ≥ 1 if the canonical induced map of connective functors F → τ≥0U(F ) is an equivalence, or, in other
words, since τ≥0 commutes with limits and because of the definition of U(F ), if the diagram (3.97) is a
pullback in Fun(Dg(k)ft, Ŝp≥0).
Remark 3.20. Let F ∈ Fun(Dg(k)ft, Ŝp≥0) and consider the pullback-pushout diagram in Fun(Dg(k)
ft, Ŝp)
Ω(FLpe(A1)
∐
F FLpe(A1))

// Ω(FLpe(Gm))

0 // U(F )
(3.98)
Since, τ≥0 preserves pullbacks, we obtain a pullback diagram in Fun(Dg(k)
ft, Ŝp≥0)
τ≥0Ω(FLpe(A1)
∐
F FLpe(A1))

// τ≥0Ω(FLpe(Gm))

0 // τ≥0U(F )
(3.99)
If F satisfies the condition in the previous definition, then the zero truncation of the composition
F
σF //❴❴❴ Ω(FLpe(Gm)) // U(F ) (3.100)
makes F a retract of τ≥0Ω(FLpe(Gm)). With this, and as before, once evaluated at TX ∈ Dg(k)
ft, the long
exact sequence associated to the pullback (3.99) splits up into short exact sequences
0→ πn(F (Lpe(A
1)⊗ TX)
∐
F (TX)
F (Lpe(A
1)⊗ TX))→ πn(F (Lpe(Gm)⊗ TX))→ πn−1(F (TX))→ 0 (3.101)
∀n ≥ 1, and again by the same arguments, we can extract the exact sequences of Bass-Thomason.
Lemma 3.21. If F ∈ Fun(Dg(k)ft, Ŝp) has connective values and satisties all the Bass exact sequences for
n ≥ 1 (in the sense of the Definition 3.19), then the canonical map F ≃ τ≥0F → τ≥0F
B is an equivalence.
Proof. Assuming that F satisfies the condition in the Definition 3.19, meaning the canonical map F →
τ≥0U(F ) is an equivalence, we will show that for any k ≥ 2, the canonical map F → τ≥0U
k(F ) is an
equivalence. Once we have this, the conclusion of the lemma will follow from the fact τ≥0 commutes with
filtered colimits (because the t-structure in Ŝp is determined by the stable homotopy groups and these
commute with filtered colimits), so that
τ≥0(F
B) ≃ τ≥0(colimi∈NU
i(F )) ≃ colimi∈Nτ≥0(U
i(F )) ≃ colimi∈NF ≃ F (3.102)
So, let us prove the assertion for k = 2. By definition, we have a pullback-pushout square in Fun(Dg(k)ft, Ŝp)
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U2(F )

// U(F )Lpe(A1)
∐
U(F ) U(F )Lpe(A1)

0 // U(F )Lpe(Gm)
(3.103)
and since τ≥0 preserves pullbacks, we find
τ≥0U
2(F ) ≃ τ≥0(U(F )Lpe(A1)
∐
U(F )
U(F )Lpe(A1))×τ≥0(U(F )Lpe(Gm)) 0 (3.104)
We observe that
(i) τ≥0(U(F )Lpe(Gm)) ≃ FLpe(Gm).
(ii) τ≥0(U(F )Lpe(A1)
∐
U(F ) U(F )Lpe(A1)) ≃ FLpe(A1)
∐
F FLpe(A1)
To deduce the first equivalence, we use the equivalence τ≥0U(F ) ≃ F together with the fact that
(−)Lpe(Gm) commutes with τ≥0. The second equivalence requires a more sophisticated discussion. Re-
call from the section 3.1.1 that for any G ∈ Fun(Dg(k)ft, Ŝp) we are able to construct a pushout square in
Fun(Dg(k)ft, Ŝp)
G

iG1 // G⊕G // GLpe(P1) // GLpe(A1) ⊕GLpe(A1)

0 // GLpe(A1)
∐
GGLpe(A1)
(3.105)
such that the top horizontal composition admits a left inverse. Applying this construction to G = F and to
G = U(F ), we construct a map between the associated pullback-pushout squares
U(F ) //

U(F )Lpe(A1) ⊕ U(F )Lpe(A1)

F
==⑤⑤⑤⑤⑤⑤⑤⑤⑤
//

FLpe(A1) ⊕ FLpe(A1)
44❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤

0 // U(F )Lpe(A1)
∐
U(F ) U(F )Lpe(A1)
0
>>⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤ // FLpe(A1)
∐
F FLpe(A1)
44❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
(3.106)
(obtained using the natural transformation Hom(−, F ) → Hom(−, U(F )) induced by canonical morphism
F → U(F )).
Both the front and back faces are pullback-pushouts and both the top horizontal maps admite left-inverses.
Finally, since τ≥0U(F ) ≃ F and because the top horizontal maps admit left-inverses, the long exact
sequences associated to each square breaks up into short exact sequences, and for each n ≥ 0 and each
TX ∈ Dg(k)
ft we find natural maps of short exact sequences
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πn(U(F )(TX)) // πn((U(F )Lpe(A1) ⊕ U(F )Lpe(A1))(TX)) // πn((U(F )Lpe(A1)
∐
U(F ) U(F )Lpe(A1))(TX))
πn(F (TX)) //
∼
OO
πn((FLpe(A1) ⊕ FLpe(A1))(TX))
//
∼
OO
πn((FLpe(A1)
∐
F FLpe(A1))(TX))
OO
(3.107)
implying the equivalence in (ii).
Finally, we deal with the case k > 2. Applying the same strategy for G = F and G = Uk(F ), we consider
the analogue of the diagram (3.106) induced by the canonical morphism F → Uk(F ). By induction, we
deduce that τ≥0U
k+1(F ) ≃ F . This concludes the proof.
Proposition 3.22. Let F be a connectively-Nisnevich local object. Then, it satisfies the Projective Bundle
Theorem and all the Bass exact sequences for n ≥ 1. In particular, by the Lemma 3.21 we have F ≃ τ≥0F ≃
τ≥0F
B.
Proof. To start with, we prove that if is F connectively-Nisnevich local then it satisfies the Projective bundle
theorem. Indeed, we can use the arguments used in 3.1.1 together with the definition of being connectively-
Nisnevich local to construct a pullback diagram in Fun(Dg(k)ft, Ŝp≥0)
F ≃ FLpe(k)
//

FLpe(P1)

0 // F ≃ FLpe(k)
(3.108)
with splittings, which, as explained in the Remark 3.5, provide a canonical equivalence FLpe(P1) ≃ F ⊕ F
in Fun(Dg(k)ft, Ŝp). Secondly, and again by the definition of connectively-Nisnevich local, we can easily
deduce that the canonical diagram
FLpe(P1)

// FLpe(A1) ⊕ FLpe(A1)

0 // FLpe(Gm)
(3.109)
associated to the covering of P1 by two affine lines (3.11) is a pullback in Fun(Dg(k)ft, Ŝp≥0).
With these two ingredients we prove that if is F connectively-Nisnevich local then it satisfies all the
Bass exact sequences for n ≥ 1 in the sense of the Definition 3.19, namely, we show that the canonical map
F ≃ τ≥0F → τ≥0U(F ) is an equivalence, or, in other words, that the diagram (3.97) is a pullback within
connective functors.
Consider the pushout squares in Fun(Dg(k)ft, Ŝp) described in (3.41). More precisely, since F satisfies
the Projective bundle theorem, we are interested in the pullback-pushout square
F ⊕ F ≃ FLpe(P1)

// FLpe(A1) ⊕ FLpe(A1)

F ≃ F
∐
F⊕F FLpe(P1)
//// FLpe(A1)
∐
F FLpe(A1)
(3.110)
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which, in particular, is a pullback square in Fun(Dg(k)ft, Ŝp≥0) once truncated at level zero. Combining
with the pullback square (3.109) we find a series of pullback squares in Fun(Dg(k)ft, Ŝp≥0).
ΩF

// 0

Ω(FLpe(A1)
∐
F FLpe(A1))

// Ω(FLpe(Gm))

// 0

FLpe(P1)

// FLpe(A1) ⊕ FLpe(A1)

0 // F // FLpe(A1)
∐
F FLpe(A1)
(3.111)
Now comes the important ingredient: since the diagram (3.109) is a pullback, we can still deduce (as
before) the existence of a canonical map σF such that the composition
F
σF//❴❴❴ ΩFLpe(Gm) // FLpe(P1) // F (3.112)
is the identity. We now explain how the existence of this section allows us to prove that the diagram (3.97) is a
pullback. More precisely, by using σF at each copy of F in (3.97) and applying the construction Ω(−)Lpe(Gm)
we find the square (3.97) as a retract of the square
ΩFLpe(Gm)
//

(ΩFLpe(Gm))Lpe(A1)
∐
Ω(F )Lpe(Gm)
(ΩFLpe(Gm))Lpe(A1)

0 // Ω(FLpe(Gm))Lpe(Gm)
(3.113)
but since both Ω and Hom(Σ∞+ ◦ jnc(Lpe(Gm)),−) commute with colimits, we can easily indentify this last
square with the image of the top left pullback square in (3.111) under Hom(Σ∞+ ◦ jnc(Lpe(Gm)),−) and
conclude that this is also a pullback square. We conclude the proof using the fact that the rectract of a
pullback square is a pullback.
We now address the second item of the Proposition 3.8, namely,
Proposition 3.23. Let F ∈ FunNis≥0(Dg(k)
ft, Ŝp≥0). Then, the object (i ◦ α(F ))
B is Nisnevich local.
The proof of this proposition is based on a very helpful criterium to decide if a given F is Nisnevich local
by studying its truncations τ≥0Σ
nF , namely:
Lemma 3.24. Let F be any object in Fun(Dg(k)ft, Ŝp). Then, if for any n ≥ 0 the truncations τ≥0Σ
nF
are connectively-Nisnevich local, the object F itself is Nisnevich local.
This lemma follows from a somewhat more general situation, which we isolate in the following remark:
Remark 3.25. Let C be a stable (∞, 1)-category with a right-complete t-structure (C≥0,C≤0) and let τ≥n
and τ≤n denote the associated truncation functors (see [22, Section 1.2.1] for the complete details or [I,2.1.24]
for a fast review of the subject ). We observe that a commutative square
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A
// B

C // D
(3.114)
in C is a pullback (therefore pushout) if and only if for any n ≤ 0 the truncated squares
τ≥nA

// τ≥nB

τ≥nC // τ≥nD
(3.115)
are pullbacks in C≥n. Indeed, if we let H denote the pullback of the square in C, we want to show that the
canonical map A→ H in C induced by the universal property of the pullback, is an equivalence. But, since
the truncation functors τ≥n are right adjoints to the inclusions C≥n ⊆ C, τ≥nH is a pullback for the square
in C≥n and therefore the induced maps τ≥nA → τ≥nH are equivalences for all n ≤ 0. To conclude, we are
reduce to show that if a map f : X → Y in C induces equivalences τ≥nX ≃ τ≥nY for all n ≤ 0 then the
map f itself is an equivalence. To see this, and because C is stable if suffices to check that the fiber fib(f)
is equivalent to zero. This fiber fits in pullback-pushout square
fib(f) //

X

0 // Y
(3.116)
and since τ≥n commutes with pullbacks and the maps τ≥nX → τ≥nY are equivalences, we find that for any
n ≤ 0 we have τ≥nfib(f) ≃ 0. Finally, we use the canonical pullback-pushout squares in C
τ≥nfib(f) //

fib(f)

0 // τ≤n−1fib(f)
(3.117)
to deduce that for all n ≤ −1 the map fib(f)→ τ≤nfib(f) is an equivalence. In particular fib(f) belongs to
the intersection ∩nC≤n so that, since the t-structure is assumed to be right-complete, we have fib(f) ≃ 0.
In particular, since the truncations τ≥n can be obtained as the compositions Ω
n ◦ τ≥0 ◦ Σ
n and since Ω
commutes with limits, the previous discussion implies that for the square (3.114) to be a pullback in C it
suffices to have for each n ≥ 0, the induced square
τ≥0Σ
nA

// τ≥0ΣnB

τ≥0Σ
nC // τ≥0ΣnD
(3.118)
a pullback in C≥0.
Proof of the Lemma 3.24: Just apply the Remark 3.25 to the commutative squares of spectra
F (TX) //

F (TU)

F (TV) // F (TW)
(3.119)
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induced by the Nisnevich squares of noncommutative spaces. The discussion therein works because the
t-structure in Ŝp is known to be right-complete (see [22, 1.4.3.6]).
Proof of the Proposition 3.23: As explained in the Remark 3.15, for any n ≥ 1, the suspension ΣnFB
is a retract of (FB)Lpe(Gm)⊗n . In particular, τ≥0Σ
nFB is a retract of τ≥0((F
B)Lpe(Gm)⊗n) which is a mere
notation for τ≥0Hom(Σ
∞
+ ◦ jnc(Lpe(Gm)
⊗n), FB) so that
τ≥0((F
B)Lpe(Gm)⊗n) ≃ Hom(Σ
∞
+ ◦ jnc(Lpe(Gm)
⊗n), τ≥0F
B) ≃ Hom(Σ∞+ ◦ jnc(Lpe(Gm)
⊗n), F ) (3.120)
where the first equivalence follows because the t-structure in Fun(Dg(k)ft, Ŝp) is determined objectwise by
the t-structure in Sp and the second follows from the Proposition 3.22. In particular, since F is connectively-
Nisnevich local, Hom(Σ∞+ ◦ jnc(Lpe(Gm)
⊗n), F ) is also connectively-Nisnevich local so that τ≥0Σ
nFB is the
retract of a connectively-Nisnevich local and therefore, it is itself local 8. We conclude using the Lemma
3.24, observing that for n = 0 the condition follows by the hypothesis that F is connectively-Nisnevich local.
Finally,
Corollary 3.26. Let F be any object in Fun(Dg(k)ft, Ŝp). Then, there is a canonical equivalence
(i ◦ α(F ))B ≃ lncNis((i ◦ α(F )) (3.121)
Proof. This follows from the Proposition 3.16, the Remark 3.18 and the Proposition 3.23, using the universal
properties of the two localizations.
Proof of the Proposition 3.8: The three items correspond, respectively to the Propositions 3.22, 3.23 and
to the Corollary 3.26. The conclusion now follows from the universal property of the two localizations.
3.2 Proof of the Theorem 1.11: Comparing the commutative and the noncom-
mutative A1-localizations
We start by asking the reader to bring back to his attention the diagrams (1.5) and (1.6) and to recall
that after the Theorem 1.9, together with Yoneda’s lemma, M2(l
nc
Nis(K
c)) is the Bass-Thomason-Trobaugh
K-theory of schemes. Recall also that, by definition9, Weibel’s homotopy invariant K-theory of [43] is the
”commutative” localization lA1(M2(l
nc
Nis(K
c)). With these ingredientes the conclusion of 1.11 will follow if
we prove that the commutative and noncommutative versions of the A1-localizations make the diagram
FunNis(N (AffSm
ft
(k))op, Ŝp)
l
A1

FunNis(Dg(k)
ft, Ŝp)
lnc
A1

M2oo
FunNis,A1(N (AffSm
ft
(k))op, Ŝp) FunNis,Lpe(A1)(Dg(k)
ft, Ŝp)
M3oo
(3.122)
commute. In fact, we will be able to prove something slightly more general. We begin by recalling a well-
known explicit formula for the A1-localization of presheaves of spectra. Let ∆A1 be the cosimplicial affine
scheme given by
∆n
A1
:= Spec(k[t0, ..., tn]/(t0 + ...+ tn − 1)) (3.123)
8In general, the retract of a local object in a reflexive localization is local. This is, ultimately, because the retract of an
equivalence is an equivalence.
9Either we take it as a definition or as a consequence of the explicit formula given in this section.
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Notice that at each level we have isomorphisms ∆n
A1
≃ (A1k)
n. After [8], the endofunctor of C =
Fun(N (AffSmft(k))op, Ŝp) defined by the formula
F 7→ colimn∈∆opHom(∆
n
A1
, F ) (3.124)
with Hom the internal-hom for presheaves of spectra, is an explicit model for the A1-localization in the com-
mutative world. To see that this indeed gives something A1-local we use the A1-homotopym : A1×A1 → A1
between the identity of A1 and the constant map at zero. The map m is given by the usual multiplication.
It follows from this explicit description that the A1-localization preserves Nisnevich local objects (this is
because in a stable context, sifted colimits commute with pullbacks and the Nisnevich local condition is
determined by certain squares being pullbacks).
The important point now is that this mechanism applies mutadis-mutandis in the noncommutative world.
Indeed, by taking the composition
∆nc
A1
: ∆
∆
A1// N (AffSmft(k))
Lpe // NcS(k) (3.125)
we obtain a cosimplicial noncommutative space and as Lpe is monoidal we get (∆
nc,n
A1
) ≃ Lpe(A
1)⊗n . More-
over, we can use exactly the same arguments to prove that the endofunctor of C = Fun(NcS(k)op, Ŝp)
defined by the formula
F 7→ colimn∈∆opHom(∆
nc,n
A1
, F ) (3.126)
is an explicit model for the noncommutative A1-localization functor on spectral presheaves and also by the
same arguments, we conclude that Nisnevich local objects are preserved under this localization.
With this we can now reduce the proof that the diagram 3.122 commutes to the proof that the following
diagram commutes
Fun(N (AffSmft(k))op, Ŝp)
l
A1

Fun(Dg(k)ft, Ŝp)
lnc
A1

M1oo
FunA1(N (AffSm
ft
(k))op, Ŝp) FunLpe(A1)(Dg(k)
ft, Ŝp)
M
′
oo
(3.127)
where the lower part corresponds to the reflexive A1-localizations and M′ is the right adjoint of this context
obtained by the same formal arguments as M2 and M3. The commutativity of this diagram is measured by
the existence of a canonical natural transformation of functors lA1 ◦M1 →M
′ ◦ lnc
A1
induced by the fact that
M′ sends Lpe(A
1)-local objects to A1-local objects, together with the universal property of lA1 . The diagram
commutes if and only if this natural transformation is an equivalence of functors. In particular, since the
diagram of right adjoints commutes
Fun(N (AffSmft(k))op, Ŝp) Fun(Dg(k)ft, Ŝp)
M1oo
FunA1(N (AffSm
ft
(k))op, Ŝp)
?
α
OO
FunLpe(A1)(Dg(k)
ft, Ŝp)
?
β
OO
M
′
oo
(3.128)
and the vertical maps are fully-faithful, it will be enough to show that the induced natural transformation
α ◦ lA1 ◦M1 → α ◦M
′ ◦ lnc
A1
is an equivalence. But now, using our explicit descriptions for the A1-localization
functors we know that for each F ∈ Fun(Dg(k)ft, Ŝp) we have
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α ◦ lA1(M1(F )) ≃ colimn∈∆op Hom(Σ
∞
+ ◦ j(A
1)⊗
n
,M1(F )) ≃ (3.129)
≃ colimn∈∆op M1(Hom(Σ
∞
+ ◦ jnc(Lpe(A
1))⊗
n
, F ) ≃ (3.130)
≃M1(colimn∈∆op Hom(Σ
∞
+ ◦ jnc(Lpe(A
1))⊗
n
, F ) ≃ (3.131)
M1(β ◦ l
nc
A1
(F )) ≃ α ◦M′ ◦ lnc
A1
(F ) (3.132)
where the first and penultimate equivalences follow from the explicit formulas for the A1-localizations, the
middle equivalences follow, respectively, from the Remarks 1.6 and 1.5 and the last equivalence follows from
the commutativity of the diagram (3.128).
In particular, when applied to F = lNis(K
c) we conclude the proof of the Theorem 1.11.
3.3 Proof of the Theorem 1.12: The A1-localization of non-connective K-theory
is a unit for the monoidal structure in SHnc(k)
We start by gathering some necessary preliminary remarks. To start with, and as explained in the Remark
[I,6.58] we have two different equivalent ways to construct SHnc(k): one by using presheaves of spaces,
forcing Nisnevich descent and A1-invariance and a second one by using presheaves of spectra and forcing
again the Nisnevich and A1-localizations. These two approaches are related by means of a commutative
diagram of monoidal functors
NcS(k)
))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙
tt✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐
Fun(Dg(k)ft, Ŝ)
Σ∞+ //
lnc0,Nis

Fun(Dg(k)ft, Ŝp)
lncNis

FunNis(Dg(k)
ft, Ŝ)
Σ∞+,Nis //
lnc
0,A1

FunNis(Dg(k)
ft, Ŝp)
lnc
A1

SHnc(k) := FunNis,Lpe(A1)(Dg(k)
ft, Ŝ) ∼
Σ∞
+,Nis,A1 // FunNis,Lpe(A1)(Dg(k)
ft, Ŝp)
(3.133)
induced by the universal properties envolved and the last induced Σ∞+,Nis,A1 is an equivalence because of the
results in the Proposition [I,6.54]. To be completely precise we have to check that the class of maps with
respect to which we localize the theory of presheaves of spaces is sent to the class of maps with respect to
which we localize spectral presheaves. Following the description of the last given in the Remark [I,6.58] it is
enough to see that for any representable object j(X) we have Σ∞+ j(X) ≃ δj(X)(S) where the S is the sphere
spectrum. This is because MapSp(−) is an internal-hom in Ŝp and the sphere spectrum is a unit for the
monoidal structure.
In this section we will be considering the associated commutative diagram of right adjoints
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Fun(Dg(k)ft, Ŝ) Fun(Dg(k)ft, Ŝp)
Ω∞
oo
FunNis(Dg(k)
ft, Ŝ)
?
OO
FunNis(Dg(k)
ft, Ŝp)
Ω∞Nis
oo
?
OO
FunNis,Lpe(A1)(Dg(k)
ft, Ŝ)
?
OO
FunNis,Lpe(A1)(Dg(k)
ft, Ŝp)
∼
Ω∞
Nis,A1
oo
?
OO
(3.134)
where again the last map is an equivalence. We will now explain how to use this diagram to reduce the
proof that lnc
A1
(KS) is unit for the monoidal structure in FunNis,Lpe(A1)(Dg(k)
ft, Ŝp) to the proof that
lnc0,A1(Ω
∞(Kc)) is a unit for the monoidal structure in FunNis,Lpe(A1)(Dg(k)
ft, Ŝ). This will require some
preliminaries. First we recall that thanks to the Prop. 3.8 we have an equivalence
FunNis≥0(Dg(k)
ft, Ŝp≥0) FunNis(Dg(k)
ft, Ŝp)
∼
τ≥0
oo (3.135)
This equivalence provides a compatibility for the A1-localizations, in the sense that the diagram
FunNis≥0(Dg(k)
ft, Ŝp≥0)
lnc
≥0,A1

FunNis(Dg(k)
ft, Ŝp)
∼
τ≥0
oo
lnc
A1

FunNis≥0,Lpe(A1)(Dg(k)
ft, Ŝp≥0) FunNis,Lpe(A1)(Dg(k)
ft, Ŝp)
∼
τ≥0
oo
(3.136)
commutes. Here lnc≥0,A1 is the (noncommutative) A
1-localization functor for connectively-Nisnevich local
presheaves.
The second preliminary result is a consequence of the equivalence between Ŝp≥0 and the (∞, 1)-category of
commutative algebra objects CAlg(Ŝ) (see [22, 5.1.3.7]) and the equivalence of this last one with FunSegal−grplike(N(F in∗), Ŝ)
- the full subcategory of the (∞, 1)-category Fun(N(F in∗), Ŝ) spanned by those functors satisfying the Segal
condition and which are grouplike (see [22, 2.4.2.5]). This will be explained later in this paper in a proper
way.
We can easily check that this equivalence induces equivalences
FunSegal−grplike(N(F in∗), FunNis(Dg(k)
ft, Ŝ)) ≃ FunNis≥0(Dg(k)
ft, Ŝp≥0) (3.137)
and
FunSegal−grplike(N(F in∗), FunNis,Lpe(A1)(Dg(k)
ft, Ŝ)) ≃ FunNis≥0,Lpe(A1)(Dg(k)
ft, Ŝp≥0) (3.138)
and we claim that the A1-localization functor lnc≥0,A1 can be identified along this equivalence with the functor
induced by the levelwise application of the A1-localization functor for spaces lnc0,A1 . To confirm that this is
indeed the case we observe first that the composition with lnc0,A1 produces a left-adjoint to the inclusion
Fun(N(F in∗), FunNis,Lpe(A1)(Dg(k)
ft, Ŝ)) ⊆ Fun(N(F in∗), FunNis(Dg(k)
ft, Ŝ)) (3.139)
so that it suffices to check that this left-adjoint preserves Segal-grouplike objects. To prove this we will need
an explicit descriptin for the A1-localization for Nisnevich local objects functors Dg(k)ft → Ŝ, in the same
spirit of the description given in the previous section of this paper. Such an explicit model was already given
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for the commutative case in the foundational paper [24] where the authors prove (see the Lemma 1-3.20 and
the Lemma 2 2.6) that the endofunctor of C = Fun(N (AffSm
ft
(k))op, Ŝ) given by the formula
F 7→ colimi∈NU
i(F ) (3.140)
with U(F ) := colimn∈∆opHom(∆
n
A1
, F ), is an explicit model for the A1-localization functor for presheaves
of spaces. Furthermore, this formula preserves Nisnevich local objects.10
One can also check now that the same proof works in the noncommutative world replacing again ∆A1 by
its composition with Lpe.
This description can now be used to prove that the composition with lnc0,A1 preserves the Segal-grouplike
condition. Indeed, this follows immediately from this explicit description together with the fact that products
in FunNis(Dg(k)
ft, S) are computed objectwise in spaces and the fact that in spaces both sifted and filtered
colimits commute with finite products (see [21, 5.5.8.11,5.5.8.12] for the sifted case). The grouplike condition
follows from this and the functoriality of lnc0,A1 . As a summary of this discussion, we concluded the existence
of a commutative diagram
FunSegal−grplike(N(F in∗), FunNis(Dg(k)
ft, Ŝ))
(lnc
0,A1
◦−)

FunNis≥0(Dg(k)
ft, Ŝp≥0)
∼oo
lnc
≥0,A1

FunSegal−grplike(N(F in∗), FunNis,Lpe(A1)(Dg(k)
ft, Ŝ)) FunNis≥0,Lpe(A1)(Dg(k)
ft, Ŝp≥0)
∼oo
(3.141)
Finally, combining the commutativity of this diagram with the diagram (3.136) we obtain the commuta-
tivity of the diagram
FunNis(Dg(k)
ft, Ŝ)
lnc
0,A1

FunNis(Dg(k)
ft, Ŝp)
Ω∞Nis
oo
lnc
A1

FunNis,Lpe(A1)(Dg(k)
ft, Ŝ) FunNis,Lpe(A1)(Dg(k)
ft, Ŝp)
∼
Ω∞
Nis,A1
oo
(3.142)
This follows because Ω∞Nis can now be identified with the evaluation at 〈1〉 ∈ N(F in∗) by means of the
equivalence (3.138) and because as we conclude above, the A1-localization formula for connective spectra is
determined levelwise by the formula for spaces.
The following lemma is the last step in our preliminaries:
Lemma 3.27. Let F be a connectively-Nisnevich local object in Fun(Dg(k)ft, Ŝp). Then, Ω∞(F ) is
Nisnevich local and the canonical map Ω∞(F ) ≃ lnc0,Nis(Ω
∞(F )) → ΩNis(l
nc
Nis(F )) is an equivalence in
FunNis(Dg(k)
ft, Ŝ).
Proof. The proof relies on two observations. The first is that if F is connectively-Nisnevich local, the looping
Ω∞(F ) is Nisnevich local as a functor Dg(k)ft → Ŝ. This is because the composition Ŝp≥0
  // Ŝp
Ω∞ // Ŝ
preserves limits (one possible way to see this is to use the equivalence between connective spectra and
grouplike commutative algebras in Ŝ for the cartesian product [22, Theorem 5.1.3.16 and Remark 5.1.3.17]
and the fact that this equivalence identifies the looping functor Ω∞ with the forgetful functor which we
know as a left adjoint and therefore commutates with limits. The conclusion now follows from the definition
of connectively-Nisnevich local. The second observation is that the looping functor Ω∞ only captures the
connective part of a spectrum. This follows from the very definition of the canonical t-structure in Ŝp
10In the original formulation of this result the authors use a different description of U(F ) that follows from the fact the the
geometric realization of a simplicial space is homotopy equivalent to the diagonal of the underlying bisimplicial set.
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(see [22, 1.4.3.4]) In particular, since F is connectively-Nisnevich local, our Proposition 3.8 implies that the
canonical morphism F → lncNis(F ) is an equivalence in the connective part so that its image under Ω
∞ is an
equivalence. Putting together these two observations we have equivalences fitting in a commutative diagram
Ω∞(F )
∼

∼
((PP
PPP
PPP
PPP
PP
lnc0,Nis(Ω
∞(F ))
δ // Ω∞(lncNis(F ))
(3.143)
so that the canonical map δ induced by the universal property of the localization is also an equivalence.
Finally, we uncover the formulas
Ω∞Nis,A1(l
nc
A1
(KS)) ≃ lnc0,A1(Ω
∞
Nis(K
S)) ≃ l0,A1(Ω
∞(Kc)) (3.144)
where the first equivalence follows from the preceeding discussion and the last one follows from the previous
lemma.
The first task is done. Now we explain the equivalence between l0,A1(Ω
∞(Kc)) and the unit for the
monoidal structure in FunNis,Lpe(A1)(Dg(k)
ft, Ŝ).
Our starting point is the formula (2.6) describing the K-theory space of an idempotent complete dg-
category T by means of a colimit of mapping spaces. Since colimits and limits of functors are determined
objetwise, the functor Ω∞Kc can itself be written as Ω colim[n]∈∆op Seq where Seq is the object in the
(∞, 1)-category Fun(∆op, Fun(Dg(k)idem, Ŝ)) resulting from the last stage of the Construction 2.2.
Remark 3.28. More precisely, at the end the Construction 2.2 we obtained a functor
N(CatCh(k))→ Fun(N(∆
op), N(∆̂big))→ Fun(N(∆
op), Ŝ) (3.145)
where the second map is induced by the localization functor N(∆̂big) → Ŝ with ∆̂big the very big cat-
egory big of simplicial sets equipped with the standard model structure. By the description of each
space at level n as a mapping space we conclude that this composition sends Morita equivalences of dg-
categories to equivalences and therefore by the universal property the localization extends to a unique functor
Dg(k)idem → Fun(N(∆)op, S) which, using the equivalence between Fun(Dg(k)idem, Fun(N(∆op), Ŝ) and
Fun(N(∆op), Fun(Dg(k)idem, Ŝ) gives what we call Seq.
The value of Seq at zero is the constant functor with value ∗ and its value at n ≥ 1 isMapDg(k)idem( ̂([n− 1]k)c,−).
The boundary and degeneracy maps are obtained from the S-construction as explained in the Construction
2.2. We observe now that the dg-categories ̂([n− 1]k)c, for any n ≥ 0, are of finite type so that each
level of the simplicial object Seq is in the full subcategory of ω-continuous functors. Moreover, we can
think of the dg-categories (̂[n]k)c as non-commutative spaces In so that by means of the Yoneda’s map
jnc : NcS(k) →֒ Fun(Dg(k)
ft, S) we can identify Seqn with the representable MapNcS(k)(−, In−1). In par-
ticular, since the Yoneda’s map is fully-faithfull, the simplicial object Seq is the image through jnc of a
uniquely determined simplicial object Seqnc ∈ Fun(∆
op,NcS(k)) whose value at level n is the noncommu-
tative space In−1. Finally, with these notations we can write Ω
∞Kc as Ω colim[n]∈∆op jnc ◦ Seqnc so that
our main goal is to understand the localization lnc0,A1(Ω colim[n]∈∆op jnc ◦ Seqnc). As the zero level of the
simplicial object jnc ◦ Seqnc is contractible, the realization colim[n]∈∆op jnc ◦ Seqnc is 1-connective
11. We
have the following general fact:
Lemma 3.29. For any F ∈ Fun(Dg(k)ft, Ŝ) with values in 1-connective spaces, the canonical map lnc0,A1(Ω(F ))→
Ω(lnc0,A1(F )) is an equivalence.
11Recall that a space is said to be n-connective if it is non-empty and all its homotopy groups for i < n are zero.
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Proof. This follows from the explicit description for lnc0,A1 given above as a filtered colimit of a sifted colimits,
together with the fact that Ω preserves filtered colimits (this follows because homotopy groups preserve
filtered colimits) and sifted colimits of 1-connective spaces (see the proof of [22, 1.4.3.9]) Moreover, we use
the fact that 1-connective spaces are stable under sifted colimits (see again the arguments in the proof of
[22, 1.4.3.9]).
In particular, we have
lnc0,A1(Ω colim[n]∈∆op jnc ◦ Seqnc) ≃ Ω l
nc
0,A1(colim[n]∈∆op jnc ◦ Seqnc) (3.146)
Our main goal now is to understand the simplicial object Seq. Following Waldhausen [42] we recall
the existence of a weaker version of the S-construction that considers only those sequence of cofibra-
tions that split. More precisely, and using the same terminology as in the Construction 2.2 we denote
by RHomsplit(Ar[n]k, T̂c) the full sub dg-category of RHom(Ar[n]k , T̂c) spanned by those Ar[n]-indexed
diagrams satisfying the conditions given in the Construction 2.1 and where the top sequence is given by the
canonical inclusions E1 → E1 ⊕ E2 → E1 ⊕ E2 ⊕ E3 → ... → E1 ⊕ ...⊕ En for some list of perfect modules
(E1, ..., En). These are called split cofibrations. As in the standard S-construction, the categories subjacent
to RHomsplit(Ar[n]k, T̂c) carries a notion of weak-equivalencesW
Split
n and assemble to form a simplical space
[n]→ N(RHomsplit(Ar[n]k, T̂c)
WSplitn ).
As in the Construction 2.2 we can now describe these spaces in a somewhat more simple form. As the
dg-categories 1k are cofibrant (see [34]) they are also locally-cofibrant and for any n ≥ 0 the coproduct∐n
i=1 1k is an homotopy coproduct. Moreover, for any locally-cofibrant dg-category T we have equivalences
RHom(
∐n
i=1 1k, T̂c) ≃
∏n
i=1
̂(1k ⊗L T )pspe ≃
∏n
i=1
̂(1k ⊗ T )pspe ≃
∏n
i=1 T̂c In this case, for every n ≥ 0 and
for every dg-category T there is an equivalence between the category subjacent to RHomsplit(Ar[n]k, T̂c) and
the category subjacent to RHom(
∐n
i=1 1k, T̂c), defined by sending a sequenceE1 → E1⊕E2 → E1⊕E2⊕E3 →
... → E1 ⊕ ... ⊕ En to the sucessive quotients (E1, ..., En). This correspondence is functorial and defines an
equivalence because of the universal property of direct sums. Moreover, and again thanks to the cube
lemma, this equivalence preserves the natural notins of weak-equivalences. Finally, and again due to the
main theorem of [38] we found the spaces N(RHomsplit(Ar[n]k, T̂c)
WSplitn ) and MapDg(k)idem(⊕
n
i=1 (̂1k)c, T̂c)
to be equivalent so that by the same arguments as in the Remark 3.28 we obtain a simplicial object Split ∈
Fun(N(∆)op, Fun(Dg(k)idem, Ŝ), which, because the dg-categories ⊕ni=1(̂1k)c are of finite type, lives in the
full subcategory of ω-continuous functors, therefore being an object in Fun(N(∆op),P(NcS(k))). Moreover,
for each n ≥ 0 Splitn is representable by the noncommutative space associated to the dg-category ⊕
n
i=1(̂1k)c
so that by Yoneda the whole simplicial object Split is of the form jnc ◦ Θ for a simplicial object Θ ∈
Fun(N∆op),NcS(k)) with level n given by ⊕ni=1(̂1k)c.
Finally, the inclusion of split cofibrations into all sequences of morphisms provides a strict map of simpli-
cial objects in the model category ∆̂ between [n] → N(RHomsplit(Ar[n]k, T̂c)
Wn) and [n] → N(Sdgn (T )
Wn)
and we define λ
λ : jnc(Θ) ≃ Split→ Seq (3.147)
to be the image of this map under the composition in (3.145). This is where the result of [4] becomes crutial:
Proposition 3.30. [4, Prop. 4.6] The map λ is a levelwise noncommutative A1-equivalence in Fun(Dg(k)ft, S).
Proof. In [4, Prop. 4.6] the author uses and inductive argument to prove that for any n ≥ 0 the map λn is
an A1-equivalence. For the induction step we can use exactly the same argument but the induction basis
n = 2 requires further adaptation to our case. Namely, we are required to construct a noncommutative
A1-homotopy between the identity of the noncommutative space I2−1 and the zero map. Such an homotopy
corresponds to a co-homotopy in Dg(k)idem, namely, a map H : (̂[1]k)c → (̂[1]k)c ⊗
L Lpe(A
1) in Dg(k)idem
fitting in a commutative diagram
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(̂[1]k)c
(̂[1]k)c
H //
Id
00
0 ..
(̂[1]k)c ⊗
L Lpe(A
1)
ev1
77♣♣♣♣♣♣♣♣♣♣♣
ev0
''◆◆
◆◆◆
◆◆◆
◆◆◆
◆
(̂[1]k)c
(3.148)
Recall that Lpe(A
1) is canonically equivalent to k̂[X ]c - the idempotent completion of the dg-category
with one object and k[X ] concentrated in degree zero as endomorphisms. In this case the term in the middle
is equivalent to ̂(([1]k)⊗ k[X ])c. We define H to be the map induced by the universal property of the
idempotent completion (̂−)c : Dg(k)→ Dg(k)
idem by means of the composition
([1]k)→ ([1]k)⊗ k[X ] ⊆ ̂(([1]k)⊗ k[X ])c (3.149)
where the first map is obtained from the strict dg-functor defined by the identity on the objects, by the
inclusion k ⊆ k[X ] on the endomorphisms of 0 and by the composition k ⊆ k[X ] → k[X ] on the complex
of maps between 0 and 1 and on the endomorphisms of 1, where the last map is the multiplication by the
variable X . This makes the diagram above commute and provides the required homotopy.
Finally, the fact that any colimit of A1-equivalences is an A1-equivalence gives us the following corollary:
Corollary 3.31. The map induced by λ between the colimits colim∆op jnc ◦Θ→ colim∆op jnc ◦ Seqnc is an
A1-equivalence. Moreover, and since lnc0,A1 commutes with colimits and representable objects are Nisnevich
local, we have equivalences
colim∆op l
nc
0,A1 ◦ jnc ◦Θ ≃ l
nc
0,A1(colim∆op jnc ◦Θ) ≃ l
nc
0,A1(colim∆op jnc ◦ Seqnc) ≃ colim∆op l
nc
0,A1 ◦ jnc ◦ Seqnc
(3.150)
in SHnc(k).
Our next move requires a small preliminary digression. To start with, recall that any (∞, 1)-category
endowed with finite sums and an initial object or finite products and a final object, can be considered as
a symmetric monoidal (∞, 1)-category with respect to these two operations, respectively denoted as C
∐
and C× (see [22, Sections 2.4.1 and 2.4.3]). Monoidal structures appearing from this mechanism are called,
respectively, cartesian and cocartesian. In particular, if C has direct sums and a zero object, these monoidal
structures coincide C⊕ (this follows from the Proposition [22, 2.4.3.19]). In this particular situation the
theory of algebras over a given ∞-operad O⊗ gets simplified: the (∞, 1)-category of O-algebras on C⊕ is
equivalent to a full subcategory of Fun(O⊗,C), spanned by a class of functors satisfying a certain Segal
condition (see [22, 2.4.2.1, 2.4.2.5]). In the particular case of associative algebras, and since the category
∆op is a ”model” for the associative operad (see [22, 4.1.2.6, 4.1.2.10, 4.1.2.14] for the precise statement) an
associative algebra in C⊕ is just a simplicial object in C satisfying the Segal condition.
AlgAss(C) ≃ Fun
Segal(N(∆op),C) (3.151)
We shall now come back to our situation and observe that
Lemma 3.32. The simplicial object Θ satisfies the Segal conditions.
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Proof. As the Yoneda’s embedding preserves limits and is fully-faithfull it suffices to check that Split satisfies
the Segal conditions. But this is obvious from the definition of the simplicial structure given by the S-
construction. At each level the map appearing in the Segal condition is the map sending a sequence of
dg-modules E0 → E0 ⊕ E1 → ....E0 ⊕ ...⊕ En−1 to the quotients (E0, ..., En−1).
We now characterize the simplicial object Θ in a somewhat more canonical fashion. An important
aspect of a cocartesian symmetric monoidal structure C
∐
is that any object X in C admits a unique algebra
structure, determined by the codiagonal map X
∐
X → X . More precisely (see [22, 2.4.3.16] for the general
result), the forgetful map Alg(C) → C is an equivalence of (∞, 1)-categories 12. By choosing an inverse to
this equivalence and composing with the equivalence (3.151) we obtain an ∞-functor
C→ AlgAss(C) ≃ Fun
Segal(N(∆)op,C) (3.152)
providing for any object in C a uniquely determined simplicial object, encoding the algebra structure induced
by the codigonal13. Because of the Segal condition this simplicial object is a zero object of C in degree zero,
X in degree one and more generally is X⊕n in degree n. We now apply this discussion to C = NcS(k) (it
has direct sums and a zero object because Dg(k)idem has and the inclusion Dg(k)ft ⊆ Dg(k)idem preserves
them) and to X = (̂1k)c (see the Notation 1.3). Since the simplicial object Θ satisfies the Segal condition
and its first level is equivalent to X , the equivalence (3.152) tells us that it is necessarily the simplicial object
codifying the unique associative algebra structure on X given by the codiagonal.
With the Corollary 3.31 we are now reduced to study the colimit of the simplicial object lnc
A1
◦ jnc ◦Θ in
SHnc(k). As the last is a stable (∞, 1)-category it has direct sums and therefore can be understood as the
underlying (∞, 1)-category of a symmetric monoidal structure SHnc(k)
⊕ which is simultaneously cartesian
and cocartesian. As the canonical composition NcS(k)→ SHnc(k) preserves direct sums (this follows from
1) the fact the Yoneda functor preserves limits; 2) the fact representables are Nisnevich local; 3) the fact the
A1-localization preserves finite products by the same arguments of the lemma 3.29 and finally 4) the fact that
SHnc(k) is stable.) it can be lifted in a essentially unique way to a monoidal functor NcS(k)
⊕ → SHnc(k)
⊕
([22, Cor. 2.4.1.8]). This monoidal map allows us to transport algebras and provides a commutative diagram
FunSegal(N(∆)op,NcS(k))
ev[1]
))
//
∼

FunSegal(N(∆)op, SHnc(k))
∼

ev[1]
vv
AlgAss(NcS(k)) //
∼

AlgAss(SHnc(k))
∼

NcS(k) // SHnc(k)
(3.153)
where the upper map is the composition with NcS(k)→ SHnc(k). It follows from the description of Θ above
and from the commutativity of this diagram that the simplicial object lnc
A1
◦ jnc ◦Θ in SHnc(k) corresponds
to the unique commutative algebra structure on 1nc := l
nc
A1
◦ jnc(Lpe(k)) created by the codiagonal.
Our next task is to study the theory of associative algebras on a stable (∞, 1)-category equipped with
its natural simultaneously cartesian and cocartesian monoidal structure induced by the existence of direct
sums. We recall some terminology. If C⊗ is a cartesian symmetric monoidal structure, an associative algebra
on C is said to be grouplike if the simplicial object which codifies it A ∈ FunSegal(N(∆op),C) is a groupoid
object in C in the sense of the definition [21, 6.1.2.7]. We let Alggrplike
Ass (C) denote the full subcategory of
12Recall that the associative operad is unital.
13The fact that the multiplication can be identified with the codiagonal map follows from the simplicial identities and from
the universal property defining the codiagonal.
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AlgAss(C) denote the full subcategory spanned by the grouplike associative algebras.
Let now ∆op+ be the standard augmentation of the category ∆
op. Following [21, 6.1.2.11], an object
U+ ∈ Fun(∆
op
+ ,C) is said to be a Cech nerve of the morphism U0 → U−1 if the restriction U+|N(∆op) is a
groupoid object and the commutative diagram
U1 //

U0

U0 // U−1
(3.154)
is a pullback diagram in C. Again by [21, 6.1.2.11], a Cech nerve U+ is determined by the map U0 → U−1
in a essentially unique way as the right-Kan extension along the inclusion N(∆op+,≤0) ⊆ N(∆
op
+ ).
We have the following lemma:
Lemma 3.33. Let C⊗ be a cartesian symmetric monoidal (∞, 1)-category whose underlying (∞, 1)-category
is stable. Then
1. The inclusion Alggrplike(C) ⊆ Alg(C) is an equivalence;
2. For any object X in C the simplicial object associated to X by means of the composition (3.152) is a
Cech nerve of the canonical morphism 0→ ΣX.
Proof. The first assertion is true because in any stable (∞, 1)-category every morphism f : X → Y has an
inverse −f with respect to the additive structure. In particular, for any object X ∈ C there is map −IdX
providing an inverse for the algebra structure given by the codiagonal map X ⊕X → X . More precisely, let
X be an object in C and let UX be the simplicial object associated to X by means of the mechanism (3.152).
By construction this simplicial object satisfies the Segal condition and in particular we have (UX)0 ≃ 0 and
(UX)1 ≃ X . We aim to prove that this simplicial object is a groupoid object. For that we observe that for a
simplicial object A to be a groupoid object it is equivalent to ask for A to satisfy the Segal conditions and
to ask for the induced map
A([2])
A(∂1)×A(∂0)// A([1])×A([1]) (3.155)
to be an equivalence. Indeed, if A is a groupoid object, by the description in [21, 6.1.2.6 - (4”)] it satisfies
these two requirements automatically. The converse follows by applying the same arguments as in the proof
of [21, 6.1.2.6 - 4)’ implies 3)], together with the observation that for the induction step to work we don’t
need the full condition in 4′) but only the Segal condition. The induction basis is equivalent to the Segal
conditions for n = 2 together with the condition that (3.155) is an equivalence.
In our case (3.155) is the map ∇× idX : X ⊕X → X ⊕X where ∇ is the codigonal map X ⊕X → X .
Of course, since the identity of X admits an inverse (−IdX) the map (∇ ◦ (IdX × (−IdX))) × IdX is an
explicit inverse for ∇× idX .
Let us now prove 2). Again by construction, we know that the colimit of the truncation (UX)|N(∆≤1)op
is canonically equivalent to the suspension ΣX . Therefore UX admits a canonical augmentation (UX)
+ :
N(∆op+ ) → C with (UX)
+
−1 ≃ ΣX . It follows from 1) that U is a groupoid object and since C is stable, the
diagram
(UX)1 ≃ X //

(UX)0 ≃ 0

(UX)0 ≃ 0 // (UX)−1 ≃ ΣX
(3.156)
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is a pullback so that (UX)
+ is the Cech nerve of the canonical map 0→ ΣX .
In particular, we find that the simplicial object lnc
A1
◦jnc◦Θ is a Cech nerve of the canonical map 0→ Σ1nc.
Finally, recall that a morphism A→ B is said to be an effective epimorphism if the colimit of its Cech nerve
is B. The following lemma holds the final step
Lemma 3.34. Let C be a stable (∞, 1)-category. Then, for any object X in C, the canonical morphism
0→ X is an effective epimorphism.
Proof. Let U : N(∆op) → C be a simplicial object in C. Then the colimit of U can be computed as the
sequential colimit of the sucessive colimits of its truncations U|
N(∆
op
≤n
)
. Using the descriptions of Cech nerves
as right-Kan extensions (see above) we know that if U+ is the Cech nerve of the map 0 → X , its level n is
given by the n-fold tensor product of 0 over X . As C is stable this n-dimensional limit cube will also be a
colimit n-cube so that the colimit of the truncation at level n will necessarily be X (See the Proposition [22,
1.2.4.13]). Since this holds for every n ≥ 0 the colimit of the Cech nerve is necessarily canonically equivalent
to X .
We are done. Since SHnc(k) is stable we have colim∆op l
nc
0,A1 ◦ jnc ◦ Θ ≃ Σ1nc so that l
nc
0,A1(Ω
∞(Kc)) is
equivalent to ΩΣ1nc ≃ 1nc.
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A Appendix: On the Comparison with Cisinski-Tabuada’s ap-
proach to Noncommutative Motives
This section is independent of the rest of the paper. Our goal here is to explain the relation between
our approach to noncommutative motives and the approach already studied by G. Tabuada in [35, 36]
and Cisinski-Tabuada in [10, 9]. Both theories have the (∞, 1)-category Funω(Dg(k)
idem, Ŝp) as a common
ground. To start with we observe that our version SHnc(k) can be identified with the full subcategory spanned
by those functors F sending Nisnevich squares of dg-categories to pullback-pushout squares in spectra and
satisfying A1-invariance. Indeed, our original definition of SHnc(k) as a localization of Fun(Dg(k)
ft.Ŝp) can
be transported along the equivalence
Funω(Dg(k)
idem, Ŝp) ≃ Fun(Dg(k)ft, Ŝp) (A.1)
Remark A.1. We give a more precise description of this localization. Given a noncommutative smooth
space X associated with a dg-category of finite type TX, the image of X in Fun(Dg(k)
ft, Ŝp) under the
spectral Yoneda’s embedding is just the corepresentable Σ∞+MapDg(k)ft(TX,−). Moreover, since Dg(k)
ft is
the full subcategory of compact objects in Dg(k)idem ([I,6.27]) the image of this corepresentable under the
equivalence (A.1) is the corepresentable Σ∞+MapDg(k)idem(TX,−). We consider Funω,Nis(Dg(k)
idem, Ŝp) the
reflexive accessible localization of Funω(Dg(k)
idem, Ŝp) obtained by inverting the small set of all maps
Σ∞+MapDg(k)idem(TV,−)
∐
Σ∞+ MapDg(k)idem (TW,−)
Σ∞+MapDg(k)idem(TU,−)→ Σ
∞
+MapDg(k)idem(TX,−) (A.2)
induced by the Nisnevich squares
TX

// TU

TV // TW
(A.3)
of dg-categories as described in the discussion following the definition in [I,6.44]. By the theorem [21, 5.5.4.15]
this is an accessible reflexive localization of Funω(Dg(k)
idem, Ŝp) and now by construction the local objects
are those functors F : Dg(k)idem → Ŝp commuting with filtered colimits and sending the classical Nisnevich
squares of dg-categories of finite type to pullback-pushout squares. To conclude this discussion we remark
that the existing left adjoint to the inclusion Funω,Nis(Dg(k)
idem, Ŝp) ⊆ Funω(Dg(k)
idem, Ŝp) fits in a
commutative diagram
Funω(Dg(k)
idem, Ŝp)

∼ // Fun(Dg(k)ft, Ŝp)
lNis

Funω,Nis(Dg(k)
idem, Ŝp)
∼ // FunNis(Dg(k)ft, Ŝp)
(A.4)
We can now proceed in analogous terms and localize with respect to A1 to obtain our new description of
SHnc(k).
Tabuada’s approach focuses on the full subcategory Funω,Loc(Dg(k)
idem, Ŝp) spanned by those functors
sending exact sequences of dg-categories to fiber/cofiber sequences in spectra. His main theorem is the
existence of a stable presentable (∞, 1)-category which we denote here as MTabLoc , together with a functor
Dg(k)idem → MTabLoc preserving filtered colimits, sending exact sequences to fiber/cofiber sequences and
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universal in this sense. We can also easily see that MTabLoc is a stable presentable symmetric monoidal (∞, 1)-
category with the monoidal structure extending the monoidal structure in Dg(k)idem. This result was
originally formulated using the language of derivators (see [23] for an introduction) but we can easily extend
it to the setting of (∞, 1)-categories by applying the same construction and the general machinery developed
by J. Lurie in [22, 21]. In particular we have an equivalence of (∞, 1)-categories
Funω,Loc(Dg(k)
idem, Ŝp) ≃ FunL(MTabLoc , Ŝp) (A.5)
As we can see this is a theorem about a specific class of objects inside Funω(Dg(k)
idem, Ŝp), namely,
those that satisfy localization. The comparison with our approach starts with the observation that any
object F satisfying localization satisfies also our condition of Nisnevich descent so that we have an inclusion
of full subcategories Funω,Loc(Dg(k)
idem, Ŝp) ⊆ Funω,Nis(Dg(k)
idem, Ŝp). In particular, we can identify
Funω,Loc,A1(Dg(k)
idem, Ŝp) with a full subcategory of SHnc(S). We summarize this in the following diagram
Funω(Dg(k)
idem, Ŝp)
Funω,Nis(Dg(k)
idem, Ŝp)
% 
33❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣
Funω,Loc(Dg(k)
idem, Ŝp) ≃ FunL(MTabLoc , Ŝp)
? _oo
9 Y
kk❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲
Funω,Nis,A1(Dg(k)
idem, Ŝp) =: SHnc(k)
?
OO
Funω,Loc,A1(Dg(k)
idem, Ŝp)? _oo
?
OO
(A.6)
The second observation is that the construction MTabLoc of Tabuada admits analogues adapted to each
of the full subcategories in this diagram. More precisely one can easily show the existence of new stable
presentable symmetric monoidal (∞, 1)-categories MTabNis, M
Tab
Nis,A1 , M
Tab
Loc,A1 all equipped with ω-continuous
monoidal functors from Dg(k)idem, universal with respect to each of the obvious respective properties. In
particular we find an equivalence
FunL(MTabNis,A1 , Ŝp) ≃ SHnc(k) (A.7)
exhibiting the duality between our approach and the corresponding Nisnevich-A1-version of Tabuada’s con-
struction (recall that the very big (∞, 1)-category of big stable presentable (∞, 1)-categories has a natural
symmetric monoidal structure [22, 6.3.2.10, 6.3.2.18 and 6.3.1.17] where the big (∞, 1)-category of spec-
tra Ŝp is a unit and FunL(−,−) is the internal-hom). Because Localizing descent forces Nisnevich de-
scent, the universal properties involved provide a zig-zag of canonical colimit preserving monoidal functor
MTab
Nis,A1
→ MTab
Loc,A1
← MTabLoc relating the dual of our new theory to the localizing theory of Tabuada. As
emphazised before, the main advantage (in fact, la raison-d’eˆtre) of our approach to noncommutative motives
is the easy comparison with the motivic stable homotopy theory of schemes. The duality here presented
explains why the original approach of Cisinski-Tabuada is not directly comparable.
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