Background: Gene promoter methylation plays a critical role in a wide range of biological 24
Background 53
By influencing the transcription factor's accessibility to DNA, the methylation of the 54 promoter of a gene regulates various biological process [1] . Enzymatic digestion, affinity 55 enrichment, and bisulfite conversion are methods to capture the DNA methylation level [2] . 56
Despite technological advances, there are still limitations in existing wet-lab methods. The 57 resolution of enzymatic digestion-based approach is restricted to regions adjacent to the 58 methylation-sensitive restriction enzyme recognition sites [3] . The resolution of methylated 59 DNA immunoprecipitation is limited to 100-300 base pair long fragments, and it is also 60 biased towards the hypermethylated regions [4] . Illumina's 450K bead-chip is the most widely 61 used method for profiling DNA methylation in humans, but the chip only probes 62 approximately 450K CpG sites in the human genome and covers partial CpG islands and may 63 be biased towards the CpG dense contexts [5] . Whole-genome bisulfite sequencing is a 64 golden standard protocol. However, it is too costly because the genome-wide deep4 sequencing of bisulfite-treated fragments needs to generate a compendium of gene 66 methylation level over a large number of conditions, such as retrovirus, DNMT activity 67 changes and drug treatments [6] . The community awaits more feasible and more economical 68
solutions. 69
Previous research suggests that there is a low-rank structure in the genome-wide gene 70 expression profile [7] , i.e., by leveraging the inner correlation between genes, the expression 71 level of a few well-chosen landmark genes captures sufficient detail to reconstruct the 72 expression of the rest of genes, namely, the target genes across the genome. The above result 73 was achieved by studying the gene regulation networks and conducting a principal 74 component analysis on the whole-genome expression profile [8] . Consequently, scientists 75 created a new technology called L1000, which only acquires the expression profiling of the 76 landmark genes (~1000) to infer the expression profiling of the target genes (~21000) [7] . 77
Inspired by L1000, we proposed a method according to the following rationale to 78 acquire the whole-genome promoter methylation level according to the promoter 79 mythylations of the landmark genes. First, latent associations exist between the expression of 80 these landmark genes and the target genes at the genome-wide level [9] ; second, the 81 methylation in the promoters located upstream of the transcription start site is usually 82 negatively correlated with their corresponding gene expression levels [10] . Hence, it is likely 83 that strong associations are present among the methylation levels in the landmark genes and 84 target genes. 85
To predict the methylation panorama on the whole genome is a large-scale multitask 86 machine learning problem, with a high-dimensional aim (~21,000) and a low-dimensional 87 5 attribute (~1,000). Meanwhile, the deep learning method has shown its power in integrating 88 large-scale data and capturing the nonlinear complexity of input features. In biology, 89 extensive applications include predictions for the splicing activity of individual exons, 90 inferring chromatin marks from the DNA sequence, and the quantification of the effect of 91
SNVs on chromatin accessibility [11] [12] [13] . 92
Here, we present a multilayer deep neural network named Deep-Gene Promoter 93
Methylation Inference (D-GPM). To evaluate our D-GPM model, we benchmarked its 94 performance against linear regression (LR), regression tree (RT) and support vector machine 95 (SVM), with regard to methylation profile data based on the Illumina Human Methylation 96 450k data from The Cancer Genome Atlas (TCGA) [14] . LR is used to infer the methylation 97 levels of the target genes based on the promoter methylation of the landmark genes using 98 linear regression models. However, the linear model may fail to capture the nonlinear 99 relations of the original data. The SVM reliably represents complex nonlinear patterns [15] Similarly, D-GPM also obtains the best PCC performance on MBV-te among the 792 138 8 prediction models, as shown in Table 3 its PCC for some of the target genes is significantly higher than D-GPM and behaves better 210 than the prediction for the same target genes in the MAE aspect. This finding is probably due 211 to the fact that SVM is based on the principle of the structural risk minimization, avoiding 212 overlearning problems and having a strong generalization ability. 213 According to the model distribution of the maximal PCC, we find the best model 214 distribution, as shown in Fig. 5(b) . Surprisingly, RT only gains the best PCC performance for 215 12 decisions based on an over simple assumption. LR predicts the best 1057 target genes (4.88%) 219 among other three methods, including the genes AASS and ACE, which is almost the same as 220 the 1242 in the MAE level. For PCC, SVM is on its best behavior for a total of 3613 genes 221 (16.69%), having an increasing number compared to that of the MAE, in contrast to RT. 222
Undoubtedly, D-GPM outperforms the other three methods, with regard to 16956 genes 223 (78.34%), but behaves badly relative to the 79.86% in the MAE level, suggesting an inability 224 to predict the PCC for the target genes. 225
Noticeably, the dropout regularization manages to improve the performance of 226 D-GPM-7000×5 on the MBV-te, as shown in Fig. 8 . With a 15% dropout rate, 227 D-GPM-15%-7000  5 consistently achieves the best MAE performance on the MBV-te 228 among the models, with 0%, 15%, 20%, 25%, and 35% dropout rates, proving that overfitting 229 and underfitting both result in a bad influence on the prediction model. 230
231

Discussion 232
Comprehending intricate regulation modes of promoter methylation profiling under 233 numerous biological states needs robust inference frameworks and cost-effective profiling 234 tools. Despite the fact that whole genome bisulfite sequencing is thought of as the best 235 protocol, it is too costly because the genome-wide deep sequencing of the bisulfite-treated 236 fragments needs to be implemented. 237
Promoter methylation of a gene has been confirmed to be associated with DNA 238 accessibility and the binding of transcription factors that regulate gene expression. 239
Considering that there is an underlying relationship between ~1,000 landmark genes and 240 occurring in the promoters located in the promoter region is negatively associated with 242 expression of its corresponding gene, we can make good use of the methylation levels in the 243 promoter regions of landmark genes to characterize the cellular status of samples under 244 diverse conditions. Here, we also develop three machine learning methods, namely, LR, SVM 245
and RT, and a deep method called D-GPM for inferring the promoter methylation of target 246 genes based on only landmark genes. 247
The different methods have different advantages and disadvantages. RT provides us 248 with good interpretability and shows a relative lousy accuracy. LR offers a better 249 performance compared to RT, even though it ignores the nonlinearity within biological data. 250 SVM represents complex nonlinear patterns. Unfortunately, it suffers from poor scalability of 251 the large data size. To some extent, D-GPM manages to overcome the above drawbacks. 252
These prediction models are not perfect and behave better separately for different target genes. 253
It is instructive to interpret these prediction models and explain the inherent relationship 254 between the promoter methylation of the target genes and landmark genes according to our 255
results. 256
Although D-GPM is the best model for predicting most of the target genes, three 257 machine learning methods all have specific advantages when predicting some specific target 258 genes. Next, we will integrate multiple prediction models as an ensemble tool to ensure it is 259 suitable for predicting as many target genes as possible. In addition, we need to conduct a 260 verification experiment to judge whether the conclusion drawn from the relationship among 261 the promoter methylation of the target and landmark genes (such as TDP1 and CIAPIN1) is 262 
Methods 277
In this section, we first specify the gene methylation datasets in this study and 278 formulate the gene promoter methylation inference problem. We then propose the D-GPM for 279 this problem and describe the relevant details. Finally, we introduce several machine learning 280 methods, which serve as benchmarks. 281 282
Datasets 283
The MBV datasets are acquired from TCGA [23] . Considering that the Illumina 284 later analysis [24] . After filtering out the records, we calculate the average beta value of all 287 the probes located in the promoter regions of a certain gene as its promoter methylation level. 288
For more information on the data preprocessing, please refer to the data preprocessing section 289 in the Supplementary Material. 290
We randomly partitioned the methylation data into 80% for training, 10% for 291 validation, and 10% for testing, which corresponded to 7,549 samples, 943 samples, and 943 292 samples, respectively. We denoted them as MBV-tr, MBV-va, and MBV-te in order. 293 294
Multitask regression model for gene expression inference 295
In the model, there are J landmark genes, K target genes and N training samples. We 296 denoted the training data as  The regression coefficients matrix  was used to take advantage of the relatedness 313 across all the input variables. 314 315
Assessment criteria 316
We adopted MAE and PCC as the criteria to evaluate models' performance at each 317 target gene t of the different samples. We formulated the overall error as the average MAE 318 over all the target genes. The PCC was used to describe the relationship between the real 319 promoter methylation and the predicted promoter methylation. Here, the definitions of MAE 320 and PCC for evaluating the predictive performance at each target gene t are as follows: 321 
Benchmark methods 360
To evaluate the performance of the deep learning methods, we adopt LR, RT, and 361
SVM as benchmarks. 362
Here, we utilize the RT model with rpart [29] . The Gaussian RBF kernel function has 363 a high superiority for a large sample and for high dimension data, and it reduces the 364 computational complexity in our methylation profiling data efficiently [30]; , we adopt the 365 kernlab package to implement SVM for predicting promoter methylation [31] . 366 When training the above three machine models, we harness the 5-fold cross-validation 367 method. Our models are modeled using 80% of the randomly sliced data, and the remaining 368 20% of the data re used for evaluation. After the process of training and evaluating the model 369 is repeated five times independently, we calculate the average performance during these five 370 manuscript; B.L. collected and prepossessed data; X.Z.W. participated in SVM, graphing, 394 manuscript writing and revision; X.X.P., B.L., X.Z.W., Y.L.L., X.Q.Z., and S.B.L. 395 participated in the literature review; all the authors contributed to the manuscript. 396 
