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Abstract
Chemoresistive gas sensors, and Metal Oxide (MOX) sensors in particular, are predominant choices to perform funda-
mental tasks of chemical detection due to their sensitivity, ease of use, low-cost, and fast response time compared to
other technologies. Yet, their use has been mainly limited to relatively controlled scenarios where a gas sensor array is
ﬁrst exposed to a reference, then to the gas sample, and ﬁnally to the reference again to recover the initial state. In this
paper we propose the use of MOX sensors along with Reservoir Computing algorithms to identify chemicals of interest.
Our approach allows continuous gas monitoring in simple experimental setups without the requirement of acquiring
recovery transient of the sensors, thereby making the system speciﬁcally suitable for online monitoring applications.
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1. Introduction
Gas sensors based on chemoresistive transduction have been proposed to solve complex tasks. The non-
selectivity of the sensing elements requires machine learning techniques to build predictor models for the
correct classiﬁcation of unknown samples. Usually, the calibration methodology includes the signal acquisi-
tion corresponding to a gas reference, the gas sample, and the gas reference again [1, 2]. Then, the complete
set of acquired time series, or a set of features extracted from the time series, is used to train a classiﬁer
[3, 4]. Hence, typically, in order to provide to the predictor the required features, the classiﬁcation of an
unknown sample requires the acquisition of the sample during a predeﬁned time. Therefore, such classiﬁer
can only be used at the end of the signal acquisition. Only a few works have explored pattern recognition
algorithms for continuous gas concentration estimation [5]. In this work we propose reservoir computing
algorithms to output a prediction of the sample before the reference sample is provided again, making it
possible to detect changes in the nature of the sample under test during the measurement and without the
restriction of waiting until the programmed measurement is ﬁnished.
Reservoir computing [6, 7] approach employs a large network of recurrent randomly connected non-
linear units ie. neurons to transform temporally varying input signals. The output of such a network is
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then used with simple linear classiﬁers to train and separate classes (see Fig. 1). Algorithms inspired from
reservoir computing approach have been utilized to classify chemical sensory data [8, 9]. In this paper we
show the feasibility of reservoir computing algorithms coupled with a MOX gas sensor array to predict the
class of time-dependent gas mixtures to detect gas concentrations dynamically.
Fig. 1: Reservoir of recurrently connected neurons receiving inputs from sensors and its output being used
to train a readout.
2. Experimental results
A reservoir of size of 100 neurons was chosen and randomly interconnected. In contrast to traditionally
used sigmoid functions, we modeled the neurons by means of the following set of equations:
X˙ = X (σ − ρ · X) (1)
where X is a vector representing the state of neurons in the reservoir and whose connectivity weight
matrix is given by ρ. These equations were chosen in order to ensure that the activity levels (X) of each
neuron in the reservoir remains positive. This would provide a direct correlation between the activity level
of neurons in the reservoir to ﬁring rates of biological spiking neurons.
The output of this reservoir is then used to train a classiﬁer using linear regression. After training, the
output of these classiﬁers serve as predictors of gas concentrations.
We utilized this approach to perform two diﬀerent tasks: chemical classiﬁcation using actual data ac-
quired from MOX sensors, and explore the ability of reservoir algorithms to identify the presence of chem-
icals in time-dependent mixtures with generated synthetic data.
2.1. Task 1: Odor Classiﬁcation
Gas mixtures of one volatile in dry air were presented in isolation to a 16 MOX gas sensor array, while
the sensors’ responses were continuously acquired (see Fig. 2). The complete dataset (44 samples) included
measurements performed with Acetone (19 samples), Ethanol (14 samples), and Ethylene (11 samples) at
diﬀerent concentrations (10-500 ppm). Hence, our dataset was composed of three diﬀerent gas classes. We
randomly chose 60% of the samples for training and the rest were used for testing.
Figure 3 shows the output of the classiﬁer and the intermediate reservoir states, which change accord-
ingly to the acquired signals from the sensor array. Initially, the diﬀerent classes are competing each other
until the system is able to determine the class of the sample. To estimate the error of the models, the process
was repeated 12 times on the same dataset composed of 44 samples with new random training/test parti-
tions. The system could correctly identify all the samples of Acetone and Ethanol, whereas the accuracy for
Ethylene dropped to 73%.
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Fig. 2: The 16-MOX gas sensor array was exposed to Ethanol, Ethylene, and Acetone at diﬀerent gas
concentration levels (10-500 ppm).
(a) (b)
Fig. 3: Two test samples presented to the system during task 1 and its response. The top ﬁgure shows the
measured sensor data, the middle ﬁgure shows the reservoir states and the lower ﬁgure shows the response
of the system after training. (a) Ethanol gas sample presented (b) Ethylene gas sample presented.
2.2. Task 2: Mixed odors and varying concentration
While the ﬁrst task was performed with single mixtures of gases in air, we explored a more practical and
challenging scenario, in which gas mixtures include two volatiles and their concentration levels change in
arbitrary times. In order to simulate this scenario, our second task involves continuous presentation of two
diﬀerent gases simultaneously at varying concentrations over time. The data was generated from a MOX
sensor model for Carbon Monoxide and Methane. The signals were acquired at 100 Hz with a 16-bit ADC.
The gas concentrations were random in the interval 15 − 60 ppm for both gases, in intervals of 60 s.
The trained algorithm was able to estimate the concentration of both volatiles. Figure 4 shows the
simulated sensors’ responses along with the reservoir states. The predictions are good estimations of the
actual concentration present in the input. The root mean square error of the estimated gas concentrations for
Carbon Monoxide and Methane is 1.95 ppm and 1.29 ppm respectively. This is approximately a 5% error
on average and is comparable to the noise introduced in the input variables.
3. Discussion and Conclusion
The preliminary study presented here shows the feasibility of reservoir computing algorithms to predict
and correctly identify volatiles, but also estimate their actual concentrations. The dynamic properties of the
reservoir and a simple readout method enable real-time prediction of concentrations as opposed to other
approaches where the prediction is done after the entire data is accumulated.
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Fig. 4: Response of the system to the presentation of varying concentrations of Methane and Carbon Monox-
ide simultaneously. The concentration of these gases is shown in the third panel. The ﬁrst plot shows the
response of 11 simulated sensors to these gases. The second plot shows the activity of the reservoir over
time. The lower plot shows the predicted concentrations of gases as shown by the readout from the reservoir.
It can be seen that the prediction results are very close to the actual concentration of gases.
Further work is required to explore porting of this approach to data acquired from hardware with non
idealities and noise. There are several challenges that are posed while working with real hardware sensors
such as drift of response over time, dependence on operating conditions and variabilities across diﬀerent
“identical” sensors. The results from task 1 indicate that despite diﬀerent concentrations of odors causing
large variations in the sensor response, the system is able to detect the gas samples accurately. We will
explore the plausibility of reservoir based ﬁltering approach to tackle some of the other challenges in our
future work.
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