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ABSTRACT 
Finite element discretisations of higher order, applied to unsteady equations, generate nodal equa- 
tions of  unequal form. The stability analysis of a time-discretisation scheme for this system, by the 
local modal approach, therefore cannot be used. In this paper it is shown how, at the expense of  a 
limited increase in numerical work, local modal analysis can be applied to these systems. 
1. INTRODUCTION 
The finite element discretisation of unsteady equations 
leads to a discrete system in which the nodal equations 
may have several different forms. This appears as soon 
as quadratic and higher order fmite element methods are 
used [1]. It is caused by the use of different types of 
nodes in the finite element grid, in contrast to a finite 
difference grid. As a consequence, local modal analysis, 
which is very popular in the finite difference t chnique 
as a tool for stability analysis, cannot be immediately 
extended to higher order finite element techniques [2]. 
In this paper one way to extend the local modal analysis 
to systems with equations of unequal form is considered. 
According to the author's experience, the technique is 
simple enough to use it in the stability analysis. 
2. ONE-DIMENSIONAL EXAMPLE 
We consider the finite element discretisation of the un- 
steady convection-diffusion equation. 
30 +uaO= va20 (1) 
~t ax 3x 2 
u and I+ are assumed to be constant. 
This equation isdiscretised by cubic Lagrangian elements 
in the domain [0,L], subdivided into equal elements 
with length Ax. 
Figure 1 shows one of the elements. 
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The element has two corner nodes and two midnodes. 
• The grid has three types of nodes. In the local coordinate 
system, the shape functions are : 
¢1 = 9/2{~ - 1/3) (~ -2/3) (1 -~) 
¢2 = 27/2 ~(~- 2/3)(~- 1) 
¢3 = 27/2 ~(~- 1/3)(1 -~) 
¢4 = 9/2 ~(~- 1/3)(~-2/3) (2) 
A weak formulation of equation (1) is : 
L a0 L L ~)0dx+uf w- -dx  w~ a20dx (3) 
By integration by parts equation (3) becomes : 
L a0 dx+vf0LSw a0dx=wa0 LfLw~0dx+u w- -  - -  
0 at fO 8x ax ax ax o 
(4) 
We substitute : 
w= 2; Z 
~e E~2 JE~2e Cjwj 
O= Z 2; CjOj 
f~eE ~2 jE~ e 
The sums are extended over all elements ~2 e belonging 
to ~ and in each element ~e to all nodes j belonging to 
this element. 
The element equations corresponding to (4) are for any 
interior element : 
• ; 
Z +_~_u ~ nij0j +A j=l,4 mij0j Axj=l,4 2 j=1,4 kij0j 
for i = 1,2,3,4 
1 1 1 
= - ¢1¢j mij fO ¢i¢J d~ ni j - fo ¢i~jd$ k i j : fo  " 'd 
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(mij) = 
• 07619 •05893 -.02143 
• 05893 •38571 -.04821 
-.02143 -.04821 •38571 
.01132 -.02143 •05893 
-'!2 .7125 -.3 
~n-~ = -.7 5 o. 1.o125 
-1.0125 0. 
L-.0875 .3 -.7125 
[ 3.70 -4.725 1.35 
/.4.725 10.8 -7.425 
(kij) = [ 1.35 -7.425 10.8 
[ -•325 1.35 --4.725 
After assembly, the nodal equations are : 
.01131] 
-.02143 { 
.05893 { 
.07619 J 
.0875 
- - .3  
.7125 
.5 
-.325 
1.35 
--4.725 
3.70 
node 3i : 
.01131 03i-3 - .02143 03i-2 4.05893 03i-1 + .15238 03i 
4.05893 03i+1- .02143 ~i42 4.01131 ~i43  + 
+u_~_ (-.0875 03i_3 + .3 03i_2 - .7125 03i 1 4.7125 03i+1 
Ax 
- .3  03i+2 +.0875 03i43 ) + -~ (-.325 03i_3 + 1.35 03i_2 
Ax 
- 4.725 03i_1 47.4 03i - 4.725 03i41 + 1.35 03i42 - 
- .325 03i+3 ) = 0 (5) 
node 3i+I : 
.05893 03i +.38571/}3i+1- .04821 03i+2 -•02143 03i+3 
+ ~ (-.7125 03i + 1.0125 03i+2 - .3 03i+3) 
Ax 
+ V (-4.725 03i+10.8 03i+1 - 7.425 03i+2 
Ax 2 
+1.35 03i+3 ) = 0 (6) 
(7) 
node 3i42 : 
-.02143 03i-.04821 03i+1 +.38571 03i+2 
+.05893 03i+3 +~x (.3 0 3i-  1.0125 0 3i+1 
+.7125 03i+3 ) + ~ (1.35 03i - 7.425 03i+1 
Ax 2 
+ 10.8 03i+2 - 4.725 03i+3 ) = 0 
For all nodes these equations form a system :
M_a 
dt 
01 
02 
• +K 
01~ 
01 
02 
. -~ '0  
i , 
I • 
~o~ 
total number of nodes in the domain [0,L]. 
(8) 
N is the 
The system (8) can be diagonalised to a form : 
~2 ~2 ] 
d . +A . 
dt 
in which A is the eigenvalue matrix of M-1K and in 
which ~1' ~2 .... ~N are transformed variables. 
Any time discretisation on the equations (5) (6) (7) then 
can be analysed on a scalar equation of the form : 
 j4  j=0 
For theoretical studies this procedure is quite adequate, 
but for a practical stability analysis it is unacceptable 
since the eigenvalues are generally complex and their de- 
termination is not simple for a large matrix. 
For practical studies, usually a local Fourier-decomposi- 
tion is substituted into the equations. However, since 
three types of nodal equations arise, the classical de- 
composition 
0 (x,t) = Z a n exp(JCOnX ) (9) 
n 
leads to three different expressions for a n , according to 
the different nodal equations. 
Therefore it is suggested first to decompose the solution 
into a sum of three functions associated to the shape 
functions in the nodes 3i, 3i+1 and 3i+2. 
0 = Z ~ 3i(x)03i(t) +Z ¢3i+1 (x)03i+1 (t) 
i i 
+.I~ ¢3i+2(x)03i+2(t ) 
1 
= 01(x,t ) +02(x,t) +03(x,t) 
The three functions 01 , 02 and 03 are now decomposed 
in Fourier components as : 
0i(x,t ) = l~ ain(t ) exp(JCOnX ) i=  1,2,3 
n 
By definition of the shape functions, the following rela- 
tions hold : 
0110+1/3) Ax, t] = 0 
02(iAx,t ) = 0 
03(iAx,t ) = 0 
01[(i+2/3 ) Ax,t] = 0 
02[(i+2/3) ax,t] = o 
03[(i+1/3 ) Ax,t I = 0 
(1o) 
By (10), the substitutions in the nodalequations (5), (6) 
and (7) are : 
for 03i_3 : a ln  exp(-J COnAX ) 
2Ax) 
03i_2 : a2n exp (-J co n -~-  
03i_1 : a3n exp (-J co n ~)  
03i : a ln  
03i+1 : a2n exp (J w n ~)  
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TABLE 1 
icon AX Re(Xln) Im(),ln) Re(X2n) Im0-2n) Re(X3n) Im(X3n) 
0 0 0 -.566 2.157 -.566 -2.157 
~/3 -.0143 -.36 -.239 2.970 -.609 -3.070 
~/2 -.0357 -.5773 -.1959 2.718 -.771 -2.739 
-1.271 0 -.0784 1.573 -.0784 -1.573 
3~/2 -.0357 .5773 -.771 2.739 -.1957 -2.718 
2~ 0 0 -.3757 3.224 -.3757 -3.224 
3~ -1.271 0 -0.784 1.573 -.0784 -1.573 
03i+2 : a3n exp (J con _~)2Ax 
03i+3: a ln exp (J con Ax) 
This substitution leads to the system :
Adt 
a3n] a3nJ 
(11). 
or  
aln 
A* d ]a2n exp (J COn Ax/3) 
dt [ a3n exp(J con 2Ax/3) 
[ ln 
+CB i + [ 2n exp(J ¢0 n Ax/3) = 0 
Ax2 [a3n exp 0 con 2Ax/3) 
• ~ 
The expressions for A*, B 1 and B 2 are given in the appen- 
dix. 
The eigenvalues kl ,  X2, ~'3 of the matrix 
u * v_~_) A + B 2 
can now be calculated for given values ofu/Ax and 
v/Ax 2. These eigenvalues are also eigenvalues of A - lB. 
For r -1 - u and v - .1 ¢-1 
(Ax/3) (Ax2/9) 
the eigenvalues of r-1 A-1 B are listed in table I for 
some discrete values of co Ax. 
n 
This table allows the construction of a plot which gives 
approximately the area that contains all eigenvalues 
( f'~ure 2). 
The stability of any time integration scheme and the 
limitations on the time step can now easily be verified 
on the scalar equation 
for which X is in the shaded area in figure 2. 
ImfX) 
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Fig. 2. Eigenvalue area for the 
one-dimensional example 
3. TWO-DIMENSIONAL APPLICATIONS 
Figure 3 shows the finite element grid and the computa- 
tional molecules that are generated by quadratic serend- 
ipity elements. Three different ypes of nodes occur. 
The nodal equations associated to an unsteady equation, 
take the form : 
~ m.- 0. +Z 0j = 0 j IJ 3 j k i j  
The index j describes the node i and the surrounding 
nodes. Again, the function 0 can be decomposed into a 
sum of three functions associated to each type of node. 
0(x,y,t) = 0 l(x,y,t) +02 (x,y,t) +03 (x,y,t) 
These functions can be decomposed as: 
0i(x,t ) = Z din exp(J coln x) expU'co2n y) 
n 
Substitution i  the nodal equation leads again to a 
system of the form (11). The eigenvalues can be cal- 
culated for some combinations of coln Ax and co2n Ay. 
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Fig. 3. Grid and molecules for quadratic serendipity elements 
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Fig. 4. Grid for quadratic Lagrangian 
elements 
Figure 4 shows the grid corresponding to quadratic 
Lagrangian elements. Four types of nodes occur. The 
analysis now requires the calculation of the eigenvalues 
of a 4 × 4 matrix. 
4. CONCLUSIONS 
By the modal analysis method, outlined in this paper, it 
is possible to calculate approximately the area that con- 
tains the eigenvalues of the discrete system, generated 
by higher order finite dement methods. 
The procedure necessitates the calculation of the eigen- 
values of a matrix with restricted imensions. Although 
this modal analysis requires more effort than the classi- 
cal modal analysis on a grid with nodes of equal type, 
the increase in work remains limited. Therefore, this 
procedure can be used as a practical tool in the stability 
analysis. 
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APPENDIX  
.15238 
+.02262 cos (¢.On Ax ) 
A* = .05893 
- .02143 exp (J Wn Ax) 
- .02143 
+.05893 exp (JCOnAx) 
.05893 
-.02143 exp(-JWn~X ) 
.38571 
- .02143 
+.05893 exp (-J 6o n Lkx) 
- .04821 
-.04821 .38571 
BI= 
.175j sin (COn Ax ) .7125 
+.3 exp(-JCOn Ax ) 
-.3 
-.7125 exp (-JWn Ax ) 
-.7125 
0 1.0125 
- .3  exp (.J eonAx )
.3 
-1.0125 0 
+.7125 exp(J~nAx ) 
B 2 = 
7.4 -4.725 1.35 
-.65 cos(wnAx ) +1.35 exp(-JWn Ax ) -.4725 exp (-J COn Ax ) 
-4.725 
10.8 -7.425 
+1.35 exp (J Wn Ax) 
1.35 
-7.425 
-.4725 exp(JoOn Ax ) 10.8 
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