Abstract-This paper applies the idea of forced recurrence to demonstrate controllability and stabilizability of a single-input juggling system. Nonlinear optimization is used to find controls in a neighborhood of the recurrent controls that drive the system toward the goal trajectory. The approach is demonstrated on an experimental juggling system.
I. INTRODUCTION
T HIS WORK is motivated by the desire to develop motion planning and control algorithms for nonlinear dynamic systems with sufficient actuation to be controllable, but insufficient actuation to be locally controllable at any state. We are particularly interested in controllable systems with a single input. For example, it is possible to control the attitude dynamics of a satellite (Crouch [1] ; Jurdjevic [2] ) or the state of a planar rigid body (Lynch [3] ) using a single thruster. The proof of the former example relies on local accessibility and a recurrence property-the unforced tumbling dynamics of the satellite return the satellite to a neighborhood of its initial state. In the latter example, the drift motion of the body generally does not return the system to a neighborhood of its initial state; the same theorems do not apply.
If there exists a state-dependent control law that keeps the system in a recurrent trajectory, however, a similar approach can be taken to proving controllability (Caines and Lemch [4] ). In addition, if we can find such a control law, it forms the kernel of a controller to stabilize a desired trajectory (see [5] - [8] for related ideas on stabilization). We require an open connected subset of the state space such that, for every state in , there exists a feedback control which keeps the system in a closed orbit (forced recurrence). If the system is controllable about these orbits, then the system is controllable on . If the system is linearly controllable about these orbits, then it is possible to use simple gradient descent to find controls that stabilize the system to a desired closed orbit from any state in .
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Publisher Item Identifier S 1042-296X(01)04807-8. Fig. 1 . The goal of the planar juggler is to take the puck from its initial free flight trajectory to a desired vertical juggling limit cycle.
In this paper, we apply these ideas to the problem of controlling a one joint revolute arm to bat-juggle a planar disk in a gravity field to a desired juggling limit cycle (Fig. 1 ). This system is essentially the system studied by Bühler et al. [9] , [10] . Their "mirror law" controller exhibits impressive empirical performance for this system and related juggling and hopping systems. It has proven difficult, however, to formally characterize the basin of attraction. While there is a proof of near-global convergence when the puck is constrained to move on a vertical line, there is only a proof of local convergence when the puck moves freely in the plane.
By utilizing the idea of forced recurrence, we can show controllability on a large computable subset of the puck's state space, and derive a controller that asymptotically stabilizes the desired vertical limit cycle from any initial puck state in . The controller is based on real-time nonlinear optimization using a model of the discrete dynamics and the recurrent control as an initial seed. To compute the control action, the controller must be able to compute the final state of the puck after two impacts, as well as the gradient of this map with respect to the controls. For practical reasons, we also investigate a controller based on a model of the dynamics of a single impact. With an appropriately chosen discrete-time control Lyapunov function, we show that this controller has the same basin of attraction. We have implemented a variant of this controller and demonstrated its robustness on an experimental juggling system.
The main purpose of this paper, however, is not to provide a better juggling controller, but to explore a way to control systems which are globally controllable but not locally controllable. Our primary interest is in minimalist manipulation systems (Bicchi and Goldberg [11] ), where the robot system is designed with the fewest actuators necessary to perform a given class of manipulation tasks.
Section II outlines related work in manipulation and motion planning. Section III reviews the basic ideas behind our approach. In Section IV, we demonstrate controllability and stabi-lizability of a simplified juggler, and in Section V, we describe the experimental implementation.
II. RELATED WORK
This work has its roots in previous work on underactuated manipulation, which is the process of controlling several object degrees of freedom with fewer robot degrees of freedom. Examples include kinematic manipulation such as rolling an object between two plates (Bicchi and Sorrentino [12] ; Marigo and Bicchi [13] ), quasi-static manipulation such as pushing with point contact (Lynch and Mason [14] ) or pushing parts on a conveyor belt with the 1JOC one joint parts feeder (Akella et al. [15] ), and dynamic manipulation such as dynamic rolling (Arai and Khatib [16] ) and snatching, rolling, and throwing (Lynch and Mason [17] ). A more extensive bibliography can be found in [17] .
The experimental system studied in this paper is nearly identical to the bat-juggler studied by Bühler et al. [9] , [10] . Much like Raibert's hopping controller [18] , their mirror law servos the system to a desired energy level by hitting the puck harder when the puck's total energy is too low, and softer when the total energy is too high. In addition, corrections to the control are used to maintain "balance." Bühler et al. showed, in simulation and experiment, that this simple algorithm is capable of achieving a stable juggle from a large set of initial conditions. Modifications of the basic algorithm resulted in systems that could juggle two pucks in the plane and one or two balls in space (Rizzi and Koditschek [19] , [20] ). This work also inspired further analytical study of hopping robots similar to Raibert's (Koditschek and Bühler [21] ; Vakakis et al. [22] ; M'Closkey and Burdick [23] ).
Brogliato and Zavala Rio [24] present a general framework for studying the controllability and stabilization of mechanical systems with impact, such as juggling and hopping robots. Zavala Rio and Brogliato [25] , [26] study a simple one degree-of-freedom juggling system where the puck is constrained to move on a vertical line. They derive a control law for the force input to the batter to drive the system to a desired batting cycle, and they investigate the robustness of the controller to an unknown restitution coefficient and errors in the measured ball velocity. Zumel and Erdmann [27] study the problem of balancing a planar bouncing polygon impacting on a vertex. Atkeson and Schaal [28] developed a devil-sticking robot which uses a memory-based learning algorithm to learn a robust juggling strategy. Devil sticking is a demanding form of bat-juggling-two sticks are used to bat a third stick back and forth. Burridge et al. [29] study a hybrid control approach to juggling, catching, and palming a ball in three dimensions.
Our robot juggles a puck floating on an inclined air table. Experimental and analytical studies on controlling the motion of an air hockey puck by impact are carried out in (Partridge and Spong [30] ; Spong [31] ). Bishop and Spong [32] developed a robot air hockey player, with impressive results.
Our controller is based on real-time nonlinear optimization using a model of the dynamics (a type of model predictive control). Nonlinear optimization or root-finding for motion planning and control of nonholonomic and underactuated systems has been studied by many (Sontag [6] , [7] ; Sussmann [33] ; Divelbiss and Wen [34] ; Fernandes et al. [35] ; Lizarralde et al. [36] ; Wen [8] ; Zefran et al. [37] ; Martin and Bobrow [38] ). Most formulations assume a finite parameterization of the time-history of the control signal and a differentiable end-state map which maps the current state and the control through the system dynamics to produce a final state. The gradient (and possibly higher-order derivatives) of the map is used to search the control parameter space for a control which takes the system to (or closer to) the goal state. The optimization may also be asked to simultaneously minimize a cost function. We have applied this formulation to find trajectories for dynamic snatching, rolling, and throwing tasks (Lynch and Mason [17] ) and parts feeding plans for the 1JOC (Akella et al. [15] ).
Two potential drawbacks of this approach to motion planning and control for general systems are as follows: 1) computation may be slow, precluding its use in real-time control, and 2) the system may encounter local minima. However, if we can compute a recurrent control, and if that recurrent control is not at a local minimum, then a single gradient step from the recurrent control is guaranteed to bring the system closer to the goal state. In addition, because only a single gradient step is required, real-time control computation is feasible. This is the approach taken in this paper to yield asymptotic stabilization of the juggling system. The recurrent control in our system (with drift) is analogous to the nonsingular loops of Sontag [6] , [7] and Wen [8] and time-varying feedback laws inducing periodic trajectories (Coron [5] ) for drift-free systems. These works are described in more detail in Section III-B.
III. BACKGROUND
In this section, we briefly review background on controllability and stabilizability of systems with a recurrence property. Most previous work has addressed continuous-time systems; in Section III-C, we adapt the ideas to discrete-time systems, such as the juggler.
A. Global Controllability with Drift
Consider a control affine nonlinear system of the form (1) where is the state, is a smooth, connected -dimensional state manifold, is a drift vector field, are control vector fields, and is the control input, where is a bounded subset of containing the origin in the interior of its convex hull. The vector fields are smooth and complete. A trajectory : is feasible if it is the solution to (1) for some control function : . The system (1) Recurrent drift vector fields are an important subset of WPPS drift vector fields. For the purposes of control, we will find it convenient to use the following definition of recurrent drift fields, which is slightly stronger than that given by Jurdjevic [2] .
Definition 3: A point is recurrent for if at some time for any . is called recurrent if the set of recurrent points is dense.
3) Global Controllability: We now state the main theorem, taken from Lian et al. [40] . Related results can be found by Jurdjevic and Sussmann [41] , Lobry [42] , Brockett [43] , Bonnard [44] , and Jurdjevic [2] .
Theorem 1: Assume that the drift vector field is WPPS. Then the system (1) is controllable on if the Lie algebra rank condition (LARC) is satisfied.
The proof of the theorem is omitted (see [40] ). The spirit of the proof, however, is to exploit the global WPPS nature of the drift to allow the system to reach nearby states which are not reachable by local trajectories, in much the same way that a car with no reverse gear can accomplish a small net backward motion by nearly completing a large circle in the forward direction. Theorem 1 can be used to demonstrate the velocity controllability of a planar body with a single jet (Manikonda and Krishnaprasad [45] ), controllability of the attitude dynamics of a satellite with a single thruster (Crouch [1] ; Jurdjevic [2] ), or the controllability of satellite orbital dynamics through the control of attitude dynamics (Lian et al. [40] ).
4) Systems Without WPPS Drift: Theorem 1 is a powerful tool for establishing global controllability of underactuated systems with drift, particularly those evolving on compact manifolds. For example, if the drift field is phase-volume conserving and the state space is compact, the drift field is WPPS (Arnold [46] ; Lian et al. [40] ) (see also [45] for a condition for noncompact state spaces). In many situations, however, the drift field is not WPPS. In the juggling system, for instance, the puck does not repeatedly return to a neighborhood of its initial state in the absence of control.
Similar arguments can be applied, however, if it is possible to impose a state feedback control on the system such that all points are nonwandering. In particular, we can define the notion of control recurrence (Caines and Lemch [4] ). Let denote the flow of (1) is control recurrent. Let be a connected set of control recurrent states such that there exists a recurrent trajectory about which the system is controllable. Then, the system is controllable on . Sufficient conditions for controllability about a closed orbit are given by Nam and Arapostathis [47] .
Caines and Lemch [4] define a form of open local accessibility for nonlinear control systems called the continuous fountain condition. Roughly, this condition requires that locally accessible states be (not just contain) an open subset of the state space, and it is neither strictly weaker nor stronger than local accessibility. This condition, coupled with a recurrence property, can be used to demonstrate controllability of the system.
B. Nonsingular Loops for Drift-Free Systems
For a drift-free system, Sontag [6] , [7] and Wen [8] define a nonsingular loop to be a trajectory that returns the system to its original state, and about which the system is linearly controllable. For strongly accessible systems, loops are generically nonsingular; in other words, any random loop is likely to satisfy linear controllability. For drift-free systems in the absence of obstacles, it is a simple matter to find controls yielding a nonsingular loop.
An approach to motion planning for a controllable drift-free system, then, is to find a nonsingular loop and, using the linearization about the trajectory to calculate the gradient of the end-state map, perturb the control so that the new end state is closer to the desired end state. Since the system is linearly controllable about the loop, this is always possible. Apply the perturbed control, and repeat the process until the final state is sufficiently close to the desired state.
We have adapted this approach to our juggling system. A key difference is that the juggling system is not drift-free. By insight into the geometry of the system, however, we can construct controls yielding recurrent trajectories, which play the same role as nonsingular loops.
Coron [5] proves the existence of global smooth time-varying feedback controllers to stabilize the origin for drift-free systems satisfying the LARC. A key step in the proof is the existence of a time-varying feedback control to keep the system in a periodic orbit. These orbits are examples of nonsingular loops.
C. Controllability and Control of Discrete-Time Systems
The juggling system is a discrete-time control system, as control of the puck's motion is only exerted at instants of impact. In this section, we adapt the ideas above to discrete-time systems. We refer the reader to [48] for a review of results on controllability of discrete-time nonlinear control systems.
As before, is a point in the smooth, connected -dimensional state manifold . Define a -dimensional control vector , where is the set of feasible controls. The discrete-time nonlinear control system can be written (2) where :
represents the system dynamics mapping an initial state and a control vector to a final state. represents the dynamics over control events; the states and are consecutive if . Clearly dim increases as increases. In our formulation of we assume has been chosen large enough such that dim dim . We require that be at least once-differentiable with respect to ; that is, the Jacobian exists. For the discrete-time system (2), we can define control recurrence as follows.
Definition 6: A state is discrete-time control recurrent if there exists such that . A state is discrete-time strongly control recurrent if there exists int such that . Any control satisfying the condition for (strong) control recurrence at is called a (strongly) recurrent control for .
For the rest of the paper, we will omit the qualifier "discretetime" and regard it as understood.
Let be the set of strongly control recurrent states. Let be a -dimensional open connected subset of such that there is a known (and computable) strongly recurrent control mapping :
int . Repeated execution of the control for any keeps the system in a single recurrent orbit.
With these definitions, a sufficient condition for controllability on is that a neighborhood of the control for all maps through the system dynamics to a neighborhood of ; that is, int for any neighborhood . This assures local controllability about all states . A sufficient condition for local controllability is linear controllability about the recurrent orbit rank Our ultimate goal is to derive a controller to stabilize the system to a goal state . We define a function for all , and is the gradient of with respect to the control parameters. This gradient is typically evaluated at the recurrent control,
. If is positive definite, for all , , and for all , (this follows if the system is linearly controllable about the recurrent orbits), then acts as a discrete-time control Lyapunov function, and the following algorithm suffices to achieve asymptotic convergence to from any state in .
1) Calculate the recurrent control for the current state . 2) Perform a single step of a gradient descent algorithm using to find a feasible control such that and . 3) Execute the control and return to Step 1). It is assumed that calculation of the recurrent control and the gradient takes constant time. Usually the gradient step requires a line-search algorithm, the execution time of which can be bounded based on the required precision of the search. Thus, control computation time can be bounded, allowing the possibility of real-time control, as in Lizarralde et al. [36] . 2 There are a number of ways the basic approach can be modified.
Step 2) can be iterated until a local minimizer is found, or until a time limit expires. The Hessian can be used to enhance the search for a minimizing control. The control can be continually re-optimized based on new state data, or the cycle can begin again before execution of is completed, as in model predictive control.
In practice, the approach outlined above may be difficult to implement. It requires a computable (possibly numerically) differentiable forward dynamics model and the ability to calculate a recurrent control. For the problem of juggling a puck, however, the formulation above allows the demonstration of controllability on a large and computable open subset of the state space and the derivation of a controller which asymptotically stabilizes the system to the desired juggling limit cycle from any point in . In this case, , that is, the dynamics are defined over two bats, the minimum number necessary in general to return the puck to its original state. The control law is called the two-bat control law (2BCL).
For practical reasons, we seek a one-bat control law (1BCL) for the system , consisting of a single bat. In this case, each bat is the control that reverses the trajectory, plus a step in the direction . For , however, there are fewer controls than the dimension of the state space, and therefore we may have that at some states. However, this condition cannot persist on consecutive states (except at the goal state) for an appropriate choice of . By an application of the invariance principle, we find that the controller aysmptotically stabilizes the goal state with the domain of attraction . We have implemented a variation of the 1BCL on our juggling apparatus and have empirically verified its robust convergence properties.
IV. ANALYSIS OF A SIMPLIFIED JUGGLER

A. Juggler Dynamics
The one joint revolute robot arm is a half-line with a pivot at the endpoint. A world frame is fixed at the pivot, with the gravitational acceleration acting in the direction (see Fig. 2 ). The arm angle with respect to the -axis of is restricted to the range . The configuration of the point mass puck in is . The state of the puck is , and we have the natural projection :
. We define , where the velocity is reversed. For analysis, we treat the position and velocity of the arm as control inputs, so the state of the system is simply .
The puck's motion during free flight is described by the mapping :
The path of the puck during flight is a parabola. For any state , there is a unique associated free flight trajectory with a unique apex point where the puck attains its maximum value
If
, then lies on the forward time flow of , and if , lies on the reverse time flow. Let denote the three-dimensional set of apex states. parameterizes the space of free-flight parabolas.
An impact mapping :
takes a state immediately before impact, along with the arm velocity at impact, and produces the state immediately after impact. The mapping is an instantaneous velocity change with no configuration change:
. For ease of derivation, we write where maps the pre-impact velocity and the control to the puck pre-impact velocity in an arm-fixed impact frame , maps the pre-impact velocity to the post-impact velocity in , and maps the post-impact velocity from back to . To derive and , let be a frame attached to the arm at the impact point , with unit radial and normal directions (relative to the arm pivot)
The pre-impact velocity of the puck in is
The conditions for an impact are , . A post-impact velocity in is transformed to by
is derived from Newton's restitution law (6) where is the coefficient of restitution. The arm is assumed infinitely massive relative to the puck, so that the velocity of the arm does not change at impact.
Combining (4)- (6) and expanding, we get the equation shown at the bottom of the next page. Note that any post-impact velocity attainable for a particular restitution coefficient is also attainable for any other restitution coefficient by proper choice of the arm impact velocity . Let = = define the controls for batting the puck once, where denotes the set of positive reals. The puck flies for time , is batted with arm velocity , and flies for time . We define the discrete-time dynamics : for a single bat
Similarly we can define the forward dynamics : for two bats (8) summarized as flight for , bat with , flight for , bat with , and flight for , and = = . Note that and are both open sets, hence any control recurrent state is also strongly control recurrent.
is not a control in the usual sense, in that it does not affect the trajectory of the puck; it simply chooses the state used to represent the final free-flight trajectory.
B. Reversible States
For the juggling system, we say that a state is reversible if there exists a control = such that the puck attains the state during free-flight after the first bat and the original state after the second bat ( ). Reversible states are a subset of strongly control recurrent states.
Lemma 1: Let and , , be the solutions for of the cubic equation (9) called the normal impact condition. Then is reversible if and only if 1) there exists a solution such that , , , , and 2) there exists a solution such that , , , . Proof: At any state immediately before impact satisfying , , , the velocity of the mass is normal and into the arm. Therefore, the immediate post-impact velocity is also normal to the arm. Proper choice of the arm angular velocity at impact causes the post-impact velocity to be opposite the pre-impact velocity, and the puck reverses its trajectory.
Condition 1 of the lemma requires that there exists a flight time such that the puck free-falls from to a state satisfying the normal impact condition. Further, the velocity must be downward and the configuration in the right-half plane, ensuring that the arm can reverse the velocity through impact. Condition 2 requires that the reverse-time flight of the puck takes it to a post-impact state such that the pre-impact state satisfied the same conditions. Therefore, the conditions of the lemma are sufficient for to be reversible. Since the post-impact velocity is never opposite the pre-impact velocity if the conditions are not satisfied, the conditions are also necessary.
Remark: We can interpret (9) geometrically to gain intuition. Consider the configuration space parabola described by as varies from to . The points on the parabola at which the normal impact condition is satisfied are those where 1) the puck is at the origin or its velocity is zero (only at the apex of vertical trajectories) or 2) the parabola is tangent to a circle centered at the origin of . Case 1) is not of interest; we focus only on case 2) solutions. At these points, the velocity of the puck is normal to the line connecting the puck to the origin (the arm). Fig. 3 shows example parabolic flights, reversible states, and the points on the parabolas corresponding to case 2) solutions. Because (9) is cubic in , there are at most three real solutions.
Lemma 2 (Reversing control):
The three solutions to (9) (14) where and , the states immediately before the first and second impacts.
To visualize the set of reversible states, we can look at the apex states of their corresponding parabolas.
Lemma 3: An apex state is reversible if and only if and (15)
Proof: For a state to be reversible, all three solutions to (9) must be real. Using the solutions in Lemma 1 and setting , a careful analysis shows that must be imaginary (or zero) for the solutions to be real. Setting the quantity inside the square root of equal to zero and solving for , we get the lower bound. The lower bound guarantees the existence of a reversing impact point on the right-hand side of the parabola.
The upper bound on ensures that the left-hand side of the parabola intersects the -axis in the right half plane. This guarantees the existence of a valid reversing impact point on the left-hand side of the parabola.
Remark: By the definition of a reversible state, and by the conditions of the lemma, it is clear that if is reversible, then so is . Fig. 4 illustrates the set of reversible apex states. This set contains boundary states defined by the lower bound of in (15) . We define
to be the open set of reversible apex states obtained by eliminating these boundary states.
is an open connected subset of , and it contains all states of the form where , . Then , (9)] through for each .
C. Controllability
Our next task is to establish controllability of the juggling system on . This comes from linear controllability of , at the reversing control .
Lemma 4: For all rank
The proof is based on a detailed computation using Mathematica, which is omitted.
Lemma 4 leads easily to the following proposition. is any open set of containing . This follows from Lemma 4. Now consider any curve in connecting to . Such a curve exists because is connected, and every point on is in the interior of . By the property above, every point on is in the interior of the set accessible from by two bats. These sets form an open cover of the curve, and because the curve is compact, there is a finite subcover. can be reached from in a finite number of bats.
D. Stabilizing Controllers
In this paper, the goal of the controller is to stabilize a vertical juggling trajectory with an apex state .
Choosing a metric : , define the objective function (also the candidate discrete-time control Lyapunov function)
. The purpose of the controller is to drive to zero. We choose such that is smooth, positive definite over , and except at . For example, may simply be the Euclidean distance. Following the basic algorithm in Section III-C, the 2BCL for (8) is as follows. Calculate the reversing control for the current state (which keeps the objective function constant), follow the gradient evaluated at to find a control which decreases the objective function and satisfies (states after the first bat must also be in ), execute the control , and repeat. In its basic form, the 2BCL executes two bats between sensing events.
Lemma 5: At any ,
, by assumption we have , and by Lemma 4 we have full rank of . Therefore, the gradient of is nonzero.
Lemma 5 leads easily to the desired result. at all . Although we focus on goal states with zero velocity (vertical juggling trajectory), the 2BCL is capable of stabilizing other reversible trajectories.
While the 2BCL embodies the theory covered to this point, for the juggling system it is more practical to define a 1BCL that senses the state of the system between each bat. We define to be the control such that for all . For the 1BCL we define the following metric on :
We choose to be a diagonal matrix with , , making a positive definite quadratic function of the difference of states. With this definition, the objective function is . The existence of the control for ensures that can always be kept constant, as . The 1BCL is similar to the 2BCL, where the control is given by for a sufficiently small . Because consists of only three controls, however, clearly is not rank 4. When the null space of this matrix contains , the normal to the iso-cost hyperellipsoids on defined by , then at the reversing control. To first-order, small variations in the control about do not affect . However, the key insight is that this situation cannot occur on consecutive bats on a reversing trajectory; therefore, it is always possible to decrease the objective function after two bats. This is an application of the discrete version of the invariance principle; the only set of states which is invariant under the 1BCL is . Lemma 6: For all , , if then Sketch of Proof: First consider the special case . In this case, and the lemma requires . In other words, the normal of the objective function hyperellipsoids must not be contained in the null space of the gradient of with respect to ker Since , then from the quadratic objective function and the choice of the goal state as an apex, has the form , . By a computation using Mathematica, we find that a basis for the null space of has the form , . 3 Since , is not contained in this null space, . Now consider a state where at least one of , is nonzero. It is possible that . In this case, however, with the help of Mathematica we can show that . In other words, cannot be zero at both ends of a reversing parabola. Briefly, if = = , then = = . Define the basis vectors of the two one-dimensional null spaces
Omitting the detailed calculations, we find that , , , and , where is the signum function. Because of this, if is parallel to , then cannot be parallel to . This leads to the desired result. Proposition 3: Under the control law 1BCL, the system (7) asymptotically converges from any to the desired vertical juggling limit cycle with the apex state . Proof: For our choice of the objective function, at least every second impact by Lemma 6, and by reasoning similar to Proposition 2, the system asymptotically converges to from any . Remark: There are many states which are not reversible but which can be batted into a vertical trajectory with a single bat. To increase the domain of attraction of the 1BCL, the first bat could be used to send the puck into a vertical trajectory. States in the top right quadrant of with belong to , so the 1BCL is guaranteed to stabilize the system.
In the next section we describe our implemented variation of the 1BCL and experimentally verify its robust convergence properties. In practice we use the Hessian to improve our search for the control , and we take more than a single Newton step during each control computation. Because and are smooth, the performance of the controller degrades gracefully with state measurement error, a crucial requirement for reliable experimental performance.
V. IMPLEMENTATION
A. Experimental Setup:
FLATLAND (Fig. 5) is an air hockey table that floats planar parts with low friction. The table is mounted on a pivoting frame, which allows us to simulate zero gravity or nearly full gravity. In our experiments, the table is tilted 5 from horizontal, which increases the time-scale of manipulation by a factor of approximately 3.4 compared to full gravity. A one joint revolute robot powered by an HD Systems harmonic drive actuator with a 100 000-pulse/r encoder is mounted to the side of the table. The robot is controlled by a 300-MHz Pentium II PC at a servo rate of 1 kHz. An overhead camera tracks colored blobs affixed to the puck. Vision data is provided at 60 Hz by the Cognachrome vision system. We use the last 20 data points (1/3 s) to estimate the current position and velocity of the puck.
In our experiments, we use a plastic circular puck with a radius of 3.8 cm. The batting arm is 60 cm long and 5 cm wide. Since the puck has finite extent, we write its configuration as and . To account for the finite extent of the object, its angular velocity, and friction at the impact, we adopt Wang and Mason's [49] planar impact equations in the implementation of the 1BCL. This model uses the Poisson restitution coefficient and the Coulomb friction coefficient . Wang and Mason's equations are used to derive the one-bat dynamics for the experimental system. These are the primary differences in the simplified model studied in the previous section and our actual system. As the width of the arm and the puck go to zero, the results produced by Wang and Mason's model approach those given by the simplified model in Section IV.
The friction and restitution coefficients were measured experimentally to be approximately and , respectively. All distances are measured in centimeters and time in seconds.
B. Optimization
The goal state of the system is , where " " in the angle and angular velocities indicates a "do not care." The weight matrix is . To find a control such that , we use a quasi-Newton nonlinear optimization that calculates a step direction based on the gradient and an approximation to the Hessian, . We use finite differences to calculate the gradient, and is generated using the popular Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm. Given an initial state and an initial control , where is the iterate in the solution procedure (initially ), the optimization process can be written as follows.
1) Calculate
and choose the search direction , evaluated at , . 2) Find a step length via a line search that determines how far to move along . 3) Calculate the next iterate . Set . 4) If the stopping criteria are not met, go back to Step 1) . If the stopping criteria are met, . The optimization can be stopped after a fixed number of iterations (for example, one), after a fixed time, or when convergence criteria are met. This quasi-Newton optimization has the advantage over gradient methods of having a super-linear convergence rate 4 without needing to fully calculate and invert the Hessian as in full Newton methods.
To improve the performance of the system, in practice we perform the optimization from a grid of starting points on , instead of just at the reversing control . This near-global optimization takes a few milliseconds and is done once per batting cycle, as soon as reliable post-impact puck state data are available. The result of this optimization is a control . To account for perturbations, the control is re-optimized when new state data become available every 1/60 s. To re-optimize the control, we use the new state data, the current optimal solution as the initial guess, and perform the optimization above. Since the new optimal solution is likely to be near the previous, the re-optimization almost always converges in under a millisecond.
It should be mentioned that due to friction in our impact equations, there are five possible contact modes: C-sticking, R-sticking, sliding, C-reversed sliding, and R-reversed sliding (see Wang and Mason [49] for details). For a given initial state , we can carve up the control space into regions according to the resulting contact mode. Within these regions, is smooth in . However, across the boundaries the gradient is discontinuous. Hence, the Hessian approximation should be recalculated from scratch when crossing the boundaries. In practice, we have not found this to be a problem.
C. Control
The optimization specifies a target impact time and arm angular velocity. To implement these controls, the arm follows a fourth-order polynomial trajectory to impact the puck at the desired time with the desired velocity. Given the arm's current state , the desired impact time (relative to the current time) , and the desired impact state , the robot is commanded to follow the trajectory where the five coefficients are determined by the four boundary conditions , = = , and the impact acceleration constraint . We also experimented with a third-order polynomial specified uniquely by the boundary conditions, but we found experimentally that the acceleration constraint reduces the sensitivity of the puck's post-impact state to small errors at the impact.
As the robot follows the trajectory and new puck state data become available, the system locally re-optimizes the planned bat (as described above) and begins following the new fourth-order polynomial. Since the two polynomials will be similar, in practice the motion is smooth. The robot "follows through" with the trajectory for 0.15 s after impact, then resets to an angle of 0.1 rad to await the next control. For feedback control of the arm along the trajectory, we use a type of virtual internal model following control (Kosuge et al. [50] ) to suppress unmodeled dynamics. 
D. Results
In our experiments, we used = (35 cm, 35 cm, , 0, 0, and . Fig. 6 shows an example motion of the puck. This trial is representative of the large domain of attraction that we observed empirically. Fig. 7 shows plots of , after the system has converged. Fig. 8 shows the motion of the arm during stable juggling. The arm resets to a home position 0.15 s after an impact. After reliable state data are acquired and a new optimal control is computed, the arm begins to follow a fourth-order polynomial trajectory to the desired impact state. Note that the polynomial naturally produces a "wind-up" effect.
To test the robustness of the controller, we dropped the puck ten times from each of four different initial configurations. The results are shown in Table I . The system achieved the stable batting cycle 37 of the 40 times. The failures occurred within two bats of the initial drop, and they are due to the use of unconstrained optimization in the controller. Unconstrained optimization may result in aggressive controls which decrease the objective function but bat the puck outside the recoverable workspace for the second bat. This situation could be remedied by imposing inequality constraints on the controls, or by using less aggressive controls closer to the reversing controls. In most situations, the aggressive controls we obtain by full unconstrained optimization allow the system to converge in a relatively small number of bats (see, for example, Fig. 6 ). Because the control is continually re-optimized using new sensor data, juggling is robust to perturbations such as bumping the puck or temporarily stopping its motion. A video of the juggler in action can be found at http://lims.mech.northwestern.edu/~lynch/research/videos.
E. Discussion
It is worth comparing the optimization-based approach to control of juggling with the mirror law of Bühler et al. [9] . For the idealized case of a line arm and a point puck, our approach allows the calculation of a large basin of attraction for the controller, while the mirror law has heretofore only allowed local convergence proofs despite empirical evidence suggestive of a large basin of attraction. The actual stable juggling cycle achieved by the mirror law depends on the width of the arm and the radius of the puck (when they are nonzero). In our system, the width of the arm, radius of the puck, spin, and friction are explicitly considered in the impact model, eliminating the systematic error that appears under the mirror law.
The impressive experimental results reported by Bühler et al. are in nearly full gravity with a batting frequency two to three times that in our results above. We have also performed experiments at a 20 angle of the table, giving a stable batting frequency twice that in the results reported above. While the stable juggle was often achieved, the system was much less robust. We attribute the control problems primarily to sensing and estimation of the puck state. More sophisticated processing of the vision data, or a higher resolution sensor, would improve the performance of our system. For comparison, we implemented the mirror law using the same vision processing as in our optimization-based controller. After experimenting with mirror law gains, we were unable to achieve performance as reliable as we obtained with our controller. It is certain, however, that empirical performance of the mirror law (as well as our controller) on our system would be improved with more engineering of the system.
VI. CONCLUSION
In this paper we have applied the idea of forced recurrence to demonstrate controllability on a large subset of the juggling system state space, and we have developed a controller to asymptotically stabilize a desired juggling cycle from any point in this subset. The controller is based on a nonlinear optimization which uses the recurrent control as its seed. The ideas behind the approach are simple, but potentially powerful enough to apply to the problem of stabilizing orbits of a wide range of globally but not locally controllable systems. A key difficulty is finding a recurrent control law for systems with drift. While geometric insight may suffice for some systems, such as the juggler, the general case is unsolved.
