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ABSTRACT
The aim of this paper is to establish critical success factors in 57 biomedical
laboratories in academic hospitals and health research institutes in the Netherlands.
Great differences could be demonstrated between the more-than-average and the less-
than-average performers, with	 regard to the effectiveness of personnel policy, the
flexibility of administrative procedures and the establishing of networks with inter-
national peers and contractors. Despite the great differences in time spent on
research, no difference in performance could be established between medical and
paramedical laboratories. The concept of higher task uncertainty in fundamental as
compared to applied research is relativized and an inverse relationship is found
between research productivity and quality in terms of the number of citations.
INTRODUCTION
The swift progress in biomedical research has had an enormous impact on medical
innovation. The increased knowledge of the biochemical and physiological back-
grounds of diseases has enabled physicians to provide the patient with a large
spectrum of gradually safer and more effective drugs. Increasingly, research efforts are
being put into more complex therapeutic areas for which no easy solution is forth-
coming. With the growing impact. the biomedical laboratories have increased in
number and size. However, the political debate to restrict the medical costs has put
severe pressure on biomedical research. The aim of this paper is to identify the critical
success factors for survival in the highly competitive world of biomedical research. It
concentrates on medical faculties, academic hospitals and large health research insti-
tutes in the Netherlands. This study forms part of a larger programme concentrating
on technology management in different innovative environments (Omta et al. 1994,
Omta 1995).
STUDY DESIGN
In the context of this paper, biomedical research is considered to be a (system of)
value adding learning loop(s), through which research input (research ideas and
hypotheses) is converted into output (e.g. scientific articles and congress contribu-
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tions), through the cycle of activities, conceptualization, planning and design, resource
acquisition, organization, production and output evaluation (Mason, 1979), whereas
control over the transformation process is conducted by the research management.
The innovation management model, used in this study, is based on the assumption
that performance stands, via positive and negative feed-back and feed-forward loops,
in a dynamic equilibrium with management control, corrected for a number of
contingencies (situation-dependent factors).
Table 1 Operationalization of Management Control
System Control
Effectiveness	 Effectiveness of personnel policy, appointment, promotion and career planning
(Likert scales, higher values indicate a more positive assessment)
Adequacy	 Adequacy of the size of the research budget and the laboratory equipment (Li-
kert scales, higher values indicate a more positive assessment)
Adm. Control Speed of administrative appointment and procurement procedures, {Likert
scales, 1 = (more than) a year: 5 = (less than) a month)
Process Control
Planning	 The perceived importance of short- and middle-range planning by higher
management (Likert scales, higher values indicate a more positive perception)
Frequency	 Frequency of research meetings {Likert scales, 1 = (less than) once in six
months; 5 = (more than) once a week)
Att. Mix	 Attendance at research meetings: only scientific staff or also support staff,
scientists from other laboratories etc. (Likert scales, higher values indicate a
higher diversity)
External Control
Int. Comm.	 Frequency of international contacts with scientists and physicians at congresses
and workshops {Likert scales. 1 = (less than) once a year; 5 = (more than)
once a month)
Contr. Comm. Frequency of contacts with (industrial and governmental) contractors. {Likert
scales 1 = (less than) once a year: 5 = (more than) once a month}
Table 1 shows the operationalization of management control. It is divided into
system, process and external control. System control refers to the personnel and
material resources of the laboratory. The challenge for research management is to
create the conditions conducive to meeting the corporate goals of scientific perfor-
mance as well as the scientist's need for satisfaction and motivation. Several examples
of effective reward systems for researchers have been reported (i.e. Kanter 1989). In
the present study the material and immaterial incentives as distinguished by Jauch (in
Badawy 1988) were used. Resources control refers to the adequacy of the personnel
and material resources to conduct the primary tasks of the laboratory, research,
education, and in medical laboratories, patient care, and to administrative control, the
estimated pace of administrative procedures and reallocation. Process control refers to
the perceived importance of short- and middle-range planning and to research process
communication: the gradual transition from 'hands on' to 'hands off monitoring.
measured by the frequency of research meetings and the attendance mix. External
control refers to the position of the laboratory in the international scientific network
and its network with industrial and governmental contractors.
Bresser and Dunbar (1986) have shown that the contingencies (situation-dependent
variables), as distinguished by Mintzberg (1979), supply sufficient coverage and de-
composing ability to study similarities and diffrences between research laboratories in
academia. The history-related variables of organizational age and size, the technical
system characteristics (technology) and the power balance between the environment
and the laboratory (power) are measured. In universities, timeallocation to research,
education, management and acquisition, and clinical practice, has been added as it is
specifically relevant for distinguishing between medical (e.g. medical endocrinology
and neurology) and paramedical (e.g. immunology and cell biology) laboratories.
Contrary to universities, the biomedical laboratories examined in institutes, did not
conduct clinical tasks (see table 2).
Table 2 Operationalization of the Contingencies
Size
Total Staff	 Number of staff per laboratory in full time equivalents (ftes) in 1991
Scient. Staff	 Number of scientific staff per laboratory in ftes in 1991
Project Size	 % of the research time directed to the largest research line
Time-Allocation
Research, ed.	 % of the working time of the scientific staff allocated to research. education.
management and acquisition. and clinical practice
Organizational Age
Res. Exp.	 Number of years of research experience of the head of the laboratory
Man. Exp.	 Number of years the head has supervized the laboratory
Technology
Support Cap.	 Support staff as a percentage of total staff
Mat. Res.	 Research budget per fte scientist in 1991 (US$ / fte)
Power
Sign. Auth.	 Amount of investments (US$) the head of the laboratory can make without the
previous consent of the faculty or institute hoard
Ext. Funding	 Percentage of the total laboratory budget originating from external funding
(grants, contract research etc.)
Jun/Sen Rate	 Junior versus senior scientific staff
The output is divided into research and user performance. Research performance
refers to the output directed to the scientific community. and user performance to the
output directed to 'users' (i.e. physicians and in the case of contract research govern-
mental and industrial contractors). The apparent use of the results by the scientific
community is measured by the citation score. Extensive literature exists about the
shortcomings of citation analysis. The main points of criticism concentrate on the
differences between journals and (sub-)disciplines in the number of researchers, the
number of references per paper and the time-lag between publishing and the citation
optimum. In addition, self and peer group citation are notable problems. An attempt
was made to solve these problems by excluding self-citations and by weighing for the
average number of times that papers were cited in the journals that published them,
and for the world average of all publications in the (sub-)discipline(s) involved.
Furthermore, the annual growth rate was measured (see table 3).
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Table 3 Performance
Research Performance
The average number of papers published annually per scientist of the laboratory, in interna-
tional scientific journals from 1988 to 1991
User Performance
The average number of papers published annually per scientist in (inter-)national medical
journals or for industrial and governmental contractors from 1988 to 1991
Citation Score
The average number of citations per scientific paper. published in 1985 till 1987, in the three
years following publication. Self-citations and citations by laboratory members arc omitted.
The number of citations is divided by the average number of citations of all papers published
in that period in the same journals and in the same (sub-)disciplines
Annual Growth Rate
The annual growth rate of the total staff from 1986 till 1991 (in fte)
DATA COLLECTION AND DATA ANALYSIS
Questionnaires were sent to the 278 chaired professors and the senior scientific staff
of the 40 biomedical laboratories in medical faculties and academic hospitals, and to
the 72 scientific staff members of the 20 biomedical laboratories of the health research
institutes in the Netherlands. The professors and their staff returned 149 questi-
onnaires. Seven questionnaires could not be used, leaving 142 questionnaires,
stemming from 16 medical and 24 paramedical laboratories, which could be analyzed
(a response rate of 51%). 44 Questionnaires were returned by institutes (a response
rate of 61%). In addition, structured interviews about research management in general
were held with 16 chaired professors and with 9 scientific and general directors of the
institutes. The bivariate associations were assessed by one-way ANOVA. and the
multivariate ones by 4-Thought. a multilayer feed-forward neural network. Non-
parametric analyses using the Kruskal-Wallis test and Spearman rank correlation, did
not alter the conclusions. Until recentl y , neural networks have seldom been used in
empirical management studies. Nevertheless, it is the only multivariate technique
which enables the comparison of variables operationalized at different measurement
levels. An important reason for its infrequent use is the threat of 'over-fitting',
ignoring the natural variability (the 'noise') in the data. The neural network 4Thought
is specially designed to avoid this problem. It divides the data into two groups: a
'training' set of 80% and a 'test' set of the remaining 20% of the data. The neural net-
work builds a model on the training data and tests this model against the data in the
test set. The 'learning' process is only allowed to proceed as long as the errors in the
training and the test set are both declining.
RESULTS
Table 4 shows that 20 staff members work in a laboratory on average, and that
more than half of them are scientists. The average project size in universities is larger
than in institutes. Scientists in paramedical laboratories spend about three-quarters of
their time on conducting and supervising research, the average time spent in medical
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Table 4 Description of Laboratories (mean and F-value)
Universities (n=40) Institutes (n=17) F-value
Contingencies
Size
Scientific Staff (fte) 	 11.4
Total Staff (fte) 	 19.9
Project Size (%)	 57
Timeallocation
11.3
19.5
32
0.01
0.01
10.95-
Research (%) 1	 74 / 38 78 na
Education (%) 1	 17 / 13 6 na
Management and Acquisition (%) 1	 8 !	 8 14 na
Clinical Practice (%) '	 4 / 43 2 na
Organizational Age
Research Experience (years)	 18.0 16.9 0.46
Management Experience (years) 	 10.6 13.4 2.52
Technology
Technological Support Capacity (%)	 38 41 1.54
Material Resources (US$	 fie)'	 11.330 19.630 2.53
Power
Signatory Authorization Capacity (US$) 	 6.725 5.750 0.69
External Funding (%) '	 39 37 0.14
Junior to Senior Rate	 1.31 1.17 1.34
Management control
System Control
Effectiveness of personnel policy 	 2.52 3.27 8.86.-
Adequacy	 2.54 3.04 2.70'
Adminisative Control	 1.00tr 2.70 2.64'
Process Control
Planning	 3.62
Frequency	 4.25
4.00
4.62
0.69
1.27
Attendance Mix	 2.81 2.80 0.06
External Control
International Communication ' 	 2.54 3.06 3.2W
Contractor Communication	 2.84 2.59 0.09
Performance
Research Performance (se. articles / fte) 1	 1.22	 1.18 0.87 6.25-
User Performance (user articles 	 0.30	 0.96 0.65 3.37-
Citation Score (journal weighed)	 1.11 1.23 1.54
Citation Score (discipline weighed) 	 1.16 1.59 7.96-
Annual Growth Rate (%) 1:	 8.0 9.5
RParamedical laboratories medical laboratories In institutes: material resources, external
funding and annual growth rate. n=5 ' Paper presentation at international congresses:
universities 2.87 and institutes 1.45. F-value = 3.27 . : na = not applicable: Fo„„„.n„,.. ' p < .1.
..p < .05. - p < .01
laboratories is only half of that. The timeallocation for education is significantly larger
in universities. Nevertheless, the institute staffs spends 6% of their time on educa-
tional tasks. In both universities and institutes, the head of the laboratory has about 18
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years of research experience. In institutes, less than four years after attaining a PhD
he/she is appointed head of department, whereas in universities it takes the professor
an average of eight years to attain a chair. The running costs in biomedical research,
being part of 'Big Science' (Spiegel-Rosing and De Solla Price, eds. 1977), are rather
high. The material costs per researcher amount from US$ 10,000 in universities to
US$ 20,000 in institutes. The signatory authorization capacity is comparably high, from
US$ 5.000 to US$ 7,000. The differences between the academic laboratories were
considerable. In a number of laboratories the signatory authorization capacity was only
US$ 750. The average assessment of system control is significantly higher in institutes.
Whereas the effectiveness of personnel policy and the adequacy of resources is judged
slightly positively in institutes, it is judged negatively in universities (the average
assessment is below 3 on the Likert 5-point scale). As regards process and external
control, the differences are small. The scientific staff members in institutes attend
more international congresses as participants, whereas the university researchers
present more papers.
The research performance is higher in universities. The scientists publish (and
supervise) more than one scientific paper per year. Calculated per PhD student, this is
approximately 2 to 2.5 papers. The difference in user performance between medical
and paramedical laboratories is significant. Once a year scientists in medical laborato-
ries publish a paper in a medical journal, while in paramedical laboratories this is
done only once in 3 to 4 years. The laboratories in institutes took an intermediate
position with about 2 articles in three years. In both universities and institutes the
number of citations per paper scores above the world average for the (sub-)disci-
pline(s) involved. The citation score weighed for (sub-)discipline is significantly higher
in institutes. Interestingly, the citation score of the laboratories in which the scientific
staff publishes less than 1 scientific paper per year (11 laboratories in universities and
9 in institutes) is significantly higher than in laboratories in which more than 1 paper
per year is published (29 and 8 laboratories, respectively). This difference is the
largest for the citation score, weighed for (sub)discipline (1.65 versus 1.10, F.„,„
4NOV4 = 4.9 **). Despite the budget retrenchments, most of the laboratories were
growing. at 87 to 10(7( per year. This could he attributed to the increase in external
funding, which grew from around 2(:1( in 1985 to 40(7( in 1990. It has often been
argued that if more than onethird of the resources of a laboratory stems from external
funding the (programmatic) continuity would be at risk. For most of the laboratories
this is already the normal situation.
Table 5 shows the multivariate models of the contingencies and management control
with performance. as calculated by the neural network. The size of the scientific staff
was entered as the first variable in the learning process to compensate for its obvious
influence. The best models are found for research performance in universities and
user performance in institutes. In both cases size and effectiveness of personnel policy,
administrative control and international and contractor communication, and, in the
case of research performance in universities. the contingency external funding. which
is closely related to contractor communication, account for the explained variance.
Relatively weaker models are found for user performance in universities and research
performance in institutes. The high test set fit in the case of user performance in
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DISCUSSION AND CONCLUSIONS
One of the most striking results was that the management control situation of high
performers was clearly different from that of low performers. The effectiveness of per-
sonnel policy, together with administrative and 	 external control (and the	 closely
related contingency external funding) turn out to associate strongly with the perfor-
mance measures which are considered to reflect the primary goals and objectives of
the research organization. namely research performance in universities and user
performance in institutes. Management control is not. or only weakly, associated with
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those measures which are considered to reflect the secondary management goals and
objectives, user performance in universities and research performance in institutes.
The most important factor is the effectiveness of personnel policy. This is clear
confirmation of a central thesis in socio-dynamic literature, that stimulating and
rewarding environments are needed to enhance effectiveness.
The average duration of the administrative procedures is shorter. For example, it
took the best performing laboratories an average of 3 to 12 months less time to
reallocate a major part of their resources to a new research area.
The international communication with colleagues at congresses and workshops and
the communication with contractors was more intense.
Probably just as interesting is the observation that both kinds of supervision, tight
control, with strict planning for every step of the research process, or loose control,
leaving the individual researcher room for manoeuvre, can lead to high performance,
provided that the fundamental requirements of system and external control are met.
System designers and research policy makers can profit from this knowledge by
concentrating their efforts on (both) these aspects.
Universities and institutes
The elements of system control are judged more positively in institutes than in
universities. Part of this difference can probably be attributed to the difference in the
level of integration. In a professional bureaucracy there is always a certain tension
between the professionals and the administration (Mintzberg, 1979). This tension may
have resulted in a negative attitude towards elements of system control. In the more
vertically integrated institutes, the tension between the administration and profession-
als is clearly less than in the largely decentralized universities. The largest difference
in the judgement of system control between universities and institutes is that concern-
ing the effectiveness of personnel policy. The negative judgements in universities
should be a warning for research policy makers that the budget retrenchments may
have destabilized biomedical research in academia.
Citation score
According to citation measures. Dutch biomedical research scores above the world
average. If exceptionally high citation scores were found (more than twice the world
average). experts in related research fields were asked to indicate whether outstanding
results had been presented by the laboratory. In all cases one of the researchers had
published remarkable results. It also pointed to an inherent problem of citation
analysis. namely the time-lag between publication and the citation measurement. In all
cases the researcher had already left the laboratory to take up a professorial chair.
It is interesting to note that the number of papers per scientist is higher, but the
number of citations per paper is fewer in universities as compared to institutes. The
scientific papers of the more experienced researchers in institutes are apparently more
penetrating than those of the young PhD students, which are written under huge
publish or !with' pressure in the limited time-span for graduation. The PhD theses in
Dutch biomedical research have gradually become readers, composed of about six
articles in scientific journals. In order to reach the required number of publications, it
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becomes necessary to divide the results over as many scientific papers as possible. The
resulting distortion of scientific information may have caused these articles to be
rejected by the leading journals in the discipline, and to be published in journals of
lower scientific standing. As one of the professors indicated in the structured inter-
views: 'If one of my PhD students comes up with something reall y new, I ask him or her
to concentrate on only one article for a top journal in my discipline.' The pressure to
publish is lower in institutes, because it is not the primary task. Additional evidence is
provided by the fact that the citation score, especially in institutes, is negatively associ-
ated with the number of papers published. The researchers in the laboratories with a
relatively low scientific production probably wait longer before publishing and attain a
higher density of new information in their papers, getting more attention from the
scientific community.
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Medical and paramedical laboratories
The time allocated to research and to clinical practice shows an inverse relation-
ship. The scientific staff in paramedical laboratories spends twice as much time on
research as the staff in medical laboratories. Interestingly. this extra time is not
translated into higher research and user performance. The researchers in the medical
laboratories publish on average about the same number of scientific papers, and three
times as many papers in medical journals. than their colleagues in the paramedical
laboratories. An explanation for this unexpected finding could be that researchers
working in medical laboratories have easier access to a larger and more differentiated
number of scientific journals. due to the number of medical specialisms. A second
explanation emerged from the structured interviews. Several medical professors indi-
cated that the average time spent by their scientific staff amounted to more than 40
hours a week. Researchers who had worked both in medical and paramedical labo-
ratories also indicated that the total workload in medical laboratories was significantly
higher. The physicians share an important goal: the cure and care of the individual
patient. Apparently. 'lilt' 24 hour-a-da y availability' considerably increases the total
workload. This extra time may have compensated for the lack of time during the offi-
cial workin g hours.
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Task uncertainty in fundamental and applied research
The task uncertainty is generally assumed to decrease as activities pass through the
sequence fundamental, strategic and applied research (i.e. Zeldenrust. 1989). Funda-
mental research, in particular, is thought to be very uncertain, in the sense that task
outcomes are not repetitive and predictable. To lower the level of task uncertainty,
university researchers must keep in constant contact with colleagues in their own
laboratory and with (inter-)national colleagues. to keep up with the state-of-the-art in
their research field. Seen in the light of these expectations it was remarkable that no
significant differences were found between universities and institutes, neither in
research process communication nor in international communication. In contrast to
the general view, it may be argued that the fact that the task outcomes of fundamental
research are highly unpredictable may not be that disadvantageous, because, in con-
trast to institutes and industrial R&D, negative results may also lead to higher
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research performance. Even if no supporting evidence was found for a hypothesis, it
can still lead to a new research line, theory or even (on rare occasions) to a new para-
digm. The possibility of presenting negative results partly depends on the recep-
tiveness of the scientific community. That this can be a serious problem was indicated
by Easterbrook et al. (1991). They established that medical studies about a successful
new therapy or drug were more likely to be published than the unsuccessful ones. This
tendency towards publication bias was not only due to the referees and editors of the
medical journals, but already began at the level of the researchers. Researchers of
studies with negative results often decided not to go through all the trouble of publis-
hing. This bias towards 'good news', fortified by the lay press, may have caused the too
optimistic view of the progress of medicine by the general public.
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