This paper addresses an airport gate assignment problem with multiple objectives. The objectives are to minimize the number of ungated flights and the total passenger walking distances or connection times as well as to maximize the total gate assignment preferences. The problem examined is an integer program with multiple objectives (one of them being quadratic) and quadratic constraints. Of course, such a problem is inherently difficult to solve. We tackle the problem by Pareto simulated annealing in order to get a representative approximation for the Pareto front. Results of computational experiments are presented. To the best of our knowledge, this is the first attempt to consider the airport gate assignment problem with multiple objectives.
Introduction
Since the early 1970s a large number of papers have been written on the problems that have to be addressed by airport managers. We refer the reader to the recent survey by Dorndorf et al. (2004) , where a comprehensive description of the problems arising in gate scheduling, a key activity in any airport, is provided.
The main purpose of classical airport gate scheduling is to find an assignment of flights to their stand positions at the terminal that satisfies a set of constraints. In addition the schedule should be suitable for airport services and convenient for passengers. The aircraft stand positions are commonly referred to as "gates", and they designate the terminal portal for passengers to enter and exit aircrafts.
Traditionally, a well-constructed flight gate schedule must satisfy the following two restrictions.
1. No two aircraft may be assigned to the same gate simultaneously, i.e., one gate can process only one aircraft at a time. 2. Every flight must be assigned to exactly one gate, that is, an aircraft cannot be moved or reassigned to another position once it has been assigned to a terminal gate.
Sometimes special constraints are introduced; this is mainly because of a particular airport configuration. The most commonly used constraint is that large aircraft cannot be * Corresponding author assigned to neighboring gates. Models covering such restrictions can be resolved using branch and bound (Babic et al., 1984) or problem-oriented heuristics (Vanderstraetan and Bergeron, 1988) . At the same time, a suitable flight gate schedule must also consider passenger comfort requirements and convenience for airport services, that is, it has to reflect several goals:
1. the number of ungated (open) flights has to be minimized; 2. the total passenger walking distances or connection times have to be minimized; 3. the total airport preference scores of assigning certain aircraft to particular gates have to be maximized.
Let us describe each goal in more detail.
1. When an aircraft arrives at the airport, it can be either assigned to a terminal gate or, if no terminal stand position is available, it can be assigned to the apron. All the terminal gates are usually equipped with passenger bridges, whereas passengers from flights assigned to the apron are transferred to the terminal building by transfer buses. These bus transfer operations may increase the connection time and can hardly be regarded as desirable if we want to minimize the total passenger walking distance and the connection time. Thus, our first goal is to minimize the number of flights assigned to the apron. 2. Passenger walking distance minimization is the most frequently used goal, occuring not only in gate assignment, but also in the design of airport terminals. We note that the walking distance for arriving passengers is the distance between the gate and the baggage delivery area. The walking distance for departing passengers is the distance between the check-in desk and the departure gate. Finally, the walking distance for a transferring passenger is equal to the distance between the two gates to which the two connecting flights are assigned. For the case where the number of aircraft exceeds the number of available terminal gates, we also include the distance from the apron to the terminal for passengers from aircraft assigned to this area. 3. We attach a preference value to every flight-gate combination as well as a priority value to every gate. The goal is to maximize the total flight-gate assignment preference score, in order to improve convenience for airport services as much as possible. It is evident that the preferences may have a substantial influence on the optimal gate schedule. The task of proper, i.e., adequate to decision maker's wishes, choosing suitable preference parameters is based on the detailed characteristics of flights and terminal gates.
All these requirements make the Gate Assignment Problem (GAP) very complicated both from a theoretical and a practical point of view. In fact, any practical GAP instance for a big international airport, the terminal of which is commonly referred to as a "hub", usually has to deal with a large number of daily flights (around 800) which have to be assigned to a pretty large number (around 100) of different gates. This means that our model has around 80 000 binary variables, and moreover, both a quadratic objective and quadratic constraints make the problem computationally intractable for any mixed-integer programming solver (the number of variables obtained through standard linearization techniques is about 6400 000 000). This huge size means that the design of an efficient heuristic is of considerable interest. Additionally, the multiple criteria and multiple constraints nature of the problem make it very unlikely that a so-called ideal optimal solution which simultaneously optimizes all objectives can found and verified. Therefore, one has to determine a solution that provides an appropriate compromise between all the different objectives while ensuring a set of hard constraints.
The basic input data for gate scheduling is a flight time table with arrival and departure times and additional specifications of flights: the origin and destination of a flight, the type of aircraft, the number of passengers, the cargo volume, the type of flight (domestic or international) as well as the gate preferences, the required airport services and the inspection facilities.
So-called single time slot models consider the assignment of a batch of flights that arrive within a single given time period (slot) at gates. In this case only one flight can be assigned to each gate. In multiple time slot models the entire time interval is divided into a fixed number of time slots. The width of the time slots must be carefully selected be-cause it influences the problem size as well as possible gate utilization.
The single-slot GAP can be modeled by analogy to the NP-hard Quadratic Assignment Problem (QAP) (Obata, 1979) , which is a facility location problem in which the cost of placing a flight at a gate depends on the placement of other facilities and the transport volume between the two facilities (see also Lawler (1963) . Babic et al. (1984) use a branch-and-bound approach, with some enhancements to accelerate the computation, in order to determine an optimal solution of the GAP. The objective is to reduce the number of passengers who have to walk maximum distances-at the price that more passengers have to walk the minimum distances, compared to a random aircraft position assignment. Contrary to Babic et al. (1984) , Mangoubi and Mathaisel (1985) take into account transfer passengers. Moreover, they use a linear programming relaxation and greedy heuristics to solve the GAP. Bihr (1990) uses zero-one integer programming to solve the minimum walking distance GAP for fixed arrivals at a hub using a simplified formulation as an assignment problem. Xu and Bailey (2001) propose a tabu search algorithm for a single-slot GAP with the objective function of minimizing the overall distances that passengers have to walk in order to get connecting flights. The problem is formulated as a QAP and reformulated as a mixed zero-one integer linear program. A simple tabu search metaheuristic to solve the problem is developed. The algorithm exploits the special properties of different types of neighborhood moves, and creates effective candidate list strategies. Some computational experiments are presented and analyzed.
Generally speaking, scheduling theory and multicriteria optimization are a topic of growing interest both in theory and in practice. Unfortunately, until recently these areas were studied separately. Probably the first serious attempt to formulate real-life scheduling problems as multicriteria problems was done in T' Kindt and Billaut (2002) . The topic of interest here, that is the GAP, has a multicriteria nature. This fact was expressed in Yan and Huo (2001) , where the GAP was stated as a zero-one integer program with the two objectives of total passenger walking distance and total passenger waiting time minimization. To solve the problem practically the partial objectives are aggregated into one goal function. The scalarization method was adopted in Dorndorf (2002) with the GAP being modeled as a special multimode project scheduling problem with generalized precedence constraints or time windows. Ding et al. (2004a Ding et al. ( , 2004b Ding et al. ( , 2004c ) present a GAP in which the number of flights exceeds the number of available gates. The primary goals are to minimize the number of open (non-assigned) flights and the total connection times. A greedy algorithm and tabu search metaheuristic improved by a new neighborhood search technique are proposed to solve the problem.
The remainder of this paper is organized as follows. In Section 2 we formulate the model initially proposed in Ding et al. (2004a Ding et al. ( , 2004b in a bicriteria framework while adding as an extra criterion the minimization of the total flight gate assignment preference score. In Section 3 we describe a multicriteria simulated annealing metaheuristic in general terms. Section 4 details the multicriteria simulated annealing heuristic which has been implemented for solving the GAP. The results of computational experiments are provided in Section 5 and supported with graphical illustrations. A summary and proposals for future work are given in Section 6.
Mathematical model
In this section we formulate a multiple criteria version of the model originally proposed by Ding et al. (2004a Ding et al. ( , 2004b . Following their approach the airport GAP is modeled as QAP using the following parameters. N = set of flights arriving at and/or departing from the airport; M = set of available gates at the airport; n = total number of flights, i.e., n = |N|; m = total number of gates, i.e., m = |M|; a i = arrival time of flight i; d i = departure time of flight i (a i < d i ); w k,l = walking distance for passengers from gate k to gate l; f i,j = number of passengers transferring from flight i to flight j; u i,k = normalized preference value of assigning flight i to gate k; v i = priority value for flight i.
Additionally, two dummy gates are introduced. Gate 0 represents the entrance/exit (check in/out) of the airport. Gate m + 1 represents the apron where flights park when no terminal gates are available. If flights are assigned to the apron, then passengers are usually transferred by bus to check in/out. The binary variable π i,k = 1 denotes that flight i is assigned to gate k, 0 < k ≤ m + 1, and π i,k = 0 otherwise. Then the objectives can be expressed as follows:
Objective (1a) addresses the number of flights that are not assigned to any terminal gate (i.e., to the apron). Objec-tive (1b) represents the total passenger walking distance. It consists of three terms: the walking distance of transfer passengers, originating departure passengers and disembarking arrival passengers. Objective (1c) represents the total flight gate assignment preference value. Note that the last objective can be converted into a minimization objective by simply changing its sign. The set of restrictions is defined by the following system of constraints. The first constraint:
ensures that every flight must be assigned to exactly one gate including the apron. The second constraint:
prohibits schedule overlapping of two flights if they are assigned to the same terminal gate.
The last constraint:
defines the variables to be Boolean. The mathematical model can be supplemented with several observations. First, it is natural to set f i,i = 0. Second, in practice for two distinct flights i and j, f i,j and f j,i exclude each other, that is, f i,j > 0 induces f i,j = 0 and vice versa. Moreover, the model does not take into account the buffer time between two consecutive assignments explicitly (which is usually required for airport services and in order to have schedule flexibility to cope with unexpected earliness or tardiness of flights). However, this can be achieved easily by appropriately changing the arrival and departure times.
It is well known that many diverse planning tasks of practical importance can be formulated as QAP instances (Pardalos et al., 1994; Cela, 1998) . The QAP is an NPhard combinatorial optimization problem that dates back to the early 1960s. Applications include, among others, back-board wiring of electronic circuits, facility location problems and certain kinds of scheduling problems. Even the single-criterion QAP is a notoriously difficult problem, that is, small-sized instances can in general not be solved to optimality in a reasonable amount of time. As a consequence, the QAP has been important in stimulating research in approximate methods, among which simulated annealing is one of the prominent candidates. To the best of our knowledge the first simulated annealing algorithm for the single-criterion QAP was published by Burkard and Rendl (1984) .
Pareto simulated annealing: general description
Simulated Annealing (SA) is a generic probabilistic heuristic approach originally proposed in Kirkpatrick et al. (1983) and Kirkpatrick (1984) for global optimization. Usually, SA locates a "good" approximation of the global optimum of a given objective function z in a large search space. At each iteration, SA considers some neighbors of the current solution π, and probabilistically chooses either to accept a new solution π or keep π. The probabilities are chosen so that the problem ultimately tends to move to solutions with a better objective function value. Typically this process is repeated until a solution which is "good enough" has been determined, or until a given time limit has been reached. SA uses several basic concepts. 1. Neighborhood concept. At each iteration q the neighborhood N(π) of solution π is specified (usually problem specific). N(π ) represents the subset of solutions π which can be reached in one iteration emanating from π. Generally, it is not possible to store the neighborhood structure, because the set of feasible solutions has an exponential size. To overcome this difficulty a set AM of allowed modifications F or neighborhood search moves is introduced. In this case for a given solution π the neighborhood N(π) can be defined by N(π ) = {F(π ) | F ∈ AM}. 2. Probabilistic acceptance of a new neighborhood solution.
In each iteration q solution π is accepted with probability:
This probability is decreased during the course of the algorithm. In other words, we can escape a local optimum, but the probability for doing so is low after a large number of iterations. This guarantees that there is a high probability of locating a global optimum while avoiding becoming trapped in local optima. 3. Parameter (temperature) dependent acceptance probability. The probability of making the transition to the new solution depends on a global time-varying parameter T called the annealing temperature: (T q ) ∞ q=1 is a sequence of positive control parameters with lim q→∞ T q = 0. 4. Cooling schedule. Generally, the sequence (T q ) ∞ q=1 is created by a function g, i.e., T q+1 = g(T q ) for all q. The initial annealing temperature T 0 has to be defined in advance. 5. Termination criterion. One has the freedom to introduce different stopping criteria. Typically, SA is repeated until the system reaches a state which is "good enough," or until a given time limit has been reached. The annealing temperature decreases to (nearly) zero shortly before termination.
In order to apply SA to a particular problem, we must specify the search space, the neighborhood search moves, the acceptance probability function, the cooling sched-ule and the termination criterion. These choices can significantly affect the method's effectiveness. Unfortunately, there is no unique choice that will be good for all problems, and there is no general way to find the best choice for a given problem (see, e.g., Van Laarhoven and Aarts (1987), Johnson et al. (1989 Johnson et al. ( , 1991 ).
Before giving the description of a multicriteria SA technique, we start with necessary definitions of optimality in the multiple criteria case. In the multiobjective case we are interested in values for a set of variables which optimize the objective functions. Contrary to the single-criterion case, where the structure associated with the set of feasible solutions is totally ordered (i.e., there is no incomparability between two solutions, and the definition of optimality is straightforward) in the multicriteria case this definition is no longer trivial, because partial criteria, which have to be optimized simultaneously, are often in conflict with each other (that is, incomparable).
Let ⊂ R γ be the set of feasible solutions. Moreover, let
p=1 be the mapping of δ criteria in the space of . The concept of optimality is based on the dominance relation between two vectors in the criteria space. For the case of minimization:
we say that π dominates π if z p (π ) ≤ z p (π ) for all p = 1, . . . , δ, with at least one strict inequality, and it is nondominating otherwise. A set of solutions is said to be Pareto optimal if, in moving from solution π belonging to the set of Pareto optimal solutions (or briefly, the Pareto set) P δ ⊆ to another solution π ∈ in the feasible set, an improvement of the value of one criterion would at least deteriorate the value of one other criterion.
In terms of vector dominance the definition of Pareto optimality can be reformulated as follows: π ∈ is a Pareto optimal solution (Pareto optimum) if and only if there exists no solution π that dominates π. Any π which is not Pareto optimal cannot represent an optimal solution, because ∃π ∈ such that z p (π ) ≤ z p (π ) for all p = 1, . . . , δ with a strict inequality in at least one case.
Thus, roughly speaking, the Pareto set is the set of all non-dominated solutions.
The method used most commonly for solving a multicriteria problem is called the weighting method. It takes each objective function z p and multiplies it by the corresponding weighting coefficient λ p . The modified functions are then added together to obtain a single cost function, which can easily be solved using any single objective method. Mathematically, the new function is written as
If the problem is convex, i.e., the set of feasible solutions and the objective functions are convex, then a complete set of proper Pareto optimal solutions (which is a subset of the entire Pareto set) can be found ("proper" in the sense of Geoffrion (1968) ; also see, e.g., T' Kindt and Billaut (2002) and Ehrgott, 2005) . However, if the problem is not convex, then there is no guarantee that this method will yield the entire set of Pareto optimal solutions. Usually, the weighting coefficients are initialized somehow, and they are varied (using parametric analysis) afterwards. It is often the case that some of the criteria are in conflict, i.e., an improvement in one of them can only be achieved at the expense of worsening another. Moreover, some of the criteria may be incommensurable, i.e., the units used to measure the compliance with each of the criteria are not at all comparable. The incommensurability of criteria adds to the difficulty of the problem because the aggregation or comparison of different objectives is not straightforward.
For solving the multicriteria GAP one might suggest to proceed as follows: (i) somehow aggregate all objectives into one goal function; and (ii) use a standard SA to resolve the new problem with the aggregated objective function. Doing so is possible, of course, but it is inferior to a multicriteria SA heuristic, because multiple runs of the algorithm with a global aggregated objective are needed and the way of choosing aggregating coefficients is not clear. As already said it is very difficult to establish preferences among the criteria before the search. Even if this is possible, preferences may change and therefore having a set of solutions facilitates the decision-making process.
Pareto Simulated Annealing (PSA) proposed in Jaszkiewicz (1997, 1998 ) is a multiple criteria metaheuristic that uses the concepts sketched out above for single-objective SA. Additionally it has several specific characteristics which take into account the multiple criteria nature of the problem (see Jaszkiewicz (2001) .
1. Use of aggregation function-based probabilities for acceptance of new neighborhood solutions.
PSA uses the concept of multiple objective acceptance rules proposed by Serafini (1992 Serafini ( , 1994 who was able to show that the acceptance rules guarantee that the algorithm achieves one of the Pareto optimal solutions if the temperature is decreased sufficiently slowly. In the multiple criteria case while moving from solution π to some randomly generated solution π ∈ N(π) one of the following three mutually exclusive situations may arise: (i) π dominates or is equivalent to π; (ii) π is dominated by π ; (iii) π is non-dominated with respect to π. In the first case the new solution may be considered to be not worse than the current one and, hence, accepted with probability one. In the second case the new solution may be considered to be worse than the current one (π is considered as potentially Pareto optimal) and accepted with a probability less than one in order to avoid getting trapped in local optima. In the third case π and π are incomparable (and initially non-dominated). It follows that we have to introduce a multicriteria probabilistic acceptance rule which can be defined in various ways, interpreted as a local aggregation of all objectives with the weighted Tchebycheff scalarizing function or weighted linear scalarizing function with reference point z(π). Thus, the probability of accepting the new solution π is defined by either of the following two expressions:
2. The concept of generating solutions or agents. Generally speaking this concept is a means to control the shape of the Pareto front which will be computed. Initially a set (sample) G of generating solutions with fixed cardinality |G| = φ is randomly produced to provide a sufficiently large search space for PSA. With each of the generating solutions a separate weight vector λ π = (λ π 1 , . . . , λ π δ ) is associated. For each π ∈ G the weight vector can be generated easily by the following iterative procedure.
Step 1. Let I = {1, . . . , δ} and = 1;
Step 2. Randomly choose p ∈ I;
Step 3. If |I| = 1, then λ π p := · Random(0, 1), := − λ π p , else λ π p := and stop;
Step 4. Set I := I \ {p} and go to Step 2.
Note that corresponds to the total sum of weights δ p=1 λ π p . Manipulating these weights provides good dispersion of the outcome Pareto front and makes the solutions of PSA more representative. Generating solutions may be treated as "spy agents" working almost independently but exchanging information about their positions. This allows us to control the distance between agents by predicting them to be too close to each other or too far away from each other.
Apparently, the more agents we have the more precise information about the shape of the Pareto front we get. The "optimal" number of agents depends on the expected bend and shape of the Pareto front. Nevertheless, a large number of agents may increase the run time of the algorithm (some agents might even duplicate others). Therefore, in practice, the trade-off between the number of agents and the required computation time has to be evaluated experimentally. 3. Management of the population of generating solutions or repulsion. The degree of repulsion α is fixed and usually takes a very small positive value close to zero. The weight vector λ π associated with a given generating solution π is modified in order to increase the probability of moving π away from its closest neighborπ in the generating sample. This is obtained by increasing the weights of the objectives for which π is better thanπ and decreasing the weights of the objectives for which π is worse thanπ:
, p = 1, . . . , δ, λ π p − α otherwise, One of the following metric distances between solutions in the space of normalized objectives is used to determine the closest neighborπ of π:
An additional requirement is that the closest neighborπ has to be non-dominated with respect to π . If there is no generating solution that meets this requirement each weight is either increased or decreased with probability equal to a half:
Note that this mechanism never repulses the generating solutions outside the non-dominated set. Moreover, each repulsion iteration also requires normalization to satisfy δ p=1 λ π p = 1. 4. Normalization of objectives. In real-life problems the ranges of objectives usually are quite different. The idea of PSA is to work with normalized weight vectors. So, the scalarization should be applied to normalized objective values. For each objective z p , p = 1, . . . , δ, we introduce the so-called range equalization factor (Steuer, 1986) :
where r p is the (approximate) range of objective p. Objective function values multiplied by range equalization factors are called normalized objective function values. This method is working properly if the objective range is large enough. Sometimes when the exact calculation of the objective range is too difficult, one can set r p equal to the expected approximate maximum value of the objective. Another possibility to normalize objectives is to restrict criteria values to the interval [0,1]. This is guaranteed through the normalization:
where the constant terms z max p and z min p are the optimal values obtained from scalar problems where each criterion p = 1, . . . , δ is both maximized and minimized in the feasible set.
Updating the set of potentially Pareto optimal solutions.
The set of potentially Pareto optimal solutions P δ pot is empty at the beginning of the method. It is updated after a new solution is generated. Updating the set of potentially Pareto optimal solutions with solution π consists of: (i) adding π to P δ pot if no solution in P δ pot dominates π ; and (ii) removing from P δ pot all solutions dominated by π. The process of updating P δ pot may be very time consuming. Thus, several simple additional techniques could be used in order to reduce the time required for updating (e.g., new potentially Pareto optimal solutions could be added only if they differ enough from all solutions contained already in this set, for other details see Jaszkiewicz (2001)).
PSA can also be improved by the use of some general ideas from genetic algorithms. For example, during the run of the method some of the agents may get stuck in regions of the search space far from the non-dominated set. If an agent is dominated by at least another agent for a certain number of iterations, he is considered to be not promising and is replaced by a solution from the set of potentially Pareto optimal solutions with the maximum distance to the closest agent. In other words the idea is closely related to selection in genetic algorithms that is biased towards non-dominated agents.
The characteristics of PSA may vary depending on particular characteristics of the problem under consideration and, of course, substantially influence the effectiveness of PSA. Initial values of the following parameters have to be defined in advance: the number of generating solutions φ; the initial annealing temperature T 0 ; the repulsion coefficient a > 0; the cooling schedule: and the termination criterion. A flowchart of PSA summarizing all stages is presented in Fig. 1 .
The choice of PSA for the particular problem considered in this paper is motivated by the general observation that it is probably one of the fastest and universal probabilistic local search procedures, and its main ideas are fundamental for other approaches (tabu search, genetic algorithms). Another reason for choosing PSA is that it can be generalized to take into account possible uncertainty in the problem parameters (e.g., fuzzyness), an area for future research.
PSA: application to the GAP
From a practical point of view it is of utmost importance to minimize the number of flights assigned to the apron, that is, objective (1a) lexicographically dominates the other two objectives. Hence, the overall design of the algorithm is as follows: First, we minimize objective (1a). Then, PSA is applied to objectives (1b) and (1c). Hence, the algorithm optimizes both lexicographically and Pareto like. Objective (1a) is solved in the best possible way (and hence the minimum objective value z * 1 is obtained) with the greedy method originally proposed by Xu and Bailey (2001) . The basic idea is to sort all the flights according to departure times and then assign flights one by one to the earliest available gate. If no terminal gates are available for assignment, then the flight is assigned to dummy gate m + 1 (representing the apron). In order to keep this paper self-contained we will present the greedy algorithm here (for the sake of shortness without proof of correctness; see Ding (2004a) for details).
Greedy strategy
Step The output of the greedy strategy is both the number of flights that can be scheduled in terminal gates, z 1 (π) = φ, ∀π ∈ , and an initial feasible solution π 0 , z(π 0 ) = (ϕ, z 2 (π 0 ), z 3 (π 0 )), which will be further used in the second stage that addresses the other two objectives by applying PSA. Since the first objective is already optimized, fixed and cannot be improved, we will omit it for the sake of shortness and write z(π ) = (z 2 (π ), z 3 (π )), ∀π ∈ .
A key ingredient of SA is to define a suitable neighborhood. In order to do so we have to define a set AM of allowed modifications F, commonly referred to as neighborhood search moves or neighborhood selection methods. All solutions, which can be selected from solution π via a single move, form a neighborhood N(π ).
To the best of our knowledge, Xu and Bailey (2001) were the first to define various types of neighborhoods for the airport GAP. Specifically, they defined three types of moves: Insert Move, Exchange 1 Move and Exchange 2 Move, respectively. The attractiveness of each move can be expressed by calculating the cost improvement function. According to Ding et al. (2004a) , these moves are not very flexible and cannot easily determine a good solution, when schedules are dense in time, e.g., during peak hours. Therefore, a new type of move, the so-called Interval Exchange Move was proposed in Ding et al. (2004a) . In order to keep this paper self-contained we will describe all these methods in terms of our model (1)-(3) with the objectives (1b) and (1c). 1. Insert Move. This is the simplest basic type of neighborhood search move. Suppose that we have a current solution π where a flight i 0 is assigned to gate k 0 . It is clear that flight i 0 can be reassigned to some other gate if no overlapping conflicts appear. Let (i 0 , k 0 ) → (i 0 , l 0 ) denote the move from current solution π to another solution π , which inserts flight i 0 , currently assigned to k 0 , to a new gate l 0 . Let z(π ) = (z 2 (π ), z 3 (π )) and z(π ) = (z 2 (π ), z 3 (π )) be the normalized (see Section 3) values of the objectives. Then the cost change induced by the Insert Move:
can be calculated as follows:
This evaluation can be done in linear time O(m × n).
Apron Move.
This method exchanges a flight that is assigned to the apron with a flight that is assigned to a terminal gate. As the minimum number of flights assigned to the apron cannot be improved anymore (because it was optimized by the greedy strategy), we can perform only Exchange 1 or Exchange 2 Moves. This method, applied to the initial feasible assignment constructed by the greedy strategy, can be useful in generating a set of agents G for PSA.
The algorithm is summarized as follows.
Step 1. Construct an initial feasible solution π 0 by the greedy strategy. Set the annealing temperature T as a linear function of the input size T = T 0 × n, where T 0 is the starting temperature and n is the number of flights. Initialize the list of potential Pareto optimal solutions: P 3 pot = {π 0 }. Define the number of agents φ. Initialize the repulsion coefficient α.
Step 2. If φ = 1, then solution π 0 represents a single agent, otherwise, if the number of agents is greater than one, generate set G, |G| = φ, of agents using π 0 and the Apron Move. Attach a normalized weight vector λ π = (λ π 2 , λ π 3 ) to each of the generating solutions π ∈ G. Update P 3 pot by checking dominance relations between agents.
Step 3. For each agent π ∈ G do:
3.1. Select agentπ ∈ G which is nearest (Euclidian metric MD3 in normalized vector objective space is used) to π and non-dominated with respect to π . If there is no such solutionπ, then each objective is increased or decreased with probability equal to a half: P λ π p := λ π p + α = P λ π p := λ π p − α = 1 2 , p = 2, 3, else
Normalize the weights such that λ π 2 + λ π 3 = 1. 3.2. Determine the type of neighborhood move used in the current iteration: Insert Move, Interval Exchange Move or Apron Move (details are given below). Randomly generate a neighborhood π of this type and calculate the cost if the generated neighborhood move is performed. 3.3. If π is non-dominated by π then update P 3 pot .
3.4. Accept π instead of π with probability:
where a and b are constants that define the acceptance rate.
Step 4. If the condition for changing the annealing temperature is fulfilled decrease T.
Step 5. If termination criterion is valid, then stop; otherwise go to Step 3.
Computational experiments
An experimental version of the PSA algorithm was coded using Java Development Kit, version 5.0, update 1.0, and implemented on a Pentium machine with a 1.7 GHz clockpulse and a 512 Mb RAM.
In order to evaluate the algorithm we use an instance which is constructed as follows: 1. Airport gates and walking distances. Basically we assume that the layout of a representative airport consists of two parallel terminals and symmetrically located gates. The total number of terminal gates m is set to 20 where each terminal has ten gates; gates 0 and 21 represent the airport entrance (exit) and the apron, respectively (see Fig. 3 ).
The distance between gates is measured according to the "Manhattan" metric, i.e., passengers are allowed to move only horizontally and vertically; the distance between two terminals is equal to two, the distance between two neighboring gates belonging to the same terminal is equal to one. Accordingly, the (20 × 20)-distance matrix W = (w i,j ) is defined as for i = 1, . . . , 20 and j = 1, . . . , 20. Additionally, the walking distances between the gates and the airport entrance (exit) for embarking (disembarking) passengers are assumed to be symmetric and were fixed as follows: w 0,i = w i,0 = w 0,10+i = w 10+i,0 = i + 2, i = 1, . . . , 10. The walking distances between the apron and the airport gates were fixed as follows: w 21,i = w i,21 = w 21,10+i = i + 12, i = 1, . . . , 10, i.e., an assignment to the apron is penalized with an extra walking distance equal to ten.
Time slot and flights.
We consider a time horizon of about 4 hours and 30 minutes. The total number of flights n to be scheduled in this time period equals 100. The arrival time a i of flight i is randomly generated in the interval [10 i/5 , 10 i/5 + 20]. The departure time d i of flight i is randomly generated in the interval [a i + 25, a i + 45], that is, d i formally depends on the arrival time a i . Thus, the overall time interval measured in minutes is [0, 265] . 3. Passenger flow. For each pair of flights i and j such that a i < d j − D the passenger flow f i,j is randomly generated from the interval: 0, . . . , C (d j − D − a i )/10 + 1 .
Here C and D are constants defining the maximum passenger flow and the minimum buffer time required for transfer passengers, respectively. We set C = 50 and D = 20. For the case where the condition a i < d j − D is not satisfied f i,j is set to zero. The number of embarking/disembarking passengers is usually larger than the number of transfer passengers and, hence, f i,0 and f 0,i were randomly generated from the interval [20,100] for flight i. 4. Priorities and preferences. For flight i the priority value v i is randomly generated from the interval (0, 1). Likewise for each flight gate combination (i, k) the preference value u i,k of assigning flight i to gate k is randomly generated from the interval (0, 1). Furthermore, u i,m+1 is set to zero for every flight i.
For the computations we use the following procedure parameters: initial annealing temperature T 0 = 2 × n; cooling schedule T q = 0.998 q × T 0 ; termination criterion: we stop when the annealing temperature decreases below 10 −4 ; the constants a and b which define the acceptance probability are set to one.
After constructing an initial solution by the greedy strategy optimizing the first objective, we subsequently apply the Apron Move to flights assigned to the apron until a set of agents has been created. This set contains nine new generating solutions. Hence, including the initial solution the total number of agents equals ten if dominance does not apply. With each agent π a scalarization coefficient λ π = (λ π 2 , λ π 3 ) is associated and the repulsion coefficient is set to 0.01. The normalization factor for the second and third objectives is equal to 1/z 2 and 1/z 3 , where z 2 and z 3 are the objective values of the initial solution. In each iteration of PSA we randomly choose a flight number and a terminal gate number. If the flight is assigned to the apron we perform the Apron Move, otherwise the Insert Move is applied and, if the latter fails, we perform the Interval Exchange Move. We proceed until the termination criteria are met. Based on the model parameters given above we generated an instance at random; due to space limitations we do not present it in this paper but the complete instance, the PSA code and entire output of the algorithm can be obtained from the corresponding author upon request. Now we present the results of the computational experiments. The PSA was executed twice-starting with different seed points for random number generation-in order to compare the results obtained. Usually the algorithm terminates after at most q = 7300 iterations, which means that around 1500 Apron Moves, 2000 Insert Moves and 75 000 Interval Exchange Moves have been performed. Note that the Interval Exchange Move never fails, because all flights arrive and depart inside the given time interval. The average amount of CPU time needed for one run of PSA is roughly 30 seconds.
In what follows we briefly summarize the outcome of both runs (called experiments A and B). Experiment A terminates after 7248 iterations (final annealing temperature T = 0.000 099); the output contains 29 potentially Pareto optimum solutions. Experiment B with the same instance (and the same procedure parameters) also terminates after 7248 iterations (with the same final annealing temperature T = 0.000 099); the output contains 44 potentially Pareto optimum solutions. Figure 4 provides a graphical illustration of experiment A while Fig. 5 illustrates experiment B . In both figures, a black bold point "•" represents an initial solution generated by the greedy strategy, whereas small grayish points "·" represent the various agents, generated during the course of the algorithm. The output of PSA consists of crosses "×", which are elements of P 3 pot . The results are quite typical for PSA. The agents move permanently towards the mainstream optimization gradient (second objective minimization and third objective maximization). Moreover, after a certain number of iterations the repulsion mechanism forces them to be far enough from each other such that a good cover of the whole search space is obtained. The SA and the genetic algorithm policies described above help to avoid agents getting lumpy and, hence, almost all agents are still active upon termination of the algorithm and contribute to the final shape of the Pareto front.
Finally we would like to note that we have observed both the convergence properties and the results provided for this single instance for a variety of other instances as well. For the sake of shortness we do not reproduce these results in this paper.
From a decision makers point of view the goal of multiple objective optimization is to find the single solution giving the best compromise between multiple objectives. Thus, generating a sample of solutions approximating the whole or a part of the non-dominated set, in general, does not solve the original problem but is just a step in the search for the best compromise. Of course, in some cases the decision maker may be able to select the best compromise from the approximation of the non-dominated set without any further support. This is easily possible in the biobjective case, where graphical visualization is possible. In general, however, in order to get at least an idea of such an estimate we have to evaluate the best value of each particular objective by some exact procedure, e.g., branch and bound, and then introduce a metric distance between a reference point and an approximate point, generated by PSA (see e.g., Jaszkiewicz (2001) ). Unfortunately, it might be even too costly to evaluate the exact value of a single objective by a branch-and-bound technique for instances of reasonable size and, hence, this idea does not work in practice.
Finally, we want to emphasize that PSA does not compute the entire Pareto set, but only a representative approximation of the Pareto front. After having obtained a reasonable approximation of the Pareto set one can apply different post-processing strategies in order to estimate the robustness or some other characteristics of the optimal solutions and to choose the one which is best suited (see, e.g., Scholl (2001) and T'Kindt and Billaut (2002)).
Summary and future work
This paper deals with the airport GAP under multiple criteria. The objectives are to minimize the number of ungated flights and the total passenger walking distances (or connection times) as well as to maximize the total gate assignment preferences. We have proposed a PSA heuristic to solve the problem effectively and efficiently. The results of computational experiments are presented.
The development of other metaheuristic methods which are well suited for flight gate scheduling under multiple objectives is an important area of future research. Here, of course, our testbed containing relatively small but welldesigned instances might be useful to stimulate competitive research. Another interesting direction is to consider the application of PSA to a flight gate scheduling problem modeled as a special multi-mode resource-constrained project scheduling problem with generalized precedence constraints or time windows; see Dorndorf et al. (2004) . The taking into account of possible uncertainty in problem parameters (such as, e.g., fuzzyness of flight arrival and departure times) is mentioned above also an area for future research. Last but not least our algorithm should be implemented in C in order to get a really fast code for solving the large-scale instances that arise in practice.
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