Applications of a Brauer theorem in the nonnegative inverse eigenvalue problem  by Soto, Ricardo L. & Rojo, Oscar
Linear Algebra and its Applications 416 (2006) 844–856
www.elsevier.com/locate/laa
Applications of a Brauer theorem in the nonnegative
inverse eigenvalue problem 
Ricardo L. Soto∗, Oscar Rojo
Departamento de Matemáticas, Universidad Católica del Norte, Casilla 1280, Antofagasta, Chile
Received 20 January 2005; accepted 27 December 2005
Available online 14 February 2006
Submitted by R.A. Brualdi
Abstract
A result by Brauer, which shows how to modify one single eigenvalue of a matrix without changing
any of the remaining eigenvalues, plays a relevant role in the study of the nonnegative inverse eigenvalue
problem (NIEP). Perfect, in a long time ignored paper (1955) presents an extension of this result, which
shows how to modify r eigenvalues of a matrix of order n, r < n, via a rank-r perturbation, without changing
any of the n − r remaining eigenvalues. By using this extension, Perfect gives a realizability criterion for
the real NIEP, which is not contained in Soto’s realizability criterion. In this work, by extending Perfect’s
result, we give a new realizability criterion for the real NIEP, which contains Soto’s criterion. Thus, this new
realizability criterion appears to be the most general sufficient condition for the real NIEP so far. We also
contribute to the solution of the symmetric NIEP for n = 5.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
The nonnegative inverse eigenvalue problem (hereafter NIEP) is the problem of characterizing
all possible spectra of entrywise nonnegative matrices [1–33]. This problem remains unsolved.
In the general case, when the possible spectrum  is a list of complex numbers, the problem has
only been solved for n = 3 by Loewy and London [14]. The cases n = 4 and n = 5 have been
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solved for matrices of trace zero by Reams [21] and Laffey and Meehan [12], respectively. If
 is a list of real numbers, we have the real nonnegative inverse eigenvalue problem (hereafter
RNIEP). Sufficient conditions or realizability criteria for the existence of a nonnegative matrix
with a given real spectrum have been obtained by [31,19,24,9,1,27]. The RNIEP is solved only
for n  4.
A result of Brauer [4] (Theorem 1), which shows how to modify one single eigenvalue of a
matrix via a rank-one perturbation, without changing any of the remaining eigenvalues plays a
relevant role in the study of the NIEP. The use of this result in NIEP goes back to Perfect who
first applied it in [18], but it was somehow abandoned for many years until Soto rediscovered it
in [27], obtaining conditions which are sufficient for the realizability of partitioned real spectra,
with the partition allowing some of its pieces to be nonrealizable.
In [18, Theorems 3 and 4] Perfect gives two realizability criteria for the RNIEP. In particular the
first criterion, which has been mentioned in the literature, proves a result stated without proof by
Suleimanova. It is easy to see that this criterion [18, Theorem 3] is strictly contained in Theorem
3. The second result in [18] is not comparable with Kellogg’s realizability criterion, although it
is easy to see that it is strictly contained in Theorem 4.
In this work we want to rescue a long time ignored paper by Perfect [19], whose existence
was adverted to us by Professor C. Marijuán of the University of Valladolid, Spain. In this work
Perfect presents an extension of Brauer’s Theorem 1 and she points out that both the result and the
proof are due to Professor R. Rado. As an application of this extension, Perfect gives an important
realizability criterion for the RNIEP, not contained in Theorem 4, which also allows to compute
a solution matrix. In particular we extend Perfect’s realizability criterion given by Theorem 6,
obtaining a new realizability criterion (Theorem 8). Then we show that this new criterion contains
Soto’s realizability criterion and provide examples showing that the inclusion is strict. Therefore,
this new realizability criterion seems to be the most general sufficient condition for the RNIEP so
far. As an application of this new criterion, we make a contribution to the solution of one of the
two 5 × 5 unresolved cases for the symmetric nonnegative inverse eigenvalue problem (SNIEP),
as discussed in [5].
The paper is organized as follows: In Section 2, we begin by introducing the notation and basic
concepts and results used throughout the paper. Section 3 contains the extension of the Brauer’s
Theorem 1 and the realizability criterion of Perfect, which motivates this work. In Section 4 we
give a new realizability criterion for the RNIEP, and we prove that it contains Soto’s realizability
criterion. In Section 5 we give simple realizability criteria for the 5 × 5 NIEP and SNIEP for one
of the unresolved cases in [5]. Finally, in Section 6 we provide some examples to illustrate the
results.
2. Preliminaries and notation
Let  = {λ1, λ2, . . . , λn} be a list of real numbers.  is said to be realizable if there exists an
entrywise nonnegative matrix of order n with spectrum . We shall use the notationAR = { :
 is realizable}.
A real matrix A = (aij )ni=1 is said to have constant row sums if all its rows sum up to the same
constant, say α, i.e.
n∑
j=1
aij = α, i = 1, . . . , n.
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The set of all real matrices with constant row sums equal to α is denoted by CSα . It is clear that
any matrix in CSα has eigenvector e = (1, 1, . . . 1)T corresponding to the eigenvalue α. Denote
by ek the n-dimensional vector with one in the kth position and zeros elsewhere.
Definition 1. A set K of conditions is said to be a realizability criterion if any list  = {λ1, λ2,
. . . , λn}, real or complex, satisfying the conditions K is realizable.
The following theorems of Brauer [4, Theorems 27 and 33] are relevant for the study of the
nonnegative inverse eigenvalue problem. They will be stated here as theorems Brauer A and
Brauer B. In particular, theorem Brauer A plays a fundamental role not only to derive sufficient
conditions for the problem to have a solution, but also to compute a solution.
Theorem 1 (Brauer A). Let A be an n × n arbitrary matrix with eigenvalues λ1, λ2, . . . , λn.
Let v = (v1, v2, . . . , vn)T be an eigenvector of A associated with the eigenvalue λk and let q
be any n-dimensional vector. Then the matrix A + vqT has eigenvalues λ1, λ2, . . . , λk−1, λk +
vTq, λk+1, . . . , λn.
Theorem 2 (Brauer B). If A = (akj ) ∈ CSs is a matrix of order n with row sum s and akj =
bj , j = 2, 3, . . . , n, k < j, then A has eigenvalues s, a22 − b2, a33 − b3, . . . , ann − bn.
An immediate consequence of Theorem Brauer A is the following.
Corollary 1. If {λ1, λ2, . . . , λn} is realized by a nonnegative matrix then {λ1 + ε, λ2, . . . , λn},
ε > 0, is also realized by a nonnegative matrix.
It is well known [7], that the problem of finding a nonnegative matrix with spectrum  is
equivalent to the problem of finding a nonnegative matrix in CSλ1 with spectrum . This allows
us to exploit the advantages of Theorem 1 and its extension (see Section 3). In [27], by using
Theorem 1, the author gives the following simple sufficient condition and shows how to construct
a realizing matrix:
Theorem 3 [27]. Let  = {λ1, λ2, . . . , λn} be a list of real numbers, satisfying λ1  · · ·  λp 
0 > λp+1  · · ·  λn. Let
Sj = λj + λn−j+1, j = 2, 3, . . . ,
[n
2
]
and
(1)
Sn+1
2
= min {λn+1
2
, 0
} for n odd.
If
λ1  −λn −
∑
Sj<0
Sj , (2)
then  ∈AR (by a nonnegative matrix A ∈ CSλ1).
In the context of Theorem 3 we define
T () = λ1 + λn +
∑
Sj<0
Sj .
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Observe that (2) is equivalent to T ()  0 and that if = {λ1, λ2, . . . , λn} satisfies the sufficient
condition (2), then
′ =
{
− λn −
∑
Sj<0
Sj , λ2, . . . , λn
}
is a realizable list and the number −λn −∑Sj<0 Sj is the minimum value that λ1 may take in
order that  be realizable in accordance with the realizability criterion given by Theorem 3.
Suppose that = {λ1, λ2, . . . , λn} is partitioned as = 1 ∪ 2 ∪ · · · ∪ s . Then, according to
Theorem 3, we have for each sublist k = {λk1, λk2, . . . , λkpk } of the partition, k = 1, 2, . . . , s,
the number
T (k) = Tk = λk1 + λkpk +
∑
Skj<0
Skj . (3)
Clearly if Tk  0 thenk ∈AR, otherwise if Tk < 0 thenk is not realizable by the realizability
criterion of Theorem 3.
The following result, given in [27], is an extension of Theorem 3 and gives a criterion for the
realizability of lists, which can be partitioned in such a way that the negativity of the nonreal-
izable pieces can be compensated by the positivity of the realizable ones. Moreover, there is an
algorithmic procedure to construct a matrix realizing the spectrum.
Theorem 4 [27]. Let  = {λ1, λ2, . . . , λn} as in Theorem 3. Let the partition  = 1 ∪ 2 ∪
· · · ∪ s with
k = {λk1, λk2, . . . , λkpk }, k = 1, . . . , s, λ11 = λ1, λk1  0, λk1  · · ·  λkpk .
Let Tk as defined in (3). Let
L = max
{
λ1 − T1; max
2ks
{λk1}
}
. (4)
If
λ1  L −
∑
Tk<0
Tk, (5)
then  ∈AR (by a nonnegative matrix.A ∈ CSλ1).
In [28] the authors prove that the realizability criterion of Theorem 4 contains both, Kellogg’s
and Borobia’s realizability criteria as particular cases.
3. Brauer theorem for rank-r perturbations
The following result, due to R. Rado and presented by Perfect [19], is an extension of the
Theorem Brauer A. This extension shows how to change r eigenvalues, λ1, λ2, . . . , λr , r < n,
of a matrix A of order n, via a rank-r perturbation, without changing any of the remaining
eigenvalues λr+1, λr+2, . . . , λn. As far as we know, this result has been completely ignored for
many years in the literature about the RNIEP.
Theorem 5 (Brauer Extended). LetAbe ann × narbitrary matrix with eigenvaluesλ1, λ2, . . . , λn.
Let X = [X1|X2| · · · |Xr ] be such that rank(X) = r and AXi = λiXi , i = 1, 2, . . . r, r  n. Let
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C be an r × n arbitrary matrix. Then the matrix A + XC has eigenvalues µ1, µ2, . . . , µr ,
λr+1, λr+2, . . . , λn, where µ1, µ2, . . . , µr are eigenvalues of the matrix + CX with  =
diag{λ1, λ2, . . . , λr}.
Proof. Let S = (X|Y ) a nonsingular matrix with S−1 = (U
V
). Then UX = Ir , V Y = In−r and
VX = UY = 0. Let C = (C1|C2), X =
(
X1
X2
)
, Y = (Y1
Y2
)
. Then, since AX = X,
S−1AS =
(
U
V
) (
X AY
) = ( UAY0 VAY
)
(6)
and
S−1XCS=
(
Ir
0
)
(C1|C2)S =
(
C1 C2
0 0
)(
X1 Y1
X2 Y2
)
=
(
CX CY
0 0
)
.
Thus,
S−1(A + XC)S=S−1AS + S−1XCS
=
(
+ CX UAY + CY
0 VAY
)
.
Now, from (6) we have σ(VAY) = σ(A) − σ() and therefore
σ(A + XC) = σ(+ CX) + σ(A) − σ(). 
By applying Theorem 5 Perfect gives the following realizabilty criterion.
Theorem 6 (Perfect). If B ∈ CSλ1 is an r × r nonnegative matrix with eigenvalues λ1, λ2, . . . , λr
and diagonal entries ω1, ω2, . . . , ωr , then = {λ1, . . . , λr} ∪ {λr+1, . . . , λn}, with −λ1  λk 
0, k = r + 1, . . . , n is realized by an n × n nonnegative matrix M ∈ CSλ1 if there exists a par-
tition of the set {λr+1, . . . , λn} into r realizable subsets k = {ωk, λk2, . . . , λkpk }, where λkj ∈
{λr+1, . . . , λn}, k = 1, 2, . . . , r.
In order to make use of Theorem 6, Perfect [19] gives conditions under which the numbers
ω1, ω2, . . . , ωr are diagonal entries of an r × r nonnegative matrix B ∈ CSλ1 with spectrum{λ1, λ2, . . . , λr}. For r = 2 it is necessary and sufficient that 0  ωk  λ1, k = 1, 2 and ω1 +
ω2 = λ1 + λ2. For r = 3 Perfect gives the following result:
Theorem 7. For the numbers ω1, ω2, ω3 to be possible diagonal entries of a 3 × 3 matrix B ∈
CSλ1 with eigenvalues λ1, λ2, λ3 it is necessary and sufficient that:
(i) 0  ωk  λ1, k = 1, 2, 3,
(ii) ω1 + ω2 + ω3 = λ1 + λ2 + λ3,
(iii) ω1ω2 + ω1ω3 + ω2ω3  λ1λ2 + λ1λ3 + λ2λ3,
(iv) maxk ωk  λ2.
(7)
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Then, an appropriate 3 × 3 matrix B ∈ CSλ1 is
B =

 ω1 0 λ1 − ω1λ1 − ω2 − p ω2 p
0 λ1 − ω3 ω3

 ,
where
p = 1
λ1 − ω3 [ω1ω2 + ω1ω3 + ω2ω3 − λ1λ2 − λ1λ3 − λ2λ3] .
For general r we may use Theorem Brauer B. For that it is sufficient that:
(i) 0  ωk  λ1, k = 1, 2, . . . , r,
(ii) ω1 + ω2 + · · · + ωr = λ1 + λ2 + · · · + λr,
(iii) ωk  λk, ω1  λk, k = 2, 3, . . . , r.
(8)
Then we obtain the following nonnegative matrix B ∈ CSλ1 with eigenvalues λ1, λ2, . . . , λr and
diagonal entries ω1, ω2, . . . , ωr
B =


ω1 ω2 − λ2 . . ωr − λr
ω1 − λ2 ω2 . . ωr − λr
. . . . .
. . . . .
ω1 − λr ω2 − λ2 . . ωr

 . (9)
4. Main results
We now prove the two main results in this section. The first one is an extension of Theorem
6. It gives a new realizability criterion for the RNIEP. The second one shows this new criterion
contains the Soto realizability criterion strictly. We shall need the following notation: For each
k, k = 1, . . . , t , let k = {λk1, λk2, . . . λkpk }, λ11 = λ1, λk1  λk2  · · ·  λkpk , λk1  0, k =
1, 2, . . . , t . For each sublist k , we associate a corresponding list k = {ωk, λk2, . . . , λkpk },
0  ωk  λ1, which is realizable by a nonnegative matrix Ak ∈ CSωk of order pk . Let X =
[X1|X2| · · · |Xt ], where Xk is an n-dimensional vector with pk ones from the position∑k−1j=1 pj +
1 to the position
∑k
j=1 pj and zeros elsewhere, the first summation being zero for k = 1. Let A =
diag{A1, A2, . . . , At } and = diag{ω1, ω2, . . . , ωt }. For example, if the matrices A1, A2, A3 are
of order 3, 2 and 2, respectively, then
A =

A1 0 00 A2 0
0 0 A3

 , X =


1 0 0
1 0 0
1 0 0
0 1 0
0 1 0
0 0 1
0 0 1


,  =

ω1 0 00 ω2 0
0 0 ω3

 .
Theorem 8. Let  = {λ1, λ2, . . . , λn} with λ1  · · ·  λr > 0  λr+1 . . . , λn. If there exists a
partition  = 1 ∪ · · · ∪ t , with k and k as above, k = 1, . . . , t, such that ω1, . . . , ωt and
λ1, λ21, . . . , λt1, are the diagonal entries and the eigenvalues, respectively, of a nonnegative
matrix B ∈ CSλ1 , then  is realizable by an n × n nonnegative matrix M ∈ CSλ1 .
Proof. Let  = 1 ∪ · · · ∪ t , with k and k , k = 1, . . . , t , as defined above. Let Ak ∈ CSωk
of order pk , be a nonnegative matrix realizing k, k = 1, . . . , t . Then A = diag{A1, A2, . . . , At }
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is an n × n nonnegative block diagonal matrix. Let  = diag{ω1, ω2, . . . , ωt } and X = [X1|X2|
· · · |Xt ] as define above. Clearly X is of rank t and AX = X.
LetC=[C1|C2| · · · |Cr ], whereCk is the t×pk matrix whose first column is (c1k, c2k, . . . , ctk)T
and whose other entries are all zero. Then
CX =


c11 c12 . . c1t
c21 c22 . . c2t
. . . . .
. . . . .
ct1 ct2 . . ctt

 and XC =


C11 C12 . . C1t
C21 C22 . . C2t
. . . . .
. . . . .
Cr1 Cr2 . . Ctt

 ,
where Cik is the pi × pk matrix whose first column is (cik, cik, . . . , cik)T and whose other entries
are all zero.
Now, we choose C with c11 = c22 = · · · = ctt = 0 so that the matrix + CX = B ∈ CSλ1 .
Then, for this choice of C, from the Brauer Extended Theorem 5, we conclude that M = (A +
XC) ∈ CSλ1 is nonnegative with spectrum . 
The following result shows that Soto’s realizability criterion given by Theorem 4 is contained
in the realizability criterion of Theorem 8. The inclusion is strict.
Theorem 9. Let  = {λ1, λ2, . . . , λn}. If Soto’s realizability criterion given by Theorem 4 is
satisfied, then the realizability criterion given by Theorem 8 is also satisfied. The converse is not
true.
Proof. Let  = {λ1, λ2, . . . , λn} be a real list satisfying the realizability criterion of Theorem 4.
Then there exists a partition of  into sublists 1,2, . . .t , = 1 ∪ · · · ∪ t , where
1 = {λ11, λ12, λ13, . . . , λ1p1},
k = {λk1, λk2, . . . λkpk }, k = 2, 3, . . . , t
with λ11 = λ1, λk1  0, λk1  λk2  · · ·  λkpk . Moreover,
L = max
{
− λ1p1 −
∑
S1j<0
S1j ; max
2kt
{λk1}
}
,
Tk = λk1 + λkpk +
∑
Skj<0
Skj , k = 1, 2, . . . , t, where
Skj = λkj + λkpk−j+1, j = 2, 3, . . . ,
[pk
2
]
and
λ1  L −
∑
Tk<0
Tk.
From Corollary 1 we assume without loss of generality, that λ1 = L −∑Tk<0 Tk . We define the
sets
k = {ωk, λk2, . . . , λkpk }, k = 1, 2, . . . , t,
where ω1 = L and
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ωk = λk1 − Tk if Tk < 0 or (10)
ωk = λk1 if Tk  0, k = 2, 3, . . . , t.
Then k is realizable by a pk × pk nonnegative matrix Ak ∈ CSωk .
Now we have to show that there exists a nonnegative matrix B ∈ CSλ1 with eigenvalues
λ1, λ21, . . . , λt1 and diagonal entries ω1, ω2, . . . , ωt . We do this by applying Theorem Brauer
B, which requires to satisfy conditions (8). Let us see that these conditions are satisfied. In fact,
since T1  0, then ω1 = L = λ1 − T1  λ1 or ω1 = L = max2kt {λk1}  λ1. It is clear that if
Tk  0 then ωk = λk1  λ1. If Tk < 0 then from (5)
ωk = λk1 − Tk  L −
∑
Tk<0
Tk  λ1.
This proves (i) in 8.
Since ω1 = L then ω1 = λ1 +∑Tk<0 Tk and
ω1 + · · · + ωt = λ1 +
∑
Tk<0
Tk +
t∑
k=2
λk1 −
∑
Tk<0
Tk = λ1 +
t∑
k=2
λk1
and (ii) in 8 holds. To prove (iii) observe from (10) that ωk  λk1 and ω1 = L  λk1, k =
2, 3, . . . , t . Thus, we may compute the nonnegative matrix B ∈ CSλ1 in (9) as
B =


ω1 ω2 − λ21 . . ωt − λt1
ω1 − λ21 ω2 . . ωt − λt1
. . . . .
. . . . .
ω1 − λt1 ω2 − λ21 . . ωt

 ,
with eigenvaluesλ1, λ21, . . . , λt1 and diagonal entriesω1, ω2, . . . , ωt . Then Theorem 8 is satisfied
and there exists an n × n nonnegative matrix M ∈ CSλ1 , with spectrum. The inclusion is strict
as it is shown by  = {6, 1, 1,−4,−4}. 
5. Set of five real numbers
In [5], Egleston et al. study the realizability, by a symmetric nonnegative matrix, of lists of five
real numbers λ1  λ2  λ3  λ4  λ5, satisfying λ1 = max1k5 |λi | and λ1 + λ2 + λ3 + λ4 +
λ5  0. The authors analyze the diverse cases and apply to each one of them Kellogg or Borobia
realizability criterion, which it is known are sufficient for the existence of a symmetric nonnegative
matrix with prescribed spectrum. There are two unresolved cases, which are discussed in [5]. The
authors show that lists corresponding to the first case are not realizable by a symmetric nonneg-
ative matrix. Here, we consider the second unresolved case in [5]: Let  = {1, λ2, λ3, λ4, λ5}
with
(i) −1  λ5  λ4  λ3  λ2  1,
(ii) 1 + λ2 + λ3 + λ4 + λ5  0,
(iii) 1 > λ2  λ3 > 0 > λ4  λ5,
(iv) 1 + λ2 + λ4 + λ5 < 0.
(11)
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In [10], Knudsen and MacDonald show that every point on the line segment from l to m, where
l =
(
1, 0, 0,−1
2
,−1
2
)
, m =
(
1,
−1 + √5
4
,
−1 + √5
4
,
−1 − √5
4
,
−1 − √5
4
)
,
(12)
corresponds to a set = {1, λ2, λ3, λ4, λ5}, which is realized by a symmetric nonnegative matrix.
The set = {6, 1, 1,−4,−4} is realized by a nonnegative matrix A ∈ CS6 from the Laffey and
Meehan realizability criterion. Then its normalized version∗ = {1, 16 , 16 ,− 23 ,− 23}, which satis-
fies (11), is realized by A∗ = 16A ∈ CS1. Moreover, for α = 1+
√
5
6 , we have
(
1, 16 ,
1
6 ,− 23 ,− 23
) =
αm + (1 − α)l. Then ∗ is realized by a symmetric nonnegative matrix and consequently  is
also realized by a symmetric nonnegative matrix. The set  = {6, 3, 1,−5,−5} or rather its
normalized version ∗ = {1, 12 , 16 ,− 56 ,− 56} is not realizable, although it satisfies (11).
We propose the following questions:
(1) Are there lists satisfying (11), which are realizable under the realizability criterion given
by Theorem 8?
(2) Are there lists satisfying (11) and Theorem 8, which are realizable by a symmetric nonneg-
ative matrix?
To answer the first question we have the following simple result:
Theorem 10. Let  = {1, λ2, λ3, λ4, λ5} satisfying (11). Let S = 1 + λ2 + λ3 + λ4 + λ5. If
λ4λ5 − S(λ4 + λ5)  λ2 + λ3 + λ2λ3, (13)
then is realized by a nonnegative matrix M ∈ CS1. In particular M can be explicitly computed.
Proof. Define the sets
1 = {−λ5, λ5}, 2 = {−λ4, λ4}, 3 = {S}, (14)
with ω1 = −λ5, ω2 = −λ4, ω3 = S. The numbers ω1, ω2, ω3 and 1, λ2, λ3 satisfy the normalized
conditions (7) of Theorem 7. In fact, 0  ωk  1, k = 1, 2 and ω3 = S = 1 + (λ2 + λ4) + (λ3 +
λ5) < 1. Moreover, ω1 + ω2 + ω3 = −λ4 − λ5 + S = 1 + λ2 + λ3, max{ω1, ω2, ω3} = −λ5 >
λ2 and from (13)
ω1ω2 + ω1ω3 + ω2ω3  λ2 + λ3 + λ2λ3.
Hence, there exists a nonnegative matrix B ∈ CS1 with eigenvalues 1, λ2, λ3 and diagonal entries
ω1, ω2, ω3 and since (14) holds then there exists a nonnegative matrix M ∈ CS1 with spectrum
.
We compute the solution matrix M by applying Theorem 8. Then we obtain the nonnegative
matrix
M = A + XC =


0 −λ5 0 0 1 + λ5
−λ5 0 0 0 1 + λ5
1 + λ4 − p 0 0 −λ4 p
1 + λ4 − p 0 −λ4 0 p
0 0 1 − S 0 S

 ∈ CS1
with spectrum , where p = 11−S [λ4λ5 − S(λ4 + λ5) − (λ2 + λ3 + λ2λ3)]. 
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To answer the second question let = {1, λ2, λ3, λ4, λ5} satisfying 11 and Theorem 10. Then
we apply the argument of points on the line segment from m to l, that is, (1, λ2, λ3, λ4, λ5) = αm +
(1 − α)l, with 0  α  1, which leads us to α = (1 + √5)λ2 with λ2 = λ3  14 , λ4 = λ5 and
λ4 = −λ2 − 12 . For example r =
(
1, 16 ,
1
6 ,− 23 ,− 23
)
, s = (1, 18 , 18 ,− 58 ,− 58) and t = (1, 14 , 14 ,− 34 ,
− 34
)
are points, which correspond to lists realizable by a symmetric nonnegative matrix. The
points r, s and t have the property that they can be written in the form of an even-conju-
gate vector (see [22]), that is, in the form r ′ = (1, 16 ,− 23 ,− 23 , 16), s′ = (1, 18 ,− 58 ,− 58 , 18) and
t ′ = (1, 14 ,− 34 ,− 34 , 14 ). This suggest us the following approach:
Lemma 1. Let  = (λ1, λ2, λ3, λ3, λ2) be a vector of real numbers (even-conjugate) such that
λ1  |λj |, j = 2, 3,
λ1  λ2  λ3,
λ1 + λ2 + λ3 + λ3 + λ2  0.
A necessary and sufficient condition for {λ1, λ2, λ3, λ3, λ2} to be the spectrum of a 5 × 5 non-
negative symmetric circulant matrix is
λ1 + (λ3 − λ2)
√
5 − 1
2
− λ2  0. (15)
Proof. From Lemmas 1 and 2 in [23], {λ1, λ2, λ3, λ3, λ2} is the spectrum of a real symmetric
circulant matrix C. That is
C =


c0 c1 c2 c2 c1
c1 c0 c1 c2 c2
c2 c1 c0 c1 c2
c2 c2 c1 c0 c1
c1 c2 c2 c1 c0

 .
It is well known that

c0
c1
c2
c2
c1

 =
1
5


1 1 1 1 1
1 ω ω2 ω2 ω
1 ω2 ω ω ω2
1 ω2 ω ω ω2
1 ω ω2 ω2 ω




λ1
λ2
λ3
λ3
λ2

 ,
where ω5 = 1 with ω = exp ( 2π i5 ), i = √−1. Then
5c0 =λ1 + λ2 + λ3 + λ3 + λ2  0,
5c1 =λ1 + λ2(ω + ω) + λ3(ω2 + ω2)
=λ1 + λ2(ω + ω) + λ3(−1 − ω − ω)
=λ1 + 2(λ2 − λ3) cos 2π5 − λ3  0.
Moreover
5c2 =λ1 + λ2(ω2 + ω2) + λ3(ω + ω)
=λ1 + λ2(−1 − ω − ω) + λ3(ω + ω)
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=λ1 + 2(λ3 − λ2) cos 2π5 − λ2
=λ1 + (λ3 − λ2)
√
5 − 1
2
− λ2.
and from (15) the result follows. 
Now, we use Lemma 1 to prove that every point in the segment from l to m, as given in (12), is
realizable by a nonnegative symmetric circulant matrix. First we write l and m as even-conjugate
vectors
l =
(
1, 0,−1
2
,−1
2
, 0
)
and
m =
(
1,
√
5 − 1
4
,
−√5 − 1
4
,
−√5 − 1
4
,
√
5 − 1
4
)
.
Every vector v in the segment from l to m is of the form
v=(1 − α) l + αm
=
(
1,
√
5 − 1
4
α,
1 − √5
4
α − 1
2
,
1 − √5
4
α − 1
2
,
√
5 − 1
4
α
)
for some α ∈ [0, 1]. It is easy to see that the vector v satisfies the hypothesis of Lemma 1 and
the condition (15). By a similar argument it is easy to see that every point in the segment from m
to i = (1, 12 , 12 ,−1,−1), which is a subset of the line segment from l to i, is not realizable by a
nonnegative symmetric circulant matrix.
6. Examples
Example 1. Let  = {8.05, 6, 2.05, 2,−4,−4.1,−5,−5}. This example was used in [27] to
show that Kellogg and Borobia realizability criteria are not satisfied by , while the realizability
criterion of Theorem 4 is satisfied by . Of course we may also decide about the realizability
of  by noting that 1 = {7.95, 2.05,−5,−5} and 2 = {6.1, 2,−4,−4.1} are realizable from
Theorem 3 and then by applying Wuwen result. However, Wuwen result is not written in algo-
rithmic fashion, as Theorem 4. Now, if we apply Perfect result, Theorem 6, to , then r = 4 with
the realizable sets
{5,−5}, {5,−5}, {4.1,−4.1}, {4,−4}
and then to look for a 4 × 4 nonnegative matrix B ∈ CS8.05 with diagonal entries 5, 5, 4.1, 4 and
eigenvalues 8.05, 6, 2.05, 2. However, Perfect result gives no information about the existence of
such a matrixB, although in this case it exists. Here we show that Theorem 8 is satisfied and gives us
an easy way to find an appropriate partition of . In fact, let consider the partition  = 1 ∪ 2,
where 1 = {8.05, 2.05,−5,−5},2 = {6, 2,−4,−4.1}. Define the sets 1 and 2 as above
with ω1 = 7.95 and ω2 = 6.1, Then, there exists a 2 × 2 nonnegative matrix B ∈ CS8.05 with
eigenvalues 8.05 and 6 and diagonal entries 7.95 and 6.1. Now we construct a matrix A  0
realizing . From Theorem 3 the matrices
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A1 =


0 5 0 2.95
5 0 0 2.95
0 2.95 0 5
0 2.95 5 0

 , A2 =


0 4.1 0 2
4.1 0 0 2
0 2.1 0 4
0 2.1 4 0


realize 1 and 2, respectively. Then
A =
(
A1 0
0 A2
)
, X =


1 0
1 0
1 0
1 0
0 1
0 1
0 1
0 1


, + CX =
(
7.95 0.1
1.95 6.1
)
,
where
C =
(
0 0 0 0 0.1 0 0 0
1.95 0 0 0 0 0 0 0
)
.
Then
A + XC =


0 5 0 2.95 0.1 0 0 0
5 0 0 2.95 0.1 0 0 0
0 2.95 0 5 0.1 0 0 0
0 2.95 5 0 0.1 0 0 0
1.95 0 0 0 0 4.1 0 2
1.95 0 0 0 4.1 0 0 2
1.95 0 0 0 0 2.1 0 4
1.95 0 0 0 0 2.1 4 0


.
Example 2. Let  = {1, 14 , 14 ,− 34 ,− 34 }. From Lemma 1,  is the spectrum of the nonnegative
symmetric circulant matrix
C =


0 5+2
√
5
20
5−2√5
20
5−2√5
20
5+2√5
20
5+2√5
20 0
5+2√5
20
5−2√5
20
5−2√5
20
5−2√5
20
5+2√5
20 0
5+2√5
20
5−2√5
20
5−2√5
20
5−2√5
20
5+2√5
20 0
5+2√5
20
5+2√5
20
5−2√5
20
5−2√5
20
5+2√5
20 0


.
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