Abstract. In this paper we introduce a new idea, which can be used in minimization of a deterministic finite automaton. Namely, we associate names with states of an automaton and we sort them. We give a new algorithm, its correctness proof, and its proof of execution time bound.
Introduction
The process of minimimizing Deterministic Finite Automaton (DFA) has many different applications, such as testing for faults in circuits [1] . The asymptotically fastest known algorithm for minimization is Hopcroft's algorithm [2] , with a time complexity of O(n log n). Watson [5] has provided a complete list of all minimization algorithms.
Hopcroft's algorithm, while asymptotically fastest, is very complicated. In practice, less efficient, but less complex, algorithms are used, like Wood's algorithm [6] which has time complexity O(n3). We will show how to improve Wood's algorithm by using efficient sorting procedures. The upper bound for the version we will present is O(n 2 logn). We will explain how to apply the new version of the algorithm to any partition of the set of states (not only to the partition into final and nonfinal states), so that it can be used to directly solve the problems presented by Brzozowski and Jiirgensen [1].
Basic Notions
As we want to define the algorithm for every possible partition of states, we will modify some definitions presented by Wood. For further details about this algorithm consult the text of Wood [6] Two states p and q are equivalent if, given any input word w, executing the automaton on w leads to states belonging to the same block Bi. The known algorithms for minimization of a DFA are usually explained using the partition of states into the two sets of final and nonfinal states, so B --(F, Q \ F). For the partition into final and nonfinal states two automata are equivalent if and only if they accept the same language. The minimal automaton M s constructed from the automaton M should accept the same language as M and have the minimal number of states.
Thus one should be careful applying the above definitions and theorems to a specific example. It can be the case that only one mapping is permitted and so the definitions of the equivalence should be modified. For example given automata
