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SUMMARY 
Magnetization reversal processes in large-area Co dot arrays were investigated.  
Hysteresis loops for Co dots with various geometrical dimensions were obtained using 
vibrating sample magnetometer, showing two classes of magnetization reversal modes: 
single-domain switching and vortex-type reversal.  The two modes were partitioned 
by a phase boundary of thickness and size.  Single-domain switching dominated 
magnetization reversal below the boundary, while vortex-type reversal occurred above 
the boundary. 
Two transitive processes from single-domain switching to vortex-type reversal 
were observed at the phase boundary.  In the first kind of transitive process (d = 250 
nm, t =20 nm), single-domain switching was completely replaced by vortex-type 
reversal.  However, buckling state appeared at remanence, resulting in a non-zero 
remanent magnetization.  In the second kind of transitive process (d = 150 nm, t =40 
nm), single-domain switching was partially replaced by vortex-type reversal. 
During vortex-type reversal, the stability of magnetization vortex was found 
dependent on the dimensions of dots.  Dots with larger thickness and smaller 
diameter tended to remain stable in the vortex state over a wider field range.  These 
experimental results were explained using a modified ‘rigid’ vortex model, which also 
showed that the magnetostatic interaction among closely packed dot arrays would 
weaken the stability of magnetization vortices. 
In addition to stability, the chirality of magnetization vortex was also studied in this 
work.  Planar Hall effect (PHE) was employed to characterize vortex chirality in a 
 vii
one-micron-diameter Co dot, which was fabricated at the edge of Cr/Au Hall junction.  
The direction of vortex propagation was judged from measured PHE signals and the 
vortex chirality was thus determined.  A simulation was conducted using Magnetic 
Device Simulator (MDS), showing a good agreement with the experiment.  Near 
annihilation field, a size dependent PHE voltage gap between opposite vortices was 
observed.  Based on the voltage gap, a possible reading process for data stored in 
form of chirality was proposed. 
 viii
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In the last 10 years, there has been a great interest in the study of magnetic 
nanostructures both from a fundamental point of view and because of their potential in 
various applications.  As the current longitudinal media approaches the fundamental 
limit due to thermal fluctuation resulting from superparamagnetism, patterned 
magnetic media has been proposed as one of the high-density storage media [1].  In 
patterned media, each information bit is stored in single-domain nanomagnet.  
Another potential application of magnetic nanostructures is in the recently explored 
magnetic random access memory (MRAM) [2-3].  MRAM, combining the high speed 
of SRAM, high density of DRAM and nonvolatility of flash memory, is expected to be 
a ‘universal’ memory.  A good understanding of the magnetic behaviors in submicron 
magnet is therefore essential for designing tailor made magnetic devices. 
From a fundamental viewpoint, it is generally recognized that theoretical 
description of magnetic behaviors in a real ferromagnet is rather complicated, since 
one should consider all the energy terms composed of exchange, magnetocrystalline 
anisotropy and magnetostatic contributions.  Therefore, arrays of identical submicron 
magnets are considered as a model system well suited for direct comparison between 
theory and experiments.  The basic mechanism for the reversal process in 
nanomagnets can be employed to gain insight of complicated magnetic systems. 
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With the advances in nanofabrication techniques such as lithography and other self 
assembly methods [4-5], the geometric and intrinsic properties of magnetic 
nanostructures with lateral size ranging from tens to hundreds of nanometers can be 
well controlled.  For example, submicron magnetic dots [6-7], rings [8], diamonds [9], 





One of the main challenge with magnetoelectronic devices (such as patterned 
media and MRAM) utilizing submicron magnetic arrays is the presence of 
magnetostatic dipolar interaction among closely packed magnetic nanostructures.  In 
conventional magnetic devices, information is stored in the form of magnetic 
polarization of memory elements.  The magnetic charges on the domain wall of a 
polarized memory element thus produce a magnetic field, namely stray field, which 
will influence or even switch the polarization of neighboring elements.  Hence, the 
dipole-dipole interaction lowers the performance of magnetic storage devices. 
The discovery of the vortex state in submicron ferromagnetic dots brings a solution 
to this problem.  When a dot is stable in vortex state, all the spin vectors will circle 
around an axis vortically.  When no external field is applied, the magnetization vortex 
will be centered in the dot and no domain wall will be formed.  Compared with 
single-domain state, which dominates the storage mode in traditional magnetic devices, 
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the vortex state can significantly reduce the magnetic polarization in a memory 
element and decrease the dipole-dipole interaction between neighboring elements.  
Therefore, the vortex state is of great advantage in high-density magnetic storage 
devices.  In the vortex state, information may be stored in the form of vortex chirality.  
For example, a clockwise vortex can be utilized to represent ‘0’ while an 
anti-clockwise vortex is interpreted to ‘1’.  However, there are still some big 
challenges for applying the magnetization vortex to data storage.  Firstly, stable 
vortex state over a large area of dot array is required for implementing stable magnetic 
storage.  Secondly, it is difficult to convert the chirality of magnetization vortex to 
electrical signal using traditional methods like electromagnetic induction and 
magnetoresistance. 
The focus of this thesis will be devoted to solving the two problems stated above.  
We will systematically study the stability of magnetization vortex in large-area cobalt 
dot arrays by varying the lateral size and thickness of dots.  This study will lead to an 
understanding of how the magnetostatic field, exchange effect and magnetocrystalline 
anisotropy influence the stability of the magnetization vortex.  The size and thickness 
conditions for stable vortex state over a large-area Co dot array will be discussed in 
this work.  On the other hand, we will report a novel method for determining the 
chirality of magnetization vortex.  It has been reported recently that the magnetic 
vortex could be determined using lateral spin valve geometry, where a magnetic wire 
was utilized to generate a spin current [13].  In this thesis, we will develop a simpler 
technology to determine the chirality of magnetization vortex.  This method is based 
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on the planar Hall effect (PHE). 
Finally, we would like to point out that we have studied the magnetization vortex in 
Co dots over a wide range of diameter (1 µm ~ 150 nm), which corresponds to a 
maximum storage density of 10 Gbit/inch2.  It is thus demonstrated that 
magnetization vortex is a promising storage mode for high-density memory. 
 
1.3 Organization of thesis 
 
In Chapter I, the background and motivation of this work are discussed.  In 
Chapter II, current theories on magnetization vortex and PHE are reviewed, providing 
a theoretical framework for the experimental work presented in Chapter IV and V.  In 
Chapter III, the fabrication techniques and characterizing methods used in this project 
are introduced.  In Chapter IV, the magnetization reversal processes and vortex 
stability of submicron Co dot arrays are studied using vibrating sample magnetometer 
(VSM).  The experimental results are explained with an assistance of micromagnetic 
simulation.  In Chapter V, a Magnetic Device Simulator (MDS) is developed to model 
the PHE signal for single Co dots.  The chirality of magnetization vortex is 
determined from both the simulated and the measured PHE signals.  In Chapter VI, 
the studies on the stability and chirality of magnetization vortex in submicron Co dots 
are concluded. 
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2.1 Vortex state in submicron dots 
 
The magnetization vortex is defined by a circulation of spin moments around an 
axis, referred to as the vortex core.  Approaching the vortex core radially, the spin 
moments rotate from in-plane direction to thickness direction due to the increasing 
exchange interactions.  This spin distribution is sketched in Fig. 2.1. 
The discovery of magnetic vortices in submicron dot [1]-[2] is important because it 
shows a possible multi-domain state that is free of domain wall.  In addition, a novel 
magnetization reversal mode is identified as the nucleation and annihilation of 
magnetization vortex in dots for radially applied magnetic fields.  The transition from 
uniform magnetization as the applied field is decreased is known as the nucleation and 
the transition from magnetization vortex to uniform magnetization as the field is 
Fig. 2.1 Schematic diagram of a magnetization vortex in a dot with thickness t and 
radius R.  c is the relative radius of the vortex core. 
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increased is referred to as the annihilation.  The formation of magnetization vortex is 
the result of a competition between Zeeman, magnetocrystalline anisotropy, 
magnetostatic, and exchange energies.  Compared with other magnetic states, the 
vortex state drastically reduces the demagnetization energy by minimizing magnetic 
charges on dot surfaces.  This comes at the expense of increased exchange 
contributions. 
In the phase diagram for geometric dimensions of dots, the vortex state occupies a 
range of diameter (d) and thickness (t).  Flat dots with small diameters are single 
domain along the radius of the dot, or in-plane single domain, while thin-long dots are 
single domain along the thickness, or perpendicular single domain.  The dots with 
intermediate thicknesses and diameters generally result in a vortex state. 
 
Fig. 2.2 The phase diagram shows the simulative boundaries between the in-plane 
single domain (I), the perpendicular single domain (II) and the vortex state (III) using 
scaling model.  The exchange interaction is scaled down by a factor x to circumvent 
the computational restriction.  The boundaries for x = 0.04 (circles), x = 0.06 
(triangles), x = 0.08 (squares) and x = 0.1 (stars) are illustrated. (after d’ Albuquerque e 
Castro [4]) 
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The transition between in-plane single domain, vortex, and perpendicular single 
domain in electrodeposited nickel arrays has been investigated by Ross et al [3].  
Illustrated in Fig. 2.2 is the phase boundary of the three magnetic states calculated by 
d’ Albuquerque e Castro [4] using a scaling model.  Ha et al [5], on the other hand, 
have revealed possible stable and metastable domain states in ferromagnetic dots with 
different diameters and aspect ratios by extensive numerical simulations.  Among 
these magnetic states are normal and twisted ‘onion’ states, in-plane and out-of-plane 
vortex states, ‘c’ state and ‘s’ state.  The metastable “c” and “s” states are also 
reported by Guslienko et al [6] as the transitive states between single-domain state and 
vortex state.  The ‘c’ and ‘s’ states are shown schematically for dot particles in Fig. 
2.3. 
 
       (a)     (b) 
Fig. 2.3 Schematic diagrams of (a) ‘c’-state and (b) ‘s’-state configurations 
 
2.1.1 Topological mapping of magnetization vortex 
 
The topological mapping of magnetization is of great assistance to magnetism 
research because it provides vivid pictures of magnetic behaviors and analytical 
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solutions of magnetic parameters like energies.  Theoretical models of magnetization 
vortex have been established in recent years, based on the development of topological 
mapping.  The topology of the simplest magnetization vortex, where the vortex axis 
overlaps the symmetrical axis of the dot (Fig. 2.1), has been studied by Aharony [7], 
Usov and Peschany [8].  The unit magnetization vector m is hypothesized as a 
function of ρc in the cylindrical coordinate system (z, ρc, φ). 
20,   ( ),   1 ( )
c c z c
m m g m gρ φ ρ ρ= = = −        (2.1) 
In the centered magnetization vortex, the topology is determined by the competition 
between the exchange energy and the perpendicular magnetostatic energy.  Once the 
boundary conditions and lowest energy principle are considered, the function g(ρc) is 
attained. 
2 22 /( ),   0 /
( ) ( )
1,   1
c
c
c c R c
g f
c
ρ ρ ρ ρρ ρ ρ
⎧ + ≤ = ≤= = ⎨ ≤ ≤⎩
      (2.2) 





⎡ ⎤≈ ⎢ ⎥⎢ ⎥⎣ ⎦
          (2.3) 
where lex is the exchange length, R is the radius of the dot, κ = 4.12 × 10-2 is a constant 
and r = R/t is the aspect ratio.  When the core radius is enlarged, the magnetization 
order will be improved along the vortex axis and the magnetic charges on top and 
bottom faces of the dot will be increased.  In turn, the exchange energy will decrease 
while the magnetostatic energy will increase.  Thus, the size of core radius is a result 
of equilibrium between exchange and magnetostatic energies.  This topological 
mapping successfully illustrates the magnetization vortex at remanence. 
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When an in-plane field is applied, however, the magnetization vortex will traverse 
the dot.  In such case Usov and Peschany’s topology is not tenable any more.  The 
description of the magnetization distribution in such a case is a challenging work 
because once the vortex is displaced the topology loses the cylindrical symmetry and 
becomes two-dimensional instead of one-dimensional.  The two-dimensional 
topological solitons in dots have been reported by Metlov in [9], where the unit 
magnetization vector m is described in a complex plane (Fig. 2.4). 
2 1,  
1 1
( )                ( ) 1
,  
( ) / ( )     ( ) 1
x y z





ζ ζ ζζ ζ ζ
−+ = =+ +
⎧ <⎪= = +⎨ ≥⎪⎩
      (2.4) 
The problem is therefore simplified to the task of finding a suitable function f(ζ).  In a 
conformal transformation model, for example, the solution of f(ζ) is [9] 





− ∆= −∆          (2.5) 
 
Fig. 2.4 Two-dimensional topology of a shifted magnetization vortex (after Metlov [9]) 
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where ∆ = ∆x + i∆y is the relative displacement of the vortex core; while in another 
model [10], where no side magnetic charges are present, equation (2.5) is modified as 
( )21 1( ) 2f icζ ζ ζ⎡ ⎤= + ∆ −∆⎢ ⎥⎣ ⎦         (2.6) 
Here, we give a brief introduction to the ‘rigid’ vortex model [6], which will be used to 
explain the experimental results in this thesis. 
 
2.1.2 The ‘rigid’ vortex model 
 
In order to complete a more quantitative picture of the vortex state, Guslienko et al 
[6] proposed a ‘rigid’ vortex model, where the magnetization reversal in a soft 
ferromagnetic dot is interpreted as the shift of an unalterable magnetization vortex (Fig. 
2.5).  This model actually illustrates a displaced magnetization vortex with no volume 
magnetic charges but the surface charges, which has been observed using MFM in 
some reports [11-12].  The magnetostatic energy is thus determined by the 
contributions of two terms.  The first is the result of the stray fields from the vortex 
core.  The second is the product of the stray fields from the charges near the edges of 
the dot.  When no external field is applied, the vortex core is centered and the effects 
of the edge charges are minimized.  When a magnetic field is applied, however, the 
shifted vortex core results in edge charges. 
The topological mapping of this model is given by 
( ) ( )if
c
ζ ζ= −∆          (2.7) 
Since there is no in-plane shape anisotropy for circular dot, it is a general assumption 
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Fig. 2.5 Illustration for the magnetization reversal processes of rigid vortex model.  
For nucleation process, the magnetization vortex shifts from infinite to the dot; while 
for annihilation process, the vortex core shifts out of the perimeter of dot.  The vortex 
keeps configuration during magnetization reversal. 
 
that the field is applied along x-axis and the vortex shifts along the y-axis (∆ = ia).  In 
soft ferromagnetic dots, the important energetic contributions are exchange, Zeeman, 
and the magnetostatic effect caused by surface charges.  The corresponding energy 




( )ex i j
i jV
E A m dτ
=
= ∇∑∫          (2.8) 
H s
V
E M dτ= − ⋅ ∫H m           (2.9) 
1 ( ) ( ')'
2 'ms
E dS dS σ σ= −∫ ∫ r rr r        (2.10) 
where A is the exchange constant, Ms is the saturation magnetization and σ(r) is the 
surface density of magnetic charges.  When the topological mapping is taken into 
account, analytical expressions of the energy can be obtained immediately.  
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According to Guslienko et al’s calculation, the energy density for small core 
displacement (|a|<<1) is expressed as 
2 2 3
1 2( ) (0) 2 (1/ ) ( )
V
s s
Ae a e HM a M F r a O a
R




(1/ ) ( / )V dpF r f p r J p
pµ µ
∞
= ∫         (2.12) 
where f(x)=1-[1-exp(-x)]/x and Jµ(x) is the Bessel’s function.  When vortex core shifts 
out of the dot (sinθ = 1/a<<1), the energy density is written as 
( )2 2 4221 2( ) (0) (1/ )2 4V ss HMAe e M F r ORθ θ π θ⎡ ⎤= + − + +⎢ ⎥⎣ ⎦     (2.13) 
Solving the energy expressions results in several useful expressions which describe 
the vortex’s propagation, and annihilation accurately.  For example, by minimizing 
the total energy in equation (2.11) with respect to a, one can immediately obtain the 
equilibrium displacement of the vortex core as a function of applied field. 
2 2





M F r A Rπ= −       (2.14) 
The annihilation field can thus be approximated by using the condition that the vortex 
core is displaced to the edge of the dot (a = 1-c).  The nucleation field can also be 
derived from the energy expressions.  Vortex nucleation occurs when the energy of 
uniform magnetization is no longer at local minimum.  Therefore, the nucleation field 
was obtained by considering the first and second derivatives of the total energy in 
equation (2.13) with respect to θ.  In addition, Guslienko et al also provide a 
numerical expression for Heq, the magnetic field for which the vortex state has the 
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same energy as the uniformly magnetized state. 
The ‘rigid’ vortex model successfully explained the vortex behaviors in single soft 
ferromagnetic dots.  However, the situation for dot arrays is more complicated due to 
the presence of inter-dot interaction.  This inter-dot interaction is usually divided to 
short-range term and long-range term.  The short-range term is attributed to the 
exchange effect between the close edges of two neighboring dots.  Hence the 
short-range interaction is strictly confined by the exchange length (lex = (2A/Ms)0.5 ~ 10 
nm for Co).  When the inter-dot spacing exceeds this intrinsic scale, the short-range 
interaction can be ignored.  The long-range term is attributed to the magnetostatic 
interaction caused by stray fields from the magnetic charges in dots.  This interaction 
is introduced to the ‘rigid’ vortex model by considering a two-dimensional reciprocal 
space, where the location of the dots is specified with reciprocal lattice vector k = (kx, 
ky) [13].  The exchange and Zeeman energies are single dot quantities and thus 
remain their expressions.  The magnetostatic energy is influenced by the inter-dot 
interaction and equation (2.10) is rewritten as 
2 2
, , ,





ME d d m mα β
α β
τ τ α β=
∂= ∂ ∂ −∑∫ ∫ r r r r     (2.15) 
With complex derivations, it is found that the magnetostatic energy of dot arrays 










F r f p r
i j






⎡ ⎤= ⎢ ⎥+⎣ ⎦
= +
∑       (2.16) 
where T is the pitch of the array.  Therefore, all the conclusions from ‘rigid’ vortex 
model are applicable for dot arrays. 
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2.2 Anisotropic galvanomagnetic effects 
 
Galvanomagnetic effect is well known as a general description of 
magnetoresistance (MR) and Hall Effects, including anisotropic magnetoresistance 
(AMR) [14], giant magnetoresistance (GMR) [15], tunneling magnetoresistance (TMR) 
[16], Hall effect and planar Hall effect (PHE) [17].  Among all kinds of 
galvanomagnetic effects, AMR and PHE play dominant roles in single-layer 
ferromagnetic films.  AMR is characteristic of the anisotropic resistance of a 
ferromagnetic film when the angle of the current with respect to the magnetization is 
varied.  PHE, on the other hand, is a pseudo Hall effect determined by the in-plane 
magnetization and the current.  Although PHE is apparently different from AMR, 
both effects actually originate from the same phenomenon caused by the anisotropic 
scattering in ferromagnetic materials.  Here, we will briefly explain the two 
anisotropic galvanomagnetic effects, which have been used to determine the chirality 
of the magnetization vortex in our work. 
 
2.2.1 Anisotropic scattering 
 
To understand the mechanism of AMR and PHE, we shall first study the 
anisotropic scattering of conductive electrons in ferromagnetic materials.  Resistance 
is caused by the interaction between electrons and scattering centers, such as phonons, 
impurities and other particles, which result in the transition of electrons from one state 
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to another.  In popular ferromagnetic materials like nickel, iron and cobalt, current is 
carried by 3d and 4s electrons.  Hence, Mott [18]-[19] suggested that s-d interband 
transitions were the main source of the resistance in these ferromagnetic materials.  
Further research by Smit [20] showed that s-d interband transitions caused by 
spin-dependent scattering were anisotropic in ferromagnetic materials. 
It is well known that the atomic spatial wave functions of the d electrons ( 2l = , 
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Since 3d electrons are localized in ferromagnetic materials, spin-orbit coupling term 
1 1( )( ) ( )( )
2 2s o z z x y x y x y x y
H K K L S L iL S iS L iL S iS−
⎡ ⎤= ⋅ = + − + + + −⎢ ⎥⎣ ⎦L S    (2.18) 
is included in the Hamiltonian, where L is orbital angular momentum operator, S is 
spin angular momentum operator and K is spin-orbit interaction coefficient.  In fcc 
ferromagnetic materials, for example, when the current is along z axis and 
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Regarding (2.17) as zero-order wave functions and (2.18) as a perturbation 
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According to (2.20), the wave functions of d electrons dψ  are anisotropic.  When 
applying dψ  to the probability of transition *,
,
1 2 ( )s d d F s scatt d
s d
N V dπρ ε ψ ψ ττ± ±±∝ ∫ = , 







−∆= , it is found that the probability of s-d transition reaches the 
maximum when electrons are traveling parallel to magnetization.  In other words, the 
parallel resistivity ρ& , where the current is parallel to the magnetization, is larger than 
the perpendicular resistivity ρ⊥ , where the current is perpendicular to the 
magnetization.  Berger [21] got the same result while only considering z zL S  term in 
s oH − .  Potter [22] got the precise conductivity of NiCo alloys after complex 
calculation.  Nowadays, it is a general belief that the anisotropy of resistivity in 
ferromagnetic materials is due to the anisotropic scattering of conductive electrons 
caused by spin-orbit coupling. 
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2.2.2 Anisotropic Magnetoresistance and Planar Hall Effect 
 








⎛ ⎞⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
ρ         (2.21) 
Since the anisotropic resistivity is a consequence of the anisotropic scattering, ijρ  
depend strongly on the direction of magnetization.  In other words, the resistivity 
tensor in (2.21) can be written as 1 2 3(cos ,cos ,cos )ijρ α α α , where α1, α2 and α3 
indicate the angles of the magnetization with respect to coordinate axes (Fig. 2.6).  
The resistivity is then expanded into MacLaurin’s series [23] 
1 2 3(cos ,cos ,cos ) cos cos cosij ij kij k klij k l
k kl
a a aρ α α α α α α= + + + ⋅⋅⋅∑ ∑  (2.22) 
According to Neumann’s principle, Birss [24] determined following conditions: 
0ija =  except 11 22 33a a a= =  
0kija =  except 123 231 312 321 213 132a a a a a a= = = − = − = −       (2.23) 
0klija =  except 
1111 2222 3333
1122 1133 2211 2233 3311 3322
1212 1313 2121 2323 3131 3232
a a a
a a a a a a
a a a a a a
= =
= = = = =
= = = = =
 
Finally, a simplified resistivity tensor is obtained by ignoring the terms after the second 
order in (2.22): 
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   (2.24) 
When a current is passed through a ferromagnetic film, the electrical field thus satisfies 
1 2 32M HM M
ρ ρ ρ⊥ ⋅ ×= ⋅ = + + = + +j M M jE ρ j j M E E E     (2.25) 
where ρ⊥  is the normal resistivity, Mρ  is an intrinsic coefficient and Hρ  is the 
Hall resistivity.  E1, E2 and E3 correspond to the electrical fields caused by normal 
conduction, anisotropic scattering and extraordinary Hall effect, respectively (Fig. 2.6).  
From (2.25), it is evident that the total resistance is dependent on the angle of the  
 
 
Fig. 2.6 Schematic diagram of the galvanomagnetic effects in a thin film. 
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current with respect to the magnetization, which is so called anisotropic 
magnetoresistance (AMR).  The AMR resistivity can be deduced with (2.25) 
2 2 2





ρ ρ ρ φ θ ρ ρ θ⊥ ⊥⋅= = = + = + ∆E j     (2.26) 
where ∆ρ = ρMsin2φ = ρ||-ρ⊥ and θ and φ indicate the direction of the magnetization as 
shown in Fig. 2.6.  Likewise, the electrical field perpendicular to the current is also 
dependent on the relative orientation between the current and the magnetization.  The 
resistivity of the Hall effects is given by 












ρρ φ θ θ ρ φ θ ρ φ
⋅ ×= =
∆= + = +
E n j
    (2.27) 
The first term in (2.27), which is resulted from anisotropic scattering, is well known as 
the resistivity of planar Hall effect (PHE); while the second term originates from the 
extraordinary Hall effect. 
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3.1 Fabrication techniques 
 
The fundamental research and industrial application of submicron magnetic 
particles are closely associated with the improvements of micro- and nano-fabrication 
techniques.  The processes for fabricating submicron structures can be roughly 
divided into two groups, top-down and bottom-up methods.  The top-down methods 
are related to the techniques for patterning on large scale and reducing the lateral 
dimensions to submicron scale, particularly lithography techniques.  The bottom-up 
methods, on the other hand, arrange atoms and molecules in submicron structures, 
represented by self-assembly methods.  Due to technical reliability and patterning 
requirements, the top-down methods were employed to prepare submicron cobalt dots 
in our experiments.  The complete fabrication processes include wafer cleaning, resist 
coating, lithography and development, deposition, lift off and wire bonding. 
 
3.1.1 Pre-lithography techniques 
 
Prior to fabrication process, the silicon wafer was cleaned properly because any 
contamination may affect the quality of lithography and deposition.  The wafer were 
first soaked in acetone and agitated in an ultrasonic bath to remove particles adsorbed 
on it.  Then the wafer was rinsed in isopropanol (IPA), in which the remaining  
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Fig. 3.1 CEE Model 100 spin coater 
 
acetone was dissolved.  Finally it was washed using deionized water (DIW) and dried 
by nitrogen (N2) gas. 
After cleaning, a layer of resist was coated on the wafer for lithographic patterning.  
The resist was dropped on the wafer, which then span at > 3000 rad/min in a CEE spin 
coater (Fig. 3.1).  The centrifugal effect forced the resist to spread uniformly over the 
whole wafer.  The thickness of the resist coating was determined by the angular speed 
of the spin coater.  The resist coating is also used to prevent contamination and 




Various lithography techniques were utilized in this research.  In our experiments, 
large-area dot arrays were patterned using KrF deep ultra-violet (DUV) 
photolithography, while single dots and Hall sensors were fabricated using 
electron-beam lithography (EBL).  The bond pads were prepared using UV 




3.1.2.1 Ultra-violet (UV) photolithography 
 
Photolithography is the process for transferring the patterns from the mask to the 
substrate coated with photoresist.  Two types of resists, positive and negative resists, 
are generally used for photolithography.  Positive resist is insoluble in the developing 
solution originally but becomes soluble after exposure to the light.  In contrast, 
negative resist is intrinsically soluble in the developer but becomes insoluble after 
exposure to the light.  Positive resist is usually employed for lift-off process, while 
negative resist is applied to etching process. 
In this work, structures above micrometer were patterned by exposing PFI coating, 
a positive resist, to UV light through a bilayer photomask.  The bilayer photomask is 
composed of quartz and chrome (Cr) features as shown in Fig. 3.2.  UV light passes 
through the clear quartz areas and is blocked by the opaque Cr areas.  Where the light 
hits the wafer, the photoresist is exposed, and those areas are later removed in the 
develop process, leaving the unexposed areas as features on the wafer.  As feature 
sizes and pitches shrink, the resolution of the projection optics begins to limit the 
quality of the resist image.  In our case, the resolution of the resist was around 1 µm.  
Therefore, UV lithography was used to fabricate structures above micrometer scale. 
Here, we give a brief introduction to our UV lithography process.  Prior to 
exposure, the substrate coated with PFI was baked at 90°C for 30 minutes to harden  




Fig. 3.2 Illustration for UV lithography 
 
the photoresist.  This was done to remove any remaining solvent and improve the 
adhesion between resist and substrate.  The pre-exposure bake also made the surface 
nonstick, preventing the resist from leaving remains on the photomask.  The exposure 
was conducted using a Karl Suss MA6 system, where an Hg lamp provided the UV 
light with a wavelength of 365 nm (Fig. 3.3).  The intensity of the UV light was 
maintained at 110 mJ/cm3.  After exposure, the wafer was developed in AZ-300 MIF 
solvent mixed with DIW at the ratio 3:1 for 1 minute, rinsed in DIW, and dried by N2 
gas.  The wafer was checked using optical microscope to assure that the development 
is complete. 
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Fig. 3.3 Karl Suss MA6 mask aligner 
 
3.1.2.2 KrF deep ultra-violet (DUV) photolithography 
 
It has been mentioned above that the resolution of Hg UV photolithography is around 
1 µm, which makes it difficult to pattern submicron structures.  In order to fabricate 
submicron dot arrays, we employed KrF photolithography, in which three actions were 
taken to improve the resolution.  Firstly, the Hg lamp was replaced by KrF excimer 
laser, so that the wavelength was decreased from 365 nm to 248 nm, leading to the 
improvement of intrinsic optical resolution. 
Secondly, the positive photoresist was coated on top of a 60 nm thick bottom anti- 




Fig. 3.4 Illustration for DUV lithography with AltPSM 
 
reflective coating (BARC).  BARC was used to reduce substrate reflectivity, helping 
to eliminate both standing waves and swing curves. 
Lastly, the bilayer photomask was replaced by the alternating phase shift mask 
(AltPSM).  When using bilayer photomask, there is significant intensity even below 
the opaque Cr areas, due to the very close proximity of the neighboring clear quartz 
areas (Fig. 3.2).  This ‘unwanted’ energy affects the quality of the resist profiles, 
which are ideally vertical.  The AltPSM is designed to "sharpen" the resist profile, 
which allows smaller features to be patterned.  The AltPSM employs alternating areas 
of Cr and π-shifted quartz to form features on the wafer (Fig. 3.4).  Cr areas on the 
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mask are bordered on one side by quartz of phase -π/2, and on the other side by quartz 
of phase π/2.  As the phase goes from positive to negative, it passes through zero.  
The intensity, proportional to the square of the phase, also goes through zero, making 
very sharp pattern edges on the wafer. 
In the KrF photolithography process, two consecutive exposures were conducted to 
enhance pattern uniformity, using opposite foci [1].  The double exposure method 
was employed to compensate the phase imbalance between opposite phases and 
improve the roughness on the sidewalls [2]. 
 
3.1.2.3 Electron beam lithography (EBL) 
 
Although photolithography is a fast way to fabricate large-area patterns, it is 
unfavorable for flexible designs due to the immutable photomask.  Hence, a 
mask-free EBL (ELS 7700), instead of photolithography, was utilized to pattern Hall 
sensors and single dots in our experiments.  Electron beam was substituted with UV 
light and the positive resist was sensitive to the e-beam.  Because of the very small 
wavelength of e-beam, the resolution of EBL is usually higher than photolithography. 
In EBL process, the coordinates of the designs were input to the EBL system in 
advance.  Then, an electron beam scanned over the sample following the preset 
coordinates.  The designed areas were thus exposed to the electron beam and patterns 
were formed.  The patterns were finally developed in MIBK solvent diluted with IPA 
at 1:3 and rinsed in IPA. 
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3.1.3 Deposition and lift off 
 
Materials were deposited on patterned wafers in an EV 2000 system as shown in 
Fig. 3.5.  The whole system consists of a two-boat thermal evaporation component 
and a six-pocket e-beam evaporation component.  The two components are served by 
independent power supplies.  Target materials are kept in the crucibles (for e-beam 
mode) or tungsten (W) boats (for thermal mode) at the bottom of the vacuum chamber; 
while wafers are places in the rotary holders hung on the ceiling of the chamber. 
The base pressure for evaporation was 10-7 to 10-6 Torr, achieved by a turbo pump 
and a rotary prepump.  Two evaporation modes were employed for various materials.  
Materials with lower melting point (e.g. Au, Al) were heated up by large alternating 
 
Fig. 3.5 EV 2000 thermal and e-beam evaporation system 
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current.  Materials with higher melting point (e.g. Co, NiFe, Cu, Ta), on the other 
hand, were melted by a focused e-beam.  The materials were vaporized at sufficiently 
high temperatures and then cooled down on the wafer to form a thin film.  During 
evaporation, the wafer holder was rotated at 50 rad/min to attain spatially uniform 
deposition.  The deposition rate was monitored through the quartz crystal 
microbalance (QCM) measurement. 
The deposition was always followed by a lift-off process to remove the excessive 
material on top of resist layer.  The wafer was soaked in the solvent, where the resist 
was soluble.  As the resist was etched, the excessive material lost the adhesion to the 
substrate and was removed away.  The wafers patterned by PFI or EBL resist were 
lifted off in acetone and then rinsed in IPA.  The wafers patterned by DUV resist  
 (UV210 or M211Y) were lifted off in OK73 thinner and rinsed in DIW. 
 
3.1.4 Wire bonding 
 
Wire bonding is a part of the chip assembly process in which very thin gold (Au) 
wire is used to connect chip and the package.  Bond pads at the perimeter of the chip  
 
Fig. 3.6 A chip assembled in a twenty-four-pin chip carrier 
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are connected to the connections in the package, typically using combination of 
thermal compression and ultrasonic motion [3]-[4].  In this project, the patterned 
wafers were mounted into twenty-four-pin chip carriers using silver adhesive.  The 
Cr/Au bond pads were linked with Au connection on the chip carriers using 
thermosonic bonding of Au wires.  The parameters like bonding force, power and 
time were optimized to achieve perfect ohmic contacts between the wires and bond 
pads.  Shown in Fig. 3.6 is an assembled chip. 
 
3.2 Characterization techniques 
 
The profiles and magnetic behaviors of the dots were characterized with various 
methods, including scanning electron microscopy (SEM), scanning probe microscopy 
(SPM), vibrating sample magnetometer (VSM) and MR measurements. 
 
3.2.1 Scanning electron microscopy (SEM) 
 
SEM is a powerful tool for analyzing samples over a wide range of scales (from 
nanometer to millimeter scale).  Basically, SEM works by illuminating a specimen 
using an electron probe.  Particles carrying the information of the specimen will thus 
be emitted from the surface as shown in Fig. 3.7.  Auger electrons and X-ray carry 
the characteristic energy, reflecting the intrinsic level differences of atoms;  The 
fraction of back scattered electrons is determined by atomic number;  Secondary 
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electrons intensity are associated with surface profiles.  Many sample properties like 
topography and components can be determined by measuring the intensities or 
energies of various particles. 
A JSM 6700F SEM was used to study the microstructure of fabricated samples in our 
experiments.  The incident e-beam was generated by a field-emission gun, where a 
voltage of several thousand volts was applied between extraction electrode and a sharp 
W tip.  To circumvent the ion bombardment on the electron gun and minimize the 
electron scattering in the atmosphere, the working pressure was strictly controlled 
below 10-4 Pa.  The e-beam was bent by two magnetic lenses to form an electron 
probe.  During the measurements, the electron probe scanned the samples, controlled 
by a scanning coil.  To attain the topography information, a detector, consisting of a 
scintillator and a photomultiplier, was used to detect the secondary electrons 
emittedfrom the sample surface.  To get good SEM image while avoid electrical 
charging and damaging, parameters like working distance, astigmatism and 
accelerating voltage were optimized. 
Fig. 3.7 Particles emitted from specimen when exposed to electron beam 
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3.2.2 Scanning probe microscopy (SPM) 
 
SPM covers several related technologies for imaging and measuring surfaces on a 
fine scale, down to the level of molecules and groups of atoms.  SPM technologies 
share the concept of scanning an extremely sharp tip (3-50 nm radius of curvature) 
across the object surface.  The tip is mounted on a flexible cantilever, allowing the tip 
to follow the surface profile.  Here, we will focus on atomic force microscopy (AFM) 
and magnetic force microscopy (MFM), two common technologies of SPM family, 
which were employed in this project. 
 
3.2.2.1 Atomic force microscopy (AFM) 
 
AFM, just as its name implies, is a microscopic profiler making use of atomic force, 
or Van Der Waals interaction between probe tip and sample surface.  Compared with 
SEM, AFM is favored because it is more informative along vertical directions.  
Moreover, the resolution for AFM is usually sub-nanometers, determined by the 
curvature of the tip. 
The instrument used in our research is a Digital Instruments Dimension 3100 
AFM， which is capable of both contact and tapping mode imaging.  In contact mode 
the AFM tip is in contact with the surface continuously.  Whereas in tapping mode the 
AFM cantilever is vibrated at its resonant frequency and positioned above the sample 
surface, so the tip is only in contact with the surface intermittently.  This helps reduce 
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shear forces associated with the tip movement. 
The tapping mode was employed to scan the topography of the fabricated samples.  
Before scanning, a laser was illuminated on the cantilever at a constant incident angle 
and the reflected laser was calibrated to the central position of the detector.  As the tip 
scanned over the sample surface, the tip deflected in its encounter with the surface 
although the piezo stack excited the cantilever at constant energy.  The reflected laser 
thus deflected from the center of the detector, providing the information of vertical 
height. 
 
3.2.2.2 Magnetic force microscopy (MFM) 
 
While AFM scans the topography of a sample using atomic force, MFM senses the 
stray magnetic field above the surface using magnetic force.  Both technologies share 
similar mechanical and optical designs.  However, the tip for MFM scanning is 
usually made by coating an AFM tip with magnetic thin films.  Hence the MFM tip 
has larger curvature radius and lower spatial resolution.  Different alloys and 
thicknesses are used to produce low or high moment tips.  High moment tips are more 
sensitive to the magnetic field, but may deform the magnetic domains of samples.  
Low moment tips have less influence on the magnetic domains, but are less sensitive. 
The force that a MFM tip feels above a sample surface is a combination of atomic 
and magnetic forces.  To separate the magnetic image from the topography image, 
measurements are taken in two passes across each scan line; each pass consists of one 
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trace and one retrace.  In the first pass, topographical data is taken in tapping mode, 
in which the magnetic force is negligible compared with the strong atomic force.  In 
the second pass, namely lift mode, the tip is raised to a certain height, allowing the 
imaging of long-range magnetic interactions while minimizing the influence of 
short-range atomic force.  In lift mode, topographical features are virtually absent 
from the MFM image. 
Like AFM imaging, the MFM imaging in the second pass can also be classified to 
two modes, force detection and force gradient detection.  In force detection, the 
deflection of the cantilever, associated with the strength of magnetic force, is sensed.  
In force gradient detection, the resonance frequency shift, proportional to the vertical 
gradients of the magnetic force, is measured.  The MFM images in our work were 
scanned using the latter mode. 
 
3.2.3 Vibrating sample magnetometer (VSM) 
 
The hysteresis behaviors of large-area dot arrays were studied using VSM.  VSM 
is a common method for characterizing magnetic materials using an induction 
technique.  The basic construction of a VSM system is shown in Fig. 3.8.  The 
electromagnets provide a magnetic field which can be adjusted in a wide range (-1 T to 
1 T for our system).  A sample is suspended between the two electromagnets and is 
magnetized by the applied field.  Both the electromagnets and the magnetized sample 
are responsible for the magnetic flux through the pick-up coils.  In measurements, the  
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Fig. 3.8 Schematic diagram of a VSM system 
 
sample is driven by a resonator, which oscillates at a fixed frequency ω in the vertical 
direction.  As a result, the magnetic flux through the pick-up coils is altered, inducing 
an alternating current (AC) with an effective voltage 
U k mω=           (3.1) 
where m is the magnetic moment of the sample and k is a coefficient which is usually 
calibrated using a standard sample.  By detecting and amplifying the AC voltage 
using a lock-in amplifier, the magnetic moment is obtained.  With this real-time 
measurement, hysteresis and minor loops for various dot arrays were attained. 
 
3.2.4 Magnetoresistance (MR) measurement 
 
It is well known that the electrical properties of magnetic materials are associated 
with their magnetization.  Hence, their magnetic behaviors may be investigated by 
detecting and analyzing the electrical signals, namely MR measurement.  MR 
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measurement is a ubiquitous technique for magnetotransport research, especially on 
galvanomagnetic effects.  Weak magnetic signals (e.g. the magnetization reversal in a 
single submicron particle) that cannot be sensed by VSM, may be detected using MR 
measurement. 
Our MR system is mainly composed of a chip holder connected to a 
twenty-four-socket board, a pair of electromagnets supported by a power supply, a 
Keithley precision current source, a Keithley 2182 voltmeter, a motor controller and a 
guassmeter (Fig. 3.9).  The chip holder is customized for assembled chips, so that the 
Au connections on each chip are connected to the sockets on the board correspondingly.  
The sockets are then connected to the current source or voltmeter through coaxial 
cables for magnetotransport measurements.  Driven by a motor controller, the chip  
Fig. 3.9 Construction of MR system 
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holder is able to rotate in horizontal plane, making it convenient to study the angular 
dependency of magnetic properties.  The probe of the guassmeter is placed close 
above the chip holder to monitor the real-time magnetic field.  The MR system can 
either work in a manual mode or run under a Lab View program. 
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Chapter IV 




This chapter includes work originally published in The Journal of Physics: 
Condensed Matter entitled “Magnetic properties of large area cobalt nanomagnets” [1].  
The magnetization reversal processes of submicron Co dot arrays over a wide range of 
geometric dimensions are studied.  Single-domain switching and vortex-type reversal 
have been established as two dominant magnetization reversal modes in submicron Co 
dots.  A phase boundary, constituting of thickness and size of dot, demarcated the 
evolution from single domain to vortex state.  Beyond this boundary, the stability of 
the vortex state and the annihilation and nucleation fields strongly depend on the 
thickness and diameter of the dots.  The physics behind such variation is discussed 




Recently submicron ferromagnetic dots with vortical magnetic configuration have 
attracted considerable attention as they are potential candidates for memory elements.  
Both the numerical simulations and the experiments have demonstrated the existence 
of vortex state in particles with various shapes like diamond [2], ellipse [3] and ring [4] 
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over a wide range of sizes and aspect ratios.  Nevertheless, the vortex state remains 
the simplest configuration in dot from the geometrical viewpoint.  Compared with 
anisotropic particles such as diamonds and ellipses, dots with vortical magnetization 
are totally domain free and minimize the dipole-dipole interaction.  Compared with 
other isotropic particles as rings, dots are technically favored due to the simplest shape.  
Hence, submicron dots are a very promising candidate for the application in 
high-density memory. 
Various experimental and theoretical methods have been employed to investigate 
the magnetic behavior of submicron magnetic dots.  Cowburn et al [5] reported a 
study on submicron Ni80Fe14Mo5 (“Supermalloy”) dots by means of magneto-optical 
Kerr effect.  Two remanent magnetic states, in-plane single-domain state and vortex 
state, were observed for different ranges of geometric dimensions.  Similar results 
were also attained from Metlov and Guslienko’s [6] simulation on soft magnetic dots.  
Moreover, they predicted the evolution from the in-plane vortex state to the 
perpendicular single-domain state in long-thin dots (rods).  On the other hand, Eames 
and Dahlberg [7] pointed out that the vortex state would be replaced by multi-domain 
states in flat dots when the diameter is larger than the period of the strip domains of 
bulk films.  This was attributed to the effect of perpendicular magnetic anisotropy.  
These experiments and simulations indicate that the formation of the vortex state is 
confined in a certain range of geometric dimensions.  Some work is therefore 
concentrated on this dimensional range to study the behaviors of the vortex state.  For 
example, Rahm et al [8] deeply investigated the vortex nucleation modes in single 
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Ni81Fe19 (permalloy) dots using GaAs/AlGaAs Hall sensors with a two-dimensional 
electron gas. 
Prior to the technological applications like patterned media and MRAM, it is 
indispensable to understand well magnetic behaviors, especially the vortex behaviors, 
of ferromagnetic dot arrays.  In the present work, we have studied the magnetization 
reversal processes of cobalt dot arrays using vibrating sample magnetometer (VSM) 
and magnetic force microscope (MFM).  We have varied the thickness of the dots 
from 5 nm to 90 nm and the diameter from 150 to 250 nm, so that the dimensional 
range of vortex state is covered.  The spin configurations during the reversal 
processes have been simulated using Object Oriented Micromagnetic Framework 
(OOMMF) [9].  A modified ‘rigid’ vortex model has been employed to facilitate the 




Submicron Co dot arrays were prepared by a combination of photolithography and 
lift-off process.  Large area Co dot arrays (~ 5 mm × 5 mm) were fabricated on 
commercially available Si (100) substrate.  To create submicron dot patterns in resist, 
the substrate was coated with a 60 nm thick anti-reflective layer followed by a 480 nm 
positive deep ultra-violet (DUV) photoresist.  Nikon lithographic scanner with KrF 
excimer laser radiation was used for exposing the resist.  The diameter (d) of the dots 
was varied from 150 nm to 250 nm while the pitch of the dot arrays was fixed at 300 
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nm.  Fig. 4.1 (a) shows a typical atomic force micrograph (AFM) of the 3-D profile 
of the photoresist layer after exposure and development. 
 
Fig. 4.1 3-Dimensional atomic force micrograph of (a) the photoresist profile after 
exposure and development and (b) 20 nm thick Co nanomagnetic dots with a diameter 
of 250 nm and a pitch of 300 nm. (c) Scanning electron microscope (SEM) image of a 
20 nm thick Co nanomagnetic dot array.  The arrow indicates the direction of the 
applied field, which is parallel to the rows of dots, during VSM measurements. 
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A 20 nm Cu seed layer, followed by a Co layer, was deposited on the patterned 
substrate at a rate of 0.1 Å/s, in a base pressure of 3.7 x 10-7 Torr.  The thickness of 
the Co layer (t) was varied from 5 nm to 90 nm.  During magnetic film deposition for 
each thickness, a blank Si (100) wafer was placed in the chamber as a control 
experiment.  Lift off of the deposited patterned film was carried out in OK73 solution.  
Completion of the lift-off process was determined by the color contrast of the 
patterned area and confirmed by inspection under atomic force microscope (AFM) and 
scanning electron microscope (SEM).  The AFM and SEM images of a 20 nm thick 
Co dot array with a diameter of 250 nm are shown in Fig. 4.1 (b) and Fig. 4.1 (c) 
respectively.  The submicron dots are uniform and identical over a large area. 
The magnetic properties of submicron Co dot arrays were characterized using 
VSM at room temperature.  Prior to any measurement, the sensitivity of the system 
was calibrated using a standard nickel sample and the background signal was obtained 
using a 5 mm × 5 mm blank Si substrate.  In order to investigate the in-plane 
magnetic behavior of Co dot arrays, the magnetic field was applied along a fixed 
direction in the plane of the film as shown in Fig. 1 (c).  The applied field was swept 
between negative saturation and positive saturation at a low rate, so that complete 
quasi-static hysteresis behaviors was able to be recorded. 
The magnetic domain states of the dot arrays were directly measured using 
low-moment MFM tips with Digital Instruments microscope.  The MFM tip was 
made of an etched Si tip with a sputtered CoCr coating.  The advantage of the 
low-moment tip is to avoid the magnetic influence of the tip on the observed domain 
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structures.  Before each measurement, the tip moment was magnetized collinear with 
the tip length.  The frequency mode was used to improve the contrast of magnetic 
images. 
Micromagnetic simulations of spin configurations in Co dots were conducted using 
public OOMMF code.  In OOMMF, the equilibrium distribution of magnetization for 






γαγ= − × − × ×M M H M M H        (4.1) 
where γ is the gyromagnetic ratio and α is the dimensionless damping coefficient.  
The effective field Heff = -µ0-1∂e/∂M, where e is the energy density calculated by 
Brown’s equation [10].  The intrinsic parameters of the submicron Co dot were 
assumed to be the same as those of bulk Co film grown on a Cu seed layer [11]: Ms = 
1400 emu/cm3, A = 3 x 10-6 erg/cm, K = 2.5 x 106 erg/cm3 [12].  The cell size used in 
the simulation was 5 nm × 5 nm × 5 nm, which was within the exchange length of Co. 
 
4.4 Magnetization reversal modes in submicron cobalt dot arrays 
 
We have obtained room temperature hysteresis loops from the arrays of cobalt dots 
with various thicknesses and diameters.  The shape of the hysteresis loop often 
provides signals which are typical for specific reversal processes.  Within the 
dimensional range of our experiments, two classes of loops were observed, indicating 
two types of magnetization reversal modes. 
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4.4.1 Single-domain state and Stoner-Wohlfarth rotation 
 
The first class of hysteresis loops is typified by the loop from the dots with d = 150 nm 
and t = 20 nm, as shown in Fig. 4.2.  This kind of loop retains a high squareness 
(Mr/Ms~0.7) and switches at a relatively low field (<200 Oe).  This is characteristic of 
single-domain switching, or Stoner-Wohlfarth rotation [13].  Each dot within the 
array retains uniform magnetization like a single domain.  During the magnetization 
reversal process, the polarization of the single domain rotates coherently.  Such 
hysteresis behavior usually occurs in dots with small geometric dimensions, where 
multi domains are energetically unfavorable. 
 
4.4.2 Vortex state and vortex-type reversal 
 
The second class of hysteresis loops is typified by the loop from the dots with d = 
Fig. 4.2 Hysteresis loops from an array of Co nanomagnetic dots with a thickness of 20 
nm and a diameter of 150 nm 
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250 nm and t = 60 nm (Fig. 4.3 (a)).  As the applied field is increased from negative 
saturation, the saturation magnetization is maintained until the applied field is 
increased to Hn = -950 Oe, where a rapid loss of net magnetization occurs.  The rapid 
decrease of net magnetization before the remanence is very characteristic of the 
nucleation process of magnetization vortex [5].  As the applied field is increased 
beyond H1, the magnetization begins to decrease slowly until reaching zero at 
remanence.  The magnetization then increases monotonically as the field is increased 
linearly with the applied field.  This behavior is characteristic of the propagation of 
Fig.4.3 Hysteresis loops from (a) a 60 nm thick Co nanomagnetic dot array and (b) a 
60 nm thick reference film for fields applied along the in-plane easy axis. 
Chapter IV Magnetization Reversal Processes in Submicron Cobalt Dot Arrays 
 49
the magnetization vortex from one side of the dot to the other.  For such hysteresis 
loop, the flux closure configuration is formed at remanence, where the magnetization 
vortex is centered in the dot.  This state eliminates the dipole-dipole interaction and 
lowers the energy of the system by minimizing the magnetostatic energy [5], [14].  
As the applied field is further increased beyond H2, the magnetization increases rapidly 
until saturation occurs at Ha = 1500 Oe, which can be identified as the annihilation 
process of the magnetization vortex.  The switching field Hn, which indicates the 
onset of vortex nucleation, is known as the nucleation field, while the saturation field 
Ha, which indicates the termination of vortex annihilation, is termed the annihilation 
field.  The fast but unabrupt nucleation and annihilation process in Fig. 4.3 (a) is 
attributed to the distribution of nucleation and annihilation fields in the dot array [14]. 
Also shown in Fig 4.3 (b) is a hysteresis loop for the reference film that was 
deposited under the same conditions as the dot arrays.  The reference film shows a 
quasi-rectangular hysteresis loop with a coercivity of 32 Oe and a squareness (Mr/Ms) 
of 0.88.  We observed that both the switching field and detailed features of the loop 
are different from the Co dot array in Fig. 4.3 (a).  That is, Co dots, by virtue of their 
extremely small size, possess very different properties from their parent bulk materials.  
The magnetic behavior in Co dots can be attributed to the effect of demagnetizing field.  
The dots have much larger in-plane demagnetizing factor than the reference film due to 
smaller lateral size [15].  Hence, the dots feel larger in-plane demagnetizing field at 
saturation and tend to switch more easily compared with the reference film.  
Meanwhile, the vortex state is formed to decrease the magnetostatic energy in Co dots. 
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In order to confirm the exact magnetic state in the dot array at remanence, we have 
performed magnetic force microscopy (MFM) measurements.  Before the image was 
taken, a field of 3000 Oe was applied in the plane of the sample to saturate the Co dots.  
The applied field was then decreased gradually to zero so that the quasi-static 
magnetization reversal occurred in the Co dots.  The MFM image of the dot array was 
scanned at the remanence state.  Shown in Fig. 4.4 is the MFM image of a 60 nm 
thick Co dot array.  The light and the dark spots at the center of the dots correspond to 
the vortex cores with up and down magnetization respectively, which are formed to 
lower the strong exchange energy at the center of the magnetization vortex [16], [17].  
The mixture of the light and the dark spots at the centers of the dots in the MFM image 
shows that the orientations of the vortex cores are random when only the in-plane field 
is present during the magnetization reversal process. 
It has been found that in dots, when the in-plane field is swept between the 
nucleation and the annihilation fields, the vortex will propagate from one side to the 
other side of the dot.  We have conducted a further investigation in the vortex  
Fig. 4.4 Magnetic force micrograph of a 60 nm thick Co nanomagnetic dots with a 
diameter of 250 nm and a pitch of 300 nm as the applied field is reduced from positive 
saturation field to zero 
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propagation of dot arrays using VSM.  During the measurements, the applied field is 
swept from –Hv to Hv, where Hv is a variable.  Shown in Fig. 4.5 is the minor loops 
for the dots with d = 250 nm and t = 40 nm as a function of Hv.  Fig. 4.5 (a) shows a 
typical loop when Hv is smaller than H2, reflecting the propagation process of vortex.   
Fig. 4.5 Representative minor loops for Co dots with d = 250 nm and t = 40 nm as a 
function of Hv 
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The forward and the backward loops overlap, indicating that the propagation of 
magnetization vortex is a reversible process.  Fig. 4.5 (b) shows a typical loop in the 
case H2<Hv<Ha.  The loop is irreversible around Hv, implying that vortex nucleation 
and annihilation occur in some dots.  When Hv>Ha, a complete hysteresis loop is 
attained (Fig. 4.5 (c)). 
 
4.5 The effect of geometric dimensions on vortex-type reversal 
 
In order to further investigate the vortex-type magnetization reversal in Co dot 
arrays, we carried out a systematic study on the effect of geometric dimensions.  The 
dot diameter was varied from 150 nm to 250 nm while the Co thickness was varied 
from 5 nm to 90 nm. 
 
4.5.1 Thickness dependent vortex-type reversal 
 
Shown in Fig. 4.6 is the representative hysteresis loops for the 250-nm-diameter 
Co dots as a function of thickness (t).  For t < 20 nm, typical single-domain switching, 
can be observed from the hysteresis loop shown in Fig. 4.6 (a). 
For t = 20 nm, the rapid reduction of magnetization around zero field indicates the 
onset of vortex-type magnetization reversal, where the nucleation field is -150 Oe and 
the annihilation field is 800 Oe (Fig. 4.6 (b)).  However, unlike the typical vortex 
hysteresis loop shown in Fig. 4.3 (a), the nucleation process terminates after the 
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remanence state and therefore the remanent magnetization is non zero.  We believe 
that the vortex state and the buckling state, ‘c’ or ‘s’ state in most cases [8], may 
co-exist in the Co dot array at remanence. 
As the Co thickness t is increased to 30 nm, a typical vortex hysteresis loop is 
observed in Fig. 4.6 (c).  The nucleation process terminates before the remanence and 
the remanent magnetization is decreased to zero, indicating that all the Co dots in the 
array form the flux closure configuration at remanence.  Furthermore, the nucleation 
field is decreased to -260 Oe while the annihilation field is increased to 950 Oe. 
 
Fig. 4.6 Representative magnetic hysteresis loops for Co dot arrays as a function of Co 
thickness for diameter d = 250 nm 
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Upon increasing the Co thickness from 30 nm (Fig. 4.6 (c)) to 90 nm (Fig. 4.6 (f)), 
the annihilation field increases from 950 Oe to 1800 Oe while the nucleation field 
decreases from -260 Oe to -1500 Oe.  Meanwhile, the gradients of vortex nucleation 
and annihilation parts of the loop are decreased, indicating the extension of the 
distributions of nucleation and annihilation fields with the thickness.  In addition, the 
linear and reversible region of the loop, which corresponds to vortex propagation, 
extends with the thickness, indicating that thicker Co dots tend to remain stable in a 
vortex state over a wider field range. 
 
4.5.2 Size dependent vortex-type reversal 
 
Similar evolution of the vortex-type hysteresis behavior with the lateral size of the 
dot was also studied.  In this case, diameter of the dots (d) was varied from 150 nm to 
250 nm while the thickness was fixed at 40 nm.  Shown in Fig. 4.7 is the evolution of 
the hysteresis loops as a function of Co dots diameter.  A vortex-type magnetization 
reversal process can be observed for each diameter.  As the diameter is decreased 
from 250 nm to 150 nm, the nucleation field decreases from -500 Oe to -700 Oe while 
the annihilation field increases from 1250 Oe to 1600 Oe.  On the other hand, the 
distributions of the nucleation and annihilation fields are extended and the region of 
vortex propagation is markedly sensitive to Co dots diameter.  Co dots with smaller 
diameter remains in a vortex state over a wider field range. 
Similar to the vortex-type hysteresis loop for d = 250nm and t = 20 nm (Fig. 4.6 
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(b)), the hysteresis loop for d = 150 nm and t = 40 nm displayed in Fig. 4.7 (a) also 
shows a non-zero remanent magnetization.  However, this remanent magnetization 
cannot be attributed to the presence of buckling state at zero field, because the 
nucleation process terminates before the remanence state.  Instead, it may be due to  
Fig. 4.7 Representative magnetic hysteresis loops for Co dot arrays as a function of the 
diameter of the dots for thickness t = 40 nm 
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the co-existence of both the vortex-type reversal and Stoner-Wohlfarth rotation in the 
dot array.  This has been verified by taking the MFM image at remanence after 
applying a large field and then reducing the field to zero.  Shown in Fig. 4.8 (a) is the 
MFM images for d = 150 nm and t = 40 nm dot array at remanence.  A mixture of 
Fig. 4.8 Magnetic force micrographs of 40 nm thick Co dots with the diameters of (a) 
150 nm and (b) 250 nm at remanence after applying a saturation field.  The dots with 
a dark or light spot at the center indicate the flux closure configuration.  The dots 
with strong contrast between two sides indicate the single-domain configuration. 
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both the flux closure and single-domain configurations can be observed.  The dots 
with a dark or light spot at the center indicate the flux closure configuration, where the 
magnetization vectors at the edge form a vortical configuration in the plane and those 
at the center orient perpendicular to the plane.  The dots with sharp contrast between 
two sides, on the other hand, indicate the single-domain configuration, where the 
magnetization is uniform.  There is thus a good agreement with our interpretation of 
the hysteresis loops.  We also observed that the remanent magnetization decreases 
with the increase in the size of dots, indicating the gradual extinction of 
Stoner-Wohlfarth rotation in the array.  For d = 250 nm and t = 40 nm, the remanent 
magnetization decreases to zero indicating that only the flux closure configuration is 
present.  This has also been confirmed using magnetic force microscopy (Fig 4.8 (b)). 
It has been reported by Cowburn et al. [5] that for permalloy nanomagnets, the 
single-domain switching in a dot array will be replaced by the vortex-type 
magnetization reversal above a phase boundary of thickness and size.  This is in good 
agreement with our experimental results of Co nanomagnets.  In addition, we found 
non-zero remanent magnetization in the vortex-type hysteresis behavior at the phase 
boundary, which was due to the presence of buckling states or single-domain state at 
the remanence. 
 
4.6 Simulation on vortex-type reversal 
 
While experimental methods are employed for direct observations and qualitative 
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studies of natural phenomena, theoretical simulations are usually utilized for 
quantitative analyses of the mechanism behind them.  Therefore, theoretic 
simulations on the magnetization reversal process in submicron Co dot arrays are also 
reported in this thesis.  The OOMMF simulation was conducted to investigate the 
evolution of spin configurations during the magnetization reversal.  On the other hand, 
a modified ‘rigid’ vortex model was used to investigate the physics behind the 
vortex-type reversal in Co dots. 
 
4.6.1 Simulations on magnetic configurations using OOMMF 
 
The magnetization reversal of 4 x 4 Co dot arrays has been modeled using 
OOMMF.  Shown in Fig. 4.9 (a) is the simulated loop for the array of dots with d = 
250 nm and t = 20 nm.  The shape of the loop is in very good agreement with the 
experimental loop shown in Fig. 4.6 (b).  However, the absolute values of nucleation 
and annihilation fields of the simulated loop are much larger than those of 
experimental results.  This is attributed to the fact that only a small amount of dots 
are involved in the simulation and the calculated magnetostatic interaction is therefore 
smaller than that of experiment.  In later analysis with modified ‘rigid’ vortex model, 
it is found that the nucleation and annihilation fields are related to the magnetostatic 
interaction. 
Fig. 4.9 (b)-(e) illustrate the modeled spin configurations, corresponding to 
Position A-D in Fig. 4.9 (a).  As the applied field is decreased from saturation, the 
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uniformity of magnetization is destroyed.  The spins in the middle of the dots, which 
feel the strongest in-plane demagnetizing field, rotate first and form the ‘s’ state as  
Fig. 4.9 (a) Simulated hysteresis loop for a 4 by 4 array of Co dots with d = 250 nm 
and t = 20 nm.  (b)-(e) Four representative magnetic states corresponding to position 
A-D on the hysteresis loop 
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shown in Fig. 4.9 (b).  At remanence, magnetization vortices appear in some dots 
while the buckling state (s state) is conserved in others (Fig. 4.9 (c)).  This spin 
configuration attests to our hypothesis on the nonzero remanence in section 4.5.1.  
When the applied field is increased in the opposite direction, the buckling state is 
completely replaced by the vortex state (Fig. 4.9 (d)).  Uniform magnetization 
reappears when the applied field exceeds the annihilation field (Fig. 4.9 (e)). 
 
4.6.2 Modified ‘rigid’ vortex model 
 
We simulated the nucleation and annihilation process using the ‘rigid’ vortex 
model proposed by Guslienko et al [18], where the magnetization reversal in a soft 
ferromagnetic dot is interpreted as the shift of an unalterable magnetization vortex.  
For an accurate description of the annihilation process, we considered the free shift of 
magnetization vortex inside the dot (|a| < 1-c) instead of small displacement (|a|<<1).  
Taking account of the magnetic topology in equations (2.4) and (2.7) [18]-[19], the 
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In order to model cobalt dots, we modified Guslienko’s model by incorporating the 
magnetocrystalline anisotropy energy.  In uniaxial anisotropic crystal like hcp cobalt, 
the anisotropy energy density for magnetization vortex is expressed as 
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where u(θu, ϕu) is the unit vector of the c-axis in spherical coordinates and Ku is the 
uniaxial magnetocrystalline anisotropy constant.  The total energy density is thus 
expressed as a function of relative core displacement a and external field H 
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where eH(a, H) = -HMx(a) is the Zeeman energy and ems(a) = 2pMs2F1V(1/r)a2 is the 
magnetostatic energy [18].  The annihilation field Ha, beyond which the core shifts 
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where r = R/t is the aspect ratio, Jµ(x) is the Bessel’s function, K(x) is the complete 
elliptic integral of the first kind and 2F1(x,y;z;b) is the Gauss’s hypergeometric 
function. 
During the nucleation process, the magnetization vortex is assumed to shift from 
infinite to the dot.  Near negative saturation, the total energy density of the uniaxial 
anisotropic crystal is expressed as 
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where q satisfies sinq = 1/ a > 0 and N is the in-plane demagnetization coefficient [15].  
The vortex nucleation occurs when the uniform magnetization is unstable.  That is, 
2 2
( , ) / 0
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The nucleation field is thus obtained. 
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The annihilation and nucleation fields for a single dot have been given by equations 
(4.5) and (4.8).  When the dot pitch T is comparable with diameter d in a square array, 
the inter-dot coupling becomes significant.  Hence, inter-dot coupling should be 
involved in the magnetostatic energy.  In such case, FµV(1/r) in equation (4.5) should 
be replaced by equation (2.16) 
In our modeling, we assumed that the in-plane shape anisotropy was negligible, 
which agreed with our experimental results.  Fig. 4.10 shows the calculated and 
measured nucleation field Hn and annihilation field Ha as a function of the thickness 
and the diameter of Co dots.  The dashed lines show the calculated Ha and Hn for a 
single Co dot while the solid lines show the calculated Ha and Hn for coupled Co dots 
with a pitch of 300 nm.  We noticed that the absolute values of both the nucleation 
and annihilation fields decrease significantly when the effect of inter-dot coupling is 
involved.  This implies that the inter-dot coupling caused by the stray field will 
weaken the stability of vortex state.  The corresponding experimental data are 
illustrated in Fig. 4.10 using square symbols for d = 150 nm, triangle symbols for d = 
200 nm and circular symbols for d = 250 nm.  There is a very good agreement 
Chapter IV Magnetization Reversal Processes in Submicron Cobalt Dot Arrays 
 63
between the theoretical modeling for coupled Co dots and our experimental 
measurement.  When examing equations (4.5) and (4.8), it is found that the 
magnetostatic energy related terms are dependent on the aspect ratio r and the 
exchange energy related terms are functions of the size of the dot.  The anisotropy 
energy related terms, however, are independent of the size and thickness.  Therefore, 
the thickness dependent nucleation and annihilation result from the magnetostatic 
 
Fig. 4.10 Simulated and measured annihilation field Ha and nucleation field Hn for Co 
dot arrays as a function of thickness and size.  The dashed lines (single dot) and the 
solid lines (coupled dots) are simulated using ‘rigid’ vortex model.  The measured 
annihilation and nucleation fields are illustrated by square (d = 150 nm), triangular (d 
= 200 nm) and circular (d = 250 nm) symbols. 
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energy.  The size dependent nucleation and annihilation are attributed to the exchange 
energy as well as the magnetostatic energy.  Further examing equations (4.5) and 
(4.8), we noticed that for small aspect ratio (r < 10) and large size (R > 100 nm), the 
magnetostatic energy has much larger effect on vortex nucleation and annihilation in 
Co dots than the exchange energy.  Whereas, for small size (R < 10 nm), the effect of 




Large-area submicron Co dot arrays have been fabricated on Si (100) substrate 
using Deep Ultra Violet lithography at 248 nm exposure wavelength.  Vortex-type 
reversal was observed above a phase boundary of thickness and diameter; while 
single-domain switching was observed below the phase boundary.  The reversibility 
of vortex propagation was verified by a series of minor loops. 
Two classes of hysteresis loops were obtained at the phase boundary, indicating 
different evolution modes from single-domain switching to vortex-type reversal.  In 
the first class of loops (d = 250 nm, t =20 nm), single-domain switching is completely 
replaced by vortex-type reversal.  However, buckling state appears at remanence, 
resulting in a non-zero remanent magnetization.  In the second class of loops (d = 150 
nm, t =40 nm), single-domain switching is partially replaced by vortex-type reversal.  
Therefore, to achieve uniform vortex state over a large dot array, which is important 
for media application, the geometric dimensions of the dots should be well above the 
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phase boundary to avoid any buckling state or single-domain state. 
Furthermore, it is found that the magnetostatic effect greatly affect the stability of 
magnetization vortices.  Dots with larger thickness and smaller diameter, which thus 
suffer larger in-plane demagnetizing field, tend to remain stable in the vortex state over 
a wider field range.  On the other hand, the magnetostatic interaction among closely 
packed dot arrays will weaken the stability of magnetization vortices. 
With the modified ‘rigid’ vortex model, the vortex nucleation and annihilation are 
verified to be a consequence of the competition among magnetostatic, exchange and 
anisotropic energy.  These energies dominate the behaviors of magnetization vortex 
over different dimensional ranges respectively. 
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Chapter V 




In this chapter, we propose a method for differentiating the clockwise and 
anticlockwise magnetization vortices with planar Hall effect (PHE).  Firstly, we 
develop a Magnetic Device Simulator (MDS), with which the PHE signals for 
magnetization vortex with opposite chiralities are simulated.  Then, a 
1000-nm-diameter Co dot is fabricated at the junction of a Hall sensor and the PHE 
signals are measured.  As predicted by the simulation, the experimental PHE signals 




In submicron ferromagnetic particles, there are two important topological 
quantities: the polarity and the chirality.  The polarity of single-domain state has been 
widely used for information storage, because it is closely associated with the 
magnetoresistance and the conductivity of spin-electrons and is able to be interpreted 
into electrical signals.  However, the chirality of vortex state is difficult to be 
determined from electrical signals and therefore has not been applied to magnetic 
storage industry yet.  In a recent report, Otani et al [1] measured electrical signals for 
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magnetic vortex using lateral spin valve geometry, where a magnetic wire was utilized 
to generate a spin current.  The vortex chiralities were determined through electrical 
measurements.  Nevertheless, the complex experimental circuit makes it difficult for 
industrial application.  Here, we propose a simpler circuit for the detection of vortex 
chirality using a planar Hall sensor. 
Planar Hall sensor is a powerful tool for the investigation of the magnetic 
behaviors in small particles due to high sensitivity and easy design.  For example, 
Nemoto et al [2] studied the magnetic properties of submicron NiO/Ni81Fe19 wires 
through PHE measurements.  Large shift of hysteresis behavior is observed from the 
PHE signal, indicating strong exchange bias between the two materials.  In another 
work, Kimura et al [3] reported the investigation of magnetization rotation at the 
submicron NiFe junction.  Remarkable angular and size dependencies of 
magnetization rotation were revealed by PHE signals.  Moreover, Ko et al [4] and 
Adeyeye et al [5] studied magnetic reversal in Co/Cu multilayers through PHE 
measurements.  Multi-peak PHE signals were obtained, indicating asynchronous 
magnetic switches of different layers.  In this chapter, we investigate the PHE signals 
for clockwise and anticlockwise magnetization vortices in both simulative and 
experimental ways.  The chirality of in-plane magnetization vortex is determined 
through PHE measurements. 
 
5.3 Magnetic Device Simulator (MDS): a tool for AMR and PHE modeling 
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In order to model the PHE signals of magnetization vortex, we built a simulator, 
namely MDS, coded in C++.  As discussed in Section 2.2, AMR and PHE of a single 
domain are determined by the angle of the current with respect to the direction of the 
magnetization.  However, people usually concern about multi-domain ferromagnetic 
objects that conduct nonuniform current.  In such cases, AMR and PHE resistivities 
are nonuniform and strongly depend on the distribution of current and magnetization.  
On the other hand, the distribution of current is dominated by the distribution of the 
resistivities.  To simplify the mutual influence between the distributions of current 
and resistivity, disturbing method and finite-element method were employed in the 
simulation. 
 
5.3.1 Finite-element micromagnetic approach to AMR and PHE 
 
AMR and PHE are complicated in a multi-domain ferromagnetic object conducting 
a nonuniform current.  In order to analyze AMR and PHE numerically in such case, 
we make three assumptions in our calculation.  Firstly, we hypothesize that the whole 
object can be divided into numerous identical cubic elements, whose size is so small 
that both the current and the magnetization are uniform in each element.  Hence, the 
electrical field in each element satisfied (2.25).  This assumption makes it possible to 
compute the resistivities of AMR and PHE using finite-element method.  Secondly, 
we assume that the ferromagnetic object is connected to a current source so that the 
total current is constant.  Since the resistivities of AMR and PHE are independent of  
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Fig. 5.1 Schematic diagram for finite-element approach in AMR calculation 
 
the intensity of current, this assumption does not affect the results of calculation.  But 
the resistivities can be obtained by simply calculating the electric potential.  Lastly, 
we assume that the simulated object is a column and the current is conducted between 
two parallel faces as shown in Fig. 5.1 (a).  Moreover, both faces are equipotential 
surfaces.  This assumption gives the geometric conditions required for strict 
calculation of the resistivities of AMR. 
Without considering the galvanomagnetic effects, the normal resistance of the 
ferromagnetic object can be obtained from Ohm’s law R0=U0/I.  Since both sides of 
the column are equipotential surfaces, the voltage U0 can be obtained by totalizing the 
electric potential difference on each element along x-axis.  The normal resistance is 
thus expressed as 
( ) [ ]0
0







∑ ∑E l j l
        (5.1) 
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where nx is the number of elements along x-axis, n is the total number of elements 
contained in the object, ρ0 is the normal resistivity, Ei and ji are the electrical field and 
the current density of element i and lc is the length vector of each element as shown in 
Fig. 5.1 (a).  When the anisotropic galvanomagnetic effects are involved, the 
resistance can be written in the similar form as (5.1) 






⋅ ⋅⎡ ⎤⎣ ⎦=
∑ ρ j l
        (5.2) 
where ρ is the resistivity tensor.  Taking account of equations (2.18) and (5.1) and 
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      (5.3) 
Here, mi is the unit magnetization vector in element i.  δji = ji’ - ji is the variation of 
current density due to the variation of resistivity in element i (Fig. 5.1 (b)).  
According to the second assumption, the current that passes through any cross section 
of the object keeps constant.  Therefore, we get 
cross section cross section
'i c i cI⋅ ≡ ≡ ⋅∑ ∑j S j S         (5.4) 
or        
cross section
0iδ ⋅ ≡∑ j x          (5.5) 
where Sc is the area vector of y-z face of an element as shown in Fig. 5.1 (b) and x is 
the unit vector along x-axis.  Hence, equation (5.3) can be further simplified as 
( )( )
0






ρ ⋅ ⋅⎡ ⎤⎣ ⎦= +
∑ j m m l
       (5.7) 
and the resistivity of AMR is obtained immediately 
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       (5.8) 
where jave is the average current density at the side of the column. 
To calculate PHE resistivity, we modify the third assumption by supposing that the 
current source is connected to the side surface of the column as shown in Fig. 5.2.  
Similar to AMR in equation (5.3), the PHE resistance can be written as 
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      (5.9) 
Here, nz is the number of elements along z-axis (the direction of PHE measurement) 
and tc is the thickness vector of each element as shown in Fig. 5.1 (a).  The intrinsic 
vertical resistance R⊥0 is the consequence of the mismatch of the distributions of input 
and output current along z-axis.  Once the z-distributions of input and output current 
keep constant, e.g. the z-positions of current input and output is not changed, we get 
cross section
0iδ ⋅ ≡∑ j z         (5.10) 
Thus the PHE resistance is further simplified as 
      
( )( )
0








⋅ ⋅⎡ ⎤⎣ ⎦= +
∑ j m m t
     (5.11) 
and the PHE resistivity is 








⋅ ⋅⎡ ⎤⎣ ⎦= +
∑ j m m z
      (5.12) 
where jH = I / Scross section is a constant and z is the unit vector along z-axis. 
We have modeled AMR and PHE signals for objects with various shapes like 
semicircle, circle and net structures using equations (5.8) and (5.12).  The simulated 
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Fig. 5.2 Schematic diagram for finite-element approach in PHE calculation 
 
signals agree well with the experimental results, even though the geometrical condition 
(third assumption) is not exactly satisfied.  Hence, AMR and PHE of an object with 
random shape can also be approximated with MDS. 
 
5.3.2 The architecture of MDS 
 
The construction of MDS is based on equations (5.8) and (5.12), where the 
coefficient ρM is normalized to 1 and the constant terms ρ0 and ρ⊥0 are neglected.  
Hence, the simulator can be used to model relative AMR and PHE signals only.  The 
simulation on equations (5.8) and (5.12) requires given distributions of magnetization 
and current.  To reduce the complexity of MDS, the distribution of magnetization is 
inherited directly from the simulative result of OOMMF [5], a finite-element 
micromagnetic framework grounded on Landao-Lifshitz-Gilbert equation (equation 
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(4.1)).  The distribution of current, on the other hand, can be either modeled through 
ANSYS current diffusion analysis for precise simulation or assumed uniform for rough 
simulation. 
AMR and PHE signals always reflect the local magnetic properties between 
measurement points.  Therefore, local simulations on a specified area of an object are 
needed in many cases.  In the modeling of a magnetic object on a Hall sensor, for 
example, people usually concern about the PHE signal at the junction of the sensor.  
In this case, the simulation for magnetization distribution should be conducted on the 
whole object; while the simulation for PHE signal should be conducted at the junction 
area.  To realize such local simulation, a bitmap mask is introduced to MDS so that 
users can specify the simulative area. 
Shown in Fig. 5.3 is the operative interface of MDS v 1.0.  The information for 
OOMMF Vector Field (OVF) files (with an extension of ‘omf’ or ‘ovf’), which contain 
the simulative distribution of magnetization, is provided in ‘Source File’ session.  
‘Path’ indicates the objective directory of the OVF files, and ‘Files’ shows the 
filenames of the objective OVF files.  Wildcard ‘*’ denotes random characters in the 
filename, so all the OVF filenames can be expressed by one expression like ‘*.omf’.  
For the convenience of data reading from the objective OVF files, a list of the path and 
filenames of these files is stored in the directory shown in ‘ListPath’.  The list file is 
generated by clicking ‘Load’ button. 
The information of bitmap mask is given in ‘Area’ session.  Users may choose 
‘Whole area’ to run a simulation over the whole design, or choose ‘Selected area’ to 
Chapter V Determination of Vortex Chirality with Planar Hall Effect (PHE) 
 76
run a local simulation.  For local simulation, the file path of a 24-bit bitmap mask 
should be given in ‘Mask of selected area’.  The specified area should be filled with 
black in the bitmap.  ‘Length’, ‘Width’ and ‘Thickness’ indicate the x, y and z 
dimensions of the whole design in nanometer, respectively.  The bitmap is spatially 
scaled to fit these dimensions.  The dimension of each element is given in ‘Cell’.  
Generally, the dimensions of the whole design and each element in MDS are the same 
as those in OOMMF simulation.  For the convenience of data process, the 24-bit 
pixels of the bitmap are translated into ‘1’ for black and ‘0’ for other colors.  Once 
‘Ok’ button is clicked, the translated result will be saved as a test file under the ‘Saving 
Path’. 
In MDS v 1.0, the current is assumed uniform in specified area.  The unit current 
vector is shown in ‘Direction of Current’ session.  The direction of the current is 
 
Fig. 5.3 Operative interface of MDS v 1.0 
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determined by the cosines of the angles with respect to x-, y- and z-axis given in ‘cos 
x’, ‘cos y’ and ‘cos z’.  The directions of PHE measurement and external field are 
determined in the same way. 
When all the parameters are set well, the simulation can be run by clicking ‘On’ 
button.  The simulative result is stored in a table listed by magnetization, field, AMR 
and PHE.  This table is finally saved to the destination indicated by ‘File’ in ‘Output’ 
session. 
 
5.3.3 Examples for PHE modeling 
 
Shown in Fig. 5.4 (a) is a simulated PHE signal from a Co cross with a width of 
200 nm and a thickness of 30 nm.  It is supposed that current passes through the wire 
along x-axis (wire X) and PHE voltage is measured from the wire along y-axis (wire 
Y).  The simulated signal features the magnetization reversal process at the junction.  
As the applied field is swept from negative saturation to zero, the magnetization of 
wire Y rotates from hard axis (-x-axis) to easy axis (y-axis) continuously.  The 
magnetization of wire X, on the other hand, remains in easy axis (-x-axis) due to shape 
anisotropy.  At the junction, magnetization from two wires confluences and therefore 
rotates from π to 3π/4 with respect to the current.  Correspondingly, the PHE voltage 
is decreased from zero to the minimum around the remanence.  As the applied field is 
increased to the switching field of wire X, the potential barrier from shape anisotropy 
is overcame by the Zeeman energy.  Therefore the magnetization of wire X is 
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switched to the opposite direction and the magnetization at the junction turns to π/4 
with respect to the current suddenly.  This switching is featured as an abrupt voltage 
jump in PHE signal.  As the applied field is further increased, the magnetization of 
wire Y rotates from easy axis (y-axis) to hard axis (x-axis) and the magnetization at the 
junction also turns to x-axis gradually.  Consequently, the PHE voltage decreases 
from the maximum back to zero. 
The simulated PHE signal for a permalloy cross of the same size as the Co cross is 
shown in Fig. 5.4 (b).  The signal reveals a similar magnetization process as the Co 
junction.  The quantitative differences are attributed to the different intrinsic 
properties between Co and permalloy. 
Shown in Fig. 5.4 (c) and (d) are the measured PHE signals for Co and permalloy 
crosses with a width of 200 nm and a thickness of 30 nm.  The agreement between 
 
Fig. 5.4 Simulated PHE signals for 200-nm-wide (a) Co and (b) permalloy crosses; and 
corresponding experimental signals for (c) Co and (d) permalloy crosses 
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experimental results and simulations is excellent, indicating that MDS is accurate for 
PHE modeling. 
 
5.4 Determination of vortex chirality using PHE 
5.4.1 Design of the simulation 
 
When a uniform in-plane current passes through a vortex-state dot, a PHE voltage 
can be detected perpendicularly to the current direction.  However, the magnetization 
vortices with different chiralities have centro-symmetric spin configurations as 
illustrated in Fig. 5.5.  The centro-symmetric magnetization distributions lead to the 
equivalent PHE voltage for both chiralities according to equation (5.12).  Hence, the 
PHE signals from clockwise and anticlockwise vortices cannot be differentiated.  To 
solve this problem, we reduced the dot symmetry by restricting the current in the half 
side of a dot (the semicircular shadow area in Fig. 5.5).  In this case, the PHE is only 
contributed by the magnetization in the shadow area, where the spin configurations are 
asymmetrical for clockwise and anticlockwise vortices.  Consequently, the PHE 
signals corresponding to different chiralities are distinguishable. 
Fig. 5.5 Schematic diagram for clockwise and anticlockwise magnetization vortex.  In 
simulation, sense current is constrained in the shadow semicircular areas. 
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In our simulation, the vortex-type reversal process of a Co dot was first modeled 
using OOMMF to attain the evolution of magnetization distribution.  The applied 
field was swept from negative saturation to positive saturation along x-axis and the 
vortex core shifted along y-axis.  When modeling the PHE signals, we set the 
orientation of current at π/4 with respect to the applied field to obtain the strongest 
signals.  Since the current was constrained on the half side of the dot, a semicircular 
mask with bottom edge parallel to the current was employed to allow local simulation 
(Fig. 5.5). 
 
5.4.2 Simulated PHE signals for clockwise and anticlockwise vortices 
 
The vortex behavior of the 40-nm-thick Co dots with various diameters (d), 150 
nm, 500 nm and 1000 nm, were simulated using MDS.  Shown in Fig. 5.6 (a) is the 
simulated PHE signal for the clockwise-vortex behavior of a dot with d = 150 nm.  
The abrupt drops of PHE voltage indicate nucleation process of magnetization vortex, 
while the jumps of voltage result from vortex annihilation.  When the applied field is 
swept from negative saturation to positive saturation (forward sweep), vortex core is 
firstly nucleated in the area of simulation (the area enclosed by semicircular mask); 
then propagates downward; and finally annihilates out of the simulated area.  For 
backward sweep of applied field, however, vortex core is firstly nucleated out of the 
simulated area; then shifts upward; and finally annihilates in the simulated area.  
Hence, compared with backward sweep, forward sweep leads to a more drastic 
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deformation of magnetic topography in the area of simulation during vortex nucleation.  
As a result, forward signal shows a larger voltage loss at nucleation field than 
backward signal does.  For a similar reason, backward signal shows a larger voltage 
jump at annihilation field than forward signal does.  Therefore, PHE signals for 
opposite vortex propagations are quite different. 
The PHE signal for the same dot with anticlockwise vortex is illustrated in Fig. 5.6 
(b).  Anticlockwise vortex during forward sweep shows a symmetrical PHE signal  
 
Fig. 5.6 Simulated PHE signals for dots with clockwise (a, c and e) and anticlockwise 
(b, d and f) vortices.  The dots with diameters of 150 nm (a and b), 500 nm (c and d) 
and 1000 nm (e and f) are studied.  Sense current is constrained in the half side of dot. 
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that of clockwise vortex during backward sweep of field, and vice versa.  This can be 
understood by considering the topographic evolutions of two opposite vortices, which 
are exposed to the field swept in opposite directions.  In such case, two vortices 
propagate in the same direction and bear opposite magnetic topographies.  
Calculation with equation (5.12) shows that opposite magnetic topographies result in 
the equivalent PHE voltage.  Therefore, symmetrical PHE signals can be obtained 
from opposite vortices in opposite sweeps of field. 
As discussed above, it can be concluded that PHE signal is sensitive to the 
direction of vortex propagation.  Hence, the vortex chirality can be determined from 
PHE signal by estimating the direction of vortex propagation. 
Another way to determine the vortex chirality is to measure PHE voltage at certain 
applied field.  By comparing the PHE signals for magnetization vortices with 
opposite chiralities, a voltage gap is observed around annihilation field.  At positive 
annihilation field, for example, the normalized voltage is 0.7 for clockwise vortex but 
only 0.27 for anticlockwise vortex.  Thus, vortex chirality is able to be determined by 
simply measuring one voltage value under annihilation field instead of a complete 
PHE signal.  This method may be employed to read data that are stored in form of 
vortex chirality. 
The PHE signals for the clockwise- and anticlockwise-vortex behaviors of the dot 
with d = 500 nm are shown in Fig. 5.6 (c) and (d).  These signals are quite similar to 
the ones discussed above, except for sharp peaks appearing around zero field.  
Studying the simulative spin configurations, it is found that these peaks result from the 
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metastable dual-vortex state.  We also noticed that the voltage gap between the two 
vortex chiralities is decreased at annihilation field.  This trend remains when the 
diameter of the dot is increased to 1000 nm (Fig. 5.6 (e) and (f)).  The decrease of the 
voltage gap with lateral size may be attributed to the shrink of the relative size of 
vortex core (equation (2.3)).  Comparing the simulative spin configurations shown in 
Fig. 5.6, we found that the voltage gap at annihilation field was related to the 
topography difference from vortex core.  The decrease of relative core radius will 





Shown in Fig. 1 is a scanning electron micrograph for a 40-nm-thick and 
1000-nm-diameter Co dot, which was fabricated on a Si substrate by a combination of  
Fig. 5.7 SEM image of a 40-nm-thick and 1000-nm-diameter Co dot places at the edge 
of junction of four Cr/Au contacts.  Sense current passes from contact 1 to contact 3 
and the voltage drop is measured between contact 2 and contact 4.  Applied field is 
swept at 45° with respect to current. 
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electron-beam lithography and deposition.  A 4 nm Ta capping layer was then 
deposited in situ to protect the Co layer from oxidization.  The deposition was 
conducted in a chamber with a base pressure of ~10-7 Torr and the rate is remained at 
0.1 Å/s.  Sixty-nm-thick Cr/Au contacts, labeled 1 to 4, were fabricated on top of the 
Co dot.  Cr/Au bond pads were finally fabricated above the contacts and the chip was 
assembled into a chip carrier. 
During magnetotransport measurements, a 0.1 mA current was applied between 
contact 1 and contact 3 (along x axis); while voltage drop was measured between 
contact 2 and contact 4 (along y axis).  Since the center of dot was arranged at the 
boundary of junction of four contacts, the voltage drop between contact 2 and contact 
4 was dominated by PHE in the upper semicircular area of dot.  PHE, as a function of 
the angle θ between current and magnetization, is proportional to sin 2θ according to 
equation (2.27).  Therefore, In order to achieve maximum PHE signals, magnetic 
field was applied in the plane of sample at 45° with respect to the current. 
 
5.4.4 Results and discussions 
 
Fig. 5.8 (a) shows the experimental PHE signal for a Co dot with d = 1000 nm and 
t = 40 nm.  As the applied field is swept from negative saturation to positive 
saturation, the PHE voltage initially decreases gradually.  Then a sudden drop of the 
voltage occurs at -200 Oe.  After that, the voltage reaches the local minimum and 
begins to increase gradually till a saturation field, where the voltage jumps back to the 
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saturated value.  When the applied field is swept from positive saturation to negative 
saturation, a similar signal can be obtained.  The PHE signal is very characteristic of 
the behavior of magnetization vortex discussed above.  Sudden drop of PHE voltage 
may be understood as a result of vortex nucleation, while jump of voltage may be 
attributed to vortex annihilation.  Between two drops, signals for opposite sweeps 
overlap each other, indicating reversible propagation process of magnetization vortex.  
Small asymmetry can be observed from the PHE signal.  The voltage jump at the 
negative saturation field is larger than the one at positive saturation field, implying a 
clockwise-vortex-type reversal process. 
Shown in Fig. 2 (b) is the PHE signal measured from another Co dot of the same 
dimensions.  In contrast to the signal shown in Fig. 2 (a), the voltage jump for vortex 
annihilation is larger in forward sweep of field than in backward sweep, indicating the 
Fig. 5.8 Measured PHE signal for (a) clockwise and (b) anticlockwise vortices in a Co 
dot; simulated PHE signal for (c) clockwise and (d) anticlockwise vortices 
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formation of an anticlockwise magnetization vortex during reversal process. 
Shown in Fig. 2 (c) and (d) are calculated PHE signals for clockwise and 
anticlockwise magnetization vortices in a 1000-nm-diameter and 40-nm-thick Co dot.  
The signals agree well with experimental results (Fig. 2 (a), (b)) in features.  The 
behavior and chirality of magnetization vortex deduced from the measured PHE 
signals are thus verified by simulated magnetic topography from OOMMF.  It is also 
reveraled by the simulated magnetic topography that the formation of buckling state is 
responsible for the gradual decrease of the PHE voltage before vortex nucleation. 
Although the simulated signals agree well with the experimental results in features, 
there are deflections in values.  For example, the calculated saturation field, or 
annihilation field, is larger than the measured one.  This may be attributed to the 
thermal effect, which facilitates the transition from vortex state to single-domain 
configuration in our experiments.  On the other hand, the intrinsic parameters used 
for simulation are based on bulk Co film grown on a Cu seedlayer as mentioned in 4.3, 
which does not exactly agree with the experimental case.  This might also lead to 
quantitative difference between simulation and experiment.  In addition, the measured 
voltage (~-160 to -260 µV) is much larger than the PHE signal (~3 µV), indicating that 
there is a background voltage along the direction of measurement.  The background 
voltage, which is probably attributed to the imperfect connection at the cross junction, 
should be avoided in any storage application. 
 
5.5 Summary 
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We developed a simulator (MDS) for AMR and PHE modeling.  PHE for 40 nm 
thick Co dots with different diameters was modeled with MDS.  The PHE signals 
were found strongly associated with the direction of vortex propagation, making it 
possible to determine the vortex chirality.  Near annihilation field, a PHE voltage gap 
between the vortices with opposite chiralities was observed.  This voltage gap was 
related to the relative size of vortex core and decreased with the lateral size of the dot.  
Based on the voltage gap, a method was proposed for reading data stored in form of 
chirality. 
In the experiment, PHE signals for a 1000-nm-diameter Co dot, which was 
fabricated at the edge of junction of four Cr/Au contacts, were measured.  The 
measured signals were in very good agreement with the simulated signals.  The 
chirality of the magnetization vortex in the Co dot was determined by comparing the 
measured signals to the simulative ones. 
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Submicron Co dot arrays with various thicknesses and sizes have been investigated 
using VSM.  We observed that the magnetization reversal mode in dot arrays strongly 
depended on the geometrical dimensions of the Co dots.  Vortex-type reversal began 
to appear at a phase boundary of thickness and diameter, below which only 
single-domain switching was possible.  We found that the vortex-type reversal at the 
phase boundary was not stable over the whole array and single-domain switching also 
occurred in some dots.  This was attributed to the non-uniform distributions of dot 
dimensions and interactions.  Therefore, to achieve vortex-type reversal over a 
large-area dot array, the thickness and diameter of the dot must be well above this 
boundary. 
During the vortex-type reversal process, the stability of magnetization vortex was 
also found to be related to the geometrical dimensions.  The dots with larger thickness 
and smaller diameter tended to remain stable in the vortex state over a wider field 
range.  This was because these dots suffer larger in-plane demagnetizing field at 
saturation magnetization and the vortical magnetization is more preferred energetically. 
It was revealed by a modified ‘rigid’ vortex model that the dimensional 
dependencies of vortex stability were related to magnetostatic and exchange energy.  
These energies dominated the behaviors of magnetization vortex over different 
dimensional ranges.  For dots with small aspect ratio (r < 10) and large size (R > 100 
nm), the magnetostatic energy dominated vortex nucleation and annihilation.  
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Whereas, for dots with small size (R < 10 nm), the effect of magnetostatic energy was 
negligible compared with that of exchange energy. 
Calculation of modified ‘rigid’ vortex model also showed that the pitch of array 
was responsible for the stability of magnetization vortex.  We noticed that an isolated 
dot remained stable in vortex state over a wider field range, compared with a dot in a 
close packed array.  This meant that the magnetostatic interaction among a dot array 
would weaken the vortex stability. 
In another study on the magnetization vortex of single Co dots, the vortex chirality 
was determined through PHE measurements.  Asymmetrical PHE signals were 
obtained from a 1000-nm-diamter Co dot, indicating opposite moving directions of 
vortex core during forward and backward field sweeps.  We determined the chirality 
of magnetization vortex from the magnetic behavior of vortex core. 
The experimental result was verified by PHE signals modeled using a 
micromagnetic simulator (MDS), which was developed with finite-element methods.  
When the applied field was swept to annihilation field and remains 45° with respect to 
the current, a PHE voltage gap was attained between clockwise and anticlockwise 
vortices.  This voltage gap originated from the magnetization at vortex core, varying 
inversely with the lateral size of dot.  In a small dot (d = 150 nm), the PHE voltage 
for clockwise vortex was three times as much as the PHE voltage for anticlockwise 
vortex around annihilation field.  This simulative result predicted a possible reading 
mechanism for the information stored in the form of vortex chirality. 
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