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Specializing Context-Free Grammars
with a (1 + 1)-EA
Luca Manzoni, Alberto Bartoli, Mauro Castelli, Ivo Gonçalves, Eric Medvet
Abstract—Context-free grammars are useful tools for modeling
the solution space of problems that can be solved by optimization
algorithms. For a given solution space, there exists an infinite
number of grammars defining that space, and there are clues
that changing the grammar may impact the effectiveness of
the optimization. In this paper, we investigate theoretically and
experimentally the possibility of specializing a grammar in a
problem, that is, of systematically improving the quality of the
grammar for the given problem. To this end, we define the quality
of a grammar for a problem in terms of the average fitness of the
candidate solutions generated using that grammar. Theoretically,
we demonstrate the following findings: (a) that a simple mutation
operator employed in a (1 + 1)-EA setting can be used to
specialize a grammar in a problem without changing the solution
space defined by the grammar; and (b) that three grammars
of equal quality for a grammar-based version of the ONEMAX
problem greatly vary in how they can be specialized with that
(1 + 1)-EA, as the expected time required to obtain the same
improvement in quality can vary exponentially among grammars.
Then, experimentally, we validate the theoretical findings and
extend them to other problems, grammars, and a more general
version of the mutation operator.
Index Terms—Grammar Design, Run Time Analysis, Gram-
matical Evolution.
I. INTRODUCTION
Context-free grammars (CFGs) [1] are powerful and
widespread tools for describing languages in a concise way.
Several evolutionary algorithms (EAs) use CFGs for describing
the space of solutions [2, 3, 4, 5] on the assumption that any
string of the language described by the CFG is a syntactically
valid candidate solution to the problem at hand. In such
frameworks, the evolutionary search is guaranteed to produce
only valid candidate solutions without the need to design and
execute additional problem-specific checks.
Because a given language can be described by an infinite
number of CFGs, a solution space that can be defined in
the form of a language may result from infinitely many
CFGs as well. This fact is important from an evolutionary
computation point of view because the specific CFG used
affects the representation of the candidate solutions. The
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degree to which the CFG determines the representation varies
among grammar-based EAs, in general being smaller in indirect
representations (as in grammatical evolution [3]) and larger in
direct representations (as in CFG genetic programming [6]). It
is well-known, however, that representation is a key component
of every EA in determining the structure of the solution
space in terms of how easily the search algorithm can move
from one candidate solution to another by applying genetic
operators [7, 8, 9].
It follows that, for a given grammar-based EA, a given
fitness function, and a given solution space, there may be very
different fitness landscapes [10, 11] depending on the actual
CFG used to describe the solution space. In other words, the
CFG plays an important role in determining the degree of
hardness of the overall optimization scenario.
The relationship between CFGs and fitness landscapes might
be exploited to carefully shape the fitness landscape and make
the specific problem at hand easier to solve [12]. For example,
a CFG could be restructured to repeat the production rules for
symbols that should occur more often in candidate solutions
of good quality [13, 14]. However, beyond such proposals,
there is no established practice for tailoring a CFG to make
it more suitable for an EA or a problem. Indeed, the few
experimental pieces of evidence that the CFG might impact the
EA’s effectiveness (with the same language, fitness function,
and EA) do not explain such a dependency [15, 16].
In this work, we focus on the role of the CFGs in EAs and, in
particular, on the quality of a CFG for a given problem in terms
of the average fitness of the candidate solutions generated using
that CFG. We investigate whether we can evolve an existing
CFG in order to improve its quality for the given problem,
that is, whether we can specialize a CFG in that problem. Our
goal is to provide a framework with theoretical foundation
and experimental validation for reasoning about the following
questions: can CFGs be specialized in a problem? Are different
CFGs equally suitable to be specialized in a problem? Is a
CFG equally suitable to be specialized in different problems?
The intuition behind specialization is that given two CFGs
G1 and G2 generating the same language, if the probability
of randomly generating a solution near the optimal solution is
higher in G1 than in G2, then we might expect usage of G1
to be more advantageous than usage of G2 for the EA itself.
In other words, each CFG embodies a certain set of biases in
the generation of the candidate solutions that are reflected in
the resulting fitness landscape; our crucial research question is
whether CFGs can be evolved to have positive biases in this
respect. This way, the user would provide a CFG capable of
constructing the set of possible candidate solutions, and such a
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CFG would then be refined automatically to improve its ability
to construct good solutions. Ideally, a complex evolutionary
search might even be unnecessary; if a CFG is able to generate
the global optimum with high probability, then a short random
search performed by generating solutions according to the CFG
biases might be sufficient. We remark, however, that we do
not investigate the practicality of CFG specialization. From
a computational point of view, an evolutionary search on the
unspecialized CFG might turn out to be more efficient than
either a short random search on the specialized CFG or a full
evolutionary search on a partially specialized CFG. Our work
does not address these important questions and focuses instead
on ascertaining whether CFG specialization is actually possible
in the first place.
Our approach is based on two central ideas: the definition of
a mutation operator for CFGs (i.e., an operator that modifies
a CFG into another that defines the same language) and that
of a synthetic proxy measure for the “quality” of the fitness
landscape, which we define based on the expected fitness of
a solution generated by a given CFG. Although this measure
clearly cannot capture the full complexity of a fitness landscape,
it has the advantage of being tractable from a theoretical point
of view. For example, we will be able to determine how this
measure changes during an evolutionary search in the CFG
space.
For the purpose of conducting a theoretical analysis of the
specialization, we define a CFG-based problem that mimics
the ONEMAX problem for traditional binary strings, consider a
particular case of the CFG mutation operator that corresponds
to changing the probability of selecting production rules, and
apply this operator in a (1 + 1)-EA on CFGs—we choose this
EA because it is commonly employed in initial theoretical
analyses. We use this framework to prove that different CFGs
for the same language of the ONEMAX problem indeed are of
different qualities, and that CFGs with the same initial quality
take very different times to be evolved to reach a similar quality
(i.e., CFGs of the same quality are differently suitable to be
specialized).
We then validate and extend these theoretical findings by
performing a suite of experiments on several other problems
resulting from different combinations of language and fitness
function; we use an estimate of the quality of a CFG, i.e., of
the expected fitness of the generated solutions, instead of the
actual value. For each language, we consider many CFGs with
the same initial quality and show that the theoretical findings
for the ONEMAX problem are qualitatively confirmed. We also
show that which CFG is the most suitable to be specialized
depends on the problem: the fitness function may favor some
structures in the solutions and different CFGs are more or less
prone to be specialized for expressing those structures.
We believe that our findings mark a first step towards
understanding the dependency between the efficiency of an EA
and the quality of the CFG defining the search space. More
broadly, we hope that our study can foster the research in CFG
specialization—when and how to do it in practice—and CFG
design—how to design a CFG to favor its specialization.
II. RELATED WORKS
We are not aware of any previous study that formally
addresses the questions considered in the present paper—that
is, if and how a CFG can be specialized in a problem. There
are, however, several studies that investigate similar issues or,
indirectly, concern the modification of a CFG. We here review
the most significant ones.
A. Solution structure and model sampling
The topic studied in this paper belongs to a research stream
that dates back to the 1990s, when different approaches aimed
at explicitly characterizing the structure of good candidate
solutions in genetic programming (GP) [17, 18] began to appear.
An important finding in this respect is the fact that GP search
effectiveness can improve if potentially useful sub-solutions can
be identified and used as building blocks in the evolutionary
process. Motivated by these findings, researchers proposed
specific crossover operators for attempting to preserve such
building blocks and taking advantage of them [19, 20]. It was
later observed, though, that commonly used genetic operators
(crossover and mutation) tend to generate new solutions by
destroying useful building blocks instead of taking advantage
of them [21].
For overcoming such limitation one can build a model of
fitter solutions and then sample this model to generate new
solutions—that is, without using genetic operators. Several
approaches based on this idea have been proposed in several
evolutionary computation frameworks. In the context of ge-
netic algorithms (GAs), estimation of distribution algorithms
(EDAs) [22] and their variants [23, 24] construct a probabilistic
model of good-quality solutions over the space of all possible
solutions. The model may be refined during the search by
focusing on the information that may be extracted from
fitter solutions. Learnable evolution model (LEM) [25] builds
inductive hypotheses for explaining why certain solutions
outperform others at the given task and then uses those
hypotheses for generating new solutions. In GP, probabilistic
incremental program evolution (PIPE) [26] combines proba-
bility vector coding of program instructions, population-based
incremental learning [27], and tree-coded programs. Estimation
of Distribution Programming (EDP) [28] models dependencies
among nodes in a tree representation with a Bayesian network.
The research stream closer to the work presented in this
paper is the one of grammar-model-based techniques. Whigham
described the use of a stochastic CFG to define the structure of
the initial language [2, 29]. The success of solutions gradually
biased the probabilities of productions, with an evolutionary
search that still used crossover and mutations. Biasing the
probabilities of productions attempts to shape the search space
while the evolution proceeds, with grammars that become
more specialized to the problem at hand. The effect of different
sources of bias is further studied by Whigham [30]. A stochastic
grammar-based GP (SG-GP) was proposed by Ratle and Sebag
[31]. SG-GP uses a CFG and can be considered the first pure
grammar-based EDA-GP system [21]; at each generation, a new
population is created from the current probability distribution
and the distribution is subsequently updated taking into account
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solutions in the current population. A similar idea was exploited
by Abbass et al. [32], who used ant colony optimization [33]
to construct the new population of solutions.
B. Grammar learning
The aforementioned studies only modify the probabilities
associated with the different production rules, not the grammar
structure. As discussed by McKay et al. [21], this property
creates a dilemma: an initial grammar that is excessively
simple could make the task impossible to solve (i.e., because
it represents wrong dependencies, or because it does not
represent important dependencies in the solution), while an
initial grammar that is too complex could lead to a complex
parameter learning problem (thereby requiring a considerable
amount of time to converge).
Based on these considerations, more recent studies advocated
using some form of grammar learning. This line of research
includes program evolution with explicit learning (PEEL) [34],
the method proposed by Bosman and de Jong [35], and the
grammar model-based program evolution (GMPE) [36]. The
former uses a search space description table (SSDT) to describe
the search space and employs ant-colony optimization to
perform grammar refinement. The search starts from a minimal
SSDT providing a high-level description of the search space,
while the optimization updates the stochastic components of
the SSDT. When the SSDT is deemed inadequate to focus
the search on more promising areas of the search space,
the description table is modified by splitting certain rules
in the grammar. In contrast to the other methods, genotypes
are represented purely as expression trees, not as derivation
trees. Thus, when a new grammar is learned from the selected
population, the solutions must first be parsed. GMPE is similar
to the cited work, the major difference being that GMPE
learns from the intermediate genotype while the method in [35]
learns directly from the expression trees. A broader review of
probabilistic model building in GP may be found in [37].
C. Genotype-phenotype mapping
A different perspective on the quality of solutions resulting
from an evolutionary search was taken by works that high-
lighted the importance of the genotype-phenotype mapping for
determining the exploration strategy of an evolutionary search.
Toussaint [38] analyzed how multiple genotypes representing
the same phenotype might pose different ways of exploring
the search space. Authors define this phenomenon as self-
adaptability. By use of a system that encodes the phenotype
with a grammar-like genotype, a large variability of exploration
strategies for a fixed phenotype and a self-adaptive drift
towards short representations were observed. Palacios et al. [39]
considered a neurogenetic model with a genotype-phenotype
map of a highly degenerate nature. Despite the nature of
the mapping, certain genotypes were consistently preferred,
thus indicating that the genotype-phenotype symmetry was
broken. The authors explained that while degenerate genotypes
were equivalent in terms of reproductive selection, the genetic
operators broke the symmetry, picking out the more robust or
less brittle genotypes (i.e., those that were most likely to lead
to other fitter candidate solutions).
The importance of the mapping to the exploration strategy
was made even more evident by Wilson and Kaur [40], who
showed how random mutations on genes make non-random
phenotype preferences, based on the structure of a map. In
particular, the interaction between such mutation-based prefer-
ences and fitness preferences can explain population dynamics
on neutral landscapes. Additionally, the authors specified
conditions under which increasing degeneracy or rearranging
the rules of a grammar do not affect performance. The impact
of redundant genotype-to-phenotype mapping under Boolean
linear GP was studied by Nickerson et al. [41]. Their analysis
was performed with a network that represents the possible
transitions from genotypes to phenotypes. The concepts of
robustness, evolvability, and accessibility of phenotypes are
analyzed. Results show that more robust phenotypes are both
more evolvable and more accessible.
D. Grammatical evolution
The effect of grammar design on search outcomes has
been studied considerably in the grammatical evolution (GE)
framework. The co-evolution of grammar and genetic code
has been studied by O’Neill and Ryan [42]. This approach
uses two grammars—the universal and the solution grammar,
the former specifying how to construct the latter. Since the
rules described in the universal grammar guide the mapping
of each individual, these rules can be evolved to allow specific
bias for certain symbols or to dynamically reduce the search
space. Experiments on a set of symbolic regression problems
show that the approach is able to dynamically bias the search
process toward the terminal symbols more relevant for the
problem being considered. The approach was elaborated further
in [43], which explored a meta-grammar GA (mGGA) and
compared variants with static and dynamic grammars. Dynamic
grammars outperformed static grammars on all the experiments
considered (several configurations of ONEMAX, ZEROMAX,
and a deceptive trap problem based on Trap5). Hemberg et al.
[44] provided an analysis of an mGGA focusing on the building
block structures and the grammar design. Results showed that
the building block structures were adapted successfully and
that grammar design does play an important factor in terms of
search efficiency.
Nicolau [45] proposed a systematic procedure for reducing
the number of non-terminal symbols in a grammar, along
with an extensive experimental assessment of the impact such
a procedure might have on search effectiveness. The study
was inconclusive, as no statistically significant differences
were found between using the original grammar and using
the corresponding simplified grammar. More consistent results
regarding the relation between grammar structure and search
effectiveness have been found recently by Nicolau and Agapitos
[12] in the context of GE with linear genome representation.
The cited work mostly focused on symbolic regression problems
and considered several grammar design aspects, including
grammar balancing, type of notation, and symbol biases. The
results showed that different grammar designs can indeed
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influence the search effectiveness significantly, with the most
prominent and consistent performance improvements being
associated with the usage of recursion-balanced grammars and
the reduction of non terminals.
The relation between grammars and search behavior was
also studied for very specific aspects. Hemberg et al. [46]
examined the effect of postfix, prefix, and infix grammar in
symbolic regression problems. The key results were that postfix
grammars tend to deliver a performance advantage in harder
problems and that prefix grammars tend to generate a large
amount of invalid individuals—that is, genotypes that cannot
be transformed to any phenotype by the mapping procedure.
III. THEORETICAL ANALYSIS
A CFG, simply grammar in the following, is a tuple G =
(N,T, s0, R) that concisely defines a language L(G) over the
alphabet T . In the tuple G, N is the set of non-terminal symbols,
T is the set of terminal symbols (with T ∩N = ∅) or alphabet,
s0 ∈ N is the starting symbol or axiom, and R is the set of
production rules. A production rule consists of a non-terminal
on the left-hand side (LHS) and a sequence of terminals and
non-terminals on the right-hand side (RHS).
In the next sections, we will define the concept of the
quality of a grammar G in the context of an optimization
problem where the search space is the language L(G). We
will then describe a class of modifications to a grammar that
do not alter the language defined by it but might alter the
grammar’s quality. After that description we will introduce an
EA based on the aforementioned modifications that enables
specialization of a grammar. Finally, we will consider a case
in which the optimization problem is ONEMAX, and we will
derive upper and lower bounds for the expected quality obtained
with the EA when applied to three different base grammars,
all describing the search space of ONEMAX and all with the
same quality. Hence, we will show that the degree to which
different grammars can be specialized by acting on their rules
greatly differs, even when they define the same language and
have the same initial quality.
In Section III-G, we will extend part of the theoretical
findings to the larger and more interesting case of infinite
languages, reasoning on an infinite version of the ONEMAX
problem.
Later, in Section IV, we will experimentally validate these
theoretical findings and extend them to the following: (a) a class
of intermediate grammars that exhibit, at the same time, traits of
two of the base grammars, hence being more representative of
real grammars; (b) different problems with respect to ONEMAX
resulting from combinations of different fitness functions and
languages; and (c) a more general version of the grammar
modification.
A. Probability function of a grammar
We say that a string s can be generated using a grammar G
if it can be obtained as the result of the following procedure.
Initially, s is set to the axiom of the grammar. Then, until s does
not contain any non-terminals, the following steps are iterated:
(i) a non-terminal α ∈ N is chosen in s; (ii) one production
rule r is chosen with uniform probability 1|Rα| among the rules
Rα whose LHS is α; and (iii) α is replaced in s with the RHS
of the chosen rule r. As an aside, it can be noted that this
generation procedure resembles the one employed by many
grammar-based approaches (e.g., CFG genetic programming [2],
structured grammatical evolution [4], and weighted grammatical
evolution [5]) in which the production rule is chosen with
uniform probability.
The set of strings that can be generated using G with this
procedure corresponds to the language L(G) defined by G.
That is, every string in the language can be generated with
a positive (even if arbitrarily small) probability. We describe
these probabilities using a probability function:
Definition 1. Given a grammar G defining the language L(G),
the probability function of G is a function pG : L(G)→ (0, 1]
such that pG(s) is the probability of generating the string
s ∈ L(G) using G.
It holds that
∑
s∈L(G) pG(s) = 1. By definition, because for
any s ∈ L(G) pG(s) > 0, it means that the set of strings that
can be generated using G is exactly L(G).
B. Quality of the grammar for a problem
When a grammar describes the search space L(G) of an
optimization problem in which the fitness is a function f :
L(G) → R to be maximized, the probability function of G
impacts the probability of generating candidate solutions with
good fitness.
We define the quality of a grammar G for a problem defined
by L(G) and f as the expected fitness of a string generated
by G:
Definition 2. Given a grammar G and a fitness function f :





That is, on average, the grammar G will generate a solution
of fitness qf (G). From another point of view, if a grammar
G1 exists such that L(G1) = L(G2) and qf (G1) > qf (G2),
this means that G1 will generate, on average, solutions with
better fitness than the ones generated by G2.
Let s? ∈ L(G) be an optimal solution—that is, one for
which ∀s ∈ L(G), f(s) ≤ f(s?). Furthermore, let us assume
that there exists s† ∈ L(G) such that f(s†) < f(s?)—that is,
that not all solutions have the same (optimal) fitness. It can be
seen that it is impossible to have qf (G) = f(s?) because this
would imply that for all strings s ∈ L(G) with f(s) < f(s?),
the probability to be generated is equal to 0 and, by hypothesis,
at least one such string s†, exists. However, qf (G) can come
arbitrarily close to the optimal value f(s?).
The quality of the grammar, as defined here, is a proxy
measure for the quality of the fitness landscape that arises
when an EA is used to solve the problem defined by L(G)
and f . The key idea is that if a better candidate solution
has a higher probability of being generated, then the entire
evolutionary search can reach the optimum faster. In fact, it
has already been shown experimentally that the quality of the
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initial population [15] and the biases in the grammar [12]
can greatly influence the effectiveness and efficiency of the
search. However, we remark that degenerate cases exist: for
example, with trap functions [47], increasing the average fitness
of the generated candidate solutions might be counterproductive
because we might favor the convergence toward local optima,
rather than the global optimum.
C. Shortcut grammar mutation
Here, we define a class of modifications of a grammar G
into a grammar G′ that do not alter the generated language
L(G) = L(G′), but might result in a different probability
function pG 6= pG′ .
The modifications are defined based on the concept of the
derivation tree, an intermediate outcome of the process of
generating a string described in Section III-A. The derivation
tree of a string s ∈ L(G) generated with G is a tree for which
the root is the axiom, leaf nodes are terminal symbols, non-leaf
nodes are non-terminal symbols, and the children of a node
are the symbols corresponding to the RHS of the rule used
during the generation of s for replacing the node.
Let us consider the following derivation tree, derived from













Now, let us focus on a single internal node of the derivation
tree and take it as a root of a tree of height 1 representing
a subset of the original derivation tree. For example, if D is
selected as an internal node, the resulting tree will be:
D
1E
The entire connected subset of the derivation tree can be
encoded into a single production rule in the following, where
the LHS is the non-terminal symbol at the root of the tree
and the RHS is obtained by concatenating the leaves of the
tree from left to right. In this example, the resulting rule is
D→ E1. From the definition of the derivation tree, it follows
that this rule corresponds to an already existing rule in the
grammar: this is always true when we consider subsets of the
derivation tree of height 1. It is not true, in general, when trees
of greater height are considered. For example, by repeating






the resulting rule is C → BE1, which is not necessarily a
rule in the considered grammar G (i.e., it might or might not
already exist: this cannot be inferred by looking only at one
single derivation tree). While the addition of the rule C→ BE1
does not change the language generated by the grammar, the
exact rule might not be already present among the production
rules of the grammar.
We generalize this process and hence define the shortcut
mutation of a grammar G into a grammar G′ as follows:
1) a string is generated using G and its derivation tree is
considered;
2) a connected subset τ of the derivation tree is selected
starting from a node α randomly selected from a uniform
distribution such that, for each of the descendants of α,
either (a) all of its children in the derivation tree are
included in the set τ (b) or none of its children are. The
subset τ is itself a tree rooted in α.
3) a new rule is built where the LHS is the node α and
the RHS is the concatenation of the leaf nodes of the
tree τ enumerated from left to right (i.e., preserving their
ordering);
4) G′ is built from G by adding the newly defined rule.
One of the conditions 2a and 2b is required to hold for each
node because taking only one or more but not all children of a
node would correspond to a partially applied production rule, a
situation that would require additional care to avoid changing
the language generated by the grammar, as highlighted in the
following example.
Example 1. Let us consider the following grammar G:
S→ AA
A→ 1
which has only one possible derivation tree. The previously
defined rules for shortcut mutation ensure that among the
following distinct connected subsets of the derivation tree, all




















They define the rules S → 11, S → 1A, S → A1, S → 1,
S→ AA, and A→ 1. Among those, only the rule S→ 1 does
not preserve the language generated by G, adding to it the
string 1.
It can be seen that the shortcut mutation does not alter the
generated language and might modify the probability function.
The latter (i.e., pG 6= pG′) has, as a necessary condition, the
addition of a new way of deriving at least one string in L(G).
This condition alone, however, is not sufficient: for example, in
a grammar generating only a single string s, adding additional
derivations for s does not change the probability function of
the grammar.
Consider, for example, a trivial case in which A→ 0 and
A→ 1 are the only rules in a grammar G defining the language
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{0,1}. In this case, pG(0) = pG(1) = 12 . By applying the
shortcut mutation to G, the first rule could be duplicated, and
hence the probability function could be modified such that
pG(0) =
2
3 and pG(1) =
1
3 . Alternatively, the second rule
could be duplicated, resulting in the opposite situation. Thus,
the mutation has an effect on the quality of the grammar:
some solutions will be generated with a higher probability than
others.
It is interesting to point out that the shortcut mutation
where the selected subset forms a tree of height limited to
1 corresponds to duplicating existing rules in the grammar.
This technique is practically relevant and has been used in GE
to change the bias of a grammar [12], often based on some
knowledge about the problem being tackled (i.e., about G and
f ).
D. Specializing a grammar with a (1 + 1)-EA
Here, we show how we can tackle the problem of specializing
a grammar in a problem with a (1+1)-EA based on the shortcut
mutation operator defined in the previous section. We choose
a (1 + 1)-EA, as it facilitates the aforementioned theoretical
analysis.
Algorithm 1 shows the simple (1+1)-EA that, by iteratively
applying the shortcut mutation, can specialize a grammar. In
this EA, individuals (i.e., grammars) are compared according
to their quality—that is, the fitness of an individual G is its
quality qf (G).
Input: A grammar G defining the language L(G); a
fitness function f : L(G)→ R; a finite number
of iterations l.
Output: A grammar G′ such that L(G) = L(G′) and
qf (G
′) ≥ qf (G).
1 foreach i ∈ {1, . . . , l} do
2 G′ ← Mutate(G)




Algorithm 1: (1 + 1)-EA for specializing a grammar.
By reasoning on the expected fitness of this EA as a function
of the starting grammar G, we can reason on the degree to
which G can be specialized.
It is important to notice that, in general, the quality of
a grammar cannot be computed efficiently, or even exactly,
because it involves knowing the fitness and the probability of
all and every possible string in the language. For this reason,
we will consider a particular set of grammars, each generating
the entire set of binary strings of a fixed length n, and in which
the fitness is given by the ONEMAX problem (i.e., the fitness
is equal to the number of bits set to one). This will allow us
to derive upper and lower bounds for the expected fitness of
the EA of Algorithm 1 applied to different grammars for the
ONEMAX problem that have the same initial quality.
A1 → 0A2 | 1A2
. . .
An−1 → 0An | 1An





Bm+1 → 0 | 1
(b) Grammar Gb.
C→ 0n | 0n−11 | . . . | 1n−10 | 1n
(c) Grammar Gc.
Fig. 1: Grammars Ga, Gb, and Gc for the binary strings of
length n.
E. Three grammars for the ONEMAX problem
The prototypical problem for the study of GAs and, more
generally EAs, is the ONEMAX problem [48, 47]. In the
ONEMAX problem, the search space is the set of binary
strings of length n, and the fitness of a string s is the number
f(s) = |s|1 of bits set to one, to be maximized.
The ONEMAX problem has a unique maximum at s = 1n,
the string of all ones. Depending on the EA that is used,
ONEMAX might also have no local optima. These character-
istics make ONEMAX an ideal problem to be studied from a
theoretical point of view. A previous result of particular interest
with respect to our study concerns the expected number of
iterations for reaching the global optimum in ONEMAX with
a (1 + 1)-EA employing a bit flip mutation. That number
is O(n log n), which corresponds to the expected number of
iterations needed to flip all bits of an n-bits string at least
once [48, 47].
Because here we deal with grammars, we consider the
grammars that define the language of binary strings of length
n (i.e., such that L(G) = {0,1}n). We acknowledge that
this is a very restricted case because this language is finite
and, in most problems of practical interest, the corresponding
languages (and search spaces) are infinite. However, for the
sake of clarity and tractability, we start by considering this
case—we will extend part of the results to the case of infinite
languages in Section III-G.
We consider the three different grammars Ga, Gb, and Gc
shown in Figure 1 using the Backus-Naur form. Without loss
of generality, we define Gb only for n being a power of two
(m = log2 n in Figure 1b). Grammar Ga has 2n rules, Gb has
1 + log2 n rules, and Gc has 2
n rules.
Figure 2 shows three examples of derivation trees obtained
with Ga, Gb, and Gc and with n = 4. From the respective
grammars, it can be deduced that all the derivation trees
generated with these grammars and this n will have the same
shapes as the trees in Figure 2.
It can be seen that the probability function p for the
three grammars is the same and corresponds to the uniform
probability—that is, every string in L(Ga) = L(Gb) =
L(Gc) = {0,1}n = Ln can be generated with the same




























Fig. 2: Example derivation trees obtained with the grammars






The quality qf (Ga) = qf (Gb) = qf (Gc) = qn of the















which means that the quality of the grammar can be computed
as the average number of ones into the strings of the language.
By enumerating all the 2n distinct strings of the language, one
can observe that, on average, a string has n2 positions equal to












This is a sound yet unsurprising result; the key point, however,
is that these three grammars define the same language and have
the same quality. In the next section, we will show that, in
spite of this premise, the outcomes of applying the (1+ 1)-EA
of Algorithm 1 to each of the three grammars are different.
F. Bounds for the (1 + 1)-EA on Ga, Gb, and Gc
Here, we derive the upper (for Ga and Gc) and lower (for
Ga and Gb) bounds for the expected fitness of the EA of
Algorithm 1, that is, the expected quality of the grammar after
a given number of iterations of the EA.
We restrict the analysis to the case in which only shortcut
mutations of height 1 are applied in the EA: as discussed before,
this corresponds to adding multiple copies of a single produc-
tion rule in the grammar. This restriction makes the derivation
of the bounds easier and the result more comprehensible. In
Section IV, we experimentally extend the study to the case of
heights larger than 1. This case is of particular interest because
applying the shortcut mutation with a height greater than 1 in
the context of the (1 + 1)-EA corresponds essentially to the
search for useful building blocks. The goal of finding useful
building blocks has been pursued by different researchers in
the past, on varying EAs and with different approaches (e.g.,
in [49, 50] for grammar-based genetic programming).
1) Grammar Ga: We start by considering the grammar Ga.
Let us consider the expected fitness obtained by the (1 + 1)-
EA after O(n log n) iterations. We recall that O(n log n) is
the expected number of iterations needed to flip all bits in
the ONEMAX problem with (1 + 1)-EA employing the bit
flip mutation. Similarly, the expected number of iterations
after which at least one rule of the forms Ai → 1Ai+1 or
An → 1 has been added for each non-terminal A1, . . . ,An of
Ga is O(n log n). Notice that production rules of the forms
Ai → 0Ai+1 or An → 0 can never be accepted by the EA
because the resulting grammar will have a lower quality, as
strings with 0 in the ith bit, for any value of i, would have
an increased probability of being generated. Because each
production rule of the form Ai → 1Ai+1 or An → 1 has been
duplicated, in expectation, at least once, we can assume that
each 1 in the string has an expected probability of at least
2
3 of being generated (and, thus, that each 0 has an expected
probability of at most 13 of being generated). This means that






























































In general, for every ` ∈ N+, we can compute a bound on
the expected value of the fitness after O(`n log n) iterations
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which, when ` increases, converges (in the limit) to n. We can
then state the following theorem:
Theorem 1. For each ` ∈ N+, starting from the grammar
Ga defining the language Ln, the grammar generated by the
(1 + 1)-EA employing the shortcut mutation of height 1 will
have an expected quality after O(`n log n) iterations greater
than or equal to `−1` n.
Notice that we are not taking into account the fact that
mutations up to a given iteration result in a grammar with
greater quality and hence with greater probability of generating
strings with more ones than zeros: this increases the chance of
selecting the corresponding production rules containing ones
with the shortcut mutation. In turn, this means that the lower
bound posed by Theorem 1 is particularly conservative.
To establish an upper bound for the quality of the grammar,
we consider the expected quality after `n iterations. In fact,
n is the number of iterations required, in the best case, to
duplicate at least once each rule of the form Ai → 1Ai+1
and An → 1; similarly to the case of the lower bound, `n
iterations are required to add ` copies of each of those rules—
that is, the same outcome of the worst case is here obtained
in `n steps instead of O(`n log n) iterations. In this case, by
convexity of the binomial function, the best situation is when
mutations are uniformly distributed among all the rules of the
form Ai → 1Ai+1 and An → 1. Therefore, we obtain the
following result:
Theorem 2. For each ` ∈ N+, starting from the grammar
Ga defining the language Ln, the grammar generated by the
(1 + 1)-EA employing the shortcut mutation of height 1 will
have an expected quality after `n iterations lower than or
equal to `−1` n.
This theorem shows that performing random mutations is, in
this particular case, slower by a logarithmic factor with respect
to the best case.
2) Grammar Gb: We now consider the second grammar,
Gb. By observing Figure 1b and Figure 2b, it can be noted
that selecting a random node inside the derivation tree that is
not labeled with Bm+1 will never result in a shortcut mutation
that changes the probability function. In fact, for each Bi, with
i 6= m+1, there is only one production rule, and its duplication
does not increase or decrease the probability of any string to
be generated.
Because the shape of the derivation tree will always be the
same, we know that for strings of length n = 2m the probability





This means that, in expectation, at least half of the times
a mutation actually influencing the fitness of the grammar
can happen. However, the only kind of mutation that can be
accepted by the (1 + 1)-EA and that actually influences the
quality of the grammar, is the insertion of another copy of the
production rule Bm+1 → 1. The average number of iterations
to obtain this mutation (and, thus, a new grammar) is constant.
In fact, at least one-half of the times a node labeled Bm+1 is
selected (which happens with a probability greater than 12 ), a
positive mutation event will occur with the insertion of another
copy of the rule Bm+1 → 1. The first of such mutations will
increase the fitness of the grammar from 12n to
2
3n because
the rule inserted can now be selected for the generation of the
symbols in all positions of the strings (compare that with the
grammar Ga, where each mutation was able to influence only
one position). Because this argument can be iterated multiple
times, we can state the following theorem:
Theorem 3. For each ` ∈ N+, starting from the grammar
Gb defining the language Ln, the grammar generated by the
(1 + 1)-EA employing the shortcut mutation of height 1 will
have an expected quality after O(`) iterations greater than or
equal to `−1` n.
The situation with Gb is actually one of the best possible ones
for the ONEMAX problem, because the degree of specialization
is not linked with the size of the search space—a single
mutation increases the probability of putting a 1 in each one
of the n positions of the string.
3) Grammar Gc: Contrarily to Gb, the grammar Gc repre-
sents a worst case—that is, a grammar for which the (1+1)-EA
is instead extremely slow in increasing the quality. As visible
in Figure 1c, the Gc size is exponential with respect to n and is
defined with a single non-terminal C (which is also the axiom)
and by the following 2n rules (all sharing the same LHS). It
follows that any derivation tree generated with Gc will have
one root node labeled with C with one child being a string in
{0,1}n. This actually forces all mutations to happen at the
root with a duplication of a rule C → s, which is accepted
if and only if the fitness |s|1 of s is greater than the current
quality qf (G) of the grammar.
In this case, the maximum increase in fitness attainable
in one iteration is given by always selecting the production
rule C→ 1n to be duplicated. Even if this happens at every
mutation (recall, however, that this has a probability of 12n to
happen the first time), the resulting fitness after ` iterations







This means that to reach a fitness of 23n, an exponential number
of successful mutation events must happen. We can then state
the following result:
Theorem 4. For each ` ∈ N+, starting from the grammar
Gc defining the language Ln, the grammar generated by the
(1 + 1)-EA employing the shortcut mutation of height 1 will
require at least an exponential number of iterations to move
from quality ``+1n to
`+1
`+2n.
In summary, we showed how the three grammars Ga, Gb, and
Gc are differently susceptible to specialization in the ONEMAX
problem when modified with the (1 + 1)-EA employing the
shortcut mutation of height 1. In particular, Gb represents the
best case, obtaining an expected quality of `−1` n after O(`)
iterations; Ga represents an intermediate case, obtaining the
same expected quality of `−1` n in at least `n and at most
O(`n log n) iterations; finally, Gc represents the worst case,
obtaining the quality `−1` n not before O(`2
n−1) iterations.
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G. Extension to the case of infinite binary strings
In this section, we show how the same kind of analysis done
until now on a finite language can be extended to a simple
infinite language.
To this end, we start by defining a new problem, ONEMAX∞,
which has the same fitness function f(s) = |s|1 of ONEMAX,
but whose search space is the infinite language L∞ of
binary strings of unbounded length. Differently than ONEMAX,
ONEMAX∞ has no global optimum.
We define the grammar G∞ for L∞ as:
E→ 0E | 1E | λ
where λ represents the empty string. It can be seen that G∞
resembles Ga; moreover, the shape of the derivation trees
generated with G∞ is similar to the shape of those generated
with Ga.






. The probability of generating a specific string of





















We can now derive a bound for the expected quality of the
grammar generated by applying the (1+1)-EA of Algorithm 1
to G∞. We start by observing that in the derivation tree of any
string of length n, there are n+ 1 nodes labeled with E, one
of which has a single child labeled with λ. On average, hence,
n
2 nodes in the derivation tree will have 1 as the leftmost
child and n2 will have 0 as the leftmost child. Because a
successful mutation occurs when a node with the one as a
child is chosen by the shortcut mutation, the probability of a



























The first successful mutation produces a grammar G in which
the average fitness for a string of length n is 23n and, in general,
after h successful mutations, the average fitness among the
strings of length n will be h+1h+2n. The average quality of the


























k = x(x− 1)−2 for |x| < 1, which















This shows that the quality of the grammar increases almost
linearly with the number of successful mutations (i.e., the
order is h+2 multiplied by a factor that goes to one). Because




4 , a successful mutation happens, on average, after
a constant number of iterations. We can, therefore, state the
following theorem:
Theorem 5. Starting from the grammar G∞ defining the
language L∞, the grammar generated by the (1 + 1)-EA
employing the shortcut mutation of height 1 has its expected
fitness bounded above by O(t) after t iterations.
IV. EXPERIMENTAL ANALYSIS
In this section, we present the experimental analysis we
conducted to validate the findings of the theoretical analysis
of Section III and to further extend them. More precisely, we
aimed to answer the following research questions:
1) Is the ranking concerning the proneness to specialization
in ONEMAX among Ga, Gb, Gc the same in theory and
in experiments?
2) Is that ranking qualitatively confirmed when other gram-
mars (obtained by “mixing” Ga, Gb, Gc) are considered
for the same problem?
3) What happens when one uses an unbounded shortcut
mutation, instead of a mutation with height 1, with the
same grammars and problem?
4) What happens in the case of different problems?
For this purpose, we considered the same scenario of
Section III-F—that is, the application of the (1 + 1)-EA of
Algorithm 1 employing the shortcut mutation for specializing
a grammar in a problem. We performed several experiments by
considering various shortcut mutations (height 1 or unbound),
problems, and grammars.
An important difference from the theoretical study is that the
quality qf (G) of a grammar G for a problem defined by f is
not computed analytically; instead, here, we use an empirical
estimate obtained by generating 1000 strings from a uniform
distribution, and computing the average fitness of these strings.
Notice that in the experiments there are, in some cases, fewer
than 1000 possible strings generated by the grammar. Still, we
need to estimate the probability distribution with which the
strings are generated: the accuracy of the estimate increases
with the number of samples. Using an estimate of the quality
instead of the actual value might result in accepting some
mutations that should be rejected or rejecting mutations that
actually have a positive effect on the quality.
A. Problems
We here call problem a pair composed of a language L
and a fitness function f : L→ R. We experimented with six
problems obtained by considering two languages and three
fitness functions.
Concerning the languages, we considered the language of
the binary strings of length n, i.e., L = {0,1}n, and language
of the ternary strings of length n, i.e., L = {0,1,2}n. In the
previous sections, we defined three grammars for the binary
case; the corresponding grammars for the ternary case can be
easily obtained. In the following, we will use Ga, Gb, and Gc
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A1 → 0A2 | 1A2
A2 → 0A3 | 1A3
. . .
Ak → 0B1 | 1B1
B1 → B2B2
. . .
Bm+1 → 0 | 1
(a) Gka,b grammars.
A1 → 0A2 | 1A2
A2 → 0A3 | 1A3
. . .
Ak →0C | 1C
C→ 0 . . .0 | 0 . . .1 |
. . . | 1 . . .1︸ ︷︷ ︸
∈{0,1}n−k
(b) Gka,c grammars.
Fig. 3: Intermediate grammars Gka,b and G
k
a,c for the binary
strings of length n.
for both the binary and the ternary version when no confusion
is possible.
Concerning the fitness functions, we considered the following
three cases:
• ONEMAX. In both the binary and the ternary case, the
fitness of a string is computed as the number of ones it
contains. This problem has a single global optima in 1n.





where |s|α for α ∈ T denotes the number of α in string
s. This function has |T | global optima, corresponding to
all of the strings of form αn for α ∈ T .
• POSITIONAL. Similarly to ONEMAX, the fitness of string
s is computed as the Hamming distance between s and a
target string, except that in this case the target string
instead of being 1n, can be different. We employed
01010101 for the binary case and 01201201 for the
ternary case.
Note that the case we analyzed theoretically is the one
corresponding to the binary ONEMAX.
B. Intermediate grammars
In addition to grammars Ga, Gb, and Gc, we consider two
classes of intermediate grammars; every intermediate grammar
still defines the language Ln of the binary strings of length n
defined by grammars Ga, Gb, Gc. In the first class, a grammar
Gka,b is designed to be a mix of the grammars Ga and Gb:
when generating a string, 0 ≤ k ≤ n symbols in the string will
be generated with a portion of the grammar similar to Ga, and
n− k symbols with a portion similar to Gb. Similarly, in the
second class, a grammar Gka,c is designed to be a mix of the
grammars Ga and Gc: when generating a string, 0 ≤ k ≤ n
symbols in the string will be generated with a portion of the
grammar similar to Ga, and n − k symbols with a portion
similar to Gc. Extreme cases with respect to parameter k
correspond to the base grammars—that is, G0a,b = Gb, G
n
a,b =
Ga, G0a,c = Gc, and G
n
a,c = Ga.
Figure 3 shows the two classes of grammars for the binary
case. For the ternary case, we do not show the full grammars for
brevity: a few modifications are, however, needed with respect
to the binary case. In the part related to Ga, the following
production rules are added:
Ak → 2Ak+1 for 1 ≤ k < n
An → 2
In the part related to Gb, only the production rule Bm → 2
is added. In the part related to Gc, all of the production rules
C→ s, for all s ∈ {0,1,2}n with |s|2 > 0—that is, all words
not already in {0, 1}n are added.
C. Discussion of the results
We performed 100 runs of the (1 + 1)-EA of Algorithm 1
with l = 100 iterations for each mutation, language, fitness, and
starting grammar (i.e., 100 runs for each of the 2×2×3×15 =
180 combinations). Figure 4 presents the results for the binary
grammars, and Figure 5 presents the results for the ternary
grammars in terms of the average grammar quality across the
100 runs during the evolution.
As a first observation, we can notice that the behavior for
the binary and ternary case is very similar, particularly with
respect to the ranking of the various grammars. This behavior
seems to indicate that small variations in the alphabet size do
not influence the general behaviors of the grammars.
We now discuss the results for the three fitness functions
and two mutations.
1) ONEMAX: As it is possible to observe from the plot,
using height 1 shortcut mutation produces a ranking among
the three “main” grammars Ga, Gb, and Gc that respects the
theoretical predictions: an increase in the quality of Gb is
more pronounced compared with the one in Ga, whereas Gc
remains almost stationary at the initial value, with no significant
improvements. The intermediate grammars Gka,b also have a
ranking given by the value of k, with grammars that are more
“similar” to Gb specializing faster than the ones more “similar”
to Ga. A similar ranking was also obtained for grammars Gka,c.
When moving to the unbounded shortcut mutation, we
observe that the ranking among the various grammars has not
changed, but there is a significant difference in the behavior.
First of all, there is a wide gap between Gc and all Gka,c
grammars, which shows that increasing the possible height of
the mutation has a beneficial effect even for grammars that are
minimally different from Gc. The other important observation
is that the increase in quality seems to slow down earlier for
both Ga, and Gb (and the intermediate grammars between
them). A possible explanation for this type of behavior is the
following. Consider, for example, the grammar Ga and the































































Ga Gb Gc Gka,b G
k
a,c
Fig. 4: Fitness of the (1 + 1)-EA, i.e., quality qf (G) of the
grammar, during the evolution, averaged across the 100 runs
in the binary case for different initial grammars (line of plot),
fitness functions (row of plots), and shortcut mutations (column
of plots).
If a connected subset τ of the tree is selected such that the
corresponding rule is A1 → 101A4, then the mutation will be
accepted, as the average number of ones in a string increases
when that rule is used. However, the rule also increases the
probability of having a zero in the second position of the
generated string. In fact, with probability 13 at the first step
of the generation of a string the rule A1 → 101A4 is selected
(and with probability 23 the generation proceeds without the
newly added derivation rule). This means that the probability








3 , which is an increase with respect to the original
value 12 . Although the quality will continue to increase for a
while, the compound effect of mutations such as this one can
probably slow down the specialization process.
2) DIFFERENTIAL: The results for the differential fitness
function are quite similar to the ones observed for the ONEMAX
function, even if the problem has multiple global optima. The























































Ga Gb Gc Gka,b G
k
a,c
Fig. 5: Fitness of the (1 + 1)-EA, i.e., quality qf (G) of the
grammar, during the evolution, averaged across the 100 runs
in the ternary case for different initial grammars (line of plot),
fitness functions (row of plots), and shortcut mutations (column
of plots).
intermediate grammars of the form Gka,c in the ternary case for
the mutation of height 1. A possible explanation for this kind of
behavior is that, at least at the beginning of the search process,
there are multiple ways in which to increase the average fitness
of the grammar by producing slight imbalances among the
number of 0s, 1s, and 2s. Only when one of the symbols in the
alphabet has reached “critical mass” all successive mutations
are toward a specific optimum.
3) POSITIONAL: The results for this particular problem
show a very large difference between the mutation of height 1
and the unbounded case. In the case of height 1 mutation there
is no improvement in the average fitness of the grammar for Gb.
This can be explained in the following way: the grammar Gb
has a single non-terminal used to directly generate all terminals
in all positions: Bm is either rewritten in 0, if the production
rule Gm → 0 is applied, or in 1, if the production rule Gm → 1
is applied instead. If rule Gm → 0 has been selected to be
duplicated, then the probability of generating a 0 in all positions
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of the string increases. However, because the target contains
the same number of 0s and 1s, there is no increase in fitness. A
similar reasoning holds for the duplication of the rule Gm → 1.
In this sense, grammar Gb not only remains stable in its quality
in the measured 100 iterations but also it cannot specialize
at all in this problem. This is actually worse than grammar
Gc, which can still specialize, even if the specialization is
exponentially slow.
The same behavior does not appear in the unbounded height
case. This can be explained by the existence of a mutation that
can increase the quality, as in the following case. Let τ be the






If it is selected for mutation, τ would generate the production
rule B3 → 0101, and because it represents “half” of the
optimum, when inserted into Gb it will increase the quality of
the grammar. In some sense, the mutation of height larger than
1 can “break the symmetry” of the production rules Gm → 0
and Gm → 1, which made it impossible for the mutation of
height 1 to increase the quality. Interestingly, this beneficial
instance of shortcut mutation actually corresponds to finding a
useful building block for the POSITIONAL problem.
V. CONCLUDING REMARKS
With reference to a context of evolutionary optimization,
we considered the possibility of specializing a grammar in a
problem. We defined a way to quantify the quality of a grammar
with respect to a problem in a way that is meaningful for an
EA, and proposed a shortcut mutation operator for modifying
a grammar without altering the corresponding language. We
showed how the proposed mutation operator can be employed
by a (1 + 1)-EA to specialize a grammar in a problem, i.e., to
increase the average fitness of the candidate solutions to the
problem generated by the grammar.
We analyzed theoretically the particular case in which the
problem is ONEMAX and the shortcut mutation results in
varying the probabilities of selecting the production rules. In
this context, we considered three grammars that define the
same finite language of the binary strings of length n (i.e.,
the one of the ONEMAX problem), and we showed that these
grammars behave differently when evolved with the (1+1)-EA.
In particular, we found that the expected number of iterations
for reaching the quality ``+1n (for ` ≥ 1) can be: constant with
respect to n and linear with respect to ` (Theorem 3), bounded
between polynomials in both n and ` (Theorems 1 and 2), or
exponential with respect to n (Theorem 4). We also showed
that a similar analysis can be extended to infinite languages.
Then, we experimentally validated the theoretical findings
(from a qualitative perspective) and extended them in several
ways, by considering more grammars, more problems, and an
unbounded version of the shortcut mutation that may result
in finding building blocks. We considered problems where
solutions are either binary or ternary strings and in which
the fitness may depend on the position of the symbols. The
experimental results confirmed the theoretical findings and
showed that the degree to which a grammar can be specialized
depends on the problem and is related to solution structures
favored by the fitness function and more or less expressible
by the grammar upon specialization. We speculate that similar
results might be obtained, using the same theoretical framework,
by evolving the grammar with a different EA than the (1 + 1)-
EA here considered: we leave this to future work.
We believe that our results can foster further research about
grammar specialization and design, of both theoretical and
practical nature.
Concerning the former, it would be interesting to devise a
more comprehensive definition of the quality of a grammar: our
definition corresponds, in some sense, to the expected quality
of the initial population that uses that grammar to generate
the candidate solutions; one could instead attempt to capture
the overall expected dynamics of an EA (e.g., a (1 + 1)-EA)
operating with the grammar, rather than considering only the
initial population. Moreover, a finer theoretical characterization
of which problem features (e.g., multi-modality, deceptiveness)
impact the possibility of specializing a grammar would be
beneficial: the experiments described in this study already
suggest that problem features are relevant. From a broader
point of view, being able to characterize and measure the
complexity of the fitness landscape induced by a grammar
might be useful for driving the optimization of the grammar
itself.
On the practical side, it would be interesting to investigate
whether the geometrical formulation of semantic mutation and
crossover (as defined in [51]) could be extended to handle
entire grammars, possibly building on the recently defined
extension of semantic operators for GE [52].
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