We study the maximum smoothed likelihood estimator (MSLE) for interval censoring, case 2, in the so-called separated case. Characterizations in terms of convex duality conditions are given and strong consistency is proved. Moreover, we show that, under smoothness conditions on the underlying distributions and using the usual bandwidth choice in density estimation, the local convergence rate is n −2/5 and the limit distribution is normal, in contrast with the rate n −1/3 of the ordinary maximum likelihood estimator.
1. Introduction. In [10] the maximum smoothed likelihood estimator (MSLE) and smoothed maximum likelihood estimator (SMLE) were studied for the current status model, the simplest interval censoring model. It is called the interval censoring, case 1, model in [7] and [12] . It was shown in [10] that, under certain regularity conditions, the MSLE and the SMLE, evaluated at a fixed interior point, converge at rate n −2/5 to the real underlying distribution function, if one takes a bandwidth of order n −1/5 . This convergence rate is faster than the convergence rate of the non-smoothed maximum likelihood estimator, which is n −1/3 in this situation, as shown in [7] and [12] . Moreover, the limit distribution is normal, in contrast with the limit distribution of the non-smoothed maximum likelihood estimator.
The interval censoring model, where there is an interval in which the relevant (unobservable) event takes place, is more common, in particular in medical statistics. It is called the interval censoring, case 2, model in [7] and [12] . A preliminary discussion of the SMLE in this situation can be found in [11] , where it was shown that the development of the theory of the SMLE for this model crucially depends on a further analysis of the integral equations, studied in [2] , [3] and [4] . In the present paper we study the MSLE and prove a consistency and asymptotic normality result for this estimator. We also discuss algorithms for computing the MSLE, which is a rather complicated issue.
We recall the interval censoring, case 2, model. Let X 1 , . . . , X n be a sample of unobservable random variables from an unknown distribution function F 0 on [0, ∞). Suppose that one can observe n pairs (T i , U i ), independent of X i , where U i > T i . Moreover,
provide the only information one has on the position of the random variables X i with respect to the observation times T i and U i . In this set-up one wants to estimate the unknown distribution function F 0 , generating the "unobservables" X i , on an interval [0, M ].
Interestingly, from a computational point of view, the MLE for the distribution function of the hidden variable in the case that one has more observation times T i , U i , V i , . . . "per hidden variable", can always be reduced to the case of interval censoring, case 2. This follows from the fact that at most two of the observation times of the set {T i , U i , V i , . . . } are relevant for the location of the hidden variable. If we know that the hidden variable is located between two observation times, while the other observation times for this hidden variable are either more to the right or more to the left, then these other observation times do not give extra information and can be discarded in computing the MLE. Likewise, if we know that the hidden variable lies to the right of all these observation times, all observation times smaller than the largest one do not give extra information, with a similar situation if we know that the hidden observation time lies to the left of the smallest observation time for this variable. So in the last two cases only one observation time gives relevant information and the other ones can be discarded. This motivates concentrating on the interval censoring, case 2, model, as an extension of the current status model.
The MSLE (Maximum Smoothed Likelihood Estimator) is defined in the following way. Let g be the joint density of the observation pairs (T i , U i ), with first marginal g 1 and second marginal g 2 . Moreover, let the densities h 01 , h 02 and h 0 be defined by (1.1) h 01 (t) = F 0 (t)g 1 (t), h 02 (u) = {1 − F 0 (u)}g 2 (u), h 0 (t, u) = {F 0 (u) − F 0 (t)}g(t, u).
We defineh nj , j = 1, 2, andh n as the estimates of the densities h 0j , j = 1, 2, and the 2-dimensional density h 0 , respectively, where
and
for a symmetric continuously differentiable kernel K with compact support, like the triweight kernel At boundary points we use a boundary correction by replacing the kernel K by a linear combination of K(u) and uK(u). For example, if t ∈ [0, b n ), we definẽ
where the coefficients α(u) and β(u) are defined by It may happen thath n1 (t) < 0; in that case we puth n1 (t) = 0.
If t ∈ (M − b n , M ], we similarly define:
where the functions α and β are again defined by (1.5) and (1.6). The estimatesh n2 andh n are similarly defined if one or more (in the case ofh n ) arguments have distance less than b n to the boundary; forh n we apply this to the factors of the product of the kernels separately, in the same way as for the one-dimensional estimatesh nj . We finally divideh n1 (t),h n2 (t) andh n (t, u) by
n (x, y) dx dy, (that is: by a discrete approximation to this quantity) to give a total mass approximately equal to 1 to the observation density. The MSLEF n is now defined as the distribution function, maximizing the criterion function (F ) = h n1 (t) log F (t) dt + h n2 (u){1 − F (t)} du + h n (t, u) log{F (u) − F (t)} dt du, (1. 7) as a function of the distribution function F . But in practice we discretize, and maximize:
h n (t i , t j ) log{F (t j ) − F (t i )} d i d j , (1.8) over all distribution functions F , where 0 = t 0 < t 1 , · · · < t m = M are the points of a grid, and
Note that (F ) is a smoothed log likelihood for F , and therefore the maximizing (sub-)distribution function F is called the maximum smoothed likelihood estimator (MSLE). Also note that the maximization of (1.7) is the same as the minimization of the Kullback-Leibler distance
whereg ni andg n are kernel estimates of the densities g i and g, computed in the same way as the estimates h ni andh n (but without the indicators ∆ ij ). Defining the SMLE (smoothed maximum likelihood estimator) is somewhat easier. If we have computed the ordinary MLEF n , we simply define the SMLE F SM L n (x) by
where K is of type (1.4) again. A picture of the MLE, the MSLE and the SMLE for a sample of size n = 1000 from an exponential distribution function is shown in Figure 1 . A picture of the bivariate observation density g, with ε = 0.1, is shown in figure 3 . The MSLE (solid), SMLE (dashed-dotted) and MLE (dotted) on [0, 1] for a sample of size n = 1000 from the exponential distribution function F 0 (x) = 1 − exp{− x} (dashed); the bivariate observation density is g(x, y) = 6(y − x − ε) 2 /{(2 − x − ε)(2 − ε)} 2 , x + ε < y on the triangle with vertices (0, ε), (0, 2) and (2 − ε, 2), where ε = 0.1. The bandwidth for the computation of the MSLE was b n = n −1/5 ≈ 0.25119.
1.1. The SMLE and MSLE for the current status model. Before embarking on the theory for this model, it might be instructive to recapitulate the rather different ways in which the asymptotic distributions of the SMLE and the MSLE are derived for the simpler current status model. In this case the data are given by:
where
and X i and T i are independent. LetF (SM L) n be the SMLE for the current status model, defined by (1.9), but now using the MLÊ F n in the current status model. It is shown in [10] that, under suitable smoothness conditions, we can write, if
, u ∈ (0, 1).
and φ CS t,b,F is given by:
Moreover, g is the density of the (one-dimensional) observation distribution. The solution φ CS t,bn,F 0
gives as an approximation for n var(F n (t)):
Taking the bias into account, we get, if b n n −1/5 , for the SMLE the central limit theorem
see Theorem 4.2, p. 365, [10] . On the other hand, for the MSLE in the current status model it is first shown that the MSLE corresponds to the slope of greatest convex minorant of the continuous cusum diagram
where G n is the empirical distribution function of the T i and P n the empirical distribution function of the pairs (T i , ∆ i ), analogously to the way the MLE corresponds to the slope of greatest convex minorant of the cusum diagram [0,t] dG n (u), [0,t] δ dP n (u, δ) , t ≥ 0.
A picture of the cusum diagram for the MLE and the SMLE for the same sample is shown in Figure  2 .
Next it is shown that the MSLE is at interior points asymptotically equivalent to the ratio of kernel estimators
This leads to the following central limit theorem for the MSLE, if
as n → ∞, where σ n is defined as in (1.12) . Note that that (1.12) and (1.15) only differ in the bias term b 2 n f 0 (t)g (t)/g(t). [8] , [2] and [3] .
In the separated case (specified by Condition 1.1 below), the integral equation
where we take either F =F n or F = F 0 , and where
Moreover, let the function θ IC t,b,F be defined by
where u < v. Then, as in [3] , we have the representation
Using the theory in [3] again, we get that φ IC t,b,F 0
Taking b n n −1/5 and defining
we get:
where d F 0 is defined by (1.17) . This means, as we shall show below, that the limit variance for the SMLE is again (as in the current status model) equal to the limit variance of the MSLE. This leads to Conjecture 11.15 in [9] :
under the conditions given in [9] . This also means that the asymptotic bias is of the same form as for the SMLE in the current status model, which is much simpler than the bias of the MSLE.
Throughout this paper, we will assume that the following conditions are satisfied, which were also assumed in [2] and [3] : Condition 1.1. (S1) g 1 and g 2 are continuous, with
(S2) P{V − U < ε} = 0 for some ε with 0 < ε ≤ 1/2 M , so g does not have mass close to the diagonal; this is called the separated case. (S3) (u, v) → g(u, v) is continuous on {(x, y) : 0 ≤ x < y < M } and is zero outside this set.
Moreover
(S5) The partial derivatives ∂ 1 g(t, u) and ∂ 2 g(t, u) exist, except for at most a countable number of points, where left and right derivatives exist. The derivatives are bounded, uniformly over t and u. (S6) If both G 1 and G 2 put zero mass on some set A, then F has zero mass on A as well, so F H 1 + H 2 . This means that F does not have mass on sets in which no observations can occur.
Note that (S1) implies that d F , defined by (1.17), is bounded. Conditions (S2) and (S4) are needed to avoid singularity in the integral equation: if F (x) − F (t) becomes very small, we have g(t, x) = 0. A picture of an observation density, satisfying the above conditions, is shown in Figure  3 ; g is defined by: on the triangle with vertices (0, ε), (0, 2) and (2 − ε, 2), where ε = 0.1. We use the following conditions for the kernel estimators.
Condition 1.2. (Conditions on the kernel estimators)
We assume thath nj andh n are kernel estimators of h 0j and h 0 , respectively, defined by (1.2) and (1.3), respectively, for a symmetric continuously differentiable kernel K of type (1.4), with compact support. Moreover, for points near the boundary, boundary kernels are used, with coefficients α(t) and β(t), defined by (1.5) and (1.6), respectively, where the functions α, β, and its derivatives α and β are bounded on [0, 1]. we assume:
An example of a kernel estimate, satisfying the conditions of Condition 1.2, is given by kernel estimates which use the triweight kernel, defined by (1.4). For this kernel, the weight functions α and β, used in constructing the boundary kernel, are decreasing on [0, 1], and the derivatives are bounded on [0, 1]. Using Condition 1.1, we give a characterization in terms of necessary and sufficient (duality) conditions for the MSLE in section 2. In that section we also prove consistency of the MSLE, using techniques, similar to the method, used in [12] , Part II, section 4.
In section 3 we discuss algorithms for computing the MSLE: the EM algorithm and an iterative convex minorant algorithm. The iterative convex minorant algorithm is an adapted version of the algorithm, introduced in [7] and (again in) [12] . It turns out that the latter algorithm performs best in our experiments. The EM algorithm is very slow and therefore not suitable for larger sample sizes or simulation purposes.
In section 4 we will prove asymptotic normality of the MSLE at a fixed interior point of the domain of definition (Theorem 4.1). In this paper we concentrate on the "separated case", where U i − T i ≥ ε for some ε > 0, as in [2] and [3] . This case seems to be the most important case, and also to be the usual situation in medical statistics. The non-separated case is rather different and has its own specific difficulties. The behavior of the MLE and SMLE in this situation is discussed in [4] , [8] and [11] , but the theory is still rather incomplete, even for the MLE. There is a conjecture for its asymptotic distribution, put forward in [7] and [12] , but this conjecture has not been proved up till now, although a simulation study, supporting the conjecture is given in [11] . The theory for the MSLE in this situation has still not been developed.
2. Characterization of the MSLE and consistency. Let, for an estimateh n of h 0 , satisfying
for some ε > 0, the nabla function ∇ F be defined by:
Then, similarly to the ordinary MLE, the MSLE can be characterized by the so-called Fenchel duality conditions. Lemma 2.1. Leth n satisfy (2.1), for some ε > 0. Then the distribution functionF n maximizes (1.7) if and only ifF n is continuous on [0, M ] and satisfies the conditions
we have:
The proof of this lemma is given in the appendix Note that if ∇ F (t) = 0 for all t ∈ (0, M ), where ∇ F is defined by (2.2), the conditions of Lemma 2.1 are satisfied for F , and hence F would be the MSLE if it also would be a distribution function. But unfortunately, the function F satisfying ∇ F (t) = 0 for all t ∈ (0, M ) need not be monotone. We will call a functionF n , satisfying ∇F n (t) = 0, t ∈ (0, M ), a plug-in estimator or naive estimator (as in [10] ). This plug-in estimator will be further studied in section 4 in the proof of the local asymptotic normality of the MSLE, where it will be shown that the MSLE is indeed locally asymptotically equivalent to this plug-in estimator.
Corollary 2.1. Leth n satisfy (2.1), for some ε > 0. Then the distribution functionF n maximizes (1.7) if and only ifF n is continuous on [0, M ),F n (M ) > 0, and ifF n satisfies the conditions
is a point of increase ofF n , i.e., satisfies condition (2.5) of Lemma 2.1, then
Proof. SupposeF n maximizes (F ). Defining
we find:
So ifF n maximizes (F ), (2.8) follows from (2.10) and (2.4) of Lemma 2.1.
This implies:
and condition (2.9) now also follows.
Conversely, if the conditions of the corollary hold, we get:
implying condition (2.4) of Lemma 2.1. The other conditions of Lemma 2.1 follow similarly. 2
We now simplify the conditions somewhat, in view of the iterative convex minorant algorithm, to be discussed in section 3. Multiplying ∇ F by F (1 − F ) yields the function
Corollary 2.2. Leth n satisfy (2.1), for some ε > 0 and let the function ∇ F be defined by (2.11) . Then the distribution functionF n maximizes (1.7) if and only ifF n (M ) > 0, andF n is continuous on [0, M ) and satisfies the conditions
Proof. We have, for t ∈ (0, M ),
Hence condition (2.12) is equivalent to condition (2.7) of Corollary 2.1. Relation (2.14) follows similarly, and (2.13) is the same as (2.8).
2
The preceding results imply the consistency of the MSLE. The proof, which is given in the appendix, is somewhat analogous to the proof of the consistency of the MLE in [12] .
Theorem 2.1. (Consistency of the MSLE) Let Condition 1.1 be satisfied on [0, M ] for the distribution function F 0 and the observation density g. Moreover, leth nj andh n be kernel estimators of h 0j and h 0 , respectively, of the type defined in Condition 1.2. Finally, letF n be the MSLE of F 0 . Then, with probability one,
The proof of this theorem is given in the appendix.
3. Algorithms. We explained in section 1 that the MSLE can be computed for current status data via a continuous cusum diagram. In the present case we do not have a similar algorithm, which computes the MSLE in one step. The EM algorithm is based on the following "self-consistency equations"
wheref n (t) =F n (t). This yields the iteration steps
One can indeed use a discretized version of (3.1) to compute the MSLE, but the EM algorithm is (as is usual for this type of problem with many parameters) very slow. Simply enhancing the EM algorithm by a Newton step is also not helpful because of the many constraints the solution has to satisfy, leading to very small "feasible steps". For this reason a Newton-improved EM algorithm does not improve very much on the EM algorithm itself. In our experience the fastest algorithm is a combination of the EM algorithm with a version of the iterative convex minorant (ICM) algorithm, introduced in [7] and [12] . We use a sequence of cusum diagrams
for which we compute the greatest convex minorants at each kth step. We alternate this with an EM-step (the combination is sometimes called the "hybrid algorithm"). The cumulative weight function
for suitably (but somewhat arbitrarily) chosen weights w (k) n , and the cusum function V (k) n is of the form:
where, for a distribution function F , ∇ F is the function, defined by (2.11), evaluated at
The idea is that the iterations force the Fenchel duality conditions (2.12) and (2.13) to be satisfied at the end of the iterations. The following weight function, chosen by taking the diagonal elements of the Hessian matrix, corresponding to the function ∇ F , gave good convergence results in our simulation study of the MSLE:
To prevent divergence of the algorithm, Armijo's line search method, as implemented in [13] , was used for determining the step size at each iteration. The integrals were computed by a discrete approximation, using Riemann sums.
Note that, in the case of current status data, the function ∇ F is just given by:
from which we can computeF n in one step.
4. Asymptotic distribution.
4.1.
Main result and road map. We will prove the following theorem.
Theorem 4.1. Let condition 1.1 be satisfied. Moreover, let F 0 be twice differentiable, with a bounded continuous derivative f 0 on the interior of [0, M ], which is bounded away from zero on [0, M ], with a finite positive right limit at 0 and a positive left limit at M . Also, let f 0 have a bounded continuous derivative on (0, M ) and let g 1 and g 2 be twice differentiable on the interior of their supports S 1 and S 2 , respectively. Furthermore, let the joint density g of the pair of observation times (T i , U i ) have a bounded (total) second derivative on {(x, y) : 0 < x < y < M }. Suppose that X i is independent of (T i , U i ), and let d F 0 be defined by
.
where N 0, σ(v) 2 is a normal distribution with first moment zero and variance σ(v) 2 , and where, defining
the variance σ(v) 2 is given by:
the bias β(v) is given by:
Remark 4.1. The asymptotic bias of the MSLE is of a very complicated form, certainly compared to the asymptotic bias of the SMLE, which is just:
see (1.20) . It would be nice if some simplification could be found. Note however, that also in the current status model the asymptotic bias of the MSLE is more complicated than the asymptotic bias of the SMLE, since the derivatives of the estimates of the observation density come into play.
We now first give a "road map" of the proof of Theorem 4.1. Our starting point is given by the duality conditions (2.12) and (2.13). It is clear that if we would have equality in (2.12) instead of inequality, we would get the following relation by differentiating w.r.t. t:
Conversely, if F solves (4.4) for each t ∈ (0, M ) and F is a distribution function such that F (t) ∈ (0, 1), for each t ∈ (0, M ), F also satisfies (2.12) and (2.13) and is therefore the MSLE.
The solution of equation (4.4) takes the role of the plugin estimator (1.14) in the current status model. In the proof of the central limit theorem for the MSLE for the current status model, it was shown that the solution (in F ) of (4.4) is a distribution function on a subinterval (a, b) of [0, M ] for large n with high probability, where we can take a > 0 arbitrarily close to 0 and b < M arbitrarily close to M . In the present case we prove the stronger fact that the solution of (4.4) is a (sub-)distribution function on [0, M ] itself. This implies that the MSLEF n coincides with the solution of (4.4) on the interval (0, M ) for large n with high probability.
To show that the solution (in F ) of (4.4) is with high probability a (sub-)distribution function on [0, M ] for large n, we first show that the solution is close to the solution of the linear integral equation
where d F 0 is defined by (1.17), with F = F 0 .
We next show that the "toy estimator", solving the equation
where the off-diagonal terms
on the left-hand side of (4.5) are omitted, also solves (4.5) to the right order, apart from a deterministic shift term. This last step is somewhat similar to a part of the proof of the asymptotic distribution of the MLE for interval censoring under the separation condition in [8] . However, in the latter case a corresponding "off-diagonal" term (4.7) plays no role asymptotically, since for the MLE the contribution to the bias is of lower order. In this way we have reduced the proof to the asymptotic equivalence of the MSLE with the solution of (4.6) on [0, M ].
A comparison of the MSLE and the toy estimator, solving (4.6), is shown in part (a) of Figure  4 for bandwidth b n = n −1/5 . One can see that for this bandwidth isotonization is still needed (the MSLE has derivative zero on a piece in the middle of the interval). Note that the toy estimator is not monotone, but has a very small distance to the MSLE. If we take b n = 2n −1/5 , as in part (b) of Figure 4 , which seems a better choice in this case, isotonization is not needed, except at the very last end of the interval (where the MSLE has derivative zero). Note that, as n → ∞, the bandwidth will become smaller than ε/2, where ε is the separation distance in (1.21), but that this is still not the case in Figures 4! Replacingh nj by h 0j in (4.4), j = 1, 2, andh n by h 0 , we obtain the equation
which, using the definition of h 0j and h 0 , turns into
This equation is clearly solved by F 0 itself. This motivates us to consider the equation
du . The functions h belong to a closed subset of the Banach space C(S), where S is given by:
for a fixed ε 0 > 0. We further define
We now define the space E by
and put the following norm on E:
where the norms on the right-hand side denote the supremum norm, which we also denote by · . Note that E is a Banach space for the norm (4.10).
We will also need another norm on C[S], defined by
Note that this is indeed a norm on C[S], since h S = 0 implies h = 0 and since the triangle inequality and homogeneity property for scalars are obviously satisfied.
The proof of Theorem 4.1 now proceeds via a sequence of Lemmas. The proofs of these lemmas are given in the appendix. The first lemma tells us that we can apply the implicit function theorem in Banach spaces to ensure that, locally, using the norms just introduced, there is a unique solution F to the equation φ(t; h 1 , h 2 , h, F ) = 0. 
where φ is defined by (4.8) , and where h j has a bounded continuous derivative on the interior of S j , having finite limits approaching the boundary of S j , for j = 1, 2. Similarly, we suppose that h is differentiable on the interior of its support S and has finite limits approaching the boundary of S.
where U δ is defined by (6.8), the solution F has a continuous and bounded derivative for sufficiently small η and δ.
The following lemma will be used to show that, with probability tending to one,F n belongs to the allowed class, for all large n, and is a consistent estimate of F 0 . Lemma 4.3. Let, under the conditions of Lemma 4.1, F (n) ∈ B(F 0 , η) be the solution of
where φ is defined by (4.8) , and where
] are non-negative functions which have bounded continuous derivatives on the supports S, S 1 and S 2 , respectively, with finite limits approaching the boundary, respectively. Furthermore, let
where, as before, · denotes the supremum norm on C[S j ]. Finally, let
where · S is defined by (4.11). Then F (n) → F 0 in the supremum metric, as n → ∞, and F (n) is strictly increasing on [0, M ] and satisfies F (n) (t) ∈ [0, 1], t ∈ [0, M ], for all large n.
We still need to show that the estimatesh nj of h 0j andh n of h 0 have the properties of h j and h, as defined in Lemma 4.3. 
Moreover,
We now get the following result.
Lemma 4.5. Let the conditions of Theorem 4.1 be satisfied and let, for small η > 0, F =F n ∈ B(F 0 , η) be the solution of the equation
where φ is defined by (4.8). Moreover, let · denote the supremum norm. Then: (i) With probability tending to one,F n is strictly increasing on [0, M ], and satisfiesF n (t) ∈ [0, 1], t ∈ [0, M ], for all large n. Hence, with probability tending to one,F n coincides with the MSLE for large n and
whereF n is the solution in F of the linear integral equation (4.5).
We did now in principle solve our problem, since we have shown thatF n is locally asymptotically equivalent to the solutionF n of a linear integral equation. SinceF n coincides with the MSLE for large n, the MSLE is also locally asymptotically equivalent withF n . However, to get an explicit expression for the bias and variance of the MSLE, we now study a still simpler "toy estimator", which turns out also to be locally asymptotically equivalent to the MSLE. Lemma 4.6. Let the toy estimator F = F toy n be defined as the solution of the equation
Then, under the conditions of Theorem 4.1,
where b n n −1/5 and β 1 (v), σ 1 (v) and σ(v) are defined as in Theorem 4.1.
Remark 4.2. In Lemma 4.6 a toy estimator is introduced, which plays a similar role as the toy estimator in the study of the ordinary MLE for interval censoring, introduced in [7] and [12] (the term "toy estimator" was coined by Jon Wellner). It is called a toy estimator because we cannot use it in an actual sample, since F 0 is unknown (and is in fact the object we want to estimate). Actually, the solutionF n of the linear integral equation (4.5) in part (iii) of Lemma 4.5 is also a toy estimator in this sense (but does not produce explicit expressions for the expectation and variance of the asymptotic distribution).
Lemma 4.7 shows that the solution of the linear integral equation (4.5) is equivalent in first order to the toy estimator of Lemma 4.6, apart from a deterministic bias term. 
n σ 1 (u) and β 1 (u) and σ 1 (u) are defined as in Theorem 4.1.
Theorem 4.1 now follows from Lemma 4.7 and the asymptotic equivalence ofF n with the MSLE.
Concluding remarks and open problems.
In the preceding it was shown that, under the so-called separation hypothesis, the MSLE locally converges to the underlying distribution function at rate n −2/5 , if we use bandwidths b n n −1/5 in the estimatesh nj andh n . The asymptotic (normal) distribution was also determined. The results can be used to construct a two-sample likelihood ratio test, of the same type as the test, discussed in [5] for the current status model, but this is not done in the present paper. It is also possible to use the results to construct pointwise bootstrap confidence intervals, as is done in [6] and [9] for the current status model. In that case it might be advisable to use undersmoothing, and work with bandwidths of order n −α , where 1/3 < α < 1/5, as is done in [6] and [9] . In this way one gets rid of the bias and it is expected that the SMLE and MSLE will then be very similar, since their asymptotic variances are the same, which implies that their asymptotic (normal) limits will also be the same.
If the separation hypothesis does not hold, which means that we can have arbitrarily small observation intervals, the asymptotic behavior of the MSLE is still unknown. In this situation the local asymptotic limit distribution for the ordinary MLE is also still unknown, although it is conjectured that the rate n −1/3 , holding under the separation hypothesis, is improved to the rate (n log n) −1/3 in this case. There even exists a conjectured limit distribution in this case, put forward in [7] (see also [9] and [12] ). Supporting evidence for this conjecture is given in a simulation study in [11] , but a proof is still missing. The latter paper also gives simulation results for the SMLE, and the asymptotic variance of the SMLE is the same as that of the MSLE, but the asymptotic bias is different, just as in the current status model. The bias of the SMLE is considerably simpler than the bias of the MSLE. The asymptotic behavior of the SMLE again has to be deduced from an associated integral equation; this is further discussed in [9] and [11] .
It is possible to extend the theory to the situation that there are more than two observation times than just T i and U i or to the so-called mixed case (see, e.g., [14] ), where there are a random number of observation times per unobservable event X i . However, since this leads to further complications in defining the integral equations, we did not do this in the present paper.
Appendix.
Proof of Lemma 2.1. First suppose that the conditions (2.3) and (2.4) are satisfied. Then we cannot haveF n (t) = 0 for t in an interval whereh n1 (t) > 0 or t u=0h n (u, t) > 0, since otherwise (F n ) = −∞. Similarly, we cannot haveF n (t) = 1 for t in an interval whereh n2 (t) > 0 or M u=th n (t, u) > 0.
Since the criterion function F → (F ) is concave in F , we get:
where we use the facts that the integrals defining (F ) are all non-positive. Note that this is similar to the relation (1.11) in [12] .
By (2.4),
and hence:
So we also get, for sub-distribution functions of the type
Since we can approximate any sub-distribution function F on [0, M ) by sub-distribution functions of this type, this implies (F ) ≤ (F n ), for all sub-distribution functions F . Conversely, suppose thatF n maximizes (F ). Then we must have, if t ∈ (0, M ), F = 1 [t,∞) , and δ ∈ (0, 1),
(using the concavity of for the existence of the limit), and hence (2.3) has to be satisfied forF n . Moreover, defining F δ by
since the limit has to be nonpositive, if we let δ tend to zero, either from above or from below. We have:
so (2.4) must hold. SupposeF n has a jump at t ∈ (0, M ) and suppose ∇F n (t−) > 0. Define
for small δ > 0, a contradiction. Hence we must have: ∇F
and then again:
for small δ > 0, a contradiction, so we must have: ∇F n (t) ≥ 0, implying we must have
On the other hand, we have by the continuity ofh nj , j = 1, 2, andh n :
contradicting (6.2). The conclusion is that we must have:F n (t−) =F n (t), for t ∈ (0, M ).
Finally, suppose (2.5) is satisfied for a point t ∈ (0, M ) and suppose ∇F n (t) > 0. Then, by the continuity ofF n , there also exists a neighborhood of t such that ∇F n (u) > 0 for u in this neighborhood. We now define a perturbation F δ ofF n by:
Then we have for sufficiently small δ > 0:
If (2.5) is satisfied for a point t ∈ (0, M ) and ∇F n (t) < 0, we define the perturbation F δ ofF n by:
and get a contradiction in the same way. So, if (2.5) is satisfied for a point t ∈ (0, M ), we must have: ∇F
This proves the left-hand side of (2.6). Furthermore:
for points t satisfying (2.5), since otherwise the right-hand side of (6.3) would be strictly negative.
Proof of Theorem 2.1. By the assumption on the kernel estimates and the observation density g, we may assume thath n satisfies (2.1), for some ε > 0, and all large n. Let the function ψ be defined by
Then we must have, if h j =h nj , j = 1, 2, and h =h n ,
This implies (see also (4.20) in [12] ):
Fix a small δ ∈ [0, M/2] and let the intervals A δ and B δ be defined by
Then, arguing as in [12] , Part II, Chapter 4, we find that there exists an M > 0 such that for all n,
We also cannot have thatF n (u kn ) −F n (t kn ) → 0, for a sequence of points (t kn , u kn ) ∈ C δ . For suppose, if necessary by taking a subsequence, that t kn → t 0 and u kn → u 0 . The u 0 − t 0 ≥ ε + δ. By the vague convergence ofF n to F , there are continuity points t 1 and u 1 such that t 0 < t 1 < u 1 < u 0 ,
for large n, we must have: 
for any K > 0, contradicting (6.5). So we may also assume that
for all n. As in [12] , Part II, Chapter 4, we have by the Helly compactness theorem that the exists a set of probability one, such that for each ω in this set the sequence (F n (·; ω)) has a subsequenceF n k (·; ω) which converges vaguely to a subdistribution function F = F (·; ω). By the vague convergence of F n k (·; ω) to F we now get:
By monotone convergence we now also have:
Suppose F (t) = F 0 (t) for some t ∈ [0, M/2]. Then there exist a u ∈ (t, M ) such that h 0 (t, u) > 0 and
(see also (4.27) in [12] ). By the continuity of F 0 and the monotonicity and right continuity of F there exist therefore also h > 0 such that
in contradiction with (6.6). So we must have
So, for each ω outside a set of probability zero, the sequence (F n (·; ω)) has a subsequence which converges weakly to F 0 . This implies thatF n (t) converges almost surely to F 0 (t) for each t ∈ [0, M ). The uniformity of the convergence on subintervals follows from the continuity of F 0 .
Proof Of Lemma 4.1. We will use the line of argument of the proof of the implicit function theorem 10.2.1 in [1] . We define the functionφ by:
soφ maps E to C[0, M ]. The derivative ofφ w.r.t. F , is given by the function
where A ∈ C[0, M ]. Note that the right-hand side is well-defined for F ∈ B(F 0 , η) and small η > 0, since h(t, u) = 0 if u − t < ε, and since F 0 has a non-vanishing derivative on [0, M ], implying that F 0 (u) − F 0 (t) stays away from zero if u − t ≥ ε. We now define the open set U = U δ of functions (h 1 , h 2 , h) by
There exists a δ > 0 such that for ( 
We similarly get a contradiction if we assume that A(t) < 0 for some t ∈ [0, M ] (similar arguments were used for the integral equation, studied in [2] ). This shows that 0 , we find that
so we have a contraction, and this implies that the equation
has a unique solution F ∈ B(F 0 , η) which can be obtained by successive approximations, if we take the balls around h 0j and h 0 , to which h j and h belong, respectively, sufficiently small, using a result like 10.1.1 in [1] . This, in turn, implies that the equation
has a unique solution in F ∈ B(F 0 , η), for (h 1 , h 2 , h) ∈ U δ and small δ.
Proof of Lemma 4.2. If φ(·; h 1 , h 2 , h, F ) = 0 we have:
Note that the differentiability proerties of h, h 1 and h 2 and the fact that F solves the integral equation imply that we can differentiate F too. Differentiation w.r.t. t, and defining f = F , yields:
Temporarily replacing F by F 0 , and h j and h by h 0j and h 0 , respectively, we would obtain:
that is:
This means that the coefficient of f (t) in equation (6.9) stays away from zero if F belongs to a sufficiently small ball B(F 0 , η) around F 0 , and (h 1 , h 2 , h) ∈ U δ for small δ > 0. Denoting this coefficient by c(t, h 1 , h 2 , h, F ), we get the equation
du .
(6.10)
The statement of the lemma now follows.
Proof of Lemma 4.3. By Lemma 4.1 we have that F (n) tends to F 0 in the supremum norm on C[0, M ], since for any η we can choose a δ > 0 such that
j − h 0j < δ and h (n) − h 0 < δ. Using Lemma 4.2 we get that, under the conditions of the lemma, that F (n) is differentiable with a bounded derivative f (n) , see (6.10) . Specifically, (6.10) yields:
where c(t, h
2 , h (n) , F (n) ) stays away from zero, as n → ∞. The corresponding density f 0 of the underlying model similarly has the representation
where c 0 (t) is given by:
and (4.12), we now get:
Again using (4.12), we also get:
that is: f (n) converges to f 0 in the supremum norm. Since f 0 stays away from zero on [0, M ], this means that F (n) is strictly increasing on [0, M ] for all sufficiently large n. Furthermore, since φ(t, h
2 , h (n) , F (n) ) = 0, we get for large n, and t in a right neighborhood of 0,
since, by the convergence of F (n) to F 0 , we may assume 1 − F (n) (t) > 0 for t in a neighborhood of 0, and since h (n) j and h (n) are non-negative. Likewise, if F 0 (M ) = 1, we have, for t in a small left neighborhood of M ,
and hence, for t in a small left neighborhood of M ,
implying that, for all large n, 1 − F (n) (t) ≥ 0 for t in a neighborhood of M . This will a fortiori hold if F 0 (M ) < 1. This shows that, for all large n and all
Proof of Lemma 4.4. Since we use boundary kernels near the boundary of [0, M ],h nj (t) is a consistent estimate of h 0j (t) for each t ∈ S j . For if t ∈ [b n , M − b n ] ∩ S j we just have:
where the remainder term is uniform in t ∈ [b n , M − b n ] ∩ S j . Since b n ↓ 0, we have b n < ε for all large n, where ε is the "separation parameter" of Condition 1.1, and hence the boundary kernels are only relevant forh n1 in a neighborhood of 0 and forh n2 in a neighborhood of M . If t ∈ [0, b n ], we have:
we now get the uniform convergence in probability ofh n1 to h 01 on S 1 , and similarly we have uniform convergence in probability ofh n2 to h 02 on S 2 . Next we consider the derivative ofh n1 (t). If t ∈ [b n , M − b n ] ∩ S 1 we just have:
we only have to consider what happens near the boundary. In treating the boundary kernels, we denote for simplicity b n by b. If t ∈ [0, b], we have
This can also be written
We write this in the form
so:
Since we have: sup
we now also get that sup
The other cases can be treated in a similar way. 
where the norm · on the left-hand side and the first norm on the right-hand side denote the supremum norm on C[0, M ] and the norm in the o p -term denotes the norm
where the first two norms denote again the supremum norm and the third norm · S is defined by (4.11) .
By well-known results in density estimation, we have, if
The boundary kernels ensure that the rates are not spoiled by what happens at the boundary. So we have to determine the rate of convergence of h n − h 0 S . We get:
, and u:(u,t)∈S
uniformly in t. For the bias we get, if
The use of the boundary kernels ensures that the bias is also of order O(b 2 n ) is u < b n or t > M − b n . The conclusion is:
The derivative D 2 was computed in the proof of Lemma 4.1 (denoted by ∂ 4 there) and the derivative D 1 is given by:
where B 1 , B 2 and B are of the form
Hence, definingF n by (6.14)
we get that F =F n is the solution of the linear integral equation
, boils down to the equation
We have:
Furthermore,
Finally,
So we obtain the linear integral equation (4.5) by dividing both sides of (6.15) by {1 − F 0 (t)}g 1 (t) + F 0 (t)g 2 (t). HenceF n is the solution of the linear integral equation (4.5) , and by (6.12) and (6.13),
Note that we have: 
(iii). The functionF n satisfies the equationφ(h n1 ,h n2 ,h n ,F n ) = 0, whereφ is defined by (6.7). Hence:h
By (ii) we have F n − F 0 = O p (n −2/5 √ log n), and hence:
and similarly
Hence we get: Proof of Lemma 4.6. We have:
and hence
using the "separation condition" g(v, v) = 0. So we obtain:
and hence Finally, covar h n2 (v),
and similarly:
Combining these facts, we obtain that the variance of the right-hand side of (4.14) is given by:
Hence we get that the asymptotic variance at a fixed interior point v of the solution F of the equation (4.14) is given by:
where σ 1 is defined by (4.1).
We still have to compute the bias. We have:
where (6.16)h 1 (t) = K bn (t − u)F 0 (u) g 1 (u) du,h 2 (t) = K bn (t − u){1 − F 0 (u)} g 2 (u) du and (6.17)h(t, u) = K bn (t − v)K bn (u − w){F 0 (w) − F 0 (v)} g(v, w) dv dw.
This yields the result of the lemma, since we can use the central limit theorem for i.i.d. random variables on the right-hand side of (4.14), using h n1 (t){1 − F 0 (t)} −h n2 (t)F 0 (t) {1 − F 0 (t)}g 1 (t) + F 0 (t)g 2 (t) This yields the result of the lemma, since the bias of the toy estimator is given by
which implies, by the preceding, that
satisfies (4.5), apart from a term of order O p (n −1/2 ).
