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Abstract
In this paper we propose a new fast Fourier transform to recover a real nonnegative
signal x ∈ RN+ from its discrete Fourier transform x̂ = FNx ∈ CN . If the signal x
appears to have a short support, i.e., vanishes outside a support interval of length m <
N , then the algorithm has an arithmetical complexity of only O(m logm log(N/m))
and requires O(m log(N/m)) Fourier samples for this computation. In contrast to
other approaches there is no a priori knowledge needed about sparsity or support
bounds for the vector x. The algorithm automatically recognizes and exploits a
possible short support of the vector and falls back to a usual radix-2 FFT algorithm
if x has (almost) full support. The numerical stability of the proposed algorithm ist
shown by numerical examples.
Key words. discrete Fourier transform, sparse Fourier reconstruction, sublinear
sparse FFT
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1 Introduction
Algorithms for fast Fourier transform play a fundamental role in many areas in nu-
merical analysis, particularly in signal and image processing. It is well-known that
FFT algorithms for general vectors x ∈ CN require O(N logN) arithmetical opera-
tions and that this qualitative bound cannot be improved, see [11]. However, if the
discrete Fourier transform is applied to recover vectors with special properties, there
is the hope for even faster algorithms.
In recent years, there has been some effort to derive new so-called “sparse FFT”
algorithms that exploit the a priori knowledge that the vector to be recovered is
sparse or only has a small amount of significant frequencies. Often, further assump-
tions on the vector appear, as e.g. that the components to be recovered are from a
certain quantized range consisting of a finite set of real entries, see e.g. [5]. Most
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of the proposed algorithms are based on randomization [4, 5, 6, 12] and achieve e.g.
a complexity of O(k logN) [5] for k-sparse signals, or even O(k log k), see e.g. [12].
An obvious drawback of randomized approaches is that the algorithms do not al-
ways achieve the correct result (or an approximation of it) but only with a certain
probability. Another problem is that there exists no sublinear algorithm to check the
correctness of the result.
Completely deterministic sparse FFT algorithms for k-sparse signals have been
proposed e.g. in [1, 2, 8, 9, 10]. The underlying ideas are based on combinatorial
approaches employing FFTs of different prime length and the Chinese remainder
theorem. These algorithms usually have polynomial costs in logN and k and only
pay off for very large N and strong sparsity.
Sparse FFT algorithms based on Prony’s method, see [7, 13, 15], for k-sparse
signals are usually based on singular value decompositions of structured matrices of
size k with a complexity of O(k3) and are therefore only efficient for small k. This
complexity can be reduced in special cases using a splitting approach [15].
In a recent paper [14], the authors proposed a deterministic sparse FFT algorithm
for vectors with short support that is based on usual FFT and is numerically stable
with a complexity of O(m logN) operations, where here m denotes the support length
of the signal.
All algorithms mentioned above require a priori information as e.g. the exact
sparsity or the support length of the vector to be recovered, or at least a suitable
upper bound for it. They are just not applicable without this information or do not
always achieve the correct recovery result by using only a guess for this bound.
However, in practice, while certain structures of the vector (as short support
or sparsity) often appear, we do not always have the a priori knowledge on a good
upper bound. Therefore it is of high interest to develop deterministic FFT algorithms
that are able to automatically recognize certain structures of the vector during the
algorithm and to exploit it suitably to reduce complexity and run time.
In this paper, we firstly propose an algorithm that meets this requirement in the
way that no a priori knowledge about the support length of the vector to be recovered
is needed beforehand. We present a new deterministic algorithm to recover a real non-
negative vector x ∈ RN+ from its discrete Fourier transform x̂. If x has a support with
support length m being significantly smaller than N , then the algorithms automati-
cally recognizes this structure and provides the resulting vector with an arithmetical
complexity of O(m logm log Nm) requiring at most O(m log(N/m)) Fourier data. The
idea of the algorithm is based on divide-and-conquer techniques.
Direct applications for the reconstruction of sparse vectors from Fourier data, both
with known or unknown support, appear for instance solving phase retrieval problems,
where short support and positivity of the resulting vectors or images is a frequently
used precondition in iterated projection algorithms, see e.g. [3].
This paper is structured as follows: After fixing the notations, we introduce the
new fast algorithm in Section 2, together with detailed explanations of its structure
and complexity. In Section 3, we apply the algorithm to noisy Fourier data and present
some numerical results showing the numerical stability of the proposed algorithm in
practice.
2
1.1 Notations
Let x ∈ RN+ with N = 2J for some J > 0 be a real vector with nonnegative entries.
We denote the discrete Fourier transform x̂ of x by
x̂ = FNx,
where FN :=
(
ωjkN
)N−1
j,k=0
∈ CN×N is the Fourier matrix and ωN := e−2piiN .
The support length m = |supp x| of x ∈ RN+ is defined as the minimal positive
integer such that xk = 0 for k /∈ I := {(µ+ `)modN | ` = 0, . . . ,m− 1}. We call this
index set I the support interval of x. The first support index of x is denoted by µ. Note
that the first support index of x needs not to be the index of the first nonzero entry
in x. Considering for example the vector x := (1, 2, 0, 0, 0, 5, 3, 0) ∈ R8+, we obtain a
support length m = 5, the index set I = {5, 6, 7, 0, 1} and µ = 5. Note further that
the support interval I may contain indices corresponding to zero components of x, as
e.g. the index 7 in the small example above. Therefore the support length m is an
upper bound of the sparsity, the number of nonzero entries of x. But in any case, it
holds that xµ 6= 0 and x(µ+m−1)modN 6= 0.
The support length of a vector x is always uniquely defined. However, the support
interval and the first support index µ are not necessarily unique. Consider e.g. the
vector x ∈ RN+ with x0 = xN/2 = 1 and x` = 0 for ` ∈ {0, . . . , N − 1}\{0, N/2}.
For this vector it is possible to choose either µ = 0 or µ = N/2 whereas the support
length is N/2 + 1 in both cases.
The periodized vectors x(j) ∈ R2j+ of x are defined by
x(j) = (x
(j)
k )
2j−1
k=0 :=
2J−j−1∑
`=0
xk+2j`
2j−1
k=0
(1.1)
for j = 0, . . . , J . In particular, x(0) =
∑N−1
k=0 xk is the sum of all components of x,
x(1) =
(∑N/2−1
k=0 x2k,
∑N/2−1
k=0 x2k+1
)T
and x(J) = x.
The next lemma that has been proved already in [14], shows that components of
the discrete Fourier transforms x̂(j) need not to be computed but are already given
by components of x̂ = FNx.
Lemma 1.1 For the vectors x(j) ∈ R2j+ , j = 0, . . . , J , in (1.1), we have the discrete
Fourier transform
x̂(j) := F2jx
(j) = (x̂2J−jk)
2j−1
k=0 ,
where x̂ = (x̂k)
N−1
k=0 = FNx is the Fourier transform of x ∈ RN+ .
2 Sparse FFT algorithm for nonnegative vec-
tors
Let us assume that the Fourier transform x̂ = FNx of x ∈ RN is given and that x has
only nonnegative entries. We want to derive an algorithm that automatically recog-
nizes a possible shorter support of x and applies in this case a faster reconstruction
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algorithm while falling back to the usual FFT with O(N log2N) complexity if x has
full support or does not possess a support with a length being significantly smaller
than N .
The main idea to reconstruct x from x̂ is to employ the divide-and-conquer tech-
nique similarly as for usual radix-2 FFT. Starting with x(0) = x̂0 ∈ R+ we recover
x iteratively by reconstructing x(j+1) from x(j) for j = 0, . . . , J − 1. At each level,
we check the support length mj := |supp x(j)| of x(j) and distinguish two cases:
mj > 2
j−1 and mj ≤ 2j−1. In the first case, i.e., if the support length of x(j) is
greater than half of the vector length, we cannot benefit from a short support and
therefore compute x(j+1) using x(j) and employing an FFT algorithm of length 2j .
In the second case, if the support of x(j) is shorter than half of the vector length, we
apply a modified reconstruction algorithm that only requires O(mj logmj) floating
point operations.
In both cases, we aim at computing x(j+1) by a simplified inverse fast Fourier
transform that exploits the values of x(j) being known already from the previous
iteration step.
Splitting the vector x(j+1) into the two partial vectors x
(j+1)
0 = (x
(j+1)
k )
2j−1
k=0 and
x
(j+1)
1 = (x
(j+1)
k )
2j+1−1
k=2j
of length 2j , we recall that by definition
x(j) = x
(j+1)
0 + x
(j+1)
1 . (2.1)
Using Lemma 1.1 we observe the following relation for x̂(j+1),
x̂(j+1) = (x̂2J−j−1k)
2j+1−1
k=0 = F2j+1x
(j+1) = (ωk`2j+1)
2j+1−1
k,`=0
(
x
(j+1)
0
x
(j+1)
1
)
= (ωk`2j+1)
2j+1−1,2j−1
k,`=0 x
(j+1)
0 + (ω
k`
2j+1)
2j+1−1,2j+1−1
k=0,`=2j
(x(j) − x(j+1)0 )
= (ωk`2j+1)
2j+1−1,2j−1
k,`=0 x
(j+1)
0 + ((−1)kωk`2j+1)2
j+1−1,2j−1
k,`=0 (x
(j) − x(j+1)0 ).
While, by Lemma 1.1, the even-indexed Fourier components of x̂(j+1) only contain
information on x(j), the odd components give new information on the vector x(j+1).
Restricting the equation system to the odd components yields
(x̂
(j+1)
2k+1 )
2j−1
k=0 = (x̂2J−j−1(2k+1))
2j−1
k=0
= (ω
(2k+1)`
2j+1
)2
j−1
k,`=0x
(j+1)
0 − (ω(2k+1)`2j+1 )2
j−1
k,`=0(x
(j) − x(j+1)0 )
= (ω
(2k+1)`
2j+1
)2
j−1
k,`=0 (2x
(j+1)
0 − x(j)) (2.2)
= F2j · diag(ω`2j+1)2
j−1
`=0 (2x
(j+1)
0 − x(j)).
(1) First case: mj > 2
j−1
In this case we just exploit the observations in (2.2) and obtain
x
(j+1)
0 =
1
2
(
diag(ω−`
2j+1
)2
j−1
`=0 · F−12j · (x̂2J−j−1(2k+1))2
j−1
k=0 + x
(j)
)
.
Thus, x
(j+1)
0 can be computed via an inverse FFT of length 2
j . Further we require
2j complex multiplications, 2j additions and one dyadic shift by 2. Finally, x
(j+1)
1 =
x(j) − x(j+1)0 is obtained by O(2j) flops.
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(2) Second case: mj ≤ 2j−1
For mj ≤ 2j−1, we first compute Lj := dlog2mje ≤ j − 1. We denote the first support
index of x(j) by µ(j). Then the support of x(j) lies within an interval of length 2Lj ,
beginning at the index µ(j). Instead of x(j), x
(j+1)
0 , and x
(j+1)
1 of length 2
j as above,
we consider now the partial vectors of length 2Lj containing the relevant support
x˜(j) = (x
(j)
(µ(j)+r)mod 2j
)2
Lj−1
r=0 ,
x˜
(j+1)
0 = (x
(j+1)
(µ(j)+r)mod 2j
)2
Lj−1
r=0 , x˜
(j+1)
1 = (x
(j+1)
2j+(µ(j)+r)mod 2j
)2
Lj−1
r=0 .
Indeed, by (2.1) the vector x(j+1) that we want to reconstruct cannot have more
than 2Lj+1 positive entries, and these relevant entries are contained in the restricted
vectors x˜
(j+1)
0 and x˜
(j+1)
1 . Since the condition
x˜
(j+1)
0 + x˜
(j+1)
1 = x˜
(j)
is still satisfied, we only need 2Lj further linearly independent conditions to recover
x(j+1) completely. Employing the equation system (2.2) and using the shorter support
of the partial vectors, we find
(x̂2J−j−1(2k+1))
2j−1
k=0 = (ω
(2k+1)`
2j+1
)2
j−1
k,`=0 (2x
(j+1)
0 − x(j))
= (ω
(2k+1)((µ(j)+r)mod 2j)
2j+1
)2
j−1,2Lj−1
k,r=0 (2x˜
(j+1)
0 − x˜(j)).
Instead of considering these 2j equations for k = 0, . . . , 2j − 1, we employ now
only the 2Lj equations for k = 2j−Ljp, p = 0, . . . , 2Lj − 1, and obtain
(x̂
2J−j−1(2j+1−Lj p+1))
Lj−1
p=0 = (x̂2J−Lj p+2J−j−1)
Lj−1
p=0 (2.3)
= (ω
(2j+1−Lj p+1)((µ(j)+r)mod 2j)
2j+1
)2
Lj−1,2Lj−1
p,r=0 (2x˜
(j+1)
0 − x˜(j)),
where
(ω
(2j+1−Lj p+1)((µ(j)+r)mod 2j)
2j+1
)2
Lj−1,2Lj−1
p,r=0
= (ω
p(µ(j)+r)
2Lj
)2
Lj−1
p,r=0 diag(ω
(µ(j)+r)mod 2j
2j+1
)2
Lj−1
r=0
= diag(ωµ
(j)p
2Lj
)2
Lj−1
p=0 F2Lj diag(ω
(µ(j)+r)mod 2j
2j+1
)2
Lj−1
r=0 .
We finally conclude from (2.3)
x˜
(j+1)
0 =
1
2
diag(ω
−(µ(j)+r)mod 2j
2j+1
)2
Lj−1
r=0 F
−1
2Lj
diag(ω−µ
(j)p
2Lj
)2
Lj−1
p=0 (x̂2J−Lj p+2J−j−1))
Lj−1
p=0
+
1
2
x˜(j).
Thus, in this case the recovery of x˜
(j+1)
0 requires only O(Lj logLj) flops, while x˜(j+1)1
is obtained from x˜
(j+1)
1 = x˜
(j) − x˜(j+1)0 .
The new fast algorithm to compute the vector x ∈ RN+ with possible short support
from its Fourier transform x̂ is summarized in the following algorithm, where we
iteratively compute the periodized vectors x(j) ∈ R2j+ by applying either the method
of case 1 or case 2 at each iteration level. If there is some a priori information available
on a lower bound 2s−1 for the support length m of x, then we may start the iteration
by computing the periodized vector x(s) of length 2s, otherwise we just start with
s = 0 in the algorithm.
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Algorithm 2.1 (Sparse FFT for real nonnegative vectors)
Input: x̂ = (x̂k)
N−1
k=0 ∈ CN , N = 2J ;
s = 0 or s such that 2s−1 is a lower bound for m = |supp x|;
threshold parameter T .
1. Generate x̂(s) := (x̂2J−sk)
2s−1
k=0 by extracting suitable components from x̂.
2. Compute the periodized vector x(s) := F−12s x̂
(s) by inverse FFT of length 2s.
3. For j = s, . . . , J − 1 do
Compute mj := |supp x(j)| and find the first support index µ(j) of x(j).
• Case 1: If mj > 2j−1, then
Build y(j) := (x̂2J−j−1(2k+1))
2j−1
k=0 and compute
z(j) := diag(ω−`
2j+1
)2
j−1
`=0 · F−12j · y(j)
using an inverse FFT of length 2j.
Compute
x(j+1) :=
1
2
(
x(j) + z(j)
x(j) − z(j)
)
.
For k = 0, . . . , 2j+1 − 1, apply a threshold procedure
x
(j+1)
k :=
{
Rex
(j+1)
k if Rex
(j+1)
k ≥ T,
0 else.
end (if).
• Case 2: If mj ≤ 2j−1, then
Compute Lj := dlog2mje. Build the vectors
x˜(j) := (x
(j)
(µ(j)+r)mod 2j
)2
Lj−1
r=0 , y
(j) := (x̂
2J−Lj p+2J−j−1)
2Lj−1
p=0 .
Compute
z(j) := diag(ω−µ
(j)p
2Lj
)2
Lj−1
p=0 F
−1
2Lj
diag(ω
−(µ(j)+r)mod 2j
2j+1
)2
Lj−1
r=0 y
(j)
using an inverse FFT of length 2Lj .
Compute x˜
(j+1)
0 :=
1
2(x˜
(j) + z(j)) and x˜
(j+1)
1 :=
1
2(x˜
(j) − z(j)).
For k = 0, . . . , 2Lj − 1, apply a threshold procedure
(x˜
(j+1)
0 )k :=
{
Re (x˜
(j+1)
0 )k if Re (x˜
(j+1)
0 )k ≥ T,
0 else,
(x˜
(j+1)
1 )k :=
{
Re (x˜
(j+1)
1 )k if Re (x˜
(j+1)
1 )k ≥ T,
0 else.
Determine x
(j+1)
0 and x
(j+1)
1 by
(x
(j+1)
0 )(µ(j)+k)mod 2j :=
{
(x˜
(j+1)
0 )k k = 0, . . . , 2
Lj − 1,
0 k = 2Lj , . . . , 2j ,
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(x
(j+1)
1 )(µ(j)+k)mod 2j :=
{
(x˜
(j+1)
1 )k k = 0, . . . , 2
Lj − 1,
0 k = 2Lj , . . . , 2j .
Set x(j+1) :=
(
x
(j+1)
0
x
(j+1)
1
)
.
end (if)
end (for)
Output: x(J) = x.
The threshold parameter T in the algorithm ensures that we obtain a real nonneg-
ative vector as a result regardless of small numerical errors that may arise. In case of
noisy Fourier data, the threshold parameter needs to be chosen suitably to suppress
errors in the solution vector, see Section 3.
Remark 2.2 1. At every reconstruction step the algorithm automatically decides
whether the first or the second case applies. For this purpose, the support length of
x(j) has to be computed. This can be efficiently done by using the known support
indices of the preceding periodization x(j−1). By definition of the periodization, the
vector x(j) can only have positive entries at the support indices of x(j−1) and at these
indices shifted by 2j−1. Hence, only 2mj−1 entries have to be considered in order to
find the support length mj and the first support index µ
(j) of x(j) causing an effort of
O(mj) flops.
2. We want to emphasize the importance of the modulo operation in the diagonal
matrix diag(ω
−(µ(j)+r)mod 2j
2j+1
)2
Lj−1
r=0 in case 2 of the algorithm. While for µ
(j) ≤ 2j−2Lj
this matrix can be simplified to
diag(ω
−(µ(j)+r)mod 2j
2j+1
)2
Lj−1
r=0 = diag(ω
−(µ(j)+r)
2j+1
)2
Lj−1
r=0 = ω
−µ(j)
2j+1
diag(ω−r
2j+1
)2
Lj−1
r=0 ,
it follows for µ(j) > 2j − 2Lj that
diag(ω
−(µ(j)+r)mod 2j
2j+1
)2
Lj−1
r=0 = ω
−µ(j)
2j+1
(
I2j−µ(j)
−I
2Lj−2j+µ(j)
)
diag(ω−r
2j+1
)2
Lj−1
r=0 ,
where I2j−µ(j) and I2Lj−2j+µ(j) denote identity matrices of the given size.
Let us summarize the numerical effort of the complete algorithm. If we choose
s = 0, the complexity of the algorithm is at most O(m log2m log2 Nm). At each
iteration step, the support length mj of the periodized vectors x
(j) can only increase,
i.e., we have m0 ≤ m1 ≤ . . . ≤ mJ−1 ≤ mJ = m. Once the the final support length
has been achieved, say at the iteration step L, and 2L−1 < mL = m ≤ 2L, we will
always employ the second case in the further iteration steps j = L+ 1, . . . , J − 1 that
requires O(m log2m) flops at each step.
The first L reconstructing steps j = 1, . . . , L may require either the first or the
second case (depending on the distribution of nonzero values of x) and require all
together at most O(2LL) = O(m logm) flops, caused by the inverse FFT of size
2j , a multiplication with a diagonal matrix of size 2j × 2j and 2j+2 additions and
multiplications computing the periodization x(j+1) at each iteration step, similarly as
a usual FFT algorithm of length 2L.
Together, we have an effort of O((J−L)m log2m) = O(m log2m(log2N/m)) flops
to compute x.
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Remark 2.3 1. The sublinear complexity of the algorithm can only be achieved by
employing less than the given N Fourier samples in the vector x̂. Indeed at the j-th
iteration step, we employ either 2j new Fourier samples in the first case or only 2Lj
Fourier samples in the second case, collected in the vector y(j). Assuming as before
that 2L−1 ≤ m ≤ 2L, we apply at steps L+ 1, . . . , J − 1 the second case requiring only
(J − L − 1)2L Fourier samples while we need at most 2L+1 Fourier samples at the
first steps 1, . . . , L. Altogether, the number of applied Fourier samples is bounded by
O(m(log2N/m)).
2. The proposed algorithm is efficient for any vector x ∈ RN+ , whether or not it has
short support. The complexity does never exceed O(N logN) of usual FFT algorithms.
In case that the support of the vector is quite short compared to the full vector length,
we benefit from the algorithm concerning the computational complexity. We may even
benefit from the algorithm if the vector has (almost) full support length but is sparse,
such that the second case of the algorithms applies in intermediate steps. For example,
a vector x ∈ RN+ containing several equidistantly distributed short support pieces, these
support pieces may add up to one short support interval for smaller periodized vectors
x(j) such that we can take advantage of the algorithm.
Let us give an example: Choose x ∈ R1028+ with positive entries x0 = 1, x256 = 1,
x512 = 1 and x768 = 1. Then x
(7) has two positive entries, x0 = 2 and x256 = 2.
The periodizations x(6), . . . ,x(0) only have one positive entry, x0 = 4, such that case
2 applies with Lj = 0 for j=1, . . . , 6.
3 Numerical Results
We consider the numerical stability of the proposed algorithm. For that purpose, we
apply the algorithm to Fourier data being perturbed by uniform noise ε = (εk)
N−1
k=0 ,
i.e., we have given data
ŷk = x̂k + εk
with |εk| ≤ δ. The above algorithm also applies to noisy data where we have to choose
the threshold parameter T suitably.
In the noisy case, it is of particular importance to determine the support interval
correctly at each iteration step. As before, this is achieved by only considering the
relevant entries given by the support interval of the preceding periodization. Ad-
ditionally, the threshold parameter T has to be set in order to distinguish between
relevant components of x and noise.
Let us now give some numerical examples. We measure the noise level for the
Fourier data using the signal-to-noise-ratio
SNR = 20 · log10
‖x̂‖2
‖ε‖2 .
The mean error of the reconstruction is given by ‖x− x′‖2/N , where x′ denotes the
reconstruction of x by our algorithm.
Consider first a vector x of length N = 28 = 256, with nonzero entries x50 = 5,
x53 = 8, x54 = 1, x179 = 2, x180 = 7 and x181 = 4. We disturb the Fourier data x̂ by
uniform noise ε with SNR = 20 and reconstruct x from ŷ = x̂+ε using our algorithm.
In this example, we have ‖ε‖∞ = 2.149 and ‖ε‖1/N = 1.100. Choosing T = 0.9, the
8
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Figure 1:
(a) Original vector x of length N = 256; (b) Reconstruction of x using the sparse FFT Algorithm 2.1; (c)
Reconstruction of x using the inverse FFT.
algorithm performs seven reconstruction steps in order to recover x, where in the first
three steps, case 1 is used and in the last four steps, case 2 applies.
The reconstructed vector x′ has nonzero entries x50 = 5.005, x53 = 7.868, x54 =
1.111, x179 = 1.972, x180 = 6.980, and x181 = 3.964 yielding an error ‖x− x′‖2/N =
7.003 · 10−4. In particular, the support of x is correctly found. Compared to this, the
inverse Fourier transform provides an error ‖x− F−1256ŷ‖2/N = 0.0049.
Figure 1 illustrates the vector x as well as both reconstructions from ŷ, by our
algorithm and by an inverse FFT.
In a second example, we apply the algorithm to reconstruct randomly chosen real
vectors x ∈ RN+ for N = 215 with entries 0 ≤ xk ≤ 10 from their Fourier data and
analyze the reconstruction error. The vectors in our experiment have a support length
of m = 15. For each noise level between SNR = 10 and SNR = 50, we consider 100
randomly chosen vectors and apply the algorithm to the noisy Fourier data ŷ. The
reconstruction error ‖x−x′‖2/N for a reconstruction x′ by our algorithm is computed
as well as the error ‖x−F−1N ŷ‖2/N of an inverse FFT reconstruction. The parameter
T is chosen appropriately for each noise level. The results of the experiment are shown
in Figure 2.
The findings show that the proposed algorithm is numerically stable and returns a
good reconstruction with a small error compared to usual inverse FFT. Additionally,
it has a lower complexity: in our example with N = 215, our Algorithm 2.1 applies in
average 4.5 times case 1 and 10.5 times case 2.
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Figure 2:
Average reconstruction error ‖x− x′‖2/N for different levels of uniform noise, comparing our
deterministic sparse FFT algorithm and usual inverse FFT.
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