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This paper discusses an asymptotic formula for solutions of a second-order 
linear differential equation. The asymptotic formula will enable us to provide 
information about the distribution of eigenvalues for the case of nonexistence of 
continuous spectrum in a singular Stum-Liouville type boundary value 
problem. The result can be regarded as a partial generalization of those obtained 
by E. C. Titchmarsh and C. G. C. Pitts. 
1. INTRODUCTION 
We consider a second-order linear differential equation of the form 
r”+@-qq(x))y=O (0 < x < co), (1.1) 
where h is a real parameter and q(x) is a function such that 
(i) q(x) increases steadily to infinity as x ---f co; 
(ii) a(~) is three times differentiable; 
(iii) q”(x)/q’(x) = 0(1/z), q”(x)/q”(x) = 0(1/x) for sufficiently large r; 
(iv) q’(x) is nonincreasing as x -+ 00; 
(v) there exist constants b, k, A such that 
O<b<2, O<k<l, A>0 
for which the inequality 
A 
*‘@) > x{p(kq(x)))b (1.2) 
is satisfied for sufficiently large x, where x = p(A) is the inverse function of 
h = q(x). 
The purpose of the present paper is to prove the following theorems: 
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THEOREM 1. Assume that the function q(x) fuZjZZs the conditions (i)-(v). 
Then Eq. (1.1) admits a solution y(x, X), dejked for x > 0 and for large h, such 
that the asymptotic formulas 
y(x, A) = (A - q(x))-“” (&r<(x, x)p2 H$g(x, A)) (1 + O(P-‘)), (1.3) 
+ ${A - q(x))-5’4 q’(x) 
x {&d(x, Jqy @:;I@, A))) (1 + o(Xb’2-1)) (1.4) 
hold uniformly for x > 0 as h + co. Here H&J(.) denotes the first Hankel 
function of order 8, <(x, A) is given by the formula 
5(x, A) = lD;AJ (A - dW 4 (1.5) 
and the branch of 5(x, A) is to be chosen so that 
arg 5(x, A) = 1;: firx <P(h) 
for x > p(h). (1.6) 
THEOREM 2. Under the same assumptions as Theorem 1, for each jixed 
large A, the solution y(x, X) behaves as 
Y(% 4 = ix - dx)Y4 (hd(x, w2 J4%5(x, 4) (1 + oA(xbiz-l)> (1.7) 
dY(X, 4 = 
dx 
as x tends to injinity. 
THEOREM 3. Suppose the same conditions (i)-(v) to be satis$ed. Then, 
concerning the distribution of eigenvalues for the boundary value problem of (1.1) 
with boundary conditions 
~(0, A) cos 01 + ~'(0, A) sin 01 = 0, Y(X, A) EL2(0, a> (1.9) 
for a realparameter 01, it holds that 
1 D&J - * s o (A, - q(x)>‘/” dx = n + A(ol) + 0 (i) (1.10) 
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for large n. IIere h,& is the nth (n = 0, 1, 2,...) eigenvalue and 
3 
‘(“I = 1; - cot a,/(~ &iJ 
if sin 01 = 0, 
if sin cy f  0. 
(1.11) 
2. WORKS OF E. C. TITCHMARSH AND C. G. C. PITTS 
Before proving our theorems, we have to mention works of Titchmarsh [3] 
and Pitts [l], which were the starting point of this paper. 
Titchmarsh proved the following two theorems: 
THEOREM A. i’f q(x) satisfies (i), (ii), (iii), (iv), and 
(v.A) q’(x) > Bq(x)/x as x + co 
zcith a positive constant B, then there exists a solution y(x, h) which has asymp- 
toticformuZas (1.3), (1.4), (1.7), and (1 .8), where the remainder terms O(hbj2-e1), 
OA(xbi2-l) must be replaced by O(~M~/~), 0,[x-1{q(x)}-1!2], respectively. 
THEOREM B. Let q(x) be a function which satisfies (i), (ii), (iii), and 
(iv.B) q’(x) is nondecreasing as x 4 CO, 
(v.B) q’(x) = O(q(x)/x) as x+ co. 
Then the same conclusion as in Theorem 1 and Theorem 2 is true if we replace 
the remainder terms O(hbi2-l), 0,(x 1 b ‘2-1) by O(k1/2p(X)-1), 0,[xp1{q(x)}-1/2], 
respectively. 
On the other hand, Pitts has proved the following theorem which deduces 
both of Theorem A and Theorem B as corollary: 
THEOREM C. Assume that a function q(x) satisfies, besides conditions (i), (ii), 
the conditions 
WC) q”(x)/q’(x) = O(q’(x)lq(x)), fc4/dY4 = %z’W!?W as 
x+00, 
(iv.C) q’(x) = O(q(x)c) as x 4 co 
with a constant c such that 0 < c < $. Then Eq. (1.1) possesses a solution 
y(x, X) which admits asymptotic formulas (1.3), (1.4), (1.7), (1.8) with O(hc-3/2), 
O,[{q(x))e-3121 as remainder terms instead of O(hbj2-l), OA(xb/2-1), respectively. 
It is to be noticed that in the original theorem of Pitts, the asymptotic 
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formulas (1.7) and (1.8) d o not appear. But we can derive them easily as 
= O&(x)c--3/Z}. 
Let y(x, h) be a solution appearing in Theorem A or Theorem B or 
Theorem C. Then it is shown that h, satisfies asymptotic formula (1.10). 
Actually, this is already proved by Titchmarsh for a solution y(x, h) 
which appeared in Theorems A and B. 
Concerning a solution stated in Theorem C, as will be seen from the proof 
of Theorem 3, we have also an asymptotic formuIa similar to (I. IO), although 
Pitts does not mention anything about such a formula. 
3. FUNCTIONS q(x) 
We shall discuss the conditions which are imposed on q(x) in Theorems 1, 
A, B, and C, respectively. We denote by I(0, CL)), T,(O, co), TB(O, cc), and 
P(0, co) the sets of functions q(x) which satisfy the properties stated in 
Theorems 1, A, B, and C, respectively. 
We shall prove the following 
PROPOSITION 1. Ifq(x) satisfies th e conditions stated in Theorem A, then it 
satisJies also the conditions in Theorem 1. 
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Proof. I f  q(x) E T,(O, co), we have by properties (i) and (v.A) 
q’(x) > A?!$9 > 2 ‘, B 
X ’ A! 9 xpb{kq(x)) 
for large x, which implies that q(x) E I(0, a). It is easy to verify that 
log(x + 1) E I(0, 03) while log(x + 1) 4 T,(O, 00). Hence we have Proposi- 
tion 1. However, since we have 
0(~-3/2)/O(~bl2-l) r O(h--(b+W) ---f 0 as x-+co, 
o,[x-l{q(x)}-1/2]/O~(xb/2--1) = 0,[x-b12{q(x)>-1’2] - 0 as X-CO 
for a function q(x) in Theorem A, we see that our formulas (1.3), (1.4), (1.7), 
and (1.8) are in accuracy worse than those of Titchmarsh. 
The following proposition will show that Theorem C is a generalization 
of both of Theorem A and Theorem B. 
PROPOSITION 2. Let q(x) be a function satisfying the conditions stated in 
Theorem A or Theorem B. Then it satisfies also the conditions in Theorem C. 
Proof. I f  q(x) E T,(O, co), properties (iv) and (i) imply that 
q’(x) < i 
’ q’(t) dt = q(x) - q(0) < &q(r) 
0 
with a constant B, > 0, or, what is the same thing, 
(3.2) 
By virtue of property (iii) there is a positive constant B, and a sufficiently 
large number X such that 
d'Wlq'(4 G B,IX, (x > X). (3.3) 
By integrating both sides of (3.3) from X to x, we have 
be., 
log q'(x)/q'(X) < B, log 4X 
a'M7'(X) G wv~ 
which implies that 
(3.4) 
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with a constant B, > 0. By integrating (3.4) we have 
n(x) - 4(X) G B, x B3 ( B2+1 - XBZ+l), i.e., 
q(x) < B4xBz+‘, i.e., 
B5{*(x)}-1’(B2+1) 3 1 /x (x 3 Xlj (3.5) 
for positive constants B, and B, and a sufficiently large number X1 . From 
(3.2) and (3.5) it follows that 
q’(x) < Bl ; q(x) < BIBB{q(~)}-l’(BP+l) q(x) = B1Bs(q(x)}B2’(B2+1). 
Hence property (iv.C) is satisfied with c = B&B, + I) and property (iii.C) 
also follows from (iii) and (v.A), which shows that n(x) E P(0, ‘x)). Since 
ex E P(0, a~) but ez 4 T,(O, oo), T,(O, oo) is a proper subset of P(0, co). 
I f  Q(X) E T,(O, co), property (iv.B) is satisfied. So we have 
Consequently we can find positive constants B, and X, such that 
By combining this with property (iii), we have property (iii.C). Property 
(v.B) implies that 
a’(4 G %(x), for large x, 
with a positive constant B, . This shows that property (iv.C) is satisfied with 
c = 1. However e” .$ T,(O, 00) while e” E P(0, co), which proves the desired 
relation. 
In order to show that Theorem 1 does not cover Theorem C and vice 
versa, we shall prove: 
PROPOSITION 3. A function q(x) satisfying the conditions in Theorem 1 does 
not always satisfy the conditions in Theorem C and vice versa. 
Proof. Since log(x + 1) E I(0, 00) but log(x + 1) $ P(0, CD), and 
e” E P(0, 00) but ez $I(O, co), we have Proposition 3. 
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4. PROOF OF THEOREM I 
The scheme of proof for Theorem 1 is essentially due to that which was 
adopted by E. C. Titchmarsh [3, pp. 353-3611. 
We define 5 = <(x, A) by (1.5), and put 
7j = 7(x, A) = {A - q(‘q’“,Y 
Then after a direct computation we see that Eq. (1.1) is transformed into the 
equation 
(4.1) 
where 
f=fcXf ') 5d2(x) = __- 5 4”(x) -- 
3652 4P - q(x))” IV - d413 
The differential equation (4.1) is equivalent to an integral equation 
Here J1,3(*) denotes the Bessel function of the first kind of order 3. If  we put 
01(x, h) = e-ic(“‘“){&rgx, A)}1’2 H,‘:;{gx, A)}, 
Rx, A) = eec(z*A){&d(x, X)}1/2 J1,3(((~, A)), 
x(x, A) = e-ir(z*A)~(x, A), 
the integral equation (4.2a) multiplied by e-i5(rJ) is reduced to 
x(x, 4 = 4% 4 + i Jrn [4x, 4 Is(t, A) - e2i(C(t*n)-C(2,n))B(x, A  a(& A)] 5 
x f(t, A) {A - n(t)>“” x(t, 4 dt. (4.3a) 
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By differentiating (4.2a), we have 
x {W(t, X)ll” ff,‘:&(t, x,,) f(t, A) ~(6 A> {A - q(t))1’2 dt. 
(4.2b) 
If  we put 
Eq. (4.2b) multiplied by e-zc(zJ) is reduced to 
XI(% A> = {A - &W” /+, 4 + i jrn [al(x, A) B(t, A) z 
- e2i(rct*A)-~(z.A))fgl(~, A) a(t, A)lf(t, A) {A - q(t)>U2 x(t, A) dt\ 
(4.3b) 
As is shown in Titchmarsh [3, pp. 360-3611, the functions 01(x, h), p(x, h), 
011(x, X), and /?Jx, A) are bounded and we have Im{{(t, h) - {(x, h)} >, 0 for 
s < t < co. If  
f(t, 4 {A - q(W2 E-w, a), 
the integral equation (4.3a) will be solved by the method of successive 
approximation, and the equation (4.3b) 1 a so will be solved (Titchmarsh [3, 
p. 3541). 
We shall assume that we have had an asymptotic relation 
s cc j f(t, A) {A - q(t)}lP [ dt = 0(x+-1) (0 e b < 2) (4.4) 0 
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uniformly valid for all s >- 0 as X --+ m. Then we immediately have the 
following relations: 
Since 
x(x, A) = ct(x, A) (1 $ opy>, 
x1(x, A) = {A - q(x))l/2 a,(x, A) (1 + O(W--1)) 
y(x, 4 = (A - a(x)>-“” rl(% 4, (4Sa) 
““2 4 = {A - q(x)}-“” +$-$j $ f  {A - q(x)}-514 q’(x) rl(x, A), (4.5b) 
we get the formulas (1.3) and (1.4). 
The proof of the formula (4.4) will be given in the Appendix. 
5. PROOF OF THEOREM 2 
For any fixed h, as x -+ co we get 
2 .r p;A, [it -P@>> 9(~)<u<x q’(~)]l’~ dt Min (by the mean value theorem) . . 
3 F2(x) .r,:,,, {t - ~(43~‘~ dt OJY (iv)) 
= $q”l”(X) {x - p(h)}3/* > HAq”l”(x) x3/* 
x3~3 
a H1A x’l”p”‘“{~n(x)} (by (3) 
(by (9) 
(by the definition of p(h)) 
(5.1) 
with positive constants HA and HlA . Also we have 
= 0, [+,“$&dt/ 
= o,{x-‘q-:i*(x):. 
(by (iii)) 
(5.2) 
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Since, by (3.2) for a positive constant Ha , 
we have 
q’(x) p-3/2(x) < Hzx-1q-1/2(x), 
s m q’“(t) dt 2 {4(t) - h15’” (by (iv>> 
= O,(p’(x) q-3qx)) = O,{x-lp-1~2(x)]. 
From (5.1), (5.2), and (5.3), for any fixed A, we have 
(5.3) 
s ,c If(t> 4 V - dt>>“” I dt 
= o [jzm ‘“($,;;” dt] + ’ [jzm $;” ;3,2] + ’ [ jxm {$;“” &2] 
= O&b/2-1) + 0,(x-y’yx)} 
= OA(~b/2-1) as x-+ co. 
This completes the proof of our Theorem 2. 
6. PROOF OF THEOREM 3 
Following E. C. Titchmarsh [2, pp. 150-1571, we can prove Theorem 3. 
For large fixed h Theorem 2 implies that 
Y(X, 4 = o,(l), y’(x, A) = o,(l) as X+-CO 
Hence if h = A, , the Wronskian 
wJ(X> u A&(4 = Yc% u #n’(X) - Y’(% u A(4 
of y(x, A,) and &(x) tends to zero as x -+ co, that is, it must be identically 
zero, where &(x) is the eigenfunction of boundary value problem (1 .l)- 
(1.9). Hence we have 
Yk u = G,&(X), (6.1) 
where C, is a suitable complex constant. 
For a fixed x 3 0, if x <p(A), we put 
409/542-10 
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where 
2 = 2(x, A) = i”““’ {A - q(t)}112 dt. 
-5 
By using the following two formulas: 
2 
f&G) = =p e- c1’6)niu1/2(4 -t J-1,3(4>, (6.2) 
and 
~“%&~> + J-I&)) = ($,“’ 1~0s (2 - $-) + 0 (;)I (6.3) 
as z-+ 00 [2, p. 152 and p. 1451, we get 
y(x, A) = {A - q(x)}-“” {&r&x, A)jl” H,(:&, A)> (1 + O(Xb’2-1)} 
= {A - q(x)}-l14 I+- T<(x, X)/l” & e-(lNni ($r’2 
x !,,s(,-&) f0($)/{1 -kO(W”-1)) 
= 2e-‘2/3’“i{~ - q(x)}-‘/” 
Hence we have 
(1 + o(xb’“-‘)> 
as A-+ co. 
y(0, A,) = 2e-(2/3)ni{h, - q(O)}-114 
X 1~0s (Zn - fr) + 0 ($1 (1 + O(A”,l’-I)}, (6.4) 
where 
z, = z(0, A,) = lDtAn) (A, - q(t)>“/” fit. (6.5) 
If sin 01 = 0 we have ~(0, A,) = 0, i.e., 
Hence, if we put 
cos(z+) =o(+-). 
-?a - $r = m77 + 6, , 
where m is a positive integer, we have 
cos(Z, - $77) = cos(mn + $T + 8,) = (- I)“-+* sin 6,, 
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so that 6, = 0(1/Z,). Hence 
zn=(m+~)-+O(+). 
The fact that m is equal to n is already proved by Titchmarsh [2, pp. I53- 
1561. Hence 
N(X,)-n+l=~z~++-+o(~) 
1 z- /‘I^” {An - q(t)}‘/’ dt + + $- 0 ($) . 
= 0 
(6.6) 
I f  sin 01 # 0 the proof proceeds as follows: 
By the asymptotic expansion of J&z) and J-1,3(z), we find that 
$ [~*/2U1~3(~) + L3(~))1 = - ($)“’ ]sin (2 - +77) + 0 ($)I 
as z+ c;o. (6.7) 
Using formulas (6.2) and (6.7) we have 
d 
I(’ dy2 H,‘:‘,(5)/ sit 2 
= ein $ I(+ ne-‘iiz)‘:2 $ e-“mqJ1,3(.g + j-1,3(2)} 
e(l-l+1/6),i $ [zl’“{Jl,3(z) + J-l,3(z)}] 
27T 112 =- ( 1 3 e(2/6)ri [- (+)I’* /sin (z - f-) + 0 (+)I] 
=2e-(2!3)~‘]sinjz-~~) +O(b)i as X+cx. (6.8) 
From (1.4) and (6X), for x = 0, A = A, we obtain 
Y’(0, A,) = 2e-(2/3)ni{A, - q(0)}1/4 /sin (Zn - + T) + 0 (-&)I 
x (1 + O(gp)} + 0(/p). 69) 
From formulas (6.4), (6.9) and the boundary condition (1.9) we have 
{A, - q(o)>-“” ]cos (z” - $-) + 0 (&)I {I + o(p’)} 
X cot 01 + {A, - q(O)}l/* jsin (Z” - i ~1 + 0 (+-) 1 
x {I + O(p1)) + 0(/p”) = 0. 
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Since 
{A - q(0)}-1/2 cot 01 N k112 cot oi w sin(k1i2 cot cy), 
cos(XW2 cot m) b 1, as h-t co, 
it follows that 
sin(Z, - $7~ + h,1’2 cot LX) 
= cos(Z, - &7) sin(h,1’2 cot LX) -j- sin(Z, - $7~) COS(&~‘~ cot CX) 
=0(k) as h,+co. 
If  we put 
we have 
2, - 25~ + Ail” cot 01 = rnx + 6, , 
s,=o +- 
i 1 
as A,+ co. 
n 
As before we obtain m = n. Hence we have 
N(X,)=n+l ++l-+-+~~+o(+-) 
11 n 
1 
--.I 
l’(AJ 
= 0 
{A, - q(t)>“2 dt + f  + F + 0 ($) . 
This proves Theorem 3. 
7. A NUMERICAL EXAMPLE OF THE DISTRIBUTION OF EIGENVALUES 
I f  q(x) = axk (a > 0, k > 0), we have explicitly 
x = 2&sku”“r(q + l/k) n + 3 + o 1 skl(s+k’ 
n [ W/k) I 4 i )!I n (sin OT = 0) 
(7.1) 
from Eq. (l.lO), as Titchmarsh [2, p. 1441. 
However, in a general case, it is not so easy to obtain an explicit expression 
for h, such as (7.1), since Eq. (1 .lO) for An is not an algebraic equation. 
Hence, to find an approximated value of X, we tried to employ a numerical 
method. 
We denote by the symbol x, a numerical solution of Eq. (1.10) for X, , 
which is deleted order term 0(1,/n), obtained by the Newton method. Also 
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we use the symbol A, to express an approximated value of X, by the shooting 
scheme with the Runge-Kutta method, of Eq. (1.1) and boundary condition 
(1.9). 
We computed the values of J, and A, in the case of 
q(x) = log(x + 1) (sin cy = 0), 
using a FORTRAN program of TOSBAC-3400-51 (see table). 
I 2.1003 2.1060 - 0.0027 
2 2.4708 2.4740 -0.0013 
3 2.7381 2.7402 - 0.00077 
4 2.9478 2.9493 - 0.0005 1 
5 3.12057 3.1217 -0.00036 
6 3.26749 3.2684 - 0.00028 
7 3.39536 3.3961 - 0.00022 
8 3.50859 3.50925 -0.00019 
9 3.61019 3.61078 -0.00016 
10 3.70235 3.70287 -0.00014 
APPENDIX 
Five Subintervals 
In order to complete our proof of Theorem 1, it remains to prove that the 
relation (4.4) holds. To do this, instead of dividing [0, CO) into four sub- 
intervals as was done in Titchmarsh [3, p. 3581, we divide it into five sub- 
intervals as follows: 
Here kr and iz, are constants, satisfying Pi2 < k, < 1 and 1 < k, < 2, which 
will be both determined later. 
As can be easily seen from (i) and (iv), p(h) tends steadily to infinity 
and the derivative p’(h) is nondecreasing. Hence 
i:;~@) G ~(3 - ~(0) = S~\P’(P) dp G AP’($ 
4 3 T ’ “-1_,, s 
PC4 ___ 
kA tc log p(kh) 
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which implies inequalities 
p(Ah) -,< Wp(X) < k,p(h). 
It is to be noticed that for a positive constant a the relation 
q’(ax) e q’(x) as x - rx, (A-2) 
holds. Here fi(.x) w $Jx) means that the absolute value of the ratio fi(x)/fi(x) 
is between two positive constants for sufficiently large x. Indeed, by prop- 
erties (iii) and (iv), we have --~“(x)/q’(x) < C/. 1~ f  or a suitably chosen positive 
constant C. By integrating, we have for a > 1 
log 4’(x) s az q”(t) __ z= - q’(4 __ at < c faz tf! = c - log a, z 4’(t) ‘Z t 
which implies that q’(x) < C,q’(ax) with C, = &. On the other hand, 
property (iv) shows that q’(x) 2 $(a~) (a >, 1). Thus we have q’(x) = q’(ax) 
(LZ 3 1). For 0 < a < 1, if we observe that q’(x) = q’((l/a) . ax), it is concluded 
that Q’(X) N q’(m). This proves that the asymptotic equality (A.2) holds. 
We will show that each I, (n = 0, 1, 2, 3, 4) satisfies the order relation 
1n = O(hb/2-1). The estimating of In’s can be carried out in a similar way to 
that of Titchmarsh [3, pp. 358-3601 without any essential modifications. 
Estimation of I, and I, 
In I3 , writing 
-i[(x, A) = J z 4’(t) G?(t) - w2 dt 
P(A) 4’(t) 
and integrating by parts twice, we obtain 
2@(x) - /\}3/2 + 2 %2(t) - v2 4V) 
wb-4 3 [ 5d3(t) 
2 
-4 3 
9;A, + {q(t) - f+V a P”(t) & 
! I dt q’“(t) 
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where 
S= &l’(x) 
Wx) - G3’2 9(A) 
j’ {q(t) - X)j,zd bit!&/ &. 
dt 1 q’3(t) 
By an easy computation, we get 
(by (iii)) 
= 0 
[ 
Q(X) - dPGv 
PC3 4’@> I (by the definition of p(h)) 
=o[ 
I 
(by the mean value theorem) 
I (by (iv)) 
(by (A.1)). 
Similarly we get 
S= 
29’(x) z 
%7(x) - 43’2 s p(n) 
{q(t) _ h)5/” d”@) d”@) - 3d’2(t) d”@) & 
Q’W 
%‘(x) 
= %W - 43’2 PLO j= {q(t) - h}5’2 q’(t) 1% - 3 $&I dt 
q’(x) 
= O [{q(x) - X)3/2 s ,1,, {q(t) - %5’2 q’(t) & dt] 
q’(x) 
= O [ (q(x) - >” 
1 5 
A ‘2 - PV) 4’3w s 9(A) 
{q(t) - A}5/2 q’(t) dt 1 
[ 1 = O P2(4 P(x) M4 - 4 3 ’ 2rw - v’%,] 
(by (iii)) 
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Hence we want to choose the positive constant k, so that 
for p(h) < x < k&h). This is obviously possible. After an elementaq 
calculation, we get 
1 W2(x) 
- C”(x, = 4{q(x) - A}3 ( 
1 - $- (q(x) - X} # 
X 
+ 0 [{q(x) - X12$#] + WI s I)) > 
or 
1 W2(x) 
gq”(x) 
1 
- 52(x, = 4{q(x) - A}3 - 5(q(x) - A}? + O [p(h) (q(x) - A} 1 .
Hence the definition of f(x, h) implies that 
AX, 4 = O [F(A) (qix) - A> 1
Now, by (v), the following relations hold: 
I 
7 = O[pb{kq(x)j] = O[pb(q(x)}] = O(xb), 
x4 (4 
i.e., 
.-V’q’-l/2(,) = O(XW--l). (A4 
And, by (iv) we have 
q(x) = loa q’(t) dt + a(O) < q’(O) + q(O) G Dx (A.5) 
with a suitably chosen positive constant D. Since b/2 - 1 < 0, it follows 
then that 
Hence we get 
/V/2--1 = [g{p(h))]bi2-1 2 {D$(A))b/2-‘. (A4 
1 
a’(x) dx 
(q(x) _ X)1/2 1 (by (iv)) 
(by 64.2)) 
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(by the definition of p(h)) 
= 0 
( 
m2m - Pw1’2 QYP(4 + w2 
P”P> 4’M4~ ! (by the mean value theorem) 
= O[p-3/2(X) q’-1/2{p(h)}] (by (iv)) 
:= O(pWl(h)} 
-= O(XW--1) 
Thus, we have proved that 
I3 = O(XW1). (A.7) 
In I2 , by applying similar arguments and choosing the positive constant k, 
so that a relation like (A.3) holds for k,p(X) Q x < p(h), we obtain 
I2 = O(hV-1). VW 
Estimation of I4 
2 Jw’“CP(W [it - P@)~“‘“l”,e,;~) 
3 -QJ”‘~W>>P~‘~(~ 
for some positive constants E and El . Hence 
{dx) - A)“’ dx = _. 
52(xT 3 z 
= O[p--3/2(X) q’-1/2{p(h)}] = O(W-1). (A-9) 
By virtue of the mean value theorem, it follows from the property (iv) and 
the asymptotic formula (A.2) that 
!r{~,lw - A = d~2PON - dP(W 
= PA4 - ~(41 q’W) + 8 > E2N) q’WV1, 
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where E, is a suitably chosen positive constant. We get then 
s 
cc qr2(x) dx 
G q’&2Pt4: cm 
q’(x) dx 
7C,dA) M4 - 45’2 - 7~~dA) Mx) - 45’2 
G a’M4> 2 M4 - ~r3’21Tgdn~ 
= Ok’ow P-3’2t3 q’-3’2M4N 
== O[p-3/“(X) q’-V{p(X)}] = O(AV-1). (A.lO) 
And an easy calculation shows that 
s 
m 
q”(x) dx k.#h) Mx) - 43’2 = O rjk;p(,) x q~~~J-$wl 
= O [k,;(h) s 
cc n’(x) dx r,dn) Mx) - h13’2 I 
z 0 iI $j i-M4 - v1’21;.~A)) 
= 0 [-&p-““(X) q”l”{f@)j] = 0(X+-1). (A.1 1) 
Thus we have proved that 
I4 = 0(X+--1). 
Estimation of I, 
Property (v) will play an important role in the estimation of II . 
By (v) and (A.5) we have 
A 
and 
respectively. Hence, we get 
s 
k,C(A) q”(x) dx 
dkl) (hw 
=o [S 
kIdA) 1 
-1 q’(x) dx 
P(kA) c-4 {A - d4~3’2 I 
(by (iii)) 
(A.12) 
(A.13) 
(A.14) 
= ’ ‘$8 s 
kIdA) 
q’(x) dx 
v(kA) (A - dx))3’2 
[{A - q(x)}-“y;$;‘] 
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= 0 (& [A - 4~w)t1-‘i”;) + 0 (A P - dIwN-‘~“) 
= 0 (&j Mm)) - n@ml-~~2j + ow3’2) 
(by the definition of p(h) and (A. 14)) 
q’-‘i2{p(h))) + O(h-V) 
341 
(by the mean value theorem and (iv)) 
z=z 0 
I & PbW! + 0(X-3”) 
= O(pb/2-1(kh)} + O(A-31’) 
= O(iW-1) 
(by (A. 13)) 
(by (A.14)). 
Similarly, we get 
s 
k,dA) q’“(x) dx 
P(kA) P - 4(4)5’2 
= q’(k,p(A)} $[A - q(k,p(X)]J-312 - q’(p(kA)} $(A - kA)+z 
2 kg(A) ,$Q) & -- 
3 s &CA) v - 4W3’” 
= WM41 P-3’2@) s’-3’20(431 + %?‘~~W~ h-3’21 
= O(Xb+l) + O(A-a/“) + O(AP-1) = O(AW1). 
We will show that 
with a constant G > 0. Indeed, 
(A.15) 
(A.16) 
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which proves that the inequality in question is satisfied. It is easily seen that 
From these two inequalities it follows that 
= O[q’-V”{p(X)} p-3/2(h)] = O(W-1) (A.17) 
By summing up (A.15), (A. 16), and (A. 17) we have 
4 = Opw). (ASS) 
Estimation of IO 
In I,, , a simple calculation shows that 
s PfkA) q’*(x) dx = = - -9 0 O[[(h q(x)}-3’2Jpq 0 - 4(x)3”‘” [jpcka) 0 {A 4’(pJg2 ] 
= O(A-+), (A.19) 
s YJ(~N 0 I pfkA) q’2(x) dx 0 v - 4(4>“‘” 
And 
= O(W”) . 
1 [(O, A)] = lpta) {A - q(t)}‘/” dt > f “‘“’ {A - q(t)}‘/” dt 
dk*) 
s mm (A - q(x)}‘/” dx = 0 L12(x, A) s 0 
Z O(hbP-1). (A.21) 
Adding (A.19), (A-20), and (A.21) we have 
10 
s O(hbP--1). (A.22) 
(A.20) 
From (A.l), (A.7), (A.S), (A.12), (A.18), and (AX?) we have (4.4). 
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