Precipitation is influenced by multiple large-scale natural processes. Many of these large-scale precipitation ''drivers'' are not independent of one another, which complicates attribution. Moreover, it is unclear whether natural interannual drivers alone can explain the observed longer-term precipitation trends or account for projected precipitation changes with global warming seen in climate models. Separating the main interannual drivers from processes that may prevail on longer time scales, such as a poleward circulation shift or increased specific humidity, is essential for an improved understanding of precipitation variability and for making longer-term predictions.
Introduction
A principal endeavor of weather and climate research is to understand what influences regional precipitation and to explain its variability. Precipitation exhibits a broad scale of variability extending from the interseasonal to interdecadal time scales and from synoptic to planetary spatial scales, teleconnecting from tropical to extratropical latitudes Klingaman et al. 2013; Allen et al. 2009; Cai et al. 2011a) . While model studies assist in causal attribution of precipitation change, current global atmospheric models are often poor at simulating regional precipitation. The major challenges in modeling regional precipitation find their roots in cumulus parameterization, which is linked to a lack of large-scale variability and biases in the distribution of precipitation. Systematic errors can significantly bias even the mean precipitation distribution, which is especially the case in Australia, with a too-strong equatorial cold tongue also known as the double ITCZ (Misra et al. 2008) . Observational approaches will therefore continue to be necessary for tackling this problem.
Numerous studies have investigated the observed changes in Australian precipitation over the past few decades. Interest is motivated by robust drying trends in southwest Western Australia (SWWA) and southeastern Australia (SEA) (Hope et al. 2006; Timbal and Drosdowsky 2013; Cai et al. 2012) . Attributing these trends to physical mechanisms is problematic, as multiple sources of large-scale variability can influence precipitation in these regions and in quite different ways from the rest of Australia. Risbey et al. (2009) illustrate that within each region of Australia winter precipitation can have up to four lead precipitation ''drivers,'' indicating the complicated nature of the precipitation dependence.
Past empirical studies of precipitation (reviewed in detail in section 3) typically focus on drivers that are important for interannual variations, such as El Niño-Southern Oscillation (ENSO). However, we are beginning to identify that global-scale circulation trends could profoundly change precipitation in Australia and other subtropical regions over the longer term. First, global patterns of precipitation and evaporation are expected to change, captured by the catchphrase ''the wet get wetter and the dry get drier,'' whereby the deep tropics and high latitudes should experience more precipitation and the subtropics less (Held and Soden 2006; Chou et al. 2007) . A second factor is the poleward extension of the Hadley cell: The tropical region has already expanded by 28-58 since 1979 (Seidel et al. 2008 ), a change that may or may not be connected to increases in global mean temperature (Lucas et al. 2013) .
Observed zonal mean trends in precipitation do bear some resemblance to models but the observed trends are often much larger (Zhang et al. 2007; Wentz et al. 2007) . However, there is limited observational evidence to support the changes in precipitation expected to accompany a poleward shift in subtropical dry zones seen in global circulation models (Lucas et al. 2013) . The absence of a clear poleward expansion or ''wet get wetter'' signal in the observations raises questions of whether precipitation actually responds as expected to these mechanisms.
While global anthropogenic changes to precipitation in the models are robust, changes in regional precipitation are more diverse because of larger spatial and temporal variability (Allen and Ingram 2002) , which makes detecting an anthropogenic signal in regional precipitation more challenging. In the Southern Hemisphere subtropics Zhang et al. (2007) suggest an anthropogenic signal in zonally averaged bands of precipitation, while Hoerling et al. (2010) suggest that regional average changes in precipitation are not from anthropogenic sources.
The Australian precipitation response to changes in the global circulation was investigated by Frederiksen and Frederiksen (2007) , who associate winter drying trends in SWWA with weakening of the subtropical jet. Cai and Cowan (2013) attribute the observed decline in autumn precipitation in SEA to a poleward climate shift. They find the poleward climate shift is not a result of natural fluctuations in the southern annular mode (SAM) or subtropical ridge intensity (STRI), but rather a poleward shift in circulation modes and a poleward shift in the region of maximum baroclinicity, as measured by the Eady growth rate.
The tropical edge can be measured in a number of ways, including the position of the subtropical jet (or ridge), the tropopause height, outgoing longwave radiation, minimum in cloud cover, minimum in precipitation minus evaporation, or the zero crossing of the mean meridional circulation (Lucas et al. 2013) . Two tropical edge markers of interest to this study are the position of the subtropical ridge and subtropical jet stream.
The subtropical ridge is a band of high pressure at the surface, resulting from the downward motion at the intersection of the Hadley and Ferrel cells. The ridge intensity and position are important in describing precipitation variability, and have been the focus of many studies. Cai et al. (2011b) report that wintertime precipitation in SEA is driven by the intensity and position of the ridge, which are influenced by the SAM and Indian Ocean dipole (IOD).
Another marker of the edge of the tropics is the subtropical jet, which like the ridge is also created at the intersection of the Hadley and Ferrel cells, and is characterized by a narrow band of fast-meandering westerly air at 250 hPa in both hemispheres (Archer and Caldeira 2008) . There are very few studies that directly investigate the nature of the interaction between the subtropical jet and Australian precipitation.
The tropical edge, the modes of variability, and atmospheric blocking are the dominant Australian interannual precipitation drivers in winter. The modes of variability include ENSO, SAM, and IOD. While large-scale features are the focus of this study, the synoptic-scale atmospheric blocking is included given its correlations with precipitation in many regions of Australia, with the modes of variability, and with the edge of the tropics Cowan et al. 2013; Pook et al. 2013) . The tropical edge, modes of variability, and atmospheric blocking will herein be referred to as the variability indices.
There are numerous studies on the influence of largescale sources of variability on Australian winter precipitation and these are reviewed in detail in section 3. However, several aspects warrant further investigation.
First, many studies focus on the role of one driver at a time in isolation, although exceptions include Meyers et al. (2007) , Risbey et al. (2009 ), Cai et al. (2011b , and Fierro and Leslie (2013) . This is problematic because of the interconnected nature of precipitation dependence, where independence between each driver should not be inherently assumed. Indeed, Risbey et al. (2009) suggest that developing a model of how the drivers interact is needed to discriminate them more quantitatively.
Second, many studies approach the problem from a local perspective, without consideration of global-scale features such as the edge of the tropics, or use shorter-term indices of variability with a focus on predictability or forecasting.
Third, the ridge is a known precipitation driver in Australia; however, the domain over which the ridge is measured varies greatly between different studies and the sensitivity to the domain used has not been investigated. Cai et al. (2011b) and others measure the ridge along the east coast of Australia, generally along 1508E, while Larsen and Nicholls (2009) measure it over the whole breadth of the Australian continent. In addition to the local measures of the ridge, a global-scale ridge could also be relevant for regional precipitation, as a measure for the zonally symmetric response to an expansion of the Hadley cell.
In this study, each of the above issues is addressed, in what we believe is the first attempt to objectively describe the causes of variations in wintertime Australian precipitation, making fewer a priori assumptions about the dependence of individual drivers than previous studies. The principal large-scale interannual drivers identified in the literature for Australian precipitation are investigated. A multivariate linear independence model is used to directly address each potential predictor of precipitation in five principal water catchment regions of Australia.
The five regions investigated here are SWWA and SEA, which have robust observed drying trends; the Murray-Darling basin (MDB), which accounts for 70% of all agricultural water use and is an area in which prolonged droughts would have a significant impact (Evans and McCabe 2010) ; and the east coast of New South Wales (ENSW) and southeast Queensland (SEQ), which are home to the majority of Australia's population. We focus exclusively on the austral winter season [JuneAugust (JJA)] for which robust drying trends are observed in SEA and SWWA and the atmospheric circulation is dominated by the strong winter Hadley cell.
In this study the following questions will be addressed: 
b. Precipitation time series
Monthly mean precipitation data are used from the Australian Water Availability Project (AWAP) for the 30-yr period from 1979 to 2008 (Jones et al. 2009 ). The AWAP product is based on station data interpolated onto a 5-km spatial grid (0.058 3 0.058). The density of station data is good, with the exception of the western Tasmanian part of SEA and the western part of MDB (see Fig. 2a of Jones et al. 2009) .
A precipitation time series for each region is calculated by removing the seasonal cycle and then spatial averaging. As the focus of this study is on the interannual rather than interseasonal time scale, the austral winter months (JJA) are isolated but not averaged in order to maximize the sample size.
Yearly trends in the precipitation time series are not significant in any region except in SEA, while seasonal trends are not significant in any region. The precipitation time series is tested for serial correlation by autocorrelating 1-and 2-yr lags and leads, where no significant correlations are found. This lack of correlation indicates that the sample can be taken as statistically independent.
c. Variability indices
Monthly mean European Centre for Medium-Range Weather Forecasts (ECMWF) Interim Re-Analysis (ERA-Interim) data are used (Dee et al. 2011) , with a resolution of 1.58 3 1.58 to calculate each index for a 30-yr period from 1979 to 2008.
The sign convention and reference for each index are listed in Table 1 . Unless otherwise stated, the seasonal cycle is removed from each index, followed by removing the linear trend, then normalizing to unit variance by removing the long-term mean and dividing by the standard deviation. Like the precipitation time series, the winter months are not averaged to maximize the sample size. Where possible, each index is validated against published datasets over the same period.
The atmospheric component of ENSO is measured by the Southern Oscillation index (SOI), calculated following the Climate Prediction Center (CPC) (Trenberth 1984) . There are a number of oceanic ENSO metrics; one alternative to SOI is Niño-3.4, where La Niña conditions correspond to a positive SOI and negative Niño-3.4. The SOI is selected in this study as it has the highest correlation with Australian precipitation of the ENSO indices ). There is only subtle difference between the SOI and Niño-3.4 time series (Hanley et al. 2003) and they are often used interchangeably, so in discussing past studies we will not distinguish between those using the SOI and Niño-3.4.
The SAM index is calculated by projecting the 850-hPa geopotential height anomalies poleward of 208S onto the first empirical orthogonal function (EOF) to produce the first principal component time series (Thompson and Wallace 2000) . The seasonal cycle and linear trend are removed before calculating the EOF. The SAM is often calculated using a ''base period,'' which is done to compare changes in the SAM with time. In this study the whole time series is used in calculating the base period.
The IOD is described by the dipole mode index (DMI), where the DMI is given by the difference in SST anomalies in the tropical western Indian Ocean ''warm pole'' and the tropical southeastern Indian Ocean ''cold pole'' (Saji et al. 1999 ). Murphy and Ribbe 2004) , and MDB (blue) and ENSW (green), both described by Geosciences Australia. SWWA, SEQ, and SEA are each presented as rectangular regions; the MDB and ENSW are masked. Stippling is used to highlight the rectangular regions, where regions that overlap have both stippling and filled contours. Ocean and land are masked in white and gray, respectively. Only precipitation over land is considered in this study.
Atmospheric blocking is measured by the blocking index (BI) (Wright 1994; Pook and Gibson 1999) , which describes the splitting of the 500-hPa zonal wind into the subtropical jet and eddy-driven jet. Correlations between the blocking index and precipitation are sensitive to the longitude at which the blocking is calculated (Cowan et al. 2013, see their Fig. 15) ; in this study the 1408E meridian is used.
The subtropical jet intensity and position are measured by the mass streamfunction, an adaptation to Kang and Polvani (2011) . The zonal mean meridional wind and vertical velocities from the surface up to 100 hPa from 608S to 608N and are interpolated (trilinear) every 25 hPa. The integration is completed using the four-point trapezoidal rule and each streamfunction is computed twice, integrating in both directions and averaging the four streamfunctions. A cubic spline is fit to the average of the four mass streamfunctions at 600 hPa to find the latitude of the zero-crossing between 108 and 508S; the zero-crossing latitude marks the jet's position (STJP). A cubic spline is fit to the zonal mean zonal wind at 250 hPa to find the jet intensity (STJI) at the zero-crossing latitude.
An attempt was made to produce a local metric for the subtropical jet, using zonally averaged zonal wind at 250 hPa, and isolating the subtropical jet from the eddydriven jet. However, this effort was abandoned, as there were too many months in which the two jets could not be distinguished from the main branch of circulation (Gallego et al. 2005 ).
d. Ridge domain dependence
Previous studies have traditionally focused on the position of the ridge in determining the influence of the ridge on precipitation in Australia, using the so-called L-index, which is based on station data on the east coast of Australia (Drosdowsky 2005) . More recently the intensity of the ridge has also been considered (Larsen and Nicholls 2009; Cai et al. 2011b) .
The intensity of the ridge is calculated by fitting a cubic spline to the zonal-mean mean sea level pressure (MSLP) and isolating the maxima (Larsen and Nicholls 2009) . The latitude of the spline maximum corresponds to the ridge position (Cai et al. 2011b ). The domain used to calculate the ridge position is generally taken over the east coast (1458-1508E) (e.g., Cai et al. 2011b) or across Australia (1108-155 8E) (e.g., Larsen and Nicholls 2009) . In this study both definitions are adopted, as well as a global ridge domain (all longitudes). The domain over which the MSLP is averaged has the potential to influence the interpretation of the relationship between the ridge and precipitation.
The greatest amplitude in the seasonal cycle of the ridge is found in the east coast domain (see Fig. 2 ). The seasonal cycle is similar in the east coast and Australian domains, although the JJA months have a smaller latitudinal displacement in the Australian domain. In November, the east coast domain dips below the December mean position, because of difficulties in identifying the ridge, which has less distinct MSLP maxima, also seen by Timbal and Drosdowsky (2013) . In the global domain the mean position from April to July is more equatorward and weaker, giving the figure-eight shape.
The correlation coefficients (see insert of Fig. 2 ) are relatively low between the local and global measure, indicating that most of the local variability in the ridge is not found globally. This suggests that the local measures of the ridge are more sensitive to synoptic influences, and more likely to be related to Australian precipitation than global measures of the ridge. The same will presumably apply to the subtropical jet.
Known drivers of winter precipitation in Australia
There are a plethora of studies investigating the influence of large-scale variability on Australian precipitation. The literature uses multiple indices and different sign conventions for the same phenomena, examining different regions, hemispheres, and seasons. For these reasons, relevant lines of evidence are assessed and summarized in each region, for winter (JJA) only. In assessing the available studies, Fig. 3 shows there is good agreement across the literature for the signs of the main relationships, shown as positive (red), negative (blue), and no association (white). Numbered squares refer to the table of literature within Fig. 3 .
Only studies using reanalysis or observational datasets are included. Model studies are not included as they are outside the scope of this study. Care has been taken to provide a variety of recent studies on each index where possible.
A number of different techniques are used across the literature: data anomalies, percentiles, correlations, and partial correlations. The partial correlation technique used in these studies generally remove the influence of one predictor at a time (e.g., Risbey et al. 2009 ) and in this respect is more a bivariate analysis than a partial correlation. These techniques assume linearity by identifying relationships between variables without handling asymmetries. In reviewing past studies, we ignore asymmetries in reported responses and focus only on the firstorder differences between opposite phases of the given indices.
Winter La Niña has a statistically significant higher frequency of occurrence, compared to winter El Niño, with the following:
Published relationships in each region for winter (JJA), described in terms of correlations (CC), bivariate analysis (BA; often referred to as partial correlations in the literature), anomaly time series, percentiles, or review papers. Red (blue) squares correspond to a positive (negative) relationship between the two indices. Numbers refer to the table that lists the source of the relationship, together with the analysis method used. The parentheses for the method refer to the ridge domain, which is the east coast or Australian domain. White squares without numbers in the upper triangular matrix correspond to no published relationship. White squares with listed numbers imply that the relationship has been investigated but no association was found. If a square is white but has a colored number, this corresponds to relationships that are significant in one or more studies but not all. Thick black lines distinguish the precipitation, ridge, and other indices. Each index has reported relationships to precipitation in one or more of the target regions in this study. The SAM influences precipitation in SEA, MDB, and SWWA, where a contraction of the westerly wind belt brings drier conditions. Meneghini et al. (2007) report that an Australian regional index of the SAM, shown in Fig. 3 , is significant in SEA and SWWA while the traditional SAM index is not significant. When the influence of the ridge intensity is removed, only the correlation in SWWA remains (Hendon et al. 2007; Risbey et al. 2009; Meneghini et al. 2007; Cai et al. 2011b ). La Niña (El Niño) is associated with increased (decreased) precipitation in all regions except ENSW Murphy and Ribbe 2004; Cai et al. 2011a) . When the effect of the IOD is removed, the correlation remains in MDB and SEQ Cai et al. 2011b) . In SEA and SWWA this correlation is still significant in some studies (Meyers et al. 2007 ). Atmospheric blocking is associated with increased precipitation in SEA and MDB Pook et al. 2013; Cowan et al. 2013) , resulting from the associated cutoff lows (Pook et al. 2013 ). The negative (positive) phase of the IOD is associated with increased (decreased) precipitation in all regions except ENSW (Cai et al. 2011b; Risbey et al. 2009; Ummenhofer et al. 2009 ). However, when the effect of ENSO is removed, the signal only persists in SEA and MDB Meyers et al. 2007) . When the effect of the ridge intensity is removed there are no significant correlations (Cai et al. 2011b) .
The influence of the subtropical jet on precipitation is not reported in many studies. Cai et al. (2012) associate drying trends in SEA to an expansion in the Hadley circulation defined by the zero crossing of the mean meridional circulation, which is characterized by the subtropical jet position in this study. Frederiksen and Frederiksen (2007) report that drying trends in SWWA are associated with a weaker subtropical jet, where the subtropical jet is defined as the peak wind speed at 308S at 200 hPa.
A strong ridge is associated with decreased precipitation in SEA, SWWA, and MDB (Cai et al. 2011b; Timbal and Drosdowsky 2013; Larsen 2008) . When the effect of the ridge position is removed, the correlations still persist in SEA and MDB, with new correlations seen in ENSW and SEQ (Cai et al. 2011b) . However, when the influence of the IOD or SAM is removed, correlation with the ridge intensity only persists in SEA and MDB (Cai et al. 2011b) .
A poleward ridge is associated with decreases in precipitation in SEA and SWWA, and an increase in ENSW (Williams and Stone 2009; Cai et al. 2011b; Timbal and Drosdowsky 2013) . When the effect of the ridge intensity is removed only the negative correlation in ENSW remains (Cai et al. 2011b; Timbal and Drosdowsky 2013) .
In summary, there is good agreement in the literature about the sign of the relationships, where ENSO and the SAM interact with the majority of the variability indices. Interpretation of the precipitation drivers is sensitive to the choices made about which indices to remove. Selecting indices to remove requires a priori knowledge of the precipitation drivers, and may to some extent be arbitrary. An approach that makes no such assumptions would be preferable in this context.
Comparison of traditional correlations and the multivariate linear independence model a. Correlations
The correlation coefficients for JJA, shown in Fig. 4 , are in very good agreement with the published relationships in Fig. 3 . Only correlation coefficients that are statistically significant using a two-tailed t test with a 95% significance level (r 5 0.217) are shown. The only correlations not seen in Fig. 4 that are reported in the literature are the SOI with the subtropical jet intensity (STJI) and the SOI with the subtropical jet position (STJP) (Lu et al. 2008; Gallego et al. 2005) . Differences between this study and that of Lu et al. (2008) and Gallego et al. (2005) are likely the result of subtropical jet identification techniques, time periods, data frequency, and data sources. There are additional correlations found in Fig. 4 that are not shown in Fig. 3 . This is to be expected as some of the studies use bivariate analysis, in which a dominant source of variability was removed.
A positive blocking index is a measure of strong highand low-latitude, or weak midlatitude, westerlies at 500 hPa. It is a measure of jet splitting, where the subtropical jet is separated from the eddy-driven jet by a blocking high. A blocking high is typically situated poleward of the mean subtropical ridge (Pook et al. 2013) . A weak ridge is found to be correlated with strong blocking in all three domains, which is likely the result of associated cutoff lows (Pook et al. 2013 ), which often occur at similar latitudes as the subtropical ridge. Strong blocking is correlated with an equatorward subtropical ridge position (STRP) in the Australian domain only. A strong subtropical jet is correlated with blocking, while the subtropical jet position is not. As the blocking index is a measure of a split jet structure, the independence of the jet position and blocking is surprising.
All six possible correlations between the subtropical ridge and subtropical jet indices are significant. The nature and significance of covariability between the subtropical ridge, subtropical jet, and SAM is explored in a subsequent paper.
In summary, the correlations are in good agreement with the literature. Interactions involving the ridge intensity or position are relatively robust to the ridge domain: the corrections have the same sign and similar magnitude. However, these results, combined with previous studies, highlight that a robust multivariate approach is needed to determine if the multiple sources in each region are independently contributing to the 
b. Multivariate linear independence model: Technical description
The bivariate approach used in previous studies privileges lead variables by assigning them any variance that could have been equally well explained by other predictors. Furthermore, it assumes linearity and assumes that independent variables are additive and that the sample size is sufficiently large.
In this study a multivariate approach is used, by applying a linear conditional independence model using multiple linear regression, following Sherwood (1999) , who used this technique to investigate the relationships between convective effects and the atmospheric structure. A key advantage of this approach is that it examines all potential predictors on an equal footing, while allowing for arbitrary linear interactions between them.
Results are presented from the independence model as chain independence graphs. Chain independence graphs are a visual representation of relationships between variables within a set. Variables are represented as nodes on the graph and positioned within blocks. Edges represent weighted partial correlations, which describe the relationship between two variables with all other variables in the set held fixed.
The model initially assumes that all edges are important. The partial correlation matrix is calculated, and the element with the smallest nonsignificant partial correlation (according to a predetermined significance threshold) is set to zero and the associated edge is removed from the graph. The partial correlation matrix is then recalculated and the analysis repeated until all remaining edges are statically significant. It is the statistical testing of individual links that is the major difference from standard multilinear regression.
The chain graph edges can be directional (arrow) or not (line only). Direction edges imply causality between blocks 1 and 2. Missing edges imply conditional independence between variables in the set. Conditional independence states that an event A is independent of event B given event C (Whittaker 1990) , where no new information is given by A to explain B (and vice versa) once C is known.
Care should be taken in casual interpretation of results. Cause can only be determined using this technique if all variables that significantly and directly influence precipitation are included in the analysis (Whittaker 1990) . Although the principal interannual large-scale drivers are included in this study, in order to have a complete picture of precipitation drivers, each potential driver would need to be included spanning all temporal and spatial scales, which might affect results if included, such as the MaddenJulian oscillation (MJO), interdecadal Pacific oscillation (IPO), or synoptic-scale drivers.
While this method cannot conclusively attribute causality, it does support causality hypotheses for the correlation structure more elegantly by identifying which variables are linked to others and which are conditionally independent, assuming that precipitation in the chosen regions (block 2 variable) is caused by, but does not significantly influence, the indices (block 1 variables). No causality assumptions are made between variability indices (between block 1 variables).
The chain independence graphs for precipitation in SWWA in the Australian domain are shown in Fig. 5 . Only edges that are statistically significant at 99% (solid), 95% (dashed), or 90% (dotted) significance levels are shown, with positive (negative) partial correlations shown in red (blue).
The independence model is sensitive to the significance threshold selected, not to be confused with statistical significance. In Fig 5. the critical thresholds are shown for 90%, 95%, and 99% (Figs. 5a-c, respectively) . When the significance threshold is increased the number of significant links decreases from 14 to 7 and then to 5, and as such the choice of threshold can yield markedly different outcomes. For example, when the threshold of 90% is selected, the SAM and BI are found to be significant at the 99% significant level, but when the threshold is increased this link is lost.
When less stringent thresholds are applied, because of the finite length of the dataset, the possibilities for false detections or inaccurate quantification of links increase. With 33 possible links, thresholds of 90%, 95%, and 99% would result in an expectation of 3.3, 1.65, and 0.33 falsely identified partial correlations, respectively. If a threshold is too high then links are excluded that may be important. If a threshold is too low then too many links may be falsely identified. It is thus important to select a threshold strict enough to minimize this problem, while not so strict as to miss detectable links. The 95% threshold level is selected for this analysis.
c. Multivariate linear independence model: Results
In Fig. 6 the chain graphs for SEA are presented for the east coast, Australian, and global domains (Figs. 6a-c,  repectively) . Each variability index in block 1 is not specific to the precipitation regions, and as such each region has the same base chain graph. Only links connected to precipitation will vary between regions.
The base chain graphs in Fig. 6 are not the same for the three ridge domains. The base graph for the east coast, Australian, and global domains have 9, 6, and 10 links respectively, which is a large reduction in the number of FIG. 5 . Comparison between chain graphs at (a) 90%, (b) 95%, and (c) 99% thresholds for link retention, for JJA in SWWA, for the Australian ridge domain. Red (blue) links indicate positive (negative) partial correlations between the indices. Solid, dashed, and dotted lines indicate the two-tailed 99%, 95%, and 90% significance levels, respectively. The thickness of lines is proportional to the strength of the partial correlation. Fig. 5 , but for three different domains for computing the ridge: (a) east coast, (b) Australia, and (c) global domain. Each graph is for SEA precipitation region and computed with a 95% significance threshold. significant links compared with the 15 significant correlations in Fig. 4 . Additional links in the global domain are a result of the partial correlations involving the subtropical jet. In the east coast domain, there are additional links as a result of partial correlations involving the blocking index.
FIG. 6. As in
Representing partial correlations as a chain graph has the advantage of clearly displaying how the indices interact. The disadvantage of the chain graphs is that for each region and each ridge domain, there is a separate graph. A more compact way to display the partial correlations is shown in Fig. 7 . Colored elements are significant at the 95% threshold, while those with plus symbols have a positive partial correlation or with dots have a negative partial correlation significant at the 90% threshold. Links that are not significant at the 90% threshold, with no plus symbols or dots, are conditionally independent.
There are several correlations, also seen in the literature, that become conditionally independent in Fig. 7 . The SAM is conditionally independent of the subtropical jet intensity and ridge position, both previously reported to be correlated in the literature (Gallego et al. 2005; Codron 2007; Bals-Elsholz et al. 2001; Cai et al. 2011b; Williams and Stone 2009) . The subtropical jet position is conditionally independent of the subtropical jet intensity in the global domain, previously reported to be correlated (Archer and Caldeira 2008; Lu et al. 2008 ). Discussion of this interaction is deferred for a subsequent paper.
In addition, ENSO is conditionally independent of the ridge position, supporting Cai et al. (2011b) . The interaction between ENSO and ridge intensity is an interesting case, in which there is no partial correlation in the east domain, a negative partial correlation in the Australian domain, and a positive partial correlation in the global domain.
The blocking index is conditionally independent of the subtropical jet intensity. While no published correlation coefficient was found in a review of the literature, it can be inferred from the blocking index definition that the jet intensity and position are very likely correlated with the blocking index. In this study, only a weak partial correlation (90% threshold) is found, where strong blocking is accompanied by an equatorward subtropical jet, which is consistent with the blocking index definition.
A new partial correlation is found between the IOD and the subtropical jet intensity in the global domain, previously not seen in the correlations in Fig. 4 . The physical mechanism responsible for the partial correlation between the IOD and subtropical jet intensity is not clear and further work is needed to identify its source.
There are two correlated pairs involving precipitation in the literature and in Fig. 7 that are found to be conditionally independent. First, precipitation in SWWA is conditionally independent of the SAM, previously reported to be correlated (Cai et al. 2011b; Meneghini et al. 2007; Risbey et al. 2009; Hendon et al. 2007 ). Second, precipitation in MDB is conditionally independent of the subtropical ridge intensity, previously reported to be correlated in Cai et al. (2011b) and Timbal and Drosdowsky (2013) .
There are also a number of paired correlations that were identified in previous studies as independent and in which this study also finds conditional independence. These include precipitation in SEQ and ENSW with the blocking index Pook et al. 2013; Cowan et al. 2013 ) and the IOD with precipitation in the MDB (Cai et al. 2011b) .
Furthermore, there are a number of correlations that persist as partial correlations, which are not found in the literature. In the east coast domain for the ridge, the negative phase of the IOD is associated with weak blocking, whereas Cowan et al. (2013) report no significant correlation. The negative phase of the IOD is associated with increased precipitation when the global ridge domain is used, which this study supports the findings of Risbey et al. (2009 ), Ummenhofer et al. (2009 ), and Meyers et al. (2007 rather than Cai et al. (2011b) , who report no partial correlation with the IOD after the subtropical ridge intensity is removed.
Increased precipitation in ENSW is associated with La Niña in the east coast and global ridge domains, previously reported to be correlated Cai et al. 2011a; Meyers et al. 2007 ). Furthermore, an equatorward ridge in the Australian ridge domain with increased precipitation in SEA and SWWA is supported by Williams and Stone (2009) and Timbal and Drosdowsky (2013) but not found in Cai et al. (2011b) after the subtropical ridge position is removed. Decreased precipitation is found in ENSW with a strong ridge, for the east coast and Australian ridge domains, in contrast to Cai et al. (2011b) and Timbal and Drosdowsky (2013) .
In summary, a multivariate linear independence model identifies five fewer and three new relationships between the variability indices, two fewer precipitation drivers than the literature, and four new precipitation drivers previously found to be independent in the literature.
d. Regional precipitation response to an expanding Hadley cell
As the tropics expand, the subtropical ridge and subtropical jet would each be expected to move poleward, with a strengthening of the ridge and weakening of the subtropical jet (see Fig. 7c ). Precipitation is only dependent on ENSO, IOD, blocking, ridge intensity, and ridge position. The only connection between these links FIG. 7 . As in Fig. 4 , but for partial correlations and broken into separate plots for the (a) east coast, (b) Australian, and (c) global domains, using the 95% significance threshold. Dots (plus symbols) indicate links with a negative (positive) statistically significant partial correlation at 90% (r 5 0.188) but not 95% (r 5 0.226). Squares with missing links at 90% (i.e., no plus symbols or dots) are interpreted as conditionally independent, the absence of any direct link; squares with solid color are interpreted as showing a direct link; and squares with a plus or dot are interpreted as suggesting a link but inconclusive. and the subtropical jet in the global domain is through the IOD and subtropical jet intensity. However, the ridge intensity and ridge position are linked to most of the other indices in at least one domain, which provides an indirect pathway for other indices to influence precipitation. Figure 8 summarizes the partial correlations in Fig. 7 in terms of the precipitation response to a poleward Hadley cell, in which we suppose the subtropical jet will also weaken and the ridge will strengthen in accordance the partial correlations found in Fig. 7 and in other studies (Cai et al. 2011b; Timbal and Drosdowsky 2013; Larsen and Nicholls 2009; Archer and Caldeira 2008; Lu et al. 2008) . A poleward expanding Hadley circulation will affect precipitation in all regions except SEQ. A weak subtropical jet causes wetter conditions in SEA, via its link with the IOD. A poleward ridge causes wetter conditions in ENSW and drier conditions in SEA and SWWA, consistent with physical expectations given that the latter two regions sit on the poleward flank of the usual ridge position. Further drying in SEA is caused by a poleward ridge via its link with the positive phase of the IOD.
The interaction between the IOD and subtropical ridge was explored by Cai et al. (2011b) , who find that the SST gradient from the negative phase of the IOD is a source of Rossby wave development, forming a Rossby wave train to the extratropics. The wave train is accompanied by a high (low) pressure signature south (north) of the mean subtropical ridge position (Cai et al. 2011b, see their Fig. 4c ). This provides a possible explanation as to why the subtropical ridge and IOD interaction is domain dependent, and a likely mechanism to join the subtropical jet intensity in the global domain to the IOD.
In addition, a strong ridge directly causes drier conditions in SEA and ENSW. Drying in SEA, as well as drying in MDB, is also indirectly caused by a strong ridge, which interacts with weak blocking. However, in MDB (east coast domain), this drying is partially counteracted by weak wetter conditions from the interaction of strong blocking and a poleward ridge.
Precipitation in ENSW is an interesting case. A strong ridge causes drier conditions, while a poleward ridge causes wetter conditions. As the Hadley cell expands, the strengthening and poleward position of the ridge therefore have opposite effects in ENSW. The ENSW domain covers the east coast from Queensland to Victoria, where the ridge average position occurs in the northern part of ENSW. So it is reasonable that ENSW has an ambiguous net response.
By far the most complicated response to a poleward shift in the Hadley cell is in SEA, with one source of wetting and four sources of drying. The SEA region is very large but it is unlikely that the size could account for so many different responses.
In summary, with a poleward expanding Hadley cell, the subtropical ridge will directly and indirectly, thorough its interaction with the blocking index, cause drier conditions in the Murray-Darling basin, eastern New South Wales, southwest Western Australia, and southeast Australia. Additionally, a poleward ridge will cause further drying in southeast Australia resulting from links with the positive phase of the IOD, while a weak jet will cause wetter conditions in southeast Australia resulting FIG. 8 . Summary of the precipitation dependencies relevant to a poleward shift in the boundary of the Hadley cell. Only variables involved in pathways from the subtropical jet or subtropical ridge are shown. This figure is based on the partial correlations in Fig. 7 , using all the ridge domains and using the 95% significance threshold.
from links with the negative phase of the IOD. However, there is less evidence supporting the importance of the IOD as a precipitation driver in general, compared to the ridge intensity, ridge position, and blocking index. Additional wetter conditions occur, directly associated with a poleward ridge in southeastern Australia and indirectly in the Murray-Darling basin.
Conclusions
This study considered the principal large-scale influences on winter precipitation on the interannual time scale, attempting to disentangle the multiple sources of large-scale variability via a multivariate linear conditional independence model approach. Of particular interest is to identify regions in which precipitation is sensitive to changes in the large-scale characteristics of the Hadley cell, as measured by the subtropical ridge or subtropical jet. This has not been closely considered in the literature and may play a significant role in future responses to climate change. This study focuses on Australian wintertime precipitation, as this season has the strongest global circulation and robust drying trends. Australia is selected as a test case; however, this technique can be applied in any location.
In section 1 we posed three questions, the first of which was this: Which variability indices are correlated with precipitation, and where are previous studies consistent and robust?
Previous studies were for the most part consistent with one another in identifying significant relationships, albeit with a few differences. Precipitation in some regions is correlated with more than one index, and indices are often correlated with each other. The interconnected nature of precipitation dependence suggests the need for a multivariate rather than bivariate approach to this problem.
The second question posed was this: To what extent does a multivariate linear independence model clarify correlations with precipitation?
This study shows that the complicated web of interactions found in the correlations can be somewhat simplified, revealing that some of the connections previously identified between variability indices and regional precipitation are causally mediated by more proximate indices. These results indicate that ENSO, blocking, and the intensity and position of the ridge are driving wintertime precipitation in Australia, with a minor role played by the jet intensity and the IOD.
The multivariate linear independence model used in this study could be used in many other contexts. It requires fewer a priori assumptions about the data, making no assumptions about the dependence of individual drivers, other than requiring all direct sources to be included. As such this technique produces more objective results, as the bivariate approaches require a preliminary investigation into the lead drivers to remove from the signal, which is not needed in this approach.
The third question posed was this: What role will a poleward expanding Hadley cell have on regional precipitation and can its impact be inferred directly from observations?
The tropical expansion of the Hadley cell would cause drier conditions in southeastern and southwest Australia, primarily as a result of its impact on atmospheric blocking and the subtropical ridge, and to a lesser extent the IOD and jet intensity. The subtropical ridge directly and indirectly through its interaction with blocking causes drying in southeastern Australia, southwest Western Australia, and the Murray-Darling basin. The response in eastern New South Wales is not as clear, with both a wetting and drying influence, while precipitation in southeast Queensland is not sensitive to the Hadley cell.
This study provides observational evidence that an expansion of the tropics causes drier conditions in the subtropical regions of Australia. A multivariate linear independent approach is used that objectively separates direct causal influences from indirect correlations mediated by other predictors, which can be applied in any location, for attribution studies and many other applications. Limitations of this technique include the identification of only linear relationships, the sensitivity to the significance threshold, and the fact that direct links may be incorrectly identified if important proximate precipitation drivers are not included in the analysis or are poorly observed.
One interesting and potentially important finding is that drying due to a strong subtropical ridge may largely be canceled by moistening effects associated with the cooccurring poleward subtropical ridge. An important question is whether the natural variability in the relationship between the two ridge characteristics would also hold under a forced tropical expansion.
The IOD and subtropical jet intensity are found to be positively partially correlated in the global domain. However, further work is needed to determine the physical mechanism responsible for this relationship, which could be the result of Rossby wave trains, which links the subtropical ridge to the Indian Ocean (Cai et al. 2011b ).
Another puzzle is that the subtropical ridge influences precipitation via its interaction with the blocking index, which indicates a split jet structure, and yet the subtropical jet intensity and position were both found to be conditionally independent of the blocking index.
Further work is needed to assess how the ridge will covary with the subtropical jet stream on different time scales and for natural versus forced changes, where the tropical edge can profoundly influence precipitation on a global and regional scale. Understanding the covariability is essential for understanding future precipitation change as a response to the poleward shifting tropics.
