INRODUCTION
Ever since the Central Statistical Organisation (CSO) changed the method of computation of national output (income), from what was centered around final goods (GDP04-05) to a dominance of the use of estimates of value added across productive entities (GVA 2011-12 series) , the growth rates from the latter series did not seem to reflect the reality. 23.3 per cent in 2012 23.3 per cent in -13". (RBI, 2015 The latter possibility was doubted by the RBI.
The RBI also added that "It is expected that the revised estimates for 2014-15 to be released by end-May 2015 will incorporate better information covering the second half of the year and provide greater clarity on the state of economic activity at the aggregate level." (RBI, 2015) . However, there was no attempt to stay focused on the issue of the possible problems with the CSO's new measure in the many subsequent reviews of Monetary Policy. In the April 2017 Monetary Policy Review, without any comment the RBI merely mentioned that there was a great wedge between the growth in various quarters from the second quarter of 2014-15 to the third quarter of 2015-16 as measured by GVA at 11-12 constant prices and the IIP. Indeed, the difference was there in every quarter, with the difference in the last quarter being almost 10%.
These estimates did not gel with factors that are well known to influence the short period growth -like credit expansion, exports, exports of services, all of which had slowed down from 2011-12. Also since then monetary policy was conservative, and the fiscal policy even after the withdrawn of the fiscal stimulus had turned conservative till almost 2015-16. Similarly, the Economic Survey of 2014-15 cautioned the reader to the use of the new series in computing growth rates and hoped that with some years the issues would be ironed out. It noted that: "The upward revision in manufacturing growth in the new series also owes to inclusion of trade carried out by manufacturing companies in the manufacturing sector itself, which was earlier part of the services sector". (p. 5. Economic Survey 2014-15"). Since there has been not much official comment on the issue, and as the overlap period has gone past, the new series' estimates have been "accepted" by official authorities. Nevertheless, the fact that there could be such large differences is interesting until the same is resolved by statisticians with a deeper understanding of the processes and especially of the extrapolations that have been important in both the old and the new series. The matter continues to be important since the high growth rate of income as exhibited by the new series puts India in an exceptional position with growth above 7%, at a time when much of the developing world following Chinese slow down grows very slowly 2 . Only the US has grown rapidly over the last several years, and that to have affected India positively should have acted through remittances, exports, and exports of services all of which have been subdued. Also it would make Indian ICORs one of the lowest among the Asian countries, which while not impossible would be very improbable with investments in India even when made by the private sector still suffer from delays and cost overruns, while the demand remains weak.
Modern empirically valid macroeconomics, whatever are the controversies, understands that in the short run it is demand that almost entirely determines the growth, even if demand itself could be influenced by uncertainity, animal spirits, internal shocks, external shocks including technology shocks. Even supply shocks (technology, terms of trade) act by lowering the supply price of goods through falling inflation, but would involve movement along the aggregate demand curve, and hence would be reflected in the accounting sources of demand such as consumption, investment, government expenditure and exports, which as mentioned have not been exuberant.
Over the period where the two series overlap (2011:2 to 2014:3) the growth rate of GDP04-05 has been 5.4% (average) is lower than that for the new series GVA11-12 at 6.7%. The difference of 1.3% is disturbing since many quarters are involved and any initialising problem due to the change in the base year should have been reduced over these 14 quarters. Hence the difference is of serious concern. See Table 1 and Fig.1 . The plots of growth rates of nominal GDP04-05 and GVA11-12 -Figs. 2 and 3 -would indicate that the divergence is due less to the deflators that have been used and more to the way the nominal GVA is arrived at. Considering only the overlap period, the implicit deflators differ by only -0.1% (6.4 -6.5); while the nominal values differed in growth rates by 1.4%, for the constant price values growing with a difference of 1.3%. It is important to mention that we can add growth rates across time and across variables that multiply because we have use only the symmetric measure of growth rates, i.e., the exponential measures measure -( ( )/ ( − 1)) and ( ( )/ ( − 4)) for annual and quarterly series respectively. See Table 1 .
There has been much discussion on the need to be comprehensive in coverage for national income estimation. The large informal sector, and the believed to be large "black economy" according to many scholars demand a measure that is more comprehensive in coverage 3 . However, comprehensiveness cannot come at the cost of incorporating arbitrariness to the growth measure. This would be the case if too many imputations and/or extrapolations are made in enhancing the coverage. Social policy perhaps requires more comprehensive coverage, but then it does not require the fine discrimination across time that macroeconomic management would require. And hence a periodic quarterly measure that is blunted by the need for comprehensive coverage would be most useless to macroeconomists, government, and central bankers, who need the measure over quarters if not months, and that too with little delay 4 to be able to effectively practice the art of macroeconomic management. Nagaraj, R. (2015) notes in the context of the new series where the base as changed, the methodology, and the database (going from an ASI -Annual Survey of Industries -plant oriented estimation, to a MCA-Ministry of Corporate Affairs accounting data for productive enterprises) too have changed that: "Seldom, however is the case where the growth rates (in current and constant prices) vary with the base year revision, causing serious apprehension among data users" (p.15). Similarly, Dholakia, Nagaraj and Pandya (2018) disputed the claim that the older NAS oriented estimation systematically omitted the non-plant activities in manufacturing since as a norm these were allocated to the units as per the guidelines of the ASI in data collation. Nagaraj, R. (2015) has suggested that the overestimation is on account of the overestimation of the role of the private sector as when the "enterprise accounts" of the RBI are used to infer about the much larger set of companies in the MCA through dubious extrapolation. We do not pursue the issue of reconciling the differences between the two series as a statistician. Instead our attempt is to bring out the difference between what would have been the case had the older series continued -in a certain sense -and the new series, and only laterally to suggest -what could have caused the same.
Our concern in this study is not to get into the nitty-gritty issues of data, extrapolation, deflation, coverage and use of proxies, that statisticians have to go through to estimate national output and income 5 . Goldar (2016) , raised the issue of overestimation in growth rate as given by the GVA11-12 with regard to manufacturing, by contrasting the same with the growth rate of the IIP, ASI and credit, and in the previous 04-05 series over the period of overlap.
Herein we seek to project (forecast) what the old measure of GDP04-05 would have resulted in given the pure statistical influences that other variables have on the same. These other variables are necessarily more direct (not involving extrapolation). They are measures like output indices, credit, exports (in rupees), which are therefore more reliable. The influence may be due to causation, association, or may well be embedded in the defining measure of GDP04-05 for a particular sector. An example of the latter is when value added (GDP) is definitionally related to the units of electricity sold. Our task being not to test any behavioral theory, or a causation, but merely to estimate output (growth), any proxy that captures output would be valid. Good fit in the estimation process though is important, so that the estimations (forecasts) can be made with much confidence. The problem of non-stationarity is handled by dealing only with growth rates of all variables which are used in the regressions. Most economic variables when non-stationary -price indices, output indices, GDP, output, etc are a priori expected to exhibit "exponential unfoldment" over time so that log of the ratio of this period value to last period value (quarter on quarter or month on month) when de-seasonalised would be stationary and exhibiting only short period covariance due to business cycles.
Using ( ) to represent the GDP in the i th sector over a quarter indexed by , and , ( ) to represent various the j th independent variable the regressions are all of the form ̃( ) =̂+ ∑̂,̃, ( ) + where the ~ sign over the variable represents symmetric growth rates. Since we have only short period autocorrelation and there is no time trend or an integrating process, the or ̅ sq. will not be large, and getting large values would imply a good fit making the estimation (forecast) robust. The values of the coefficients are of little meaning, since it is the overall equation that matters. , 's for a particular are chosen based on a prior definitional (measurement) near identity, and proxing behavior that has an a priori justification. More often than not it is the former. Thus if manufacturing GDP is known to be composed (additive sum) of n-sectors, then we would expect very large dependence of the growth rate of mfg. GDP on the growth rates of the various indices that reflect the subsectors that constitute the component sectors. When a proxy like credit growth is also used and then of course the predicted value (estimates) cannot be used to study the relationship between credit and growth. The merit of the method is that when used over a relatively short period to estimate growth i.e. ̃( ), then since the growth rates are range bound, and the independent variables are directly measures -̃, ( ) over the forecast period, the forecast (estimation) is essentially "insample", and for the period over which there is data for the set of independent variables. The analysis has been carried out separately for the following sectors of the National Accounts Statistics (NAS). Since the services sectors are disparate, the growth rates for the three subsectors were separately estimated. Since the independent variables for estimating GDP in manufacturing are all physical indices (Indices of Industrial Production -IIPs), the estimates are much more reliable. For some of the services sectors, the independent variables are more proxies than output indicators, so the estimations are less reliable.
GDP GROWTH IN THE MANUFACTURING SECTOR
The independent variables are the growth (quarter on quarter) in IIPs of various sectors / goods for which the IIP data is available at the 2-digit level. The data on the IIP (2011-12) series is available only from the second quarter of 2011-12. So the IIP (2004-05) has been normalized to chain IIP04-05 and IIP11-12 together to give a long enough time series. The chaining has been done by using the ratio of the average geometric value of IIP11-12 (4 quarters -12:2, 12:3, 12:4 and 13:1) to the geometric average of the IIP04-05 over the same quarters, over which the data from both series are available. The IIPs for Food and for Beverages in the 11-12 series had to be added together, using their weights, to make the same backwardly compatible with IIP04-05 for Food and Beverages, before chaining. Then the growth rates in these chained series were used as independent variables, to estimate the growth rate of GDP-Manufacturing.
Using the above coefficients the values of the growth rates in GDP04-05 was forecasted (estimated) for the period from 2012:2 onwards and compared with the growth rates in GVA11-12 -Manufacturing at constant 11-12 prices. This is Model 1. The Adj.R-sq for the model was 0.83. Next a principal component analysis of all the 2-digit chained IIPs (growth rates) was carried out and the top 7 principal components selected as independent variables (Model 2) and with top 11 components as independent variables (Model 3). The forecasts are only marginally different. Next from the set of independent chained indices (growth rates) only those that were significant were selected (Model 4) and that gives the best results though only marginally different from Model 1. Using only one regressor -the growth rate in the chained IIP for overall manufacturing (Model 5) was also carried out. In summary the adj-R-sqs was highest (0.88) for the model with only the significant IIPs and hence the results of the same were used to carry forward to the projections of overall GDP. However, all models gave the same results for the period up to 2017:2 but differed somewhat for the period from 2017:3. The plots for the growth rates in GVA11-12 and in GDP04-05 (estimated) for Model 4 are also presented in Fig. 4 . The regression results are in Table 2 . Observe that the growth rates given by the GVA11-12 are well above those given by our estimates for much of the period after 2012:2, but for the period of 2017:2 and 2017:3 the estimates are higher. The reliability of our estimates would decline somewhat over the latter period. Appendix table brings out the estimated growth rates (Model 4) and the growth rates based on GVA on an annual basis being the average of the quarterly growth rates. In every year the estimates were much lower than the GVA based growth except for 2017-18 where we had estimates for only 3 quarters, and the estimates are less reliable. See Fig. 4 . See also Table 4 .
CERTAIN OTHER SECTORS
Again the index for electricity of 04-05 was chained to the index of 11-12 and the growth rates of the same were used to estimate the GDP Electricity, Gas etc. growth rates. There was no physical and readily available index for gas and water production, and hence this single variable model was retained with an overall adj-R-sq of 0.54, which is much lower than desirable. For Mining and Quarrying as well the same procedure of using only the index for mining was used. (Adj. R-sq of 0.25).
For the GDP in construction, we developed two models. In the first instance we used all two digit manufacturing indices, along with the indices for electricity, and mining and quarrying to estimate the GDP04-05 growth in construction. (Adj-R-sq. of 0.84). In the second model we took only the significant variables (Adj R-sq of 0.89). The estimates were very close. In this case our models gave estimates of growth rates that was somewhat higher than that given by the GVA11-12 growth rates.
THE SERVICE SECTORS
Price indices, net sales figures in current rupees, and "inflows" i.e. imports and exports of services of some items were used. Price indices of nearly 20 items CPI2001-IW for which the longest series were available constituted the set of price indicators. The net sales pertained to 16 items, and the "inflows" to 20 items 6 . The growth rates of each of variables were computed to be used. For the CPI variables the principal components of the growth (inflation) in the same were computed from the 20 original CPI items. The major principal components were used in the models for various service subsectors. The dependent variable is the growth in GDP04-05 in the particular subsector of the services sector, at constant prices.
For GDP04-05 constant price -Community and Personal Services, the net sales of the health industry -corporate sector, the educational sector credit, incremental non-food credit (housing sector), and 4 principal components from the CPI's principal components were used. The model was estimated with an Adj-R-sq. of 0.43, and the estimation (forecasts) made for the period after 2012:2. Now for the growth rates in GDP04-05 -Service sector as a whole, the base values for each of the subsectors were taken and the unfoldment over time of the same with the estimated (forecasted) growth rates was made, and the three subsectors so generated were added together. And from this estimated GDP04-05 for services as whole was arrived at from which the growth rates were computed. Table 3 below summarizes the growth rates as predicted and also gives the growth rates in the GVA11-12 at constant prices. Observe that the overestimation is largely on account of the subservice Trade, transport, storage, hotels, and communication services -which are closer to manufacturing than the others. The "overestimation" is not much, or there is underestimation for the some of the other service sectors. For the years 2015-16 and 2016-17 there is significant "underestimation". Our estimations are much more reliable for the Trade, transport, storage, hotels and communication services, with high adj-R-sq. and more direct proxies for output. 
ALL SECTORS
For the Agricultural sector that includes Animal Husbandry, Forestry and Fishing, we have presumed that for both GDP and GVA since effectively the same method of using proxies for output would have continued, GDP04-05 was extended to the later period using the growth rates in GVA11-12. As such for this sector the issue of under or over estimation was not addressed. Over the overlap period there is a small difference between the GDP04-05 growth rates and the growth rates in GVA11-12. The GDP04-05 for the period thereafter was extended by use of the GVA growth rates.
With all sectors being covered the growth rates of GDP04-05 (all sectors) could be computed and compared with the growth rates for GVA11-12. These are reported in Table 4 . 
CONCLUSION
The large divergence in the growth rate estimates derived through physical indicators used to extend GDP04-05, from the growth rates in the GVA11-12 would especially question the methods of imputation used in moving from a limited sample of firms' accounts to all firm accounts in the new series -GVA11-12, as has been questioned by both Nagaraj, R.(2015) , and the RBI (2015). The problem is quite severe in the case of manufacturing, where the new estimates seem to be not in tune with growth determinants.
It is a matter than needs to be resolved and the CSO cannot just claim that the difference is not their problem since they are following the most modern and standard SNA approach of building national income through the value added method. Only complete openness in revealing and sharing the methods used for imputation /extrapolation with scholars outside officialdom would help since the matter would require the effort of all interested minds. This is especially so because there are far too many imputations that are made in the new approach.
That accounts do not cover a large part of the economy and even when there are accounts for enterprises, the fact that the delays in the same are about large or larger than for the ASI would question the enterprise based approach. Moreover, the vast difference (little convergence) between GVA early estimates and revised estimates would remove any utility for the GVA in discerning the trends over time of so important and central a sector as manufacturing.
Going by the growth rates of the older GDP extended, it is highly unlikely that India has maintained as high a growth rate as 7.2 to 7.5 % over the last several years. Barring two years 2015-16 and 2016-17 when growth had possibly picked up only to dashed by demonetization and other quixotic initiatives of the government, the growth was most likely under 6% and closer to 5-5.5%.
In manufacturing the growth may have been very low except apparently in the last three quarters which may reflect a partial bounce back from the effects of demonetization. The poor performance of manufacturing would mean that many interesting efforts of the government including "Make in India" may have lacked the strategy (consistent across trade and tariffs, industrial and macroeconomic dimensions of policy) to have had an impact. Thus in the period from 2012-13 to 2016-17 manufacturing GDP growth may have averaged as low as 2.3% per annum to rise in 2017-18 (three quarters) to 8% or so.
It seems that during a down turn the new measure does not move quickly enough. Perhaps one reason which suggests would be terms of trade effect. Since the accounting data would be at current price and the current price value added would be deflated by the price index for the output (at a broader category) small firms would suffer large terms of trade losses during a down turn especially (but even otherwise) when they are in vendor relationship with large firms. This would overstate the value addition in both real and nominal terms of the larger corporate sector. Moreover, when the trend in the large (data available sector) is used to impute the growth in the smaller sector, there is an inbuilt bias that keeps the growth rates higher in the GVA11-12, during slowdowns. If true, this would also seriously question the liberal use of value added per "effective labour input method" that is resorted to. Hence it becomes important to condition the output indicators by final goods measures / indicators. It would reiterate the importance of indices of production and of the ASI as many others have argued. To invest in the ASI and to make the same somewhat more comprehensive and quicker to gather and collate would be the way forward.
More generally the search for comprehensiveness, would, beyond a point, be in conflict with the need for reliable (and early available) measures of growth, if much of the greater comprehensiveness is to come largely through imputations that ignore behavioural differences between those entities and activities for whom the data has to be imputed from others for which the data is available. 
