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Abstract
Recently, error correcting codes in the erasure channel have drawn great attention for various
applications such as distributed storage systems and wireless sensor networks, but many of their decoding
algorithms are not practical because they have higher decoding complexity and longer delay. Thus, the
automorphism group decoder (AGD) for cyclic codes in the erasure channel was introduced, which has
good erasure decoding performance with low decoding complexity. In this paper, we propose new two-
stage AGDs (TS-AGDs) for cyclic codes in the erasure channel by modifying the parity check matrix
and introducing the preprocessing stage to the AGD scheme. The proposed TS-AGD has been analyzed
for the perfect codes, BCH codes, and maximum distance separable (MDS) codes. Through numerical
analysis, it is shown that the proposed decoding algorithm has good erasure decoding performance
with lower decoding complexity and delay than the conventional AGD. For some cyclic codes, it is
shown that the proposed TS-AGD achieves the perfect decoding in the erasure channel, that is, the same
decoding performance as the maximum likelihood (ML) decoder. For MDS codes, TS-AGDs with the
expanded parity check matrix and the submatrix inversion are also proposed and analyzed.
Index Terms
Automorphism group decoder (AGD), Bose-Chaudhuri-Hocquenghem (BCH) codes, cyclic codes,
error correcting codes, erasure channel, iterative erasure decoder (IED), maximum distance separable
(MDS) codes, perfect codes, stopping redundancy.
I. INTRODUCTION
Research on error correcting codes in the erasure channel is one of the major subjects in
information theory. Erasure channel is a typical channel model for wireless sensor networks and
distributed storage systems, where the locations of symbol errors are known.
November 17, 2018 DRAFT
ar
X
iv
:1
70
4.
07
00
9v
1 
 [c
s.I
T]
  2
4 A
pr
 20
17
2Algebraic codes have a long history from Hamming codes to algebraic geometry codes. The
decoders of algebraic codes are designed using the mathematical properties of the codes, which
have difficulty in implementing practical decoders. However, lots of research works for their
decoding algorithms have been done to reduce the decoding complexity and delay. In cyclic
codes, one-step majority decoding [3] and permutation decoding [4] schemes are exemplary
methods which can be practically implemented using their cyclic property in the error channel.
However, these decoding schemes are applicable only to the limited parameters of the error
correcting codes.
An iterative decoder can be one of the solution as an implementable decoder and thus, the
iterative decoding algorithms and error correcting codes with iterative decoder such as turbo and
low-density parity-check (LDPC) codes have been widely studied. Iterative decoders have various
implementation methods according to the error correcting codes, their decoding performance, and
complexity. One of these is the belief propagation decoder for LDPC codes, which is based on
log-likelihood ratio (LLR)-based computation and which shows Shannon capacity-approaching
decoding performance. In addition, there have been lots of researches to apply iterative decoding
to algebraic codes in error channels. In [5] and [6], the iterative decoding of Reed-Solomon (RS)
codes with sparse parity check matrix and belief-propagation decoding algorithm is proposed.
Iterative erasure decoder (IED) of algebraic codes [7] has also been studied. However, IED has
inherently inferior decoding performance compared to the maximum likelihood (ML) decoder
and the gap between the decoding performances becomes larger in the algebraic codes, because
the sparseness of their parity check matrices is not guaranteed contrary to the LDPC codes. Thus
a possible solution for algebraic codes is to modify the structure of the decoder in the erasure
channel.
Recently, one approach to overcome the inferior decoding performance of IED for the algebraic
codes in the erasure channel was proposed, called the automorphism group decoder (AGD) for
cyclic codes [8]. AGD uses the permutation of the automorphism group in the middle of the
IED procedure. For cyclic codes, the permutation operation can be substituted by the cyclic shift
operation for codewords, which are also codewords. In fact, many similar concepts have been
proposed for cyclic LDPC codes in the error channel such as multiple-bases belief-propagation
(MBBP) [9] and revolving iterative decoding (RID) [10], [11]. It was shown that for some cyclic
codes, AGD improves the decoding performance but it requires higher decoding complexity and
delay, because the average number of iterations for this decoding scheme is increased by the
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In this paper, new AGD algorithms for the cyclic codes in erasure channels are proposed to
improve the decoding performance and reduce the decoding complexity and delay. First, the
parity check matrix of the (n, k) cyclic code is modified such that some of the (n − k)-tuple
column vectors in the parity check matrix are standard basis vectors in the appropriate column
indices and Hamming weight of the row vectors in the parity check matrix becomes as low as
possible. Then, the proposed decoding process is done in two decoding stages, referred to as
a two-stage AGD (TS-AGD), that is, the first decoding stage finds the cyclic shift values of
the received codeword for the successful erasure decoding while in the second decoding stage,
the erasure decoding process is done for the received codewords cyclically shifted by the cyclic
shift values found in the first decoding stage. The numerical analysis shows that the proposed
TS-AGD algorithm outperfoms the conventional AGD algorithm and further it reduces decoding
complexity and delay. For some cyclic codes, it is shown that the proposed TS-AGD achieves
the perfect decoding, showing the decoding performance identical to that of the ML decoding.
Generally, each check equation in the IED has its own erasure decoding capability. For some
algebraic codes, it is known that n−k check equations are not sufficient to achieve good decoding
performance. Thus, stopping redundancy was proposed [12], which increases the number of
check equations and it guarantees the successful decoding for all the erasure symbols up to
dmin−1. However, stopping redundancy implausibly increases the decoding complexity. Stopping
redundancy has been studied for several algebraic codes such as maximum distance separable
(MDS) codes [13], Reed-Muller codes [14], and algebraic geometry codes [15].
MDS codes are the algebraic codes which satisfy the Singleton bound, that is, for (n, k, d)
MDS codes, we have
d ≤ n− k + 1.
It is known that MDS codes have the optimal decoding performance in the erasure channel.
The RS code is a well-known cyclic MDS code that has been widely applied to compact disc,
satellite communication, and distributed storage systems. The decoding complexity of RS codes
is high in general because the decoding process requires lots of computations in the finite field.
We also propose another two-stage decoding scheme to decode cyclic MDS codes, by mod-
ifying the TS-AGD by stopping redundancy. The modified TS-AGD with stopping redundancy
for the MDS codes has the same decoding performance as that of the ML decoder but the
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4decoding complexity of the proposed decoder is dramatically reduced compared to that of the
ML decoder. Further, several lower bounds on the stopping redundancy for the perfect decoding
of cyclic MDS codes have been derived. In order to further improve the performance of the
proposed decoder, the proposed TS-AGD with submatrix inversion of the parity check matrix is
also considered.
This paper is organized as follows. In Section II, AGD is reviewed and compared to IED. In
Section III, the proposed decoding algorithm for the binary cyclic codes in the erasure channel
is introduced by modifying the parity check matrix and the AGD algorithm, called TS-AGD. For
some cyclic codes, the proposed TS-AGD achieves the perfect decoding in the erasure channel.
The numerical analysis of the performance of the proposed decoding algorithm is also given.
In Section IV, the proposed TS-AGD algorithms are modified for the cyclic MDS codes by
using stopping redundancy and submatrix inversion. Then, several lower bounds on the stopping
redundancy and submatrix inversion for the perfect decoding are derived. Finally, the conclusion
is given in Section V.
II. PRELIMINARY
In this section, the decoding procedures of IED and AGD are explained and compared and
several definitions are presented.
A. IED and AGD
An (n, k) error correcting code has an (n − k) × n parity check matrix H , which can be
represented by a bipartite graph G with n variable nodes and n − k check nodes. Let V and
U be sets of variable nodes and check nodes and let dv and dc be the degrees of variable
nodes and check nodes, respectively. The bipartite graph is then denoted by G=(V, U,H). In the
erasure channel, the variable nodes have two different states, i.e., erasure and non-erasure states,
while the check nodes have three states, decodable, non-decodable, and non-erasure states. The
decoding procedure of IED consists of several iterations, where each iteration performs check
node update (CNU) and variable node update (VNU) operations sequentially. It is assumed
that the check nodes deriving the decoding procedure are operated in a parallel way, known as
flooding decoding.
The CNU operation is the procedure that each check node finds its state by counting the
number of the erasure states of the variable nodes connected to itself. A decodable state of a
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(b) VNU operation
Fig. 1. Node operations of IED.
check node is declared when the number of the connected variable nodes in the erasure state is
1, because check equation of IED can decode the variable node in the erasure state. If the check
node has the variable nodes in the erasure state larger than or equal to 2, a non-decodable state
is declared for the check node. The check nodes with no connected variable nodes in the erasure
state are called non-erasure states. In this way, all of the check nodes simultaneously update
their states and IED proceeds to the VNU operation. The VNU operation is a procedure by
which variable nodes in the erasure state are decoded using connected decodable check nodes.
Fig. 1 shows the CNU and VNU operations. Note that after the decodable check nodes decode
the corresponding variable nodes in the erasure state, then state of the check node is changed to
the non-erasure state, which will be removed.
AGD can be applied to cyclic codes, where AGD consists of the repeated IED and cyclic
shift operations of the received codewords. That is, if there is no decodable check node, then
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6the received codeword is cyclically shifted until decodable check nodes are found. If it is found,
the IED algorithm is repeatedly applied to the cyclically shifted received codewords.
It is known that the cyclic shift operation is easy to implement with negligible complexity
and delay. In the AGD, IED should be performed for each cyclically shifted received codeword
until the decoding is successful or the number of cyclic shifts is equal to the length of codeword.
Although the decoding complexity and delay of the AGD are much higher than those of the
IED, the decoding performance of the AGD is much better than that of the IED.
B. Some Definitions
In this subsection, several mathematical notations and abbreviations are defined. First, wt(v)
denotes Hamming weight of vector v and supp(v) denotes the set of indices of the nonzero
elements in v. The i-th standard basis vector ui is the basis vector, where the i-th element of ui
is equal to 1 and the other elements are equal to 0.
There are several definitions of a binary sequence as follows. Let sD(t) denote a characteristic
sequence of index set D such that sD(t) = 1 if t ∈ D and otherwise, sD(t) = 0. Two binary
sequences are frequently used in this paper, that is, the erasure sequence and the parity check
sequence defined as follows.
Definition 1 (Erasure sequence): Erasure sequence se(t) is defined as a characteristic sequence
of the erasure set Se, which is the set of indices of erasure symbols in the received codeword
transmitted through the erasure channel.
Definition 2 (Parity check sequence): Parity check sequence sp(t) of the (n − k) × n parity
check matrix H of the (n, k) cyclic code is a binary sequence of length n defined as
sp(t) =
 0, if the t-th column of H is a standard basis vector1, otherwise
where the standard basis vector means that only one element of the vector is 1 and the others
are zero. Furthermore, let Sp denote the support set of 1− sp(t), i.e., the set of column indices
of the standard basis vectors.
For column indices of the parity check matrix H , the elements of Sp are called standard basis
indices and otherwise, non-standard basis indices. Thus, the number of 1’s in a period of sp(t) is
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and sp(t), is defined as
RH(τ) =
n−1∑
t=0
se(t)sp(t+ τ)
where RH(τ) takes values in {0, 1, 2, ..., n− k}. The stopping redundancy for the parity check
matrix is defined as follows.
Definition 3 (Stopping redundancy ρ [13]): Stopping redundancy ρ of the code C is the
minimum number of check equations that the decoder can correct all of the erasure patterns
with erasure symbols less than or equal to d− 1, where d is the minimum distance of the code
C.
A mask is a useful notation to represent the parity check matrix of MDS codes because only
the location of nonzero values in the parity check matrix is of our interests, which is defined as
follows.
Definition 4 (Mask): Mask A is an (n− k)× n binary matrix whose element ai,j is 1 if the
(i, j) element of matrix H is nonzero and otherwise, zero.
It is known that the ML decoding performance in the erasure channel is best, that is, a practical
decoder in the erasure channel can have the same or inferior erasure decoding performance to
that of the ML decoder. At this point, the perfect decoding is defined as follows.
Definition 5 (Perfect decoding): It is called perfect decoding in the erasure channel if its
erasure decoding performance is the same as that of ML decoder.
In general, perfect decoding is not common because it is rarely possible to show it. In this
paper, the perfect decoding is shown by checking all cases of erasure patterns for some of the
cyclic codes with small values of n and k.
There is an example of (8, 4) RS code, where an ML decoder can correct any four erasure
symbols regardless of their locations.
Example 1 (AGD): Suppose that an (8,4) RS code is defined in F17 and its generator polynomial
is given as
g(x) =
k−1∏
i=0
(x− 2i) = x4 + 2x3 + 2x2 + 16x+ 13.
Then, the corresponding parity check polynomial is obtained as
h(x) =
(x8 − 1)
g(x)
= x4 + 15x3 + 2x2 + x+ 13
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8and the systematic parity check matrix can be constructed from h(x) as
H =

1 0 0 0 4 9 8 4
0 1 0 0 1 2 11 9
0 0 1 0 15 5 15 9
0 0 0 1 15 2 1 13
 .
The parity check matrix H can be described by a bipartite graph as shown in Fig. 2. Circles
represent variable nodes and squares represent check nodes and the edge between the i-th circle
and the j-th square indicates that the (i, j) element of H is nonzero. In Fig. 2, the circles
with dashed line are variable nodes in erasure states, where there are four erasure symbols.
Then, the erasure sequence se(t) is (1, 0, 1, 0, 1, 0, 0, 1) and the parity check sequence sp(t) is
(0, 0, 0, 0, 1, 1, 1, 1).
The AGD procedure is described in Fig. 2. In the first bipartite graph Fig. 2, the decoder
performs CNU operations and confirms that there is no check node in a decodable state. The
IED declares a decoding failure, whereas the AGD proceeds to the next decoding procedure
by cyclic shifting the received codeword. In the second bipartite graph of Fig. 2, one right
cyclic shift operation for the received codeword and CNU operation are done. After four CNU
operations, it is found that one check node is in a decodable state, which can proceed to a VNU
operation to correct the fourth erasure symbol. In the third bipartite graph of Fig. 2, after three
CNU operations are performed, the decoder finds that the other check nodes are all in decodable
states, which can proceed to three VNU operations to correct the three remaining erasure symbols
and then the decoding procedure is completed. In the above decoding procedure for AGD, three
IED operations and one cyclic shift are performed.
Example 1 shows that the AGD has superior performance to the IED. However, successive
IEDs are needed for each cyclic shift operation, which is the main issue of the decoding
complexity and delay in the AGD. This example shows that it is needed to select cyclic shift
values and construct parity check matrix carefully to reduce the number of iterations. In the next
section, we propose a new decoding scheme for the binary cyclic codes, which reduces decoding
complexity and delay without sacrificing the decoding performance.
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9Fig. 2. AGD for (8, 4) RS code in Example 1.
III. A NEW TWO-STAGE AGD WITH REDUCED COMPLEXITY AND DELAY
Decoding complexity and delay can be reduced in the AGD if the decoder knows the cyclic
shift values of the received codeword for successful decoding. In this section, we propose a
modification method for the parity check matrix and a new two-stage decoding algorithm, and
the result of a numerical analysis for the proposed decoding algorithm is discussed.
A. Modification of the Parity Check Matrix
First, we briefly review the parity check matrix of cyclic codes proposed by Hehn [8], where
a cyclic orbit generator (cog) and the cog family are used. A cog is cyclically distinguishable
codeword of a dual code with minimum Hamming weight, which can be used as a row of
the parity check matrix and the cog family is a set of cogs which share the same Hamming
autocorrelation property. Hehn [8] proposed a construction method of the parity check matrix,
in which the rows are composed of cogs in the cog family as many as possible.
First, we propose a method to modify the parity check matrix for the proposed two-stage
decoding algorithm because the decoding performance of the proposed two-stage decoding
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algorithm depends on the structure of the parity check matrix. The following criteria are used
for the modification of the parity check matrix using Definition 2.
1) Modify the parity check matrix such that as many of its column vectors as possible are the
standard basis vectors.
2) The parity check sequence of the parity check matrix has out-of-phase Hamming autocor-
relation values as low as possible.
3) Each row of the parity check matrix has as low Hamming weight as possible.
In fact, the best criteria for the parity check matrix of (n, k) cyclic codes can be described as:
1) n− k columns of the parity check matrix are standard basis vectors.
2) All out-of-phase Hamming autocorrelation values of the parity check sequence of the parity
check matrix are equal.
3) The Hamming weights of all rows of the parity check matrix is equal to the minimum
Hamming weight of its dual code.
It is easy to check that in order for the parity check sequences to satisfy the second criterion,
they should be the characteristic sequences of cyclic difference sets with parameters (n, k, λ)
for (n, k) cyclic codes, if their parameters are allowed for the cyclic difference sets. It is known
that some cyclic codes satisfy the above best criteria. The other criteria can be compromised if
one criterion cannot be achieved due to the other criteria. The reason why we propose the above
criteria for the modification of the parity check matrix will be explained in the next subsection.
B. A New Two-Stage AGD
Using AGD and IED algorithms, we propose a new two-stage AGD of (n, k) cyclic codes in
the erasure channel as follows.
1) Preprocessing Stage (First Decoding Stage): Find a {0, 1} parity check sequence sp(t)
of length n from the parity check matrix H of an (n, k) cyclic code. Find a {0, 1} erasure
sequence se(t) of length n from the received codeword r = (r0, r1, ..., rn−1) transmitted through
the erasure channel. Then, calculate the Hamming cross-correlation as
RH(τ) =
n−1∑
t=0
sp(t)se(t+ τ), 0 ≤ τ ≤ n− 1.
Clearly, RH(τ) takes values of the nonnegative integers less than or equal to min{|Se|, n−|Sp|}
because |Se| is the number of erasure symbols and n − |Sp| is the number of non-standard
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Fig. 3. The second stage decoding procedure of the TS-AGD of τ such that RH(τ) = 0.
basis vectors of the parity check matrix. It can be assumed that the decoding complexity of the
preprocessing stage for each τ is analogous to the CNU of one check node. If there exists τ
such that RH(τ) = 0, then proceed to the second decoding stage. If not found, cyclically shift
the received codeword and proceed to the second decoding stage for r(τ) in the order of τ ’s such
that values of RH(τ) are increasing.
2) IED Decoding Stage (Second Decoding Stage): In the second decoding stage, the IED
algorithm is used for the decoding of the cyclically shifted received codeword according to the
values of RH(τ). Recall that Sp is the support set of 1−sp(t). Let r(τ) = (rn−τ , rn−τ+1, ..., rn−τ−1)
be a received codeword cyclically shifted by τ , where erasure symbols are located in the indices
in S(τ)e = {t|se(t− τ) = 1, 0 ≤ t ≤ n− 1}.
(i) For τ such that RH(τ) = 0: It is clear that S
(τ)
e ⊆ Sp, that is, all of the erasure symbols in
r(τ) are located in the indices of standard basis vectors. Note that the i-th element of the
received vector r is expressed as the transmitted symbol ci for a non-erasure symbol and
cˆi for an erasure symbol. Suppose that r(τ) can be split into two n-tuple vectors as
r(τ) = r(τ)e + r
(τ)
ne
where the j-th component of r(τ)e is denoted as cˆj for j ∈ S(τ)e and otherwise, 0 and the
j-th component of r(τ)ne is equal to the j-th component of r(τ) for j /∈ S(τ)e and otherwise,
0. In general, the syndrome vector should be zero as
S = H(r(τ))
T
= H(r(τ)e )
T
+H(r(τ)ne )
T
= 0
November 17, 2018 DRAFT
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and thus
H(r(τ)e )
T
= H(r(τ)ne )
T
.
If the j-th column vector of H is the i-th standard basis vector ui, cˆj is equal to the i-th
component of H(r(τ)ne )
T
because RH(τ) = 0. Therefore, each j-th column for j ∈ Se ⊂ Sp
has a different standard basis vector ui. In this case, we can recover all of the erasure
symbols by H(r(τ)ne )
T
in one iteration, which is described in Fig. 3. The decoding complexity
in the second decoding stage with τ for RH(τ) = 0 is identical to that in |Se| CNU
operations because the decoder knows the |Se| check nodes for the CNU operation from
the preprocessing stage.
(ii) For τ such that RH(τ) = 1: In this case, we have one erasure symbol in the non-standard
basis vector of H and the other erasure symbols are located in the column indices in Sp.
Here, the decoding process is done in two steps, that is, one for one erasure symbol in the
non-standard basis vector of H and the other for the other erasure symbols with indices in
Sp. Suppose that the set of erasure symbol indices is given as {e0, e1, e2, ..., ez−1}, where z
is the number of erasure symbols. Suppose that the ej-th column is the ij-th standard basis
vector uij , 0 ≤ j ≤ z − 2, and the ez−1-th column of H is a non-standard basis vector.
We also have |Sp| − z + 1 standard basis vectors in H , where non-erasure symbols are
located. In the first decoding step, assume that for z ≤ i ≤ |Sp|, some ij-th component of
the ez−1-th column of H is equal to 1. Then, using the ij-th row of H , the erasure symbol
cˆez−1 can be recovered because there is no erasure symbol except for cˆez−1 at the positions
of element 1 in the ij-th row of H . Then, we go to the second decoding stage, which is the
same as that of R(τ) = 0. If the ij-th component of the ez−1-th column of H is 0, decoding
of the first step cannot be successful because ez−1 disappears in the IED procedure. If the
first decoding step is not successful, then we try to decode it for other τ values such that
RH(τ) = 1. The second decoding procedure is described in Fig. 4.
(iii) For τ such that RH(τ) ≥ 2: Let S¯p = {t|sp(t) = 1}, i.e., the complement of Sp. Let
Sp = Spe ∪ Spne , where Spe is a subset of indices such that the erasure symbols exist and
Spne = Sp \ Spe . Similarly, let S¯p = S¯pe ∪ S¯pne and then clearly, |S¯pe| = RH(τ). For a
j ∈ Spne , suppose that the j-th element of the ei-th column of H with ei ∈ S¯pe is 1 and
that the j-th elements of the other columns with indices in S¯pe \ {ej} of H are all zero
and further, there exists uj in the columns with indices in Spne . Then, we can recover the
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Fig. 4. The second stage decoding procedure of the TS-AGD of τ such that RH(τ) = 1.
Fig. 5. The second stage decoding procedure of the TS-AGD of τ such that RH(τ) ≥ 2.
erasure symbol with index ei. That is, all erasure symbols except for cˆei are disappeared
in the inner product of the j-th row of H and the received codeword cyclically shifted by
τ and thus cˆei can be recovered. To decode the remaining erasure symbols, it is needed to
return to the preprocessing stage to find the values of τ ’s with lower values of RH(τ). The
second decoding stage of the proposed two-stage decoding algorithm is described in Fig.
5.
The overall decoding procedure is described in Algorithm 1 and Fig. 6 shows a flowchart
to summarize the proposed decoding algorithm.
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Fig. 6. Flowchart of the TS-AGD algorithm.
In the proposed TS-AGD algorithm, the decoding complexity of the first decoding stage is
negligible whereas the decoding complexity and delay are remarkably reduced in the second
decoding stage, because the first decoding stage provides the cyclic shift values of the received
codeword for successful decoding.
C. Analysis of Modification Criteria for the Parity Check Matrix
This subsection analyzes the modification criteria of H for (n, k) cyclic codes. The first
criterion is related to the number of standard basis vectors, that is, the number of t’s such that
sp(t) = 0, which is less than or equal to n − k. As described in the previous subsection, the
proposed TS-AGD procedure can be done for the cyclically shifted received codeword r(τ) such
that RH(τ) has low values. As the number of zeros in sp(t) increases, it is more probable for
RH(τ) to have low values.
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Algorithm 1 Two-stage AGD
Input: received codeword r, sp(t), modified H , and IED
U = φ, V ← 0; {V :n-tuple vectors}
r(0) ← r
a;
for τ = 0 to n− 1 do
se(t)← r(0); {obtain se(t) from r(0)}
Calculate RH(τ) =
∑n−1
t=0 se(t)sp(t+ τ)
if RH(τ) = 0 then
Obtain r(τ) by cyclic shifting r(0) by τ
Do IED for r(τ)
STOP
end if
Vτ ← RH(τ); {Vτ : τ -th component of V }
end for
for i = 1 to n do
τ ′ ← argminτ∈[0,n−1]\UVτ , U ← U ∪ {τ ′}
Obtain r(τ ′) by cyclic shifting r(0) by τ ′
Do IED for r(τ ′)
if Vτ ′ = 1 and the erasures in the non-standard basis indices are decoded by IED then
Do IED to decode the remaining erasure symbols
STOP
else if There exist the decoded erasure symbols by IED then
U ← φ
Obtain r(0) by cyclic shifting r(τ ′) by n− τ ′
Goto a;
end if
Obtain r(0) by cyclic shifting r(τ ′) by n− τ ′
end for
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Fig. 7. The number of doubly counted erasure patterns for τ such that RH(τ) = 0.
The second criterion is how to locate the standard basis vectors in the parity check matrix. It
is not easy to prove the second criterion and thus the following theorem replaces the proof of
the second criterion. First, we need the lemma for proof of the following theorem.
Lemma 1 (Bonferroni inequality [16]): Let Ei, i ∈ A, be sets of elements. Then we have the
following inequality as
∑
I⊂A,|I|=1
|Ei| −
∑
I⊂A,|I|=2
∣∣∣∣∣⋂
i∈I
Ei
∣∣∣∣∣ ≤ ∣∣∣∣∣⋃
i∈A
Ei
∣∣∣∣∣ ≤ ∑
I⊂A,|I|=1
|Ei| − 2|A|
∑
I⊂A,|I|=2
∣∣∣∣∣⋂
i∈I
Ei
∣∣∣∣∣. (1)
Theorem 1: The upper bound on the number of occurrences of RH(τ) ≤ 1 for 0 ≤ τ ≤ n− 1
is maximized if the parity check sequence of the modified parity check matrix has a constant
out-of-phase autocorrelation value.
Proof: First, it is desirable for the proposed decoding algorithm to successfully decode more
erasure patterns, which is possible if RH(τ) ≤ 1. Thus, we have to modify the parity check
matrix, for which RH(τ) ≤ 1 is most common for as many shift values τ as possible. The
following two cases are considered.
(i) RH(τ) = 0:
This means that S(τ)e ⊆ Sp. It is easy to check that in RH(τ), it is equivalent to cyclically
shift sp(t) instead of se(t). Let S
(τ)
p be the support set of 1 − sp(t + τ). Let Eτ be the
set of erasure patterns which can be successfully recovered by sp(t + τ). Then, we have
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Fig. 8. The number of doubly counted erasure patterns for τ such that RH(τ) = 1.
|Eτ | =
(|Sp|
|Se|
)
, which leads to
n−1∑
τ=0
|Eτ | ≤ n
(|Sp|
|Se|
)
. (2)
It is easy to check that doubly counted erasure patterns are included in (2), which should be
excluded. If the shaded parts in Fig. 7 include all the erasure symbols, those erasure patterns
are doubly counted, where a(τ1, τ2) denotes the number of pairs (sp(t+ τ1), sp(t+ τ2)) =
(1, 1). Thus we have
(
2|Sp|+a(τ1,τ2)−n
|Se|
)
doubly counted erasure patterns. Using Lemma 1, the
number of erasure patterns which are successfully decoded by sp(t) is bounded as∣∣∣∣∣
n−1⋃
τ=0
Eτ
∣∣∣∣∣ ≤
n−1∑
τ=0
|Eτ | − 2
n
∑
τ1,τ2
|Eτ1 ∩ Eτ2| ≤
n
(|Sp|
|Se|
)
− 2
n
∑
τ1,τ2
(
2|Sp|+ a(τ1, τ2)− n
|Se|
)
. (3)
(ii) RH(τ) = 1:
In this case, the index of one erasure symbol is in S¯p and the indices of the other erasure
symbols are in Sp. Thus, the total number of such erasure patterns is
(
n−|Sp|
1
)( |Sp|
|Se|−1
)
, where
doubly counted erasure patterns are included. There are two cases of doubly counted erasure
patterns as shown in Fig. 8.
a) Each of two erasure symbols is located in A10 and A01, respectively and the other erasure
symbols are located in A00, which are counted as
(
n−|Sp|−a(τ1,τ2)
1
)2(2|Sp|−n+a(τ1,τ2)
|Se|−2
)
.
b) One erasure symbol is located in A11 and the other erasure symbols are located in A00,
which are counted as
(
a(τ1,τ2)
1
)(
2|Sp|+a(τ1,τ2)−n
|Se|−1
)
. Similarly, from Lemma 1, the number of
November 17, 2018 DRAFT
18
erasure patterns which are successfully decoded by sp(t) is given as∣∣∣∣∣
n−1⋃
τ=0
Eτ
∣∣∣∣∣ ≤
n−1∑
τ=0
|Eτ | − 2
n
∑
τ1,τ2
|Eτ1 ∩ Eτ2| ≤ n
(
n− |Sp|
1
)( |Sp|
|Se| − 1
)
− 2
n
∑
τ1,τ2∈[0,n−1]
(
(
n− |Sp| − a(τ1, τ2)
1
)2(
2|Sp|+ a(τ1, τ2)− n
|Se| − 2
)
+
(
a(τ1, τ2)
1
)(
2|Sp|+ a(τ1, τ2)− n
|Se| − 1
))
.
(4)
In order to maximize the upper bounds in (3) and (4), the second terms of the right hand sides
should be minimized, which can be solved by the convex optimization as described in Appendix
A. That is, it is derived in Appendix A that maximizing the upper bound on the number of
occurrences of RH(τ) ≤ 1 for 0 ≤ τ ≤ n− 1 by convex optimization occurs when the out-of-
phase autocorrelation values of sp(t) are constant. Thus, we prove the theorem.
The third criterion is related to the performance of the decoder, that is, H with the minimum
Hamming weight of rows can have better decoding performance in IED as mentioned in [8] as
cog, because more erasure symbols are removed in the inner product of the received codeword
and the rows with the minimum Hamming weight of H .
D. Proposed TS-AGD for Some Cyclic Codes
In this subsection, the proposed TS-AGD is applied to several cyclic codes in the erasure
channel, that is, the perfect codes such as Hamming codes, Golay codes, and extended Golay
codes, and BCH codes. Surprisingly, some cyclic codes such as perfect codes can achieve the
decoding performance identical to that of the ML decoder, known as perfect decoding. In general,
it is desirable for algebraic decoders to be designed to decode all erasure symbols up to the
minimum distance d. Some decoding algorithm such as the AGD [8] has been proposed to
decode some of received codewords with erasure symbols up to n− k.
To analyze the decoding complexity and delay, the number of iterations and decoding com-
plexity are described as graphs. The number of iterations counts parallelized CNU and VNU
operations as 1
2
, respectively as in [8]. Note that AGD and TS-AGD use CNU operations more
than VNU operations due to cyclic shifts. In the proposed TS-AGD, the preprocessing can
slightly increase the decoding complexity but it reduces the number of iterations for IED. The
number of VNU operations for the TS-AGD is identical to that for AGD because there is no
difference in terms of the erasure decoding performance for the fixed parity check matrix H .
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Therefore, with regard to decoding complexity, the Hamming correlation calculation for each τ
in the preprocessing stage and the CNU operation of one check node in the second decoding
stage are counted as 1 in both cases, respectively but the decoding complexity of the VNU
operations is ignored.
1) Proposed Decoding Algorithms for Perfect Codes:
(i) (2m − 1, 2m − 1−m, 3) Hamming codes: Clearly, Hamming codes have only one cog and
thus one row in H is needed to achieve the ML decoding performance as in the following
proposition.
Proposition 1: For an (n, k, d) linear code C, the IED of 2n−k × n expanded parity check
matrix whose rows consist of all of the codewords of its dual code C⊥ can achieve ML
decoding performance.
Proof: Note that the ML decoder can decode only if Se of the erasure pattern does not
include the support of any codeword. Let H be an (n − k) × n submatrix with full rank
by selecting rows from the expanded parity check matrix. Let HSe be an (n − k) × |Se|
submatrix generated by selecting the columns with indices in Se from H . Let  be an |Se|-
tuple erasure vector, that is,  consists of the elements with indices in Se of the transmitted
codeword. Then, we have the syndrome of
S = H(r(τ))
T
= H(r(τ)e )
T
+H(r(τ)ne )
T
= 0,
which can be modified as
HSe
T = H(r(τ)e )
T
= H(r(τ)ne )
T
. (5)
If the rank of HSe is lower than |Se|, (5) has multiple solutions, implying that the decoder
cannot decode the codeword. Thus, HSe should have full rank and then there exist |Se|
linearly independent rows in HSe . Let H ′ and H ′Se be |Se| × n and |Se| × |Se| matrices
constructed from H and HSe by selecting |Se| linearly independent rows, respectively. By
selecting the elements with the same row indices as those of H ′Se from H(r
(τ)
ne )
T
in (5),
we can find  by inverting H ′Se . From the properties of linear codes, each row of H
′−1
SeH
′
is actually the codeword of the dual code C⊥. Then, the IED of H whose rows consist of
the codewords of C⊥ can correct the erasure patterns, which do not include the codeword.
Clearly, this corresponds to the ML decoder.
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From the above proposition, the Hamming codes which have only one cog can achieve
the ML decoding performance, because they have the same performance as a 2n−k × n
expanded parity check matrix.
Below, the decoding performance of (23, 12) Golay, (24, 12) extended Golay, and (31, 21, 5)
BCH codes is presented in the table, which compares the exact ML erasure decoding
performance with the AGD and the TS-AGD decoding performances. Proposition 1 is useful
in that it can be used to calculate the erasure decoding performance of the ML decoder
based on IED.
(ii) For the (23, 12, 7) binary Golay code: Using the proposed modification criteria, the parity
check matrix of the (23, 12, 7) binary Golay code can be modified as
Hm =

10001000000001100011101
01001010010000101010001
00100000001001101010011
00010010011001100001001
00001110001000100000111
00001011000001001001011
00001000111000000011011
00000010010101000010111
00000010001010001011101
00001000011001011000101
00000000010000101101111

(6)
and its parity check sequence is given as
sp(t) =
(
00001010011001101011111
)
,
which corresponds to the characteristic sequence of cyclic difference set with parameters
(23, 12, 6). Here, the modified parity check matrix has 12 standard basis vectors and its rows
have the minimum Hamming weights. Thus, (6) satisfies the three modification criteria for
the parity check matrix. The numerical analysis shows in Table I that the proposed TS-AGD
with Hm can achieve the same performance as the ML decoder and outperform the AGD
with Hsys, where Hsys denotes the systematic form of its parity check matrix defined as
[I12|P ]. Fig. 9 shows the decoding performance of the (23, 12, 7) binary Golay codes in
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TABLE I
THE UNDECODABLE ERASURE PATTERNS BY THE MODIFIED H IN THE (23,12,7) BINARY GOLAY CODE
The number Total number of TS-AGD and TS-AGD and
of erasures erasure patterns AGD of Hsys AGD of Hm, ML
≤ 6 0 0
7 245157 253 253
8 490314 4554 4554
9 817190 37973 37950
10 1144066 197754 194810
11 1352078 700488 656558
terms of iteration and the decoding complexity. Two decoders, AGD and TS-AGD, and two
modifications of the parity check matrix are considered in Fig. 9. The number of iterations
of the proposed TS-AGD algorithm can be reduced compared to the AGD as shown in Fig.
9(a). The decoding complexity of TS-AGD with Hm has the lowest value except for the
midrange of the erasure probability as in Fig. 11(b).
(iii) (24, 12, 8) binary extended Golay code: In fact, while this is not a cyclic code, it is cyclic
except for the last parity bit. Thus, we can apply the AGD algorithm and the proposed
TS-AGD algorithm. Hehn modified the parity check matrix as in [8]
HHehn =

111000001001100000100001
110000100001001110000001
110100101010010000000001
111000110000000000010101
110001000101010000000101
110100010100000010100001
011000100001010001001001
110110000001000000011001
111101000000001001000001
110010000010001000100101
001100101001001000010001
001101010011001000000010

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(a) The average number of iterations
(b) Decoding complexity
Fig. 9. The average number of iterations and the decoding complexity of AGD and TS-AGD with modified H for the (23, 12, 7)
Golay code.
and the systematic form of the parity check matrix is given as
Hsys =

100000000000110111000101
010000000000101110001011
001000000000011100010111
000100000000111000100101
000010000000110001011011
000001000000100010111111
000000100000000101100111
000000010000001011011101
000000001000010110111001
000000000100101101111001
000000000010011011100011
000000000001111111111110

.
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The modified parity check matrix based on the three proposed criteria can be given as
Hm =

100010000000011000111010
010010100100001010100010
001000000010011010100110
000100100110011000010010
000011100010001000001110
000010110000010010010110
000010001110000000110110
000000100101010000101110
000000100010100010111010
000010000110010110001010
000000000100001011011110
000010100110011010111101

where the first 11 standard basis column indices are determined by the cyclic difference
set with parameters (23, 12, 6) as before and the last standard basis vector is located in the
extended bit. The last row of Hm has the Hamming weight of 12, which is larger than the
minimum Hamming weight 8. Thus, we can further modify it by replacing the last row by
sum of the first row and the last row as
HA =

100010000000011000111010
010010100100001010100010
001000000010011010100110
000100100110011000010010
000011100010001000001110
000010110000010010010110
000010001110000000110110
000000100101010000101110
000000100010100010111010
000010000110010110001010
000000000100001011011110
100000100110000010000111

where the last row has the minimum Hamming weight 8 but the first column is not a
standard basis vector. The further modification is done by replacing the i-th row with the
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sum of the i-th row and the last row of Hm, 1 ≤ i ≤ 11 and the last row with the first row
of Hm as
HB =

100000100110000010000111
010000000010010000011111
001010100100000000011011
000110000000000010101111
000001000100010010110011
000000010110001000101011
000000101000011010001011
000010000011001010010011
000010000100111000000111
000000100000001100110111
000010100010010001100011
100010000000011000111010

.
In fact, the first columns of HA and HB have Hamming weights 2. Then the parity check
sequences of Hp, HA, and HB are given as
sp,Hm(t) =
(
000010100110011010111110
)
sp,HA(t) =
(
100010100110011010111110
)
sp,HB(t) =
(
100010100110011010111111
)
.
In the (24, 12, 8) extended Golay code, any of the modified parity check matrices cannot
achieve the same performance as that of the ML decoder. However, the TS-AGD by adding
redundant check equations to HB can give us the same decoding performance as the ML
decoder, which is given as
HC =
 HB
H
′
A

where H ′A is a submatrix composed of nine rows out of the first 11 rows of HA. Fig. 10
shows the relationship among the various modified parity check matrices. Table II shows the
decoding performance of the proposed TS-AGD and AGD with Hsys, Hm, HA, HB, HHehn,
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Fig. 10. Modifications of the parity check matrix in the (24, 12, 8) extended binary Golay code.
TABLE II
THE UNDECODABLE ERASURE PATTERNS BY THE MODIFIED H FOR THE (24, 12, 8) BINARY EXTENDED GOLAY CODE
The Total number TS-AGD TS-AGD TS-AGD TS-AGD and TS-AGD and
number of of erasure and AGD and AGD and AGD AGD of HB AGD of HC
erasures patterns of Hsys of Hm of HA and HHehn and ML
≤ 7 0 0 0 0 0
8 735471 759 759 759 759 759
9 1307504 12144 12144 12144 12144 12144
10 1961256 92000 91080 91080 91080 91080
11 2496144 460253 426581 425178 425040 425040
12 2704156 1515792 1344005 1325536 1322179 1313116
and HC , where HC shows decoding performance identical to that of the ML decoder and
better decoding performance than the decoding algorithm by Hehn. Fig. 11(a) shows the
average number of iterations, where Hc has the smallest number of iterations. However, the
decoding complexity for Hc is largest due to additional rows of the parity check matrix.
(iv) Ternary (11, 6, 5) Golay code: For the ternary (11, 6, 5) Golay code, AGD and TS-AGD
algorithms with the systematic and the modified form of their parity check matrices can
achieve the ML decoding performance, whereas the number of iterations and the decoding
complexity of the modified form are better than those of the systematic form. The systematic
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(a) The average number of iterations
(b) Decoding complexity
Fig. 11. The average number of iterations and the decoding complexity of AGD and TS-AGD with modified H for the (24, 12, 8)
extended Golay code.
parity check matrix of the ternary (11, 6, 5) Golay code is given as
Hsys =

10000122210
01000012221
00100212012
00010110111
00001222101

.
The modified form of the parity check matrix uses the parity check sequence constructed
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by the characteristic sequence of the cyclic difference set with parameters (11, 6, 3) as
Hm =

12000110022
00100212012
01010122002
01001201022
02000021112

where the parity check sequence is given as
sp,m(t) =
(
01000111011
)
.
The average number of iterations and the decoding complexity of the ternary Golay codes
are described in Fig. 12, which shows performance similar to the previous cases for the
Golay and extended Golay codes. By numerical analysis, there are no undecodable erasure
patterns for the number of erasures e < 6, there are 66 undecodable erasure patterns for
e = 6, and there are no decodable erasure patterns for e > 6 for the modified form and the
ML decoders.
2) Proposed TS-AGD Algorithms for Binary Primitive BCH Codes: Binary primitive BCH
codes are widely used due to their low-complexity encoding, large designed distance, and
guaranteed decoding performance for certain number of erasures. However, BCH codes require
inherently high decoding complexity and their decoding performance is degraded for large n and
k. The proposed TS-AGD can overcome the disadvantages of BCH codes by the low-complexity
decoding with improved performance. Here, the proposed TS-AGD for the (31, 21, 5), (31, 16, 7),
and (63, 18, 21) BCH codes are numerically analyzed in the erasure channel. In general, sp(t) of
the BCH code is generated by the cyclic difference set but there are some cases that the cyclic
difference set does not exist for some parameters of the BCH code, that is, the (31, 21, 5) and
(63, 18, 21) BCH codes. In these cases, Sp can be constructed using the union of cyclotomic
cosets of the finite field as an alternative construction method. In general, sp(t) does not have
constant out-of-phase autocorrelation but has relatively low values of out-of-phase autocorrela-
tion. Thus, this construction method of sp(t) also results in good decoding performance.
(i) (31, 21, 5) BCH code: AGD and TS-AGD with the parity check matrix of the systematic
and modified forms are simulated. First, the systematic parity check matrix of the (31, 21, 5)
BCH code is given as
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(a) The average number of iterations
(b) Decoding complexity
Fig. 12. The average number of iterations and the decoding complexity of AGD and TS-AGD with modified H for the (11, 6, 5)
ternary Golay code.
Hsys =

1000000000100101001001111010101
0100000000110111101101000111111
0010000000111110111111011001010
0001000000011111011111101100101
0000100000101010100110001100111
0000010000110000011010111100110
0000001000011000001101011110011
0000000100101001001111010101100
0000000010010100100111101010110
0000000001001010010011110101011

.
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TABLE III
THE UNDECODABLE ERASURE PATTERNS BY THE MODIFIED H IN (31, 21,5) BCH CODE
The number Total number of TS-AGD and TS-AGD and ML
of erasures erasure patterns AGD of Hsys AGD of Hm
≤ 4 0 0 0
5 169911 186 186 186
6 736281 5642 5642 5642
7 2629575 83237 83235 83235
8 7888725 791027 790965 790965
9 20160075 5371029 5342850 5340835
10 44352165 26734183 26118709 26030917
Note that there are no difference sets for the parity check sequence of the (31, 21) BCH
code. Alternatively, we generate sp(t) using two cyclotomic cosets of the finite field F25
including the elements α7 and α11 of the finite field F25 . The corresponding parity check
matrix in the modified form is given as
Hm =

1000110010101011010010100000010
0010110000100100000011101001011
0001100000110101111001100000010
0000011010111100110000001000011
0100110110010000111001001000100
0000010001111010001001001001101
0100100010001001101100100001110
0100010010010011010000010001111
0100000010100011001010101101001
0100100000011101001011001011000

and its parity check sequence is
sp(t) =
(
0100110010111111111011101001111
)
.
Table III shows the decoding performance of the proposed TS-AGD and AGD with Hsys
and Hm, which shows that the erasure decoding performance of Hm is better than that
of Hsys. For the average number of iterations, Hm has a lower value than Hsys and TS-
AGD has a lower value than AGD. With regard to decoding complexity, TS-AGD is greater
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(a) The average number of iterations
(b) Decoding complexity
Fig. 13. The average number of iterations and the decoding complexity of AGD and TS-AGD with modified H for the (31, 21, 5)
binary BCH code.
than AGD for high erasure probability because TS-AGD has a small number of τ ’s with
RH(τ) = 0 or RH(τ) = 1. Therefore, TS-AGD is inefficient for a high erasure probability
in that large computation is required for decoding.
(ii) (31, 16, 7) BCH code: For the (31, 16, 7) BCH code, Hehn performed the simulation for the
AGD but its parity check matrix is not given. Here, we construct its parity check matrix
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consisting of the same 15 cogs used in Hehn’s construction as follows:
HHehn =

1000000000000001100100001111000
0111010000010010000000010000100
0111001000001000010000010000001
0011100000100000000010101010000
0111000000100100001010010000000
0110110001010000000100000001000
0110100100000000001010000011000
0110100000001000110000000001010
0110100000000010000001000101100
0110011000010000001010000000001
0110010010010000000001001100000
0110001000100110000000000000101
1100001000010000100010001100000
0010101000100001000000100100100
0101001000010100010010000000100

.
The systematic parity check matrix of the above BCH code is given as
Hsys =

1000000000000001100100001111000
0100000000000000110010000111100
0010000000000000011001000011110
0001000000000000001100100001111
0000100000000001100010011111111
0000010000000001010101000000111
0000001000000001001110101111011
0000000100000001000011011000101
0000000010000001000101100011010
0000000001000000100010110001101
0000000000100001110101010111110
0000000000010000111010101011111
0000000000001001111001011010111
0000000000000101011000100010011
0000000000000011001000011110001

.
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The modified form of the parity check matrix for the proposed TS-AGD is given by the
cyclic difference set with parameters (31, 16, 8) as
Hm =

1101001001100100011011000010000
1011011001011000001011000010000
1000111001111000001001101000000
1000000100100100001010100010000
1000010010111100011010101000000
1000010001000110000011000010000
0001011001100001000000101000000
1001010001100100110010101010000
1000010001110100000100100000000
0001010000011000011010010000000
1000010000010000001011100100000
0000001001100000011001001001000
1000000001110000001001000010100
0001010001001000000010001010010
0000001000101100011010000000001

and its parity check sequence is also given as
sp(t) =
(
1001011001111100011011101010000
)
.
Henceforth, the decoding performance of the (31, 16, 7) BCH code is numerically analyzed
in three aspects; the bit error rate (BER) and frame error rate (FER), the average number
of iterations, and the decoding complexity. For large values of n and k, it is difficult to
estimate the ML decoding performance by counting all of the erasure patterns. Instead, the
lower bound of the ML decoding performance by ML LB(FER) is described in Fig. 14.
For BER and FER, the decoding performances of Hsys, HHehn, and Hm are nearly identical.
For the average number of iterations, Hm also has a lower value than Hsys and TS-AGD has
significantly lower value than AGD. For AGD, Hsys has fewer number of iterations than
HHehn, which means that modification of the parity check matrix can also decrease the
number of iterations. It is also shown that modifying the parity check matrix can decrease
the decoding complexity.
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(a) BER and FER
(b) The average number of iterations
(c) Decoding complexity
Fig. 14. Decoding performance, the average number of iterations, and the decoding complexity of AGD and TS-AGD with
modified H for the (31, 16, 7) binary BCH code.
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(iii) (63, 18, 21) BCH code: For the parameters of large n and lower coding rates, it is difficult
to obtain n− k cogs to generate H by Hehn’s method. Here, the systematic form and the
proposed modification can be used to obtain the parity check matrices not only for the
decoding complexity and delay reductions but also for the erasure decoding performance
improvement as well. There is no difference set for the parameters of the (63, 18, 21) BCH
code and thus the proposed modification of H is done using the cyclotomic cosets of the
coset leaders of the finite field F26 in {α3, α5, α7, α11, α13, α15, α23, α27}. The corresponding
parity check sequence is given as
sp(t) =
(11101000110000001010010000000001
1000100000100001000000010001011).
The decoding performance of the above BCH code is shown in Fig. 15. For BER and
FER, Hm is better than Hsys. Regarding the average number of iterations and the decoding
complexity, TS-AGD is better than AGD for both Hm and Hsys.
IV. TWO-STAGE AGD FOR CYCLIC MDS CODES
In this section, the proposed TS-AGD is applied to cyclic MDS codes. In order to achieve the
perfect decoding, stopping redundancy and submatrix inversion are also used for the TS-AGD
for cyclic MDS codes.
A. Modification of the Parity Check Matrix for Cyclic MDS Codes
The criteria for the modification of the parity check matrices in Section III can be simplified
for the TS-AGD of cyclic MDS codes from the properties of the MDS codes.
Proposition 2 (The first and third criteria for cyclic MDS codes): For the parity check matrix
of the (n, k) MDS codes, n−k standard basis vectors can be made in any columns of the parity
check matrix and the Hamming weight of all rows is k + 1, which is the minimum Hamming
weight of its dual codes.
Proof: This can be easily proved from the theorems in Section 2 of Chapter 11 in [29].
Thus, the first and third criteria can always be satisfied in the parity check matrix of the MDS
codes but for the second criterion, we have to make the magnitude of the out-of-phase Hamming
autocorrelation of the parity check sequence as low as possible.
In order to improve the decoding performance of AGD and IED, the expanded parity check
matrix is proposed by expanding the rows of the parity check matrix. That is, the (n− k)× n
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(a) BER and FER
(b) The average number of iterations
(c) Decoding complexity
Fig. 15. Decoding performance, the average number of iterations, and the decoding complexity of AGD and TS-AGD with
modified H for the (63, 18, 21) binary BCH code.
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parity check matrix can be expanded to a b(n− k)× n matrix, which is composed of b distinct
parity check matrices. Note that each (n−k)×n parity check matrix has its own parity sequence.
Then, the TS-AGD using the expanded parity check matrix decodes the received codeword by
the first (n − k) × n parity check matrix. If it fails, successful decoding is possible using the
subsequent parity check matrices. Note that if the perfect decoding is possible by the expanded
parity check matrix, the number of rows in the expanded parity check matrix is called the
stopping redundancy.
B. Proposed TS-AGD for Cyclic MDS Codes
1) TS-AGD Algorithm for Cyclic MDS Codes: The procedure of the proposed TS-AGD for
MDS codes is nearly identical to that of the binary codes introduced in the previous section
but the detailed decoding procedure is slightly different. For the binary codes in Fig. 4, there is
a case that the erasure symbols in the non-standard basis part cannot be successfully decoded
at the first iteration for RH(τ) = 1. Unlike the binary codes, TS-AGD for the MDS codes can
always successfully decode the cyclically shifted received codewords with τ such that RH(τ) ≤ 1
because the non-standard basis columns of the parity check matrix always consist of nonzero
elements. Therefore, the maximum number of iterations is reduced to 2 if there exists τ which
meets the condition of RH(τ) ≤ 1. However, the proposed TS-AGD cannot decode the received
codewords of the cyclic MDS codes for the cases of RH(τ) ≥ 2.
2) Performance Analysis of Cyclic MDS Codes and LRCs: For (n, k) cyclic MDS codes,
their minimum distance is the largest value n− k + 1, which means that the best ML decoding
performance of the MDS codes can be obtained in the erasure channel. However, since the
minimum Hamming weight of rows in the parity check matrix of the MDS codes is the largest
value k + 1, this degrades the decoding performance for AGD or IED compared to the binary
codes due to the third modification criterion of the parity check matrix.
In order to mitigate the degradation of the decoding performance due to the third criterion
without expansion of the parity check matrix, we can also consider cyclic locally repairable codes
(LRCs) [17], which can be constructed by slightly modifying the MDS codes as follows. LRC
is originally used to reduce the decoding complexity of the repair process in distributed storage
systems. LRCs have slightly shorter minimum Hamming distances than MDS codes, which
reduces the decoding performance gap between AGD and the ML decoder. In this subsection,
the proposed TS-AGD decoding algorithm can be applied to LRCs as well as cyclic MDS codes
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in order to achieve the ML decoding performance. For (d⊥L − 1)|k and d⊥L |n , the generator
polynomial of the optimal cyclic LRC is given as
g(x) =
∏
i∈{L∪M}
(x− αi)
where L = {l|l mod d⊥L = 0} and M = {0, 1, 2, ..., n − kd⊥L−1d
⊥
L}. For the code parameters
(n, k) = (15, 8), there exist a (15, 8, 8) MDS code, a (15, 8, 7) cyclic LRC with d⊥min = 5, and
a (15, 8, 5) cyclic LRC with d⊥min = 3. From (IV-B2), the generator polynomial of the (15, 8, 7)
cyclic LRC has the zeros {1, α1, α2, α3, α4, α5, α10}. Similarly, the generator polynomial of the
(15, 8, 5) cyclic LRC has the zeros {1, α1, α2, α3, α6, α9, α12}. The characteristic sequence of
the cyclic difference set with parameters (15, 8, 4), that is, an m-sequence of period 15 can be
used for the parity check sequence as
sp(t) = (000100110101111).
Then, the corresponding masks A of the parity check matrices of the (15, 8, 8) MDS code, and
the (15, 8, 7) and (15, 8, 5) cyclic LRCs are given as
AMDS =

100100110101111
010100110101111
001100110101111
000110110101111
000101110101111
000100111101111
000100110111111

ALRC(15,8,7) =

100100100100100
010100110101111
001100010101111
000110110101111
000101110101111
000100111101111
000100110111111

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TABLE IV
THE UNDECODABLE ERASURE PATTERNS FOR THE (15, 8) CYCLIC MDS CODE AND LRCS
The Total number TS-AGD TS-AGD TS-AGD, AGD TS-AGD and ML ML
number of of erasure and AGD and AGD and ML with AGD with with with
erasures patterns with Hsys with HMDS HLRC(15,8,5) HLRC(15,8,7) HLRC(15,8,7) HMDS
≤ 3 0 0 0 0 0 0
4 1365 90 0 0 0 0 0
5 3003 1128 168 60 3 0 0
6 5005 3520 2380 820 400 0 0
7 6435 5820 5680 3600 3570 405 0
ALRC(15,8,5) =

100100110101111
010000100001000
001000010000100
000010000100001
000101110101111
000100001000010
000100110111111

.
The erasure decoding performance of the above three (15, 8) codes is shown in Table IV. Clearly,
the ML decoding performance of LRC with lower d⊥L is degraded compared to that of MDS
codes but the performance gap between TS-AGD and the ML decoder becomes smaller. For
the (15, 8, 5) cyclic LRC, TS-AGD performs the perfect decoding, that is, there is no difference
in the decoding performance between TS-AGD and the ML decoder. TS-AGD has the best
performance for the (15, 8, 7) cyclic LRC which can replace the (15, 8, 8) MDS code. Fig.16
shows that TS-AGD has lower decoding complexity and the fewer iterations than those of AGD
for the MDS code and LRCs. For TS-AGD, MDS codes has lower decoding complexity than
LRCs because MDS code uses the TS-AGD algorithm. That is, TS-AGD decoding for LRC is
not always successful when RH(τ) = 1, because LRC is not an MDS code and some elements
of the non-standard basis columns of the parity check matrix of LRC are zero.
Instead of mitigating the strict condition of the cyclic MDS codes by the cyclic LRCs, the
expanded parity check matrix can be used to enhance the erasure decoding performance of the
cyclic MDS codes. Numerical analysis of the expanded parity check matrix using m-sequences
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(a) The average number of iterations
(b) Decoding complexity
Fig. 16. The average number of iterations and the decoding complexity of the (15, 8) cyclic MDS code and cyclic LRCs.
is introduced in the following subsection.
3) Performance Analysis of TS-AGD With Expanded Parity Check Matrix for Cyclic MDS
Codes: To analyze the erasure decoding performance of TS-AGD with expanded parity check
matrix for cyclic MDS codes, it is necessary to know the Hamming auto- and cross-correlations
of the parity check sequences of the expanded parity check matrix. By counting the number of
decodable (n−k)-erasure patterns by Lemma 1, the decoding performance of the TS-AGD with
expanded parity check matrix can be estimated. Each term of the expanded parity check matrix
in (1) can be modified as in the following proposition and theorems.
Proposition 3 (The first term in the Bonferroni inequality in the expanded parity check matrix):
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The first term in (1) is modified in the expanded parity check matrix as follows:∑
I⊂A,|I|=1
|Ei| = bn(k(n− k) + 1).
Proof: Suppose that the expanded parity check matrix has b parity check sequences. The
τ -shifted parity check sequence sp(t + τ) can correct n − k erasure symbols in the following
two cases:
1) RH(τ) = 0: n− k erasure symbols are located in the n− k standard basis indices and the
decoder can correct the
(
n−k
n−k
)
= 1 erasure pattern.
2) RH(τ) = 1: n − k − 1 erasure symbols are located in the standard basis indices and the
decoder can correct the
(
n−k
n−k−1
)(
k
1
)
= (n− k)k erasure patterns.
Each parity check sequence of the expanded parity check matrix has up to n cyclically equivalent
parity check sequences and therefore, it can correct up to n(k(n− k) + 1) erasure patterns.
Theorem 2 (The second term in the Bonferroni inequality in the expanded parity check matrix):
The second term in (1) can also be modified in the expanded parity check matrix as
∑
I⊂V,|I|=2
∣∣∣∣∣⋂
i∈I
Ei
∣∣∣∣∣ =
n−1∑
τ1,τ2=0
∑
1≤i<j≤b
(
4Fsp,i(t+τ1),sp,j(t+τ2)(k − 2) + nFsp,i(t+τ1),sp,j(t+τ2)(k − 1)
)
(7)
where Fsp,i(t+τ1),sp,j(t+τ2)(γ) returns 1 if
∑n−1
t=0 (sp,i(t+ τ1)sp,j(t+ τ2)) = γ and 0, otherwise.
Proof: The proof is similar to that of Theorem 1. For the i-th and j-th cyclically shifted
parity check sequences, the number of doubly counted decodable erasure patterns is expressed
as ∑
I⊂V,|I|=2
∣∣∣∣∣⋂
i∈I
Ei
∣∣∣∣∣ =
n−1∑
τ1,τ2=0
∑
1≤i<j≤b
k∑
γ=0
cγFsp,i(t+τ1),sp,j(t+τ2)(γ) (8)
where cγ is the number of doubly counted decodable erasure patterns from sp,i(t + τ1) and
sp,j(t+ τ2). Equation (8) partitions the number of doubly counted decodable erasure patterns by
τ1, τ2, spi(t), spj(t), and γ. The remaining problem is to determine cγ . For the given τ , spi(t),
and spj(t), the doubly counted decodable erasure patterns can be computed as follows:
1) If γ ≤ k − 3: A doubly counted decodable erasure pattern does not occur because there
should be n−k−3 erasure symbols in A00 and the remaining three erasure symbols cannot
be decoded regardless of their locations of A01, A10, and A11, where the Hamming cross-
correlation values of one parity check sequence and the erasure sequence are larger than or
equal to 2.
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2) If γ = k − 2: We have |A11| = k − 2, |A10| = |A01| = 2, and |A00| = n − k − 2. Then,
doubly counted decodable erasure patterns occur when one erasure symbol is located in
A01, one erasure is in A10, and n− k − 2 erasure symbols are in A00. Therefore, cγ is 4.
3) If γ = k − 1: We have |A11| = k − 1, |A10| = |A01| = 1, and |A00| = n− k − 1. Then, the
doubly counted decodable erasure patterns can occur when one erasure symbol is located
in A01, one erasure symbol is in A10, and n − k − 2 erasure symbols are in A00, where
cγ = n − k − 1. In addition, doubly counted decodable erasure patterns occur when one
erasure symbol is located in A11 and the other n− k − 1 erasure symbols are in A00, A01,
or A10, where cγ = k + 1. The sum of the two cases gives us cγ = n.
Thus, the theorem is proved.
The distribution of the Hamming auto- and cross-correlation values of the parity check sequences
can be used to count the first and the second terms in the Bonferroni inequality by Proposition
3 and Theorem 2. The Hamming auto- and cross-correlations of pseudorandom sequences,
especially the m-sequences of period n = 2m − 1, have been researched. There can be used
to analyze the erasure decoding performance of TS-AGD. In this subsection, TS-AGD with
the expanded parity check matrix for (n, n+1
2
) MDS codes is analyzed, where the parity check
sequences for (n − k) × n parity check matrices are constructed using the m-sequence and its
decimated sequences.
(i) m ≤ 3: For m = 3, only one (n− k)×n parity check matrix with a parity check sequence
constructed by the m-sequence of period 7 can achieve the perfect decoding. It can be
easily shown by the numerical analysis.
(ii) m = 4: There are two m-sequences, sp1(t) and sp2(t) of period n = 15. The distribution
of their Hamming cross-correlation values for τ ∈ [0, n− 1] can be given as [19]
n−1∑
t=0
sp1(t)sp2(t+ τ) =

3, 4 times
4, 5 times
5, 4 times
6 2 times.
In this case, we can derive the number of the decodable 8-erasure patterns for the expanded
parity check matrix with b = 2 by the inclusion-exclusion principle. For the first term in
(7), the number of doubly counted erasure patterns is computed as 2×5(7×8+1) = 1710.
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TABLE V
HAMMING CROSS-CORRELATION DISTRIBUTION OF m-SEQUENCE OF PERIOD 31 AND ITS DECIMATED SEQUENCES
Decimation The number of Hamming Types
cross-correlations (values)
3 3(6,8,10) Gold [20], Kasami [21]
5 3(6,8,10) Gold [20]
7 3(6,8,10) Welch [22]
11 3(generally, 5)(6,8,10) Boston and McGuire [23]
15 6(6,7,8,9,10,11)
For the second term, it is given as∑
I⊂V,|I|=2
∣∣∣∣∣⋂
i∈I
Ei
∣∣∣∣∣ =
14∑
τ=0
∑
1≤i<j≤2
(
4Fsp,i(t),sp,j(t+τ)(5) + 15Fsp,i(t),sp,j(t+τ)(6)
)
=
14∑
τ=0
(4Fsp,i(t),sp,j(t+τ)(5)) = 15× 4× 2 = 120,
which makes at least 1590 decodable erasure patterns and it is the exact value because
it has no triply or more counted erasure pattern. Note that the total number of 8-erasure
patterns is
(
15
8
)
= 6435.
(iii) m ≥ 5: For m = 5, there are six m-sequences of period 31, whose Hamming cross-
correlation distributions are listed in Table V. For these cases, the peak correlation values
are either 10 or 11, which means that there are no doubly counted decodable erasure patterns
because there are no Hamming correlation values larger than k − 2 = 14. Therefore, any
expanded parity check matrix with b ≤ 6 has erasure decoding performance achieving the
upper bound. The maximum value of the Hamming cross-correlation of the m-sequence
and its decimated sequences can be derived as
⌊
2m+2
(m+2)
2 +3
4
⌋
[24]. Thus, for m ≥ 5, we
have ⌊
2m + 2
(m+2)
2 + 3
4
⌋
< 2m−1 − 2 = k − 2.
Thus, it is easily checked that there are no doubly counted erasure patterns for construction
of the expanded parity check matrices for any combinations of an m-sequence and its
decimated sequences for m ≥ 5. Therefore, the total number of decodable erasure patterns of
TS-AGD with expanded parity check matrix constructed by m-sequences can be maximized
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for the cyclic MDS codes. However, the performance by TS-AGD is worse than that of the
perfect decoding for cyclic MDS codes.
C. Perfect Decoding by TS-AGD With Expanded Parity Check Matrix for Cyclic MDS Codes
In order to achieve the perfect decoding by TS-AGD with the expanded parity check matrix
for cyclic MDS codes, the required stopping redundancy ρ = b(n−k) is grown exponentially as
n and k increase. It is known to be NP-hard to calculate or approximate the exact value ρ for the
perfect decoding [30]. For small values of n and k of the cyclic MDS codes, it will be shown
that we can find the optimal ρ which meets the lower bound. In this paper, we only consider
the case of ρ ≤ 3(n − k) and we propose a construction method of the expanded parity check
matrix for the perfect decoding in this subsection. First, three lower bounds on the stopping
redundancy are proposed.
1) Lower Bounds on ρ for the Perfect Decoding by TS-AGD: The first lower bound is similar
to the Gilbert (sphere packing) bound as in the following theorem.
Theorem 3 (Gilbert-like lower bound):
ρ ≥
⌈ (
n
n−k
)
n((n− k)k + 1)
⌉
(n− k)
Proof: Suppose that an expanded parity check matrix has b parity check sequences. If there
are no doubly counted decodable erasure patterns, the number of decodable erasure patterns is
bn((n− k)k+ 1) from Proposition 3, which is larger than or equal to ( n
n−k
)
. Thus, the theorem
is proved.
This bound can be improved by lotto designs [18] and the Bonferroni inequality [16].
Definition 6 (Lotto design [18]): An (n, k, p, t)-lotto design is an n-set V of elements and a
set B of k-element subsets (blocks) of V , such that for any p-subset P of V , there is a block
B ∈ B, for which |P ∩ B| ≥ t. L(n, k, p, t) denotes the smallest number of blocks in any
(n, k, p, t)-lotto design.
By using the above lotto design, we can obtain more improved lower bounds on ρ as follows.
Theorem 4 (Lower bound by the lotto design):
ρ ≥
⌈
L(n, n− k, n− k, n− k − 1)
n
⌉
(n− k)
Proof: In order to decode the cyclic MDS codes, it is necessary for the Hamming correlation
values to be less than or equal to 1, i.e., RH(τ) ≤ 1. It also means that the intersection between
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the standard basis indices and the support set of erasure sequence is larger than or equal to
n− k − 1. Then, the minimum number of the parity check sequences in expanded parity check
matrix is lower bounded by L(n,n−k,n−k,n−k−1)
n
.
The lotto design improves the lower bound in Theorem 4. Moreover, the lower bound for ρ
can also be improved by the Bonferroni inequality as follows.
Theorem 5 (Lower bounds by the Bonferroni inequality):
ρ ≥
⌈(
n
n−k
)− 4A(n, 6, n− k)
n(k(n− k)− 3)
⌉
(n− k) (9)
where A(n, d, w) denotes the maximum number of codewords for the (n, d, w) constant weight
codes.
Proof: For an expanded parity check matrix with b parity check sequences, the number of
decodable erasure patterns follows (1), whose right hand side can be used as an upper bound.
In this approach, the second term is calculated as in Theorem 2 if the Hamming auto- and
cross-correlations of the parity check sequences are known. If cyclically shifted parity check
sequences are considered, we have bn distinct parity check sequences, which can be considered
as constant weight codewords. Now, we have to count the number of two codewords with
Hamming distance less than or equal to 4. By definition, A(n, 6, k) is the maximum number of
n-tuple binary codewords which have a weight of k and the minimum distance 6. Then, for each
codeword, there exist at least bn−A(n, 6, n− k) codewords which have Hamming distance less
than or equal to 4. Thus, the total number of pair of codewords with Hamming distance less
than or equal to 4 is at least bn
2
(bn− A(n, 6, n− k)) because all pairs are counted twice. The
minimum value of the second term in the RHS of (1) can be computed for n = k − 2, that is,
a Hamming distance 4. Thus, we have
∑
I⊂V,|I|=2
∣∣∣∣∣⋂
i∈I
Ei
∣∣∣∣∣ ≥
n−1∑
τ1,τ2=0
∑
1≤i<j≤b
4Rsp,i(t+τ1),sp,j(t+τ2)(k − 2)
≥ 4× b
2
(bn− A(n, 6, n− k)). (10)
From Proposition 3, (10),
∣∣⋃
i∈V Ei
∣∣ = ( n
n−k
)
, and |V | = bn, the right inequality in (1) can be
modified as (9).
The value of A(n, d, w) is not exactly known in general and its upper bounds are used in this
paper.
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2) Examples of the Perfect Decoding for ρ ≤ 3(n− k): Table VI lists the required values b
for the perfect decoding by TS-AGD with expanded parity check matrix for (n, k) cyclic MDS
codes. The underlined values denote the maximum values among the previously derived three
lower bounds and the values in parenthesis refer to the lower bounds on b, which are different
from the numerically obtained values of b.
Algorithm 2 shows one of the simple construction method of the expanded parity check matrix
for (n, k) cyclic MDS codes using the set of (n − k)-erasure patterns. Using Algorithm 2, the
values of b for the perfect decoding are numerically derived for (n, k) cyclic MDS codes in
Table VI.
To obtain specific values of the lower bounds, the upper bounds of A(n, d, w) in [25] and the
lower bounds of L(n, k, p, t) in [26] are used.
Algorithm 2 Greedy algorithm for the construction of the expanded parity check matrix H
Input: b(n− k)× n expanded parity check matrix H , the set of all (n− k) erasure sequences
E, S = φ, b = 1, and τ = 0
while E \ S 6= φ do
v ∈ E \ S
sp,b(t)← v¯
for τ = 0 to n− 1 do
C ← {se(t)|
∑n−1
t=0 se(t)sp,b(t+ τ) ≤ 1, se(t) ∈ E}
S ← S ∪ C
end for
b← b+ 1
end while
Some (n, k) MDS codes in Table VI can be analyzed as follows.
(i) (n, k) = (10, 5): The lower bound by Theorem 5 shows a stricter bound compared to the
other bounds. The values b by Theorems 3 and 4 are computed as
bThm.3 =
⌈ (
10
5
)
10(5× 5 + 1)
⌉
= d0.969e = 1
bThm.4 =
⌈
L(10, 5, 5, 4)
10
⌉
=
⌈
10
10
⌉
= 1
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TABLE VI
REQUIRED b ≤ 3 FOR PERFECT DECODING WITH EXPANDED PARITY CHECK MATRIX FOR (n, k) CYCLIC MDS CODES WITH
3 ≤ k ≤ 8 AND 8 ≤ n ≤ 20
k/n 8 9 10 11 12 13 14 15 16 17 18 19 20
3 1 1 1 1 1 2(1) 1 2 2 2 2 2 3(2)
4 1 1 2 3(2) 3(2) 3 4(3) 4(3)
5 1 1 2 2 3 5(3)
6 1 1 2 2 4(3)
7 1 1 1 2 3
8 1 1 1 1 3(2) 5(3)
whereas Theorem 5 gives us a tighter lower bound as
bThm.5 =
⌈ (
10
5
)− 4× 7
10(5× 5− 3)
⌉
= d1.0181e = 2.
Using Algorithm 2, the expanded parity check matrix can be constructed with two parity
check sequences as
sp,1(t) = (1010011010)
sp,2(t) = (0111100100).
(ii) (n, k) = (11, 5): The values b of the three lower bounds are equal to 2. Construction of the
expanded parity check matrix can be realized by the characteristic sequences of the cyclic
difference sets with parameters (11, 5, 2) as
sp,1(t) = (01011100010)
sp,2(t) = (00100011101).
(iii) (n, k) = (13, 4): The values of b by Theorems 3, 4, and 5 are given as
bThm.3 =
⌈ (
13
4
)
13(4× 9 + 1)
⌉
= d1.486e = 2
bThm.4 =
⌈
L(13, 4, 4, 3)
13
⌉
= d2.153e = 3
bThm.5 =
⌈(
13
4
)− 4× 13
13(4× 9− 3)
⌉
= d1.545e = 2.
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Using Algorithm 2, the optimal expanded parity check matrix of the (13, 4) cyclic MDS
code can be constructed by the following three parity check sequences as
sp,1(t) = (0011100000001)
sp,2(t) = (0000100010110)
sp,3(t) = (0101000011000).
D. TS-AGD With Submatrix Inversion for Cyclic MDS Codes
Matrix inversion is not widely used in the erasure decoding but for some codes in the erasure
channel, it is permissible for small submatrix inversion. In particular, raptor codes [27] or
regenerating codes for distributed storage systems [28] often use an inversion operation of a
small submatrix for decoding. The conventional assumption of stopping redundancy for IED is
not an inversion-based decoding, but it requires lots of additional check nodes for a large value
of n. However, TS-AGD allowing submatrix inversion up to a u×u matrix dramatically reduces
the stopping redundancy for the perfect decoding. The operation of submatrix inversion in the
proposed TS-AGD for cyclic MDS codes is always guaranteed by the following proposition.
Proposition 4 (The nonsingularity of parity check matrix of cyclic MDS codes): For any square
submatrix of the modified parity check matrix for MDS codes is nonsingular.
Proof: It can be proved by Theorem 8 in Chapter 11.4 in [29].
Thus, Algorithm 1 becomes Algorithm 3 for the perfect decoding by TS-AGD with expanded
parity check matrix and submatrix inversion for cyclic MDS codes. In Algorithm 3, the u
elements of the syndrome vector with indices ij1 , ij2 , ..., iju , where for k ∈ [1, u], jk is in the
Se ∩ S¯p can be computed as
sijk = ej1hijk ,j1 + ej2hijk ,j2 + ...+ ejuhijk ,ju + aijk = 0, for k ∈ [1, u]
where aijk denotes the symbols recovered by the received codeword and the parity check matrix
in columns whose indices are not in Se∩ S¯p. By solving the above system of linear equations by
submatrix inversion, the erasure symbols ej1 , ej2 , ..., eju can be recovered. Then, the remaining
erasure symbols are decoded by the inversionless VNU.
Three lower bounds on b for the perfect decoding by TS-AGD with expanded parity check
matrix and submatrix inversion for the cyclic MDS codes are derived.
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Algorithm 3 TS-AGD for the expanded parity check matrix with submatrix inversion
Input: b(n − k) × n parity check matrix H , parity check sequences sp,i(t), erasure sequence
se(t)
for i = 0 to u do
for j = 0 to b do
for τ = 0 to n− 1 do
if
∑n−1
t=0 se(t+ τ)sp,j(t) = i then
if i ≤ 1 then
Follow Algorithm 1 for cyclic MDS codes
STOP
else
Select columns of H with indices in Se ∩ S¯p
Select |Se ∩ S¯p| rows whose indices are indices of “1” in the j-th column of the
standard basis vector, j ∈ S¯e ∩ Sp
Invert |Se ∩ S¯p| × |Se ∩ S¯p| submatrix
Find erasure symbols with indices in Se ∩ S¯p
Decode the other |Se ∩ Sp| erasure symbols by additional iterations without
inversion
STOP
end if
end if
end for
end for
end for
1) Bonferroni Inequality for TS-AGD With Expanded Parity Check Matrix and Submatrix
Inversion for Cyclic MDS Codes: The Bonferroni inequality in (1) can be modified as in the
following theorems.
Theorem 6 (The first term of the Bonferroni inequality with submatrix inversion): The first
term in (1) is modified in the expanded parity check matrix with submatrix inversion as∑
I⊂V,|I|=1
|Ei| = bn
u∑
i=0
(
n− k
i
)(
k
i
)
.
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Proof: Suppose that the expanded parity check matrix has b parity check sequences. The
τ -shifted parity check sequence sp(t + τ) can correct n − k erasure symbols if RH(τ) ≤ u. If
RH(τ) = i, n− k erasure symbols are in the n− k − i standard basis indices and the decoder
can correct
(
n−k
n−k−i
)(
k
i
)
erasure patterns. The number of decodable erasure patterns is the sum of
all i ∈ [0, u], which proves the theorem.
Theorem 7 (The second term in the Bonferroni inequality with submatrix inversion): The
second term can also be modified in (1) in the expanded parity check matrix with submatrix
inversion as∑
I⊂V,|I|=2
∣∣∣∣∣⋂
i∈I
Ei
∣∣∣∣∣ = ∑
1≤i<j≤b
u−1∑
µ=0
n−1∑
τ1,τ2=0
∑
0≤ζ+η1≤u,0≤ζ+η2≤u
(
k − 2u+ µ
ζ
)(
2u− µ
η1
)(
2u− µ
η2
)
(
n− k − 2u+ µ
n− k − η1 − η2 − ζ
)
Fsp,i(t+τ1),sp,j(t+τ2)(k − 2u+ µ)
where Fsp,i(t+τ1),sp,j(t+τ2)(γ) returns 1 if
∑n−1
t=0 (sp,i(t+ τ1)sp,j(t+ τ2)) = γ and otherwise, 0.
Proof: The proof is the generalization of that of Theorem 2. For the i-th and the j-th parity
check sequences cyclically shifted by τ1 and τ2, the function Fsp,i(t),sp,j(t+τ2)(γ) is computed as
follows. If γ = k− 2u+ µ for µ ∈ [0, u], we have |A11| = k− 2u+ µ, |A10| = |A01| = 2u− µ,
and |A00| = n−k−2u+µ. Let ζ , η1, and η2 be the numbers of erasure symbols in A00, A10, and
A01. To decode the received codeword in two parity check sequences, the Hamming correlation
of each parity check sequences is less than or equal to u, where ζ + η1 ≤ u and ζ + η2 ≤ u.
This provides the proof.
2) Lower Bounds of the Stopping Redundancy for TS-AGD in an Expanded Parity Check
Matrix With Submatrix Inversion: The three lower bounds on b for TS-AGD with expanded
parity check matrix and u × u submatrix inversion for the cyclic MDS codes can be modified
as in the following theorems.
Theorem 8 (Gilbert-like lower bound of TS-AGD with expanded parity check matrix and
submatrix inversion):
ρ ≥
⌈ (
n
n−k
)
n
∑u
i=0
(
n−k
i
)(
k
i
)⌉ (n− k)
Proof: It manifests from Theorem 3.
Theorem 9 (Lower bound by the lotto design for the TS-AGD with expanded parity check
matrix and submatrix inversion):
ρ ≥
⌈
L(n, n− k, n− k, n− k − u)
n
⌉
(n− k).
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Proof: It manifests from Theorem 4.
Theorem 10 (Lower bound by the Bonferroni inequality for the TS-AGD with expanded parity
check matrix and submatrix inversion):
ρ ≥
⌈(
n
k
)− (2u
u
)2
A(n, 4u+ 2, n− k)
n(
∑u
i=0
(
n−k
i
)(
k
i
)− (2u
u
)2
)
⌉
(n− k)
where A(n, d, w) is the maximum number of codewords for (n, d, w) constant weight codes.
Proof: The proof is the generalization of that of Theorem 5. Two parity check sequences
that have Hamming correlation less than k − 2u have no doubly counted decodable erasure
patterns, because two parity check sequences cannot be simultaneously decoded regardless of
their locations of erasure symbols for |A00| ≤ n−k−2u−1. For |A00| = n−k−2u, the doubly
counted decodable erasure patterns exist only when u erasure symbols are located in A10 and
A01, respectively, where |A10| = |A01| = 2u. Then, the number of cases is
(
2n
n
)2
. The remaining
part is similar to the proof of Theorem 5.
V. CONCLUSION
In this paper, TS-AGD algorithms for cyclic binary and cyclic MDS codes are proposed by
modifying and expanding the parity check matrix. Modification criteria of the parity check matrix
are proposed and the proposed TS-AGD algorithms are shown to be able to reduce the average
number of iterations and the decoding complexity. The perfect codes, BCH codes, and MDS
codes are considered for the proposed TS-AGD algorithms, where some of them achieve the
perfect decoding. For the MDS codes, the modified decoding algorithm with expanded parity
check matrix and submatrix inversion for perfect decoding is discussed. It is shown that some
cyclic codes achieve the perfect decoding by the proposed TS-AGD with the expanded parity
check matrix and submatrix inversion.
APPENDIX A : PROOF OF MAXIMIZATION OF THE UPPER BOUNDS IN (3) AND (4)
The objective functions to be minimized are as follows:
1) For RH(τ) = 0, the objective function is
∑
τ1,τ2
(
2|Sp|+a(τ1,τ2)−n
|Se|
)
.
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2) For RH(τ) = 1, the objective function is
∑
τ1,τ2
(
n− |Sp| − a(τ1, τ2)
1
)2(
2|Sp|+ a(τ1, τ2)− n
|Se| − 2
)
+
(
a(τ1, τ2)
1
)(
2|Sp|+ a(τ1, τ2)− n
|Se| − 1
)
. (11)
It is easy to check that the following constraints are used for optimization:
(i) For all τ1 and τ2, 0 ≤ a(τ1, τ2) ≤ n− |Sp|.
(ii) For any τ2,
∑n−1
τ1=0
a(τ1, τ2) = (n− |Sp|)2.
(iii) For any τ , a(τ, τ) = n− |Sp|.
(iv) |Se| ≤ |Sp|.
Let g(x, y) be a function defined by
g(x, y) =

∏y−1
i=0
x−i
i+1
, if x ≥ y + 1
0, otherwise
where x and y are real numbers. In fact, we have that g(x, y) =
(
x
y
)
for x, y ∈ Z+. It is easy
to check that g(x, y) is a convex function. First, the objective function for RH(τ) = 0 is convex
because g(2|Sp| − n+ a(τ1, τ2), |Se|) =
(
2|Sp|−n+a(τ1,τ2)
|Se|
)
.
At this point, we will prove that the objective function for RH(τ) = 1 is convex for 19 <
|Se|
|Sp| ≤ 1 and |Se| ≥ 3 because if
|Se|
|Sp| ≤ 19 or |Se| ≤ 2, most of the received codewords can
successfully be decoded by the proposed TS-AGD. Clearly, the convexity of (11) can be proved
by the convexity of summands. Then, the summand of (11) can be rewritten as
a(τ1, τ2)g(2|Sp|−n+a(τ1, τ2), |Se|−1)+(n−|Sp|−a(τ1, τ2))2g(2|Sp|−n+a(τ1, τ2), |Se|−2).
(12)
Using g(x, y) = x−y+1
y
g(x, y − 1) for x ≥ y − 1, (12) can be modified as
(a(τ1, τ2)(2|Sp|+ a(τ1, τ2)− n− |Se|+ 2)+
(|Se| − 1)(n− |Sp| − a(τ1, τ2))2)g(2|Sp| − n+ a(τ1, τ2), |Se| − 2). (13)
The convexity of (13) can be proved by its second derivative. Let
f(a) = a(τ1, τ2)(2|Sp|+ a(τ1, τ2)− n− |Se|+ 2) + (|Se| − 1)(n− |Sp| − a(τ1, τ2))2.
November 17, 2018 DRAFT
52
Then, (13) can be expressed as the product of f and g. Then the convexity of (13) can be proved
by deriving the following inequality
(fg)′′ = f ′′g + 2f ′g′ + fg′′ ≥ 0.
It is not difficult to derive the s-derivative of g(x, y) in terms of x as
g(s)(x, y) =
∑
S,|S|=s
∏
i∈[0,y−1]\[S]
x− i
i+ 1
.
Using the geometric-harmonic mean inequality
(x1x2...xn)
1
n ≥ n1
x1
+ 1
x2
+ ...+ 1
xn
with xi = (x− i+ 1) and n = y, we have
(g(x, y))
1
y ≥ bg(x, y)
g′(x, y)
(14)
y
(g(x, y))
1
y
g(x, y) ≤ g′(x, y). (15)
In general, g(s)(x, y) is the summation of polynomials factored into y − s + 1 polynomials of
degree one. Using (14) and (15), (13) can be modified as
b− s+ 1
(g(a, b− s+ 1)) 1b−s+1
g(s−1)(a, b) ≤ g(s)(a, b). (16)
Using (16), we have
(fg)′′ = f ′′g + 2f ′g′ + fg′′ ≥
(|Se| − 3)2
g(2|Sp| − n+ a(τ1, τ2), |Se| − 3)
2
|Se|−3
f +
2(|Se| − 3)
g(2|Sp| − n+ a(τ1, τ2), |Se| − 3)
1
|Se|−3
f ′ + f ′′g
≥
(
(|Se| − 3)2
g(|Sp|, |Se| − 3)
2
|Se|−3
f +
2(|Se| − 3)
g(|Sp|, |Se| − 3)
1
|Se|−3
f ′ + f ′′
)
g.
Let w = 2(|Se|−3)
g(|Sp|,|Se|−3)
1
|Se|−3
. Then, it is enough to show that
w2f + 2wf ′ + f ′′ ≥ 0. (17)
It is easy to check that w is an increasing function for |Se| and |Se||Sp| and a decreasing function
for |Sp|. Then, left hand side of (17) can be rewritten as
L(a) = w2
(
(|Se| − 1) (n− |Sp| − a(τ1, τ2))2 + a(τ1, τ2)(−n+ 2|Sp| − |Se|+ a(τ1, τ2) + 2)
)
+
2w(−2n|Se|+ n+ |Se|(2|Sp|+ 2a(τ1, τ2)− 1) + 2) + 2|Se|.
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At this stage, it is necessary to prove that L(0) > 0 and that its discriminant is negative in terms
of a. It is easy to check that L(a) is linear in terms of |Se| with a negative slope. Thus, L(a)
has its minimum value at the maximum value of |Se|. If |Se| = |Sp|, we have
L(0) = w2(|Sp| − 1)(n − |Sp|)2 + w(n(2 − 4|Sp|) + 4|Sp|2 − 2|Sp| + 4) + 2|Sp| ≥ 0. (18)
Let z = |Sp|
n
. Then for sufficiently large values of n and p, (18) can be written as
L(0)
n2w
= w(|Sp| − 1)(1− z)2 − 4|Sp|+ 4|Sp|2 ≥ ((w(|Sp| − 1) + 4)z − w(|Sp| − 1)) (z − 1)
= (w(|Sp| − 1) + 4)
(
z − w(|Sp| − 1)
w(|Sp| − 1) + 4
)
(z − 1). (19)
Clearly, (19) is positive for a sufficiently large p. Thus, we have L(0) ≥ 0. Next, the discriminant
is written as
D = w4n2 − 10w4n|Sp| + 4w4n + 9w4|Sp|2 − 4w4|Sp| + 4w4 + 8w2|Sp|2 < 0. (20)
It can also be reduced with sufficiently large values of n and p, whose simplified inequality is
given as
(9w4 + 8w2)z2 − 10w4z + w4 < 0. (21)
For 1
9
< z < 1, it is easy to derive D < 0 for a large value of w. Fig. 17 shows the upper bound
of convexity region by (20) and (21), which shows that the two bounds become identical as |Se|
becomes larger. Thus we prove the convexity of (13) for the proposed convexity region.
Using the solution of the optimization program cvx for (13), its minimum value occurs at
a(τ1, τ2) =
(n− |Se|+ 1)2 − n− |Se|+ 1
n− 1 for all τ1 and τ2,
which means that the out-of-phase autocorrelation values of sp(t) are constant.
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Fig. 17. The upper bound of the convexity region by the inequalities (20) and (21) when 6 ≤ |Se| ≤ 16.
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