Abstract-The high probability of hardware failures prevents many advanced robots (e.g. legged robots) to be confidently deployed in real-world situations (e.g post-disaster rescue). Instead of attempting to diagnose the failure(s), robots could adapt by trial-and-error in order to be able to complete their tasks. However, the best trial-and-error algorithms for robotics are all episodic: between each trial, the robot needs to be put back in the same state, that is, the robot is not learning autonomously. In this paper, we introduce a novel learning algorithm called "Reset-free Trial-and-Error" (RTE) that allows robots to recover from damage while completing their tasks. We evaluate it on a hexapod robot that is damaged in several ways (e.g. a missing leg, a shortened leg, etc.) and whose objective is to reach a sequence of targets in an arena. Our experiments show that the robot can recover most of its locomotion abilities in a few minutes, in an environment with obstacles, and without any human intervention. Overall, this new algorithm makes it possible to contemplate sending robots to places that are truly too dangerous for humans and in which robots cannot be rescued.
I. INTRODUCTION
During the recent DARPA Robotics Challenge (2015), many robots had to be "rescued" by humans because of hardware failures [1] , [2] ; this is paradoxical for robots that were designed to operate in environments that are too risky for humans! While these robots could certainly have been more robust and could have prevented some falls [1] , even the best robots will encounter unforeseen situations: hardware failures will always be a possibility, especially with highly complex robots in post-disaster environments [3] , [4] . For instance, C. Atkeson et al. report that the Atlas robot they used in the DARPA Robotics challenge had a "mean time between failures of hours or, at most, days" [1] .
The traditional method for damage recovery is to first diagnose the failure [5] , then update the plans to bypass it [6] . Nevertheless, conceptually, the probability of failing should grow exponentially with the complexity of the robot (e.g. a Roomba vs a humanoid) and of the environment (e.g. an empty arena vs a post-earthquake building); accurate diagnosis therefore becomes more and more challenging and *Corresponding author: jean-baptiste.mouret@inria.fr
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requires more and more internal sensors, which, in turn, increases the complexity and the cost of the robots.
To overcome these challenges, robots can avoid the diagnosis step and directly learn a compensatory behavior by trial and error [7] , [8] , [9] , [10] . In that case, damage recovery is a reinforcement learning (RL) problem in which a damaged robot has to maximize its performance for the task at hand [11] . State-of-the-art RL algorithms, however, are either too constrained to be easily used with arbitrary robots and arbitrary tasks [12] , or they require too many trials that prohibit realistic damage recovery [11] .
Fortunately, damage recovery is not a standard RL problem: standard algorithms assume that the robot starts with no knowledge, whereas a trial-and-error damage recovery algorithm can rely on the knowledge of the intact robot [9] , [13] , [14] , [8] . Following this idea, the Intelligent Trial & Fig. 2 . Overview of Reset-free Trial-and-Error algorithm. A. Before deploying the robot and in simulation with the intact robot (A1), an action repertoire is generated using the MAP-Elites algorithm (A2). B. This repertoire is fed as a prior belief in a probabilistic learning model (Gaussian processes here -B1). This model is then used as the black-box simulator of a probabilistic planner (Monte Carlo Tree Search here -B2), which computes and outputs the best action to complete the task taking into account the uncertainty of the model. The best action is executed on the real damaged robot (B3). Finally, the model is updated with the new gathered data and the process continues until the task(s) are completed.
Error algorithm (IT&E) allowed, for instance, a hexapod robot to learn to walk after several injuries with a dozen of episodes [8] .
The main limitation of IT&E and other state-of-the-art algorithms for robot learning is their reliance on episodes [11] : after each trial, the robot needs to be reset to the same state. While this reset is often not a problem for a manipulator, it prevents mobile robots (e.g. a stranded mobile manipulator or a legged robot) to exploit this kind of algorithms to recover from damage in real-world situations.
In this paper, we introduce a new learning algorithm that allows robots to learn with a few trials in realistic environments (e.g. with obstacles) without any reset between episodes (Fig. 1) . We call this algorithm "Reset-free Trialand-Error" (RTE). It combines three components ( Fig. 2) : (1) a pre-computed action repertoire of the intact robot that also creates a mapping between the task space and the parameters of the low-level controller (generated by MAP-Elites [15] in our case, Fig. 2A) ; (2) a probabilistic learning model (Gaussian processes in our case) that corrects the outcome of the actions for the damaged robot (Fig. 2B1) ; and, (3) a probabilistic planner (Monte Carlo Tree Search in our case) that selects the next action to execute, based on the predictions of the probabilistic model, the environment, the current state of the robot, and the target state (Fig. 2B2 ). Thanks to this algorithm, robots "learn while doing" instead of "learning and then doing". We evaluate our algorithm on a hexapod robot that has to sequentially reach target points ( Fig. 1) in spite of being damaged in an unknown way.
II. STATE-OF-THE-ART

A. Learning in Robotics
While there is a consensus that robots should be able to learn new tasks and improve their behavior over time, there is much less agreement on the best place to insert learning in a robot architecture. Many approaches rely on supervised learning algorithms that learn forward or inverse models. Once learned, such models can be combined with control or planning algorithms to achieve the task at hand. A critical aspect of model learning is data acquisition: supervised learning algorithms need labeled data, but random babbling is often insufficient to generate behaviors that are interesting for robots [16] , [17] ; for instance, with a robotic manipulator, random movements are unlikely to generate grasp-like behaviors. Active learning can help alleviating this issue by exploring behaviors that improve the model "at the right place" [17] .
Instead of learning a model, robots can use a RL algorithm to discover how to behave [11] . Classic RL approaches are, however, designed for discrete state and action spaces [18] , [11] , whereas robots almost always have to solve continuous tasks, for example balancing by controlling the joint torques. A popular alternative is to view RL as an optimization of the parameters of a policy [19] , which can be solved with gradient-based methods [20] , [11] , evolutionary algorithms [21] or other optimization methods like Bayesian Optimization [8] , [22] , [23] . Nevertheless, even the most data-efficient direct policy search algorithms typically require hundreds of trials (e.g. about 100 trials to learn the 4 parameters that control a minimalistic biped robot [22] ), and most of them are episodic, meaning that the robot has to be put back in the same state after each trial.
A few algorithms combine ideas from model learning and from RL. In particular, PILCO is a RL algorithm that is based on learning a probabilistic dynamics model, which is then used to optimize a policy [12] . This algorithm provides a data-efficient approach for robot learning (for instance, less than 5 trials are needed to learn how to stabilize a cart pole). Nonetheless, PILCO has a very high computational cost (after a dozen of episodes, PILCO typically needs a few hours to select the next trial, see [24] ), works only for lowdimensional state spaces (10-20 dimensions) , and strongly constrains the type of policy [22] (for instance, it is unclear if PILCO can be used to learn a walking controller like in [22] , [23] , [8] ).
B. Fault Tolerance and Recovery in Robotics
Classic approaches to fault tolerance rely on updating the model of the robot, either directly with a self-diagnosis [25] , or indirectly with machine learning [26] , [5] ; the model is then used for planning and/or control. For instance, if a hexapod robot detects that one of its legs is not working as expected, it can stop using it and adapt the controller to use only the working legs [27] . However, because of the many perceptual ambiguities on a robot, these approaches need many sensors and/or strong hypotheses about the kind of possible faults.
An alternative approach is to let a damaged robot learn a new policy by trial-and-error, which bypasses the need for a diagnosis [7] , [9] , [8] , [10] . In this line of work, the biggest challenge is to design algorithms that are as data-efficient as possible, because too many trials might both damage the robot even more, and are likely to make learning too slow to be used in real-world situations. To minimize the number of trials, several algorithms rely on the transferability hypothesis [8] , [9] : the behaviors that do not use the damaged parts are likely to be similar with the damaged and the undamaged robot, therefore simulations of the intact robot can help searching for a new behavior on the damaged robot. Starting with this hypothesis, the IT&E algorithm [8] exploits a dynamic simulation of the intact robot to create a behaviorperformance map that predicts the performance of thousands of different behaviors. If a damage occurs, this map is used as a prior for a Bayesian optimization algorithm that searches for a compensatory behavior [28] , [23] , [22] . Overall, the experimental results show that IT&E can allow various types of robots (a hexapod robot and an 8-DOF manipulator) to compensate for many different types of injuries in less than 2 minutes [8] .
III. PROBLEM FORMULATION Our problem can be cast in the general framework of Markov Decision Processes (MDP) [18] . An MDP is a tuple (S, A, T, r), where S is the state space (continuous or discrete), A is the action space (continuous or discrete), T (s t , a t , s t+1 ) is the state transition function specifying the probability of transitioning to state s t+1 ∈ S when the agent takes action a t ∈ A in state s t ∈ S, and r : S → R is the immediate reward function (which defines the task of the agent), with r(s t+1 ) being the immediate reward of state s t+1 and s t+1 may contain both internal variables (such as body position) and external variables (such as obstacles). The objective of the agent (i.e., the robot) is to find a deterministic policy π, i.e., a mapping from states to actions, a t = π(s t ), that maximizes its expected discounted return:
where γ ∈ [0, 1) is a factor that discounts future rewards. T and r describe the environmental dynamics and they are collectively known as the model of the environment. If the agent has access to this model, it can use a planning algorithm to find the optimal policy. In our setting, the robot needs to execute a sequence of related tasks G 1 , G 2 , . . . , G n , each one being a shortest path problem:
where R goal > 0, R term ≥ 0, goal(G i ) returns the goal state of task G i , and terminal(G i ) returns a non-goal, terminal state of task G i , e.g. a colliding state. When s t = goal(G i ), the robot finishes task G i and starts executing task G i+1 .
IV. APPROACH
A. Learning the Action Repertoire
Controllers for complex robots, for instance legged robots, usually involve numerous parameters, which makes them challenging to learn with a few trials. We circumvent this issue by using the transferability hypothesis and learn controllers with a simulated intact robot (sec. II-B). The learned repertoire will be refined online after each action executed by the damaged robot (sec. IV-B).
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We here assume that the robot is controlled by a low-level controller that is parameterized by a vector θ ∈ R d and that each action corresponds to a different value of θ. We also assume that each point of the task space can be described by a vector a ∈ R na , which we call "action descriptor". We would like to create a repertoire that covers the task space as well as possible [8] , [29] , [30] , i.e., to both determine a good set of actions A and a mapping between A and Θ (A → Θ). Typical repertoires contain about a thousand actions and are organized on a grid so that similar actions are close.
If we take a robotic manipulator as an example, the parameter space could be joint positions, the task space could be the (x, y, z) coordinates of the end-effector, and the repertoire will map (x, y, z) positions to joint positions, that is, it would be a discrete representation of the inverse kinematics of the arm. Nonetheless, while an inverse kinematics solver could be used to create a repertoire for a manipulator, most robots do not have access to such inverse models. This is, in particular, the case of walking robots.
As a consequence, instead of using an inverse model, we learn the action repertoire with an iterative algorithm called MAP-Elites [15] , [8] and a forward model (e.g. a dynamic simulator). Like for the inverse kinematics of redundant manipulators, the mapping from the parameter space to the task space is typically many-to-one. Thus, we need to define a performance function to select the best θ for each point of the task space.
Essentially, MAP-Elites discretizes the n a -dimensional task space to an n a -dimensional grid, and then attempts to fill each of the cells thanks to a variation-selection loop [15] , [8] . Algorithmically, it starts with G random parameter vectors, simulates the robot with these new parameters, and records both the position of the robot in the task space and the performance (Algo. 1, 3-5) . If the cell is free, then the algorithm stores the parameter vector in that cell; if it is already occupied, then the algorithm compares the performance values and keeps only the best parameter vector (Algo. 1, 10-15). Once this initialization is done, MAP-Elites iterates a simple loop (Algo. 1, 6-9): (1) randomly select one of the occupied cell, (2) add a random variation to the parameter vector, (3) simulate the behavior, (4) try to insert the new parameter in the grid.
While MAP-Elites is computationally expensive, it is easy to parallelize and can run on large clusters before deploying the robot. So far, it has been successfully used to generate behaviors for legged robots [8] , wheeled robots controlled by neural networks [30] , and even adversarial images for deep neural networks [31] .
B. Learning with Gaussian Processes
MAP-Elites provides not only the set of actions to be used by the policy, but also a prior on how an action modifies the state variables, i.e., a mapping from actions to relative outcomes, f : A → O. These actions are well-organized in the task space, thus, it is possible to define distances between them. Since this prior comes from a simulator, it is only an approximation. More importantly, the simulator uses a model of the intact robot, whereas the real one is damaged. Therefore, to make the real robot perform well, there needs to be a way to correct this mapping.
To do so, we use n Gaussian Processes (GP) (where n is the number of dimensions of O) with a mean function that corresponds to the prior provided by MAP-Elites. In other words, the mapping computed with the simulator serves as a prior for the GPs.
A GP is an extension of the multivariate Gaussian distribution to an infinite-dimension stochastic process for which any finite combination of dimensions will be a Gaussian distribution [28] . It is a distribution over functions, completely specified by its mean function, µ(·) and covariance function, k(·, ·):
Assuming D 1:t = {f (a 1 ), · · · , f (a t )} is a set of observations, M (·) is the mean from the simulated prior and σ 2 n the sampling noise, the GP is computed as follows:
where:
where K is the kernel matrix with entries K ij = k(a i , a j ) and k = k(D 1:t , a t ).
C. Probabilistic Optimal Planning using MCTS
We are interested in solving an MDP with an action set that contains thousands of actions. Since GPs are probabilistic models, they provide both a prediction and the uncertainty over each prediction, which can be exploited by probabilistic planners. Here we use Monte Carlo Tree Search (MCTS) [32] , as it has already been succesfully used to solve (Partially Observable)-MDPs with stochastic transition functions [33] , [34] , continuous state spaces, and high branching factors [34] , [35] .
MCTS is a best-first, sample-based search algorithm for finding optimal decisions in a given domain by taking random samples in the decision space and building a search tree according to the results. Every state in the search tree is evaluated by the average outcome of Monte-Carlo rollouts from that state. These rollouts are typically random or directed by a simple, domain-dependent heuristic [34] . while within computational budget do Children(s) = Children(s) ∪ (s, a)
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Use GPs (sec. IV-B, V-D) 13: BackUp(s, ∆, R) return BestChild(s 0 ) MCTS (Algo. 2) is an anytime planning algorithm, i.e., it runs until some predefined computational budget -typically a time, memory or iteration constraint -is reached, at which point the search is halted and the best-performing root action is returned. Four steps are applied per search iteration:
• SelectionPolicy: Starting at the root node, a child selection policy is recursively applied to descend through the tree until the most urgent expandable node is reached.
• ExpansionPolicy: One child node, along with the state's associated reward ρ = r(s), is added to expand the tree, according to the available actions.
• Rollout: A rollout is run from the new node according to the default policy to get an estimate value for this node, ∆. We do this by constructing a generative model using the prediciton of the GPs.
• BackUp: The rollout result is "backed up" through the selected nodes to update their statistics.
D. Reset-free Trial-and-Error Learning Algorithm
Connecting all the pieces together, RTE first generates an action repertoire with the MAP-Elites algorithm (Algo. 3, lines 2-3); then, while in mission, it re-plans at each step using MCTS and the current belief of the outcome of the actions (prediction of the GPs), taking into account the uncertainty of the predictions and potential final states (e.g. collisions with obstacle) (lines 9-13); at the end of each step, the GPs are updated with the recorded data (lines [14] [15] Create Action Repertoire, A, with MAP-Elites (sec. IV-A) 3: Construct mean function M from MAP-Elites data 4 :
GP i : A → O i with M i as prior (sec. IV-B, V-C) 6: while in mission and stopping criteria not met do
RTE-STEP(t) 8 :
procedure RTE-STEP(t) 10: s t = state of robot at time t
11:
a t+1 = MCTS-SEARCH(s t ) (sec. IV-C, V-D) 12: f (a t+1 ) = execute action(a t+1 )
Execute the action and observe its outcome 13:
Update GP i using D 1:t+1 (sec. IV-B) V. EXPERIMENTAL SETUP To investigate the performance of our algorithm, we use a hexapod robot that has to sequentially reach random equidistant target points in an environment (Fig. 1) . We perform experiments both in simulation (to gather extensive statistics) and on a physical robot.
A. Parametric Low-level Controller
The low-level controller is the same as in [8] , [29] . It is intentionally kept simple so that this paper can focus on the learning algorithm.
In this open-loop controller, the position of the first two joints of each of the 6 legs is governed by a periodic function with 3 parameters: a phase shift, an offset, and an amplitude (the frequency is fixed). The position of the third joint of each leg is the opposite of the position of the second one, so that the last segment is always vertical. This results in 36 realvalued parameters. At each step of the learning algorithm, the low-level controller is executed for 3 seconds with the specified parameters.
B. Learning the Action Repertoire
The task of the robot is to reach points in Cartesian space (x, y), therefore MAP-Elites should produce a repertoire of actions that each reach a different point in the Cartesian space. As many controllers can reach the same position, we select those that make the robot follow a continuouscurvature trajectory and for which the body points towards the tangent of the overall trajectory at the end of 3-second period. The MAP-Elites performance function for the i th individual is therefore:
where α i is the yaw angle of the robot and α d is the desired yaw angle of the robot at the end of the movement. To describe the circular trajectories we only need to keep the (x, y) position of the robot at the end of the movement (since we can compute the desired angle for any point in the 2-D space). Thus, the 2-D descriptor of the i th individual is:
where x min , x max , y min and y max are the boundaries of the reachable space ([−2, 2] meters in our case). To avoid depending on a specific repertoire, we run MAP-Elites two times for 100000 evaluations, leading to two distinct repertoires with about 1500 different actions each (Fig. 3) . We use the Sferes2 framework [36] and the DART simulator 1 for our implementation.
C. Learning with Gaussian Processes
The GP inputs are the 2-D descriptors of the actions, and the outputs are predictions of the relative x, y and α displacements. To avoid angle discontinuities, instead of learning the raw angle α we learn the cosα and the sinα. Thus, we learn a mapping from actions to relative outcomes:
We use the Squared Exponential Kernel as the covariance function [37] . We use the limbo C++11 library 2 for GP regression.
D. Solving the problem with MCTS
We instantiate MCTS for our problem making the following choices: repertoire #1 c) Action Sampling Policy: We use A* on a simplified problem to guide the sampling procedure (see sec. V-E) d) Generative Model: We construct the generative model using the prediciton of the GPs (with their variance) [35] . e) Default Policy for evaluation: We sample random actions from the repertoire [34] . f) Best child criterion: We use Greedy Selection, i.e., we select the action that has the maximum average value [34] . g) Reward function: We define R goal = 10, reward for reach the goal, and R term = 1000, penalty for colliding, for each target point.
MAP-
To make the search faster, we implemented root parallelization in MCTS [40] and we ran 4 parallel trees and gave to each one a budget of 5000 iterations. This implementation is available in our C++14 lightweight and generic MCTS library 3 .
E. Guiding MCTS using A* on a simplified problem MCTS traditionally samples actions randomly. To speed it up, we first discretize the space and create a grid map; then, we simulate a virtual point robot with 8 actions (one for 3 https://github.com/resibots/mcts each neighboring cell -allowing diagonal moves) and solve the path planning problem using A*. Solving this simplified task is very low-computational. We keep only the first step of the optimized path and use it to know an approximate direction for the next MCTS action. Next, we sample N (100 in our case) random actions from the repertoire and return the one that best matches this direction. Note that we are using the prediction of the GPs to decide which action we should choose. This simple procedure reduces the running time of MCTS to almost being real-time (a few seconds to choose the next action) and still get high-quality results.
We use this "trick" because our problem is path-planning, but similar ones can be used in other problems. More generic approaches would be the Blind Value action sampling approach or cRAVE [35] , [41] .
VI. RESULTS
A. Simulation results
We count the number of steps (3s actions) required to sequentially reach 30 equidistant (distance of 3.5 m and 3 m for each environment respectively) random targets and we count the number of collisions with obstacles (including the walls of the arena). We compare RTE (sec. IV) to MCTSbased planning (with the same action repertoire as RTE). This second treatment corresponds to a classic planning algorithm with a re-planning after each step. We investigate 3 different types of damages (leg shortenings and removals), 2 different environments, and 2 different action repertoires (Fig. 4) . Each scenario is replicated 50 times for statistics.
The results show that RTE requires fewer steps to reach each target and leads to fewer collisions than the re-planning algorithm (Fig. 4) : compared to MCTS alone, RTE needs between 1.18 (in the easiest damage, Fig. 4A ) and 2.04 (in Fig. 4B, environment #2 Fig. 4D and the second action repertoire). Over time, the robot using RTE is able to reduce the number of required steps to reach the next target (bottom line), whereas MCTS alone uses a constant number of steps (top line). Most of the variance comes from the fact that the random targets are equidistant, but not of the same difficulty. Every scenario is replicated 50 times. the hardest damage, Fig. 4C ) times fewer steps to reach each target, and it leads to between 1.30 (in the medium damage, Fig. 4B ) and 5.45 (in the hardest damage, Fig. 4C ) times fewer collisions. Further analysis shows that the median number of steps to reach each target decreases over time when the robot uses RTE, whereas it stays constant with MCTS alone (Fig. 5) . After the first few targets (2-4), RTE is able to make the robot reach each target in around 30s compared to MCTS alone that needs around 50 − 60 s.
B. Physical robot results
We then evaluated RTE on the physical robot with a single damage (we removed the right middle leg), on two environments (with and without a central obstacle) and a single action repertoire; the number of targets to reach were 10 and 5 targets for each environment respectively and the distance between the targets was 2 √ 2 m. Each scenario is replicated 5 times. The environment (location of the obstacles) and the position of the robot is acquired using a Motion Capture system (Optitrack), although a SLAM and/or a visual odometry algorithm could have been used [8] , [42] .
The results show that RTE needs fewer steps to reach each target (Environment 1: (Fig. 6) . These results are consistent with the simulations, but learning makes a bigger difference with the physical robot. The robot using RTE is able to reach each target in less than a minute (35 s and 55 s for each map respectively), whereas with MCTS alone it needs around 80 s. A demonstration of our approach on the real robot is available in the supplementary video (also available at https://youtu.be/XIETxEpnwSs). one will do about it when it occurs" [43] . This advice is especially important if we want to be able to send advanced and expensive robots in risky places like a destroyed nuclear plant [4] , even if the robots are tele-operated. In such situations, a damaged robot would greatly benefit from lastresort algorithms that would allow it to at least come back to its operators.
VII. DISCUSSION
The RTE learning algorithm makes it possible for robots to overcome such failures in a few minutes. We successfully tested it on a hexapod robot that was damaged in several ways. Contrary to most previous work, our algorithm does not require to put the robot back at the same position after each trial: the robot learns autonomously, while taking into account its environment (obstacles). To our knowledge, this learning algorithm is one of the first ones that allows a physical legged robot to learn to walk without any human intervention, especially when there are obstacles.
Ultimately, RTE should run continuously on the robot to compensate for potential wear or damage, that is, it should be a continuous learning algorithm and not a damage recovery one. However, the current version has a bottleneck: the computational complexity of the prediction of the GPs is cubic in the number of samples, which prevents the robot to use more than a few hundred steps. In future work, we will therefore consider using a time-window to keep this complexity low and/or using sparse GPs [44] .
In these first experiments, we assumed a perfect knowledge of the position of the obstacles, as well as a perfect knowledge of the position of the robot (via a motion capture system). In the future, we will design a more realistic experiment in which the robot discovers its environment with a SLAM algorithm [42] . To do so, we will take into account the uncertainty of the map in the planning phase (MCTS).
While we performed our experiments with a legged robot, the algorithm introduced here is general enough to be extended to many other robots and tasks. For instance, it could be employed on an arm mounted on a mobile platform that would suffer from some damage (e.g., a blocked joint). In that case, the algorithm will learn a mapping between the (x,y,z) position of the end-effector and the joint/wheel positions, in a similar way as it learned a mapping between the (x,y) position of the hexapod robot and the parametric controller. After each trial, the robot might be in a different position with regards to the target object (e.g. a door knob), but thanks to RTE, it should not have to go back to its starting position to try a different approach.
APPENDIX
For the squared exponential kernel in the GPs we used l = 0.03. For MCTS we used the following paramaters: α = 0.5 for SPW selection policy, β = 0.6 for the DPW expansion policy, c = 150 for the UCT value and γ = 0.9 for the discount factor. The error threshold for reaching a target was 0.25 m for the simulation and 0.2 m for the physical robot. The source code of the experiments can be found in http: //members.loria.fr/JBMouret/src/ral_icra2017.tgz.
