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ON CONVEXITY, MID-POINT CONVEXITY AND HAUSDORFF
MEASURES OF SETS
SHAOMING GUO, TIAN LAN, YAKUN XI
Abstract. We give a complete characterization of the size of Borel sets that
are mid-point convex but not (essentially) convex, in terms of their Hausdorff
dimensions and Hausdorff measures.
1. introduction
Fix a dimension d ≥ 1. Let E ⊂ Rd be a (Lebesgue) measurable set. We say
that E is mid-point convex if x+y2 belongs to E whenever x, y ∈ E. We say that
E is convex if tx+ (1 − t)y belongs to E for every t ∈ [0, 1], whenever x, y ∈ E. It
is a standard exercise in measure theory that if d = 1, E is mid-point convex and
|E| > 0, then E is convex.
Such a result can also be generalized to higher dimensions. We first need to
introduce
Definition 1.1. A set E ⊂ Rd is called essentially convex if there exist an
integer s ∈ [1, d] and a translation of a linear subspace of dimension s, which will
be called Ls, such that E ⊂ Ls, and under the induced topology on Ls, it holds that
Eo 6= ∅ and ch(E) \ E ⊂ ∂(ch(E)). Here ch(E) refers to the convex hull of E.
Now we can state that, if E ⊂ Rd is mid-point convex and |E| > 0, then E is
essentially convex.
In the current paper, we study the case where the condition |E| > 0 fails. The
question we are interested in is: If E is a Borel set that is mid-point convex but
not (essentially) convex, how “large” can it be? If we use Hausdorff dimension and
Hausdorff measure to measure “size”, then we can provide a complete answer to
the above question.
Theorem 1.2. 1) Let s ∈ (0, d). Let E be a Borel set that is mid-point convex
but not essentially convex. Then Hs(E) = 0 or ∞. Moreover, there exist
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Borel sets E1 and E2 of dimension s that are mid-point convex but not
essentially convex satisfying Hs(E1) = 0 and Hs(E2) =∞.
2) Let s = d. There exists a Borel set E of dimension s that is mid-point
convex but not essentially convex satisfying Hs(E) = 0.
In Section 2 we will prove that every set E of Hausdorff dimension s with
0 < s < d that is mid-point convex but not essentially convex must have an
s-dimensional Hausdorff measure 0 or ∞. In Section 3 we will construct one-
dimensional Borel sets E1 and E2 with H1(E1) = 0 and H1(E2) = ∞ that are
mid-point convex but not essentially convex. This section consists of the main dif-
ficulty of the paper. Our constructions are variants of those in [SS10]. In Section
4, we will construct desired sets in Theorem 1.2 by using the above E1 and E2 on R.
Notation: Let B ⊂ Rd. We will use dimH(B) to denote the Hausdorff dimen-
sion of the set B. Moreover, Hα(B) denotes the α-dimensional Hausdorff measure
of the set B. When α = d, we write |B| := Hα(B). For a real number x ∈ R,
we use [x] to denote the floor function of x. Moreover, {x} is used to denote the
decimal part of x, that is, {x} = x − [x]. Throughout the paper, we will use D to
denote the collection of all dyadic numbers.
Acknowledgements: The authors would like to thank Po-LamYung for a num-
ber of insightful discussions. The authors would like to thank Nikolaos Chatzikon-
stantinou for bringing the paper [SS10] to our attention. The first author was
supported in part by a direct grant for research from the Chinese University of
Hong Kong (4053295), and by NSF grant 1800274. The second author was par-
tially supported by grant CUHK24300915 from the Hong Kong Research Grants
Council. The third author was supported in part by the AMS-Simons travel grant.
2. Rigidity in mid-point convexity
Let s ∈ (0, d). Let E be a Borel set with 0 < Hs(E) < ∞ that is mid-point
convex. We will first show that s must be an integer and then show that E must
be essentially convex. This will finish the proof of one part of Theorem 1.2 that
Hs(E) = 0 or ∞, under the assumption that E is mid-point convex but not essen-
tially convex.
MID-POINT CONVEX AND CONVEX 3
Let us first recall some basic definitions. Given x ∈ Rd, define the upper density
of E at x by
(2.1) D
s
(E, x) = lim
r→0
Hs(E ∩Br(x))
(2r)s
.
Here Br(x) denotes the closed ball of radius r centered at x. Then we have (Propo-
sition 5.1 in [Fal14])
(2.2) D
s
(E, x) = 0 for Hs-almost all x 6∈ E,
and
(2.3) 2−s ≤ D
s
(E, x) ≤ 1 for Hs-almost all x ∈ E.
Therefore there exists a point x0 ∈ E such that the upper density of E at x0 satisfies
2−s ≤ D
s
(E, x0) ≤ 1.
Lemma 2.1. For every x, y ∈ E, t ∈ [0, 1], if we assume that D
s
(E, y) > 0, then
we have
D
s
(E, tx+ (1 − t)y) > 0,
for all t ∈ [0, 1].
Let us first see how we can use Lemma 2.1 to obtain the desired estimate on
Hs(E). First of all, for every x ∈ ch(E), we have D
s
(E, x) > 0. Therefore by (2.2)
we see that
(2.4) 0 < Hs(ch(E)) = Hs(E) <∞.
We conclude that ch(E) must have Hausdorff dimension s, thus s is an integer.
Next, we will show that E is essentially convex. Up to a rotation of E, we can
without loss of generality assume that ch(E) ⊂ Rs, where Rs is a coordinate space
in Rd. Now it is a standard exercise to apply the Lebesgue density theorem in Rs
and conclude that E is essentially convex.
It remains to prove Lemma 2.1.
Proof of Lemma 2.1. Without loss of generality, we assume that x is the origin and
y = (1, 0, . . . , 0). For simplicity, we denote D = D
s
(E, y) > 0. By definition, we
can find a small positive number r0 such that
Hs(E ∩Br0(y))
(2r0)s
≥
1
2
D.
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First we prove
Claim 2.2. For every dyadic number k2−n with n ≥ 0 and 0 < k ≤ 2n being odd,
we have
Hs(E ∩B2−nr0(yk,n))
(21−nr0)s
≥
1
2
D,
where yk,n = (k2
−n, 0, . . . , 0).
The claim follows by an induction on n ≥ 0. The base case n = 0 is trivial. If
n = 1, it suffices to show that
Hs(E ∩B 1
2 r0
(y1,1)) ≥
1
2
Drs0.
Since E is midpoint convex, x, y ∈ E, we have
E ⊃ E/2 ⊃
1
2
(E ∩Br0(y)) = (E/2) ∩B 1
2 r0
(y1,1).
Therefore
Hs(E ∩B 1
2 r0
(y1,1)) ≥ H
s((E/2) ∩B 1
2 r0
(y1,1)) = 2
−sHs(E ∩Br0(y)) ≥
1
2
Drs0.
By the homogeneity of Hs, the same proof works for every n > 0 by induction.
This finishes the proof of the claim.
It remains to show that D
s
(E, ty) > 0 for every t ∈ [0, 1). We fix t ∈ [0, 1).
For every sufficiently small r > 0, denote n := −[log2 r] + 2. This choice of n
guarantees that 18r ≤ 2
−n ≤ 14r, and that there exists an odd integer k such that
B2−nr0(yk,n) ⊂ B2−n(yk,n) ⊂ Br(ty). Therefore, by Claim 2.2, we obtain
Hs(E ∩Br(ty)) ≥ H
s(E ∩B2−nr0(yk,n)) ≥ 2
−1D(21−nr0)
s ≥ 2−1−3sDrs0(2r)
s,
which further implies that
Hs(E ∩Br(ty))
(2r)s
≥ 2−1−3sDrs0 > 0.
This finishes the proof of Lemma 2.1. 
3. Constructing one dimensional sets
Given a compact set A ⊂ [0, 1) and a positive integer j, we denote
(3.1) Aj := {a1 + a2 + · · ·+ aj | a1, a2, . . . aj ∈ A}.
We now prove the following theorem.
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Theorem 3.1. Let {αj}∞j=1 be a non-decreasing sequence in (0, 1). Then there
exists a compact set A ⊂ [0, 1) such that dimH(Aj) = αj for every j ≥ 1. Moreover,
we can construct such an A satisfying Hα1(A) =∞.
The same construction also works if we weaken our assumption to {αj}∞j=1 ⊂
[0, 1]. Here to avoid certain technical issues, we choose to avoid the values 0 and 1.
Before we present the proof of Theorem 3.1, let us first see how we can use it to
prove Theorem 1.2 in the one dimensional case.
Proof of Theorem 1.2: Case d = 1. Firstly, given s ∈ (0, 1], we construct a set E
with dimension s and with Hs(E) = 0 that is mid-point convex but not convex.
Take an increasing sequence with limit s, say { js
j+1}
∞
j=1. By Theorem 3.1, we know
that there exists a set A such that each Aj has dimension
js
j+1 . Define
(3.2) E :=
⋃
j≥1
Aj
j
.
It is not difficult to see that E is mid-point convex. Moreover, Hs(E) = 0 and
Hs−ǫ(E) =∞ for every ǫ > 0. This finishes the construction of the desired set.
Next for s ∈ (0, 1), we construct a set E with dimension s and Hs(E) =∞. We
will take the sequence in the above theorem to be the constant sequence {s}∞j=1.
Theorem 3.1 says that there exists A such that dimH(Aj) = s and Hs(A) = ∞.
Again we define E as in (3.2). This will produce the desired set. 
Before proving Theorem 3.1, let us provide some basic definitions. For each
x ∈ [0, 1), we will associate to it a sequence x := x1x2 . . . such that x =
∞∑
i=1
xi
2i ,
where x1, x2, · · · ∈ {0, 1}. If x has two distinct such representations, we call it a
dyadic rational. In this case, we will use x = x1x2 . . . to denote the sequence that
contains infinitely many zeros. We will denote by D the set of all such numbers.
Notice that D is countable, and therefore a set of the form A \ D has the same
Hausdorff dimension as A.
Definition 3.2 (n-cell). For a1, a2, . . . an ∈ {0, 1}, we will denote the closed inter-
val of length 2−n starting from
n∑
i=1
ai
2i by [a1a2 . . . an], and call it an n-cell.
For a Borel set B ⊂ [0, 1), we will construct a Borel probability measure sup-
ported on B and use the following lemma due to Billingsley (see e.g. Lemma 1.4.1
in [CY17]) to find a lower bound for the Hausdorff dimension of B.
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Lemma 3.3 (Billingsley’s lemma). Let B ⊂ [0, 1] be Borel and let µ be a finite Borel
measure on [0, 1]. Suppose µ(B) > 0. Let In(x) be the unique n-cell containing
x ∈ [0, 1] \ D. If
α ≤ lim inf
n→∞
log µ(In(x))
log |In(x)|
≤ β
for all x ∈ B \ D, then α ≤ dimH(B) ≤ β.
For x = x1x2 · · · ∈ B \ D and every n ≥ 0, we define
(3.3)
#off(n, x,B) :=


1 if [x1x2 . . . xn0] ∩ (B \ D) 6= ∅ and [x1x2 . . . xn1] ∩ (B \ D) 6= ∅
0 otherwise
For every n ≥ 1, we define
OFFn(B) := min
x∈B\D
1
n
n−1∑
i=0
#off(i, x, B).(3.4)
Lemma 3.4. For a compact set B ⊂ [0, 1), it holds that
(3.5) lim inf
n→∞
OFFn(B) ≤ dimHB.
This lemma is essentially Lemma 2 from [SS10]. Here we impose an extra as-
sumption on the set B that it is compact. Without this assumption, the statement
(3.5) may not be entirely correct. For instance, one can take B = Q∩ [0, 1], so that
the left hand side of (3.5) is 1, while the right hand side is 0.
Proof of Lemma 3.4. Without loss of generality we can assume B \ D 6= ∅. Firstly
we construct a Borel probability measure on B0 := B \ D. Define µ(B0) := 1, and
then define it on the algebra generated by half-open dyadic intervals by induction:
Let C be a dyadic interval (k2−n, (k + 1)2−n] with µ(C ∩ B0) = t. If both C1 :=
(k2−n, (2k+1)2−n−1]∩B0 and C2 := ((2k+1)2−n−1, (k+1)2−n]∩B0 are non-empty,
then define µ(C1) = µ(C2) =
1
2 t. Otherwise define µ(Ci) = t if Ci is non-empty, 0 if
empty (i ∈ {0, 1}). Then it is not difficult to verify that µ is a pre-measure on the
algebra generated by the intersection of dyadic intervals with B0. Caratheodory’s
extension theorem and Caratheodory’s criterion allow us to extend µ to a Borel
probability measure on B0, and then we extend it to a Borel probability measure
on [0, 1] by setting µ(X) := µ(X∩B0). For any x := x1x2 · · · ∈ B0, let In(x) denote
the unique n-cell containing x. By induction on n, we see that
µ(In(x)) = 2
−
n−1∑
i=0
#off (i,x,B)
≤ 2−n·OFFn(B).
MID-POINT CONVEX AND CONVEX 7
Hence
lim inf
n→∞
log µ(In(x))
log |In(x)|
≥ lim inf
n→∞
OFFn(B).
By using Billingsley’s lemma, we have the inequality (3.5). 
This lemma can be used to calculate the Hausdorff dimension of a certain class
of sets.
Lemma 3.5. Let S be a subset of N+. Let A := {x ∈ [0, 1) : xj = 0 ∀j /∈ S}.
Then
(3.6) dimH(A) = den(S).
Here den(S) is the lower density of the set S defined by
den(S) := lim inf
n→∞
|{1, 2, . . . n} ∩ S|
n
.
Proof of Lemma 3.5. First of all, it is not difficult to see that A is closed, therefore
compact. By Lemma 3.4, we have
(3.7) dimH(A) ≥ lim inf
n→∞
OFFn(A) = den(S).
On the other hand, for every ǫ > 0, there exists infinitely many n1 < n2 < · · · such
that |{1,2,...ni}∩S|
ni
< den(S) + ǫ for each i. To compute the Hausdorff dimension of
A, we will first cover A by almost disjoint closed ni-cells. Note that there are at
most 2|{1,2,...ni}∩S| ≤ 2ni(den(S)+ǫ) many such cells that intersect A. Therefore by
the definition of the Hausdorff measure, we have
(3.8) H
den(S)+2ǫ
2−ni
(A) ≤ 2ni(den(S)+ǫ) 2−ni(den(S)+2ǫ).
Taking a limit i→∞, one sees that Hden(S)+2ǫ(A) = 0, for every ǫ > 0. Therefore,
we can conclude that dimH(A) ≤ den(S). This finishes the proof of the lemma. 
Lemma 3.6. Let A be a Borel subset of Rd. Suppose there exists δ > 0 and a
Borel probability measure µ supported on A such that µ(I) ≤ c(|I|)|I|δ for every
measurable set I, with lim
|I|→0
c(|I|) = 0, then Hδ(A) =∞.
Proof of Lemma 3.6. The proof is essentially the same as the proof of the mass
distribution principle. For any ǫ > 0, there exists δ0 > 0 such that c(x) < ǫ for any
0 < x ≤ δ0. For any t < δ0, suppose {Ji}∞i=1 covers A with |Ji| ≤ t (without loss of
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generality we can assume each Ji is compact), then
(3.9) 1 = µ(A) ≤
∞∑
i=1
µ(Ji) ≤
∞∑
i=1
c(|Ji|) |Ji|
δ ≤
∞∑
i=1
ǫ |Ji|
δ.
In other words, we have
∞∑
i=1
|Ji|
δ ≥ 1
ǫ
. Hence Hδt (A) ≥
1
ǫ
. Let t → 0 we obtain
Hδ(A) ≥ 1
ǫ
. Since ǫ is arbitrary, we have Hδ(A) =∞. 
The following lemma shows that we can control the Hausdorff dimension of
finitely many Ai.
Lemma 3.7. Given i ≥ 1. Let 0 < α1 ≤ α2 ≤ . . . αi < 1. Then there exists a
non-empty compact set Ai ⊂ [0, 1] such that dimHAij = αj for every 1 ≤ j ≤ i.
Moreover, one can pick such an Ai satisfying Hα1(Ai) =∞. Here Aij is defined as
Ai +Ai + · · ·Ai︸ ︷︷ ︸
j
.
Proof of Lemma 3.7. We decompose {0, 1, . . . i(i+1)2 − 1} into i disjoint sets:
Zi1 = {a
i
1,1, a
i
1,2} := {0, 1}, Z
i
2 = {a
i
2,1, a
i
2,2, a
i
2,3} := {2, 3, 4}, . . . ,
Zii−1 = {a
i
i−1,1, a
i
i−1,2, . . . , a
i
i−1,i} := {
(i+ 1)(i− 2)
2
, . . . ,
i(i+ 1)
2
− 2},
Zii = {a
i
i,1} := {
i(i+ 1)
2
− 1}.
(3.10)
Then we choose a rapidly “increasing” sequence of intervals {[γis, η
i
s]}
∞
s=1 inductively
with length dis := η
i
s − γ
i
s + 1, γ
i
1 > 2 and
(3.11) ηis+1 ≥ γ
i
s+1 > 2
2sηis ≥ 2
2s
s∑
n=1
din.
Since α1 < 1, we can choose γ
i
s large enough so that
(3.12) 2
−(γis−1−
s−1∑
n=1
din))
<
1
s
· 2−α1γ
i
s .
Let t be the unique number depending on s such that there exist integers k and q
such that s = i(i+1)k2 + a
i
t,q. We take
ηis := max
{
γis,
[γis − 1− s−1∑
n=1
din − log2 s
αt
]}
.(3.13)
Here [x] is the floor function of x. This finishes the definition of the above sequence
of intervals.
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For 1 ≤ l ≤ i, we define Bil to be the set
⋃
k≥1,t≤i−1,
q∈{1,2...,t+1}\{l}
[
γii(i+1)k
2 +a
i
t,q
, ηii(i+1)k
2 +a
i
t,q
] ⋃
k≥1,k∈N+
[
γii(i+1)k
2 +a
i
i,1
, ηii(i+1)k
2 +a
i
i,1
]
.
(3.14)
Next, we define
(3.15) Bil := {x ∈ [0, 1) : xs = 0 if s ∈ B
i
l },
and
(3.16) Ai :=
⋃
1≤l≤i
Bil .
Note that Ai is compact. For every 1 ≤ j ≤ i, and 1 ≤ l1, l2 . . . lj ≤ i, we claim
that there exists q such that Bil1 +B
i
l2
+ · · ·+Bilj is contained in
(3.17)
{x ∈ [0, j] : y = {x}, ys = 0 whenever s ∈
⋃
k≥1
[γii(i+1)k
2 +a
i
j,q
, ηii(i+1)k
2 +a
i
j,q
− 2j ]}.
When j = i, the statement is immediate, and we have no choice but choosing q = 1.
In the case j < i, the statement follows from the fact that j sets of the form
(3.18) {1, 2, . . . j + 1} \ {lj′}, j
′ = 1, 2, . . . , j,
must share at least one common element.
Now we are ready to apply Lemma 3.5 to compute the Hausdorff dimension of
the set (3.17). Recall the setup in (3.11)–(3.13). In particular, we have
(3.19) lim
s→∞
s∑
n=1
din
ηs+1
= 0,
and
(3.20) lim
k→∞
γii(i+1)k
2 +a
i
j,q
/
(ηii(i+1)k
2 +a
i
j,q
− 2j) = αj .
Therefore, we apply Lemma 3.5 and obtain that dimH(A
i
j) ≤ αj .
On the other hand, Aij contains B
i
1 +B
i
2 + · · ·+B
i
j , which further contains{
x ∈ [0, 1) : xs = 0 whenever s ∈
⋃
k≥1,t≥j,
q
[γii(i+1)k
2 +a
i
t,q
, ηii(i+1)k
2 +a
i
t,q
]
}
(3.21)
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By combining Lemma 3.5 with estimates (3.19) and (3.20), we obtain dimH(A
i
j) ≥
αj . This finishes the proof that dimH(A
i
j) = αj .
The remaining part is to estimate Hα1(Ai). To achieve the goal, we construct
a Borel probability measure µi supported on Bi1 which is defined via induction.
We start with µi([0, 1)) = 1. Let D ⊂ [0, 1) be a left open and right closed
dyadic interval. Denote µD := µ(D). Without loss of generality, µD > 0. Write
D = DL ∪ DR, where DL and DR are both left open and right closed dyadic in-
tervals of length |D|/2. If (DL \ D) ∩ Bi1 6= ∅ and (DR \ D) ∩B
i
1 6= ∅, then we set
µ(DL) = µ(DR) = µD/2. Otherwise, we assign the full measure of D to whichever
set between DL and DR that has non-empty intersection with B
i
1 \D. This finishes
the definition of the pre-measure supported on Bi1. Since B
i
1 is compact, it follows
that the measure µi extended by this pre-measure is also supported on Bi1.
We claim that
(3.22) µi(I) ≤
1
s
|I|α1
holds for every s ≥ 1 and every n-cell I with n ≥ γis. This claim, combined with
Lemma 3.6, will imply that
Hα1(Ai) ≥ Hα1(Bi1) =∞.
To see this, it suffices to consider n = ηis for the same s. If γ
i
s = η
i
s, we have
(3.23) µi(I) ≤ 2
−(γis−1−
s−1∑
n=1
din))
<
1
s
· 2−α1γ
i
s =
1
s
|I|α1 .
Otherwise, we have
(3.24) µi(I) ≤ 2
−(γis−1−
s−1∑
n=1
din))
≤
1
s
· 2−αtη
i
s ≤
1
s
· 2−α1η
i
s =
1
s
|I|α1
by the definition of ηis, where t is defined as in the line below equation (3.12). This
finishes the proof of (3.22). 
Now we can prove Theorem 3.1. Again we should emphasize that this is inspired
by [SS10] with additional restriction on the Hausdorff measure.
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Proof of Theorem 3.1. For i ≥ 1, we construct a compact set Ai ⊂ [0, 1) as in
Lemma 3.7 such that Aij := A
i + · · ·Ai︸ ︷︷ ︸
j
has Hausdorff dimension equal to αj for
j ≤ i, and we will use the same notation as in Lemma 3.7, for instance γis and η
i
s.
For j ≤ i and q ∈ N+, we define the set of integers Ξij,q to be
(3.25)
⋃
k≥1
[γii(i+1)k
2 +a
i
j,q
, ηii(i+1)k
2 +a
i
j,q
− 2j ],
and for each p ∈ N+, we define
(3.26) Qij(p) :=
⋃
q
{
x ∈ [0, 1) : xs = 0 whenever s ≤ p− 2j and s ∈ Ξ
i
j,q
}
.
Similar to the proof of Lemma 3.7, for any i ≥ j, there exists an integer pi depending
on i only such that when p > pi, there exist dyadic intervals {I
r
ij(p)}r and qi(p)
depending on p and i only such that: {Irij(p)}r covers Q
i
j(p), and the length of each
interval in {Irij(p)}r is at least 2
−p and smaller than 2−qi(p), where lim
p→∞
qi(p) =∞
and
(3.27)
∑
r
|Irij(p)|
αj+
1
2i < 1.
Also, denote
(3.28)
T ij (p) :=
{
x ∈ [0, 1) : xs = 0 if s ≤ p and s ∈
⋃
k≥1,t≥j
q
[γii(i+1)k
2 +a
i
t,q
, ηii(i+1)k
2 +a
i
t,q
]
}
.
As discussed in Lemma 3.4, we can construct a probability measure µij(p) supported
on T ij (p) such that
(3.29) µij(I) ≤ |I|
αj−
1
i ,
for any dyadic intervals I with length ≤ 2−mi, where mi depends on i only.
Then we are ready to combine all the previous observations, and construct a rapidly
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increasing sequence of positive integers {ζi}∞i=1 inductively such that
ζi > 2
iζi−1,
ζi > pi,
ζi > (i+ 1)mi+1,
ζi > γ
i
2,
qi(ζi) > 2i
i−1∑
j=1
ζj (note lim
p→∞
qi(p) =∞)
(3.30)
and define si :=
i−1∑
j=1
ζj . We construct the compact set A to be
(3.31){
x ∈ [0, 1) : For any i ≥ 1, xsi+1xsi+2 . . . xsi+1 = y1y2 . . . yζi for some y ∈ A
i}.
Denote
Si :={x ∈ [0, 1) : x1x2 . . . xζi = y1y2 . . . yζi for some y ∈ A
i and xs = 0 for s > ζi},
M ij :={x ∈ [0, 1) : x1x2 . . . xζi = y1y2 . . . yζi for some y ∈ (S
i + · · ·Si︸ ︷︷ ︸
j
) ∩ [0, 1) },
N ij :={x ∈ [0, 1) : x1x2 . . . xζi = y1y2 . . . yζi for some y ∈ (M
i
1 + · · ·M
i
1︸ ︷︷ ︸
j
) ∩ [0, 1) }.
(3.32)
For any j, define Aj := A+ · · ·A︸ ︷︷ ︸
j
, then we have
Aj ⊃ {x ∈ [0, 1) : ∀ i ∃ z ∈M
i
j such that xsi+1xsi+2 . . . xsi+1 = z1z2 . . . zζi}
Aj ⊂ {x ∈ [0, j] : y = {x}, ∀ i ∃ z ∈ N
i
j such that ysi+1ysi+2 . . . ysi+1 = z1z2 . . . zζi}
(3.33)
Next we will estimate the Hausdorff dimension of Aj . Recall the setup in (3.25)-
(3.27). Notice that ζi > pi and N
i
j ⊂ Q
i
j(ζi). It follows that there exist dyadic
intervals {Irij}r and qi(ζi) such that: {I
r
ij}r covers Q
i
j(ζi), hence covers N
i
j ; length
of each interval Irij is at least 2
−ζi and smaller than 2−qi(ζi); more importantly,
(3.34)
∑
r
|Irij |
αj+
1
2i < 1.
Thus by (3.33) and the fact that qi(ζi) > 2isi (3.30), for i ≥ j, we can cover Aj by
some scale-reduced copies of {Irij}r with length smaller than 2
−2isi , called {Juij}u,
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such that ∑
u
|Juij |
αj+
1
i ≤ 2si · 2−si(αj+
1
i
) · 2−
qi(ζi)
2i < 1
by using (3.30). Taking a limit i→∞, we conclude that dimHAj ≤ αj .
On the other hand, we construct a Borel probability measure and apply mass
distribution principle to get the lower bound on Hausdorff dimension. Recall the
measures µij supported on T
i
j (ζi) satisfy (3.29). Note that we have T
i
j (ζi) ⊂ M
i
j
and (3.33). If we define a pre-measure µj by
(3.35)
µj([x1x2 · · ·xs]) := µ
1
j( [x1x2 · · ·xs2 ] )µ
2
j( [xs2+1 · · ·xs3 ] ) · · ·µ
l
j( [xsl+1 . . . xs] ),
where sl < s ≤ sl+1, then µj can be extended to a Borel probability measure
supported on Aj .
For j ≥ 1, we fix i > max{j, 2
αj
}. For small enough dyadic intervals
I = [x1 · · ·xsl+1 · · ·xs], where sl+1 ≤ s < sl+2: If s− sl+1 < ml+1, then
(3.36) µj(I) ≤ | [xsl+1 · · ·xsl+1 ] |
αj−
1
i ≤ c(i) |I|αj−
2
i .
This inequality follows from the restriction ζl > (l + 1)ml+1 (3.30). If s − sl+1 ≥
ml+1, then for large s we have
(3.37) µj(I) ≤ | [xsl+1 · · ·xs] |
αj−
1
i ≤ c(i) |I|αj−
1
i .
By using mass distribution principle (see e.g. Lemma 1.2.8 in [CY17]), we have
dimHAj ≥ αj −
2
i
. Taking i→∞, we conclude that dimHAj = αj for any j.
Now we estimate the Hausdorff measure of A using Lemma 3.6. Recall the measures
µi defined in proof of Lemma 3.7, which satisfies (3.22):
µi(I) ≤
1
s
|I|α1 ,
for every s ≥ 1 and every n-cell I with n ≥ γis. Moreover, when n < γ
i
1, for any
n-cell I,
µi(I) = 2−n < 2−nα1 = |I|α1 .
Similar to the above proof, we define a Borel probability measure µ supported on
A satisfying
µ([x1x2 · · ·xs]) = µ
1( [x1x2 · · ·xs2 ] )µ
2( [xs2+1 · · ·xs3 ] ) · · ·µ
l( [xsl+1 . . . xs] ),
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for sl < s ≤ sl+1. Then for any n-cell I with n > sl, we have
µ(I) ≤ 21−l|I|α1 ,
by using ζi > γ
i
2 (3.30) along with (3.22). Note that this inequality can be general-
ized to arbitrary measurable sets. By Lemma 3.6, we conclude that Hα1(A) =∞.
This finishes the construction of the set A. 
4. Constructing Sets in Higher dimensions
Suppose for every s0 ∈ (0, 1], there is a set Es0 ⊂ [0, 1) with dim(Es0 ) = s0
and Hs0(Es0 ) = 0, that is mid-point convex but not convex. For every integer
1 ≤ d0 < d, we set
(4.1) Es0+d0 = Es0 × [0, 1)
d0.
It is easy to see that Es0+d0 has dimension s0+d0 with H
s0+d0 measure zero, while
being mid-point convex but not essentially convex.
Next we consider the problem of constructing a set E with Hs(E) = ∞ that
is mid-point convex but not essentially convex. When s = s0 + d0 is an integer,
the construction is trivial. Let us assume that it is not an integer. Suppose that
s0 ∈ (0, 1) and Es0 ⊂ [0, 1] is the set with H
s0(Es0) = ∞ that was constructed
in the previous section and is mid-point convex but not convex. In particular, we
know that there exists a probability measure supported on Es0 such that
(4.2) ν(I) ≤ c(|I|)|I|s0 , for all I,
with lim|I|→0 c(|I|) = 0. We define
(4.3) Es0+d0 = Es0 × [0, 1)
d0.
First of all, the set Es0+d0 has dimension s0 + d0. Secondly, (4.2) allows us to
construct a measure ν supported on Es0+d0 such that
(4.4) ν(B) ≤ c(|B|)|B|s0 , for all dyadic rectangles B,
with lim|B|→0 c(|B|) = 0. This implies H
s0+d0(Es0+d0) =∞, as desired.
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