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Abstract
The goal of this article is to study how much the eigenvalues of large Hermitian random
matrices deviate from certain deterministic locations – or in other words, to investigate
optimal rigidity estimates for the eigenvalues. We do this in the setting of one-cut reg-
ular unitary invariant ensembles of random Hermitian matrices – the Gaussian Unitary
Ensemble being the prime example of such an ensemble.
Our approach to this question combines extreme value theory of log-correlated stochas-
tic processes, and in particular the theory of multiplicative chaos, with asymptotic analysis
of large Hankel determinants with Fisher-Hartwig symbols of various types, such as merg-
ing jump singularities, size-dependent impurities, and jump singularities approaching the
edge of the spectrum. In addition to optimal rigidity estimates, our approach sheds light
on the fractal geometry of the eigenvalue counting function.
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1 Introduction and statement of results
A fundamental problem in the study of large random matrices is to describe the asymptotic
behavior of the eigenvalues of a random matrix as its size tends to infinity. The most classical
result of this flavor, due to Wigner, states that the empirical distribution of the eigenvalues
of any Wigner matrix1 converges, after an appropriate normalization, almost surely to the
semi-circle law as the size of the matrix tends to infinity – see e.g. [2, Chapter 2].
Nowadays, it is well known that the empirical distribution can be approximated by the
semi-circle law not only on the macroscopic scale, namely the setting of Wigner’s theorem, but
also on all mesoscopic scales. This is known as the local law and is a far-reaching generalization
of Wigner’s theorem. Moreover, it is a key tool for proving universality of local statistics, see
[35, 13].
Local laws hold for a very large class of random matrix models ranging from generalized
Wigner matrices and β–ensembles, to adjacency matrices of random graphs, see e.g. [1, 12, 33]
for further references. An important feature of a local law is that it allows to obtain estimates
for the maximal fluctuations of eigenvalues – such results are known as rigidity estimates, see
e.g. [12, Theorem 2.4]. In this article, we strengthen the available estimates for the fluctuations
of eigenvalues for a class of random matrices known as unitary invariant one-cut regular random
Hermitian matrices. More precisely, we establish optimal upper and lower bounds for these
maximal fluctuations.
Before describing our model and results in full detail, let us focus on the Gaussian Unitary
Ensemble (GUE), which is the most basic example of a one-cut regular unitary invariant
Hermitian ensemble, and also of a Wigner matrix. In our normalization convention, the entries
of an N × N GUE random matrix are i.i.d. centered Gaussians random variables (complex
above the diagonal and real on the diagonal) with variance 14N . In this setting, Wigner’s
theorem states that the empirical measure of the (ordered) eigenvalues λ1 ≤ ... ≤ λN of such
a matrix converges to the semi-circle law dµsc(x) =
2
pi
√
1− x2dx supported on the interval
[−1, 1].
Our main result is concerned with the fluctuations of the eigenvalues λj around the quantiles
of µsc: to describe this, we introduce the quantiles κj ∈ (−1, 1] through the relation∫ κj
−1
dµsc =
j
N
, j = 1, . . . , N.
With this notation in hand, we can state our main result (Theorem 1.2 below) in the setting
of the GUE: for any  > 0
lim
N→∞
P
(
1−  < max
j=1,...,N
{
2N
logN
√
1− κ2j |λj − κj |
}
< 1 + 
)
= 1. (1.1)
1A Hermitian Wigner matrix is a random (Hermitian) matrix whose entries are independent up to the
symmetry constraint, and have zero expectation as well as constant variance.
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The interpretation of the result is that with high probability, bulk eigenvalues can not fluctuate
around the corresponding quantile more than (a constant times) logN/N , but again with high
probability, there do exist eigenvalues which fluctuate this much.
Before turning to describing our results more precisely, let us briefly compare (1.1) to
existing results about the fluctuations of the eigenvalues in the setting of the GUE, as well as
offer a short discussion of our approach to the problem of rigidity estimates. Gustavsson [49]
studied the typical deviation of an individual eigenvalue from its quantile and found that for
any  > 0 and for any j ∈ (N, (1− )N),
2
√
2
√
1− κ2j
N√
logN
(λj − κj)→ N (0, 1), (1.2)
in distribution as N →∞, where N (0, 1) denotes a standard Gaussian law. This result states
that an eigenvalue typically fluctuates on the scale
√
logN/N , and not on the scale logN/N ,
which according to (1.1) describes the maximal fluctuations. Note that (1.2) can be viewed as
a lower bound for the maximal fluctuations – so from this point of view, (1.1) can be seen as
an improvement of such a lower bound.
Concerning upper bounds for the fluctuations, we already mentioned that there exist results
concerning rigidity estimates in various settings. The first results in this direction are due to
Erdo˝s, Schlein and Yau, see e.g. [34, Theorem 2.1], which concerns Hermitian Wigner matrices,
and gives large deviations estimates for the number of eigenvalues in suitable intervals. For
a more direct comparison to (1.1), we refer to [36, Theorem 2.2], which holds in the setting
of generalized Wigner matrices (including the GUE) and states that there exist constants
α > α′ > 0 and C, c > 0 such that
P
(
max
j=1,...,N
{√
1− κ2j |λj − κj |
}
≥ (logN)
α log logN
N
)
≤ C exp
(
−c(logN)α′ log logN
)
, (1.3)
which should be understood as stating that with overwhelming probability, the fluctuations
are no larger than (logN)α log logN/N . Thus (1.1) is an improvement of both (1.2) and (1.3) in
that we identify the optimal order of the fluctuations, and actually go even further by proving
a precise limit theorem.
Our approach to the proof of (1.1) is very different from those of (1.2) and (1.3), and
involves a combination of techniques. Our starting point in the proof of our rigidity estimates
is note that such estimates are equivalent to precise asymptotics for the (centered) eigenvalue
counting function – a random function which counts the number of eigenvalues to the left of a
given point x. A well known central limit theorem involving eigenvalues of random matrices,
due to Johansson [54, Theorem 2.4], can be formulated as stating that in the large N limit, this
centered eigenvalue counting function behaves like a log-correlated stochastic process, namely
a stochastic process whose covariance has a logarithmic singularity on the diagonal, and our
problem is closely related to the extreme value theory of such stochastic processes.
While similar observations have been made and advantageously applied in the setting of
random unitary matrices as well as for circular β-ensembles [3, 16, 52], we offer a novel approach
to the extreme value theory of (asymptotically Gaussian) log-correlated processes, which we
believe to be of independent interest, as log-correlated processes appear in various branches of
modern probability theory and mathematical physics, ranging from lattice models in statistical
mechanics and probabilistic number theory to random geometry and constructive conformal
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field theory [59, 46, 72, 79, 6, 81, 63]. In particular, when studying the extrema of the eigenvalue
counting function, we make use of certain random fractal measures, described by the theory
of multiplicative chaos.
To make the connection to the theory of multiplicative chaos, we apply recent ideas intro-
duced in [69], which in our setting require understanding asymptotics of large Hankel determi-
nants whose symbols have what are known as Fisher-Hartwig singularities. While such objects
have been under intensive study in the past years [53, 25, 19, 10, 15], not all of the estimates we
require are available in the literature. In particular, we need to consider the situation where we
have two merging jump singularities, a jump singularity approaching an edge, and a situation
where we have two merging jump singularities in addition to a dimension-dependent impurity.
We believe that the asymptotics for these Hankel determinants are also of independent interest.
We now turn to discussing more precisely the setting and statements of our main results.
1.1 Main results on eigenvalue rigidity
In this section, we describe in detail the ensembles of random Hermitian matrices which we
study, and we state our main results concerning rigidity of the associated eigenvalues. We
consider the ordered eigenvalues λ1 ≤ λ2 ≤ · · · ≤ λN of a random Hermitian matrix M, whose
law is absolutely continuous with respect to the Lebesgue measure on the space of N × N
Hermitian matrices, and has a density proportional to e−N TrV (M) = e−N
∑N
j=1 V (λj). This
class is known as unitary invariant ensembles of Hermitian random matrices. We require that
the confining potential V is real–analytic and that it satisfies the growth condition
lim
|x|→∞
V (x)
log |x| = +∞. (1.4)
It is well–known that the joint law of the ordered eigenvalues of M has a density given by
1
ZN
∏
1≤i<j≤N
∣∣λi − λj∣∣2 ∏
1≤j≤N
e−NV (λj), (1.5)
where 0 < ZN <∞ is a normalization constant which depends on V , see e.g. [23]. To connect to
our discussion concerning the GUE in the previous section, we mention that with V (x) = 2x2,
this produces precisely the probability distribution of the GUE and its eigenvalues.
Moreover, it is also known (see e.g. [2, Section 2.6] and [28] as general references for
the statements below) that there exists an equilibrium measure µV , in the sense that for any
bounded continuous test function f ,
1
N
Tr f(M) =
1
N
∑
1≤j≤N
f(λj) →
∫
fdµV , (1.6)
in probability as N → ∞. This equilibrium measure µV is the unique minimizer of the
functional
µ 7→
∫
R×R
log |x− y|−1dµ(x)dµ(y) +
∫
R
V (x)dµ(x),
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over all Borel probability measures on R and, if V is smooth, it is characterized uniquely by
the Euler–Lagrange conditions: there exists a constant ` = `V ∈ R such that
2
∫
log |x− y|dµV (y)− V (x) = −` for x ∈ supp(µV ), (1.7)
2
∫
log |x− y|dµV (y)− V (x) ≤ −` for x /∈ supp(µV ). (1.8)
Moreover for real analytic V satisfying the growth condition (1.4), µV has a compact sup-
port which consists of a union of finitely many closed intervals. Some aspects of the asymptotic
behavior of unitary invariant ensembles of random Hermitian matrices depend significantly on
the number of these intervals (see e.g. [29]), and we will focus on the simplest situation, namely
the one-interval, or one-cut, case. By scaling and shifting the confining potential V , we can
always assume that this interval is [−1, 1]. To keep our approach as simple as possible, we
assume that the equilibrium measure is regular, which is a technical condition which holds for
generic confining potentials [62]. Another simplifying assumption we make is to assume that
in addition to V being real analytic, it actually has an analytic continuation into some infinite
horizontal strip. The precise assumptions are as follows.
Assumptions 1.1 (One–cut regular potential). Let  > 0, and let
V = {z : |=z| < } (1.9)
be a strip in the complex plane. We assume that V is real on R, analytic on V, that V satisfies
the growth condition (1.4), and more generally that
<(V (z))
log |z| → ∞, (1.10)
as |z| → ∞, uniformly in V. Moreover the inequality (1.8) is strict and the associated equilib-
rium measure µV has support on [−1, 1] and it takes the form
dµV (x) = ψV (x)
√
1− x2dx, (1.11)
where the function ψV > 0 on [−1, 1].
We mention here that with some effort, one could presumably use ideas from [29] to dis-
pense of the regularity assumption and with further effort, possibly replace the assumption of
analyticity in a strip by real analyticity, but we choose not to go into these technical issues in
this article.
For instance, the GUE, which corresponds to the potential V (x) = 2x2, satisfies Assump-
tions 1.1 with the equilibrium measure being the Wigner semicircle law, ψV (x) = 2/pi. More
generally, it is known that Assumptions 1.1 hold if in addition to satisfying the conditions
concerning analyticity in V and the growth rate (1.10), the confining potential V is strictly
convex on R and suitably normalized – see e.g. [75, Theorem 11.2.3].
In analogy to the quantiles of the semi-circle law in the case of the GUE, we now define
the quantiles κj ∈ (−1, 1] of the equilibrium measure by∫ κj
−1
dµV =
j
N
, j = 1, . . . , N. (1.12)
We are now ready to state our main result, which we prove in Section 4.
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Theorem 1.2. Let λ1 ≤ · · · ≤ λN be the ordered eigenvalues in the ensemble (1.5), with V
satisfying Assumptions 1.1, and let (κj)Nj=1 be as in (1.12). Then for any  > 0,
lim
N→∞
P
[
1− 
pi
logN
N
≤ max
j=1,...,N
{
ψV (κj)
√
1− κ2j |λj − κj |
}
≤ 1 + 
pi
logN
N
]
= 1. (1.13)
We mention here that the maximum above is unlikely to be realized very close to the edge
of the spectrum: see e.g. our Proposition 4.4 below. Thus, the lower bound from Theorem
1.2 should be viewed more as a statement concerning bulk eigenvalues with (1.13) being a
convenient way of stating the result.
Let us briefly elaborate on the comparison between Theorem 1.2 and Gustavsson’s result
described in (1.2). Gustavsson actually proved a stronger result than that of (1.2): he proved
that if we look at a fixed number of eigenvalues of the form λba1Nc, ..., λbakNc with ai ∈ (0, 1)
distinct, then the fluctuations (normalized as in (1.2)), converge to i.i.d. standard Gaus-
sians. Heuristically, this suggests that perhaps Theorem 1.2 can be understood by treating
pi
√
2N√
logN
ψV (κj)
√
1− κ2j (λj − κj) as N i.i.d. standard Gaussians. A basic fact from extreme
value theory is that the maximum of N i.i.d. standard Gaussians behaves like
√
2 logN , so this
reasoning would indeed seem to give a heuristic justification for Theorem 1.2. Unfortunately,
such a simple argument can not be turned into a proof. More precisely, the lack of indepen-
dence plays no role in our proof of the upper bound, but to obtain the lower bound, one needs
to take into account the correlations between the eigenvalues. The accurate picture comes from
viewing the fluctuations of the eigenvalues as behaving asymptotically like a logarithmically
correlated Gaussian field for which we can study the extremal behavior using the theory of
Gaussian multiplicative chaos (GMC) that we describe in Section 1.2 and in further detail in
Section 2.1.
The connection to logarithmically correlated Gaussian fields comes through the centered
eigenvalue counting function
hN (x) =
√
2pi
( ∑
1≤j≤N
1λj≤x −N
∫ x
−1
dµV
)
, x ∈ R. (1.14)
The ad hoc normalization by
√
2pi is to be consistent with the convention used in the GMC
literature. The connection between hN and the maximal fluctuations of the eigenvalues comes
from the following observation: due to monotonicity properties, we have
max
x∈R
hN (x) = max
j=1,...,N
hN (λj).
For N large, a simple calculation shows that
hN (λj) =
√
2piN
∫ κj
λj
dµV ≈
√
2piNψV (κj)
√
1− κ2j (κj − λj)
provided that max
j=1,...,N
|κj − λj | is small (which we expect to be true with high probability), so
at least heuristically, we obtain with high probability that
max
x∈R
hN (x) ≈
√
2piN max
j=1,...,N
{
ψV (κj)
√
1− κ2j (κj − λj)
}
. (1.15)
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A similar approximation holds for minx∈R hN (x). Hence, in order to prove Theorem 1.2, it is
sufficient to obtain precise upper and lower bounds for the random variables maxx∈R hN (x)
and minx∈R hN (x). The following theorem, proven in Section 3.4, gives such bounds.
Theorem 1.3. Under the same conditions as in Theorem 1.2, we have that for any δ > 0,
lim
N→∞
P
[
(1− δ)
√
2 logN ≤ max
x∈R
{± hN (x)} ≤ (1 + δ)√2 logN] = 1.
Remark 1.1. As a slightly different kind of interpretation of this result, recall that the
Kolmogorov-Smirnov distance of two probability measures µ and ν on R is defined by dK(µ, ν) =
supx∈R |µ(−∞, x] − ν(−∞, x]|. Thus if we write µ(N) = 1N
∑N
j=1 δλj for the empirical distri-
bution of the eigenvalues, we see that µ(N)(−∞, x] − µV (−∞, x] = 1√2piN hN (x), so Theorem
1.3 can be reformulated as
lim
N→∞
P
[
(1− δ)
pi
logN
N
≤ dK(µ(N), µV ) ≤ (1 + δ)
pi
logN
N
]
= 1
for any δ > 0.
The rate of convergence of the empirical distribution to the equilibrium measure has been
studied e.g. in the setting of Wigner matrices – see [50], where an upper bound of the form
(logN)b/N with a unexplicit constant b > 0 was obtained for the Kolmogorov distance. So in
the setting of the GUE, Theorem 1.3 can be seen as an improvement of [50, Theorem 1.1] in
that we establish the precise rate as well as identify the correct multiplicative constant. 
The proof of Theorem 1.3 relies on the log-correlated structure of the random field hN and
the connection to the theory of multiplicative chaos that we explain in the next section.
1.2 Main results on Gaussian multiplicative chaos
In this section, we state our main results concerning multiplicative chaos and the fractal ge-
ometry of the log-correlated field hN .
As mentioned earlier, the connection between hN and the theory of log-correlated fields
can be seen from Johansson’s CLT [54, Theorem 2.4] for the linear statistics of eigenvalues.
Namely, for compactly supported smooth functions f , as N →∞,
−1√
2pi
∫
R
f ′(x)hN (x)dx =
N∑
j=1
f(λj)−N
∫
R
fdµV ⇒ N
(
0, σ(f)2
)
, (1.16)
where the variance is given by2
σ(f)2 =
∫∫
[−1,1]2
f ′(x)f ′(y)
Σ(x, y)
2pi2
dxdy, Σ(x, y) := log
∣∣∣∣∣1− xy +
√
1− x2
√
1− y2
x− y
∣∣∣∣∣ .
(1.17)
For our purposes, the most important observation is that (1.16) and (1.17) suggest that
in the sense of generalized functions, as N → ∞, hN converges to a Gaussian process with
2Usually, e.g. in [54], the variance is given in a slightly different form. For a discussion about the equivalence
of various representations of it, see Appendix A.
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Figure 1: A realization of hN for N = 6000 in the setting of the GUE.
covariance kernel Σ. Since Σ(x, y) has a logarithmic singularity on the diagonal x = y, this
means that any possible limit of hN can not be an honest function, as the relevant Gaussian
process would have an infinite variance. This is reflected in Theorem 1.3 in that the maximum
of hN blows up as N → ∞, while an honest function would have a finite maximum. See also
Figure 1 for an illustration of what a realization of hN looks like, and in particular, how it is a
rough-looking object which will not have a meaningful limit as N → ∞, at least in the sense
of say continuous functions. Moreover, note that
√
2 log 6000 ≈ 12.3, so the global maximum
and minimum in the figure seem to agree quite well with Theorem 1.3.
As is done in [52, 47] for related objects, one can make sense of the limiting object as a
random element of a suitable space of generalized functions. Such stochastic processes, which
are random generalized functions whose correlation kernels have a logarithmic singularity on
the diagonal, are termed log-correlated fields. While questions about extrema are a priori
ill-posed for generalized functions, tools have been developed for studying the extrema of log-
correlated fields. For instance, if one smooths the field by convolving with a smooth bump
function, then with a modified second moment method, one can extract asymptotics of the
extrema of the smoothed field in the limit where the width of the bump function vanishes. We
refer the interested reader to [60] and references therein for more details about such questions.
One expects that some modification of this second moment method could work for studying
the extrema of hN , which can be seen as another type of approximation of the log-correlated
field. In related models, namely looking at similar questions for random unitary matrices and
the Riemann zeta function in the neighborhood of a random point on the critical line, this type
of approach was originally suggested in [44], see also [46], and has indeed been carried out in
many related problems: in [3, 16, 76] this is done when studying the extrema of the eigenvalue
counting function and a closely related object, namely the logarithm of the absolute value of
the characteristic polynomial3 of the Circular Unitary Ensemble and the Circular β Ensemble.
3The “close relation” comes from noting that the logarithm of the absolute value of the characteristic
polynomial is the real part of the logarithm of the characteristic polynomial, while the eigenvalue counting
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This has also been done in the setting of unitary invariant ensembles of random Hermitian
matrices (without the assumption of there being only one cut) in the work [70], where the
authors consider the maximum of the logarithm of the characteristic polynomial. In [51], the
authors study the extrema of the “counting function” of the sine-β process on a large interval.
Instead of a modified second moment method, we have decided to take a different approach
which reveals more of the fractal geometric nature of hN . What we do is to establish a
connection to a family of random fractal measures described by the theory of multiplicative
chaos introduced by Kahane [56], and leverage properties of these measures to get information
about e.g. the extrema of hN . While such an approach is in a sense intuitively understood in
the multiplicative chaos community, we are unaware of a reference where such a study is carried
out. We thus hope that also from this point of view, our work will be of independent interest
as we expect that it can be generalized to other probabilistic models where log-correlated fields
arise. In particular, some of the results of Section 3 have already been used in [66, 67].
In the setting of log-correlated fields (and on an intuitive level) the main insight of Kahane
was that if X is some Gaussian log-correlated field, then one can construct from it a family of
random measures, formally written as eγX(x)−
γ2
2 EX(x)
2
dx for γ ∈ R, and the fractal properties
of these measures determine properties of extreme values ofX, or more precisely, extreme values
of say convolution approximations of X. We direct the reader to [77, Section 4] for precise
statements of this flavor and to [8, 77] for a general introduction to the subject. The rigorous
construction of these measures goes through approximating the random generalized function
e.g. by a convolution with a bump function, then exponentiating, normalizing, and removing
the approximation. One might hope that hN can serve as a sufficiently good approximation
to the log-correlated field in order to carry out this approach. This is not a very far fetched
idea, as similar arguments already exist in the literature, see e.g. [46] for original conjectures,
[69, 84, 73] for related studies in the setting of random unitary matrices and the sine process,
and [9] for a connection between the absolute value of the characteristic polynomial of random
Hermitian matrices and multiplicative chaos. See also [22, 17, 66, 67] for further recent studies
connecting multiplicative chaos to random matrix theory and β-ensembles.
To state our main theorem regarding the connection between hN and multiplicative chaos,
we introduce the following notation: for γ ∈ R, as a measure on [−1, 1], let
dµγN (x) =
eγhN (x)
EeγhN (x)
dx. (1.18)
We define the limiting object slightly informally here – for a more precise discussion on how
to construct it, see Section 2. Let X be the centered Gaussian field on (−1, 1) with covariance
kernel Σ given by (1.17). Then write for each γ ∈ R
dµγ(x) = “
eγX(x)
EeγX(x)
dx” (1.19)
for the associated multiplicative chaos measure – the quotation marks indicate that the proper
definition of the measure requires a renormalization procedure as described above and in further
detail in Section 2. With this notation, our main result concerning multiplicative chaos and
hN , proven in Section 2, is the following.
function can be viewed as the imaginary part of it – if one chooses the branch of the logarithm suitably.
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Theorem 1.4. Let V satisfy Assumptions 1.1. Then for γ ∈ (−√2,√2), as N → ∞, the
sequence of random measures µγN defined in (1.18) converges in law, with respect to the topology
of weak convergence, to the random measure µγ .
Remark 1.2. Let us point out here that we expect that with a very similar argument as our
proof of Theorem 1.4, one should be able to prove a corresponding result for hN replaced by
x 7→ √2∑Nj=1 log |x−λj |−√2N ∫ log |x−λ|dµV (λ) and for say γ ∈ (0,√2) – thus extending a
result of [9]. Moreover, we expect that a modification of our approach to Theorem 1.3 should
then yield precise estimates for maxx∈R(
√
2
∑N
j=1 log |x−λj |−
√
2N
∫
log |x−λ|dµV (λ)), though
as mentioned, such results have already been obtained in [70]. 
Remark 1.3. The value γ = γc :=
√
2 is critical in the sense that if |γ| > √2, then µγN
converges in distribution to the zero measure as N → +∞ – this follows from Remark 3.2
below. 
Concerning the proof of Theorem 1.4, we point out that since the stochastic process hN is
not Gaussian and µγN is not a martingale, the proof is more involved than those needed for
simply constructing µγ – for an elegant one, see [8]. Our approach here is to apply recent
ideas developed in [69] for proving in general how an object that is only asymptotically a
Gaussian log-correlated field, such as hN , can give rise to (Gaussian) multiplicative chaos. This
method relies on estimates for exponential moments of hN and related quantities. These on
the other hand can be formulated in terms of asymptotics of certain Hankel determinants, and
establishing these estimates is the most technical part of this paper. We will state the relevant
asymptotics of Hankel determinants in Section 1.3 and make the connection to exponential
moments in Section 2.7, but before doing this, we discuss some consequences of Theorem 1.4
and give a heuristic reasoning to why it implies Theorem 1.3.
The connection between the measures µγN and the extreme values of the field hN comes
through the notion of thick points. Intuitively, a thick point is a point where the field takes
an abnormally large value: one where it is of the order of its variance instead of the order of
its standard deviation. In our setting, the variance of hN is roughly logN in the bulk for N
large, and we define for γ > 0 the set of γ-thick points as
T ±γN = {x ∈ [−1, 1] : ±hN (x) ≥ γ logN} . (1.20)
The idea behind this definition is that the measure µγN essentially lives on the set T
γ
N . In
particular, these points are so sparse that in the limit µγ lives on a fractal set. Moreover, this
heuristic and the fact that µγ is a non-trivial random measure if and only if |γ| < √2 gives
strong evidence that the leading order of the maximum of hN should be
√
2 logN when N is
large.See Figure 2 for what µγN looks like for various γ; note in particular the fractal-like or
strongly fluctuating behavior of the density, as well as the fact that µγN concentrates on the
extrema of the field hN as γ increases.
In the following theorem, which we prove in Section 2.7, we provide precise estimates for
the size of T γN .
Theorem 1.5. Under Assumptions 1.1, for any γ ∈ (−√2,√2) \ {0},
lim
N→∞
log |T γN |
logN
= −γ
2
2
,
where the convergence is in probability.
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Remark 1.4. As we already explained, this result implies directly the lower bound in The-
orem 1.3. Indeed, if we set γ =
√
2(1 − δ), the above result implies that the probability of
T ±γN being non-empty converges to 1 as N →∞. But it is clear from the definition that T ±γN
is non-empty if and only if maxx∈R(±hN (x)) ≥ (1 − δ)
√
2 logN . Similarly, if we would know
that the probability of having γ-thick points for ±γ > √2(1 + δ) tends to 0 as N → ∞, this
would imply the upper bound in Theorem 1.4. 
Figure 2: A realization of the density of the measure µγN in the setting of the GUE forN = 6000,
γ = 0.4 (top left), γ = 0.6 (top right), γ = .8 (bottom left) and γ = 1.2 (bottom right). The
realization of the field hN is the same as in Figure 1.
In the physics literature [43, 44, 45, 46], it has been described that when interpreting the
eigenvalue counting function hN as a random energy landscape, the associated free energy
exhibits a weak form of freezing, i.e. above the critical temperature γc =
√
2, the free energy
becomes linear in γ. The asymptotics of the free energy are closely related to the asymptotics
for the size of the set of γ-thick points, [3]. We demonstrate in Section 3.3 that a proof of such
behavior follows rather easily from Theorem 1.4. More precisely, we have the following result.
Corollary 1.6. Under Assumptions 1.1, for any γ > 0,
lim
N→∞
1
logN
log
(∫ 1
−1
eγhN (x)dx
)
=
{
γ2/2 if γ ≤ √2√
2γ − 1 if γ ≥ √2 ,
where the convergence is in probability.
To conclude this section, we mention that there is in fact a technically simpler approach
to the lower bound of Theorem 1.3. The idea of this alternative approach is that a smoothed
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version of hN can be used to obtain nearly the correct lower bound for the maximum of hN .
Thus we can carry out the program of controlling extrema through multiplicative chaos for
this smoothed version of the field. This is technically less demanding as the required Hankel
determinant estimates are simpler to obtain. Such an approach does not yield optimal estimates
for example for the thick points, and thus does not reveal the full fractal geometric properties
of hN , but for questions about extrema, we feel that this approach is preferable.
More precisely, we define for arbitrary z ∈ C+ = {w ∈ C : =w > 0} the harmonic extension
of hN (x) as follows,
hN (z) =
√
2=
 N∑
j=1
log(z − λj)−N
∫
log(z − t)dµV (t)
 , (1.21)
where the choice of the branch of the logarithm is chosen such that the cut is on the negative
imaginary axis – see Section 2.7 for details. We define the mesoscopic scale N = N
−1+α for
α ∈ (0, 1) and a sequence of random measures on [−1, 1] by
dµ˜γN (x) =
eγhN (x+iN )
EeγhN (x+iN )
dx. (1.22)
The counterpart to Theorem 1.4, which we will prove in Section 3.4.2, is the following.
Theorem 1.7. Let V satisfy Assumptions 1.1. Then for γ ∈ (−√2,√2) and α ∈ (0, 1), as
N → ∞, the sequence of random measures µ˜γN converges in law, with respect to the topology
of weak convergence, to the random measure µγ from (1.19).
1.3 Asymptotics of Hankel determinants
As discussed in Section 1.2, our proofs of Theorem 1.4 and Theorem 1.7 (and hence the proof
of Theorem 1.2) rely on asymptotics of exponential moments of the field hN . These can
be expressed as Hankel determinants. We will shortly state the precise connection between
Hankel determinants and random matrices, but the relevant exponential moment estimates
will be addressed in Section 2.7. In this section, we will state our results on asymptotics of
Hankel determinants and briefly review the background to such questions.
For an integrable function f : R→ R with fast enough decay at infinity, the N ×N Hankel
determinant with symbol f is
DN (f) = det
(∫
R
λi+jf(λ)dλ
)N−1
i,j=0
. (1.23)
The connection to the unitary invariant random matrix ensembles defined in (1.5) comes from
Heine’s identity (see e.g. [23, Proposition 3.8]), which implies that for functions w : R → R
with some mild regularity and not growing too rapidly at infinity and for V : R→ R continuous
satisfying the condition (1.4), one has
Ee
∑N
j=1 w(λj) =
1
ZN
DN (e
w−NV ), (1.24)
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where the expectation is taken according to (1.5). As mentioned, applying the approach of
[69] for the proof of Theorem 1.4 requires (among other things) exponential moment estimates
for hN . This corresponds to functions w which have discontinuities.
Large N asymptotics of Hankel determinants with such discontinuous symbols have been
studied in quite some detail. They are a special case of symbols with Fisher-Hartwig sin-
gularities. Hankel and Toeplitz determinants with Fisher-Hartwig singularities have a long
history, and have (besides their prominent role in random matrix theory) a variety of appli-
cations in statistical physics, in particular the 2d Ising model [85] and the impenetrable Bose
gas [82, 39, 40]. We refer to [26] for a historical overview. A general real-valued symbol with
Fisher-Hartwig singularities can be written as
fFH(λ) =
k∏
j=1
|λ− xj |2αje
√
2piγj1{λ≤xj}ew(λ)e−NV (λ),
where the pairwise distinct singularities xj and the parameters γj are real, αj > −1/2 for all
j, and where w is sufficiently smooth. In what follows, we will assume w for simplicity to be
real analytic.
If the points xj ∈ (−1, 1), the parameters αj > − 12 and γj ∈ R, and the function w are
independent of N , and if V satisfies Assumptions 1.1, the asymptotics for DN (fFH) have been
established recently by Charlier in [15] using Riemann-Hilbert (RH) methods pioneered by De-
ift, Its, and Krasovsky in the setting of Toeplitz determinants with Fisher-Hartwig singularities
[25], and we will use these results in the cases k = 1 and k = 2 with α1 = α2 = 0. In addition,
to apply the approach of [69] in the proofs of Theorem 1.4 and Theorem 1.7, we also need
estimates for the Hankel determinants associated to fFH in situations where the singularities
x1, x2 depend on N and in particular, may merge as N → ∞, and also in situations where w
depends on N and may develop a singularity in the limit N → ∞. Moreover, to obtain the
upper bound in Theorem 1.3, we also need an estimate in the case where k = 1 and the singu-
larity x1 tends to the boundary ±1 as N →∞. While analogous questions have been studied
to some degree – see e.g. [21] for Toeplitz determinants and [19] for Hankel determinants with
two merging singularities, [9, 20] for smooth symbols which develop singularities in the large
N limit, and [87, 10] for symbols with singularities which approach the edge of the spectrum
– none of these works quite apply in our setting. For this reason, a large part of this article is
concerned with deriving such asymptotics. Our methods could be used to prove rather general
results (for instance for symbols with an arbitrary number of singularities, but just two merging
or one approaching the edge; both jump and root type singularities) for Hankel determinants,
but we choose to restrict to the simplest situations that are sufficient for our purposes, in order
to limit the technicality and length of the paper.
Let us introduce some further notation. For points x1, x2 ∈ (−1, 1), γ1, γ2 ∈ R, and any
function w : R→ R with not too bad growth at infinity, we write
DN (x1, x2; γ1, γ2;w) = det
(∫
R
λi+je
√
2piγ11{λ≤x1}+
√
2piγ21{λ≤x2}ew(λ)−NV (λ)dλ
)N−1
i,j=0
. (1.25)
We will also need notation for the case where there is only a single singularity: we write
DN (x; γ;w) = det
(∫
R
λi+je
√
2piγ1{λ≤x}ew(λ)−NV (λ)dλ
)N−1
i,j=0
.
14
To describe what we require of the function w, we introduce a suitable domain. Given
0 < α < 2/3, we set N = N
−1+α and δN = N−α/2, and we define the domain SN as follows,
SN :=
({
z ∈ C : |<z| ≤ 1−3δN , |=z| < N/2
}∪{z ∈ C : |<z| ≥ 1−3δN , |=z| < 3δN}). (1.26)
Our first result describes how to compare DN (x1, x2; γ1, γ2;w) to DN (x1, x2; γ1, γ2; 0), when
w may depend on N .
Theorem 1.8. Let γ1, γ2 ∈ R and let −1 < x1 < x2 < 1. Let V satisfy Assumptions 1.1.
Assume that w = wN is a sequence of functions which are real valued on R, analytic and
uniformly bounded on a domain SN as in (1.26). As N →∞, we have
logDN (x1, x2; γ1, γ2;wN ) = logDN (x1, x2; γ1, γ2; 0)
+N
∫
wdµV +
1
2
σ(w)2 +
2∑
j=1
γj√
2
√
1− x2jUw(xj) + o(1),
where the error is uniform in (x1, x2) in any fixed compact subset of (−1, 1)2 and for any fixed
R > 0, it is uniform in w in the set {ξ : SN → C analytic, ξ(R) ⊂ R, supz∈SN |ξ(z)| ≤ R}.
Here σ(w)2 is as in (1.16) and Uw denotes the finite Hilbert transform:
(Uw)(x) = 1
pi
P.V.
∫ 1
−1
w(t)
x− t
dt√
1− t2 , (1.27)
with P.V.
∫
the Cauchy principal value integral.
This result will be proven in Section 8 by relying on the RH analysis from Section 7 and
Section 8.
Our next step is to compare DN (x1, x2; γ1, γ2; 0) to DN (x1; γ1 + γ2; 0). Together these
two steps will be sufficient for carrying out the program of [69]. This comparison is highly
non-trivial in that the asymptotic behavior of the Hankel determinants DN (x1, x2; γ1, γ2; 0)
as the singularities x1 and x2 merge is subtle, and a sharp transition in the nature of the
asymptotics takes place when x2 − x1 is of order 1/N . On this scale, the asymptotics are
described in terms of a Painleve´ V transcendent. A similar phenomenon was observed in [21]
for Toeplitz determinants, in a more general setting where general Fisher-Hartwig singularities
of root and jump type are allowed. Another related result was obtained in [19] for Hankel
determinants with merging root type singularities. We do not need the precise details of this
Painleve´ transition, but we do need good control of the behavior of the Hankel determinants
in this regime.
We will prove the following result in Section 7.
Theorem 1.9. Let γ1, γ2 ∈ R and let −1 < x1 < x2 < 1. Let V satisfy Assumptions 1.1.
Then, as N →∞, we have
logDN (x1, x2; γ1, γ2; 0) = logDN (x1; γ1 + γ2; 0)
+
√
2piγ2N
∫ x2
x1
dµV − γ1γ2 max{0, log(|x1 − x2|N)}+O(1),
(1.28)
where the error term is uniform for −1+δ < x1 < x2 < 1−δ, 0 < x2−x1 < δ for δ sufficiently
small.
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Remark 1.5. Like in [21] and [19], the O(1) term can be expressed explicitly in terms of a
solution σ to the so-called Jimbo-Miwa-Okamoto σ-form of the Painleve´ V equation. 
Finally, to obtain the upper bound for Theorem 1.3, we need to consider a situation with
only one singularity, namely DN (x; γ; 0), but in which we allow x to approach the edge ±1 as
N →∞. The precise result is the following, and will be proven in Section 9.
Theorem 1.10. Let Γ > 0. There exists a constant m > 0 such that
log
DN (x; γ; 0)
DN (x; 0; 0)
=
√
2piγN
∫ x
−1
dµV (ξ) +
γ2
2
logN +
3γ2
4
log(1− x2) +O(1),
as N →∞, with the error term uniform for all |x| ≤ 1−mN−2/3 and all γ ∈ [−Γ,Γ].
This concludes our preliminary discussion of Hankel determinants and we move on to an
outline of the remainder of the article.
1.4 Outline of the article and acknowledgements
In Section 2, we first review the classical theory of Gaussian Multiplicative Chaos and the main
result of [69], then in a rather general setting, show that a random field, satisfying suitable
exponential moment assumptions, can be used to construct a multiplicative chaos measure.
Using this general approach, we prove Theorem 1.4 and Theorem 1.7 assuming the results
from Section 1.3.
In Section 3 and Section 4, we discuss the applications of Theorems 1.4 and 1.7 to eigenvalue
statistics. Namely, in Section 3, we prove our estimates for the extrema of hN , that is Theorem
1.3, and in Section 4, we prove our optimal rigidity result given by Theorem 1.2.
The latter half of the article, Section 5 to Section 9, is where we carry out our RH analysis
to prove the results stated in Section 1.3: Theorem 1.9 is proven in Section 7, Theorem 1.8 is
proven in Section 8, and Theorem 1.10 is proven in Section 9 – Section 5 and Section 6 cover
preliminary results needed for these proofs.
We also record some auxiliary material concerning the log-correlated Gaussian field relevant
for our purposes in Appendix A as well as some model RH problems in Appendices B and C.
In the following, C > 0 is a constant which does not depend on the dimension N and
may vary from line to line. Sometimes, we may write C > 0 to emphasize that this constant
depends for instance on the parameter . We write AN = O(BN ) to indicate that there exists
a constant C independent of N such that for large enough N , |AN | ≤ C|BN |. If we allow C
to depend on some further parameter say  > 0, we may write AN = O(BN ). We will also
make use of the closely related Vinogradov notation AN  BN to indicate that there exists
a constant C > 0 independent of N such that 0 ≤ AN ≤ CBN . If we allow this constant to
depend on a further parameter, say , we may again write AN  BN .
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2 Gaussian Multiplicative Chaos
In this section, we prove our results concerning multiplicative chaos and the eigenvalue counting
function as described in Section 1.2, assuming our results concerning asymptotics of Hankel
determinants from Section 1.3. Before going into the actual proofs, we pick up our general
discussion on log-correlated fields and multiplicative chaos from Section 1.2. As we hope
that our approach to proving convergence to multiplicative chaos will find applications in
other models as well, we offer a proof of convergence to multiplicative chaos which is valid
for general log-correlated fields – in particular, we will not restrict ourselves to one spatial
dimension. What we prove is that any object for which suitable exponential moment estimates
can be established (in our case this follows from the results of Section 1.3), converges to a
multiplicative chaos measure. In Section 3, we prove that under similar assumptions, we have
estimates for the thick points, the maximum of the field, etc.
Before going into proofs, to be presented in Sections 2.3–2.7, we will elaborate on our dis-
cussion in Section 1.2, and now rigorously review some of the standard theory of multiplicative
chaos. After that, in Section 2.2 we will describe some recent ideas from [69] which provide a
tool for proving that a random process, not necessarily Gaussian, can give rise to a Gaussian
multiplicative chaos measure if the process satisfies certain exponential moment estimates.
We then move on to Sections 2.3–2.6, where we prove our main result about convergence to
multiplicative chaos under certain assumptions on exponential moments. Finally in Section
2.7, we specialize to the case of relevance to random matrices, namely prove Theorem 1.4 and
Theorem 1.7 using our general results and exponential moment estimates following from the
results of Section 1.3.
We will use the following notation throughout our discussion: for Ω ⊂ Rd open, we write
Cc(Ω) for the space of continuous functions with compact support inside of Ω and C
∞
c (Ω) for
the space of infinitely differentiable functions with compact support in Ω. We will also briefly
mention the standard L2-based Sobolev spaces of negative regularity. More precisely, if S ′(Rd)
denotes the space of tempered distributions4 then we write for any  > 0
H−(Rd) =
{
ϕ ∈ S ′(Rd) : ‖ϕ‖2H−(Rd) :=
∫
Rd
(1 + |ξ|2)−|ϕ̂(ξ)|2dξ <∞
}
.
It is a standard fact that H−(Rd) is in fact a separable Hilbert space when one defines the
inner product in the natural way. We will find it convenient to abuse notation slightly and write
for a generalized function ϕ ∈ H−(Rd) and an honest function f ∈ H(Rd), ∫ ϕ(x)f(x)dx to
denote the dual pairing of ϕ and f , despite pointwise values ϕ(x) having no meaning.
2.1 Gaussian multiplicative chaos background
In this section we discuss rigorously what log-correlated fields are and what multiplicative chaos
is. For a more extensive discussion of the subject, we direct the reader to the comprehensive
review [77] and the concise construction of multiplicative chaos measures in [8]. As mentioned,
we wish to keep our discussion on a rather general level in hope of its use in other applications,
4Recall that for tempered distributions, the Fourier transform is a well defined operation. Our convention
for the Fourier transform is that if ϕ ∈ S(Rd) – the Schwartz space of smooth functions with rapid decay –
then ϕ̂(ξ) =
∫
Rd e
−2piix·ξϕ(x)dx.
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but readers wishing for concreteness should keep in mind that our main goal is to consider a
log-correlated field on the interval Ω = (−1, 1) with a covariance of the form
Σ(x, y) = log
(
1− xy +√1− x2
√
1− y2
|x− y|
)
(2.1)
and we wish to define for certain values of γ ∈ R, a measure µγ , which in some sense is
proportional to the “exponential” of γ times such a field.
We now discuss briefly what log-correlated fields are – the discussion follows [55, Section 2]
to some degree. Let Ω ⊂ Rd be an open set and for simplicity, let us assume that it is simply
connected, bounded and has a smooth boundary. Let us assume further that we are given a
symmetric positive definite kernel Σ on Ω× Ω of the form:
Σ(x, y) = log |x− y|−1 + gΣ(x, y), (2.2)
where gΣ is continuous, bounded from above and say in L
2(Ω × Ω) – note that we are not
requiring boundedness from below or that gΣ extends continuously to Ω× Ω. We also point
out that our assumptions cover in particular the case of the special Σ from (2.1).
Making use of the Karhunen-Loe`ve expansion, it is proven in [55, Proposition 2.3] that for
any  > 0, there exists a centered Gaussian process on H−(Rd) with covariance kernel Σ given
by (2.2). In fact, by standard properties of Gaussian processes, there is a unique Gaussian
measure on H−(Rd) with such a covariance kernel. This Gaussian process is what is referred
to as a log-correlated field with covariance kernel Σ and we will write X for such an object.
We mention that while in general, the Karhunen-Loe`ve expansion is slightly abstract (it
follows from applying the spectral theorem to the compact operator with integral kernel Σ
acting on L2(Rd)), the log-correlated field with covariance (2.1) can be constructed explicitly:
mimicking e.g. the proof of [55, Proposition 2.3], one can show that the series
∞∑
k=0
√
2ξk√
k + 1
Uk(x)
√
1− x21(−1,1)(x), (2.3)
where ξk are i.i.d. standard Gaussians and Uk the kth Chebyshev polynomial of the second
kind,5 converges in H−(R) for any  > 0 and the covariance kernel of the resulting process is
given by (2.1) – for further discussion about this field, see Appendix A.1.
Having understood what log-correlated fields are, as well as having seen a concrete series
representation for the one most relevant to us, let us move on to constructing multiplicative
chaos measures. As repeatedly mentioned, these are objects that can be formally written as
µγ(dx) = “eγX(x)/EeγX(x)dx.” There are two immediate problems with making sense of such
an object: the first one being that one can not naively exponentiate an element of H−(Rd),
which is after all a generalized function. The second is that even formally EeγX(x) = +∞
for any γ 6= 0 for a Gaussian process with a covariance of the form (2.2). In fact, these two
issues compensate each other and one should think formally of EeγX(x) as the correct way
to renormalize eγX(x). Then, the rigorous construction of the random measure µγ consists in
approximating X by a continuous function X and taking a limit as  → 0 which corresponds
to removing the approximation.
5That is, the unique polynomial satisfying Uk(cos θ) =
sin(k+1)θ
sin θ
for all θ ∈ [0, pi].
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There are various ways to approximate a log-correlated field X by a continuous function.
One option is to simply truncate the Karhunen-Loe`ve expansion. While such an approximation
is useful for some purposes (see e.g. our proof of Proposition 2.1 below), for proving the
existence of a non-trivial limiting object, another useful approximation is to smooth the field
X by convolving it with a smooth bump function. More precisely, one can check that if
ϕ : Rd → [0,∞) is a radially symmetric, compactly supported C∞-function with mean one∫
Rd ϕ(x) = 1, and if we write ϕ(x) = 
−dϕ(x/), then for each  > 0
X(x) = (X ∗ ϕ)(x)1Ω(x) (2.4)
defines almost surely a random continuous function on Ω. More importantly, these assumptions
imply for example that lim
→0
EX(x)X(y) = Σ(x, y) for x 6= y and
EX(x)Xδ(y) = log
1
max(|x− y|, , δ) +O(1) (2.5)
where the implied constant is independent of , δ > 0 and is uniform for all x, y in any given
compact subset of Ω – see e.g. [55, Proposition 2.7].
As mentioned above, X is almost surely continuous, which implies that we can exponentiate
X to construct a well defined random measure µ
γ
 (dx) = e
γX(x)/EeγX(x)dx. Moreover, it
is proved6 in [8], using a modified second moment method, that for any γ ∈ (−√2d,√2d),7
any continuous function f with compact support in Ω, and any sequence n tending to zero
as n → ∞, ∫
Ω
eγXn (x)−
γ2
2 EXn (x)
2
f(x)dx is a Cauchy sequence in L1(P). Thus
∫
fdµγ =∫
Ω
eγX(x)−
γ2
2 EX(x)
2
f(x)dx converges in L1(P) to a random variable which turns out to be
independent of the mollifying function ϕ. We denote the limiting random variable by
∫
fdµγ ,
since through a standard argument in measure theory, one can show that this convergence
implies that there exists a unique random measure µγ for which the above notation makes
sense.8 This random measure µγ is our multiplicative chaos measure associated to the log-
correlated field X, and it gives rigorous meaning to “eγX(x)/EeγX(x)dx” for γ ∈ (−√2d,√2d).
Before moving to constructing multiplicative chaos from asymptotically Gaussian processes,
let us record some basic properties of µγ that are well known to experts on the topic, yet do
not exist in the literature exactly in our setting.
Proposition 2.1. For γ ∈ (−√2d,√2d) and any non-negative f ∈ L1(Ω) with ‖f‖L1(Ω) 6= 0,∫
Ω
f(x)dµγ(x) is almost surely finite and almost surely positive.
Proof. We begin by mentioning that by standard approximation arguments, it is sufficient to
prove the result for f ∈ L1(Ω) ∩ C(Ω). We assume this from now on.
6We will carry out a very similar argument in the coming sections, so we will not elaborate further on the
ideas of [8] here. Also we mention that in [8], instead of considering integrals against compactly supported
continuous functions, the author considers the measure of an arbitrary set. This is a cosmetic difference and
the reader will have no trouble translating the proofs of [8] to our setting.
7We mention here that this regime is known as the sub-critical regime. For |γ| ≥ √2d, the limiting measure
constructed in this way is the trivial zero measure. There is a way to construct non-trivial limiting measures
in this regime through other kinds of renormalization schemes, but we will not discuss this further here.
8For readers wishing to understand what this says about the convergence of µγ to µ
γ , we suggest [58,
Chapter 4] as a general reference for convergence questions of random measures.
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Almost sure finiteness is a straightforward first moment estimate, which we present for the
convenience of the reader. If f is compactly supported and non-negative, almost sure finiteness
is a trivial consequence of the L1(P)-convergence in the construction of µγ : one has
E
[∫
Ω
f(x)dµγ(x)
]
≤
∫
Ω
f(x)dx <∞. (2.6)
Let gk ∈ Cc(Ω) be an increasing sequence of non-negative functions such that gk(x) = 1 for
d(x, ∂Ω) ≥ 1k . Then for non-negative f ∈ L1(Ω), we have by the monotone convergence the-
orem
∫
Ω
f(x)dµγ(x) = limk→∞
∫
Ω
gk(x)f(x)dµ
γ(x) and another application of the monotone
convergence theorem (now applied to P) combined with (2.6) yields
E
[∫
Ω
f(x)dµγ(x)
]
= lim
k→∞
E
[∫
Ω
gk(x)f(x)dµ
γ(dx)
]
≤
∫
Ω
f(x)dx.
Thus for each non-negative f ∈ L1(Ω), E ∫
Ω
f(x)dµγ(x) <∞ which implies that ∫
Ω
f(x)dµγ(x)
is almost surely finite.
Proving almost sure positivity is a little more involved. This is quite similar to a uniqueness
argument given in [8, Section 5] so we shall only sketch the proof and direct the interested reader
to [8]. Applying the Karhunen-Loe`ve expansion, we can decompose X(x) =
∑∞
k=1
√
λkξkek(x),
where ξk are i.i.d. standard Gaussians, λk > 0 are the positive eigenvalues of the integral
operator with kernel Σ and ek ∈ L2(Ω) are the corresponding (normalized) eigenfunctions:∫
Ω
Σ(x, y)ek(y)dy = λkek(x).
Due to our assumptions on the kernel Σ, namely (2.2), the eigenequation implies that
ek are continuous on Ω. Thus X
(n)(x) :=
∑n
k=1
√
λkξkek(x) defines a random continuous
function on Ω. Since ξk are i.i.d. standard Gaussians, for any non-negative f ∈ Cc(Ω),∫
Ω
eγX
(n)(x)− γ22 EX(n)(x)2f(x)dx is a non-negative martingale with respect to the filtration gener-
ated by ξ1, ξ2, . . . . The martingale convergence theorem implies that
∫
Ω
eγX
(n)(x)− γ22 EX(n)(x)2f(x)dx
converges almost surely to a random variable as n→∞. In [8, Section 5] it is proven that this
random variable actually is
∫
Ω
fdµγ .
Almost sure positivity now follows from the Kolmogorov 0-1 law: for non-negative f ∈
Cc(Ω), the event that
∫
Ω
fdµγ is positive is a tail event – it does not depend on the value of
ξ1, ..., ξn for any fixed n. Thus by Kolmogorov’s 0-1 law, the probability that
∫
Ω
fdµγ = 0
is either zero or one. By the L1(P)-convergence proven in [8], we have that E
∫
Ω
fdµγ =∫
Ω
f(x)dx, so by our 0-1 argument, we conclude that for any non-trivial non-negative function
f ∈ Cc(Ω),
∫
Ω
fdµγ > 0 almost surely.
This concludes our review of the standard theory of multiplicative chaos. In the next
section, we turn to discussing under which assumptions and how to prove that a sequence of
non-Gaussian random fields defined on possibly different probability spaces can give rise to a
multiplicative chaos measure.
2.2 Constructing multiplicative chaos from asymptotically Gaussian
processes
In this section we review some basic results from [69] about how to prove that non-Gaussian
processes which approximate a log-correlated field in a specific sense explained below, can give
20
rise to a multiplicative chaos measure. Our interest lies in the eigenvalue counting function hN ,
but unfortunately, the results of [69] are not directly applicable to this case due to the highly
non-trivial local structure of hN – a problem that we address in Section 2.3. Nevertheless, our
approach will rely heavily on [69], and we review now the basic ideas from there.
Another unfortunate fact is that in the type of questions we shall study, the notation
becomes slightly heavy quite rapidly. We will try to alleviate this problem slightly by viewing
the random variable X as a “canonical process” or “canonical function” and studying it under
different probability measures PN . The picture to keep in mind for PN is the law of the random
N ×N matrix and X = hN is a sequence of functions with some mild regularity.
We will also suppose that under PN , the law of this canonical process X approximates the
law of a Gaussian log-correlated field. We collect in the following definition some of our main
assumptions.
Definition 2.2 (Notational conventions and assumptions). Let P denote the law of the log-
correlated Gaussian field X with covariance Σ from (2.2) – E denotes the expectation with
respect to P. We also assume that for each N ≥ 1, we have some probability measure PN
(similarly EN denotes the expectation with respect to PN ) under which the canonical process X
is a random function which is integrable, bounded from above (though possibly with a random
upper bound depending on N), upper semi-continuous on Ω and satisfies for any α > 0, x ∈ Ω,
and f ∈ C∞c (Ω)
ENe
αX(x) <∞ and ENe
∫
X(x)f(x)dx <∞.
Moreover, the law of X under PN approximates the law of X under P in the sense that for
each f ∈ C∞c (Ω), the law of
∫
Ω
f(x)X(x)dx under PN converges to that of it under P.
In this language, we wish to prove that under PN ,
∫
Ω
f(x)eγX(x)/ENe
γX(x)dx converges in
law to
∫
Ω
fdµγ . The basic idea is to mimic the proof of existence of multiplicative chaos, but
to use suitable exponential moment estimates to prove that we can approximate the Gaussian
fields by the asymptotically Gaussian ones. As we saw in Section 2.1, a central role is played by
convolution approximations of the log-correlated Gaussian field X, so our first ingredient is to
establish that if we regularized the canonical process using a fixed mollifier, then X converges
to a Gaussian process as N → +∞ in a strong enough sense. Such a result has been proven in
[69, Lemma 2.2].
Lemma 2.3 ([69]). Let ϕ ∈ C∞c (Rd) be a non-negative, rotation invariant function satisfying∫
Ω
ϕ(x)dx = 1, and for each  > 0 define ϕ(x) = 
−dϕ(x/), and let X = X ∗ ϕ. In addition
to the assumptions of Definition 2.2, assume that for each fixed  > 0 and γ ∈ R, as N →∞,
ENe
γX(x) = (1 + o(1))EeγX(x), (2.7)
where the implied constant is uniform in x in any compact subset of Ω. Then for any fixed
f ∈ Cc(Ω) and  > 0, as N →∞, the law of
∫
Ω
f(x) e
γX(x)
ENeγX(x)
dx under PN tends to the law of∫
Ω
f(x) e
γX(x)
EeγX(x)
dx under P.
While our assumptions are slightly different than in [69, Lemma 2.2], looking at the proof
there, one sees that it carries through word for word in our case – more precisely, the as-
sumptions of Definition 2.2 combined with (2.7) imply that eγX/ENe
γX under PN con-
verges to eγX−
γ2
2 EX
2
 under P in the sense of finite dimensional distributions while tightness
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of
∫
Ω
f(x) e
γX(x)
ENeγX(x)
dx under PN follows by construction, so by Prokhorov’s theorem, one finds
the claim.
The role of this result is that if we add a second level of approximation, namely smooth
our “approximately Gaussian” field by a fixed amount, then we can use it to construct a
multiplicative chaos measure by first letting N → ∞ and then  → 0. Recall that our goal
is to prove that this can be done without the smoothing. While not quite doing this, in [69]
the authors provided a condition under which a mesoscopic smoothing is sufficient, i.e. one
can take  = N tending to zero as N →∞. Mesoscopic smoothing refers to the fact that one
regularizes the process at a small scale N tending to 0 as N → +∞ but which does not see
the microscopic or local scale of the model. Bearing in mind the example of the eigenvalue
counting function, this means e.g. N = N
α−1 for some 0 < α < 1 so that the regularized
process hN ∗ϕN cannot distinguish between individual eigenvalues in the bulk of the spectrum.
The result of [69] concerning mesoscopic smoothing is the following.
Theorem 2.4 ([69], Theorem 1.7). In addition to the assumptions of Definition 2.2, suppose
that the following conditions hold: there exists a sequence N > 0 tending to zero as N → ∞
such that for any n ∈ N, t ∈ Rn, we have as N →∞,
EN
[
exp
( n∑
k=1
tkXηk(xk)
)]
= E
[
exp
( n∑
k=1
tkXηk(xk)
)](
1 + o(1)
)
, (2.8)
where the error term is uniform in η ∈ [N , 1]n and x in a fixed compact subset of Ωn. Then
for any −√2d < γ < √2d and f ∈ Cc(Ω), the law of
∫
Ω
eγXN (x)
ENe
γXN
(x) f(x)dx under PN tends to
that of
∫
Ω
f(x)dµγ(x) (under P) as N →∞.
As mentioned, for the proof of Theorem 1.4 we cannot directly apply Theorem 2.4. Indeed,
if e.g. n = 2 and η1 = η2 = 0, the condition (2.8) does not hold and in general, if the model has
some non-trivial behavior on the local scale, the uniform estimates required by Theorem 2.4
are not likely to hold. The idea of the proof of Theorem 1.4 is to keep the general approach
of [69], but to work under slightly different exponential moment assumptions, which are more
of a kin to the approach of [73]. Some of the technical details also become more involved. For
this reason, we will formulate precisely our assumptions and explain the core of the proof in
Section 2.3, while the details of how to modify the arguments of [69] will be given in Section 2.4.
2.3 Main result concerning convergence to multiplicative chaos
We work in the general context of Section 2.1. Let us fix some γ ∈ [0,√2d) – the extension to
γ ∈ (−√2d, 0) is simply a matter of notational changes by applying our results to −X.
We begin this section by formulating a set of general assumptions on asymptotics of ex-
ponential moments of the fields X and X with respect to the measure PN , under which we
will be able to prove our main result about convergence to multiplicative chaos. After this, we
state some key lemmas, and prove our main result assuming these lemmas. We conclude our
general discussion with the proof of these key lemmas in Section 2.5 and a discussion of test
functions which are not necessarily compactly supported in Section 2.6. Finally, in Section
2.7, we will verify that in the setting of hN , these assumptions follow from our results stated
in Section 1.3.
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The assumptions we shall require for proving our main result concerning convergence to
multiplicative chaos are the following.
Assumptions 2.5. We suppose that there exists a sequence N (possibly depending on γ)
tending to zero as N →∞ such that the following assumptions hold:
• For any fixed , ′ ≥ 0,
lim
N→∞
ENe
γX(x)+γX′ (y)
ENeγX(x)ENeγX′ (y)
= eγ
2EX(x)X′ (y) (2.9)
uniformly for all (x, y) in any fixed compact subset of {(u, v) ∈ Ω2 : u 6= v}.
• For any fixed  ≥ 0, ′ > 0, and K ⊂ Ω compact, there exists a positive constant
C = C(, ′,K) <∞ such that
sup
N≥1
sup
x,y∈K
ENe
γX(x)+γX′ (y)
ENeγX(x)ENeγX′ (y)
≤ C. (2.10)
• One has
ENe
γX(x)+γX(y)
ENeγX(x)ENeγX(y)
 |x− y|−γ2 (2.11)
uniformly for all (x, y) in a fixed compact subset of Ω2 intersected with {(x, y) ∈ Ω2 :
|x− y| ≥ N}.
• For any fixed ρ > 0, , ′ ≥ 0, n ∈ N and t ∈ Rn, one has as N → +∞,
ENe
γX(x)+γX′ (y)e
∑n
k=1 tkXηk (zk)
ENeγX(x)+γX′ (y)
=
(
1 + oρ,,′(1)
)
e
∑n
k=1 γtk(EX(x)Xηk (zk)+EX′ (y)Xηk (zk))
(2.12)
× e 12E(
∑n
k=1 tkXηk (zk))
2
uniformly for all η ∈ (N , 1]n, z in any fixed compact subset of Ωn, and (x, y) in a
compact subset of {(u, v) ∈ Ω2 : |u− v| ≥ ρ}.
• For any λ ∈ R, one has
EN
[
eγX(x)+λX(x)
]
EN
[
eγX(x)
]  −λ(λ+2γ)/2, (2.13)
uniformly for all  ≥ N and for all x in compact subsets of Ω.
• For any fixed  ≥ 0 and ′ > 0 such that ′ ≥  and λ ∈ R,
lim sup
N→+∞
ENe
γX(x)+γX′ (y)+λXη(y)
ENeγX(x)+γX′ (y)
 eλ
2
2 EXη(y)
2+λγEX(x)Xη(y)+λγEX′ (y)Xη(y), (2.14)
uniformly for all η ≥ ′ and (x, y) in any fixed compact subset of of Ω2. Moreover the
implied constant does not depend on (, ′).
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• For any fixed λ ∈ R, we have
ENe
γX(x)+γX(y)+λXη(x)
EeγX(x)+γX(y)
 eλ
2
2 EXη(x)
2+λγEX(x)Xη(x)+λγEX(y)Xη(x), (2.15)
uniformly for all η ≥ N and (x, y) in any fixed compact subset of Ω2.
• Finally, we suppose that there exists a small parameter 0 < τ < min( (d−
γ2
2 )
2
4d ,
γ2
2 ) such
that for any compact set A ⊂ Ω2,∫∫
A
1|x−y|≤N
ENe
γX(x)+γX(y)
ENeγX(x)ENeγX(y)
dxdy 
A

−(γ2−d)+−τ
N . (2.16)
Even though it was not emphasized, the implied constants above may depend on γ > 0, the
dimension d ∈ N, as well as n, ρ, t, λ in (2.12), (2.13), (2.14) and (2.15). Also the convergence
in (2.9) is not assumed to be uniform in , ′.
Let us briefly comment on the nature of these assumptions here. First of all, they could
be relaxed to a degree. E.g. in the L2-phase – 0 < γ <
√
d, the argument is simpler (see e.g.
[69, 84]). Also we do not use in (2.12) in quite this strong a form, but this is a convenient
way to write the assumptions. Next we note that by setting γ = 0, (2.12) implies for example
the assumptions of Theorem 2.4 so these are stronger assumptions than (2.8). Next, we point
out that typically in models where log-correlated Gaussian fields play a role, these objects
arise on mesoscopic (and global) scales. Thus N should be viewed as a mesoscopic cutoff
and conditions like |x − y| ≥ N or η ≥ N are needed to ensure Gaussian behavior. From
an asymptotic viewpoint, these cases should be simpler to analyze. What is expected to be
harder to control is a situation where a possible local structure of the model comes to play,
e.g. situations where |x − y| < N or  = ′ = 0, and that it is important to obtain uniform
estimates in these cases as well.
Our main result concerning convergence to multiplicative chaos is that these assumptions
imply such convergence in distribution. More precisely, we have the following theorem.
Theorem 2.6. If Assumptions 2.5 hold, then for any 0 < γ <
√
2d and f ∈ Cc(Ω), the law of∫
Ω
f(x)
eγX(x)
ENeγX(x)
dx (2.17)
under PN converges to the law of
∫
Ω
f(x)dµγ(x), where µγ is as in Section 2.1.
The main idea of the proof which originates from [31, 8] is to split the integral (2.17) into
two parts depending on the values of the field X. Typically we expect that the random measure
µγN (dx) :=
eγX(x)
ENeγX(x)
dx lives on the set of γ-thick points (see (1.20) and e.g. Proposition 3.8
below) and the idea is to introduce the following barrier events: for any `, L ∈ N with ` < L
and all x ∈ Ω, let
A`,L(x) =
⋂
`≤k≤L
{
Xe−k(x) < (γ + κ)k
}
, (2.18)
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where κ > 0 is a small fixed parameter which depends only on γ and we will choose later on.
We also denote by A∗`,L(x) the complement of this event. As we already emphasized, the event
A`,L(x) will turn out to be typical for most x ∈ Ω sampled according to the random measure
µγN since these points are not (γ + κ)-thick.
We split our proof of Theorem 2.6 into two parts. First we get rid of the contribution
from the points x for which the event A∗`,L(x) occurs using a simple first moment estimate.
Then, using the Gaussian estimates from Assumptions 2.5, we will show that if we restrict the
integral (2.17) to the set of points x for which the event A`,L(x) occurs, then it converges in
law a to
∫
Ω
fdµγ as the various parameters N,L and ` converge to infinity in a suitable way.
Lemma 2.7. Fix two integers ` < L independent of N and let ηL = e
−L. Then for any κ > 0
and any f ∈ Cc(Ω), under Assumptions 2.5 (actually, one needs only (2.12))
lim sup
N→∞
EN
[ ∫
Ω
|f(x)|1A∗`,L(x)
eγXηL (x)
ENe
γXηL (x)
dx
]
κ e−κ2`/2.
Let us also write MN = blog −1N c. Then, we have (under Assumptions 2.5)
lim sup
N→∞
EN
[ ∫
Ω
|f(x)|1A∗`,MN (x)
eγX(x)
ENeγX(x)
dx
]
κ e−κ2`/2.
Proof. The arguments for the two cases are very similar, and in fact exactly the same as in
[69, Lemma 2.7], so we only prove the second estimate – the proof of the first one would differ
simply by applying (2.12) (with γ = 0 and n = 2 as well as n = 1) instead of (2.13).
Observe that by a union bound, 1A∗`,MN (x)
≤∑MNk=` eκXe−k (x)e−κ(γ+κ)k. Using the assump-
tion (2.13) with  = 0 and λ = κ, this shows that uniformly in x ∈ supp(f),
EN
[
1A∗`,MN (x)
eγX(x)
ENeγX(x)
]

MN∑
k=`
eκ(κ+2γ)k/2−κ(γ+κ)k ≤ e
−κ2`/2
1− e−κ2/2 .
Since f ∈ Cc(Ω), this completes the proof.
The harder ingredient of the proof of Theorem 2.6 is the following lemma, whose proof we
postpone to Section 2.4. This result is also where the main differences between our approach
and that of [69] lie, and where we need the full extent of Assumptions 2.5.
Lemma 2.8. Let τ be as in (2.16). Suppose that
√
2τ < κ < min(d−γ
2/2√
2d
, γ2 ). Then, writing
again ηL = e
−L and MN = logb−1N c, we have under Assumptions 2.5, for any f ∈ Cc(Ω)
lim
`→+∞
lim sup
L→+∞
lim sup
N→+∞
EN
[∣∣∣ ∫
Ω
f(x)1A`,MN (x)
eγX(x)
ENeγX(x)
dx−
∫
Ω
f(x)1A`,L(x)
eγXηL (x)
ENe
γXηL (x)
∣∣∣2] = 0.
Let us now present the proof of Theorem 2.6, assuming Lemma 2.8.
Proof of Theorem 2.6. Let us choose κ as in the statement of Lemma 2.8. By the triangle
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inequality, for any `, L ∈ N such that ` < L < MN ,
EN
[∣∣∣ ∫
Ω
f(x)
eγX(x)
ENeγX(x)
dx−
∫
Ω
f(x)
eγXηL (x)
ENe
γXηL (x)
dx
∣∣∣]
≤ EN
[ ∫
Ω
|f(x)|1A∗`,MN (x)
eγX(x)
ENeγX(x)
dx+
∫
Ω
|f(x)|1A∗`,L(x)
eγXηL (x)
ENe
γXηL (x)
]
(2.19)
+ EN
[∣∣∣ ∫
Ω
f(x)1A`,MN (x)
eγX(x)
ENeγX(x)
dx−
∫
Ω
f(x)1A`,L(x)
eγXηL (x)
ENe
γXηL (x)
dx
∣∣∣]. (2.20)
By Lemma 2.7, we see that as we let N → +∞, L→ +∞ and then `→ +∞, (2.19) converges
to 0. Similarly, by Lemma 2.8, (2.20) also converges to 0. This shows that
lim
L→∞
lim sup
N→+∞
EN
[∣∣∣ ∫
Ω
f(x)
eγX(x)
ENeγX(x)
dx−
∫
Ω
f(x)
eγXηL (x)
ENe
γXηL (x)
dx
∣∣∣] = 0. (2.21)
Fix ξ ∈ R and let Φ(u) = eiξu for all u ∈ R. Since Φ is |ξ|-Lipschitz continuous, by the triangle
inequality for any (large) L,∣∣∣∣EN[Φ(∫
Ω
f(x)
eγX(x)
ENeγX(x)
dx
)]
− E
[
Φ
(∫
Ω
f(x)dµγ(x)
)]∣∣∣∣
≤ |ξ| EN
[∣∣∣ ∫
Ω
f(x)
eγX(x)
ENeγX(x)
dx−
∫
Ω
f(x)
eγXηL (x)
ENe
γXηL (x)
dx
∣∣∣]
+
∣∣∣∣EN[Φ(∫
Ω
f(x)
eγXηL (x)
ENe
γXηL (x)
)]
− E
[
Φ
(∫
Ω
f(x)
eγXηL (x)
EeγXηL (x)
dx
)]∣∣∣∣ (2.22)
+ |ξ| E
[∣∣∣ ∫
Ω
f(x)
eγXηL (x)
EeγXηL (x)
dx−
∫
Ω
f(x)dµγ(x)
∣∣∣]. (2.23)
By Lemma 2.3 (whose use is justified by (2.12) with γ = 0 and n = 1), (2.22) converges to
0 as N → +∞ and, by the very definition of multiplicative chaos, as reviewed in Section 2.1,
(2.23) converges to 0 as L→∞. Combining these facts with (2.21), we obtain
lim sup
N→+∞
∣∣∣∣EN[Φ(∫
Ω
f(x)
eγX(x)
ENeγX(x)
dx
)]
− E
[
Φ
(∫
Ω
f(x)dµγ(x)
)]∣∣∣∣ = 0.
As the pointwise convergence of the characteristic function of a sequence of random variables
implies convergence in law, this completes the proof.
We now turn to the proof of Lemma 2.8,
2.4 Proof of Lemma 2.8
Before turning to the proof of Lemma 2.8, we find it convenient to introduce some further
notation. More precisely, we introduce certain biased probability measures. Similar objects
play an important role in the construction of multiplicative chaos measures in [8].
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Definition 2.9. For any x, y ∈ Ω, N ∈ N and , ′ ≥ 0, let
W N,′(x, y) :=
EN
[
eγX(x)+γX′ (y)
]
EN
[
eγX(x)
]
EN
[
eγX′ (y)
] (2.24)
and define a new probability measure Q(x,y)N,,′ (on the same sample space and σ-algebra as PN )
by
dQ(x,y)N,,′
dPN
:=
eγX(x)+γX′ (y)
EN
[
eγX(x)+γX′ (y)
] . (2.25)
Moreover for any x, y ∈ Ω and , ′ > 0 define also the probability measure
dQ(x,y),′
dP
:=
eγX(x)+γX′ (y)
E
[
eγX(x)+γX′ (y)
] . (2.26)
By Girsanov’s theorem, the law of X(·) under Q(x,y),′ is simply the law of X(·) +γEX(·)X(x) +
γEX(·)X′(y). Using this representation, we extend the definition of Q(x,y),′ to  = 0 or ′ = 0
(or  = ′ = 0).
Note that in this notation, Assumptions 2.5 can be formulated in a concise way. For
example (2.9) becomes a statement about W N,′(x, y) converging to Ee
γ2EX(x)X′ (y). Similarly
e.g. (2.12) can be written as
Q(x,y)N,,′
[
e
∑n
k=1 tkXηk (zk)
]
= Q(x,y),′
[
e
∑n
k=1 tkXηk (zk)
](
1 + oρ,,′(1)
)
,
where we have used the shorthand notation Q(F ) for the expectation of the random variable
F under the measure Q.
Other than this, we work with the notation and under the assumptions of Section 2.3. To
simplify notation, we will write η = e−L and M = blog −1N c instead of ηL and MN . Also we
will constantly assume Assumptions 2.5 without further statements, and we will assume as in
Lemma 2.8 that
√
2τ < κ < min
(
d− γ22√
2d
,
γ
2
)
, (2.27)
where τ is as in (2.16). Throughout this section, we fix ` ∈ N and let δ = e−` – we will pass
to the limit as `→ +∞ at the very last step.
For clarity reasons, we split the proof of Lemma 2.8 into three lemmas: Lemmas 2.10,
2.11, and 2.12, which will be proved in Section 2.5. Compared with the proof of Theorem 2.4,
that is [69, Theorem 1.7], we will use Lemma 2.10 to remedy the issue that the asymptotics
of ENe
γX(x)+γX(y) for |x − y| ≤ N might not be Gaussian – e.g. due to a complicated local
structure in the model. In particular, the assumptions (2.15) and (2.16) will be crucial in the
proof of Lemma 2.10. Then, the proof of Lemma 2.12 is essentially the same as that of [69,
Lemma 2.9] and relies only on the asymptotics (2.12).
We introduce now some notation that will allow expressing some of the relevant quantities
in our proof in a simple way. For any g ∈ L∞(Ω × Ω), , ′ ≥ 0, L,L′ ∈ N with L,L′ > `, we
define
Υ,
′
N,L,L′(g) :=
∫∫
Ω×Ω
g(x, y) Q(x,y)N,,′
[
A`,L(x) ∩A`,L′(y)
]
W N,′(x, y)dxdy.
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We also write for f ∈ Cc(Ω),
Fρ(x, y) = f(x)f(y)1|x−y|≥ρ
for all 0 ≤ ρ ≤ 1. Using the definition of Q(x,y)N,,′ and W N,′(x, y), a simple calculation shows
that we can write the object we are interested in the following way:
∆N`,L : = EN
[∣∣∣ ∫
Ω
f(x)1A`,M (x)
eγX(x)
ENeγX(x)
dx−
∫
Ω
f(x)1A`,L(x)
eγXη(x)
ENeγXη(x)
dx
∣∣∣2]
= Υ0,0N,M,M (F0)− 2Υ0,ηN,M,L(F0) + Υη,ηN,L,L(F0). (2.28)
The first step is to show that we may replace F0 by Fδ in formula (2.28) by paying only a
small price. In fact, removing the diagonal from the integrals will allow using e.g. the precise
asymptotics of (2.12). The statement about replacing F0 by Fδ is the following.
Lemma 2.10. If (L′, ) = (L, η) or (L′, ) = (M, 0), then for each f ∈ Cc(Ω),
lim sup
N→+∞
Υ,ηN,L′,L(f(x)f(y)1|x−y|≤δ) δ
κ2
2 . (2.29)
Similarly, if τ is as in (2.16), then
lim sup
N→+∞
Υ0,0N,M,M (f(x)f(y)1|x−y|≤δ) δ
κ2
2 −τ . (2.30)
where the implied constants in (2.29) and (2.30) depend only on the test function f .
The second step is to replace M by L which is independent of the parameter N in formula
(2.28) (with F0 replaced by Fδ). This is justified by the following result.
Lemma 2.11. For any L ∈ N such that ` < L < M , we have
lim sup
N→+∞
∣∣Υ0,ηN,L,L(Fδ)−Υ0,ηN,M,L(Fδ)∣∣` ηκ2/2, (2.31)
and
lim sup
N→+∞
∣∣Υ0,0N,L,L(Fδ)−Υ0,0N,M,M (Fδ)∣∣` ηκ2/2, (2.32)
where the implied constants are independent of L.
The final step will be to compute the limit of Υη,ηN,L,L(Fδ) and similar quantities allowing
us to control the asymptotics of (2.28) as N → +∞ and then L→ +∞.
Lemma 2.12. For any ` ∈ N and x, y ∈ Ω, the following limit exists
q`(x, y) = lim
L→+∞
Q(x,y)0,0
[
A`,L(x) ∩A`,L(y)
]
.
Moreover, if  = η or  = 0, we have
lim
L→+∞
lim
N→+∞
Υ,ηN,L,L(Fδ) =
∫∫
Fδ(x, y)q`(x, y)e
γ2E[X(x)X(y)]dxdy. (2.33)
and
lim
L→+∞
lim
N→+∞
Υ0,0N,L,L(Fδ) =
∫∫
Fδ(x, y)q`(x, y)e
γ2E[X(x)X(y)]dxdy. (2.34)
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Observe that since Q(x,y)0,0 is a family of Gaussian measures, we have q` ∈ L∞(Ω × Ω) and
the integrals on the RHS of (2.33)–(2.34) are finite since f ∈ Cc(Ω) and
Fδ(x, y) ≤ ‖f‖2L∞1|x−y|≥δ1supp(f)×supp(f)(x, y).
We are now ready to give the proof of Lemma 2.8 assuming Lemmas 2.10, 2.11, and 2.12.
Proof of Lemma 2.8. By formula (2.28) and Lemma 2.10, we have
∆N`,L = Υ
0,0
N,M,M (Fδ)− 2Υ0,ηN,M,L(Fδ) + Υη,ηN,L,L(Fδ) +O(δ
κ2
2 −τ ).
Then, by Lemma 2.11, this implies that as N → +∞,
∆N`,L = Υ
0,0
N,L,L(Fδ)− 2Υ0,ηN,L,L(Fδ) + Υη,ηN,L,L(Fδ) +O`(ηκ
2/2) +O(δ κ
2
2 −τ ). (2.35)
By Lemma 2.12, all of the Υ-terms on the RHS of (2.35) converge to the same finite limit if we
let first N → +∞ and then L→ +∞. Hence, since η → 0 as L→ +∞ and δ → 0 as `→ +∞,
we conclude that
lim
`→+∞
lim sup
L→+∞
lim sup
N→+∞
∆N`,L = 0,
which completes the proof.
To finish our proof of Theorem 2.6, we turn to the proof of our key lemmas in the next
section.
2.5 Proof of Lemmas 2.10, 2.11 and 2.12
Recall that we are assuming that 0 < γ <
√
2d, κ satisfies the condition (2.27) where τ > 0 is
as in (2.16) and we write η = ηL = e
−L, δ = e−` with ` ≤ L, and M = blog −1N c. We begin
with the proof of Lemma 2.10.
Proof of Lemma 2.10. We give the proof of the estimate (2.29) in the case where (L′, ) =
(M, 0) – the other case is analogous. Recall that by definition,
Υ0,ηN,M,L(f(x)f(y)1|x−y|≤δ) =
∫∫
Ω2
f(x)f(y)1|x−y|≤δ Q
(x,y)
N,0,η
[
A`,M (x)∩A`,L(y)
]
W N0,η(x, y)dxdy.
If k = min(blog |x− y|−1c, L) and |x− y| ≤ δ, we have by Markov’s inequality:
Q(x,y)N,0,η
[
A`,L(y)
] ≤ Q(x,y)N,0,η[Xe−k(y) < (γ + κ)k]
≤ e(γ2−κ2)kQ(x,y)N,0,η
[
e(κ−γ)Xe−k (y)
]
,
and using (2.14) (which is readily translated into a statement about Q(x,y)N,0,η), we obtain for
some constant C independent of `, L, x, and y,
lim sup
N→+∞
Q(x,y)N,0,η
[
A`,L(y)
] ≤ Ce(γ2−κ2)kQ(x,y)0,η [e(κ−γ)Xe−k (y)],
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for all x, y ∈ supp(f) such that |x − y| ≤ δ. Recalling that under P, the covariance of the
Gaussian process X satisfies (2.5), a simple Gaussian calculation shows that by our choice of
k,
Q(x,y)0,η
[
e(κ−γ)Xe−k (y)
] e(γ−κ)2k/2−2γ(γ−κ)k = e−( 32γ2−γκ−κ22 )k,
which implies that for all (x, y) ∈ {(u, v) ∈ supp(f)2 : |u− v| ≤ δ},
lim sup
N→+∞
Q(x,y)N,0,η
[
A`,L(y)
] e−(γ−κ)2k/2 = (max(|x− y|, η))(γ−κ)2/2,
the implied constant being independent of the parameters `, L. Then (2.10) allows us to use
the reverse Fatou lemma to take the limit under the integral, and combining (2.9) with the
above estimates, we see that with the required uniformity:
lim sup
N→+∞
Υ0,ηN,M,L(f(x)f(y)1|x−y|≤δ)
∫∫
Ω2
|x−y|≤δ
f(x)f(y)
(
max(|x− y|, η))−γ2+(γ−κ)2/2dxdy
 δ κ
2
2 .
Note that we used here our assumption that d > γ
2
2 +
√
2dκ.
We now turn to the proof of the estimate (2.30) which is quite similar. On the one hand,
by using the asymptotics (2.15) (again, this is readily seen to be equivalent to a statement
about Q(x,y)N,0,0[eλXη(y)]) like we used (2.14) in the first part of the proof, since M = blog −1N c,
we obtain that uniformly for all (x, y) ∈ {(u, v) ∈ supp(f)2 : |u− v| ≤ δ},
Q(x,y)N,0,0
[
A`,M (x)
] (max(N , |x− y|))(γ−κ)2/2. (2.36)
Then, by (2.11) (translated into a statement about W N0,0(x, y)), this implies that
Υ0,0N,M,M (f(x)f(y)1N≤|x−y|≤δ) δ
κ2
2 , (2.37)
with the implied constants in (2.36) and (2.37) being independent of the parameters N and
`. On the other hand, by using the asymptotics (2.36) and (2.16) (again, this can be readily
written in terms of W N0,0(x, y)), we obtain
Υ0,0N,M,M (f(x)f(y)1|x−y|≤N ) (γ−κ)
2/2
N 
−(γ2−d)+−τ
N
where the implied constant depends only on the test function f . Using the condition (2.27),
we obtain
Υ0,0N,M,M (f(x)f(y)1|x−y|≤N ) 
κ2
2 −τ
N . (2.38)
Combining (2.37) and (2.38) completes the proof.
The next step is the proof of Lemma 2.11.
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Proof of Lemma 2.11. We begin by proving the estimate (2.31). By definition, we have∣∣∣Υ0,ηN,L,L(Fδ)−Υ0,ηN,M,L(Fδ)∣∣∣ ≤ ∫∫ |Fδ(x, y)|Q(x,y)N,0,η[A`,L(x) ∩A`,L(y) ∩A∗L+1,M (x)]W N0,η(x, y)dxdy
≤ ‖f‖2L∞
∫∫
supp(f)2
1|x−y|≥δQ
(x,y)
N,0,η
[
A∗L+1,M (x)
]
W N0,η(x, y)dxdy.
Moreover, by a union bound and Markov’s inequality,
Q(x,y)N,0,η
[
A∗L+1,M (x)
] ≤ ∑
L<k≤M
Q(x,y)N,0,η
[
Xe−k(x) ≥ (γ + κ)k
]
≤
∑
L<k≤M
e−kκ
2
Q(x,y)N,0,η
[
eκ(Xe−k (x)−γk)
]
From (2.12) with  = 0, ′ = η (translated into a statement about Q(x,y)N,0,η[eκXe−k (x)]),
if N is sufficiently large, “sufficiently large” depending on δ and supp(f), we have for all
(x, y) ∈ supp(f)2 with |x− y| ≥ δ and for all k = L, . . . ,M ,
Q(x,y)N,0,η
[
eκ(Xe−k (x)−γk)
] ≤ 2Q(x,y)0,η [eκ(Xe−k (x)−γk)].
By (2.5), for |x− y| ≥ δ, we see that under the measure Q(x,y)0,η , Xe−k(x) is a Gaussian random
variable with variance k +O(1) and mean γEX(x)Xe−k(x) + γEXη(x)Xe−k(y) = γk +Oδ(1).
This implies that
Q(x,y)N,0,η
[
A∗L+1,M (x)
]δ ∑
k>L
e−kκ
2/2
δ ηκ2/2, (2.39)
where the implied constant is independent of the relevant x, y, N , and L. Using (2.10) to
justify taking the limit under the integral and then combining (2.9) with (2.39), we obtain
lim sup
N→+∞
∣∣Υ0,ηN,L,L(Fδ)−Υ0,ηN,M,L(Fδ)∣∣δ ηκ2/2δ−γ2+d δ ηκ2/2.
We proceed in a similar way to prove the estimate (2.32). By symmetry of the integrand,
we check that∣∣∣Υ0,0N,L,L(Fδ)−Υ0,0N,M,M (Fδ)∣∣∣ ≤ 2‖f‖2L∞ ∫∫
supp(f)2
1|x−y|≥δQ
(x,y)
N,0,0
[
A∗L+1,M (x)
]
W N0,0(x, y)dxdy
δ ηκ2/2δ−γ2+d,
where the argument is essentially identical to the previous case apart from us having Q(x,y)N,0,0
instead of Q(x,y)N,0,η (which changes nothing in our argument) and we made use of (2.11) instead
of (2.10). This concludes the proof.
To conclude this section, we prove Lemma 2.12.
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Proof of Lemma 2.12. Let us begin by proving that the function q` exists. This is an immediate
consequence of the monotone convergence theorem as 1A`,L(x)∩A`,L(y) is decreasing in L. Let
us turn to the other statements – the simplest one being (2.34).
For any L ∈ N, the asymptotics (2.12) imply that, for any (x, y) ∈ {(u, v) ∈ supp(f)2 :
|u−v| ≥ δ}, the Laplace transform of the law of (Xe−k(x),Xe−k(y))Lk=1 under Q(x,y)N,0,0 converges
to that of a multivariate Gaussian vector on R2L, with a mean and covariance inherited from
the law Q(x,y)0,0 . This implies that the law of
(
Xe−k(x),Xe−k(y)
)L
k=1
under Q(x,y)N,0,0 converges
to a suitable multivariate normal distribution. Since such a Gaussian measure is absolutely
continuous with respect to the Lebesgue measure on R2L, this directly implies (e.g. by the
portmanteau theorem) that
lim
N→+∞
Q(x,y)N,0,0
[
A`,L(x) ∩A`,L(y)
]
= Q(x,y)0,0
[
A`,L(x) ∩A`,L(y)
]
. (2.40)
Moreover, the asymptotics (2.9) also imply that
lim
N→+∞
W N0,0(x, y) = e
γ2E[X(x)X(y)], (2.41)
uniformly in (x, y) ∈ supp(f)2 with |x − y| > δ. Hence, by combining (2.40) and (2.41), we
have by the dominated convergence theorem that
lim
N→+∞
Υ0,0N,L,L(Fδ) =
∫∫
Fδ(x, y)Q(x,y)0,0
[
A`,L(x) ∩A`,L(y)
]
eγ
2E[X(x)X(y)]dxdy. (2.42)
Then, (2.34) follows from (2.42) and the definition of the function q` by the monotone conver-
gence theorem.
Let us now turn to the proof of (2.33) in the case where  = 0 – the argument when  = η
is identical. Like in the first part of the proof, we have
lim
N→+∞
Q(x,y)N,0,η
[
A`,L(x) ∩A`,L(y)
]
= Q(x,y)0,η
[
A`,L(x) ∩A`,L(y)
]
,
for all (x, y) ∈ supp(f)2 with |x−y| > δ. Then, by (2.9) W N0,η(x, y)→ eγ
2E[X(x)Xη(y)] (uniformly
in (x, y) ∈ supp(f)2 with |x− y| ≥ δ) as N → +∞, this implies that
lim
N→+∞
Υ0,ηN,L,L(Fδ) =
∫∫
Fδ(x, y)Q(x,y)0,η
[
A`,L(x) ∩A`,L(y)
]
eγ
2E[X(x)Xη(y)]dxdy.
First of all, E[X(x)Xη(y)] → E[X(x)X(y)] (uniformly in (x, y) ∈ supp(f)2 with |x − y| ≥ δ)
as L → ∞ by basic convolution estimates. Moreover as E[X(x)Xη(y)] ` 1 with the implied
constant being uniform in (x, y) ∈ supp(f)2 with |x − y| ≥ δ, the dominated convergence
theorem implies that to complete the proof, it remains to show that
lim
L→+∞
Q(x,y)0,η
[
A`,L(x) ∩A`,L(y)
]
= q`(x, y). (2.43)
To do this, fix an integer L′ > ` and define for all  ≥ 0 the vectors m,m′ ∈ RL
′
by{
m,k = γEX(x)Xe−k(x) + γEXe−k(x)X(y),
m′,k = γEX(x)Xe−k(y) + γEXe−k(y)X(y),
k = 1, . . . L′.
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Observe that by Girsanov’s theorem for any  ≥ 0,
Q(x,y)0,η
[
A`,L′(x) ∩A`,L′(y)
]
= P
[
Xe−k(x) ≤ (γ + κ)k −m,k
Xe−k(y) ≤ (γ + κ)k −m′,k , k = `, . . . L
′
]
.
Hence, e.g. by combining the absolute continuity of a Gaussian measure with respect to the
Lebesgue measure on R2L′ with the continuity of the functions  7→ m,m′, we see that for
any fixed integer L′ > `,
lim
L→+∞
Q(x,y)0,η
[
A`,L′(x) ∩A`,L′(y)
]
= Q(x,y)0,0
[
A`,L′(x) ∩A`,L′(y)
]
. (2.44)
Finally, if ` < L′ < L, we have once again by Girsanov and Markov’s inequality that for
|x− y| ≥ δ,
0 ≤ Q(x,y)0,η
[
A`,L′(x) ∩A`,L′(y)
]−Q(x,y)0,η [A`,L(x) ∩A`,L(y)]
≤ Q(x,y)0,η
[
A∗L′+1,L(x)
]
+Q(x,y)0,η
[
A∗L′+1,L(y)
]
≤
∑
L′<k≤L
P
[
Xe−k(x) > (γ + κ)k −mη,k
]
+ P
[
Xe−k(y) > (γ + κ)k −m′η,k
]
`
∑
L′<k≤L
e−kκ
2/2
since, under the law P, Xe−k(x) is a centered Gaussian variable with variance k + O(1) and
mη,k = γk+O(1) uniformly for all k ≤ L and x, y ∈ supp(f)2 such that |x− y| ≥ δ. Hence we
have established that (with an implied constant being independent of L′, L)∣∣∣Q(x,y)0,η [A`,L′(x) ∩A`,L′(y)]−Q(x,y)0,η [A`,L(x) ∩A`,L(y)]∣∣∣` e−L′κ2/2. (2.45)
Combining the estimates (2.45) and (2.44), we conclude that for any integer L′ > `,
lim
L→+∞
Q(x,y)0,η
[
A`,L(x) ∩A`,L(y)
]
= Q(x,y)0,0
[
A`,L′(x) ∩A`,L′
]
+O`(e−L′κ2/2).
By the monotone convergence theorem, the RHS converges to q`(x, y) as L
′ → +∞, which
means that we obtain (2.43) and have completed the proof.
This concludes our proof of Theorem 2.6. To wrap up our general discussion of convergence
to multiplicative chaos, we will now turn to extending our convergence to test functions which
are not necessarily compactly supported.
2.6 Extension to all bounded test functions
The goal of this section is to prove the following result which is a simple extension of Theo-
rem 2.6:
Proposition 2.13. If Assumptions 2.5 hold, then for any 0 < γ <
√
2d and any bounded
f ∈ C(Ω), the law of ∫
Ω
f(x)
eγX(x)
ENeγX(x)
dx
under PN converges to that of
∫
Ω
f(x)dµγ(x).
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We point out that the reader might find Proposition 2.13 conceptually satisfying as it follows
from general theory that this result implies convergence of the law of e
γX(x)
ENeγX(x)
dx under PN to
that of µγ with respect to the weak topology. For further discussion, see e.g. [58, Chapter 4].
The proof of Proposition 2.13 is very similar to that of Proposition 2.1.
Proof of Proposition 2.13. Recalling the notation of the proof of Proposition 2.1, let us write
gk ∈ Cc(Ω) for an increasing sequence of functions, bounded by one, such that gk(x) = 1 for
d(x, ∂Ω) ≥ 1/k. We also write for x, ξ ∈ R, Φ(x) = eiξx. Once again, this is bounded by one
and |ξ|-Lipschitz. We thus have∣∣∣∣ENΦ(∫
Ω
f(x)
eγX(x)
ENeγX(x)
dx
)
− ENΦ
(∫
Ω
gk(x)f(x)
eγX(x)
ENeγX(x)
dx
)∣∣∣∣
≤ |ξ|EN
[∫
Ω
|f(x)||1− gk(x)| e
γX(x)
ENeγX(x)
dx
]
≤ |ξ|‖f‖L∞(Ω)
∫
Ω
|1− gk(x)|dx
which tends to zero as k → ∞ (uniformly in N) say by the dominated convergence theorem
(recall that Ω is bounded). Thus by Theorem 2.6 and (the proof of) Proposition 2.1, we have
lim sup
N→∞
∣∣∣∣ENΦ(∫
Ω
f(x)
eγX(x)
ENeγX(x)
dx
)
− EΦ
(∫
Ω
f(x)dµγ(x)
)∣∣∣∣
≤ lim sup
k→∞
lim sup
N→∞
∣∣∣∣ENΦ(∫
Ω
f(x)
eγX(x)
ENeγX(x)
dx
)
− ENΦ
(∫
Ω
gk(x)f(x)
eγX(x)
ENeγX(x)
dx
)∣∣∣∣
+ lim sup
k→∞
lim sup
N→∞
∣∣∣∣ENΦ(∫
Ω
gk(x)f(x)
eγX(x)
ENeγX(x)
dx
)
− EΦ
(∫
Ω
gk(x)f(x)dµ
γ(x)
)∣∣∣∣
+ lim sup
k→∞
∣∣∣∣EΦ(∫
Ω
f(x)dµγ(x)
)
− EΦ
(∫
Ω
gk(x)f(x)dµ
γ(x)
)∣∣∣∣
= 0,
which concludes the proof.
2.7 Specializing to the setting of Theorem 1.4 and Theorem 1.7
In this section, we use our results on asymptotics of Hankel determinants as described in Section
1.3 to to prove Theorem 1.4 and Theorem 1.7 with our general approach to multiplicative chaos.
Before going into the actual proofs, we will discuss how our problem relates to the discussion
in Section 2. After this, we will first prove Theorem 1.7 in Section 2.7.1 as its proof only relies
on Theorem 2.4, while the proof of Theorem 1.4, which we present in Section 2.7.2, relies on
Theorem 2.6.
First of all, let us mention that to prove that a sequence of random measures µN to converges
to a limiting measure µ in law with respect to the weak topology, it is sufficient to prove that
for each bounded continuous test function f ,
∫
fdµN converges in law to
∫
fdµ – for details
about this fact, see e.g. [58, Chapter 4]. Now based on Proposition 2.13, it is indeed sufficient
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to verify Assumptions 2.5 in the setting of Theorem 1.4 and those of Theorem 2.4 in the setting
of Theorem 1.7.
To make contact with the discussion in beginning of this section, let PN be the law of our
N ×N one-cut regular Hermitian random matrix from Section 1, let the law of X under PN
be the law of the eigenvalue counting function hN (1.14), and let P be the law of a centered
Gaussian log-correlated field on Ω = (−1, 1) with covariance kernel
Σ(x, y) = log
1− xy +√1− x2
√
1− y2
|x− y| .
The mollifying function ϕ used in e.g. (2.4) will be taken to be the Poisson kernel
ϕ(x) =
1
pi
1
1 + x2
.
Note that this is not a compactly supported function as we assumed in our preceding discussion,
but as we are looking at processes on (−1, 1), convolving with ϕ(x) = −1ϕ(x/) is the same as
convolving with (a scaled version of) ϕ multiplied by a smooth compactly supported function
which is 1 in a suitable neighborhood of (−1, 1). Thus we can ignore the fact that ϕ is not
compactly supported.
As described in Section 2.1, one can construct the limiting multiplicative chaos measure µγ
through convolution approximations of the Gaussian field using the function ϕ. The reason
for using this particular function for the convolution is that in the notation (1.21), we have for
any  > 0,
hN (x+ i) = (ϕ ∗ hN )(x),
which is a very natural approximation to hN . Moreover, if we write for λ ∈ R
w,x(λ) =
√
2pi(ϕ ∗ 1(−∞,x])(λ),
then
hN (x+ i) =
∑
1≤j≤N
w,x(λj)−N
∫
w,xdµV
is a centered linear statistic.
We also point out that we can analytically continue w,x by writing
w,x(λ) =
√
2
2
pi +
√
2
2i
(
log(− i(x− λ))− log(+ i(x− λ))) (2.46)
where the branches of the logarithms are the principal ones – thus the cuts of w,x are along
x± i[,∞). w,x having such an analytic continuation to C \ [(x+ i[,∞)) ∪ (x− i[,∞))] will
be vital for our RH analysis for proving the results of Section 1.3.
We will also need some estimates on the size of w,x in a suitable neighborhood of (−1, 1).
Essentially by definition, we have the a trivial bound of the form |Re(w,x(λ))| ≤ 4pi. For the
imaginary part, we note that using the identity
Im(w,x(λ)) = − 1
2
√
2
log
(− Im(λ))2 + (x− Re(λ))2
(+ Im(λ))2 + (x− Re(λ))2 .
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an elementary calculation shows that there exists a universal constant C (in particular, it is
independent of  and x) such that
sup
{
|w,x(λ)| : |Im(λ)| < 
2
or |Re(λ)− x| ≥ |Im(λ)|+ 
}
≤ C. (2.47)
The reason we need such a bound later on is that it shows that for SN as in (1.26), w,x is
analytic and uniformly bounded in SN for any  ≥ N .
Finally before turning to the proof of Theorem 1.7, we verify the assumptions of Definition
2.2 as these are common for both Theorem 2.4 and Theorem 2.6.
By construction, hN (or equivalently X under PN ) is piecewise continuous (in fact continu-
ous from the right with limits from the left existing), and one has of course |hN (x)| ≤ 2
√
2piN
for all x and every realization of our randomness, so certainly X is integrable, bounded from
above, upper semi-continuous, and even the exponential moment estimates are trivially sat-
isfied. Thus to verify the conditions of Definition 2.2, it is sufficient to show that for each
f ∈ C∞c (Ω), the law of
∫
f(x)X(x)dx under PN converges to that of it under P, but this fol-
lows immediately from Johansson’s CLT – see our discussion at the beginning of Section 1.2.
We now turn to the more involved parts of the proofs.
2.7.1 Proof of Theorem 1.7
As discussed above, to prove Theorem 1.7, it remains to verify the conditions of Theorem
2.4. In particular, as we already checked the conditions of Definition 2.2, it remains to verify
(2.8). For this, let α ∈ (0, 1) be as in the statement of Theorem 1.7, n ∈ N, t1, ..., tn ∈ Rn,
x1, ..., xn ∈ (−1, 1), and η1, ...., ηn ≥ N−1+α. We then note that by our definitions
n∑
j=1
tjXηj (xj) =
N∑
l=1
n∑
j=1
tjwηj ,xj (λl)−N
n∑
j=1
tj
∫ 1
−1
wηj ,xjdµV .
Thus following our discussion from Section 1.3 on the connection between random matrices
and Hankel determinants, we see that the object of interest for Theorem 2.4 can be written as
ENe
∑n
j=1 tjXηj (xj) = e−N
∫ 1
−1 wdµV
DN (e
w−NV )
ZN
where the function w is given by
w(λ) =
n∑
j=1
tjwηj ,xj (λ).
Recall from our discussion of the beginning of this section that wηj ,xj (λ) is analytic in the slit
plane C \ [(xj + i[ηj ,∞))∪ (xj − i[ηj ,∞))] for any xj ∈ (−1, 1). Moreover, from (2.47), we see
that for some constant C only depending on the points tj , we have
sup
{
|w(λ)| : |Im(λ)| ≤ N
−1+α
2
or min
j
|Re(λ)− xj | ≥ |Im(λ)|+N−1+α
}
≤ C.
This shows that the function w is analytic and bounded by the above constant C > 0 in the
domain SN as in (1.26) with parameters N = N−1+α′ , δN = N−α′/2 and α′ = min{α, 1/2}.
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Here, it is important that the points xj are in a fixed compact subset of (−1, 1) so that either
|Im(λ)| ≤ N2 or minj |Re(λ)− xj | ≥ + |Im(λ)| for all λ ∈ SN . Thus from Theorem 1.8 with
γ1 = γ2 = 0 (note that in this case, DN (x1, x2; γ1, γ2; 0) = ZN and DN (x1, x2; γ1, γ2;w) =
DN (e
w−NV )), we find that as N →∞
ENe
∑n
j=1 tjXηj (xj) = e
1
2σ(w)
2
(1 + o(1)),
where the error o(1) is uniform in the locations xj when restricted to a compact subset of
(−1, 1), and by (A.9),
σ(w)2 =
n∑
i,j=1
titjσ
2(wηi,xi ;wηj ,xj ) =
n∑
i,j=1
titjEXηi(xi)Xηj (xj).
We thus conclude that as N → +∞,
ENe
∑n
j=1 tjXηj (xj) = (1 + o(1))e
1
2
∑n
i,j=1 titjEXηi (xi)Xηj (xj) = (1 + o(1))Ee
∑n
j=1 tjXηj (xj),
with the required uniformity of Theorem 2.4, so we have verified the assumptions of Theorem
2.4 and we see that for each γ ∈ (−√2,√2) and f ∈ Cc(Ω), the law of∫
Ω
f(x)
eγXN (x)
ENe
γXN (x)
dx
under PN , that is, in the notation of Theorem 1.7, the law of
∫
Ω
fdµ˜γN converges to that of∫
Ω
fdµγ under P. By our discussion at the beginning of this section, this implies that the
measures converge in law with respect to the weak topology. This concludes the proof of
Theorem 1.7.
2.7.2 Proof of Theorem 1.4
As indicated above, our proof of Theorem 1.4 relies on Theorem 2.6, and consists of verifying
the conditions of Assumptions 2.5. This is rather similar to the verification of the conditions
of Theorem 2.4 from Section 2.7.1, but more involved – more precisely, it relies on applying
Theorem 1.8 (with various w – all analytic in SN from (1.26)), Theorem 1.9, and [15, Theorem
1.1]. We will verify Assumptions 2.5 with the choice N = N
−1+α(γ), where we will not write
this α(γ) > 0 explicitly, but we will deduce at the end of verifying (2.16) the existence of one
that suits our needs. We will typically obtain much stronger asymptotics than those required by
Assumptions 2.5. As in Section 2.7.1, we will rely heavily on the connection between moments
of suitable random matrix objects and Hankel determinants as discussed in Section 1.3.
Verification of (2.9): consider first the case of  = ′ = 0. Using9 [15, Theorem 1.1] shows
that for x 6= y
lim
N→∞
ENe
γX(x)+γX(y)
ENeγX(x)ENeγX(y)
=
(
1− xy +√1− x2
√
1− y2
|x− y|
)γ2
= eγ
2Σ(x,y) = eγ
2EX(x)X(y)
9More precisely, if we write in the notation of [15] m = 2, iβj =
γ√
2
, αj = 0, W = 0, t1 = x, t2 = y,
and note that γ√
2
1{λ≤x} − γ√21{λ>x} =
√
2γ1{λ≤x} − γ√2 , an elementary calculation using the identity
1−xy+
√
1−x2
√
1−y2
|x−y| =
|x−y|
1−xy−
√
1−x2
√
1−y2
for x, y ∈ (−1, 1) yields the claim.
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and the convergence is uniform in compact subsets of {(x, y) ∈ Ω2 : x 6= y}. Thus for  = ′ = 0,
the condition is verified.
Consider now the situation where  = 0 and ′ > 0 (the case of  > 0 and ′ = 0 follows
by symmetry). This would follow again from [15, Theorem 1.1], but to avoid discussing the
connection between the notations, we rely instead on Theorem 1.8. We actually use it twice,
since we have
ENe
γX(x)+γX′ (y)
ENeγX(x)ENeγX′ (y)
=
DN (x; γ;w)DN (x; 0; 0)
DN (x; γ; 0)DN (x; 0;w)
with w(λ) = γw′,y(λ) (see (2.46) for the definition). Thus Theorem 1.8 first with γ1 = γ,
γ2 = 0, SN as in (1.26) (with arbitrary N ≤ ′), and then with γ1 = γ2 = 0 yields
lim
N→∞
ENe
γX(x)+γX′ (y)
ENeγX(x)ENeγX′ (y)
= (1 + o(1))e
γ√
2
(Uw)(x)√1−x2
,
where the error is uniform in (x, y) in a fixed compact subset of (−1, 1)2 (note that this is
stronger than required and relies on w being bounded as given by (2.47)). To see the connection
to EX(x)X′(y), note from (A.14) that
1√
2
(Uw)(x)
√
1− x2 = γEX(x)X′(y).
Finally the case of , ′ > 0 is very similar. One now simply takes in Theorem 1.8 γ1 =
γ2 = 0 and applies the theorem three times with w = w1 = γw,x, w = w2 = γw′,y and
w = w3 = γw,x + γw′,y and finds that as N →∞
ENe
γX(x)+γX′ (y)
ENeγX(x)ENeγX′ (y)
= (1 + o(1))e
1
2 (σ(w3)
2−σ(w1)2−σ(w2)2)
and using (A.9), one finds that
1
2
(σ(w3)
2 − σ(w1)2 − σ(w2)2) = γ2EX(x)X′(y).
Again the error is uniform in x, y in compact subsets of (−1, 1). This concludes the verification
of (2.9).
Verification of (2.10): This follows directly from our discussion in the verification of (2.9).
In particular, we saw that uniformly in x, y in a compact subset of (−1, 1)2, for 0 ≤  < ′
lim
N→∞
ENe
γX(x)+γX′ (y)
ENeγX(x)ENeγX′ (y)
= eγ
2EX(x)X′ (y).
The claim is now simply an estimate for the covariance EX(x)X′(y), and the required estimate
follows immediately from (2.5). Thus we can move on to the next assumption.
Verification of (2.11): For any fixed δ > 0, the bound for |x − y| ≥ δ follows directly from
[15, Theorem 1.1] with similar considerations as in the verification of (2.9), so let us focus on
the case N ≤ |x − y| ≤ δ for some small but fixed δ > 0. This follows from Theorem 1.9
combined with [15, Theorem 1.1]. More precisely, writing
ENe
γX(x)+γX(y)
ENeγX(x)ENeγX(y)
=
DN (x, y; γ, γ; 0)
DN (x; 2γ; 0)
DN (x; 2γ; 0)DN (x; 0; 0)
DN (x; γ; 0)DN (y; γ; 0)
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and applying Theorem 1.9 for the first ratio and [15, Theorem 1.1] for the second one, we see
that for N ≤ |x− y| ≤ δ
ENe
γX(x)+γX(y)
ENeγX(x)ENeγX(y)
= eO(1)e−γ
2 max(0,log[N |x−y|])Nγ
2  |x− y|−γ2
and the implied constants have the required uniformity – this concludes the verification of
(2.11). Note that once again, the asymptotics we obtain are much stronger than required – we
in fact found an upper bound of the form min(Nγ
2
, |x− y|−γ2) valid for all x, y (in a compact
subset of (−1, 1)).
Verification of (2.12): This is very similar to the verification of (2.8), but with the difference
of the eγX(x)+γX
′
(y)-terms. Let us focus on the  = ′ = 0-case. The others are similar though
require a change of the function w.
For  = ′ = 0, we write
w(λ) =
n∑
j=1
tjwηj ,xj (λ).
and similarly to the proof of Theorem 1.7, we find from Theorem 1.8 (with SN as in (1.26)
with the same N = N
−1+α(γ))
ENe
γX(x)+γX(y)e
∑n
j=1 tjXηj (xj)
ENeγX(x)+γX(y)
= (1 + o(1))e
1
2σ(w)
2+ γ√
2
(
√
1−x2(Uw)(x)+
√
1−y2(Uw)(y))
where the error is uniform in the xi as w is bounded and uniform in ηi ≥ N – recall (2.47).
From (A.9) and (A.14) we find again that
σ(w)2 =
n∑
i,j=1
titjEXηi(xi)Xηj (xj) and
γ√
2
√
1− x2(Uw)(x) =
n∑
i=1
γtiEX(x)Xηi(xi).
Thus with the required uniformity (again, actually even stronger uniformity since we do not
need to exclude the diagonal)
ENe
γX(x)+γX(y)e
∑n
j=1 tjXηj (xj)
ENeγX(x)+γX(y)
= (1 + o(1))e
1
2
∑n
i,j=1 titjEXηi (xi)Xηj (xj)+
∑n
i=1 γti[EX(x)Xηi (xi)+EX(y)Xηi (xi)],
which was precisely the claim for  = ′ = 0. For  > 0 or ′ > 0, we replace w by w + γw,x
or w + γw′,y (or w + γw,x + γw′,y if , 
′ > 0) and again apply Theorem 1.8 with the
corresponding γi = 0. We omit further details.
Verification of (2.13): This is essentially identical to the verification of (2.12). One chooses
w = λw,x and applies Theorem 1.8 with γ1 = γ, x1 = x, and γ2 = 0. One finds from (A.14)
that with the required uniformity
ENe
γX(x)+λX(x)
EeγX(x)
= (1 + o(1))e
1
2σ(w)
2+ γ√
2
(Uw)(x)√1−x2
= (1 + o(1))e
λ2
2 EX(x)
2+γλEX(x)X(x)
= (1 + o(1))−
λ2
2 −λγ+O(1),
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where in the last step, we used the covariance estimate (2.5). This is precisely the required
claim, so we are done.
Verification of (2.14): This is a special case of the verification of (2.12) since due to our
strong asymptotics, we did not need to exclude the diagonal in our verification of (2.12).
Verification of (2.15): This follows by an identical reasoning as (2.14) did.
Verification of (2.16): For this final claim, we note that we saw in the verification of (2.11),
that for |x− y| small enough (say less than some fixed small δ > 0), we have
ENe
γX(x)+γX(y)
ENeγX(x)ENeγX(y)
 min(Nγ2 , |x− y|−γ2),
so we find∫
|x−y|≤N
ENe
γX(x)+γX(y)
ENeγX(x)ENeγX(y)
dxdy 
∫
|x−y|≤N−1
Nγ
2
dxdy +
∫
N−1≤|x−y|≤N
|x− y|−γ2dxdy
γ N−1+γ2 + logNN (γ2−1)+
= logNN (γ
2−1)+ ,
where the logN -factor arises only for γ = 1. It remains to show that logNN (γ
2−1)+ ≤

−(γ2−1)+−τ
N for a suitable τ as required in (2.16). Recalling that we have N = N
−1+α(γ), we
see that there is of course no issue for γ2 ≤ 1. Thus we simply need to see that for some choice
of α(γ)
γ2 − 1 ≤ (1− α(γ))(γ2 − 1) + τ
for some τ ∈ (0,min( (1−
γ2
2 )
2
4 ,
γ2
2 )). This is true if we take α(γ) close enough to 0. Thus, we
have finished the verification of (2.16).
This concludes the verification of Assumptions 2.5 and thus the proof of Theorem 1.4 using
Theorem 2.6. We now move on to extrema of the eigenvalue counting function, thick points,
and freezing.
3 Consequences for extreme values of log–correlated fields
The goal of this section is to prove Theorem 1.3, Theorem 1.5, and Corollary 1.6. Even
though the applications discussed in this article are concerned with eigenvalue statistics coming
from Hermitian random matrices, like in Section 2, we formulate our results under general
assumptions in hope of our approach being of use in other contexts. We will use the same
notations as in Section 2.
Recall that Ω ⊂ Rd is a bounded open set, simply connected, with a smooth boundary
(in particular, its Lebesgue measure is finite and positive: 0 < |Ω| < ∞) and that under the
measure PN , the canonical process X approximates a Gaussian log-correlated field in the sense
of Definition 2.2. Moreover, since we assume X is almost surely bounded from above and upper
semi-continuous, for any compact A ⊂ Ω, X attains its maximum in A and maxA X < +∞
PN almost surely. In this section, we will be interested in the leading asymptotic behavior of
these random variables as N → +∞, as well as that of supΩ X – see Section 3.2.
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Like in Section 2, we will be interested in approximations to multiplicative chaos measures:
we write for γ > 0
µγN (dx) =
eγX(x)
EN [eγX(x)]
dx.10
In addition to extrema of the field X under PN , we will study the fractal geometric properties
of X under PN by studying the thick points of X and freezing properties of µ
γ
N – see Sections
3.1 and 3.3. We will prove our results under certain general assumptions – e.g. the validity of
the results of Section 2 – and then in Section 3.4, check that in the setting of random matrices,
these assumptions hold. A fundamental assumption we will make throughout this section is
that the following basic exponential moment estimates hold.
Assumptions 3.1. For all γ > 0 and N ∈ N, there exist Rγ > 0 and N > 0 such that
limN→∞ N = 0 and for all x ∈ Ω,
EN
[
eγX(x)
] ≤ Rγ−γ2/2N . (3.1)
For any compact set A ⊂ Ω, there exists a Cγ,A > 0 such that for all x ∈ A,
EN
[
eγX(x)
] ≥ C−1γ,A−γ2/2N . (3.2)
We prove in Section 3.4 that for the eigenvalue counting function X = hN on Ω = (−1, 1),
in the one-cut regular case, the asymptotics of Theorem 1.10 imply that Assumptions 3.1 hold
with N = N
−1. The interpretation of these assumptions that the reader should keep in mind
is that under PN , to leading order, X(x) behaves like a centered Gaussian random variable of
variance log −1N +O(1).
Before discussing the maximum of X under PN , we begin by considering the thick points
of the field.
3.1 Thick points and the “support” of the random measure µγN
For any α ≥ 0, we define
T αN =
{
x ∈ Ω : X(x) ≥ α log −1N
}
.
This is usually called the set of α-thick points of X. These are (relatively) closed subsets of Ω,
PN almost surely. The following lemma, which will play a role in the study of the maximum
of X, states essentially that the random measure µγN lives on T
γ
N – see also Remark 3.1.
Lemma 3.2. If Assumptions 3.1 hold, then for any compact set A ⊂ Ω and for any 0 < δ ≤ γ,
EN
[
µγN
({x ∈ A : x ∈ T γ+δN or x /∈ T γ−δN })] 
A,γ,δ

δ2/2
N .
10Note the inconsistency in our notation. In Section 2, we wrote µγ for an approximation of a multiplicative
chaos measure coming from smoothing the Gaussian field. We hope this will cause no confusion for the reader.
Moreover, the case γ < 0 can be treated by considering −X.
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Proof. The proof is an elementary argument based on Markov’s inequality. Using the estimates
(3.1) and (3.2), and the fact that 1X<a ≤ eδ(a−X), we have
EN
[
µγN (A \T γ−δN )
]
=
∫
A
EN
[
1X(x)<(γ−δ) log −1N e
γX(x)
] dx
EN [eγX(x)]
≤ Cγ,A
∫
A
EN
[
e(γ−δ)X(x)
]

−δ(γ−δ)+γ
2
2
N dx
≤ Rγ−δCγ,A|Ω|δ
2/2
N .
Similarly, one has
EN
[
µγN (A ∩T γ+δN )
]
=
∫
A
EN
[
1X(x)≥(γ+δ) log −1N e
γX(x)
] dx
EN
[
eγX(x)
]
≤ Cγ,A
∫
A
EN
[
e(γ+δ)X(x)
]

δ(γ+δ)+
γ2
2
N dx
≤ Rγ+δCγ,A|Ω|δ
2/2
N
which completes the proof.
Remark 3.1. We point out here a simple consequence of this lemma that we shall make use
of later on. First of all, directly from the definition of µγN one has that for any compact A ⊂ Ω,
EN
[
µγN (Ω \ A)
]
= |Ω \ A|. The previous lemma combined with this remark then implies that
for any such compact A
lim sup
N→+∞
EN
[
µγN
({x ∈ Ω : x ∈ T γ+δN or x /∈ T γ−δN })]
≤ lim sup
N→+∞
EN
[
µγN
({x ∈ A : x ∈ T γ+δN or x /∈ T γ−δN })]+ lim sup
N→+∞
EN
[
µγN
(
Ω \A)]
= |Ω \A|,
and as A is arbitrary, one concludes that
lim
N→+∞
EN
[
µγN
({x ∈ Ω : x ∈ T γ+δN or x /∈ T γ−δN })] = 0.
Thus by Markov’s inequality, we see that for any δ, ε > 0,
lim
N→∞
PN
(
µγN
({x ∈ Ω : x ∈ T γ+δN or x /∈ T γ−δN }) ≥ ε) = 0, (3.3)
which should be interpreted as µγN living roughly on T
γ
N . 
We turn now to studying the maximum of X under PN .
3.2 Leading order of the maximum
In this section, we will prove our estimates concerning the maximum of a log-correlated field.
The basic idea is that as the multiplicative chaos measure lives on the set of γ-thick points,
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and the measure is non-trivial for γ <
√
2d, then there exist such γ-thick points for any
γ <
√
2d. This gives a lower bound for the maximum. So, in addition to the exponential
moment assumption formulated in Assumption 3.1, we will make some further assumptions
about the convergence of the approximation to multiplicative chaos measure to get hold of the
asymptotic behavior of the maximum of X under PN . An upper bound can also be formulated
in terms of thick points and proven to hold under Assumptions 3.1 and some minor regularity
assumptions on the field.
Assumptions 3.3. Let γ∗ =
√
2d. We assume that for any γ < γ∗ and any fixed deterministic
Borel set A ⊆ Ω such that |A| > 0, the random variable µγN (A) under PN converges in
distribution as N → +∞ to a random variable ζγA which satisfies P[0 < ζγA < +∞] = 1.
Note that by Proposition 2.1 and Proposition 2.13, Assumptions 3.3 are satisfied under
Assumptions 2.5. We are now able to prove a lower bound for the maximum.
Theorem 3.4. If Assumptions 3.1 and 3.3 hold, then for any compact set A ⊂ Ω with |A| > 0
and for any δ > 0, one has as N →∞,
PN
[
max
A
X ≤ (γ∗ − δ) log −1N
]→ 0.
Proof. On the one hand, by a union bound, for any α > 0 and any ε > 0,
PN
[
µγN (A ∩T αN ) ≤ ε
] ≤ PN [µγN (A) ≤ 2ε]+ PN[µγN (A \T αN ) ≥ ε]. (3.4)
If α < γ, by Lemma 3.2, the second term on the RHS of (3.4) converges to 0 as N → +∞ and,
since the random variable µγN (A) converges in distribution to ζ
γ
A, we obtain by the portmanteau
theorem that
lim sup
N→∞
PN
[
µγN (A ∩T αN ) ≤ ε
] ≤ P[ζγA ≤ 2ε].
On the other hand, observe that by the definition of α-thick points,
PN
[
µγN (A ∩T αN ) > ε
] ≤ PN[max
A
X ≥ α log −1N
]
,
which implies that
lim inf
N→∞
PN
[
max
A
X ≥ α log −1N
] ≥ 1− P[ζγA ≤ 2ε].
Since this holds for any ε > 0, α < γ < γ∗ and ζ
γ
A > 0 almost surely for any γ < γ∗, we
conclude that for any α < γ∗,
lim inf
N→∞
PN
[
max
A
X ≥ α log −1N
] ≥ 1.
This completes the proof.
We will now formulate conditions that will ensure the correct upper bound for the maxi-
mum. We first formulate our assumption in terms of thick points, and later show that it follows
from a regularity assumption on the field which may be easier to check in concrete situations.
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Assumptions 3.5. For any α > γ∗, as N →∞
PN [T
α
N 6= ∅]→ 0.
The interpretation of this assumption is that for α > γ∗, α-thick points are unlikely to
occur. This implies that under PN , maxΩ X is unlikely to be much greater than γ∗ log −1N .
The precise statement about the maximum is the following.
Corollary 3.6. If the random field X satisfies Assumptions 3.1, 3.3 and 3.5, then
supΩ X
log −1N
→ γ∗,
in probability as N → +∞.
Proof. The claim is that for any δ > 0
lim
N→∞
PN
(∣∣∣∣ supΩ Xlog −1N − γ∗
∣∣∣∣ > δ) = 0.
To see how this follows from our assumptions, note that if A ⊂ Ω is any compact set with
positive Lebesgue measure, we have
PN
(∣∣∣∣ supΩ Xlog −1N − γ∗
∣∣∣∣ > δ) = PN (sup
Ω
X < (γ∗ − δ) log −1N
)
+ PN
(
sup
Ω
X > (γ∗ + δ) log −1N
)
≤ PN
(
sup
A
X < (γ∗ − δ) log −1N
)
+ PN
(
T γ∗+δN 6= ∅
)
.
By Theorem 3.4 (which holds under Assumptions 3.1 and Assumptions 3.3), the first term
tends to zero as N → ∞. Under Assumptions 3.5, the second term tends to zero as N → ∞.
This concludes the proof.
As already noted, Assumptions 3.5 might not be so easy to check directly, so we formulate
another assumption which is perhaps simpler to check in practice and implies Assumptions
3.5. This condition can be seen as a rather mild regularity condition on the realizations of X
under PN . Moreover, by simply adapting the proof we also obtain large deviation estimates
for the maximum of the random field X.
Proposition 3.7. Suppose that X satisfies the condition (3.1) of Assumption 3.1 and that
there exist deterministic constants C, c > 0 such that PN almost surely: for any x ∈ Ω, there
is a (possibly random) compact fNx ⊂ Ω such that |fNx | ≥ cdN and
X(t) ≥ X(x)− C for all t ∈ fNx .
We emphasize here that we do not require that x ∈ fNx .
Then for any α > γ∗,
PN [T
α
N 6= ∅]→ 0, as N →∞.
Moreover, if $N is any increasing sequence such that lim
N→+∞
$N
log −1N
= +∞, for any γ > 0,
there exists a constant Cγ > 0 such that
PN
[
sup
Ω
X ≥ $N
] ≤ Cγ−γ2/2−dN e−γ$N . (3.5)
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Proof. Without loss of generality, let us assume that α = γ∗+ δ for some small 0 < δ < 2γ∗/3.
Let x ∈ Ω be a random point such that X(x) ≥ α log −1N . Then, by the definition of fNx and
(3.1), we have that under the event of the existence of such a point (or in other words, the
event that T αN 6= ∅), for any γ > 0,
µγN (Ω) ≥ −γαN
∫
fNx
e−γC
EN
[
eγX(x)
]dx
≥ cR−1γ e−γC−γα+γ
2/2+d
N .
Now, if we choose and γ = γ∗ − δ, since γ2∗ = 2d, we find for some deterministic constant Cδ
independent of N that
µγN (Ω) ≥ Cδ−γ∗δ+3δ
2/2
N .
By Markov’s inequality, since EN
[
µγN (Ω)
]
= |Ω| < +∞, this estimate implies that
lim sup
N→+∞
PN
[∃x ∈ Ω; X(x) ≥ α log −1N ] ≤ lim sup
N→+∞
PN
[
µγN (Ω) ≥ Cδ−γ∗δ+3δ
2/2
N
]
= 0.
This completes the proof of the first claim. Using the same first moment computation, we
similarly obtain for any γ > 0,
PN
[
sup
Ω
X ≥ $N
] ≤ PN [µγN (Ω) ≥ C−1γ eγ$N γ2/2+dN ] ≤ Cγ−γ2/2−dN e−γ$N .
for some constant Cγ independent of N .
This concludes our discussion about the leading order of the maximum and its connection
to multiplicative chaos. Before turning to thick points and freezing, we make a brief comment
about what can be inferred about the supercritical regime of multiplicative chaos.
Remark 3.2 (Supercritical regime). Let us recall from our general discussion about multi-
plicative chaos from Section 2.1, that for γ > γ∗, the standard construction of the multiplicative
chaos measure through Gaussian fields yields the zero measure. One would expect this to be
the case also for the measure µγN . In this remark, we show that this is indeed the case. For
γ > γ∗, we can choose δ > 0 so that γ − δ = γ∗ + δ and
µγN (Ω) = µ
γ
N (T
γ∗+δ
N ) + µ
γ
N (Ω \T γ−δN ).
Then
PN
[
µγN (Ω) ≥ ε
] ≤ PN [T γ∗+δN 6= ∅] + PN (µγN({x : x ∈ T γ+δN or x /∈ T γ−δN }) ≥ ε/2) .
By Remark 3.1, this implies that if Assumptions 3.1 and 3.5 hold, then for any ε > 0
lim sup
N→+∞
PN
[
µγN (Ω) ≥ ε
]
= 0,
i.e. that in the super-critical regime γ > γ∗, the random measure µ
γ
N converges to 0 in the
sense that its total mass tends to zero in probability. 
We now turn to discussing further fractal properties of hN through thick points and freezing.
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3.3 Size of the sets of thick points and freezing
In this section, we will provide estimates about the size of the sets of γ-thick points for any
γ > 0 and then deduce a general freezing result. The proofs rely on the connection between
the multiplicative chaos measures and the sets of thick points.
Proposition 3.8. Under Assumptions 3.1 and 3.3, for any 0 ≤ γ < γ∗ and δ > 0,
lim
N→∞
PN
(
γ2
2
+ δ ≥ log |T
γ
N |
log N
≥ γ
2
2
− δ
)
= 1.
Hence under PN , the random variable
log |T γN |
log N
converges in probability to γ2/2.
Proof. Let us first point out that for γ = 0, the lower bound is trivial since |Ω| < ∞, while
the upper bound follows from a simple symmetry argument making use of the fact that |{x ∈
Ω : X(x) ≥ 0}| d= |{x ∈ Ω : X(x) ≤ 0}|. We omit further details and focus on the γ > 0 case,
whose proof we split into two parts.
Lower–bound. The estimate (3.1) implies that
µγN (Ω) ≥ µγN
(
T γN ) ≥ R−1γ −γ
2/2
N |T γN |,
so that for any δ > 0,
PN
[|T γN | ≥ γ2/2−δN ] ≤ PN[µγN (Ω) ≥ R−1γ −δN ].
Since we assume that µγN (Ω)⇒ ζγΩ as N → +∞ and ζγΩ < +∞ almost surely, this implies that
for any δ > 0
lim sup
N→+∞
PN
[|T γN | ≥ γ2/2−δN ] = 0,
which is precisely the lower bound we are after.
Upper–bound. Fix a compact set A ⊂ Ω, choose δ′ > 0 in such a way that γδ′ + δ′22 ≤ δ
and define the event:
A =
{∣∣A ∩T γ−δ′N ∣∣ ≤ (γ+δ′)2/2N }.
We will show that PN [A ] → 0 as N → +∞. Since on the complement of A , log |T γ−δ
′
N | ≥
1
2 (γ + δ
′)2 log N , the upper bound will follow from replacing γ by γ + δ′ and using that
γδ′ + δ
′2
2 ≤ δ. On the one hand, let us observe that by (3.2), conditionally on A , we have for
any ε ≥ 0,
µγN
({x ∈ A : x ∈ T γ−δ′N \T γ+δ′N }) ≤ Cγ,A−γ(γ+δ′)+γ2/2N ∣∣A ∩T γ−δ′N ∣∣
≤ Cγ,Aδ
′2/4
N ≤ ε/2,
when the parameter N is sufficiently large. On the other hand, since
µγN (A) = µ
γ
N
({x ∈ A : x ∈ T γ−δN \T γ+δN })+ µγN({x ∈ A : x ∈ T γ+δN or x /∈ T γ−δN }),
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this implies that for any ε ≥ 0, if N is large,
PN [µ
γ
N (A) > ε] ≤ PN [A ∗] + PN [µγN
({x ∈ A : x ∈ T γ+δN or x /∈ T γ−δN }) ≥ ε/2],
where A ∗ denotes the complement of the event A . Hence, by Lemma 3.2 and Markov’s
inequality, we obtain that for any ε ≥ 0,
lim sup
N→+∞
PN [A ] ≤ lim sup
N→+∞
PN [µ
γ
N (A) ≤ ε].
By Assumptions 3.3, lim sup
N→+∞
PN [µ
γ
N (A) ≤ ε] ≤ P[ζγA ≤ ε], and P[ζγA ≤ ε] → 0 as ε → 0 since
ζγA > 0 almost surely. In the end, we conclude that PN [A ]→ 0 as N → +∞ which completes
the proof.
Our last proposition of this section shows that the free energy corresponding to the random
field X exhibits freezing. This can be seen as a corollary of Proposition 3.8, see e.g. [3, Section 4]
for such a discussion, but we give a slightly different proof for completeness.
Proposition 3.9. Under the Assumptions 3.1, 3.3 and 3.5, for any γ ≥ 0, as N →∞,
1
log −1N
log
(∫
Ω
eγX(x)dx
)
→ γ(γ ∧ γ∗)− (γ ∧ γ∗)2
2
in probability with respect to PN .
Proof. The proofs for γ < γ∗ and γ ≥ γ∗ are rather different. For γ < γ∗, the proof is a direct
consequence of convergence to multiplicative chaos, while for γ ≥ γ∗, we rely on our estimate
on the size of the sets of thick points.
Case 1. Let us first consider the sub-critical regime 0 < γ < γ∗. It follows from Assump-
tions 3.1 that for any compact A ⊂ Ω
C−1γ,A
−γ2/2
N µ
γ
N (A) ≤
∫
A
eγX(x)dx ≤
∫
Ω
eγX(x)dx ≤ Rγ−γ
2/2
N µ
γ
N (Ω),
or in other words,
logC−1γ,A + logµ
γ
N (A)
log −1N
≤ log
∫
Ω
eγX(x)dx
log −1N
− γ
2
2
≤ logRγ + log µ
γ
N (Ω)
log −1N
. (3.6)
As µγN (Ω) and similarly µ
γ
N (A) converges in law to an almost surely positive random variable,
the continuous mapping theorem (see e.g. [57, Theorem 4.27]) implies that the RHS and LHS
of the inequalities (3.6) converge to zero in law and in probability by a routine argument. This
shows that under PN ,
log
∫
Ω
eγX(x)dx
log −1N
converges to γ
2
2 in probability in the subcritical regime.
Case 2. Now, we suppose that γ ≥ γ∗. Let 0 < ε < 1 and 0 < δ < ε2(γ+γ∗) be small fixed
parameters. First of all, observe that by the definition of T γ∗−δN ,∫
Ω
eγX(x)dx ≥
∫
T γ∗−δN
eγX(x)dx ≥ −γ(γ∗−δ)N
∣∣T γ∗−δN ∣∣,
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and by Proposition 3.8, and the fact that γδ ≤ ε, we obtain that for small enough ε > 0 as
N →∞,
PN
[∫
Ω
eγX(x)dx ≥ −γγ∗+γ2∗/2+εN
]
≥ PN
[∣∣∣T γ∗−δN ∣∣∣ ≥ (γ2∗−δ)/2+δN ]→ 1. (3.7)
Next we will obtain a complementary upper-bound. Let K = b 2γ∗(γ∗−δ)ε c and let us consider
the sequence δk = δ + k
ε
2γ∗
for k ≥ 0 (note that δK ≤ γ∗). One has the decomposition:∫
Ω
eγX(x)dx =
∫
T γ∗+δN
eγX(x)dx+
∫
T γ∗−δN \T γ∗+δN
eγX(x)dx
+
K−1∑
k=0
∫
T
γ∗−δk+1
N \T
γ∗−δk
N
eγX(x)dx+
∫
Ω\T γ∗−δKN
eγX(x)dx.
First, since δK ≥ γ∗ − ε2γ∗ , we have X(x) ≤ ε2γ∗ log 
−1
N for all x /∈ T γ∗−δKN and∣∣∣ ∫
Ω\T γ∗−δKN
eγX(x)dx
∣∣∣ ≤ |Ω|− γ2γ∗ εN ≤ |Ω|−γγ∗+ γ2∗2N .
Secondly, if A =
{|T γ∗−δkN | ≤  (γ∗−δk)2−ε2N , k = 0, . . . ,K}, we have conditionally on A , for
any k = 0, . . . ,K − 1,∫
T
γ∗−δk+1
N \T
γ∗−δk
N
eγX(x)dx ≤ ∣∣T γ∗−δk+1N ∣∣−γ(γ∗−δk)N
≤ (γ∗−δk+1)2/2−γ(γ∗−δk)−ε/2N
≤ −γγ∗+γ2∗/2−εN 
δ2k+1/2
N .
For the last step, we used that γδk − γ∗δk+1 ≥ − ε2 . Similarly, since δ < ε2(γ+γ∗) , we have
conditionally on A (where we use the condition for k = 0):∫
T γ∗−δN \T γ∗+δN
eγX(x)dx ≤ (γ∗−δ)2/2−γ(γ∗+δ)−ε/2N
≤ −γγ∗+γ2∗/2−εN δ
2/2
N .
Putting together our estimates shows that conditionally on A ∩ {T γ∗+δN = ∅},∫
Ω
eγX(x)dx ≤ −γγ∗+γ2∗/2−εN
(∑K
k=0
δ2k/2
N + |Ω|εN
)
.
If N is sufficiently large, the previous parenthesis is bounded by 1 and we have shown that for
large enough N ,
PN [A ∩ {T γ∗+δN = ∅}] ≤ PN
[∫
Ω
eγX(x)dx ≤ −γγ∗+γ2∗/2−εN
]
. (3.8)
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By Proposition 3.8 and Assumption 3.5, PN [A ∩ {T γ∗+δN = ∅}] → 1 as N → +∞. Hence,
combining the estimates (3.7) and (3.8), we conclude that for any γ ≥ γ∗, as N →∞
1
log −1N
log
(∫
Ω
eγX(x)dx
)
→ γγ∗ − γ2∗/2
in probability.
This concludes our general discussion and we now move on to applying it to random matrix
theory.
3.4 Application to the eigenvalue counting function in the one-cut
regular case
The main goal of this section is to prove Theorem 1.3 by applying the results of Section 3.2.
In fact, we will give two independent proofs of the lower bound. For the upper bound, the
results of Section 3.2 provide a tool for controlling the maximum over Ω = (−1, 1). To extend
the upper bound to all of R, as required in Theorem 1.3, we will make use of monotonicity
properties of the eigenvalue counting function.
In Section 3.4.1, we work directly with the eigenvalue counting function using Theorem 1.4
whose proof in Section 2.7 required Fisher-Hartwig asymptotics in the regime where two sin-
gularities are merging – the full extent of Theorem 1.8 and Theorem 1.9. The second proof for
the lower bound in Section 3.4.2 is also interesting because it relies on Theorem 1.7 whose proof
in Section 2.7.1 is based on exponential moment estimates which are much easier to control in
the RH analysis.
In Section 3.4.1, we also offer proofs of Theorem 1.5 and Corollary 1.6 using the results of
Section 3.3.
3.4.1 Proof of Theorem 1.3 and proofs of Theorem 1.5 and Corollary 1.6.
We will first focus on the maximum over (−1, 1) using our general approach and in the end of
this section extend to the maximum over R using specific properties of the eigenvalue counting
function.
Let PN be the law of the eigenvalues (λ1, . . . , λN ) of random matrix of size N coming from a
one-cut regular potential (or to be more precise, a potential satisfying Assumptions 1.1) V with
equilibrium measure dµV = ψV (t)
√
1− t21|t|<1dt as in Section 1.1. We let F (x) =
∫ x
−1 dµV
and recall that for all x ∈ R,
hN (x) =
√
2pi#{j : λj ≤ x} −
√
2piNF (x).
Note that this function is bounded from above, integrable on (−1, 1), and upper semicontinuous
on R. As we have seen in Section 1.2, under PN , the function X = hN approximates a Gaussian
log-correlated field on Ω = (−1, 1) in the sense of Definition 2.2 and the underlying (centered)
Gaussian process has the covariance kernel:
Σ(x, y) = log
(
1− xy +√1− x2
√
1− y2
|x− y|
)
.
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In order to control the maximum over (−1, 1), we first need to check the validity of As-
sumptions 3.1. This will rely on Theorem 1.10.
Lemma 3.10. The random fields X = ±hN restricted to (−1, 1) satisfy Assumptions 3.1 with
N = 1/N .
Proof. We will give the proof in the case X = hN , the case X = −hN being analogous. Let us
fix γ > 0 and recall that in the notation of Section 1.3, we have
ENe
γhN (x) =
DN (x; γ; 0)
DN (0; 0; 0)
e−N
√
2γpiF (x),
By Theorem 1.10, this implies that there exists a constant m ∈ N such that as N → +∞,
logENe
γhN (x) =
γ2
2
logN +
3γ2
4
log(1− x2) +Oγ(1), (3.9)
uniformly for all |x| ≤ 1 − mN−2/3. In particular, this already implies that for any fixed
compact set A ⊂ (−1, 1), there exists Cγ,A such that for all x ∈ A,
ENe
γhN (x) ≥ C−1γ,ANγ
2/2.
This gives the estimate (3.2) with N = 1/N – it remains to obtain the complementary bound
(3.1). Since we assume that the potential is regular, the equilibrium density vanishes like a
square-root at the edges and there exists a constant CV > 0 such that ψV (x)(1 − x2)3/2 ≤
CV F (x) for all |x| ≤ 1, then by (3.9), there exists a constant R′γ > 0 such that for all
|x| ≤ 1−mN−2/3,
ENe
γhN (x) ≤ R′γ
(
NF (x)
)γ2/2
. (3.10)
To extend this estimate for x ≤ −1 +mN−2/3, we use the deterministic bounds:
hN (x) ≤ hN (−1 +mN−2/3) +
√
2piNF (−1 +mN−2/3) and F (x) ≤ CmN−1,
where Cm > 0 is a constant. By (3.10), this implies that for all x ≤ −1 +mN−2/3,
ENe
γhN (x) ≤ e
√
2piγCmEN
[
eγhN (−1+mN
−2/3)]
≤ R′γe
√
2piγCmCγ
2/2
m . (3.11)
Similarly, since there exists a constant C ′m > 0 such that for all x ≥ 1−mN−2/3,
hN (x) ≤
√
2piN
(
1−
∫ 1−mN−2/3
−1
ψV (t)
√
1− t2dt
)
≤ C ′m.
Combining this estimate and (3.11), we have shown that for any fixed m > 0,
ENe
γhN (x) = Om,γ(1) (3.12)
uniformly for all |x| ≥ 1 − mN−2/3. With the estimate (3.10), this completes the proof
of (3.1).
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By Theorem 1.4, the random processes X = ±hN also satisfy the Assumptions 3.3. Thus
to establish the proofs of Theorem 1.3 (for the maximum over (−1, 1)), Theorem 1.5, and
Corollary 1.6, using Corollary 3.6, Proposition 3.8, and Proposition 3.9, we simply need to
verify Assumption 3.5, or by Proposition 3.7, we simply need to verify the assumptions of
Proposition 3.7. To do this, note that since the counting function x 7→ #{λj ≤ x} is non-
decreasing and the density of the equilibrium measure is bounded, 0 ≤ ψV (x)
√
1− x2 ≤ C/pi,
we have for any x ∈ [−1, 1− 1N ],
hN (t) ≥ hN (x)− C, for all t ∈ [x, x+ 1N ].
Moreover, notice that if x ∈ [1− 1N , 1], we have the deterministic bound hN (x) ≤
√
2piN
(
1−
F (1 − 1N )
) ≤ C/√N where the constant C > 0 depends only F . Similarly, since hN (t) ≥
−√2piNF ( 1N ) ≥ −C/
√
N for all t ∈ [−1,−1 + 1N ], this implies that if N is sufficiently large:
hN (t) ≥ hN (x)− C, for all x ∈ [1− 1N , 1] and t ∈ [−1,−1 + 1N ].
This shows that the field hN satisfies the assumption of Proposition 3.7, and this concludes
the proof of Theorem 1.3 (for the maximum over (−1, 1)), Theorem 1.5, and Corollary 1.6 –
similar arguments also apply to the field −hN . Note that this proof also gives the following
estimate: for any compact set A ⊂ (−1, 1) such that |A| > 0 and any δ > 0,
PN
[
(
√
2− δ) logN ≤ max
A
hN ≤ max
[−1,1]
hN ≤ (
√
2 + δ) logN
]→ 1 as N → +∞. (3.13)
By (3.5), we also obtain the following large deviation estimate: for any increasing sequence
$N such that lim
N→+∞
$N
logN
= +∞, for any γ > 0, there exists a constant Cγ > 0 such that
PN
[
max
[−1,1]
hN ≥ $N
] ≤ CγNγ2/2+1e−γ$N . (3.14)
To conclude the proof of Theorem 1.3, we need to control the maximum of hN off of (−1, 1).
For this, we note that immediately from the definition of hN , we have for x < −1, h(x) ≤ h(−1)
and for x ≥ 1, h(x) ≤ 0. From this, maxR hN = max(sup(−1,1) hN , 0) and the claim follows
from our upper bound for the maximum over (−1, 1).
We now turn to our second proof of the lower bound for the maximum of the eigenvalue
counting function.
3.4.2 Second proof of the lower bound of Theorem 1.3
In this section we offer a proof of the lower bound part of Theorem 1.3, which requires milder
estimates than the first proof we gave. In particular, we will work with the smoothed eigenvalue
counting function and rely on Theorem 1.7 instead of the actual eigenvalue counting function
and Theorem 1.4. We focus on the lower bound since it seems hard to get an upper bound for
hN from an upper bound of the smoothed field. A direct approach for the upper bound for
hN would in any case rely on Theorem 1.10 in some way and we already gave one proof of this
type – though see Lemma 4.2 for a slightly different argument.
Let α > 0 and A ⊂ (−1, 1) be a compact set. For any N ∈ N, we once again let PN
be the law of the eigenvalues of a one-cut regular random matrix of size N and now, as
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opposed to the previous section, we let N = N
α−1. As a special case of Theorem 1.8 (see
our verification of (2.8) based on Theorem 1.8, in Section 2.7), we see that the random field
X = hN (·+ iN ) restricted to A satisfies Assumptions 3.1. Moreover, by Theorem 1.7, X also
satisfies Assumptions 3.3. Hence, by Theorem 3.4, we obtain for any δ > 0,
PN
[
max
x∈A
hN (x+ iN ) ≥ (
√
2− δ) log −1N
]→ 1 as N → +∞.
Since hN (· + iN ) = hN ∗ φN where φ(u) = 1pi 11+u2 , maxR hN ≥ maxA h(· + iN ) and this
implies that
PN
[
max
R
hN ≥ (
√
2− δ)(1− α) logN]→ 1 as N → +∞.
Since α, δ > 0 are arbitrary, this establishes the lower bound in Theorem 1.3 in the +-case.
For the −-case, the argument is identical.
4 Eigenvalue Rigidity
In this section we will finally prove our main rigidity result – Theorem 1.2. The main content
of the proof is given in Section 4.1. Then, in Section 4.2 we establish some technical lemmas
that we need and in Section 4.3, we prove rigidity near the edge of the spectrum.
Throughout this section, let F (x) =
∫ x
−1 ψV (t)
√
1− t2dt and recall that we denote by
κ1, . . . ,κN ∈ (−1, 1] the quantiles of the equilibrium measure which are given implicitly by
F (κk) = k/N for all k = 1, . . . , N . Before going into the details of the proof of Theorem 1.2,
we point out that a slightly weaker version of Theorem 1.2 follows almost immediately from
Theorem 1.3. The upper bound from Theorem 1.3 implies that
lim
N→∞
PN
[
|hN (λj)| ≤ (1 + δ)
√
2 logN for all j = 1, . . . , N
]
= 1
for any δ > 0. As hN (λj) =
√
2pij −√2piNF (λj), the above identity is equivalent to
lim
N→∞
PN
[
F (λj) ∈
[
j
N
− (1 + δ) logN
piN
,
j
N
+ (1 + δ)
logN
piN
]
for all j = 1, . . . , N
]
= 1,
and this implies
lim
N→∞
PN
[
λj ∈
[
κbj−(1+δ) logNpi c, κdj+(1+δ) logNpi e
]
for all j = 1, . . . , N
]
= 1,
where we set κj = −∞ for j < 0 and κj = +∞ for j > N . This gives us a good upper bound
on the fluctuations of the bulk eigenvalues, but unfortunately it does not allow us to bound the
fluctuations of the b(1 + δ) logNpi c smallest and largest eigenvalues. Indeed, much of the work
in this section concerns bounding the fluctuations of the eigenvalues close to the edge.
Finally as another preliminary remark, note that for any k = kN for which k/N → 0, we
have as N →∞
κk + 1
k2/3N−2/3
→ c− :=
(
3
2
√
2ψV (−1)
)2/3
and
1− κN−k
k2/3N−2/3
→ c+ :=
(
3
2
√
2ψV (1)
)2/3
.
(4.1)
Note that by Assumption 1.1, c± are finite and positive. We use these results throughout the
coming sections.
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4.1 Proof of Theorem 1.2
As already indicated above, the proof is divided in two parts: bulk and edge rigidity. We
begin by establishing rigidity for bulk eigenvalues, Proposition 4.1. After this, we state the
main ingredients for edge rigidity and assuming these, we provide a proof of Theorem 1.2. In
order to explain the connection with Theorem 1.3, we will make the following assumption. Let
`N = b(log logN)5c and define the event
BN =
{|λk − κk| ≤ N−2/3 for all k = `N , . . . , N − `N}. (4.2)
We assume that PN [BN ] → 1 as N → +∞. This will be justified in Section 4.2 – see
Lemma 4.3.
Proposition 4.1 (Optimal bulk Rigidity). Let `N = b(log logN)5c, BN be given by (4.2) and
suppose that PN [BN ]→ 1 as N → +∞. Then, for any α > 0, we have as N → +∞,
PN
[
1− α
pi
logN
N
≤ max
k=`N ...,N−`N
F ′(κk)|λk − κk| ≤ 1 + α
pi
logN
N
]
→ 1.
Proof. Observe that conditionally on BN , by a Taylor expansion, we have for any k =
`N , . . . , N − `N ,
hN (λk) =
√
2piN
(
F (κk)− F (λk)
)
= −
√
2piNF ′(κk)(λk − κk) +O(1).
We emphasize here that the above O(1)-term is only defined on the event BN and the implied
constant is non-random and independent of k – let us write C for this constant. This estimate
comes from the fact that by (4.1) we have on the event BN : λk,κk ∈ [−1 +N−2/3, 1−N−2/3]
for all relevant k and there exists a constant C ′ > 0 such that sup
|x|≤1−N−2/3
∣∣F ′′(x)∣∣ ≤ C ′N1/3.
In particular, this implies that conditionally on BN ,
√
2piN max
`N≤k≤N−`N
∣∣F ′(κk)(λk − κk)∣∣ ≤ C + max
k=`N ,...,N−`N
∣∣hN (λk)∣∣
≤ C + max
x∈R
|hN (x)|.
By Theorem 1.3, this implies that as N → +∞,
PN
[{
max
`N≤k≤N−`N
F ′(κk)
∣∣λk − κk∣∣ ≥ 1 + α
pi
logN
N
}
∩BN
]
≤ P
[
max
x∈R
|hN (x)| ≥
√
2(1 + α) logN − C
]
→ 0. (4.3)
On the other hand, we also have conditionally on BN
√
2piN max
`N≤k≤N−`N
∣∣F ′(κk)(λk − κk)∣∣ ≥ max
`N≤k≤N−`N
∣∣hN (λk)∣∣− C.
Note that the eigenvalues are exactly the local maxima of the function hN and conditionally
on BN : [− 12 , 12 ] ⊂ [λ`N , λN−`N ] so that
√
2piN max
`N≤k≤N−`N
∣∣F ′(κk)(λk − κk)∣∣ ≥ max|x|≤1/2hN (x)− C
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By Theorem 1.3, this implies that as N → +∞,
PN
[{
max
`N≤k≤N−`N
F ′(κk)
∣∣λk − κk∣∣ ≤ 1− α
pi
logN
N
}
∩BN
]
→ 0. (4.4)
Since we assume that P[BN ] → 1 as N → +∞, combining the estimates (4.3) and (4.4), we
complete the proof.
Let us observe that assuming that the probability of BN tends to one, Proposition 4.1
already implies the lower–bound of Theorem 1.2. So, to complete the proof of Theorem 1.2,
it remains to verify this assumption concerning BN and extend the upper–bound to the edge
eigenvalues. Namely, we will show in Section 4.3 (see Proposition 4.4) that there exists a
constant C > 0 such that if `N = b(log logN)5c, we have as N → +∞,
P
 max
k≤`N
k≥N−`N
{F ′(κk)|λk − κk|} ≤ C `N
N
→ 1. (4.5)
By combining Proposition 4.1, Lemma 4.3 below and (4.5), we complete the proof of Theo-
rem 1.2.
4.2 Estimates for the eigenvalue counting function near the edges
The main goal of this section is to show that if BN is given by (4.2), then P[BN ] → 1 as
N → +∞. To prove this, we will need estimates for the maximum of the eigenvalue counting
function hN which are more precise than those of Theorem 1.3 near the edges of the spectrum.
The following lemma does this and will be crucial in order to prove Proposition 4.4 in the next
section.
Lemma 4.2. There exists C > 0 such that for any ρ > 0 (possibly depending on N),
sup
n≤N
PN
[
max
x≤κn
hN (x) ≥
√
2 log(n+ 1) + ρ
] ≤ Ce−√2ρ (4.6)
sup
n≤N
PN
[
max
x≥κN−n+1
hN (x) ≥
√
2 log(n+ 1) + ρ
] ≤ Ce−√2ρ. (4.7)
By symmetry, similar estimates hold for the random function −hN .
Proof of Lemma 4.2. We first prove the estimate (4.6) and then explain how to change the
argument to obtain (4.7). First, let us observe that the estimates (3.10) and (3.12) from the
Proof of Lemma 3.10 imply that there exists a constant R > 0 such that for all j = 1, . . . , N ,
ENe
√
2hN (κj) ≤ RNF (κj) = Rj. (4.8)
By the definition of hN , we have for any j = 2, . . . , N and all x ∈ [κj−1,κj ],
hN (x) ≤ hN (κj) +
√
2pi,
and for all x ≤ κ1,
hN (x) ≤ hN (κ1) +
√
2pi.
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These bounds imply that for any n = 1, . . . , N ,
max
x≤κn
hN (x) ≤ max
j≤n
hN (κj) +
√
2pi,
and by a union bound,
PN
[
max
x≤κn
hN (x) ≥
√
2 log(n+ 1) + ρ
] ≤∑
j≤n
PN
[
hN (κj) ≥
√
2 log(n+ 1) + ρ−
√
2pi
]
.
Using Markov’s inequality and (4.8), this implies that for any n = 1, . . . , N ,
PN
[
max
x≤κn
hN (x) ≥
√
2 log(n+ 1) + ρ
] ≤ R
(n+ 1)2
e−
√
2(ρ−√2pi)∑
j≤n
j ≤ e
2piR
2
e−
√
2ρ.
Similarly, by slightly adapting the Proof of Lemma 3.10, we have that for a possibly larger
R > 0 and for all j = 1, . . . , N ,
ENe
√
2hN (κj) ≤ RN(1− F (κj)) = R(N − j).
Using this bound, the estimate max
x≥κN−n+1
hN (x) ≤ max
{
0, max
j≥N−n+1
hN (κj)
}
+
√
2pi, and a
similar application of Markov’s inequality, we obtain that for any n = 1, . . . , N ,
PN
[
max
x≥κN−n+1
hN (x) ≥
√
2 log(n+ 1) + ρ
] ≤ e2piR
(n+ 1)2
e−
√
2ρ
∑
j≤n
(
1 + ENe
√
2hN (κN−j)
)
≤ e
2pi(n+ 2)R
2(n+ 1)
e−
√
2ρ,
which completes the proof.
In the remainder of this section, we show that this implies the a priori estimate that we
need for verifying the assumptions of Proposition 4.1.
Lemma 4.3. Let `N = b(log logN)5c andBN be given by (4.2), then P[BN ]→ 1 as N → +∞.
Proof. The idea is to look at the probability of finding a k such that |λk − κk| ≥ N−2/3 and
if k is not too close 1 or N , to argue using Theorem 1.3 that this probability tends to zero,
while if k is close to the end points, then we rely on Lemma 4.2. Let LN = b(logN)5c be a
quantity differentiating these cases, and suppose that there exists k ∈ [LN , N −LN ] such that
|λk − κk| ≥ N−2/3. Then, we have either
1√
2piN
hN (κk −N−2/3) ≥ F (κk)− F (κk −N−2/3)
or
1√
2piN
hN (κk +N−2/3) ≤ F (κk)− F (κk +N−2/3).
By (4.1), we have κLN −N−2/3 ≥ −1 + L7/12N N−2/3 and κN−LN +N−2/3 ≤ 1− L7/12N N−2/3,
if N is large enough, so that the previous bounds imply that if such a k exists, then
max
[−1,1]
|hN | ≥
√
2piN1/3 inf
|x|≤1−L7/12N N−2/3
|F ′(x)|. (4.9)
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Since |F ′(x)|  √1− x2 for all |x| ∈ (−1, 1), we deduce from (4.9) that if N is sufficiently
large,
PN
[
|λk − κk| ≥ N−2/3 for a k ∈ [LN , N − LN ]
]
≤ PN
[
max
[−1,1]
|hN | ≥ L1/4N
]
By Theorem 1.3 this probability converges to 0 as N → +∞.
Similarly, by (4.1), since κLN +N−2/3 ≤ κ2LN if N is large enough, we see that if |λk−κk| ≥
N−2/3 for a k ∈ [`N , LN ], then
max
x≤κ2LN
|hN (x)| ≥
√
2piN1/3 inf
|x|≤1−`7/12N /N2/3
|F ′(x)| ≥ `1/4N .
This bound implies that
PN
[
|λk − κk| ≥ N−2/3 for a k ∈ [`N , LN ]
]
≤ PN
[
max
x≤κ2LN
|hN (x)| ≥ `1/4N
]
Since
`
1/4
N
logLN
→ +∞ as N → +∞, by Lemma 4.2, this probability converges to 0 as N → +∞.
We show in an analogous fashion that
PN
[
|λk − κk| ≥ N−2/3 for a k ∈ [N − LN , N − `N ]
]
→ 0,
as N → +∞, which completes the proof.
4.3 Edge rigidity
It remains to establish rigidity of the eigenvalues near the edges of the spectrum. Our proof
relies on Lemma 4.2 and the convergence in distribution of the smallest and largest eigenvalues
(properly rescaled) to Tracy-Widom random variables. More precisely, we use the fact that if
V satisfies the Assumptions 1.1, then the smallest and largest eigenvalues λ1 and λN of the
ensemble satisfy as N → +∞
c−1+ (λN − 1)N2/3 ⇒ TW2 and − c−1− (λ1 + 1)N2/3 ⇒ TW2, (4.10)
where TW2 denotes the GUE Tracy-Widom law [83]. This was proved in [24, Corollary 1.3] for
polynomial V , by relying on asymptotics for orthogonal polynomials from [30] which allow to
prove trace class convergence of the eigenvalue correlation kernel to the Airy kernel. Although
(4.10) has, to the best of our knowledge, not been stated explicitly for non-polynomial V , the
proof of [24] can be extended by relying in addition on the asymptotic analysis from [29], valid
also in the non-polynomial case.
Our result concerning rigidity at the edge is the following.
Proposition 4.4 (Edge). There exists a constant C > 0 such that if `N = b(log logN)5c, then
as N → +∞,
PN
[
max
k≤`N
{F ′(κk)|λk − κk|} ≤ C `N
N
]
→ 1 (4.11)
and
PN
[
max
k≥N−`N
{F ′(κk)|λk − κk|} ≤ C `N
N
]
→ 1. (4.12)
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Proof. We only show the estimate (4.11) since the proof of (4.12) follows from analogous
arguments. Define the event
WN =
{
λ1 ≥ −1− `2/3N N−2/3
}
and note that (4.10) implies that since `N → +∞ as N → +∞, we have
PN [WN ]→ 1. (4.13)
On the one hand, conditionally on WN , we have for all k ≤ `N ,
κk − λk ≤ κ`N + 1 + `2/3N N−2/3.
Since F ′(κ`N )
√
1 + κ`N , by (4.1), we have
max
k≤`N
{
F ′(κk)
(
κk − λk
)} `N
N
, (4.14)
where the implied deterministic constant depends only on the equilibrium measure.
On the other hand, since F ′′ > 0 on (−1,−1 + δ] for some small δ > 0, if N is sufficiently
large, we have for all k ≤ `N ,
F ′(κk)(λk − κk) ≤
(
F (λk)− F (κk)
)
+
≤ 1√
2piN
(
hN (λk)
)
−.
Then conditionally on the event BN given by (4.2), λ`N ≤ κ`N +N−2/3 ≤ κ2`N if N is large
enough, so that
max
k≤`N
{F ′(κk)(λk − κk)} ≤ 1√2piN maxx≤κ2`N
(
hN (λk)
)
−. (4.15)
Combining the estimates (4.14) and (4.15), we see that there exists a (deterministic) constant
C > 0 such that if N is sufficiently large, we have conditionally on WN ∩BN ,
max
k≤`N
{F ′(κk)|λk − κk|} ≤ C
N
max
{
`N , max
x≤κ2`N
{− hN (x)}} .
This shows that
PN
[
max
k≤`N
{F ′(κk)|λk − κk|} ≥ C `N
N
]
≤ PN
[
max
x≤κ2`N
{− hN (x)} ≥ `N]+ PN[(WN ∩BN )c].
Since PN
[
(WN ∩ BN )c
] → 0 as n → +∞ by Lemma 4.3 and (4.13), we conclude that by
Lemma 4.2,
lim sup
N→+∞
PN
[
max
k≤`N
{F ′(κk)|λk − κk|} ≥ C `N
N
]
= 0.
This completes the proof.
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5 Differential identities for Hankel determinants and RH
problems
In this section, we begin our analysis of the Hankel determinants discussed in Section 1.3. We
begin with a short outline of the remainder of the article which focuses on proving the results
of Section 1.3.
The goal of this section is to review the basic connection between Hankel determinants and
RH problems as well to transform the RH problems associated to the Hankel determinants
DN (x1, x2; γ1, γ2;w) from Section 1.3 into a form accessible for asymptotic analysis. Particu-
larly important tools for this asymptotic analysis are certain differential identities we record in
Section 5.1. The transformations we shall perform are detailed in Section 5.2 and Section 5.3.
After this, the RH problems will be in a form where it becomes important to search for approx-
imate solutions to the problem – such approximate solutions are often called parametrices in
the RH-literature. These approximate solutions depend radically on the location and distance
of the points x1, x2 appearing in Theorems 1.8, 1.9, and 1.10. In Section 7, we consider the
situation where the points x1 and x2 are close to each other, but not close to the edge of the
spectrum – constructing the approximate solution will allow proving Theorem 1.9 in this sec-
tion. In Section 8, we treat the situation where the points are separated, and combining with
the analysis of Section 7, this will yield the proof of Theorem 1.8. In Section 9, we consider the
case of x1 = x2 being near the edge, and our analysis of the approximate problem will yield a
proof of Theorem 1.10. The construction of all of these approximate solutions relies on certain
model RH problems we consider in Section 6.
Let us now turn to discussing the classical connection between Hankel determinants, or-
thogonal polynomials and RH problems in order to derive suitable differential identities for
the Hankel determinants DN (x1, x2; γ1, γ2;w) defined in (1.25). In what follows, we assume
−1 < x1 ≤ x2 < 1, γ1, γ2 ∈ R, and we assume that w is a function analytic in the region SN
defined in (1.26).
5.1 Differential identities
For notational convenience, define the weight function h : R→ R as follows,
h(λ) = h(λ;x1, x2; γ1, γ2;w;N) = e
√
2piγ11(−∞,x1](λ)+
√
2piγ21(−∞,x2](λ)e−NV (λ)+w(λ). (5.1)
Let p0, p1, p2, . . . be normalized orthogonal polynomials with respect to the weight h on
the real line with positive leading coefficients κ0, κ1, κ2, . . ., characterized by the orthogonality
conditions ∫
R
pj(x)pk(x)h(x)dx = δj,k, j, k ∈ N ∪ {0}.
We define the Cauchy transform for z ∈ C \ R by
Chg(z) =
1
2pii
∫
R
g(x)h(x)
dx
x− z ,
and we let
Y (z) = YN (z;x1, x2; γ1, γ2;w) =
(
1
κN
pN (z)
1
κN
ChpN (z)
−2piiκN−1pN−1(z) −2piiκN−1ChpN−1(z)
)
. (5.2)
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This 2 × 2 matrix-valued function is analytic in C \ R and it is the unique solution to the
standard RH problem for orthogonal polynomials [37]. More precisely, Y satisfies the following
conditions.
RH problem for Y
(a) Y : C \ R→ C2×2 is analytic,
(b) Y has continuous boundary values Y±(x) when approaching x ∈ R \ {x1, x2} from above
(+) and below (−), and they are related by
Y+(x) = Y−(x)
(
1 h(x)
0 1
)
, x ∈ R \ {x1, x2},
(c) as z →∞, we have
Y (z) =
(
I +O(z−1)) zNσ3 , σ3 = (1 00 −1
)
,
uniformly for z ∈ C \ R,
(d) as z → xj for j = 1, 2, we have
Y (z) = O(log(z − xj)),
by which we mean that each entry of the matrix is of this order.
We note that since h(x) > 0 for x ∈ R, the orthogonal polynomials pj exist uniquely (under
the condition that κj > 0) for j = 0, 1, 2, . . . . It follows that the RH problem for Y has a
solution for N = 1, 2, . . . . We also note that the orthogonal polynomials pj and the above RH
problem also make sense if x1 = x2.
The reason for introducing Y is that on one hand we can express logarithmic derivatives
of the Hankel determinants DN in terms of Y ; on the other hand we can use the Deift/Zhou
steepest descent method to obtain large N asymptotics for Y in various double scaling regimes.
Our next result contains differential identities with respect to the position of the singular-
ities, which will be crucial for our asymptotic analysis as x2 − x1 → 0 and as x1 = x2 → ±1.
Similar differential identities were used for instance in [27, 15].
Proposition 5.1. Let γ1, γ2 ∈ R, and set w ≡ 0. For −1 < x1 < x2 < 1, we have
d
dy
logDN (x1, x2 = x1 + y; γ1, γ2; 0) = −e−NV (x2) 1− e
√
2piγ2
2pii
(
Y −1(x2)Y ′(x2)
)
2,1
, (5.3)
where Y (z) = YN (z;x1, x2; γ1, γ2; 0) is as in (5.2) and by the notation (Y
−1(x2)Y ′(x2))2,1, we
mean limz→x2(Y
−1(z)Y ′(z))2,1, where the limit is taken off of the jump contour, and does not
depend on the side of the contour we approach the point from. If x1 = x2 =: x ∈ (−1, 1), we
have
d
dx
logDN (x, x; γ1, γ2; 0) = −e−NV (x) 1− e
√
2piγ1+
√
2piγ2
2pii
(
Y −1(x)Y ′(x)
)
2,1
. (5.4)
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Proof. In this proof, we write DN (y) := DN (x1, x2 = x1 + y; γ1, γ2; 0). A well-known conse-
quence of Heine’s determinantal formula for orthogonal polynomials is that the Hankel deter-
minant is given as
DN (y) =
N−1∏
j=0
κ−2j ,
where as above, κj is the leading coefficient of pj . We note that both DN (y) and κj are positive
for each j. Moreover, they are smooth in y, since they are expressed, again via Heine’s formula,
in terms of sums and products of moments of the function h and using (5.1), one can check
that these moments are smooth in y. We can thus take the logarithmic y-derivative of the
above identity and then use the orthogonality conditions, which gives
∂y logDN (y) = −2
N−1∑
j=0
∂yκj
κj
= −
∫
R
∂y
N−1∑
j=0
pj(x)
2
h(x)dx.
Again, using the definition (5.1) of the weight function h, we get
∂y logDN (y) = −∂y
∫
R
N−1∑
j=0
pj(x)
2
h(x)dx− e−NV (x2) (1− e√2piγ2)
N−1∑
j=0
pj(x2)
2
 .
By orthonormality and the confluent form of the Christoffel-Darboux formula for orthogonal
polynomials (confluent meaning that we evaluate the kernel on the diagonal), this becomes
∂y logDN (y) = −e−NV (x2)
(
1− e
√
2piγ2
)N−1∑
j=0
pj(x2)
2

= −κN−1
κN
e−NV (x2)
(
1− e
√
2piγ2
) (
p′N (x2)pN−1(x2)− pN (x2)p′N−1(x2)
)
.
By (5.2), we get (5.3) after a straightforward calculation in which we make use of the fact that
detY ≡ 1.
To prove (5.4), it suffices to note that DN (x, x; γ1, γ2; 0) = DN (x1, x; 0, γ1 + γ2; 0) for any
x1 ∈ (−1, x) and to apply (5.3) to this case.
We now consider a deformation of w, namely for t ∈ [0, 1], we define
w(λ; t) = tw(λ), (5.5)
which interpolates between w(·; 0) = 0 and w(·; 1) = w. Note that w(λ; t) is bounded and
analytic in the region SN , uniformly in t ∈ [0, 1], provided that w(λ; 1) = w(λ) is.
Let us write, for t ∈ [0, 1], ht for the weight function defined as in (5.1) with w = w(·; t)
and similarly, let us write Y (z; t) for the matrix defined as in (5.2) with h = ht. This of course
satisfies for each t ∈ [0, 1] the corresponding RH problem. Again using Heine’s identity and
representing the orthogonal polynomials in terms of moments of ht, we see that both Y (z; t)
and logDN (x1, x2; γ1, γ2;w(·; t)) are smooth functions of t. Indeed, the point of introducing
the deformation w(·; t), is that we can express ∂t logDN in terms of Y (z; t) in a rather simple
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manner, which then allows calculating the asymptotics of DN from the asymptotics of Y (z; t).
The following result follows from a general differential identity proven in [15, Section 3.2], by
noting that ∂tht(λ) = w(λ)ht(λ).
Proposition 5.2. Let γ1, γ2 ∈ R, and let −1 < x1 ≤ x2 < 1. If w(λ; t) is given by (5.5), we
have for t ∈ (0, 1),
∂t logDN (x1, x2; γ1, γ2;w(·; t)) = 1
2pii
∫
R
[
Y −1(λ; t)Y ′(λ; t)
]
21
w(λ)ht(λ)dλ.
Before turning our attention to a detailed study of the different double scaling limits, we
perform two transformations of the RH problem for Y which are standard in RH analysis [23]
and which we will need in both of the relevant double scaling regimes.
5.2 The g-function and a first transformation of the RH problem
Our first transformation of the RH problem normalizes the behavior at infinity and transforms
the jump matrices in such a way that they become small except on [−1, 1].
Define the functions
g(z) =
∫
log(z − s)dµV (s), z ∈ C \ (−∞, 1], (5.6)
ξ(z) = g(z)− 1
2
V (z) +
1
2
`, z ∈ C \ (−∞, 1], (5.7)
where the principal value of the logarithm is taken, and where ` is given in terms of the Euler-
Lagrange variational conditions (1.7) for the equilibrium measure µV . These imply that there
exists a constant ` such that
g+(x) + g−(x)− V (x) + ` = 0, x ∈ [−1, 1], (5.8)
g+(x) + g−(x)− V (x) + ` < 0, x ∈ R \ [−1, 1], (5.9)
if V satisfies Assumptions 1.1. We then have the identities
g+(x)− g−(x) =
{
2pii
∫ 1
x
µV (dx), x ∈ (−1, 1),
2pii, x < −1, (5.10)
ξ±(x) =
g±(x)− g∓(x)
2
, x ∈ (−1, 1). (5.11)
It will be useful to note that by analytic continuation of (5.10) and (5.11)
ξ(z) = −pi
∫ z
1
ψV (w)(w
2 − 1)1/2dw, (5.12)
where the branch of the root is such that the cut is on [−1, 1] and the root is positive on (1,∞),
and ψV (w) is the analytic continuation of ψV to a neighbourhood of the real line which we
assume contains SN defined in (1.26) without loss of generality. Define now for z ∈ C \ R
T (z) = e
N`
2 σ3Y (z)e−Ng(z)σ3e−
N`
2 σ3 . (5.13)
Using the RH problem for Y , it is straightforward to check that T satisfies the following RH
problem.
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RH problem for T
(a) T : C \ R→ C2×2 is analytic,
(b) T satisfies the jump relations
T+(x) = T−(x)
(
1 e
√
2piγ1+
√
2piγ2ew(x;t)e2Nξ+(x)
0 1
)
, x < −1,
T+(x) = T−(x)
(
e−2Nξ+(x) e
√
2piγ1+
√
2piγ2ew(x;t)
0 e2Nξ+(x)
)
, −1 < x < x1,
T+(x) = T−(x)
(
e−2Nξ+(x) e
√
2piγ2ew(x;t)
0 e2Nξ+(x)
)
, x1 < x < x2,
T+(x) = T−(x)
(
e−2Nξ+(x) ew(x;t)
0 e2Nξ+(x)
)
, x2 < x < 1,
T+(x) = T−(x)
(
1 ew(x;t)e2Nξ(x)
0 1
)
, x > 1,
(c) as z →∞, we have
T (z) = I +O(z−1),
uniformly for z ∈ C \ R,
(d) as z → xj , j = 1, 2, we have
T (z) = O(log(z − xj)).
We note that the above RH problem makes sense also if x1 = x2. In that case, the jump
on (x1, x2) can be ignored, and T still blows up logarithmically near x1 = x2.
By (5.7) and (5.9) we have for any x ∈ R \ [−1, 1] that Re(ξ+(x)) < 0. Combining this
with the uniform boundedness of w(·, t) on R, it follows that the jump matrix for T is close
to the identity matrix on R \ [−1, 1] for large N . For x ∈ (−1, 1), the diagonal entries of the
jump matrix for T oscillate rapidly for N large. The standard remedy for this is to perform a
transformation known as the opening of lenses.
5.3 Opening of lenses
We use the factorization(
e−2Nξ+(x) e
√
2piγew(x;t)
0 e2Nξ+(x)
)
= J1(x; γ)J2(x; γ)J3(x; γ) :=
(
1 0
e−
√
2piγe−w(x;t)e−2Nξ−(x) 1
)
×
(
0 e
√
2piγew(x;t)
−e−
√
2piγe−w(x;t) 0
)(
1 0
e−
√
2piγe−w(x;t)e−2Nξ+(x) 1
)
valid for any γ ∈ R and for x ∈ (−1, 1) to split the jump contour into lens-shaped curves and
to transform the oscillatory jumps into exponentially decaying jumps. To that end, we extend
J1 analytically to the part of the region SN in the lower half plane (note that we know that V
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Figure 3: The sets SN (boundary drawn solid) and S ′N (boundary drawn dashed).
and hence ξ is also analytic in this neighbourhood for large enough N), and similarly for J3 in
the upper half plane:
J1(z; γ) =
(
1 0
e−
√
2piγe−w(z;t)e−2Nξ(z) 1
)
, z ∈ C− ∩ SN ,
J3(z; s) =
(
1 0
e−
√
2piγe−w(z;t)e−2Nξ(z) 1
)
, z ∈ C+ ∩ SN ,
and we define regions Ω, Ω which are both unions of several half-lens shaped regions as shown
in Figure 4 and in Figure 5. We will specify the precise shape of the lenses later on in each
of the asymptotic regimes we consider. For now, we simply point out that for w, t = 0 they
need to be contained in V (recall from Assumptions 1.1 that we defined this set to be a strip
in which V is analytic), while for w, t 6= 0 they need to be contained in a region S ′N which is
of a similar form as SN but slightly smaller and bounded, namely
S ′N =
({
z ∈ C : |<z| ≤ 1− 32δN , |=z| < 3N8
}
(5.14)⋃{
z ∈ C : 1− 32δN ≤ |<z| ≤ 1 + 32δN , |=z| < 32δN
})
.
See Figure 3 for an illustration of the sets SN and S ′N .
If x1 and x2 converge slowly to each other as in Section 8, we will choose a lens configuration
as in Figure 4; if x1 and x2 approach each other at a fast rate as in Section 7 or if they are
equal (and merging to ±1) as in Section 9, we will choose the configuration from Figure 5. We
note also that in the case where γ1 = γ2 = 0, there is no need to close the lenses at x1 and x2,
and then we could also work with a single lens connecting −1 with 1. This would simplify the
analysis and hence the proof of Theorem 1.8 for γ1 = γ2 = 0. Recall that the proof of Theorem
1.7 relies only on this special case.
The total lens is delimited by the curves ω1, ω1, ω2, ω2, and ω3, ω3, where ω2, ω2 can possibly
coincide with the interval (x1, x2). We orient all the curves from left to right, and say that the
top side of the contour is the +-side and the bottom side of it the −-side.
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1−1 x1 x2
Ω
Ω
ω1
ω1
Ω
Ω
ω2
ω2
Ω
Ω
ω3
ω3
Figure 4: A characterization of the jump contour (solid) contained in the set S ′N (dashed) in
the separated regime.
x2x1 1−1
Ω
Ω
ω1
ω1
Ω
Ω
ω2
ω2
Figure 5: A characterization of the jump contour (solid) contained in the set S ′N (dashed) in
the merging regime.
Define
S(z) =

T (z)J3(z; γ)
−1, z ∈ Ω,
T (z)J1(z; γ), z ∈ Ω,
T (z), elsewhere,
(5.15)
where the value of γ is taken equal to γ1 + γ2 for <z < x1, γ2 for x1 < <z < x2 and equal to
0 for <z > x2.
If the contour setting is as in Figure 4, the RH problem for S now becomes the following.
RH problem for S
(a) S : C \ (R ∪ ω1 ∪ ω1 ∪ ω2 ∪ ω2 ∪ ω3 ∪ ω3)→ C2×2 is analytic,
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(b) S satisfies the jump relations
S+(x) = S−(x)
(
1 e
√
2piγ1+
√
2piγ2ew(x;t)e2Nξ+(x)
0 1
)
, x < −1,
S+(z) = S−(z)J1 (z; γ) , z ∈ ωj , j = 1, 2, 3,
S+(x) = S−(x)J2 (x; γ) , −1 < x < 1,
S+(z) = S−(z)J3 (z; γ) , z ∈ ωj , j = 1, 2, 3,
S+(x) = S−(x)
(
1 ew(x;t)e2Nξ(x)
0 1
)
, x > 1,
where the value of γ is taken equal to γ1 + γ2 for <z < x1, γ2 for x1 < <z < x2 and
equal to 0 for <z > x2.
(c) as z →∞, we have
S(z) = I +O(z−1),
uniformly for z ∈ C \ R,
(d) as z → xj , j = 1, 2, we have
S(z) = O(log(z − xj)).
This is true both if xj is approached from inside the lens-shaped region and from outside.
Moreover, S is bounded near ±1.
If the lenses are chosen as in Figure 5, the RH problem is the same, except for the fact that
the jump conditions on ω2, (x1, x2), ω2 are replaced by the single jump relation
S+(x) = S−(x)
(
e−2Nξ+(x) e
√
2piγ2ew(x;t)
0 e2Nξ+(x)
)
, x ∈ (x1, x2). (5.16)
Like for the RH problem for T , the RH problem for S also makes sense if x1 = x2, in which
case we simply ignore the jump matrix on (x1, x2) and on the corresponding parts of the lenses.
We now prove a result that implies that the jump matrices of S are close to the identity
apart from on (−1, 1) and small neighborhoods of ±1 and x1, x2.
Lemma 5.3. Suppose that w(z) is analytic and uniformly bounded for z ∈ SN . There exists
a constant κ > 0 such that
<(w(z; t) + 2Nξ(z)) ≥ Nκ
for N sufficiently large and for all t ∈ [0, 1], for all z ∈ {ζ ∈ S ′N : |<(ζ)| < 1, |ζ ± 1| ≥
δN/2, |=ζ| ≥ 116N} with N and δN as in (1.26).
Moreover, for N sufficiently large, we have
<(w(z; t) + 2Nξ(z)) < −N1/4 log(|z|+ 1).
for |=z| < N , z /∈ R, with |z| ≥ 1 + δN/2, with δN as in (1.26).
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Proof. First of all, we recall that w(·; t) is uniformly bounded for z ∈ SN . It is thus sufficient
to prove the inequalities in the case where we set w(·; t) = 0. To do this, we note that for
x ∈ (−1, 1),
∂x =ξ(x+ iy)|y→0+ = −piσV (x) < 0,
where σV (x) = ψV (x)
√
1− x2, and that ξ has an analytic continuation from the upper half
plane to a full neighbourhood of x. Hence, we can apply the Cauchy-Riemann conditions
to conclude that ∂y <ξ(x+ iy)|y→0+ > 0. By uniform continuity, for any δ > 0, there exist
c, η > 0 such that ∂y<ξ(x+ iy) > c for any 0 < y < η and x ∈ (−1 + δ, 1− δ). This allows us
to conclude that there is a c > 0 such that for |<z| < 1− δ, 0 < =z < η,
<(ξ(z)) ≥ c |=z|
and a similar argument allows to conclude the same for −η < =z < 0. This yields the first
claim for |<z| < 1− δ for any fixed δ > 0.
For 1 − δ ≤ <z < 1 with δ > 0 sufficiently small, it follows from (5.10), (5.11), and
Assumptions 1.1 that ξ(z) can be written as ξ(z) = (z − 1)3/2f(z) where principal branches
are taken with f analytic in a neighborhood of 1 and f(1) = − 2
√
2piψV (1)
3 < 0, and then
arg ξ(z) =
3
2
arg(z − 1) + arg f(z), |ξ(z)| = |z − 1|3/2|f(z)| > N−1+
for z sufficiently close to 1 and for some  > 0, from which the claim follows easily assuming
pi/3 + ∆ < | arg(z − 1)| < pi −∆ for some fixed ∆ > 0.
If z = x+ iη, η > 0, 1− δ < x < 1, then by (5.12)
<ξ(z) = <
(
−pi
∫ x+iη
x
ψV (w)
√
w2 − 1dw
)
= piη
√
1− x2ψV (x)(1 +O(η) +O(η/(1− x)))
(5.17)
as η → 0, η/(1 − x) → 0. In particular, for z satisfying |z − 1| ≥ δN/2 and |=z| ≥ N/16, we
have for any fixed δ > 0 and for 0 < 1 − <(z) < δ the existence of a constant Cδ > 0 such
that N<ξ(z) ≥ CδNδ1/2N N . A similar statement can be made for η < 0 as η → 0. The case
−1 < <z < −1 + δ is similar and recalling the definition of δN and N above (1.26) concludes
the proof of the first claim.
For the second claim of the lemma, first recall from (5.9) that on R \ [−1, 1]
NRe(ξ(x)) =
N
2
(g+(x) + g−(x)− V (x)− `) < 0.
Moreover, combining the local behavior of ξ near 1 (that is ξ(z) = (z − 1)3/2f(z) with f
analytic in a neighborhood of 1 and f(1) < 0) and its behavior at infinity (namely from (1.10)
limx→∞
V (x)
log x =∞ while g±(x) = O(log x) as x→∞), one readily sees that for x ≥ 1 + δN/2,
(5.9) can be upgraded to
NRe(ξ(x)) < −N1/4 log(1 + x).
A similar argument works also for x < −1− δN/2.
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Using Assumptions 1.1 to generalize this bound to |z| ≥ 1 + δN2 satisfying |=z| < N and<z 6= 0 is a routine argument: for large |z|, the asymptotics are determined by V through
(1.10); for z close to 1, we see that | arg z| is small and the local behavior of ξ near 1 again
yields the claim (z close to −1 being similar); for intermediate values of |z|, the claim follows
from a simple argument utilizing the uniform continuity of V combined with the asymptotics
on R derived above.
We now turn to the next step in the RH analysis, namely the construction of explicit approx-
imations to S, called parametrices, in different regions of the complex plane. The parametrices
in small neighborhoods of the points −1, x1, x2, 1 will depend on the asymptotic regime and
will be constructed later. Away from those points, we construct a global parametrix, which
solves a RH problem which is obtained from the RH problem for S after ignoring exponentially
small jumps and small neighbourhoods of −1, x1, x2, 1. The fact that the parametrices are good
approximations to S will be shown at the end of the RH analysis in each of the different cases.
5.4 Global parametrix
For z not too close to −1, x1, x2, 1 and N large, we expect that S will be well approximated
by the solution P∞ to the following RH problem.
RH problem for P∞
(a) P∞ : C \ [−1, 1]→ C2×2 is analytic,
(b) P∞ satisfies the jump relations
P∞+ (x) = P
∞
− (x)J2(x; γ1 + γ2), −1 < x < x1,
P∞+ (x) = P
∞
− (x)J2(x; γ2), x1 < x < x2,
P∞+ (x) = P
∞
− (x)J2(x; 0), x2 < x < 1,
(c) as z →∞, we have
P∞(z) = I +O(z−1),
(d) as z → xj for j ∈ {1, 2},
P∞(z) = O(log(z − xj)),
(e) as z → ±1, we have
P∞(z) = O(|z ∓ 1|−1/4).
It may appear strange at first sight that we allow P∞ to be unbounded near ±1, since S
is bounded near those points. However, the RH problem for P∞ would not be solvable if we
imposed boundedness near ±1.
The unique solution to this problem was constructed in [15, Section 4.4]. While there are
minor differences in our notation, it is a straightforward exercise to check that in our setting,
the solution takes the form
P∞(z) = Dσ3∞Q(z)D(z)
−σ3 , (5.18)
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where Q is given by
Q(z) =
(
1
2 (a(z) + a(z)
−1) − 12i (a(z)− a(z)−1)
1
2i (a(z)− a(z)−1) 12 (a(z) + a(z)−1)
)
, a(z) =
(
z + 1
z − 1
)1/4
, (5.19)
with a(z) analytic off [−1, 1] and tending to 1 as z →∞, and with D∞ and D(z) given by
D(z) = Dw(z)Dγ(z) (5.20)
Dw(z) = exp
(√
z2 − 1
2pi
∫ 1
−1
w(x; t)√
1− x2
dx
z − x
)
, (5.21)
Dγ(z) = exp
√z2 − 1√
2
2∑
j=1
γj
∫ xj
−1
1√
1− x2
dx
z − x
 (5.22)
D∞ = lim
z→∞D(z).
The branch of
√
z2 − 1 analytic off [−1, 1] and behaving like z at infinity is chosen. We can
also write Dγ as
Dγ(z) =
2∏
j=1
e
γjpi√
2
zxj − 1 + e−pii2
√
(z2 − 1)(1− x2j )
z − xj

γj√
2i
, (5.23)
see e.g. [15, Section 4.4]. Here,
√
(z2 − 1)(1− x2j ) is analytic off [−1, 1] and positive for z > 1,
and the power (.)
γj√
2i is interpreted as |.|
γj√
2i e
γj√
2
arg(.)
, with the argument in (−pi, pi).
Later on, we will need the following technical estimate.
Lemma 5.4. Let w : [−1, 1]→ R be a bounded and integrable function, and denote
‖w‖ = sup
x∈[−1,1]
|w(x)|.
Then, there exists a universal constant M such that∣∣∣∣∣<
(√
z2 − 1
2pi
∫ 1
−1
w(λ)
z − λ
dλ√
1− λ2
)∣∣∣∣∣ ≤M‖w‖
for all z ∈ C \ [−1, 1], where √z2 − 1 is chosen analytic for z ∈ C \ [−1, 1] and positive for
z > 1.
Proof. The proof is divided into two steps. First, we establish the bound in the region |<z|+
|=z| ≥ 1. Then, we obtain it in the region |<z|+ |=z| ≤ 1.
Step 1. We first assume that |<(z)|+ |=(z)| > 1. Then if z is bounded away from {−1, 1},
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the bound is clear. Now assume that |z − 1| = δ < 1/3. Then,∣∣∣∣∣
√
z2 − 1
2pi
∫ 1
−1
w(t)
z − t
dt√
1− t2
∣∣∣∣∣ ≤
√
3δ‖w‖
2pi
(∫ 0
−1
+
∫ 1−2δ
0
+
∫ 1
1−2δ
)
dt
|z − t|√1− t2
≤
√
3δ‖w‖
2pi
(
3 +
∫ 1−2δ
0
dt
(1− t− δ)3/2 +
2
δ
∫ 1
1−2δ
dt√
1− t
)
< c1‖w‖,
(5.24)
for some universal constant c1 > 0. A similar argument can be made for |z + 1| < 1/3, and
the result follows for |<(z)|+ |=(z)| > 1
Step 2. Let z = x+ iη with 0 < η < 1 and x ∈ [−1 + η, 1− η], so that |<(z)|+ |=(z)| < 1.
If η is bounded away from 0, the result is clear, and we take the limit η → 0. Then, since
|z − t| ≥ η for all t ∈ [−1, 1] and w is uniformly bounded, one has
√
z2 − 1
∫
[−1,1]
w(t)
z − t
dt√
1− t2 = i
√
1− x2(1 +O( η
1− x2
))∫
[−1,1]
w(t)
z − t
dt√
1− t2
= i
√
1− x2
∫
[−1,1]
w(t)
z − t
dt√
1− t2 +O
(
η‖w‖√
1− x2
∫
[−1,1]
dt
|z − t|√1− t2
)
, (5.25)
as η → 0. We now prove that the second term is actually O(‖w‖). We can restrict ourselves
to the case where x ≥ 0 by symmetry. Then,
η‖w‖√
1− x2
∫
[−1,1]
dt
|z − t|√1− t2 ≤
2η‖w‖√
1− x
∫ 1
0
dt√
(x− t)2 + η2√1− t
≤ 2 η
1− x‖w‖
∫ (1−x)−1
0
du
√
u
√
(u− 1)2 +
(
η
1−x
)2
≤ 2
(
η
1− x
)3/4
‖w‖
∫ ∞
0
du√
u|u− 1|3/4 ≤ c1‖w‖,
for some universal constant c1, where we applied the substitution 1− t = (1−x)u in the second
line, and the inequalities (u − 1)2 +
(
η
1−x
)2
≥ (u − 1)2 and (u − 1)2 +
(
η
1−x
)2
≥
(
η
1−x
)2
in
the last line.
For the first term in (5.25), since w is real,
<
{
i
√
1− x2
∫
[−1,1]
w(t)
z − t
dt√
1− t2
}
= η
√
1− x2
∫
[−1,1]
w(t)
|z − t|2
dt√
1− t2 . (5.26)
Without loss of generality we assume again that x > 0, and we split the region of integration
into two regions
(−1, x+12 ) and (x+12 , 1), which we consider separately. In the first region we
have ∣∣∣∣∣
∫ x+1
2
−1
w(t)
|z − t|2
dt√
1− t2
∣∣∣∣∣ ≤ 2pi‖w‖+ 2‖w‖√1− x
∫ x+1
2
−1/2
dt
(t− x)2 + η2 (5.27)
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Taking the change of variables t = uη + x, it follows that∫ x+1
2
−1/2
dt
(t− x)2 + η2 ≤
1
η
∫ ∞
−∞
du
u2 + 1
, (5.28)
and thus ∣∣∣∣∣
∫ x+1
2
−1
w(t)
|z − t|2
dt√
1− t2
∣∣∣∣∣ ≤ c2‖w‖η√1− x, (5.29)
for some universal constant c2. In the second region we have∣∣∣∣∣
∫ 1
x+1
2
w(t)
|z − t|2
dt√
1− t2
∣∣∣∣∣ ≤ 4‖w‖(1− x)2
∫ 1
x+1
2
dt√
1− t ≤
8‖w‖
(1− x)3/2 . (5.30)
Then our result follows upon substituting (5.29)-(5.30) into (5.26) and (5.25), since η < 1 −
x.
6 Model RH problems
In this section, we study properties of two model RH problems that we will need later on.
6.1 The Painleve´ V model RH problem
We consider a RH problem which was studied in detail in [21, Section 3.1], and which we will
need to build a local parametrix when two singularities approach each other. The general
version of the problem depends on 5 complex parameters α1, α2, β1, β2, s, but for our purposes
only the special case where α1 = α2 = 0 and β1, β2 purely imaginary such that −
√
2iβ1 = γ1,
−√2iβ2 = γ2, s ∈ −iR+ := (−i∞, 0) will be relevant. We will often find it convenient to
suppress the dependence of Ψ on s. We will always suppress the dependence on γ1 and γ2. In
this special case, the RH problem from [21] reads as follows.
RH problem for Ψ
(a) Ψ = Ψ(·; s) : C \ Γ→ C2×2 is analytic, where
Γ = ∪7k=1Γk, Γ1 = i+ e
ipi
4 R+, Γ2 = i+ e
3ipi
4 R+,
Γ3 = −i+ e 5ipi4 R+, Γ4 = −i+ e 7ipi4 R+, Γ5 = −i+ R+,
Γ6 = i+ R+, Γ7 = [−i, i],
with the orientation chosen as in Figure 6,
(b) Ψ satisfies the jump conditions
Ψ+(ζ) = Ψ−(ζ)Jk, ζ ∈ Γk, (6.1)
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√
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√
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√
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√
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√
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Figure 6: The jump contour and jump matrices for Ψ.
where
J1 =
(
1 e
√
2piγ1
0 1
)
, J2 =
(
1 0
−e−
√
2piγ1 1
)
, (6.2)
J3 =
(
1 0
−e
√
2piγ2 1
)
, J4 =
(
1 e−
√
2piγ2
0 1
)
, (6.3)
J5 = e
−√2piγ2σ3 , J6 = e−
√
2piγ1σ3 , (6.4)
J7 =
(
0 1
−1 1
)
, (6.5)
(c) there exist matrices Ψ1 = Ψ1(s),Ψ2 = Ψ2(s) independent of ζ such that we have in all
regions:
Ψ(ζ) =
(
I +
Ψ1
ζ
+
Ψ2
ζ2
+O(ζ−3)
)
Ψ∞(ζ)e−
is
4 ζσ3 as ζ →∞, (6.6)
where
Ψ∞(ζ) = Ψ∞(ζ; s) =
(
is
2
) γ1+γ2√
2i
σ3
(ζ − i)
γ1√
2i
σ3(ζ + i)
γ2√
2i
σ3 (6.7)
with the branches corresponding to arguments between 0 and 2pi (i.e. zcσ3 = |z|cσ3eic arg zσ3
with arg z ∈ (0, 2pi)),
(d) as ζ → x ∈ {−i, i}, we have
Ψ(ζ; s) = O(log(ζ − x)).
71
It was proven in [21] that the RH problem for Ψ has a unique solution for each γ1, γ2 ∈ R
and s ∈ −iR+.
It will turn out to be useful for us to consider a modification of this function and a corre-
sponding modification of the RH problem. The modified function is given by
Ψ̂(λ; s) =

e
−3√2piγ2−3
√
2piγ1
4 σ3e−
s
4σ3Ψ(−2iλ+ i; s)e−
√
2piγ2
2 σ3 , =λ < 0,
e
−3√2piγ2−3
√
2piγ1
4 σ3e−
s
4σ3Ψ(−2iλ+ i; s)σ3σ1e−
√
2piγ2
2 σ3 , =λ > 0, 0 < <λ < 1,
e
−3√2piγ2−3
√
2piγ1
4 σ3e−
s
4σ3Ψ(−2iλ+ i; s)σ3σ1e−
√
2piγ1σ3e−
√
2piγ2
2 σ3 , =λ > 0,<λ < 0,
e
−3√2piγ2−3
√
2piγ1
4 σ3e−
s
4σ3Ψ(−2iλ+ i; s)σ3σ1e
√
2piγ2
2 σ3 , =λ > 0,<λ > 1,
(6.8)
where σ1 =
(
0 1
1 0
)
and σ3 =
(
1 0
0 −1
)
are the standard Pauli matrices. To describe its RH
problem, let us denote Γ̂ = ∪7j=1Γ̂j , where
Γ̂1 = e
i3pi
4 R+, Γ̂2 = e−
3ipi
4 R+, Γ̂3 = 1 + e
−ipi
4 R+,
Γ̂4 = 1 + e
ipi
4 R+, Γ̂5 = [0, 1], Γ̂6 = (−∞, 0],
Γ̂7 = [1,+∞),
and where we choose the orientation as in Figure 7. We claim that the RH problem for Ψ̂ then
becomes the following.
RH problem for Ψ̂
(a) Ψ̂ : C \ Γ̂→ C2×2 is analytic,
(b) Ψ̂ satisfies the jump conditions
Ψ̂+(λ) = Ψ̂−(λ)Ĵk, λ ∈ Γ̂k, (6.9)
where
Ĵ1 =
(
1 0
e−
√
2pi(γ1+γ2) 1
)
, Ĵ2 =
(
1 0
e−
√
2pi(γ1+γ2) 1
)
,
Ĵ3 =
(
1 0
1 1
)
, Ĵ4 =
(
1 0
1 1
)
,
Ĵ5 =
(
1 e
√
2piγ2
0 1
)
, Ĵ6 =
(
0 e
√
2piγ1+
√
2piγ2
−e−
√
2piγ1−
√
2piγ2 0
)
,
Ĵ7 =
(
0 1
−1 0
)
,
(c)
Ψ̂(λ) =
(
I +
Ψ̂1
λ
+
Ψ̂2
λ2
+O(λ−3)
)
Ψ̂∞(λ)e±
s
2λσ3 as λ→∞ and ±Imλ > 0,
(6.10)
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Figure 7: The jump contour for Ψ̂.
where
Ψ̂∞(λ) = Ψ̂∞(λ; s) =
{
e−
√
2piγ2σ3 |s|
γ1+γ2√
2i
σ3λ
γ1√
2i
σ3(1− λ)
γ2√
2i
σ3 , =λ < 0,
|s|
γ1+γ2√
2i
σ3λ
γ1√
2i
σ3(1− λ)
γ2√
2i
σ3σ3σ1, =λ > 0,
(6.11)
with principal branches corresponding to arguments of λ and 1 − λ between −pi and pi,
for some matrices Ψ̂1, Ψ̂2.
(d) As λ→ x ∈ {0, 1}, we have
Ψ̂(λ; s) = O(log(λ− x)).
Lemma 6.1. Ψ̂ defined in (6.8) satisfies the above RH problem.
Proof. Since Ψ(ζ) is analytic on C \ Γ, it follows that Ψ(−2iλ + i; s) is analytic for λ in
C \
(
Γ̂1 ∪ Γ̂2 ∪ Γ̂3 ∪ Γ̂4 ∪ [0, 1] ∪ [0,+i∞) ∪ [1, 1 + i∞)
)
. By the definition (6.8) of Ψ̂, it then
follows directly that Ψ̂ is analytic on C \
(
Γ̂1 ∪ Γ̂2 ∪ Γ̂3 ∪ Γ̂4 ∪ R ∪ [0,+i∞) ∪ [1, 1 + i∞)
)
.
First of all, using (6.8) and the jump matrices J5 and J6 in (6.4), we verify directly that
Ψ̂+(λ) = Ψ̂−(λ) for λ ∈ (0,+i∞) and for λ ∈ (1, 1 + i∞), hence we can conclude that Ψ̂
has an analytic continuation across those half-lines. Next, we can compute the jump matrix
Ĵj := Ψ̂
−1
− (λ)Ψ̂+(λ) on Γ̂j for j = 1, . . . , 5 by substituting (6.8) and by using the fact that
Ψ−1− (−2iλ + i)Ψ+(−2iλ+ i) = Jj . Finally, again using (6.8), we compute the jump matrices
Ĵ6 and Ĵ7 on R \ [0, 1]. This shows that conditions (a)–(b) of the RH problem are satisfied.
The asymptotic behaviour of Ψ̂ as λ → ∞ is inherited from (6.6) with ζ = −2iλ + i. We
recall that the arguments of ζ ± i in (6.7) are chosen between 0 and 2pi, whereas those of λ
and 1− λ in (6.11) are chosen between −pi and pi. This implies that, for is > 0,
Ψ∞(−2iλ+ i) = e 3
√
2piγ1+
√
2piγ2
4 σ3 |s|
γ1+γ2√
2i
σ3λ
γ1√
2i
σ3(1−λ)
γ2√
2i
σ3 ×

1, =λ < 0,
1, =λ > 0, 0 < <λ < 1,
e−
√
2piγ1σ3 , =λ > 0,<λ < 0,
e−
√
2piγ2σ3 , =λ > 0,<λ > 1.
73
Substituting this together with (6.6) in (6.8), we obtain (6.10)–(6.11) after a straightforward
calculation, and condition (c) of the RH problem is verified.
Finally, condition (d) is checked directly using the corresponding condition of the RH
problem for Ψ and the definition (6.8) of Ψ̂.
A basic fact about the functions Ψ we will need in our asymptotic analysis is the following.
Lemma 6.2. For j = 1, 2, the limit lim→0+ Ψj,1(−i− ; s) exists for all s ∈ −iR+, and it is
bounded uniformly in s ∈ −iR+.
Proof. We begin by recalling from [21, (3.17)] that we can write for  > 0 and s ∈ −iR+
Ψ(−i− ; s) = F (−i− ; s)
(
1 1−e
−√2piγ2
2pii log(−)
0 1
)
, (6.12)
where for each s ∈ −iR+, ζ 7→ F (ζ; s) is analytic in a neighborhood of −i. From this, we see
that the relevant limit exists and we have for j = 1, 2
lim
→0+
Ψj,1(−i− ; s) = Fj,1(−i; s).
It is a general fact11 about RH-problems related to Painleve´ equations (as is in the case at
hand – see [21]) that quantities such as Fj,1(−i; s) are meromorphic functions of s ∈ C, with
possible singularities for values of s for which there is no solution to the RH problem of Ψ(·, s).
Since the RH problem for Ψ is solvable for all s ∈ −iR+, it follows that Fj,1(−i; s) is
a smooth function for s ∈ −iR+. In particular, if K ⊂ −iR+ is any compact set, then
sups∈K |Fj,1(−i; s)| < ∞. It thus remains to prove the claim for small |s| and large |s|. For
this, we need more precise information about Ψ proven in [21, Sections 4-6]. In what follows
below, one should keep in mind that we consider the parameters β1, β2 in [21] to be purely
imaginary and that |||β||| = 0, with the notation of |||β||| as in [21].
Let us begin with the situation where s→ −i∞ – this is mainly covered in [21, Section 5].
Using [21, (5.1), (5,13), and (5.17)] (along with the discussion leading to these equations), we
see that we can write for  > 0 and large enough |s|, (namely |s| > C for some fixed C)
Ψ(−i− ; s) = R˜(−i− ; s)E2(−i− ; s)M̂
(
−|s|
2

)
,
where by [21, (5.18) and (5.25)] R˜(−i − ; s) = I + O(|s|−1) (where the implied constant is
uniform in  > 0 small enough) by [21, (5.14)], E2(−i−; s) = O(1) (where the implied constant
is uniform in  > 0 small enough and s ∈ −iR+ with |s| > C) and by [21, (4.12) and (5.12)]
M̂
(
−|s|
2

)
= L˜
(
−|s|
2

)(
1 m(− |s|2 )
0 1
)
e
√
2piγ2
4 σ3 ,
11While well known to experts, a proof of such a statement unfortunately does not exist in the literature
currently. For a proof of a similar result for a slightly different RH problem, see e.g. [38, Appendix A]. For
the convenience of a concerned reader, we briefly illustrate the main ideas behind a proof of such a statement.
The first step is to transform the RH problem to one whose solution is normalized to be the identity matrix at
infinity and whose only s-dependence is in the jump matrices (and this dependence is smooth). The solution to
the transformed RH problem can then be expressed in terms of the resolvent of the Cauchy operator associated
to the s-dependent jump matrix. From this, one can finally prove that the solution depends smoothly on s.
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where L˜ is a 2×2 matrix-valued function which is analytic in a neighborhood of zero and does
not depend on s. The function m is given in [21, (4.13)], but we don’t need to know anything
about it. Combining these remarks, we see that for large enough |s|, j = 1, 2,
lim
→0+
Ψj,1(−i− ; s) =
(
R˜(−i; s)E2(−i; s)L˜ (0)
)
j,1
e
√
2piγ2
4 σ3 ,
which is uniformly bounded for s ∈ −iR+ large enough (“large enough” depending only on
γ1, γ2). This verifies the claim for large s.
It remains to check the claim for small s. For this, we make use of results of [21, Section 6].
Using [21, (6.2),(6.23),(6.26), and (6.28)], we can write for  > 0 and s ∈ −iR+ small enough
Ψ(−i−; s) = e s4σ3e−
√
2piγ2−
√
2piγ1
4 σ3H
(
s− |s|
2
; s
)
L˜
(
s− |s|
2
)(
1 m̂(; s)
0 1
)
e−
√
2piγ1−
√
2piγ2
4 σ3 ,
(6.13)
where again L˜ is a 2 × 2 matrix-valued function which is analytic in a neighborhood of zero
and independent of s, and while m̂ is explicit, we have no need for details about it. Arguing
as in the discussion leading to [21, (6.29)], but now using [21, (6.27)], we have H(s− |s|2 ; s) =
I +O(|s log |s||), where the implied constant is independent of . We conclude that for  > 0,
s ∈ −iR+ small enough and j = 1, 2
Ψj,1(−i− ; s) = O(1)
where the implied constant and “small enough” depends only on γ1, γ2. This concludes the
proof.
Let us now recall the connection between the RH problem for Ψ and the Painleve´ V equa-
tion. Consider the equation [41, Formula (2.8)]
s2σ′′(s)2 =
(
σ(s)− sσ′(s) + 2σ′(s)2)2−4(σ′(s)−θ1)(σ′(s)−θ2)(σ′(s)−θ3)(σ′(s)−θ4), (6.14)
where the parameters θ1, θ2, θ3, θ4 are given by
θ1 = θ2 = −θ3 = −θ4 = −γ1 + γ2
2
√
2i
. (6.15)
It was shown in [21] that there exists a solution σ which is real analytic for s ∈ −i(0,+∞) and
has the asymptotic behavior
σ(s) = −γ1 − γ2
2
√
2
|s|+ (γ1 − γ2)
2
4
+O(|s|−1), s→ −i∞, (6.16)
σ(s) =
(γ1 + γ2)
2
4
+O(|s ln |s||), s→ −i0+, (6.17)
and which can be constructed in terms of the RH solution Ψ. We summarize this result in the
following proposition.
Proposition 6.3. For s ∈ −iR+, we have the identity
lim
→0+
(
Ψ−1(−i− ; s)Ψ′(−i− ; s))
2,1
= − pie
√
2piγ2
e
√
2piγ2 − 1
(
σ(s)− γ1 + γ2
2
√
2i
s− (γ1 + γ2)
2
4
)
.
(6.18)
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where σ is a smooth solution to the σ-form of the Painleve´ V equation (6.14) which has the
asymptotic behavior (6.16)–(6.17), and where Ψ′(ζ; s) denotes the derivative with respect to ζ.
Proof. It was shown in [21, Formula (3.17)] that Ψ can be written in the following form for ζ
close to −i and in sector III shown in Figure 6:
Ψ(ζ; s) = F (ζ; s)
(
1 1−e
−√2piγ2
2pii log(ζ + i)
0 1
)
, (6.19)
where F is an analytic function near −i. We will prove (6.18) by proving first some identities
for F .
We use (6.19) to expand A(ζ; s) := Ψζ(ζ; s)Ψ
−1(ζ; s) as ζ → −i and obtain
A(ζ; s) =
1− e−
√
2piγ2
2pii(ζ + i)
F (ζ; s)
(
0 1
0 0
)
F (ζ; s)−1 +O(1).
Moreover, it was shown in [21, Formula (3.21)] that A takes the form
A(ζ; s) = − is
4
σ3 +
A1(s)
ζ − i +
A2(s)
ζ + i
for matrices A1(s) and A2(s) independent of ζ. Moreover, by [21, Formulas (3.32), (3.45),
(3.50), and Theorem 1.1] (A2(s))1,1 is given by (recall that the connection between our notation
and that of [21] is γj = −
√
2iβj)
(A2(s))1,1 = −σs +
γ1 + γ2
2
√
2i
,
where σ is a certain smooth function satisfying the hypotheses of our proposition and σs
denotes its derivative. It follows that(
F (−i; s)
(
0 1
0 0
)
F (−i; s)−1
)
1,1
=
2pii
1− e−
√
2piγ2
(
−σs + γ1 + γ2
2
√
2i
)
. (6.20)
To prove another identity for F , we recall from [21, Formulas (3.20), (3.22), and (3.33)]
that B(ζ; s) := [ ddsΨ(ζ; s)]Ψ(ζ; s)
−1 takes the form
B(ζ; s) = − iζ
4
σ3 + B˜(s),
where B˜(s) denotes a matrix independent of ζ. Consequently, using (6.19),
d
ds
F (ζ; s) =
(
− iζ
4
σ3 + B˜(s)
)
F (ζ; s).
Expanding F for ζ near −i as
F (ζ; s) = F0(s)
(
I + F1(s)(ζ + i) +O((ζ + i)2)
)
,
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we obtain the identities
d
ds
F0 = B(−i; s)F0, d
ds
F1 = − i
4
F−10 σ3F0.
It follows that
d
ds
lim
→0+
(
Ψ−1(−i− ; s)Ψ′(−i− ; s))
2,1
=
d
ds
F1,21(s) = − i
4
(
F0(s)
−1σ3F0(s)
)
2,1
.
Now the right hand side can be expressed by (6.20) as
− i
4
(
F (−i; s)−1σ3F (−i; s)
)
2,1
= − i
2
(
F (−i; s)
(
0 1
0 0
)
F (−i; s)−1
)
1,1
=
pi
1− e−
√
2piγ2
(
−σ′(s) + γ1 + γ2
2
√
2i
)
.
Integrating the identity
d
ds
lim
→0+
(
Ψ−1(−i− ; s)Ψ′(−i− ; s))
2,1
=
pi
1− e−
√
2piγ2
(
−σ′(s) + γ1 + γ2
2
√
2i
)
in s proves (6.18) up to the value of the integration constant. To calculate the value of this
integration constant, we see from (6.17) that it is sufficient to verify that
lim
→0+
(
Ψ−1(−i− ; s)Ψ′(−i− ; s))
2,1
→ 0
as s→ 0 along −iR+. To do this, we recall (6.13), from which we find for small enough  and
s (“small enough” depending only on γ1, γ2)
(
Ψ−1(−i− ; s)Ψ′(−i− ; s))
2,1
=
|s|
2
e−
√
2pi
γ1−γ2
2
[
L˜
(
s− |s|
2
)−1
H
(
s− |s|
2
; s
)−1
H ′
(
s− |s|
2
; s
)
L˜
(
s− |s|
2
)]
2,1
+
|s|
2
e
√
2pi
γ1−γ2
2
[
L˜
(
s− |s|
2
)−1
L˜′
(
s− |s|
2
)]
2,1
.
Let us recall from our discussion surrounding (6.13) that it followed from [21, Section 6]
that H(s− 2 |s|; s) = I +O(s log |s|). In fact, it follows from [21, Section 6] (see in particular
[21, (6.27) – (6.30)]) that λ 7→ H(λ; s) is analytic in a small enough but fixed neighborhood of
zero and uniformly in λ in this neighborhood, one has H(λ; s) = I + O(s log |s|). Thus from
Cauchy’s integral formula (for derivatives), one finds that H ′(λ; s) = O(s log |s|) uniformly in
a small enough fixed neighborhood of 0. In particular, we have for small enough s, H ′(s −

2 |s|; s) = O(s log |s|). Moreover, the implied constants in the estimates for H(s− 2 |s|; s) and
H ′(s− 2 |s|; s) are uniform in  > 0 small enough. Also as λ 7→ L˜(λ) is independent of s, analytic
at zero, and has determinant one, we see that L˜(s − |s|2 ), L˜(s − |s|2 )−1, L˜′(s − |s|2 ) = O(1),
with the implied constant uniform in  > 0 and |s| small enough, so we conclude that(
Ψ−1(−i− ; s)Ψ′(−i− ; s))
2,1
= O(|s|)
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Figure 8: The jump contour ΣΦ
where the implied constant is uniform in  > 0 small enough (again with “small enough”
depending only on γ1, γ2). We conclude that lim→0+
(
Ψ−1(−i− ; s)Ψ′(−i− ; s))
2,1
→ 0 as
s→ 0 along −iR+, which concludes the proof.
6.2 A model RH problem for the local parametrix near 1
We now study another model RH problem, which we will need to construct a local parametrix
in the case where a FH singularity is close to the edges of the support ±1. This RH problem
did not appear in the literature in this form to the best of our knowledge, however it is closely
related to model RH problems that appeared in [18, 86].
RH Problem for Φ
(a) Φ = Φ(·;u) is analytic on C \ (R ∪ ΣΦ,1 ∪ ΣΦ,2). The contours ΣΦ,1 and ΣΦ,2 are as in
Figure 8: they consist of straight lines near 0, and near −1 they will be specified below.
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(b) On R ∪ ΣΦ,1 ∪ ΣΦ,2 \ {−1, 0}, Φ has the following jumps:
Φ+(λ) = Φ−(λ)
(
1 0
e−
√
2piγe
4
3 (λu)
3/2
1
)
for λ ∈ ΣΦ,1,
Φ+(λ) = Φ−(λ)
(
1 0
e
4
3 (λu)
3/2
1
)
for λ ∈ ΣΦ,2,
Φ+(λ) = Φ−(λ)
(
0 e
√
2piγ
−e−
√
2piγ 0
)
for λ ∈ (−∞,−1),
Φ+(λ) = Φ−(λ)
(
0 1
−1 0
)
for λ ∈ (−1, 0),
Φ+(λ) = Φ−(λ)
(
1 e−
4
3 (λu)
3/2
0 1
)
for λ ∈ (0,∞),
(6.21)
where principal branches are chosen, and where u > 0 and γ ∈ R are parameters.
(c) As λ→∞,
Φ(λ) = (I +O(λ−1/2))
(
1 0
i
√
2γ 1
)
λ−
1
4σ3Ae−
√
2pi γ2 σ3 , (6.22)
where principal branches are chosen, and A = 1√
2
(
1 i
i 1
)
.
(d) As λ→ 0, Φ(λ) remains bounded and as λ→ −1, Φ(λ) = O(log(λ+ 1)).
Unlike for the first model RH problem, we do not need precise knowledge of the solution
here. We only need the existence of a solution Φ = Φ(λ;u) for large enough u, and explicit
asymptotics for Φ as u→ +∞.
Note that as long as the angles between the jump contour and (−∞, 0) are strictly less
than pi/2 and strictly greater than zero, then as u→∞, the jumps of Φ tend uniformly to the
identity except on (−∞, 0) and in fixed neighbourhoods of −1 and 0. More precisely, for any
δ > 0, we have for λ ∈ ΣΦ,1 ∪ ΣΦ,2 ∪ (δ,∞) such that |λ+1| > δ, |λ| > δ,
Φ+(λ) = Φ−(λ)
(
I +O
(
e−u
3/2(|λ|3/2+1)
))
, u→ +∞, (6.23)
for some  > 0. Note that it follows from (6.21) that  and the constant implied by the error
term can be chosen independent of γ ∈ [−Γ,Γ].
Away from −1 and 0, it will turn out that Φ for large u is well approximated by the function
M(λ) = λ−
1
4σ3A
(
1 + e−pii/2
√
λ√
λ+ 1
)−i√2γσ3
, (6.24)
where the matrix A is as (6.22) and with principal branches of the root functions. Then it is
straightforward to verify that
(
1+e−pii/2
√
λ√
λ+1
)−i√2γσ3
is analytic on C \ (−∞, 0], and that
(
1 + e−pii/2
√
λ√
λ+ 1
)−i√2γσ3
+
(
1 + e−pii/2
√
λ√
λ+ 1
)−i√2γσ3
−
=
{
e−
√
2piγσ3 , on (−∞,−1),
I, on (−1, 0).
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From this, one easily obtains that M is analytic on C \ (−∞, 0], and that M satisfies the same
jump conditions as Φ on (−∞,−1) and on (−1, 0). Moreover, a routine calculation shows that
we have
lim
λ→∞
Φ(λ)M(λ)−1 = I. (6.25)
Let ΦAi be the solution to the Airy model RH problem as defined in Appendix B. In a
neighbourhood U0 of 0 (not intersecting (−∞,−1]), we define the local parametrix as
P0(λ) = Ê0(λ)ΦAi(uλ)e
2
3 (λu)
3/2σ3 , Ê0(λ) = M(λ)A
−1(λu)
1
4σ3 ,
where principal branches are chosen. It is straightforward to verify that Ê0 is analytic in U0.
Defined in this way, it follows from the RH conditions for ΦAi (see in particular (B.1) – (B.3))
that P0 has the same jumps on U0 ∩ (ΣΦ2 ∪ (−1,+∞)) as Φ, and (from (B.4)) that we have
the matching condition
P0(λ)M(λ)
−1 = I +O(u−3/2), λ ∈ ∂U0 (6.26)
as u → ∞, uniformly in λ and in γ ∈ [−Γ,Γ]. Moreover, one checks readily (from the
boundedness of ΦAi at the origin – see property (d) in Appendix B) that P0 is bounded at the
origin.
Next, we let U−1 be a fixed open disk containing −1 and not intersecting U0. Let
hu(λ) =
4
3
e−pii/2
(
(λu)3/2 − e 3pii2 u3/2
)
,
with λ3/2 positive as λ → +∞, and with a branch cut for arg λ = −pi/2. Then hu(−1) = 0,
hu(λ) > 0 for λ ∈ (−1, 0), and hu is a conformal map in U−1. As λ→ −1,
hu(λ) = 2u
3/2(λ+ 1)− u
3/2
2
(λ+ 1)2 +O((λ+ 1)3). (6.27)
We can now specify our choice of contours ΣΦ,1 and ΣΦ,2 by requiring that hu maps (ΣΦ,1 ∪ ΣΦ,2)∩
U−1 on the lines e±
pii
4 R. To construct the local parametrix in U−1, we need another model
RH problem, constructed in terms of confluent hypergeometric functions, similarly to [25, 53,
15, 42], and with jumps on R ∪ e±pii4 R. The relevant properties of this model RH problem are
recalled in Appendix C and we write ΦHG for its solution.
We define the local parametrix P−1 by
P−1(λ) = Ê−1(λ)ΦHG
(
hu(λ);β =
γ√
2i
)
e
2
3 (λu)
3/2σ3e−
√
2pi γ4 σ3 , (6.28)
where principal branches are chosen, and Ê−1 is analytic on U−1, and is given by
Ê−1(λ) = M(λ)×

I, =λ > 0,(
0 1
−1 0
)
, =λ < 0, × hu(λ)
γ√
2i
σ3e
2
3 iu
3/2σ3 , (6.29)
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where hu(λ)
γ√
2i
σ3 is analytic on C \ ([0,−i∞) ∪ (−∞,−1]). Then (using (C.1)) it is easily
verified that P−1 has the same jumps as Φ on U−1, and (using (C.2)) that furthermore
P−1(λ)M−1(λ) = I +O(u−3/2) (6.30)
as u→∞, uniformly in λ ∈ ∂U−1 and γ ∈ [−Γ,Γ]. Finally from the behavior of ΦHG near the
origin (namely (C.3)), one checks that P−1(λ) = O(log(λ+ 1)) as λ→ −1.
We now define the function
Ξ(λ) =

Φ(λ)M−1(λ) for λ ∈ C \ (U0 ∪ U−1) ,
Φ(λ)P−10 (λ) for λ ∈ U0,
Φ(λ)P−1−1 (λ) for λ ∈ U−1.
(6.31)
Then, since we saw that the relevant jumps cancel and the possible isolated singularities
at −1 and 0 are not strong enough to be poles and thus must be removable, we deduce that Ξ
satisfies the following RH problem.
RH problem for Ξ
(a) Ξ : C \ ΣΞ → C is analytic, where ΣΞ = ∂U0 ∪ ∂U1 ∪ ΣΦ,1∪ΣΦ2 ∪ {(0,∞) \ [U0 ∪ U−1]},
and where the orientations of ∂U0 and ∂U1 are taken clockwise, while the orientation of
ΣΦ,1∪ΣΦ2 ∪ (0,∞) \ [U0 ∪ U−1] is taken from left to right.
(b) On ΣΞ, Ξ satisfies the jump relation
Ξ+(λ) = Ξ−(λ)∆(λ), (6.32)
where
∆(λ) =

P0(λ)M(λ)
−1 for λ ∈ ∂U0,
P−1(λ)M(λ)−1 for λ ∈ ∂U−1,
M(λ)
(
1 0
e−
√
2piγe
4
3 (λu)
3/2
1
)
M(λ)−1 for λ ∈ ΣΦ,1 ∪ \U−1,
M(λ)
(
1 0
e
4
3 (λu)
3/2
1
)
M(λ)−1 for λ ∈ ΣΦ,2 \ U0 ∪ U−1,
M(λ)
(
1 e−
4
3 (λu)
3/2
0 1
)
M(λ)−1 for λ ∈ (0,∞) \ U0.
(6.33)
(c) As λ→∞,
Ξ(λ) = I +O(λ−1). (6.34)
Then we can check, using (6.26), (6.30), and the behaviour of the exponential on the respective
parts of the contours, that ∆(λ) is close to the identity as u → +∞, uniformly in λ on the
jump contour and in γ ∈ [−Γ,Γ]. We have for instance the estimates
∆(λ) =
(
I +O
(
e−u
3/2(|λ|3/2+1)
))
, (6.35)
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for some  > 0 and λ ∈ ΣΞ \ (∂U0 ∪ ∂U−1), and
∆(λ) = I +O(u−3/2), (6.36)
for λ ∈ ∂U0∪∂U−1. It turns out that due to the normalization at infinity and the jump matrix
being close to the identity, such problems can be solved approximately through a standard
method (known as small norm analysis – see e.g. [30, Section 7] for details) and by this
method, we have that the solution to the RH problem for Ξ exists and is unique for u large
enough, and moreover
Ξ(λ) = I +O((1 + |λ|)−1u−3/2), Ξ′(λ) = O((1 + |λ|)−1u−3/2), (6.37)
as u→∞, uniformly for λ ∈ C \ ΣΞ and γ ∈ [−Γ,Γ].
Recall that we have not proved yet that the solution to the RH problem for Φ exists for
large enough u. This now follows from the fact that the RH problem for Ξ has a solution and
from the fact that we can invert the transformation (6.31).
7 Asymptotics for the Hankel determinants in the merg-
ing regime
The large N asymptotics of Y (z; t) relevant to Proposition 5.1 and Proposition 5.2 depend on
how small y = x2−x1 is compared to N . We consider in this section two situations depending
on whether w = 0 or not. If w = 0, we let y <  for some fixed  > 0, and in this section
we prove Theorem 1.9 for y <  (the case where y >  was proven in [15]). When w 6= 0, we
consider the situation y ≤ N/8, where N is as in the definition of SN from (1.26) – recall
that in Theorem 1.8 w is assumed to be analytic in SN . This analysis will be important in
Section 8, where we prove Theorem 1.8.
In [15], large N asymptotics for the RH solution Y have been obtained for y > 0 fixed
(where the singularities are separated) and w(·; t) independent of N . The general strategy of
our asymptotic analysis will be very similar to that in [15, Section 4], but the construction of
a local parametrix near x1 and x2 will be different because of the fact that y → 0 is allowed.
The local construction is similar to the one in [21]. An additional difficulty for us is that
the function w(·; t) is not fixed but can depend on N , in particular, it can approximate a
non-smooth function.
Our strategy throughout this section follows the standard approach to the asymptotic
analysis of such RH problems. We perform a series of transformations which finally result in
a small-norm problem, which can be formulated as a suitable singular integral equation and
solved approximately.
7.1 Local parametrices near ±1
Let δ̂ = δN when w 6= 0 and δ̂ > 0 be some fixed but sufficiently small constant when
w = 0, where δN was given in the definition of the region SN given by (1.26), such that
the disks B(±1, δ̂) are contained in S ′N ⊂ SN – recall the definition of S ′N from (5.14). Local
parametrices in these disks can be constructed in terms of the Airy function. This is a standard
construction, and we refer to [15, Section 4.6 and Section 4.7] for details. We only need to
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pay attention to the fact that our disks shrink as N → ∞. All we need to know about the
parametrices near ±1, is that they have the following properties.
RH conditions for P
(a) P : B(±1, δ̂) \ (R ∪ ω1 ∪ ω1 ∪ ω2 ∪ ω2)→ C2×2 is analytic,
(b) P satisfies the same jump relations as S on B(±1, δ̂) ∩ (R ∪ ω1 ∪ ω1 ∪ ω2 ∪ ω2),
(c) for z ∈ ∂B(±1, δ̂), we have the matching condition
P (z)P∞(z)−1 = P∞(z)
(
I +O(δ̂−3/2N−1)
)
P∞(z)−1, (7.1)
as N →∞, where the error is uniform for all |z±1| = δ̂, see [15, equations (4.58), (4.59),
(8.2)] and also uniform in w in the sense of Theorem 1.8 and P∞ is the global parametrix
(Section 5.4),
(d) as z → ±1, P (z) remains bounded.
In order to make the matching condition (7.1) more explicit, we make the important observation
that uniformly in w (in the same sense as above), (P∞(z))±1 = O(δ̂−1/4) asN →∞, |z±1| = δ̂.
This follows from (5.18), (5.20), and Lemma 5.4. We thus see that
P (z)P∞(z)−1 = I +O(δ̂−2N−1) (7.2)
as N →∞, uniformly for |z±1| = δ̂ and uniformly in the relevant w. Moreover, this is uniform
in x1 in a fixed compact subset of (−1, 1) and 0 ≤ y ≤ ̂/8, where we define ̂ = N for w 6= 0
and we let ̂ > 0 be fixed and sufficiently small for w = 0.
Note that we have not explicitly specified our lenses inside B(±1, δ̂); this is also done in a
standard manner and we refer to [15, Section 4.6 and Section 4.7] for further details.
7.2 Parametrix near x1 and x2
For the construction of the local parametrix, near x1 and x2, we will work in the disk B(x1, ̂/4)
which contains both x1 and x2 and which is contained in S ′N . For the construction of the local
parametrix, we follow the approach from [21, 19], and in particular we will use the function Ψ̂
given in (6.8).
We search for a parametrix of the form
P (z) = EN,y(z)Ψ̂(λy(z); sN,y)e
−Nξ(z)σ3e−
w(z;t)
2 σ3 , (7.3)
where ξ is given by (5.7); the matrix-valued function EN,y is analytic in B(x1, ̂/4) and will be
constructed below; sN,y is given by
sN,y = 2N(ξ+(x2)− ξ+(x1)) = 2Nyξ′+(x1) +O(Ny2) = −2piiNyσV (x1) +O(Ny2), (7.4)
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uniformly in the limit where N → ∞ and 0 ≤ y ≤  for  > 0, with σV being the density of
µV , by (5.10)–(5.11); λy is a conformal map from a neighbourhood of x1 to a neighbourhood
of 0. More precisely, λy maps x1 to 0 and x2 to 1, and it is given by
λy(z) = ± 2N
sN,y
(ξ(z)− ξ±(x1)), ±=z > 0. (7.5)
First, it is straightforward to verify that λy is continuous across the real line, and hence analytic
in B(x1, ̂/4). Secondly, its derivative at x1 is given by
λ′y(x1) =
2N
sN,y
ξ′+(x1) =
1
y
+O(1), (7.6)
again in the limit N → ∞, 0 ≤ y ≤  for  > 0. This conformal map allows us to specify the
lens-shaped jump contours ω1, ω2 for S in the vicinity of x1 and x2: we take them inside the
disk B(x1, ̂/4) such that λy maps them to the jump contour Γ̂ of Ψ̂.
The function EN,y is finally given by
EN,y(z) = P
∞(z)e
w(z;t)
2 σ3Ψ̂∞(λy(z))−1e−Nξ+(x1)σ3 . (7.7)
By the jump relations for P∞, the asymptotic behavior of P∞ at x1 and x2, and by (6.11), it
is straightforward to verify that EN,y has no jumps or non-removable singularities and hence
is analytic in B(x1, ̂/4).
Before discussing the RH problem satisfied by P , we will state some facts about the asymp-
totics of Ψ̂ as well as EN,y. In particular, we will need these to check that P agrees with P
∞
to leading order on ∂B(x1, ̂/4). The asymptotics of EN,y we need here are rather simple and
those of Ψ̂ follow from asymptotics of Ψ which have been studied extensively in [21]. In the
proof of the following lemma, we will indicate where to find the relevant claims in [21].
Lemma 7.1. The following asymptotics hold uniformly as N →∞ and 0 ≤ y ≤ ̂/8.
1. For z ∈ B(x1, ̂/4), we have EN,y(z)±1 = O(1) uniformly in the relevant w and uniformly
in 0 ≤ y ≤ ̂/8 and x1 in a fixed compact subset of (−1, 1).
2. As N →∞,
Ψ̂(λy(z); sN,y)e
∓ sN,yλy(z)2 σ3Ψ̂∞(λy(z); sN,y)−1 = I +O
(
1
N̂
)
,
uniformly for z ∈ ∂B(x1, ̂/4), 0 ≤ y ≤ ̂/8, and x1 in a fixed compact subset of (−1, 1),
with ±=λy(z) > 0.
Proof. The first claim follows simply from noting that Lemma 5.4 implies that [P∞]±1(z) (see
(5.20)) are bounded uniformly in all the relevant parameters (including w). Moreover from the
definition of Ψ̂∞ – (6.11) – and noting that ξ+(x1) is imaginary (see e.g. (5.12)), we see that
also the last two terms in (7.7) along with their inverses are bounded uniformly in everything
relevant.
The second claim is more involved. Let us first translate it into a statement about Ψ. As in
the proof of Lemma 6.1, one can check using (6.8) that the statement is equivalent to proving
that
Ψ(−2iλy(z) + i; sN,y)e
isN,y
4 (−2iλy(z)+i)σ3Ψ∞(−2iλy(z) + i)−1 = I +O
(
1
N̂
)
.
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To do this, let us fix a sufficiently small positive constant c and a sufficiently large positive
constant C. We first consider the situation where Ny > C, which translates into |sN,y| being
large. Now it follows12 from [21, Section 5] – see in particular the discussion leading to [21,
(5.25)] – that in this regime,
Ψ(−2iλy(z) + i; sN,y)e
isN,y
4 (−2iλy(z)+i)σ3Ψ∞(−2iλy(z) + i)−1
= I +O(|sN,y|−1(1 + |λy|)−1)
= I +O(|sN,yλy|−1)
= I +O((N̂)−1).
In the situation where c < Ny < C, we have that s = sN,y is bounded and purely imaginary.
It is a general fact13 about RH problems related to Painleve´ equations that the asymptotics
in (6.6) are actually uniform when s is in compact subsets of the domain of analyticity of the
corresponding Painleve´ solution.
We can conclude that in this regime,
Ψ(−2iλy(z) + i; sN,y)e
isN,y
4 (−2iλy(z)+i)σ3Ψ∞(−2iλy(z) + i)−1 = I +O(|λy(z)|−1).
Now we have |λy(z)|−1 = O([̂/y]−1) = O((N̂)−1) and we find the claim in this regime as
well.
Finally for Ny < c, or small s, we make use of results in [21, Section 6]. Here we note that
|λy(z)| is uniformly at least of order Nκ on ∂B(x1, ̂/4). Thus we are interested in the large
λ and small |s| asymptotics of Ψ(λ, s). Using in particular14 [21, (6.28)], [21, (6.29)] and [21,
(4.6)], we have for z ∈ ∂B(x1, ̂/4),
Ψ(−2iλy(z) + i; sN,y)e
isN,y
4 (−2iλy(z)+i)σ3Ψ∞(−2iλy(z) + i)−1
= e
sN,y
4 σ3(I +O(|λy(z)sN,y|−1))
= I +O
(
1
N̂
)
.
All estimates satisfied the required uniformity, so this concludes the proof.
We can now discuss the RH problem satisfied by P .
Lemma 7.2. The function P defined in (7.3) satisfies the following RH conditions:
12Actually to see that this is equivalent to the asymptotics we are interested in, we must check that in the
notation of [21, Section 5], for z ∈ ∂B(x1, ̂/4), −2iλy(z) + i is not in U1 ∪ U2 nor in the set delimited by Γ′7
and Γ′′7 . The condition of U1 and U2 is ensured by taking these sets small enough since for z ∈ ∂B(x1, ̂/4),
|λy(z)| ≈ ̂4y ≥ 2. The condition about not being between Γ′7 and Γ′′7 can be checked with a similar estimate.
13 Similarly to the fact about solutions of RH problems related to Painleve´ equations being meromorphic in s,
there unfortunately is not a general proof of such a claim in the literature. Again in [38, Appendix A], one can
find a proof of a related fact. Moreover, similarly to the claim about smoothness in s, this can be reduced to
analysis of the resolvent of a suitable Cauchy operator. Such an argument in a closely related problem (namely
root singularities instead of jump singularities) can also be found in [73, Appendix B].
14To be precise, [21, (6.29)] doesn’t hold in our situation, since in the notation of [21], we have α1 = α2 = 0.
Using [21, (6.27)], we see that to us, the only difference is that in [21, (6.29)], H(1)(λ) is replaced by a term
that is O(|λ|−1|s| log |s|) and similarly one has logarithmic corrections to the subleading terms.
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(a) P : B(x1, ̂/4) \ (R ∪ ω1 ∪ ω1 ∪ ω2 ∪ ω2)→ C2×2 is analytic,
(b) P satisfies the same jump relations as S in B(x1, ̂/4) \ (R ∪ ω1 ∪ ω1 ∪ ω2 ∪ ω2),
(c) for z ∈ ∂B(x1, ̂/4), we have the uniform matching condition (uniform in all the relevant
parameters, including w)
P (z)P∞(z)−1 = I +O
(
1
̂N
)
,
as N →∞ and y ≤ ̂/8
(d) as z → xj, j = 1, 2, we have
P (z) = O(log(z − xj)).
Proof. Condition (a) is valid because of the choice of the contours Ω1,Ω2 inside B(x1, ̂/4). The
jump relations in condition (b) are directly verified using (7.3) along with the jump relations
of Ψ̂ and ξ. For the matching condition (c), we first note that using (7.7), a short calculation
(and recalling (5.11)) shows that for ±=λy(z) > 0
P (z)P∞(z)−1 = EN,y(z)Ψ̂(λy(z); sN,y)e−N(ξ(z)∓ξ+(x1))σ3Ψ̂∞(λy(z); sN,y)−1EN,y(z)−1
= EN,y(z)Ψ̂(λy(z); sN,y)e
∓ 12 sN,yλy(z)σ3Ψ̂∞(λy(z); sN,y)−1EN,y(z)−1
since ξ+(x1) = −ξ−(x1). Thus an application of Lemma 7.1 yields for z ∈ ∂B(x1, ̂/4)
P (z)P∞(z)−1 = EN,y(z)
(
I +O
(
1
̂N
))
EN,y(z)
−1 = I +O
(
1
̂N
)
with the required uniformity. This is precisely the matching condition (c).
Condition (d) is easily verified using (7.3) and condition (d) in the RH problem for Ψ̂.
We now turn to solving asymptotically our initial RH problem.
7.3 Small-norm RH problem
We now define
R(z) =
{
S(z)P (z)−1, z ∈ B(x1, ̂/4) ∪B(−1, δ̂) ∪B(1, δ̂),
S(z)P∞(z)−1, z ∈ C \
(
B(x1, ̂/4) ∪B(−1, δ̂) ∪B(1, δ̂)
)
.
It is straightforward to check that R satisfies the following RH problem, using the RH
conditions for S, P , and P∞.
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Figure 9: A characterization of the jump contour ΣR and the set S ′N (dashed).
RH problem for R
(a) R : C \ ΣR → C2×2 is analytic, with ΣR as in Figure 9,
(b) If we orient the disks in the clockwise manner and the remaining parts of ΣR from left
to right, we see that for z ∈ ΣR, R satisfies jump conditions of the form R+(z) =
R−(z)JR(z), where
JR(z) =
{
P (z)P∞(z)−1, z ∈ ∂B(x1, ̂/4) ∪ ∂B(−1, δ̂) ∪ ∂B(1, δ̂),
P∞(z)JS(z)P∞(z)−1, z ∈ ΣR \
(
B(x1, ̂/4) ∪B(−1, δ̂) ∪B(1, δ̂)
)
,
(c) as z →∞, we have the asymptotics
R(z) = I +O(z−1).
We now verify that the jump matrices of R are close to the identity for large N . For this,
we need an a posteriori condition on the shape of the lenses, namely we require that |=z| > ̂8
for every z ∈ ΣR \
(
∂B(x1, ̂/4) ∪ ∂B(−1, δ̂) ∪ ∂B(1, δ̂)∪R
)
. Also for later purposes, we will
find it convenient to require that also |=z| ≤ ̂4 for z ∈ ΣR \
(
∂B(−1, δ̂) ∪ ∂B(1, δ̂)
)
. Note that
these requirements are compatible with the size of the domain S ′N given in (5.14) for w 6= 0.
We denote ΣR = ΣR,x1 ∪ ΣR,±1 ∪ ΣR,exp, where
ΣR,x1 = ∂B(x1, ̂/4), ΣR,±1 = ∂B(1, δ̂) ∪ ∂B(−1, δ̂), (7.8)
and where ΣR,exp is the remaining part of the contour, namely the union of the edges of the
lenses outside the local parametrices and (−∞,−1− δ̂) and (1 + δ̂,∞).
We denote 
JR(z) = JR,x1(z) for z ∈ ΣR,x1 ,
JR(z) = JR,±1(z) for z ∈ ΣR,±1,
JR(z) = JR,exp(z) for z ∈ ΣR,exp.
(7.9)
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Lemma 7.3. As N →∞ and y ≤ ̂/8,
JR,x1(z) = I +O
(
1
N̂
)
JR,±1(z) = I +O
(
1
Nδ̂2
)
JR,exp(z) = I +O
(
1
eNκ(|z|2 + 1)
)
,
(7.10)
uniformly in the relevant w, uniformly in x1 in a fixed compact subset of (−1, 1), uniformly in
0 ≤ y ≤ ̂/8, and uniformly in z ∈ ΣR,x1 ,ΣR,±1,ΣR,exp respectively, for some κ > 0.
Proof. Let us consider first a point z ∈ ΣR,exp. Since we have chosen the lenses such that
|=z| > ̂/8, we can use Proposition 5.3 to conclude that on this part of ΣR, the jump matrix
of S is I +O(e−N log |z|) for some  > 0 as N →∞. As [P∞]±1(z) = O(δ̂−1/4) (using Lemma
5.4 in a similar way as before) on this part of the contour, we have (uniformly in all of the
relevant parameters)
JR(z) = I +O
(
δ̂−1/2e−N
 log |z|
)
= I +O
(
1
e−Nκ(|z|2 + 1)
)
as N →∞ for some κ > 0.
Next, we consider z ∈ ∂B(±1, δ̂). Here the result follows from (7.2).
Finally, for z ∈ ∂B(x1, ̂/4) the result follows from the matching condition (c) in the RH
problem for P , see Lemma 7.2.
As already briefly mentioned at the end of the previous section, if a RH problem, normalized
to I at infinity, has jumps which are uniformly close to the identity matrix on jump contours
which are fixed, there are standard arguments to conclude that the solution to the RH problem
is also uniformly close to I – see e.g. [30, Section 7]. Since we are able to choose fixed
(independent of N , x1, y) jump contours for t = 0 (equivalent to w = 0), these standard
arguments allow us to conclude the following – we omit further details.
Proposition 7.4. For t = 0, or equivalently w = 0, we have
R(z) = I +O
(
1
N(|z|+ 1)
)
, R′(z) = O
(
1
N(|z|+ 1)
)
, (7.11)
uniformly for z ∈ C\ΣR and uniformly in x1 in a fixed compact subset of (−1, 1) and uniformly
in y ≤ ̂/8 as N →∞.
For t > 0, the situation is more complicated because the domain SN may shrink as N →∞,
and consequently the jump contour ΣR may depend on N . For that reason, the standard
arguments to conclude that R is close to the identity matrix do not apply directly, and we
need to adapt them to our situation.
We will only need asymptotics for R(z) and R′(z) for z outside the domain S ′N . For the
t > 0 case, the estimate we have is the following.
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Proposition 7.5. For t ∈ (0, 1] and z ∈ C \ (S ′N ∪ ΣR), we have
R(z) = I +O (N−1 (|z − x1|−1 + δ−1N |z − 1|−1 + δ−1N |z + 1|−1)) ,
R′(z) = O
(
1
NN
(|z − x1|−1 + δ−1N |z − 1|−1 + δ−1N |z + 1|−1)) , (7.12)
where the implied constants are uniform in z, t, x1, y and w.
Proof. As stated above, the basic idea of the proof is similar to the case of fixed contours. The
proof consists of three steps. The first step of the proof, which relies on the Sokhotski-Plemelj
formula as in the fixed contour case, is to express the solution of the RH problem in terms
of the boundary values of the solution and the jump matrices. The second step, which does
differ from the fixed contour case, is to obtain uniform estimates for the boundary values –
this is done through bounds on the jump matrices combined with an adaptation of a well
known contour deformation argument introduced in [30, Section 7]. Once these estimates are
obtained, the final step is to use them to obtain estimates for the whole solution.
Step 1: expressing the solution in terms of the boundary values. The RH problem for R
implies that
R+(z)−R−(z) = R−(z)(JR(z)− I), z ∈ ΣR,
and by the Sokhotski-Plemelj formula, it follows that we have the integral equation
R(z) = I +
1
2pii
∫
ΣR
R−(ξ)(JR(ξ)− I) dξ
ξ − z , z ∈ C \ ΣR. (7.13)
Step 2: estimates for the boundary values. This second step is the most involved one. We
begin by defining a sufficiently narrow neighborhood U ⊂ SN of the jump contour ΣR which
contains all z∈ SN which are such that dist(z,ΣR) < 116N . Recall that we required that
N
8 < |=z| ≤ N4 for all z ∈ (ω1 ∪ ω2 ∪ ω1 ∪ ω2) \ (B(−1, δN ) ∪B(1, δN ) ∪B(x1, N/4)).
The point of introducing this neighborhood is that we are able to deform the integration
contour in (7.13) within this domain. More precisely, we first note that looking at the jumps
of the various parametrices as well as those of S, one readily verifies that the jump matrices
JR,x1 , JR,±1 and JN,exp can be extended to analytic functions in small N/16 neighborhoods
Ux1 ,U±1 and Uexp of their respective contours ΣR,x1 , ΣR,±1, and ΣR,exp. To be able to deform
the contour, we also introduce analytic continuations of R−: let the symbol ? denote x1,±1, or
exp, and define R−,?(ξ) = R(ξ) for ξ at the negative side of the contour ΣR,?, and R−,?(ξ) =
R(ξ)JR,?(ξ)
−1 for ξ at the positive side, for ξ ∈ U?.
For any z ∈ U , by analyticity of R and JR, we can deform the integration over ΣR in (7.13)
to integration over a slightly deformed contour Σ˜R(z) near z, which lies in U , and which we
can always choose in such a way that
dist(z, Σ˜R(z)) ≥ 1
32
N , (7.14)
and in such a way that ΣR − Σ˜R(z) does not wind around z. For instance, we can take Σ˜R(z)
equal to ΣR \ B
(
z, 132N
)
complemented if necessary with part of the circle ∂B
(
z, 132N
)
–
see Figure 10. Similarly to ΣR, we can decompose the deformed contour Σ˜R in four parts:
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z1x2
Figure 10: A characterization of the procedure of deforming the contour (thick solid) near the
point z ∈ U (boundary dashed).
three closed curves Σ˜R,x1 , Σ˜R,±1 and the remaining parts Σ˜R,exp which lie outside these closed
curves.
The integral equation (7.13) can now be rewritten as
R(z) = I +
1
2pii
∑
?∈{−1,1,x1,exp}
∫
Σ˜R,?(z)
R−,?(ξ)(JR,?(ξ)− I) dξ
ξ − z . (7.15)
The point of the representation (7.15) is that we automatically have an upper bound for
the denominator, and tracing through the proofs, one finds that the estimates for JR,x1 and
JR,±1 from Proposition 7.3 remain valid on such a deformed contour Σ˜R(z), while the deformed
version of the contour ΣR,exp is such that we can still apply Lemma 5.3, which implies that
the estimate for JR,exp in Proposition 7.3 also holds on the deformed contour. Let us now see
how this yields the estimates for R− that we were after in this part of the proof.
Taking a sub-multiplicative matrix norm (normalized so that ‖I‖ = 1,) of (7.15) and the
supremum over all z ∈ U \ ΣR, we get
sup
z∈U\ΣR
‖R(z)‖ ≤ ‖I‖+ 1
2pi
sup
z∈U
‖R−(z)‖ sup
z∈U
∑
?∈{−1,1,x1,exp}
∫
Σ˜R,?(z)
‖JR,?(ξ)− I‖
|ξ − z| d|ξ|,
where we interpret supz∈U ‖R−(z)‖ as the maximum over ? ∈ {−1,+1, x1, exp} of the suprema
of the analytic continuations R−,?(z) in U?.
Since JR,? converges uniformly (in z, t, and w) to I in U? as N → ∞, we have (from the
definition of the analytic continuations R−,?(ξ)) for N sufficiently large that
sup
z∈U
‖R−(z)‖ ≤ 2 sup
z∈U\ΣR
‖R(z)‖,
and we get
sup
z∈U\ΣR
‖R(z)‖ ≤ ‖I‖+ 1
pi
sup
z∈U\ΣR
‖R(z)‖ sup
z∈U
∑
?∈{−1,1,x1,exp}
∫
Σ˜R,?(z)
‖JR,?(ξ)− I‖
|ξ − z| d|ξ|.
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Thus,
sup
z∈U\ΣR
‖R(z)‖ ≤ ‖I‖/
1− 1
pi
sup
z∈U
∑
?∈{−1,1,x1,exp}
∫
Σ˜R,?(z)
‖JR,?(ξ)− I‖
|ξ − z| d|ξ|
 .
By (7.14), |ξ − z| = O(N ) as N → 0. We may apply Lemma 7.3 to the piecewise analytic
continuation of JR (in particular, since N < δN the estimates for JR,±1 also hold). Thus it
follows that
sup
z∈U
∑
?∈{−1,1,x1,exp}
∫
Σ˜R,?(z)
‖JR,?(ξ)− I‖
|ξ − z| d|ξ| = O(N
−κ), (7.16)
uniformly (in everything relevant) asN →∞, for some κ > 0, and it follows that supz∈U\ΣR ‖R(z)‖ ≤
2 for sufficiently large N . In particular, we have this bound for our boundary values R−, and
this concludes our second step of the proof.
Step 3: estimates for R. We substitute our estimates for R− into (7.13), to find
‖R(z)− I‖ ≤
∫
ΣR
‖JR(ξ)− I‖
|ξ − z| d|ξ|
=
∫
ΣR,x1
‖JR,x1(ξ)− I‖
|ξ − z| d|ξ|+
∫
ΣR,±1
‖JR,±1(ξ)− I‖
|ξ − z| d|ξ|
+
∫
ΣR,exp
‖JR,exp(ξ)− I‖
|ξ − z| d|ξ|.
For z ∈ C \ S ′N , with |<z| ≤ 1 + 32δN it follows from the definition of S ′N and the fact that we
required that |=ξ| ≤ ̂4 on ΣR \ (B(1, δ̂) ∪B(−1, δ̂)), that
‖R(z)− I‖ ≤ 3|z − x1|
∫
ΣR,x1
‖JR,x1(ξ)− I‖d|ξ|
+
(
3
|z − 1| +
3
|z + 1|
)∫
ΣR,±1
‖JR,±1(ξ)− I‖d|ξ|+ 16
−1
N
|z|+ 1
∫
ΣR,exp
‖JR,exp(ξ)− I‖d|ξ|.
as N , δN → 0. A similar bound for z ∈ C \ΣR with |<z| ≥ 1 + 32δN follows from substituting
the bound supz∈U\ΣR ‖R(z)‖ ≤ 2 into (7.15). The length of ΣR,x1 is of order O(N ) as N → 0,
and the length of ΣR,±1 is O(δN ) as δN → 0. Thus the proof of the first part of the proposition
follows upon application of Lemma 7.3.
For the estimate for R′, we use Cauchy’s formula
R′(z) =
1
2pii
∫
γ
R(ξ)− I
(z − ξ)2 dξ,
where we integrate over a circle γ around z with radius at least cN for some fixed c > 0, and
if needed, we employ the same contour deformation argument involving Σ˜(z) as before. One
finds from the bounds on R that
‖R′(z)‖ ≤ 2picN
2pic22N
sup
ξ∈γ
‖R(ξ)− I‖,
and the proposition follows.
We now apply these asymptotics to studying the asymptotics of the y-differential identity.
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7.4 Asymptotics of the y-differential identity
We will now use our representation of Y in terms of our transformations, local parametrix and
R to study the large N asymptotics of the y-differential identity (5.3). Later on, we will be
able to prove Theorem 1.9 by integrating these asymptotics in y. Note that here we only care
about the situation where w = 0. This means that we can use the stronger estimate from
Proposition 7.4. In our analysis of the differential identity, we will need further information
about the behavior of Ψ̂(λy(z); sN,y) and EN,y(z) as we let z → x2.
The result about EN,y that we will make use of is the following (recall that EN,y is analytic
at x2 so the statement makes sense).
Lemma 7.6. As N →∞, we have for w = 0 and |y| < c with a small enough c > 0 (which is
independent of N)
E−1N,y(x2)E
′
N,y(x2) = O(1),
where the implied constant is uniform in |y| < c and x2 in a fixed compact subset of (−1, 1)
and EN,y is as in (7.7).
Proof. To begin, note that by analyticity of EN,y, we can calculate the quantity at z in the
lower half plane and then let z → x2. By (7.7) (in the case w = 0), we have for =z < 0 and z
sufficiently close to x2 that
E−1N,y(z)E
′
N,y(z) = e
Nξ+(x1)σ3
(
Ψ̂∞(λy(z); sN,y)
d
dz
Ψ̂∞(λy(z); sN,y)−1
+Ψ̂∞(λy(z); sN,y)P∞(z)−1
dP∞(z)
dz
Ψ̂∞(λy(z); sN,y)−1
)
e−Nξ+(x1)σ3 .
We also have, by (6.11) (still for =z < 0),
Ψ̂∞(λy(z))
d
dz
Ψ̂∞(λy(z))−1 = − γ1√
2iλy(z)
λ′y(z)σ3 −
γ2√
2i(λy(z)− 1)
λ′y(z)σ3.
By (5.18), it follows that
P∞(z)−1
d
dz
P∞(z) = −(logD(z))′σ3 +D(z)σ3Q−1(z)Q′(z)D(z)−σ3 .
By (6.11) we also have (for =z < 0)
Ψ̂∞(λy(z))σ3Ψ̂∞(λy(z))−1 = σ3.
Substituting the last three expressions into the one for E−1N,yE
′
N,y, we obtain (for =z < 0)
E−1N,y(z)E
′
N,y(z) = e
Nξ+(x1)σ3
([
−γ1λ′y(z)√
2iλy(z)
+
−γ2λ′y(z)√
2i(λy(z)− 1)
− (logD)′(z)
]
σ3
+ Ψ̂∞(λy(z); sN,y)D(z)σ3Q−1(z)Q′(z)D(z)−σ3Ψ̂∞(λy(z); sN,y)−1
)
× e−Nξ+(x1)σ3 .
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Using the fact that ξ+(x1) is purely imaginary and the uniform (in y, x2) boundedness of
[Ψ̂∞]±1, D±1, Q−1, and Q′ for z near x2, we obtain after letting z → x2,
E−1N,y(x2)E
′
N,y(x2) =
[
−γ1λ′y(x2)√
2i
+ lim
z→x2
(
−γ2λ′y(z)√
2i(λy(z)− 1)
− (logD)′(z)
)]
σ3 + O(1),
(7.17)
as N →∞, uniformly in all relevant parameters. Using (5.20), one can verify that (once again
uniformly in everything relevant)
(logD)′(z) = − γ1√
2i(z − x1)
− γ2√
2i(z − x2)
+O(1),
as z → x2, for =z < 0. Using the definition of λ, that is (7.5), and Assumptions 1.1 along
with (5.12) we find that as z → x2
λ′y(z)
λy(z)− 1 =
1
z − x2 +O(1),
where the implied constant is uniform in x1, x2. Thus
lim
z→x2
(
−γ2λ′y(z)√
2i(λy(z)− 1)
− (logD)′(z)
)
=
γ1√
2i(x2 − x1)
+O(1)
again with an implied constant that is uniform in x1, x2. Finally using (7.6) (or more precisely,
(7.5) to obtain the same bound at x2), we see that
−γ1λ′y(x2)√
2i
+ lim
z→x2
(
−γ2λ′y(z)√
2i(λy(z)− 1)
− (logD)′(z)
)
= O(1)
with the required uniformity. Plugging this into (7.17) yields the claim.
We are now in a position to study the asymptotics of our differential identity and integrating
it. For simplicity, let us write DN (y) = DN (x1, x1 + y; γ1, γ2; 0) in the remaining part of this
section, with DN (x1, x1 + y; γ1, γ2; 0) defined as in (1.25).
Proposition 7.7. Let w = 0. For δ > 0 small enough but fixed and 0 < y < δ, we have as
N →∞
d
dy
logDN (y) = λ
′
y(x1 + y)
(
σ(sN,y)− γ1 + γ2
2
√
2i
sN,y − (γ1 + γ2)
2
4
)
+O(1),
where the implied constant is uniform in 0 < y < δ and x1 ∈ (−1 + 2δ, 1 − 2δ), λy is as in
(7.5), σ is as in Proposition 6.3, and sN,y is as in (7.4).
Proof. Unravelling our transformations, we have for z ∈ B(x1, ̂/4)
Y (z) = e−
N`
2 σ3R(z)P (z)eNg(z)σ3e
N`
2 σ3 .
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By the formula (7.3) for P (recalling that we are considering now w = 0), this becomes
Y (z) = e−
N`
2 σ3R(z)EN,y(z)Ψ̂(λy(z); sN,y)e
Nξ(z)σ3e−Ng(z)σ3e
N`
2 σ3 .
By definition (5.7) of ξ, this becomes
Y (z) = e−
N`
2 σ3R(z)EN,y(z)Ψ̂(λy(z); sN,y)e
N
2 V (z)σ3 .
This allows us to compute
(
Y −1(x2)Y ′(x2)
)
2,1
, namely the quantity appearing in the differen-
tial identity of Proposition 5.1, identically in terms of EN,y, R,Ψ, λy, sN,y. We obtain
e−NV (x2)
(
Y −1(x2)Y ′(x2)
)
2,1
= lim
z→x2
(
Ψ̂(λy(z); sN,y)
−1E−1N,y(z)R
−1(z)R′(z)EN,y(z)Ψ̂(λy(z); sN,y)
)
2,1
+ lim
z→x2
(
Ψ̂(λy(z); sN,y)
−1E−1N,y(z)E
′
N,y(z)Ψ̂(λy(z); sN,y)
)
2,1
+ λ′y(x2) lim
λ→1
(
Ψ̂−1(λ; sN,y)Ψ̂′(λ; sN,y)
)
2,1
.
Let us approach the point x2 from the lower half plane so that in terms of Ψ, by (6.8)
e−NV (x2)
(
Y −1(x2)Y ′(x2)
)
2,1
= lim
z→x2
e−
√
2piγ2
(
Ψ(−2iλy(z) + i; sN,y)−1O(1)Ψ(−2iλy(z) + i; sN,y)
)
2,1
− 2iλ′y(x2)e−
√
2piγ2 lim
→0+
(
Ψ−1(−i− ; sN,y)Ψ′(−i− ; sN,y)
)
2,1
,
where we used Lemma 7.1, Proposition 7.4 (recall that we are considering the case w = 0, or
equivalently t = 0, so we do not need to rely on Proposition 7.5, where the error term might
blow up if y were small enough), and Lemma 7.6, along with the fact that s is imaginary, to
obtain the O(1)-term – it follows from the uniformity in the quoted lemmas that the implied
constant is uniform in everything relevant. Now noting that independently of the O(1)-matrix,
the first quantity here will only involve entries of the first column of Ψ (note that det Ψ = 1).
Thus applying Lemma 6.2, we see that the first quantity here is O(1) (uniformly in everything
relevant). For the second one, we have Lemma 6.3 which shows that (once again uniformly in
everything relevant)
e−NV (x2)
(
Y −1(x2)Y ′(x2)
)
2,1
=
2piiλ′y(x2)
e
√
2piγ2 − 1
(
σ(sN,y)− γ1 + γ2
2
√
2i
sN,y − (γ1 + γ2)
2
4
)
+O(1)
for a smooth function σ with asymptotics described by Proposition 6.3. The differential identity
from Proposition 5.1 thus becomes (using the definition of λy (7.5))
d
dy
logDN (y) = λ
′
y(x2)
(
σ(sN,y)− γ1 + γ2
2
√
2i
sN,y − (γ1 + γ2)
2
4
)
+O(1)
with the required uniformity – this is precisely the claim.
We are finally in a position to prove Theorem 1.9.
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7.5 Proof of Theorem 1.9
Using Proposition 7.7, we find as N →∞ with y small enough,
logDN (y) = logDN (0) +
∫ y
0
λ′u(x1 + u)
(
σ(sN,u)− γ1 + γ2
2
√
2i
sN,u − (γ1 + γ2)
2
4
)
du+O(1)
uniformly in the relevant x1 and y. Let us fix a constant C > 0 and split the integral into two
parts: Nu < C and Nu ≥ C (if Ny < C, then the integral over Nu ≥ C is understood as
zero).
In the first regime, we have |sN,u| = O(1) so using the asymptotics (6.16) along with (7.4),
we have
σ(sN,u)− γ1 + γ2
2
√
2i
sN,u − (γ1 + γ2)
2
4
= O(||sN,u| log |sN,u||) = O((Nu) log(Nu)),
and by (7.6) (or more precisely, again by a similar argument one can prove the same bound at
x1 + u) λ
′
u(x1 + u) =
1
u +O(1), so we see that∫ min(y,C/N)
0
λ′u(x1 + u)
(
σ(sN,u)− γ1 + γ2
2
√
2i
sN,u − (γ1 + γ2)
2
4
)
du
= O
(∫ C
0
∣∣ log |u|∣∣du) = O(1), (7.18)
where all of the estimates were uniform in x1, y.
Consider then the situation when y > CN , and the integral over Nu ≥ C might not vanish.
In this regime |sN,u| = isN,u is bounded from below and may tend to infinity so we have by
(6.17), (7.4)
σ(sN,u)− γ1 + γ2
2
√
2i
sN,u − (γ1 + γ2)
2
4
= −γ1 − γ2
2
√
2
|sN,u|+ (γ1 − γ2)
2
4
+
γ1 + γ2
2
√
2
|sN,u| − (γ1 + γ2)
2
4
+O(|sN,u|−1)
=
γ2√
2
|sN,u| − γ1γ2 +O(|sN,u|−1),
as sN,u →∞. Thus by (7.5) we find
∫ y
C/N
λ′N,u(x1 + u)
(
σ(sN,u)− γ1 + γ2
2
√
2i
sN,u − (γ1 + γ2)
2
4
)
du
= 2N
∫ y
C/N
|ξ′+(x1 + u)|
|sN,u|
(
γ2√
2
|sN,u| − γ1γ2 +O(|sN,u|−1)
)
du.
Now note that from (5.10) and (5.11), we find |ξ′+(x1 +u)| = piσV (x1 +u), where σV = dµVdx .
Also as sN,u = 2Nuξ
′
+(x1 + u)(1 +O(u)), we find
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∫ y
C/N
λ′N,u(x1 + u)
(
σ(sN,u)− γ1 + γ2
2
√
2i
sN,u − (γ1 + γ2)
2
4
)
du
= N
√
2piγ2
∫ y
C/N
σV (x1 + u)du− γ1γ2
∫ y
C/N
1 +O(u)
u
du+O
(
1
N
∫ y
C/N
1
u2
du
)
= N
√
2piγ2µV ([x1, x2])− γ1γ2 logN − γ1γ2 log y +O(1).
(7.19)
Again, the estimates were uniform in x1, y so (7.18) and (7.19) prove Theorem 1.9.
8 Asymptotics for the Hankel determinants in the sepa-
rated regime
In this section, we consider w 6= 0 and prove Theorem 1.8. For |x1 − x2| < N/8, we rely
on the analysis of the previous section. When |x1 − x2| > 18N we construct two different
local parametrices in two disjoint disks around x1 and x2, say B(x1,
N
32 ) and B(x2,
N
32 ), which
will approximate the RH solution S from Section 5. As illustrated in Figure 4 and as already
explained in Section 5, we open lenses on three intervals (−1, x1), (x1, x2) and (x2, 1). As in
the merging case, the contours near x1, x2 and ±1 will be chosen such that suitable conformal
maps map the contours to certain straight lines, but we still require the lenses to stay within
S ′N from (5.14). Further away from these points, one can for instance choose the contours
to be straight line segments. We recall the definition of the functions T and S in (5.13) and
(5.15), and the construction of the global parametrix P∞ as in (5.18).
We construct 4 local parametrices, each containing one of the points −1, 1, x1, x2. The
construction of local parametrices in the disks B(±1, δN ) near ±1 is exactly the same as in
Section 7. It satisfies in particular the matching condition (7.2) at the boundary of the disks.
The construction of the local parametrices near x1 and x2 in the separated regime differs
significantly from the one in the previous section. The difference is that we surround x1 and
x2 separately with disks of radius
1
32N and inside these we define the local parametrix P
(we choose to denote all local parametrices by P , in each of the asymptotic regimes, to keep
notations consistent and simple) in terms of Kummer’s confluent hypergeometric functions,
using the RH solution ΦHG from Appendix C. This construction is almost identical to the one
in [15], which was inspired by earlier constructions in [25, 53, 42]. We omit the precise details
and refer to [15, Section 4.5 and Section 8] and references therein. We note that our situation
corresponds to the case where m = 2,
√
2iβ1 = γ1,
√
2iβ2 = γ2, α1 = α2 = 0, t1 = x1, t2 = x2
in [15], and furthermore with W as in [15], W (z) = w + γ1pi/
√
2 + γ2pi/
√
2. We require the
local parametrix to satisfy a matching condition on the boundary of the small disk surrounding
the singularities x1, x2. To verify this, we begin with the following identity (which for us could
be seen as the definition of P , but for further details, see [15, Section 4.5]): for z ∈ B(xj , 132N )
P (z)P∞(z)−1 = E(z)ΦHG(Nf(z))e−Nξ(z)σ3M(z)eNξ+(xj)σ3(Nf(z))
γj√
2i
σ3E(z)−1,
where f is a conformal map defined by
f(z) = ∓2(ξ(z)− ξ±(xj)), ±=z > 0,
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and M is given by
M(z) =
{
e−
√
2pi
γj
2 σ3 , <f(z) < 0,
σ3σ1, <f(z) > 0.
E is given by
E(z) = P∞(z)Ωj(z)
σ3
2 e
√
2pi
γj
2 σ3e
w(z;t)
2 σ3M(z)eNξ+(xj)σ3(Nf(z))
γj√
2i
σ3 ,
with
Ωj(z) = e
√
2piγj∗1{<z<xj∗} ,
where j∗ = 2 if j = 1 and j∗ = 1 if j = 2. It follows from the discussion in [15, Section 4.5] that
E is analytic in B(xj ,
1
32N ). Moreover, ΦHG is a 2×2-matrix-valued function which is analytic
in C \ ∪0≤k<4ek pii4 R and which is constructed in terms of confluent hypergeometric functions,
but for which we only need its asymptotic behavior: as λ→∞ with λ ∈ C \ ∪0≤k<4ek pii4 R, we
have
ΦHG(λ)M(λ)e
λ
2 σ3λ
γj√
2i
σ3 = I +O(λ−1).
Using the definitions and Lemma 5.4, one can check that E is bounded uniformly in
B(xj ,
1
32N ). Another straightforward calculation shows that <f(z) < 0 is equivalent to =z > 0
from which one can deduce that
e−Nξ(z)σ3M(z)eNξ+(xj)σ3 = M(z)e
1
2Nf(z)σ3 .
Thus, using the fact that on ∂B(xj ,
1
32N ), |Nf(z)| ≥ cNα for some uniform constant c along
with the asymptotics of ΦHG, we have a matching condition: for z ∈ ∂B(xj , 132N )
P (z)P∞(z)−1 = E(z)(I +O(N−α))E(z)−1 = I +O(N−α), (8.1)
where the implied constant is uniform in the relevant t, w, x1, x2. Again, this allows us to
transform the RH problem for S into a small-norm problem.
8.1 Small-norm RH problem
We now define
R(z) =
{
S(z)P (z)−1, z ∈ B(x1, 132N ) ∪B(x2, 132N ) ∪B(−1, δN ) ∪B(1, δN ),
S(z)P∞(z)−1, z ∈ C \ (B(x1, 132N ) ∪B(x2, 132N ) ∪B(−1, δN ) ∪B(1, δN ))
and the relevant RH problem becomes the following.
RH problem for R
(a) R : C \ ΣR → C2×2 is analytic, with ΣR as in Figure 11,
(b) if we orient the disks in the clockwise manner and the remaining parts of ΣR from left
to right, we see that for z ∈ ΣR, R satisfies jump conditions of the form R+(z) =
R−(z)JR(z), where
JR(z) =
{
P (z)P∞(z)−1, z ∈ ∂B(x1, 132N ) ∪ ∂B(x2, 132N ) ∪ ∂B(±1, δN ),
P∞(z)JS(z)P∞(z)−1, z ∈ ΣR \
(
B(x1,
1
32N ) ∪B(x2, 132N ) ∪B(±1, δN )
)
,
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1−1
Figure 11: A characterization of the jump contour ΣR in the set S ′N (dashed).
where P on the boundary of the disks is interpreted as its boundary value as the boundary
is approached from the inside of the circles,
(c) as z →∞, we have the asymptotics
R(z) = I +O(z−1).
Similarly to the merging regime (see Lemma 7.3), we now have jump matrices which are
uniformly close to the identity matrix. We let ΣR,x1,x2 be the union of ∂B(x1,
1
32N ) and
∂B(x2,
1
32N ), we let ΣR,±1 = ∂B(1, δN ) ∪ ∂B(−1, δN ), and denote by ΣR,exp the remaining
part of the contour ΣR, consisting of the sections of the lenses which are not in the local
parametrices, and (−∞,−1 − δ) ∪ (1 + δ,+∞). We denote the jump on ΣR,x1,x2 by JR,x1,x2 ,
the jump on ΣR,±1 by JR,±1, and the jump on ΣR,exp by JR,exp.
Lemma 8.1. As N →∞ and y≥̂/8,
JR,x1,x2(z) = I +O
(
1
N̂
)
JR,±1(z) = I +O
(
1
Nδ̂2
)
JR,exp(z) = I +O
(
1
eNκ(|z|2 + 1)
)
,
(8.2)
uniformly for z ∈ ΣR,x1,x2 ,ΣR,±1,ΣR,exp and uniformly in the relevant x1, x2, t, w respectively,
for some κ > 0.
Proof. This follows from the matching condition (c) in the RH problem for P , see Lemma 7.2,
similarly as in the proof of Lemma 7.3. We omit further details.
Now arguing as in the proof of Proposition 7.5 (we omit details, as the argument is essen-
tially identical), we find the following result.
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Proposition 8.2. For t ∈ [0, 1] and z ∈ C \ (S ′N ∪ ΣR), we have
R(z) = I +O (N−1 (|z − x1|−1 + |z − x2|−1 + δ−1N |z − 1|−1 + δ−1N |z + 1|−1)) ,
R′(z) = O
(
1
NN
(|z − x1|−1 + |z − x2|−1 + δ−1N |z − 1|−1 + δ−1N |z + 1|−1)) . (8.3)
uniformly in the relevant z, x1, x2, t, w as N →∞, with y ≥ N8 .
This allows us to study the asymptotics of our second differential identity.
8.2 Asymptotics of the t-differential identity and the proof of Theo-
rem 1.8
As in [15, Section 7] (and a similar argument in [9, Section 5.1]), we can use the jump conditions
of Y and a contour deformation argument to write the integral from Proposition 5.2 as follows:
∂t logDN (x1, x2; γ1, γ2;w(.; t)) =
1
2pii
∫
R
[
Y −1Y ′
]
21
(λ; t)w(λ)ht(λ)dλ
=
1
2pii
∫
R\[−1−,1+]
[
Y −1Y ′
]
21
(λ; t)w(λ)ht(λ)dλ+
1
2pii
∫
CN
[
Y −1Y ′
]
11
(λ; t)w(λ)dλ, (8.4)
where CN is a contour oriented in the counter-clockwise manner, enclosing [−1, 1] and passing
through the points ±(1+) for some fixed  > 0. We can now take CN to be be a contour in SN ,
but outside of S ′N and hence outside the lenses and the local disks in which local parametrices
were constructed. Tracing through our transformations in the RH analysis, we are able to
express Y identically in terms of R and the global parametrix P∞ from Section 5.4 as follows:
Y (λ) = e−
N`
2 σ3R(λ)P∞(λ)eNg(λ)σ3e
N`
2 σ3
for λ on CN ∪ R \ [−1− , 1 + ]. In addition to this, we can use the asymptotics for R. Since
we want to prove Theorem 1.8 both in the merging regime and in the separated regime, we
will need to use the estimates from Proposition 7.5 as well as those from Proposition 8.2.
Let us first focus on the first term at the right hand side of (8.4), which gives
1
2pii
∫
R\[−1−,1+]]
[
Y −1Y ′
]
21
(λ; t)w(λ)ht(λ)dλ
=
∫
R\[−1−,1+]
[
(P∞)−1(λ; t)
(
(P∞)′(λ; t) +R−1+ (λ; t)R
′
+(λ; t)P
∞(λ; t)
)]
21
× e2Ng+(λ)+N`w(λ)ht(λ)dλ.
Note that from (5.1), our assumption of w being uniformly bounded in SN , and (5.10), one
finds that e2Ng+(λ)+N`w(λ)ht(λ) = O(eN(g+(λ)+g−(λ)+`−V (λ))), where the implied constant is
uniform in everything relevant. By (1.8) and the fact that as |λ| → ∞, g± = O(log |λ|), while
V (λ)/ log |λ| → ∞, we find e.g. that for some fixed c > 0, e2Ng+(λ)+N`w(λ)ht(λ) = O(λ−cN )
for |λ| > 1 + . Combining this with the fact that Proposition 7.5 and Proposition 8.2 imply
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that R−1R′ is uniformly bounded on the integration contour, as are (P∞)±1, P∞′, we find that
for any fixed  > 0,
1
2pii
∫
R\[−1−,1+]]
[
Y −1Y ′
]
21
(λ; t)w(λ)ht(λ)dλ = O
(∫ ∞
1+
λ−Ncdλ
)
= o(1)
as N →∞ (in fact, the quantity is exponentially small, but this is not important to us).
Thus our task is to understand the large N asymptotics of
1
2pii
∫
CN
[
Y −1Y ′
]
11
(λ; t)w(λ)dλ
= N
∫
CN
g′(λ)w(λ)
dλ
2pii
+
∫
CN
[(P∞)−1(λ; t)(P∞)′(λ; t)]11w(λ)
dλ
2pii
+
∫
CN
[(P∞)−1(λ; t)R−1(λ; t)R′(λ; t)P∞(λ; t)]11w(λ)
dλ
2pii
.
Recalling the definition of g from (5.6), Cauchy’s integral formula yields immediately (recall
the orientation of CN ) that
N
∫
CN
g′(λ)w(λ)
dλ
2pii
= N
∫
w(x)dµV (x).
For the last term, combining Proposition 7.5 and Proposition 8.2 with the fact that P∞ has
at worst fourth root singularities at ±1 and a logarithmic one at xj , yields (after a routine
calculation) that ∫
CN
[(P∞)−1(λ; t)R−1(λ; t)R′(λ; t)P∞(λ; t)]11w(λ)
dλ
2pii
= O(N−1−1N δ−3/2N ) +O(N−1−1N (log −1N )2) = o(1)
as N →∞ – in the last step, we also made use of the definition of N and δN from (1.26).
For the remaining term, we first note that by the definitions of Section 5.4, we find
[(P∞)−1(λ; t)(P∞)′(λ; t)]11 = (Q−1(λ)Q′(λ))11 − D
′(λ; t)
D(λ; t)
= −∂λ logDγ(λ)− ∂λ logDw(λ; t),
where we used the fact that the Q-term vanishes as one readily checks from (5.19). It follows
that ∫
CN
[(P∞)−1(λ; t)(P∞)′(λ; t)]11w(λ)
dλ
2pii
= −
∫
CN
w(λ)∂λ logDγ(λ)
dλ
2pii
+
∫
CN
logDw(λ; t)w
′(λ)
dλ
2pii
The quantity ∂λ logDγ(λ) has been evaluated in [15, (6.11)]: one has
∂λ logDγ(λ) =
2∑
j=1
γj
√
1− x2j√
2
√
λ2 − 1(λ− xj)
,
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from which one finds by contour deformation
−
∫
CN
w(λ)∂λ logDγ(λ)
dλ
2pii
=
2∑
j=1
γj√
2
√
1− x2jUw(xj),
where we used the notation (1.27).
To conclude, we note that from (5.20), one finds with contour deformation and (A.6)∫
CN
logDw(λ; t)w
′(λ)
dλ
2pii
=
∫
CN
√
λ2 − 1
2pi
∫ 1
−1
tw(x)√
1− x2
dx
λ− xw
′(λ)
dλ
2pii
= tσ(w)2.
Putting everything together, we find that
log
DN (x1, x2; γ1, γ2;w)
DN (x1, x2; γ1, γ2; 0)
= N
∫
wdµV +
2∑
j=1
γj√
2
√
1− x2jUw(xj) + σ(w)2
∫ 1
0
tdt+ o(1),
with the required uniformity. This concludes the proof of Theorem 1.8 .
9 Asymptotics for the Hankel determinants in the edge
regime
In this section, we will prove Theorem 1.10, namely we consider the case where t = 0 (or
w ≡ 0), x1 = x2 = x, and we denote γ = γ1 + γ2. We consider the case where for some fixed
 > 0, |x± 1| ≤  and N →∞ in such a way that for some large but fixed m, N2/3|x± 1|≥ m.
We also suppose that γ ∈ [−Γ,Γ] for some fixed Γ > 0, as required for Theorem 1.10. Uniform
asymptotics for |x ± 1| ≥  were established in [15], so we do not need to treat this case. We
can assume without loss of generality that x is close to 1, the case of −1 is similar or can be
treated when considering the potential V (−x) instead of V (x).
With the lenses chosen as in Figure 5 with x2 = x1 and SN taken to be independent of
N as in Section 7 with w = 0, we define disks B(−1, δ) and B(1, δ) around ±1 with radius
δ >  which is sufficiently small but independent of N – we could fix e.g. δ = 2. The disk
B(1, δ) will then contain both 1 and x. The local parametrix in B(−1, δ) is constructed exactly
in the same way as before in the merging and separated regime, and satisfies the same RH
conditions and matching condition with the global parametrix – uniformly in the relevant x
and γ ∈ [−Γ,Γ]. Throughout the section, all error terms are uniform for γ ∈ [−Γ,Γ].
Our approach in this section will be to integrate the differential identity (5.4) from 1−  to
x so that combining the asymptotics of [15] with our RH analysis for the asymptotics of the
differential identity will yield the result of Theorem 1.10. Throughout this section, x will be
used both for the dummy integration variable – or in other words, the variable appearing in
(5.4) – as well as the end point of the integral – or in other words, the variable appearing in
Theorem 1.10. We hope this will cause no confusion for the reader.
9.1 Asymptotic analysis of Y
We start from the RH problem for S given in Section 5, and construct a local parametrix
containing both the edge of the support at 1 and the singularity at x. Let f and λx be
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conformal maps from a sufficiently small neighbourhood B(1, δ) of 1 to a neighbourhood of 0
defined by
f(z) =
(
3pi
2
∫ z
1
ψ(s)
√
s2 − 1ds
)2/3
, λx(z) = − f(z)
f(x)
, (9.1)
with the branches in the definition of f taken such that f is analytic on B(1, δ) and positive
on (1, 1 + δ).
Define u = uN,x as
uN,x = −N2/3f(x) =
(
3N
2
|ξ+(x)|
)2/3
, (9.2)
such that uN,x will be a large parameter, with
uN,x = O(N2/3(1− x)), (9.3)
as N → ∞, uniformly for x ∈ (1 − , 1). We also choose m large enough for the asymptotics
(6.37) to be valid for Ξ(λ, uN,x) uniformly for all x ∈ (1− , 1−mN−2/3).
Since we assumed that x is in B(1, δ), and possibly approaches 1 as N → ∞, we think of
|f(x)| being small compared to |f(z)| with z ∈ ∂B(1, δ), implying that |λx(z)| on the other
hand should be thought of being large.
By definition,
λx(z) = O((1− x)−1), (9.4)
uniformly for z ∈ B(1, δ). More precisely, we have
λx(z) = −1 + c1(z − x) + c2(z − x)2 +O((z − x)3), z → x, (9.5)
with
c1 = λ
′
x(x) =
1
1− x (1 +O(1− x)), c2 = O
(
1
1− x
)
, (9.6)
as x→ 1.
In B(1, δ), we define
P (z) = E(z)Φ (λx(z);uN,x) , (9.7)
where Φ is the solution to the model RH problem from Section 6.2, and where
E(z) = P∞(z)M(λx(z))−1, (9.8)
with M the global parametrix for Φ defined in (6.24) and P∞ as in (5.18). We also define the
jump contour ΣS for S near 1 in such a way that λx maps ΣS ∩B(1, δ) to a subset of the jump
contour ΣΦ for Φ.
Since P∞(z) and M(λx(z)) satisfy the same jump relations in B(1, δ), and the possible iso-
lated singularities at x, 1 are not strong enough to be poles, E is analytic in B(1, δ). Moreover,
from the asymptotic analysis for Φ done in Section 6, in particular from (6.31) and (6.37), we
know that Φ(λ;u)M(λ)−1 = I +O(u−3/2λ−1) for λ sufficiently large as u→∞.
Hence, we have
Φ(λx(z);uN,x)M(λx(z))
−1 = I +O(u−3/2N,x λx(z)−1)
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as N → ∞, uniformly for z ∈ ∂B(1, δ) and x. By (9.1) and (9.2), we obtain the uniform
matching condition
P (z)P∞(z)−1 = P∞(z)M−1(λx(z))
(
I +O(|1− x|−1/2N−1)
)
M(λx(z))P
∞(z)−1
as N →∞, for z ∈ ∂B(1, δ). By (9.4) and the definition of M in (6.24), we have M(λx(z))±1 =
O(|1− x|−1/4) as x→ 1, and so
P (z)P∞(z)−1 = I +O (|1− x|−1N−1) = I +O(N−1/3), (9.9)
uniformly for z ∈ B(1, δ) as N → ∞, where the last estimate follows from the fact that we
assume that N2/3|1− x| ≥ m for some fixed m.
The local parametrix near −1 is constructed in terms of the Airy model RH problem as
before, and satisfies the matching condition
P (z)P∞(z)−1 = I +O(N−1), (9.10)
as N → ∞, for z ∈ ∂B(−1, δ), with δ > 0 sufficiently small but independent of N , and the
implied constant being uniform in z and x.
One readily checks that the jumps of S from Section 5.3 cancel inside of B(1, δ) and the
only possible singularity, which is at 1, is removable so SP−1 has an analytic continuation
to B(1, δ). A similar construction at −1 yields an analytic continuation into B(−1, δ). This
motivates the following definition. Let R be given by
R(z) =
{
S(z)P∞(z)−1 for z ∈ C \ (ΣS ∪B(1, δ) ∪B(−1, δ)),
S(z)P (z)−1 for z ∈ B(1, δ) ∪B(−1, δ). (9.11)
By the RH problem for S in Section 5.3, (9.9), and (9.10), R satisfies the following small
norm RH problem:
RH problem for R
(a) R : C \ ΣR → C is analytic, where ΣR is the jump contour of R, consisting of the two
disks ∂B(±1, δ) and the part of ΣS \ [−1, 1] outside these disks.
(b) On ΣR, with an orientation inherited from ΣS as well as the disks oriented in the clockwise
manner, R has the following jumps as N →∞,
R+(z) = R−(z)
(
I +O(N−1/3|z|−2)
)
, (9.12)
uniformly in z ∈ ΣR and N2/3|x− 1| ≥ m.
(c) As z →∞,
R(z) = I +O(z−1).
By standard small norm analysis (see e.g. [23]), it follows that
R(z) = I +O
(
N−1/3
)
, R′(z) = O
(
N−1/3
)
, (9.13)
as N →∞, uniformly for z ∈ C \ ΣR and uniformly in the relevant x and γ ∈ [−Γ,Γ].
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9.2 Asymptotic analysis of logDN(x, x; γ, 0; 0)
Reverting the transformations Y 7→ T 7→ S 7→ R and using the large N asymptotics for R, we
can now obtain large N asymptotics for the right hand side of the differential identity from
Proposition 5.1. By (5.15), (5.13) and Proposition 5.1, we have
d
dx
logDN (x, x; γ, 0; 0) =
i
2pi
(
1− e
√
2piγ
)
e2Nξ+(x)(S−1+ S
′
+)21(x), (9.14)
where S+ should here be interpreted as the limit from outside the lens in the upper half plane.
For z in B(1, δ), outside the lens in the upper half plane, we know from the definition (9.11)
of R and by (9.7) that S(z) = R(z)E(z)Φ (λx(z);uN,x). By (6.31), (6.29), and (6.28), we have
Φ(λ;u) = Ξ(λ)M(λ)hu(λ)
γ√
2i
σ3e
2
3 iu
3/2σ3ΦHG
(
hu(λ);
γ√
2i
)
e
2
3 (λu)
3/2σ3e−
√
2pi γ4 σ3 ,
for λ near −1 in the upper half plane. Let H be given by
H(z) = E(z)Ξ(λx(z))M(λx(z))huN,x(λx(z))
γ√
2i
σ3e
2i
3 u
3/2
N,xσ3 . (9.15)
Then for z outside the lens with =z > 0,
S(z) = R(z)H(z)ΦHG (hu(λx(z))) e
2
3 (λx(z)uN,x)
3/2σ3e−
√
2pi γ4 σ3 . (9.16)
Substituting (9.16) into (9.14) and using the formula ξ+(x) =
2i
3N u
3/2
N,x (obtained from (9.2)
and the definition of ξ) and the fact that λx,+(x)
3/2 = −i, we obtain
d
dx
logDN (x, x; γ, 0; 0) =
i
2pi
(
e−piγ/
√
2 − epiγ/
√
2
)
[
d
dz
huN,x(λx(z))
∣∣
z=x
(
Φ−1HG,+(0)Φ
′
HG,+(0)
)
21
+
(
Φ−1HG,+(0)H
−1(x)H ′(x)ΦHG,+(0)
)
21
+
(
Φ−1HG,+(0)H
−1(x)R−1+ (x)R
′
+(x)H(x)ΦHG,+(0)
)
21
]
. (9.17)
Here ΦHG,+(0) is the boundary value of ΦHG as 0 is approached from the sector pi/4 < arg ζ <
3pi/4.15
We will now evaluate all the quantities appearing at the right hand side of (9.17).
The first term at the right hand side of (9.17) can be evaluated directly, by using (9.1),
(6.27), and Lemma C.1 in the appendix. For the third term of (9.17), we need to use (9.13),
which implies that
(R−1R′)(x) = O(N−1/3), (9.18)
uniformly as N →∞, for N2/3|x− 1| ≥ m for large enough fixed m.
15Strictly speaking, the second column of ΦHG blows up at zero, but the 21-entries we consider above can
be expressed solely in terms of the first column of ΦHG – this is due to the fact that det ΦHG = 1. This is the
way we interpret the above statement.
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This results in
d
dx
logDN (x, x; γ, 0; 0) =
√
2piγNψV (x)(1− x2)1/2
+
i
2pi
(
e−piγ/
√
2 − epiγ/
√
2
)(
Φ−1HG,+(0)H
−1(x)H ′(x)ΦHG,+(0)
)
21
+
(
Φ−1HG,+(0)H
−1(x)O(N−1/3)H(x)ΦHG,+(0)
)
21
. (9.19)
The relevant values for ΦHG+(0) may be found in the appendix, and so all that remains
is to obtain an expression for H−1H ′, and to bound H and H−1, which we do in Lemma 9.1
below. By Lemma 9.1 and Lemma C.1, we obtain
d
dx
logDN (x, x; γ, 0; 0) =
√
2piγNψV (x)(1− x2)1/2 − 3γ
2
4(1− x) +BN,x +O(1),
with BN,x such that
∫ x
1−BN,ηdη = O(1) for sufficiently small  > 0.
Integrating this expression in x from 1−  to x, we finally obtain
logDN (x, x; γ, 0; 0) = logDN (1− , 1− ; γ, 0; 0) +
√
2piγN
∫ x
1−
ψV (η)(1− η2)1/2dη
+
3γ2
4
log(1− x) +O(1),
as N → ∞, uniformly for x with |x − 1| <  for some small fixed  and N2/3|x − 1| ≥ m for
some large fixed m.
Using the asymptotics from [15, Theorem 1.1] for logDN (1− , 1− ; γ, 0; 0), we get (with
the required uniformity, including in γ)
log
DN (x, x; γ, 0; 0)
DN (x, x; 0, 0; 0)
=
√
2piγN
(
1−
∫ 1
x
ψV (ξ)(1− ξ2)1/2dξ
)
+
γ2
2
logN+
3γ2
4
log(1−x)+O(1).
To complete the proof of Theorem 1.10, we now state and prove Lemma 9.1, which we
already used above.
Lemma 9.1. As N →∞, we have for large enough fixed m and small enough fixed  > 0, for
x with N2/3|x− 1| ≥ m and |x− 1| < 
H(x) = O((1− x)−1/4), H−1(x) = O((1− x)−1/4) (9.20)
H−1(x)H ′(x) = − 3γ
4
√
2i(1− x)σ3 +AN,x +O(1), (9.21)
for some matrix AN,x which is such that, for sufficiently small  > 0,∫ x
1−
AN,ηdη = O(1)
where the estimates are uniform in x and in γ ∈ [−Γ,Γ].
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Proof. Our goal is to estimate H±1(x) and H−1(x)H ′(x) by estimating the various terms
appearing in the definition (9.15). We begin with E.
Estimating E±1(x). Recall that E was defined in (9.8). By (9.8), (6.24), and (5.18), we
have
E(z) = Dσ3∞Q(z)F (z)A
−1(λx(z))
σ3
4 , (9.22)
where
F (z) = D(z)−σ3
(
1 + e−
pii
2
√
λx(z)√
λx(z) + 1
)√2iγσ3
, (9.23)
A =
1√
2
(
1 i
i 1
)
,
and λx is as in (9.1).
By (5.23) (note that compared to (9.1), the change in the sign of the term inside the root
compensates for the missing prefactor epiγ/
√
2), we have
F (z) =
(
−zx+ 1 + epii2 √(z2 − 1)(1− x2)
z − x
) −γ√
2i
σ3 (
1 + e−
pii
2
√
λx(z)√
λx(z) + 1
)√2iγσ3
,
and since λx(z) ∈ (−1, 0) for z ∈ (x, 1), it follows that that |F+(z)| = 1 for z ∈ (x, 1).
As z → x+, we find that(
−zx+ 1 + epii2 √(z2 − 1)(1− x2)
z − x
)(
1 + e−
pii
2
√
λx(z)√
λx(z) + 1
)2
=
1
c1(1− x2)
(
2 + (z − x)
[
2
1− x2 − c1 − 2
c2
c1
])
+O((z − x)2), (9.24)
where c1 and c2 are as in (9.5). By (9.6), (9.24) it follows that
F+(x) = I +O(1− x), (9.25)
as x→ 1. Furthermore, we note for future reference that (9.6) and (9.24) imply that F ′+(x) is
bounded as x→ 1.
Using also the fact that Q+(x)
±1 = O((1 − x)−1/4) as x → 1, we immediately get that
E(x), E−1(x) = O((1− x)−1/4) as x→ 1, where we also note that E(x) is independent of N .
This concludes our estimate for E.
Estimating H±1(x): The asymptotics for E(x) and Ξ(z) are in fact sufficient to deduce
(9.20): using (9.8), (9.15), (6.37) we get for z close16 to x and in the upper half plane outside
the lens,
H(z) = P∞(z)hu(λx(z))
γ√
2i
σ3e
2i
3 u
3/2
N,xσ3
+ E(z)O((1− x)−3/2N−1)M(λx(z))huN,x(λx(z))
γ√
2i
σ3e
2i
3 u
3/2
N,xσ3 ,
16 We are using this representation to estimate H at z, so close now means that z → x e.g. faster than x→ 1
and λx(z)±1 is close to −1 so we can ignore the λx(z)±σ3/4-terms.
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as N →∞, uniformly for x ∈ (1− , 1−m/N2/3), for some ,m > 0.
If we now take the limit z → x, since P∞(x) = O((1−x)−1/4) as x→ 1, the first term at the
right hand side is O((1− x)−1/4) – note that while huN,x(λx(x)) = 0, this does not cause any
further blowup since the power of huN,x is imaginary and we take the limit z → x in a way where
there is no winding. The same applies to the second term, uniformly for x ∈ (1−, 1−m/N2/3),
since E is independent of N and we have shown that E(x) = O((1 − x)−1/4) as x → 1 and
M(λx(z))huN,x(λx(z))
γ√
2i
σ3 = O(1) as x → 1 (as follows from (6.24) and (6.27)). The same
argument is easily applied to H−1. We conclude that H±1(x) = O((1 − x)−1/4), which was
precisely the claim of (9.20).
Estimating H−1(x)H ′(x). For (9.21), we need more detailed expansions. Using (6.27) and
(6.24), it is straightforward to check that
M(λ)hu(λ)
γ√
2i
σ3 = λ−
1
4σ3A(4u)
3γ
2
√
2i
σ3
(
I − 3γ
4
√
2i
σ3(λ+ 1) +O((λ+ 1)2)
)
,
as λ→ −1. Let us now introduce the notation
G(z) = E(z)Ξ(λx(z))λx(z)
− 14σ3A. (9.26)
Combining this and the above expansion with the definition of H from (9.15), we obtain after
a short calculation that
H(z) = G(z)(4uN,x)
3γ
2
√
2i
γσ3
(
I − 3γ
4
√
2i
σ3(λx(z) + 1) +O((λx(z) + 1)2)
)
e
2i
3 u
3/2
N,xσ3
and it follows by (9.5)–(9.6) that
H−1(x)H ′(x) = e
−2i
3 u
3/2
N,xσ3(4uN,x)
− 3γ
2
√
2i
σ3G−1(x)G′(x)(4uN,x)
3γ
2
√
2i
σ3e
2i
3 u
3/2
N,xσ3
− 3γ
4
√
2i(1− x)σ3 +O(1), (9.27)
as N →∞ uniformly for x ∈ (1− , 1−m/N2/3), for some ,m > 0.
Let
Ξ̂(z) = A−1λx(z)
1
4σ3Ξ(λx(z))λx(z)
− 14σ3A.
Then by (9.22) and (9.26),
G(z) = Dσ3∞Q(z)F (z)Ξ̂(z). (9.28)
Comparing with (9.21), we see that our task is to estimate the G−1G′-term. To do this,
we first observe that, by (6.37) and (9.5)–(9.6),
Ξ̂(x) = I +O(u−3/2N,x ),
(
Ξ̂−1Ξ̂′
)
(x) = O
(
u
−3/2
N,x (1− x)−1
)
. (9.29)
Substituting (9.29) and (9.25) into (9.28), and using the boundedness of F ′+(x) as x → 1,
it follows that
G−1+ (x)G
′
+(x) = Q
−1
+ (x)Q
′
+(x)
(
I +O
(
u
−3/2
N,x
)
+O(1− x)
)
+O
(
u
−3/2
N,x (1− x)−1
)
+O(1),
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as N →∞, uniformly for x ∈ (1− , 1−m/N2/3), for some ,m > 0.
By the fact that (see (5.18))
(
Q−1Q′
)
(x) =
i
2(1− x2)
(
0 1
−1 0
)
,
and the fact that uN,x = O
(
N2/3(1− x)) as N → ∞ uniformly for x ∈ (1− , 1−m/N2/3)
for some ,m > 0, it follows that
G−1+ (x)G
′
+(x) =
i
2(1− x2)
(
0 1
−1 0
)
+O(1) +O
(
1
N(1− x)5/2
)
,
as N → ∞, uniformly for x ∈ (1 − , 1 −m/N2/3) for some ,m > 0. Substituting this into
(9.27), we conclude that
H−1(x)H ′(x) = − 3γ
4
√
2i(1− x)σ3 +
i
2(1− x2)
(
0 e
−4i
3 u
3/2
N,x(4uN,x)
− 3γ√
2i
−e 4i3 u3/2N,x(4uN,x)
3γ√
2i 0
)
+O(1) +O
(
1
N(1− x)5/2
)
.
The last term integrates to O(N−1(1− x)−3/2) which is of order one by our assumptions. All
that remains to prove (9.21) is to show that the integral of the terms involving uN,x is bounded.
Let
gN (η) = − 2
3pi
u
3/2
N,η +
3γ
2
√
2pi
log(4uN,η).
We will prove that ∫ x
1−
e2piigN (η)
dη
1− η2 = O(1), (9.30)
as N → ∞, uniformly for x ∈ (1− , 1−m/N2/3), which is precisely the integral of the 1, 2
entry in the matrix containing uN,x. The 2, 1 entry is similar. By (9.2), we have
d
dη
gN (η) = Nψ(η)
√
1− η2 − γψ(η)
√
1− η2√
2pi
∫ 1
η
ψ(s)
√
1− s2ds
= Nψ(η)
√
1− η2
(
1 +O
(
1
N(1− η)3/2
))
,
(9.31)
uniformly for η ∈ (1− , 1−mN−2/3).
To prove (9.30), and thus conclude the proof of the lemma, we first note that plugging
(9.31) (in the form 1 =
g′N (η)
Nψ(η)
√
1−η2 +O(
1
N(1−η)3/2 )) into the integral of (9.30) and using the
fact that gN is real-valued yields∫ x
1−
e2piigN (η)
dη
1− η2 =
∫ x
1−
e2piigN (η)
1
1− η2
g′N (η)
Nψ(η)
√
1− η2 dη +O
(
1
N
∫ x
1−
1
(1− η)5/2 dη
)
.
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For the last term, we note that the integral is O(N−1(1 − x)−3/2) which is O(1) under our
assumptions, so it is sufficient to show that the first term on the right hand side is bounded.
For this, we note that integrating by parts,∫ x
1−
e2piigN (η)
1
1− η2
g′N (η)
Nψ(η)
√
1− η2 dη = O(N
−1(1− x)−3/2)
− 1
2piiN
∫ x
1−
e2piigN (η)
d
dη
(
1
ψ(η)(1− η2)3/2
)
dη
= O(N−1(1− x)−3/2) +O
(
N−1
∫ x
1−
(1− η)−5/2dη
)
= O(N−1(1− x)−3/2)
which once again is bounded under our assumptions. This concludes the proof of both (9.30)
and the lemma.
A More on the log–correlated Gaussian process X
In this appendix, we review some of the basic properties of the log-correlated field describing
the limiting behavior of the eigenvalue counting function.
A.1 Series representation and covariance structure
Recall that the Gaussian multiplicative chaos measure of Theorem 1.4 is associated with the
(centered) log–correlated field X on (−1, 1) with covariance kernel:
Σ(x, y) = log
∣∣∣∣1− xy +√1− x2
√
1− y2
x− y
∣∣∣∣.
As we pointed out in Section 2.1, in order to see that the kernel Σ is positive definite on
(−1, 1)2, one can represent X as a random Chebyshev series:
X(x) :=
∞∑
k=1
ξk√
k/2
Uk−1(x)
√
1− x2, x ∈ (−1, 1), (A.1)
where U0, U1, . . . are the usual Chebyshev polynomials of the second kind and ξ1, ξ2, . . . are
independent standard Gaussian random variables, see (2.3). Recall from Section 2 that such
objects can be understood as random generalized functions in say H−(Rd). For the purposes
of this appendix, we find it convenient to interpret the field X as an element of the dual of the
Sobolev space H  =
{
g ∈ L2(µsc) :
∑+∞
k=1 k
g2k < +∞
}
for some  > 0 where as in Section
1, dµscdx =
2
pi
√
1− x21|x|≤1 denotes the semicircle law, and gk =
∫
gUkdµsc. One can check
that the above series converges almost surely in such a space. Indeed, since the Chebyshev
polynomials of the second kind constitute an orthonormal basis with respect to the semicircle
law, the meaning of the series (A.1) is that for any g ∈H ,∫ 1
−1
g(x)X(x)dx =
pi√
2
+∞∑
k=1
gk−1ξk√
k
. (A.2)
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Moreover, for all k ∈ N and θ ∈ [0, pi],
Uk−1(cos θ)
√
1− (cos θ)2 = sin(kθ),
so that we have
X(cos θ) = =
{ ∞∑
k=1
ξk√
k/2
eikθ
}
, θ ∈ (0, pi).
This reveals a connection between X and the Gaussian Free Field (GFF). Namely, if we let
Z(z) be the restriction of the 2d GFF to the unit circle |z| = 1, normalized to have zero average
over the unit circle, it is well-known that
Z(z) = <
{ ∞∑
k=1
ζk√
k/2
zk
}
(A.3)
where ζ1, ζ2 are independent standard complex Gaussian random variables. Indeed, a straight-
forward computation shows that the covariance kernel of Z is given by
EZ(z)Z(z′) = − log |z − z′|, |z| = |z′| = 1. (A.4)
Then, by choosing ξk = −
√
2=(ζk) for k ∈ N, we can couple our log-correlated fields X and Z
in the following way:
X(cos θ) =
Z(eiθ)− Z(e−iθ)√
2
, θ ∈ (0, pi). (A.5)
Now, using the representation (A.5) and formula (A.4), Thus, we verify that for any θ, θ′ ∈
(0, pi),
EX(cos θ)X(cos θ′) = − log |eiθ − eiθ′ |+ log |e−iθ − eiθ′ |
=
1
2
log
(
1− cos(θ + θ′)
1− cos(θ − θ′)
)
.
Using basic trigonometric expansion, this shows that for all x, y ∈ (−1, 1),
EX(x)X(y) =
1
2
log
(
1− xy +√1− x2
√
1− y2
1− xy −√1− x2
√
1− y2
)
= Σ(x, y).
Now, let us explain the connection between the variance which appears in Johansson’s CLT
(1.16) and our log–correlated field X. We claim that for any function f ∈ C1(R) such that
f ′ ∈H , by formula (A.2),
σ2(f) =
1
2pi2
∫∫
[−1,1]2
f ′(x)f ′(y)Σ(x, y)dxdy
=
1
2pi2
E
(∫ 1
−1
f ′(x)X(x)dx
)2
=
1
4
+∞∑
k=1
1
k
(f ′)2k−1.
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If T1, T2, . . . denote the Chebyshev polynomials of the first kind, we let fˆk =
2
pi
∫ 1
−1
f(x)Tk(x)√
1− x2 dx
for k ∈ N be the Fourier–Chebyshev coefficients of the function f . Under our assumptions, we
have (f ′)k−1 = kfˆk, see e.g. [68, Formula (4.11)]. This implies that for any function f ∈ C1(R)
such that f ′ ∈H ,
σ2(f) =
1
4
+∞∑
k=1
kfˆ2k ,
which is the formula given by Johansson in [54]. Using this representation for the variance
σ2(f), it is easy to verify that under the same assumptions on f , we also have
σ2(f) = − 1
2pi
∫ 1
−1
f ′(t)Uf(t)
√
1− t2dt,
where U denotes the finite Hilbert transform (1.27), see e.g. [68, Formula (4.15)]. By polar-
ization, we define for any smooth functions f, g : R→ R,
σ2(f ; g) =
1
2pi2
∫∫
[−1,1]2
f ′(x)g′(y)Σ(x, y)dxdy
= − 1
2pi
∫ 1
−1
f ′(t)Ug(t)
√
1− t2dt.
(A.6)
A.2 Harmonic extension
We consider the following approximation of the log–correlated field X: for any η > 0 and
x ∈ R, let
Xη(x) =
∫ 1
−1
ϕη(x− u)X(u)du (A.7)
where ϕ(t) = 1pi(1+t2) and ϕη(t) = η
−1ϕ(tη−1) for any η > 0 and t ∈ R. By our previous
discussion, the Gaussian random variables (A.7) are well-defined, centered and have covariance:
EXη(x)X(y) =
∫∫
[−1,1]2
ϕη(u− x)ϕ(v − y)Σ(u, v)dudv, x, y ∈ R, η,  > 0. (A.8)
Recall that for any η > 0 and x ∈ R, we denote by wη,x =
√
2piϕη ∗ 1(−∞,x]. In particular, it
is of relevance in Section 2.7 to observe that
EXη(x)X(y) = σ
2(wη,x;w,y), x, y ∈ R, η,  > 0. (A.9)
This follows directly from (A.6) and the fact that for any η > 0 and u, x ∈ R,
w′η,x(u) =
√
2pi
∫ x
−∞
η−2ϕ′(u−tη )dt = −
√
2piϕη(u− x). (A.10)
Let us point out that the (upper half-plane) Poisson kernel ϕ is not in the usual class of
mollifiers used in GMC theory, [8], but it is a very natural choice in our setting because Xη
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corresponds to the harmonic extension of X in the upper-half plane H. Then, according to
formula (1.21), for any x ∈ R and η > 0, as N → +∞
hN (x+ iη) ⇒ Xη(x). (A.11)
Moreover, it is not difficult to turn (A.11) to a functional convergence in the space of continuous
functions on H equipped with the topology of uniform convergence in compact subsets of H.
Let us also observe that almost surely, the series (A.3) converges uniformly for all |z| < r < 1
and that Z corresponds to the harmonic extension of the Gaussian Free Field defined in the
domain C \D inside of the unit disk D and we verify that
EZ(z)Z(z′) = − log |1− z′z|, z, z′ ∈ D.
So, if $ : C \ [−1, 1]→ D is the conformal bijection given by
$(z) = z −
√
z2 − 1,
(with the branch of the root being fixed by the condition of being a conformal bijection) by
(A.5), we verify that for any  > 0 and x ∈ R
Xη(x) =
Z
(
$(x+ iη)
)− Z($(x+ iη))√
2
.
This gives us an explicit formula for the covariance (A.9):
EXη(x)X(y) = − log
∣∣∣∣1−$(x+ iη)$(y + i)1−$(x+ iη)$(y + i)
∣∣∣∣, x, y ∈ R, η,  > 0.
Now, let us check that the covariance formulae used in Section 2.7 hold. In particular, we
define for any η > 0 and x, y ∈ (−1, 1),
EXη(x)X(y) :=
∫ 1
−1
Σ(y, t)ϕη(x− t)dt. (A.12)
Note that this function is continuous on (−1, 1)2 and we easily verify using formula (A.8) and
the definition of Σ that for all x, y ∈ (−1, 1),
EXη(x)X(y) = lim
→0
EXη(x)X(y) (A.13)
and Σ(x, y) = lim
η→0
EXη(x)X(y) for all x 6= y. In particular, using the representation (A.6) and
(A.9), (A.10), (A.13), this shows that
EXη(x)X(y) = lim
→0
1√
2
∫ 1
−1
ϕ(t− y)Uwη,x(t)
√
1− t2dt,
Since the function wη,x is smooth on R, so is its finite Hilbert transform and the function
t 7→ Uwη,x(t)
√
1− t21|t|≤1 is continuous and bounded on R. Since ϕ(t − y)dt → δy weakly,
this implies that
EXη(x)X(y) =
1√
2
Uwη,x(y)
√
1− y2. (A.14)
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B The Airy model RH problem
In this appendix we review the basic facts about the Airy model RH problem. For details, see
e.g. [30, Section 7].
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Γ1
I
II
III
IV
r
0
HH
HH
HH
HH
HH
j

*
- -
Figure 12: The oriented contour Γ.
RH problem for ΦAi:
(a) Φ = ΦAi is analytic in C \
(
R ∪ e± 2ipi3 R+
)
.
(b) Φ satisfies the following jump relations on Γ,
Φ+(z) = Φ−(z)
(
1 1
0 1
)
, for z ∈ (0,+∞), (B.1)
Φ+(z) = Φ−(z)
(
1 0
1 1
)
, for z ∈ e± 2ipi3 R+, (B.2)
Φ+(z) = Φ−(z)
(
0 1
−1 0
)
, for z ∈ (−∞, 0). (B.3)
(c) Φ has the following behavior at infinity,
Φ(z) = z−
1
4σ3A
(
I +O(z−3/2)
)
e−
2
3 z
3/2σ3 , as z →∞, (B.4)
uniformly for z →∞ and not on the jump contour, where
A =
1√
2
(
1 i
i 1
)
. (B.5)
(d) Φ is bounded at zero.
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0Figure 13: The jump contour for ΦHG
Define yj in terms of the Airy function:
yj = yj(z; r) = ω
jAi(ωjz), j = 0, 1, 2,
with ω = e
2pii
3 . The unique solution to the RH problem is given by
Φ(z) =
√
2pi ×

(
y0 −y2
−iy′0 iy′2
)
, for z ∈ I,(
−y1 −y2
iy′1 iy
′
2
)
, for z ∈ II,(
−y2 y1
iy′2 −iy′1
)
, for z ∈ III,(
y0 y1
−iy′0 −iy′1
)
, for z ∈ IV.
(B.6)
C The confluent hypergeometric model RH problem
In this appendix we review some basic facts about the hypergeometric model RH problem.
For further details, we refer the reader e.g. to [25], though note that the construction there is
more general and the conventions are slightly different. The model RH problem of relevance
to us is the following.
RH problem for ΦHG
(a) Φ = ΦHG is analytic for z ∈ C \
(
R ∪ e ipi4 R ∪ e−ipi4 R
)
, with the orientation chosen as in
Figure 13.
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(b) On the jump contour, Φ has the jumps
Φ+(z) = Φ−(z)
(
1 0
epiiβ 1
)
for z ∈ e± ipi4 R+,
Φ+(z) = Φ−(z)
(
1 0
e−piiβ 1
)
for z ∈ e± 3ipi4 R+,
Φ+(z) = Φ−(z)
(
0 epiiβ
−e−piiβ 0
)
for z ∈ (−∞, 0),
Φ+(z) = Φ−(z)
(
0 e−piiβ
−epiiβ 0
)
for z ∈ (0,∞).
(C.1)
(c) As z →∞,
Φ(z) = e−
pii
2 βσ3(I +O(z−1))(z)−βσ3e−i z2σ3χ(z), (C.2)
where χ(z) is constant on each quarter of the plane:
χ(z) =

epiiβσ3 , arg z ∈ (0, pi),(
0 −1
1 0
)
, arg z ∈ (pi, 2pi).
(d) As z → 0,
Φ(z) = O(| log z|) (C.3)
The solution to this problem can be constructed in terms of confluent hypergeometric
functions, see for instance [53, 25, 42] or the appendix of [15] for various statements of this
flavor – for this exact formulation, see [21, formula (4.9)]. The only thing we need to know
here, is that we have for arg z ∈ (pi/4, pi/2),
ΦHG(z) =
(
Γ(1− β)M(β, 1, epii/2z)
Γ(1 + β)M(1 + β, 1, epii/2z)
−Γ(1−β)Γ(β) U(1− β, 1, e−pii/2z)
U(−β, 1, e−pii/2z)
)
e−i
z
2σ3 , (C.4)
where M(a, b, z) = 1 +
∑∞
j=1
(a)j
(b)jj!
zj is Kummer’s confluent hypergeometric function, and U is
the confluent hypergeometric function of the second kind – we do not need the precise definition
here, but for further details, see e.g. [74, Section 13.2].
Lemma C.1. For <β = 0, if we take the limit where z approaches 0 with arg z ∈ (pi/4, pi/2),
we have
lim
z→0
ΦHG,11(z) = Γ(1− β), lim
z→0
ΦHG,21(z) = Γ(1 + β), (C.5)
and
lim
z→0
(
Φ−1HG(z)
d
dz
ΦHG(z)
)
21
= − 2piβ
epiiβ − e−piiβ . (C.6)
Proof. By the definition of M ,
ΦHG(z) =
(
Γ(1− β) ∗
Γ(1 + β) ∗
)
+ iz
(
(β − 1/2)Γ(1− β) ∗
(β + 1/2)Γ(1 + β) ∗
)
+O(z2) (C.7)
as z → 0 such that arg z ∈ (pi/4, pi/2), and the result follows from the identity <β = 0,
Γ(β)Γ(−β) = − 2pii
β(epiiβ−e−piiβ) .
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We use this model RH problem in Section 6 in the case β = γ√
2i
∈ iR. We should emphasize
also that we use in Section 6 that the error term in (C.2) is uniform for γ ∈ [−Γ,Γ], or in other
words for β in a compact subset of the imaginary line. This can be verified via the z → ∞
asymptotics of Kummer’s confluent hypergeometric function (see e.g. [74, formulas 13.2.4 and
13.7.4-5]), which are uniform in a.
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