then we have u(x)^ L 2 (Q).
Roughly speaking the case a(r) = S Q > 0 (sufficiently small), r\(r) = 0 and y 1 = 7 2 corresponds to the result in Uchiyama [3] , the case d(r) = rj(r) = (log r)" 1 corresponds to Yamada [4] (but no detailed treatment was given), the case a(r) = rj(r) = r~E° (e 0 > 0 sufficiently small) corresponds to Agmon [1] . Yamada [4] and Agmon [1] assumed <?i(x) < 0 for r > R 0 , but we do not assume this condition in this paper. So our results also can be applied to the atomic-type many body potential (e.g. see Remark 1.4).
We note that the smaller y 1 < 2 we choose, the better estimate as lower bound we have. In Example 1.7 we choose y l = 2 -2/J and so we cannot, in general, let 7 2 = 7i-But in case <7i(x)<0 for r > R 0 and \B(x)x\ = o(r p~l^/ a(r)) as r -> oo we have only to choose 7 2 to satisfy 2 -2/J < y 2 < 2 and y 1 < y 2 , which is the reason that Yamada [4] and Agmon [1] did not assume the condition depending on y 2 . which is the best possible result. These results show that the more gently q 2 (x) behaves at infinity, the better estimates as lower bounds we have.
Eastham-Kalf [2] has given fruitful informations and rich references on the problem treated in this paper.
In § 1, the assumptions and main results are explained. We give the proof of Theorem 1 in §2 and the proof of Theorems 2 and 3 in §3. The method of proof is similar to the one used in Uchiyama [3] We list up the notations used here, which are the same as given in Uchiyama [3] . 
) is an n x n matrix; (/)_(x) = max{0 5 -/(x)} > 0 for a real-valued function /(x); supp[/] denotes the closure of (x|/(x) 7^0}; C j (Q) denotes the class of j-times continuously differentiable functions ; 
Now we shall consider the more special case a tj (x) = 6^ under the weaker conditions.
We assume (B) ~ (G) with a tj (x) = S tj except for (C3 
In fact the quantity given in (F5) depends continuously on a 1 and a 2 under our additional conditions. So (F5)' leads to (F5). The same happens in (F6). Example L7. In (**) let n = 3 and
h(x) is a negative continuous homogeneous function of degree 9 > 0,
as r -> oo.
In this case (B) ~ (E) are satisfied, where we replace (C3) with (C3)'. We choose in (F) and (G)
and let a, a l5 a 2 , a 3 , ^4 be arbitrary constants satisfying Now we shall consider the following three cases.
In this case we choose
where e is a constant satisfying 0 < e < 2 + 8. Noting 
In this case we choose for any e > 0 a(r) = eflogr)' 1 , and then (F) and (G) are satisfied by any y 2 E(2 -2a, 2). So we have by Theorem 1.2 and lim (log r)~E0(r) < oo
Case 3. Let for some £ > 0
where &' is a constant satisfying 0 < e' < min{e, /? -a}. Then (F) and (G) are satisfied by any y 2 e(2 -2a, 2). So we have by Theorem 1.2 and lim <p(r) < oo
Remark 1.8. The result given in Example 1.7 Case 3 is best possible. In fact we shall consider the following case in (**): In this section all the conditions (A) ~ (G) are assumed. And let M(X) satisfy (*), which is given in Theorem 1. Proof, See Lemmas 2.7 and 2.8 of Uchiyama [3] . In order to obtain the above relation, the conditions (A) ~ (E) are fully used. D
The meaning of the following Definition 2.4 can be partly clarified by Lemma 2.5. Proof. We have by direct calculations
where E = (<5 £j -) is the n x n identity matrix. So noting (¥) and We note that we have by (Fl) and (F3) limr^crfr) = + oo.
r-»oo '
Therefore by (A3), (Fl), (F2), (F5) and Lemma 2.6 there exist some constants C 4 > 0 and R 1 > R 0 such that for any r > R 1 we have Proof. We use the same estimates as given in the proof of Lemma 2.7 except for the following : Choose a constant a' 3 to satisfy 0 < a' 3 
So we have the assertion.
We intend to prove Theorem 1.1(1) by reduction to a contradiction. holds. By Lemma 2.17 with a = e/3, b = 2e/3 and e ; = e/6, we have for any where C 1 > 1 is the one given in (A3). Let £ K (r)eCo(jR, R + e) satisfy the following: <^(r) = 1 for R + (e/3) < r < R + (2e/3), 0 < £ R (r) < 1 for R < r < R + s and there exists some constant C 19 
