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SIMULATION OF TWO-STAGE SEQUENCIAL
PROCEDURE IN NONPARAMETRIC
REGRESSION
Sri D M Panggabean, Sutarman, Open Darnius
Abstract. The obejctive of this article is to simulate the application of the two
stage procedure in nonparametric regression to obtain the sample size required to
obtain the sample size required to obtain a fixed-width confidence interval for un-
known regression function at the point. The procedure also used to track the smooth
curve through scatter diagram y to x. The result in this simulation is that the sim-
ulation remains equidistant and uses both the Nadaraya-Watson estimator and the
local linear estimator.
1. INTRODUCTION
Sequential procedures differ from other statistical procedures in that the
sample size is not fixed in advance. The experimenter has the option of
looking at a sequence of observations one (or a fixed number) at a time and
decide whether to stop sampling and take a decision or to continue sampling
and make a decision some time later. So it can be used to estimate the sam-
ple size (n) required to obtain a fixed-width confidence interval for unknown
regression function, m(x) at the point x = x0. Some useful techniques are
suggested to estimate m(x) [5].
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These include the kernel method, the local polynomial method, the
spline method, the fourier method and the wavelet method [2]. The em-
phasis in this paper is on the design remains equidistant and uses both the
Nadaraya-Watson estimator and the local linear estimator, which Cleveland
(1979) introduced for the first time. Has rich statistics in general with ad-
vanced probability and inferential techniques. Its success is related to its
application to applied statistics where it is used in routine statistical stud-
ies, clinical trials, industrial process control, system reliability, direct testing
and many others. This procedure is easy and inexpensive when there is a
cost involved at each stage of sampling. In addition, this procedure allows
data analysts to make decisions based on the smallest possible sample size.
Nonparametric statistics can be used on data that has a normal distri-
bution or not. The term nonparametric was first introduced by Wolfowitz in
1942. The nonparametric approach is the appropriate regression approach
for unknown data pattern patterns, or no past information about the data
pattern. Nonparametric approach is a model estimation based on uncon-
strained approach assumption of certain regression curve form. The regres-
sion curve corresponding to the nonparametric approach is represented by
a model called the nonparametric regression model [1].
Nonparametric regression is a regression method to know the relation-
ship pattern between one free variable (x1, x2, ..., xp) with the dependent
variable Y. Nonparametric regression does not require assumptions about
regression curve form or error distribution. Therefore, nonparametric re-
gression is more flexible to changes in data patterns.
Nonparametric regression that has only one variable is called simple
nonparametric regression. The nonparametric regression is modeled as fol-
lows:
Y = f(x) + e
with Y: dependent variable, f (x): nonparametric regression function, e:
random error variable
The procedures in statistics used to analyze data are determined by
the scale of measurement used when making observations. Measurement is
a set of rules for assigning a number representing an object, its properties,
characteristics, attributes or behavior. Scale is the comparison between ob-
jects that yield different weight values. Measurement scale is the agreement
used to determine the short length of the interval so as to have a quantita-
tive data [4].
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2. TWO-STAGE PROCEDURE
The procedure is different from other statistical procedures because
the sample size is not fixed earlier [2]. Experiments have the option of
viewing a sequence of observations one at a time and deciding whether to
stop and make decisions or to go ahead and make decisions sometime later.
The observation sequences to be taken by the experiment will be determined
first. Decision issues where experiments can vary sequentially are a sequence
of higher difficulty sequences and are called sequential design issues. Thus,
an important feature of the sequential procedure is that the number of
observations required to stop the experiment is a random variable because
it depends on the observation result. The elective procedure is interesting
because it is economical in the sense that we can make an earlier decision
by sequential procedure rather than through a fixed sample size procedure.
A brief description of the two-stage sequential procedure is examined in
this section together with the termination rule. By using the properties
hn < x0 < 1 − hn and 0.2 < r < 1, it means that r ∈ (r1, 1) where
r1 = max(0, 2, r0),
r0 =
{−log[min(x0, 1− x0)]
logn
}
Let’s say {(x1, y1), , (xno, yno)} is the initial sample where yi is the observed
value of m(xi) at xi= in0 for i = 1, ..., n0. Finally we use the sample (x1, y1)
with xi = iN to calculate the Nadaraya-Watson estimates and the local lin-
ear estimates for m(x0) And we develop the given confidential band.
3. NADARAYA-WATSON ESTIMATOR
Nonparametric regression in statistics is used to estimate the condi-
tional expectation value of a random variable, which aims to find a nonlinear
relationship between a pair of random variables Y and X to obtain and use
the appropriate weights.
In any nonparametric regression, the conditional expect value of the
variable relative to variable Y relative to the variable X can be written
E(Y |X) = m(x)
Where m is an unknown function. To estimate m can use the kernel as
a weighting function. Given n random sample Xi, i = 1, 2, 3, ..., N , then
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the basic characteristic describing the nature of a random variable is the
density function f of the random variable. Based on this random sample we
will estimate the unknown density function f with the kernel approach [7].
Kernel K is defined.
Kh(x) = h−1K
(x
h
)
With K is Kernel function and h is bandwidth [6]. The kernel-based
smoothing refinement known as kernel smoothing (kernel smoother) relies
heavily on kernel and bandwidth functionality.
To construct the Nadaraya Watson (N-W) estimator it is assumed
that both the free and the target variables are both random variables [3].
Let f(x) be the density for the random variable X, f(y) is the density for
the random variable Y and f(x, y) is the combined density for the random
variable (X,Y ), then:
m(x) =
1
fX(x)
∫ ∞
−∞
yf(x, y)dy
obtained Nadaraya-Watson estimator as follows:
mˆx =
n∑
i=1
Wi(x)Yi
it is clear that the estimators provided by N-W represent a weighted average
of Xi from Yi
4. SIMULATION
In this simulation we use two model Y = cos2(0.5x) +  and Y =
exp
{
− x20,70
}
+ . Error generated from normal distribution  ∼ N(0, 0.52)
and double exponential distribution (Laplace Distribution)  ∼ DoubleExpo
(0, β). The value for the β scale parameter, where 0.5√
2
, has been calculated
to get V () = σ2. The width of the interval used d = 0.07, 0.09, 0.12, 0.14.
The initial sample quantity n0 selected is 25. The exact interval studied for
α = 0.010 and α = 0.005. For all simulations, we use a standard standart
kernel. There are 1500 double samples for each experiment used to obtain
the final sample quantity needed to estimate m(x) at x0 = 0.21, obtained
m(x0) = 1, 06.
First let’s say two stages of a sequential way with a fixed model for
α = 0.005 and for α = 0.01. Average final sample size n, average sample size
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where it is not rounding off the sample size to get much n0(n1), estimated
variance σ2, flat From the local linear mˆLL, and estimated Nadaraya-Watson
mˆNW .
Table 1: Model 1 Stage 1 with α = 0.01 and m(x0) = 1, 06
 ∼ N(0, 0.52)  ∼ DoubleExpo(0, β)
d 0.07 0.09 0.12 0.14 0.07 0.09 0.12 0.14
mˆLL 1.070 1.070 1.070 1.066 1.071 1.070 1.070 1.069
mˆNW 1.103 1.103 1.099 1.076 1.104 1.103 1.098 1.090
pLL 0.9489 0.9521 0.9649 0.9737 0.9421 0.9466 0.9519 0.9628
pNW 0.9290 0.9174 0.9037 0.9277 0.9219 0.9145 0.9097 0.9222
σˆ2 0.2504 0.2512 0.2491 0.2507 0.2502 0.2515 0.2491 0.2520
Table 2: Model 1 Stage 2 with α = 0.005 and m(x0) = 1, 06
 ∼ N(0, 0.52)  ∼ DoubleExpo(0, β)
d 0.07 0.09 0.12 0.14 0.07 0.09 0.12 0.14
mˆLL 1.069 1.069 1.070 1.070 1.067 1.068 1.070 1.070
mˆNW 1.104 1.102 1.102 1.070 1.084 1.103 1.102 1.097
pLL 0.8814 0.8917 0.9132 0.9289 0.8857 0.8917 0.9030 0.9137
pNW 0.8646 0.8560 0.8264 0.8000 0.8697 0.8564 0.8217 0.7993
σˆ2 0.2491 0.2510 0.2504 0.2509 0.2495 0.2518 0.2518 0.2493
The average value of more samples (% Over) calculated with
(
n−n∗
n∗
)
100%
in two ways stages will increase with increasing d . Average percentage dif-
ference between n and n1 decreases with decrease d where
d = z
1
2 tn0−1,1−α2
where tn0−1,1−α2 = 100(1 −
α
2 ) percentage point of the t distribution with
n0 − 1 degrees of freedom and
n = max
{[
σ2
z
]
+ 1, n0 + 1
}
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Table 3: Model 2 Stage 1 with α = 0.01 and m(x0) = 1, 06
 ∼ N(0, 0.52)  ∼ DoubleExpo(0, β)
d 0.07 0.09 0.12 0.14 0.07 0.09 0.12 0.14
mˆLL 1.031 1.031 1.030 1.025 1.032 1.031 1.030 1.029
mˆNW 0.993 0.994 0.996 1.061 0.994 0.994 0.996 0.999
pLL 0.9522 0.9565 0.9721 0.9840 0.9469 0.9508 0.9611 0.9736
pNW 0.9508 0.9564 0.9597 0.9638 0.9519 0.9519 0.9490 0.9513
σˆ2 0.2504 0.2513 0.2471 0.2485 0.2501 0.2513 0.2495 0.2497
Table 4: Model 2 Stage 2 with α = 0.005 and m(x0) = 1, 06
 ∼ N(0, 0.52)  ∼ DoubleExpo(0, β)
d 0.07 0.09 0.12 0.14 0.07 0.09 0.12 0.14
mˆLL 1.031 1.030 1.031 1.030 1.032 1.030 1.031 1.029
mˆNW 1.104 1.102 1.102 1.070 1.084 1.103 1.102 1.097
pLL 0.8814 0.8917 0.9132 0.9289 0.8857 0.8917 0.9030 0.9137
pNW 0.8646 0.8560 0.8264 0.8000 0.8697 0.8564 0.8217 0.7993
σˆ2 0.2491 0.2510 0.2504 0.2509 0.2495 0.2518 0.2518 0.2493
5. CONCLUSION
Data-based, constant distribution, exact interval for estimation of non-
parametric regression curve using local linear and Nadaraya-Watson esti-
mates. The local linear method has a near-face value of opportunity cover-
age in most cases. GSJ2 shows very close to the original value even for the
issue of small sample values. The results shown here have been applied to
issues with the same design space and the results can also be developed in
the random design space debate.
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