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Kapitel 1
Einleitung und Ziele dieser Arbeit
In der Vergangenheit haben sih statistishe Klassikatoren auf dem Gebiet der Spraherkennung
bew

ahrt [26℄. In dieser Arbeit soll ihre Eignung f

ur die Bilderkennung untersuht werden. Im
Rahmen dessen wird zun

ahst der Aufbau eines Erkennungssystems f

ur Einzelobjekte entwikelt,
welhes sih durh folgende Charakteristika auszeihnet:
 allgemeine Verwendbarkeit zur (kontextfreien) Mustererkennung,
 statistishe Modellierung des Datenmaterials,
 in der Grundversion Verziht auf problemspezishes Wissen,
 wohldenierte Punkte zur Integration von problemspezishem Wissen,
 Konkurrenzf

ahigkeit mit anderen 'State-of-the-Art'-Ans

atzen wie Support-Vektor-Mashinen
und Neuronale Netzen.
Der Aufbau des Erkennungssystems wird in Kapitel 2 beshrieben. Im Rahmen dessen werden die
auf der Datensammlung USPS erzielten Ergebnisse diskutiert sowie (kurz) konkurrierende Klassi-
katoren vorgestellt.
Danah soll die Tauglihkeit des Erkennungssystems zur allgemeineren Lokalisierung und Klassi-
kation von Objekten in Bildmaterial untersuht werden. Hierbei liegt das Augenmerk auf einem
segmentierungsfreien Ansatz, d.h. es wird niht versuht, in einem vorgeshalteten Shritt die Ob-
jekte einer Testzene auszushneiden und diese zu klassizieren, sondern die Szene wird als ganzes
untersuht. Es soll untersuht werden, welhe neuen Probleme bei dieser Aufgabe auftreten und wie
diese teilweise gel

ost werden k

onnen. Dies wird in Kapitel 3 beshrieben, wobei auh hier andere
Ans

atze vorgestellt werden sollen. Praktishe Untersuhungen des Systems nden auf modizierten
Daten der Datensammlung USPS sowie auf der Datensammlung COIL-20 statt. Ziel ist es, ein Sy-
stem zu entwikeln, mit dem Bilder anhand der Objekte, die sie enthalten, harakterisiert werden
k

onnen. Diese Bildbeshreibungen k

onnen dann - in einer Datenbank gespeihert - benutzt werden,
um Bildmaterial zu arhivieren und wiederzunden. Dies wird mit ontent based Image Retrieval
(inhaltsbasierter Bildzugri) bezeihnet. Vorteil einer automatishen Indizierung von Bildmaterial
13
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ist neben der oensihtlihen Arbeitsersparnis auh die niht zu untersh

atzende Reproduzier-
barkeit von Ergebnissen. Bildindizierungen durh Menshen erfolgen unter Umst

anden aufgrund
untershiedliher Sihtweisen, je nahdem, welher Aspekt den Betrahter gerade interessiert. Das
Indizierungssystem arbeitet hingegen (auh im Fall falsher Indizierung) stets nahvollziehbar. Das
Finden von Objekten in beliebigen Testszenen ndet ferner h

aug in Zusammenhang mit Roboter-
Wahrnehmung sowie Gesihts- und Gestenerkennung statt, weshalb generell ein hohes Interesse in
diesem Forshungbereih besteht.
Die im Rahmen dieser Arbeit durhgef

uhrten Untersuhungen und Ergebnisse sind in folgende
Publikationen eingeossen:
 J. Dahmen, K. Beulen, M.O. G

uld, H. Ney: A Mixture Density Approah to Objet Reogni-
tion for Image Retrieval, 6th International RIAO Conferene on Content-Based Multimedia
Information Aess, Seite 1632-1647, Paris, Frankreih, April 2000.
 J. Dahmen, D. Keysers, M.O. G

uld, H. Ney: Invariant Image Objet Reognition, 15th Inter-
national Conferene on Pattern Reognition, Barelona, Spanien, September 2000.
 M. Shrekenberg, J. Dahmen, M.O. G

uld, G. Shummers, D. Meyer-Ebreht, H. Ney: Auto-
matishe Endokarderkennung in 3D mit approximierenden Thin-Plate-Spline Modellen unter
Einsatz von Gau'shen Mishverteilungs-Modellen f

ur die lokale Klassikation, Bildverar-
beitung f

ur die Medizin 2000, S. 351-355, M

arz 2000.
Kapitel 2
Statistishe Klassikation von
Einzelobjekten
2.1 Einleitung
Grundlegendes Problem der Mustererkennung ist es, eine Zuordnung zu bestimmen, die ein Signal
S automatish einer von K Klassen zuordnet. Die Konstruktion der Zuordnung soll anhand einer
Menge von Signalen, deren Klassenzugeh

origkeit bekannt ist, - den sogenannten Trainingsdaten -
stattnden.
Zun

ahst ist hierbei zu

uberlegen, wie ein Signal S (in diesem Fall ein Bild) beshrieben werden
soll. Die Darstellung von S wird Merkmalsvektor x 2 IR
D
genannt. Die Komponenten von x
quantizieren die Eigenshaften des Signals im sogenannten Merkmalsraum IR
D
. Der

Ubergang
von S zu x 2 IR
D
wird Merkmalsanalyse genannt. In dieser Arbeit, die sih mit der Klassikation
von Bildmaterial besh

aftigt, wird die ersheinungsbasierte Merkmalsanalyse verwendet, d.h. die
f

ur die Klassikation verwendete Repr

asentation des Bildsignals besteht zun

ahst aus den Werten
der Grauwertfunktion I(i; j). Sp

ater wird motiviert und dargestellt, wie sih diese -sehr groe-
Anzahl von Merkmalen auf wenige, daf

ur m

oglihst aussagekr

aftige reduzieren l

at.
Mit derWahl einer Merkmalsextraktion kann das Klassikationsproblem folgendermaen formuliert
werden:
Bestimme r : IR
D
! f1; : : : ;Kg
r(x) = k , "Merkmalsvektor x wird Klasse k zugeordnet"
Die Klassen seien mit A
1
; : : : ; A
K
; A
k
 IR
D
bezeihnet, d.h. die Menge A
k
enth

alt alle Merkmals-
vektoren der Klasse k. Hilfsmittel zur Konstruktion von r sind die Trainingsdaten. Dabei handelt
es sih um eine Menge von Merkmalsvektoren, deren Klassenzugeh

origkeit bekannt ist:
fx
1k
; : : : ; x
N
k
k
g  A
k
; x
ik
2 IR
D
; i = 1; : : : ; N
k
k = 1; : : : ;K
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Abbildung 2.1: Die ersten 100 Trainingsdaten des USPS-Korpus
W

unshenswert ist hierbei, da r insbesondere auh Merkmalsvektoren x 2 IR
D
korrekt klassi-
ziert, die niht unter den Trainingsdaten zu nden sind, also eine m

oglihst gute F

ahigkeit zur
Generalisierung.
2.2 Die Datensammlung USPS und Stand der Tehnik
Der Datenkorpus, auf dem die in diesem Kapitel beshriebenen Methoden evaluiert werden, ist die
mit United States Postal Servie (USPS) bezeihnete Datensammlung isolierter, handgeshriebener
Ziern, die aus Postleitzahlen auf Briefumshl

agen extrahiert wurden. Der Korpus ist unterteilt in
7291 Trainingsdaten und 2007 Testdaten, wobei jedes Datum ein 16x16 Pixel groes Grauwertbild
mit 256 Intensit

atswerten ist. Die ersten 100 Ziern des Trainingskorpus sind in Abbildung 2.1
dargestellt.
Der Korpus ist frei verf

ugbar
1
und wird in vielen Publikationen als Datenbasis zur Evaluation be-
nutzt. Bisher publizierte Ergebnisse zu diesem Korpus sind in Tabelle 2.1 dargestellt. Die mensh-
lihe Fehlerrate ist mit 2.5% reht hoh, was auf ein shwieriges Erkennungsproblem hindeutet.
Ferner stellt die relativ geringe Anzahl an Trainingsdaten eine Shwierigkeit insbesondere f

ur sta-
tistishe Ans

atze dar, was sp

ater detailliert erl

autert werden soll.
Einige der konkurrierenden Klassikatoren, n

amlih neuronale Netze und die Support-Vektor-
Mashine, werden in Abshnitt 2.7.2 kurz vorgestellt.
2.3 Bayes'she Entsheidungsregel
Ziel der Mustererkennung ist es, eine Entsheidungsfunktion r : IR
D
! f1; : : : ;Kg; x 7! r(x) zu
nden, die mit m

oglihst geringer Fehlerrate arbeitet. Die Bewertung einer Entsheidungsfunktion
[25, S. 24℄ erfolgt, indem die Kosten der von r getroenen Entsheidungen

uber alle Merkmalsvek-
toren betrahtet werden:
R =
Z
x
dx
K
X
=1
p(jx)  L[; r(x)℄ (2.1)
wobei L[; k℄ die lokalen Kosten einer f

ur x 2 IR
D
getroenen Entsheidung f

ur Klasse k sind:
1
ftp://ftp.kyb.tuebingen.mpg.de/pub/bs/data
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Tabelle 2.1: Bisher publizierte Ergebnisse f

ur den USPS Datenkorpus
Methode/Publikation Fehlerrate in %
Mensh [35℄ 2.5
Neuronales Netz, LeNet1 [16℄

4.5
NN, Euklidishe Distanz [35℄

5.9
NN, Tangentendistanz [35℄

2.6
Support-Vektor-Mashine [32℄ 4.2
Support-Vektor-Mashine mit virtuellen Support-Vektoren [32℄ 3.2

: Das USPS-Testset wurde um 700 mashinengedrukte Ziern erweitert. Die Autoren geben
eine Fehlerrate von 3.4% an, erw

ahnen jedoh, da alle Klassikationsfehler bei handgeshrie-
benen Ziern auftraten, wodurh sih f

ur das USPS-Testset die angegebene Fehlerrate von
4.5% ergibt. Das USPS-Trainingsset wurde um 2.549 mashinengedrukte Ziern erweitert.
Die Ergebnisse sind somit nur eingeshr

ankt vergleihbar.

: Das USPS-Trainingsset wurde um 2.418 mashinengedrukte Ziern erweitert. Die Er-
gebnisse sind somit nur eingeshr

ankt vergleihbar.
L[; k℄ =
(
0  = k
1  6= k
(2.2)
Die Kosten werden minimal, d.h. die Klassikationsentsheidung ist optimal, falls als Entshei-
dungsfunktion
r(x) :=
argmin
k=1;:::;K
(
K
X
=1
p(jx)  L[; k℄
)
(2.3)
gew

ahlt wird [25℄. Durh weiteres Umformen ergibt sih
r(x) =
argmax
k=1;:::;K
fp(kjx)g (2.4)
Die optimale Entsheidung besteht demnah darin, den Merkmalsvektor x stets der Klasse mit
maximaler a-posteriori-Wahrsheinlihkeit p(kjx) zuzuordnen. In der Realit

at ist diese Verteilung
allerdings unbekannt und mu auf geeignete Art und Weise modelliert werden.
Mit der Umformung
argmax
k
fp(kjx)g =
argmax
k
fp(x)  p(kjx)g =
argmax
k
fp(x; k)g
=
argmax
k
fp(k)  p(xjk)g (2.5)
ergibt sih eine andere Darstellung der Entsheidungsregel r, welhe die posterior-Wahrsheinlih-
keiten als Produkt der a-priori-Wahrsheinlihkeit p(k) f

ur Klasse k und klassenbedingter Wahr-
sheinlihkeit p(xjk) modelliert. Insgesamt ergibt sih f

ur das entstehende Erkennungssystem die in
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Abbildung 2.2 dargestellte Struktur. Die Vorverarbeitung, der Shritt zwishen Merkmalsanalyse
und Klassikation, soll sp

ater motiviert und erl

autert werden.
Signal S (hier: Bilder)
?
Merkmalsanalyse
?
Merkmalsvektor x 2 IR
D
Vorverarbeitung
?
Merkmalsvektor x 2 IR
d
argmax
k
fp(k)  p(xjk)g

Referenz p(k)

Referenz p(xjk)
?
Index der erkannten Klasse
Abbildung 2.2: Aufbau eines statistishen Klassikators f

ur Einzelobjekte [25, S. 7℄
F

ur p(k) kann die auf den Trainingsdaten empirish ermittelte a-priori-Klassenwahrsheinlihkeit
gew

ahlt werden. Da der untersuhte Korpus USPS aber isolierte Ziern ohne weitere Nebenbe-
dingungen enth

alt, wird f

ur diese Aufgabe eine Gleihverteilung angenommen, also p(k) =
1
K
,
k = 1; : : : ;K.
2.4 Modellierung der klassenbedingten Wahrsheinlihkeit
Ausgehend von der in Gleihung (2.5) gew

ahlten Darstellung der posterior-Wahrsheinlihkeit soll
nun die Verteilung p(xjk) modelliert werden.
2.4.1 Gau'she Mishverteilungen
Zur Modellierung der klassenbedingten Wahrsheinlihkeiten p(xjk) k

onnen Gau'she Mishver-
teilungen benutzt werden. Diese ergeben sih als gewihtete Summe Gau'sher Normalverteilun-
gen (im folgenden auh Dihten genannt) f

ur Merkmalsvektoren x 2 IR
D
:
p(xjk) =
I
k
X
i=1

ki
 N (xj
ki
;
ki
) (2.6)
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wobei 
ki
 0 Gewihtungsfaktoren der Einzelverteilungen N (xj
ki
;
ki
) sind und mit
P
i

ki
= 1
ferner die Normierungsbedingung f

ur Wahrsheinlihkeitsverteilungen gew

ahrleisten.
Eine Gauss'she Einzelverteilung N (xj;) ist deniert als
N (xj;) =
1
p
(2)
D
det
exp

 
1
2
(x  )
T

 1
(x  )

(2.7)
Jede der Einzelverteilungen N (xj
ki
;
ki
) in (2.6) benutzt einen eigenen, d.h. klassen- und dih-
tenspezishen Mittelwert 
ki
sowie eine klassen- und dihtenspezishe Kovarianzmatrix 
ki
.
Gauss'she Mishverteilungen haben die Eigenshaft, da durh sie jede Verteilung beliebig genau
approximiert werden kann [25, S. 93℄.
Somit ergibt sih ein Modell, mit dem multimodale multivariate Wahrsheinlihkeitsverteilungen,
d.h. mehrdimensionale Wahrsheinlihkeitsverteilungen mit mehreren Maxima, dargestellt werden
k

onnen. Die Frage ist nun, wie die Verteilungsparameter 
ki
und 
ki
ermittelt werden k

onnen.
Maximum-Likelihood-Parametersh

atzung
Gesuht ist eine optimaleWahl der Verteilungsparameter, d.h. die beste Erkl

arung der vorhandenen
Trainingsdaten fx
1k
; : : : ; x
N
k
k
g durh das Modell p(xjk). Dies kann mit Hilfe der Likelihood aus-
gedr

ukt werden [25, S. 50℄, die f

ur einen Parametersatz #
k
die Wahrsheinlihkeit der gegebenen
Trainingsdaten f

ur das Modell p(xjk; #
k
) angibt:
#
k
7!
N
k
Y
n=1
p(x
nk
jk; #
k
) (2.8)
Bei einer Gau'shen Einzelverteilung besteht der Parametersatz aus klassenspezishem Mittel-
wert und klassenspezisher Kovarianzmatrix, also #
k
= (
k
;
k
). Gesuht ist demnah
(^
k
;
^

k
) =
argmax

k
;
k
(
N
k
Y
n=1
N (x
nk
j
k
;
k
)
)
(2.9)
Durh Dierenzieren und Nullsetzen ergeben sih als beste Sh

atzer [25℄
^
k
=
1
N
k
N
k
X
n=1
x
nk
(2.10)
^

k
=
1
N
k
N
k
X
n=1
(x  ^
k
)(x   ^
k
)
T
(2.11)
d.h. der empirishe Mittelwert und die empirishe Kovarianzmatrix.
Eine Maximum-Likelihood-Sh

atzung f

ur Gau'she Mishverteilungen erweist sih als shwieri-
ger, da der Zusammenhang zwishen einem Trainingsvektor x
nk
und den Dihten der Mishvertei-
lungen niht beobahtbar ist, d.h. eine verborgene Variable existiert.
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Der Expetation-Maximization-Algorithmus
Zum Training der Parameter f

ur Gauss'she Mishverteilungen (2.6) wird in dieser Arbeit der
Expetation-Maximization-Algorithmus (kurz EM-Algorithmus) verwendet. Hierbei wird die un-
bekannte Zuordnung eines Trainingsdatums x
nk
; n = 1; : : : ; N
k
zu den Dihten N (x
nk
j
ki
;
ki
),
i = 1; : : : ; I
k
mit einer verdekten Variable y modelliert [25, S. 96℄. F

ur die Konstruktion der
Mishverteilung einer Klasse k werden lediglih die Trainingsdaten zu dieser Klasse benutzt, d.h.
fx
nk
; n = 1; : : : ; N
k
g. Im folgenden wird daher der Klassenindex k weggelassen. Allgemein ergibt
sih bei Modellierung mit verborgener Variable y:
p(x
n
j
i
; 
i
;
i
) =
X
y
p(x
n
; yj
i
; 
i
;
i
) (2.12)
=
X
y
p(yj
i
; 
i
;
i
)  p(x
n
jy; 
i
; 
i
;
i
) (2.13)
Bei Gauss'shen Mishverteilungen modelliert die verdekte Variable y die niht beobahtbare
Zuordung eines Trainingsvektors zu den einzelnen Dihten seiner Klasse, d.h. y  i. Somit ergibt
sih
p(x
n
j
i
; 
i
;
i
) =
X
i
p(ij
i
; 
i
;
i
)
| {z }

i
N (x
n
j
i
;
i
) (2.14)
=
X
i

i
 N (x
n
j
i
;
i
) (2.15)
Der EM-Algorithmus erreiht eine iterative Verbesserung der Parametereinstellung 
i
= f
i
; 
i
;
i
g,
i = 1; : : : ; I , indem zun

ahst die Dierenz zwishen den Likelihoods zweier Parameters

atze ;

 be-
rehnet (Expetation) und optimiert (Maximization) wird. Die Anwendung des EM-Algorithmus
zur Parametersh

atzung f

ur Gauss'she Mishverteilungen wird in [10℄ dargestellt und ergibt fol-
gende Reestimationsformeln:
p(ijx
n
; 
i
) =

i
 N (x
n
j
i
;
i
)
P
I
i
0
=1

i
0
 N (x
n
j
i
0
;
i
0
)
(2.16)

i
(n) =
p(ijx
n
; 
i
)
P
N
n
0
=1
p(ijx
n
0
; 
i
)
(2.17)

i
=
1
N
N
X
n=1
p(ijx
n
; 
i
) (2.18)

i
=
N
X
n=1

i
(n)  x
n
(2.19)


i
=
N
X
n=1

i
(n)  (x
n
  
i
)(x
n
  
i
)
T
(2.20)
Nah jeder Iteration werden die soeben neu gesh

atzten Parameter als Grundlage f

ur den n

ahsten
Iterationsshritt genommen, d.h. man setzt 
ki
= 
ki
, 
ki
= 
ki
und 
ki
=


ki
.
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Eine Shwierigkeit besteht in der Wahl der Startwerte f

ur 
ki
, 
ki
und 
ki
, insbesondere f

ur eine
hohe Dihtenanzahl. Anstatt mit einer festen Anzahl von Dihten zu arbeiten, wird von dem in die-
ser Arbeit implementierten EM-Algorithmus zun

ahst eine Einzelverteilung pro Klasse gesh

atzt,
wie in Abshnitt 2.4.1 dargestellt. Diese wird danah sukzessive geteilt, bis die gew

unshte Anzahl
von Dihten erreiht ist. Zwishen Teilungen werden jeweils mehrere Iterationen der EM-Sh

atzung
ausgef

uhrt. Das Teilen einer Dihte erfolgt, indem jeweils der Mittelwertvektor der Dihte
'
gest

ort`
wird, typisherweise in Rihtung der maximalen Varianz der betrahteten Dihte. Dieses Vorgehen
orientiert sih an einem von Linde, Buzo und Gray in [19℄ vorgestellten Verfahren.
Ein Clustering-Algorithmus auf der Basis Gau'sher Mishverteilungen
Die mit dem EM-Algorithmus trainierten Verteilungsparameter k

onnen benutzt werden, um einen
Clustering-Algorithmus f

ur die Trainingsdaten zu gewinnen: Man betrahtet jede Dihte der Mish-
verteilung als Verteilungsfunktion f

ur einen Cluster. Die Zuordnung eines Trainingsdatums x
nk
zu
einem Cluster der Klasse k erfolgt durh
x
nk
7!
argmax
i=1;:::;I
k
f
i
 N (xj
ki
;
ki
)g (2.21)
Hierdurh werden die Trainingsdaten in
P
k
I
k
viele Cluster unterteilt. Abbildung 2.3 zeigt die Mit-
telwerte einer Unterteilung der USPS-Trainingsdaten in 40 Cluster (4 pro Klasse). Durh die Mit-
telwertbildung ersheinen Bildregionen, in denen hohe Variabilit

at innerhalb des Clusters herrsht,
verwashen. Gut zu erkennen ist die Unterteilung der Klassen nah vershiedenen typishen Shreib-
weisen f

ur die jeweilige Zier.
Abbildung 2.3: Unterteilung des USPS-Trainingskorpus in 40 Cluster. Dargestellt sind die
Cluster-Mittelwerte. Jeder Cluster kann als Pseudoklasse betrahtet werden.
Das Problem der zuverl

assigen Parametersh

atzung
Die Modellierung der klassenbedingten Wahrsheinlihkeit als Gauss'she Mishverteilung nah
Gleihung (2.6) erfordert das Sh

atzen von
K
X
k=1
I
k
X
i=1
0
B
B

D
|{z}

ki
+
D(D + 1)
2
| {z }

ki
1
C
C
A
I
k
=I 8k
= K  I 
1
2
(D
2
+ 3D) (2.22)
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Parametern (die Kovarianzmatrizen 
ki
sind symmetrish). Insbesondere ist die dihtenabh

angige
Kovarianzmatrix in Gleihung (2.7) bzw. (2.6) zu invertieren, was zu Shwierigkeiten f

uhren kann.
Die empirishe Kovarianzmatrix entsteht als normierte Summe

auerer Produkte von Vektoren
mit sih selbst. Damit  invertierbar ist (d.h. vollen Rang besitzt), sind demnah mindestens
D Vektoren pro Dihte notwendig, wodurh auf dem USPS-Korpus bei Verwendung klassen- und
dihtespezisher Kovarianzmatrizen und Beibehaltung aller 256 Merkmale nur etwa 3 Dihten pro
Klasse sh

atzbar w

aren (3  256  10  7291). Dies approximiert die Verteilung der klassenbeding-
ten Wahrsheinlihkeiten p(kjx) nur unzureihend. In der Praxis fordert man f

ur eine zuverl

assige
Sh

atzung von  sogar die gegen

uber D zehn- bis hundertfahe Anzahl von Trainingsvektoren. In
[25, S.54℄ wird als weiteres Problem neben obigem die Untersh

atzung der Varianz, bedingt durh
eine zu geringe Variabilit

at der Lernstihprobe, genannt.
Grunds

atzlih ergeben sih zumindest 3 M

oglihkeiten, die Anzahl zu sh

atzender Parameter zu
verringern, bzw. diese zuverl

assiger zu sh

atzen:
1. Die Merkmalsreduktion, d.h. die Verkleinerung von D.
2. Die Beshaung von mehr Trainingsmaterial. Dieser Shritt soll automatisiert ablaufen. Die
zus

atzlih erzeugten Daten sollen allein aus dem vorhandenen Trainingskorpus konstruiert
werden.
3. Die Vereinfahung des statistishen Modells.
Punkt 1 wird in Abshnitt 2.5 untersuht werden, Punkt 2 in Abshnitt 2.6. Zun

ahst aber soll
der dritte Punkt beleuhtet werden.
Die problematishe Sh

atzung der Kovarianzmatrix kann dadurh umgangen werden, da nur mit
diagonalen 
ki
gearbeitet wird, d.h. es werden nur noh Varianzvektoren 
2
ki
2 IR
D
gesh

atzt.
Dies bedeutet, da die einzelnen Merkmale (also die Bildpunkte) als unkorreliert, d.h. statistish
unabh

angig voneinander, angesehen werden (was eine reht starke Vereinfahung darstellt, die sih
aber durh die erzielten Ergebnisse rehtfertigen l

at). Die Formulierung einer Einzelverteilung
gem

a Gleihung (2.7)

andert sih dann zu
N (xj
k
; 
2
k
) =
1
Q
D
d=1
p
2
2
kd
exp
"
 
1
2
D
X
d=1

x
d
  
kd

kd

2
#
(2.23)
Durh Dekorrelation der Merkmale vor dem Training kann gehot werden, den Informationsver-
lust dieser Manahme zu reduzieren. Ein Verfahren hierzu ist die in Abshnitt 2.5.3 beshriebene
Whitening-Transformation.
In [8℄ wird ein Mittelweg zwishen der Benutzung voller Kovarianzmatrizen und der Benutzung
diagonaler Kovarianzmatrizen dargestellt. Die Anzahl der freien Parameter f

ur die Kovarianzmatrix
kann reduziert werden, indem beim Sh

atzen dieser lediglih Korrelationen von Pixeln mit Pixeln
seiner Nahbarshaft betrahtet werden. Daraus resultiert eine besondere Struktur von  bzw.

 1
. Eine weitere M

oglihkeit zur Modellvereinfahung ergibt sih dadurh, niht mit dihten-
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und klassenspezishen Varianzen zu arbeiten, sondern lediglih mit klassenspezishen oder sogar
mit nur einer globalen Varianz. Dieses Vorgehen wird im folgenden mit Varianzpooling bezeihnet.
Somit ergibt sih folgende shrittweise Vereinfahung:
p(xjk)
Modell
=
I
k
X
i=1

ki
 N (xj
ki
;
ki
) (2.24)
!
I
k
X
i=1

ki
 N (xj
ki
; 
2
ki
) (2.25)
!
I
k
X
i=1

ki
 N (xj
ki
; 
2
k
); d.h. 
2
ki
= 
2
k
8i = 1; : : : ; I
k
(2.26)
!
I
k
X
i=1

ki
 N (xj
ki
; 
2
); d.h. 
2
ki
= 
2
8k = 1; : : : ;K; 8i = 1; : : : ; I
k
(2.27)
Shritt (2.25) stellt den

Ubergang zu diagonalen Kovarianzmatrizen dar, d.h. zu voneinander un-
abh

angigen Merkmalen. Shritt (2.26) bedeutet den Einsatz von klassenspezishem Varianzpoo-
ling und shlielih Shritt (2.27) den Einsatz von globalem Varianzpooling.
Anmerkung: Im Falle eines global gepoolten Varianzvektors 
2
2 IR
D
entsteht bei vor dem Training
durhgef

uhrter Whitening-Transformation (siehe Abshnitt 2.5.3, hinreihend ist die Diagonalisie-
rung der within-lass-satter-Matrix S
w
) f

ur Einzelverteilungen kein Informationsverlust, da der
gepoolte Varianzvektor 
2
genau den Diagonaleneintr

agen von S
w
entspriht.
2.4.2 Kernel Densities
Eine weitere M

oglihkeit, p(xjk) zu modellieren, sind Kernel Densities (auh Parzen Densities oder
Parzen windows [25, S. 82℄). Prinzipiell wird p(xjk) als Mishverteilung vonN
k
vielen Einzelvertei-
lungen '
k
(x) modelliert, d.h. jedes Trainingsdatum x
nk
; n = 1; : : : ; N
k
aus Klasse k deniert eine
Einzelverteilung. Es entsteht eine Art
'
vershmiertes` Histogramm. Als Einzelverteilung k

onnen
beispielsweise multivariate Normalverteilungen mit unabh

angigen Komponenten, d.h. Dihten mit
Mittelwerten x
nk
2 IR
D
und klassenspezisher Varianz 
2
k
2 IR
D
verwendet werden. Somit ergibt
sih
p(xjk)
Modell
=
1
N
k
N
k
X
n=1
'
k
(x   x
nk
) , wobei (2.28)
'
k
(x) =
D
Y
d=1
1
p
2
2
kd
exp
"
 
1
2

x
d

kd

2
#
; x = (x
1
; : : : ; x
D
) 2 IR
D
(2.29)
Bei der Implementierung innerhalb dieser Arbeit wurde auh hier globales Varianzpooling benutzt,
d.h. 
2
k
= 
2
8k = 1; : : : ;K.
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2.4.3 Nearest Neighbour Entsheidungsregel
Die nearest neighbour deision rule oder kurz NN-Regel kann als Sonderfall von Kernel Densities
hergeleitet werden, indem in (2.28) mit Maximum-Approximation statt der Summe gearbeitet
wird [25, S.85℄. In der vorliegenden Arbeit wird zus

atzlih mit unabh

angigen Komponenten und
konstanter Varianz gearbeitet, d.h.  = I . Es wird diejenige Klasse gew

ahlt, zu welher der dem
Testdatum x 2 IR
D
n

ahste Nahbar aus den Trainingsdaten x
nk
geh

ort.
r(x) =
argmin
k
(
min
n=1;:::;N
k
jjx  x
nk
jj
)
(2.30)
Als Abstandsma kann beispielsweise die Euklidishe Distanz jj:jj
2
gew

ahlt werden.
2.5 Merkmalsreduktion
Ziel der Merkmalsreduktion soll es sein, die Anzahl der Merkmale und damit die Anzahl der zu
sh

atzenden Verteilungsparameter
'
sinnvoll` zu verringern, d.h. derart, da f

ur die Daten
'
typi-
she` Eigenshaften im reduzierten Datenmaterial erhalten bleiben. Motivation hierbei ist die in
Abshnitt 2.4.1 dargestellte Notwendigkeit, die Anzahl der Verteilungsparameter im statistishen
Modell zu verringern. Die Merkmalsreduktion ist hierbei einer von drei in dieser Arbeit diskutier-
ten Punkten (siehe Seite 20).
Betrahtet man die Bayes'she Entsheidungsregel, sind beispielsweise die posterior-Wahrshein-
lihkeiten p(kjx); k = 1; : : : ;K hinreihend, um eine optimale Entsheidung zu treen. Hier reihen
also statt D Merkmalen K (bzw. K   1, da
P
K
k=1
p(kjx) = 1) Merkmale aus. Allerdings sind diese
Wahrsheinlihkeiten in der Realit

at unbekannt.
Prinzipiell mu stets davon ausgegangen werden, da durh die Reduktion von D ein Informa-
tionsverlust eintritt, d.h. die potentielle Erkennungsleistung verringert wird [25, S. 129℄. Es ist
also ein Mittelweg zwishen Informationsverlust (sinkende theoretishe Erkennungsleistung) und
dadurh verbesserter Parametersh

atzung im statistishen Modell (steigende Erkennungsleistung
durh bessere Approximation) zu nden.
2.5.1 Die Karhunen-Loeve-Transformation (KLT)
Ansatz der Karhunen-Loeve-Transformation (auh Hauptkomponentenanalyse, engl. prinipal om-
ponent analysis, PCA) ist es, f

ur eine Menge von Vektoren, von der eine Stihprobe x
1
; : : : ; x
N
2
IR
D
gegeben ist, eine Darstellung mit weniger Komponenten zu nden, so da der eintreten-
de Informationsverlust m

oglihst gering ist. Folgende Darstellung ist [34, S. 114℄, entnommen.
Der Informationsverlust beim

Ubergang von x 2 IR
D
zu einem reduzierten Merkmalsvektor y =
(y
1
; : : : ; y
d
) 2 IR
d
wird hierbei als quadrierter Rekonstruktionsfehler (~x) gemessen, wobei ~x 2 IR
D
der aus y rekonstruierte Vektor ist.
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Sei  eine Matrix, deren Zeilenvektoren 
i
eine Orthonormalbasis von IR
D
bilden. Dann ergeben
sih f

ur einen Merkmalsvektor x, dessen Reduktion y = (y
1
; : : : ; y
d
) mit y
i
= 
T
i
x, den aus y rekon-
struierten Merkmalsvektor ~x 2 IR
D
und den bei der Reduktion auftretenden Repr

asentationsfehler
(~x) die Darstellungen
x =
D
X
i=1
y
i

i
~x =
d
X
i=1
y
i

i
(2.31)
(~x) = jjx  ~xjj
2
= jj
D
X
i=d+1
y
i

i
jj
2
(2.32)
Ziel ist es nun,  f

ur ein d D derart zu bestimmen, da die Summe aller Repr

asentationsfehler
N
X
n=1
(~x
n
) (2.33)
minimiert wird. Statt Ausdruk (2.33) wird im folgenden der Erwartungswert des Repr

asentati-
onsfehlers 
d
:= E((~x)) betrahtet und dieser minimiert.

d
= E((~x)) = E
 
jjx  ~xjj
2

= E
 
jj
D
X
i=d+1
y
i

i
jj
2
!
=
D
X
d=1

T
i
E(xx
T
)
| {z }
=:S

i
(2.34)
Die Matrix S kann aus den Trainingsdaten fx
n
g; n = 1; : : :N gesh

atzt werden, und zwar als
die empirishe Kovarianzmatrix (siehe hierzu auh die Erl

auterungen zur Maximum-Likelihood-
Sh

atzung in Abshnitt 2.4.1):
^
S =
1
N
N
X
n=1
(x
n
  )(x
n
  )
T
, wobei  =
1
N
N
X
n=1
x
n
(2.35)
Nah Bestimmung der Eigenwerte 
1
; : : : ; 
D
von S (bzw. von Sh

atzer
^
S) ergibt sih f

ur S die
Darstellung
S = 
T
;  =
0
B
B


1
0
.
.
.
0 
D
1
C
C
A
(2.36)
Das Einsetzen in Gleihung (2.34) ergibt f

ur den Rekonstruktionsfehler

d
=
D
X
i=d+1

T
i
S
i
=
D
X
i=d+1

T
i

T

i
Orthonormalsystem
=
D
X
i=d+1
e
T
i
Se
i
=
D
X
i=d+1

i
(2.37)
wobei e
i
der i-te Basisvektor der kanonishen Basis von IR
D
ist. Demnah wird 
d
minimal, falls
zur Konstruktion von ~x die Eigenvektoren zu den d gr

oten Eigenwerten von S (bzw. Sh

atzer
^
S)
verwendet werden, d.h. es ndet maximale Varianzerhaltung statt. Die durh die Transformation
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y = x bewirkte Projektion auf die Ahsen entlang der Varianzen 
i
bewirkt ferner, da die Kom-
ponenten der resultierenden Merkmalsvektoren y = (y
1
; : : : ; y
D
) bzw. ~y = (y
1
; : : : ; y
d
) unkorreliert
sind, d.h. die Kovarianzmatrix  der transformierten Daten ist diagonal.
Erinnert man sih an die Motivation zur Merkmalsreduktion, n

amlih die Entsh

arfung des Sh

atz-
problems f

ur die Verteilungsparameter, so hat sih das Problem in gewissem Sinne vershoben, denn
auh f

ur die KLT ist eine Kovarianzmatrix
^
S zu sh

atzen. Allerdings ist dies eine Matrix, die aus
allen Trainingsdaten gesh

atzt werden kann, w

ahrend die dihtenspezishen Kovarianzmatrizen
f

ur hohe Dihteanzahlen aus nur sehr wenigen Merkmalsvektoren gesh

atzt werden m

ussen.
Zu beahten ist, da an keiner Stelle der KLT die Klassenzugeh

origkeit der Merkmalsvektoren
x
n
2 IR
D
eingeht, und somit auh keine Aussagen

uber die Klassentrennbarkeit der transformier-
ten Daten m

oglih sind. Das Beispiel in Abbildung (2.4) soll die Problematik verdeutlihen.
φ
φ1
2
x
x 2
1
Abbildung 2.4: Da die KLT die Klasseninformation niht ber

uksihtigt, sind keine in Be-
zug auf Klassentrennbarkeit optimalen Ergebnisse zu erwarten. In diesem Beispiel geht das
diskriminative Merkmal 
2
(orthogonal zur Rihtung maximaler Varianz 
1
) bei Reduktion
auf eine Dimension durh die KLT verloren [34℄.
2.5.2 Die Lineare Diskriminanzanalyse (LDA)
W

ahrend die im vorherigen Abshnitt dargestellte KLT die Klassenzugeh

origkeit niht ber

uk-
sihtigt (und dadurh Probleme wie das in Abbildung 2.4 dargestellte auftreten k

onnen), ist das
Ziel der Linearen Diskriminanzanalyse, eine lineare Transformation derart zu bestimmen, da die
mit ihr reduzierten Merkmalsvektoren m

oglihst gut separierbar sind, d.h. die Streuung der Daten
innerhalb einer Klasse soll m

oglihst gering sein, w

ahrend die Klassenzentren m

oglihst weit aus-
einandergezogen werden. Die folgende Darstellung ist [11℄ entnommen.
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Zun

ahst sind zur Formulierung des Problems geeignete Gr

oen zu bestimmen. Betrahtet wird
die Zerlegung der empirishen Kovarianzmatrix  aller Trainingsvektoren, d.h. zun

ahst ohne
Klasseninformation. Die Trainingsdaten seien hierbei dargestellt als fx
nk
g, n = 1; : : : ; N
k
, k =
1; : : : ;K.
 =
1
N
X
x
nk
(x
nk
  )(x
nk
  )
T
=
1
N
K
X
k=1
N
k
X
n=1
(x
nk
  
k
+ 
k
  )(x
nk
  
k
+ 
k
  )
T
=
1
N
K
X
k=1
N
k
X
n=1
(x
nk
  
k
)(x
nk
  
k
)
T
+
1
N
K
X
k=1
N
k
X
n=1
(
k
  )(
k
  )
T
=
1
N
K
X
k=1
N
k
X
n=1
(x
nk
  
k
)(x
nk
  
k
)
T
| {z }
=:S
w
+
1
N
K
X
k=1
N
k
(
k
  )(
k
  )
T
| {z }
=:S
b
(2.38)
S
w
wird within-lass-satter-Matrix oder Intraklassen-Streuungsmatrix, S
b
between-lass-satter-
Matrix oder Interklassen-Streuungsmatrix genannt. Nun kann kann die Wirkungsweise einer li-
nearen Transformation W auf S
w
und S
b
betrahtet werden.
W : IR
D
! IR
d
; S
w
W
7!W
T
S
w
W ; S
b
W
7!W
T
S
b
W (2.39)
Ziel ist nun ein m

oglihst groes Verh

altnis der Streuung zwishen den Klassenzentren zur Streuung
innerhalb jeder Klasse - mit Hilfe von W :
maximiere J(W ) =
jW
T
S
b
W j
jW
T
S
w
W j
(2.40)
wobei j:j die Determinante einer Matrix bezeihnet. Obiges Optimierungsproblem l

at sih umfor-
men auf das Problem, die generalisierten Eigenvektoren w
i
(Spalten der MatrixW ) zu den gr

oten
Eigenwerten 
i
der Gleihung
S
b
w
i
= 
i
S
w
w
i
, [S
b
  
i
S
w
℄w
i
= 0 (2.41)
zu nden. Diese werden als Nullstellen des harakteristishen Polynoms
det(S
b
  S
w
)
!
= 0 (2.42)
und die Eigenvektorgleihung (2.41) f

ur Eigenwerte 
i
und zugeh

orige Eigenvektoren w
i
bestimmt.
Es ist zu beahten, da S
b
durh die Summe von K

aueren Produkten von Vektoren (
k
  )
mit sih selbst entsteht. Die Menge aller dieser Vektoren ist linear abh

angig, da
N
k
N
(
k
  ) =
 
P
k
0
6=k
N
k
0
N
(
k
0
 ) gilt. Somit ist der Rang von S
b
maximalK 1, d.h. es sind auh nur maximal
K   1 Eigenvektoren ungleih Null. Somit f

uhrt die LDA auf eine Zieldimension d  K   1.
Ebenso wie bei der KLT ergibt sih auh hier selbst ein Sh

atzproblem, und zwar f

ur S
w
und S
b
- allerdings gelten die gleihen einshr

ankenden Argumente wie bei der KLT, da S
w
und S
b
aus
allen Trainingsdaten gesh

atzt werden k

onnen.
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2.5.3 Alternative Berehnung der LDA: Die Subspae-Methode
Die L

osung des generalisierten Eigenwertproblems (2.41) gestaltet sih manhmal als numerish
shwierig. Duda und Hart geben in [11, S. 120℄ eine weitere Methode an, die LDA auszuf

uhren.
Falls die within-lass-satter-Matrix S
w
die Einheitsmatrix I ist, sind die Eigenvektoren in Glei-
hungen (2.41) die Eigenvektoren der Matrix S
b
und ein Erzeugendensystem des von (
k
  ),
k = 1; : : : ;K aufgespannten Raums. Somit ergibt sih ein dazu

aquivalentes Erzeugendensystem
durh Orthonormalisierung der Vektoren (
k
  ); k = 1; : : : ;K. Dies wird mittels Singul

arwert-
zerlegung durhgef

uhrt, da dies numerish g

unstiger als das Gram-Shmidt-Verfahren ist [29,
Kapitel 2℄.
Im folgenden wird dieses Vorgehen als Subspae-Methode bezeihnet.
Die Whitening-Transformation
Die f

ur die Durhf

uhrung der Subspae-Methode notwendige Voraussetzung S
w
= I wird mit
Hilfe der Whitening-Transformation hergestellt. Hierzu wird S
w
einer Hauptahsentransformation
unterworfen (siehe Abshnitt 2.5.1, ohne Dimensionsreduktion) und nah der Diagonalisierung
mittels Normierung der Eigenvektoren 
i
mit dem Faktor 1=
p

i
, wobei 
i
der zu 
i
geh

orende
Eigenwert ist, in die Einheitsmatrix I transformiert. F

ur die mit der Whitening-Transformation
transformierten Trainingsdaten fx
nk
; n = 1; : : : ; N
k
; k = 1; : : :Kg gilt demnah
S
w
=
1
N
X
x
nk
(x
nk
  
k
)(x
nk
  
k
)
T
= I
2.5.4 Flexible Wahl der Zieldimension der LDA
Mit der LDA kann eine Merkmalsreduktion auf maximal K   1 Merkmale durhgef

uhrt werden.
Eine geringere Zieldimension kann dadurh erzeugt werden, indem analog zum Vorgehen bei der
KLT nur die gr

oten 1  d  K   1 Eigenvektoren der L

osung von (2.41) zur Konstruktion der
reduzierten Merkmalsvektoren benutzt werden.
Erweist sih die durh die LDA vorgenommene Reduktion von D auf d  K   1 Merkmale als zu
hoh, d.h. die Erkennungsleistung ist durh zu hohen Informationsverlust zu stark herabgesetzt,
kann diese Limitierung durh die Verwendung von Pseudoklassen umgangen werden.
Hierbei wird auf den Trainingsdaten zun

ahst ein an das EM-Training angelehnter Clustering-
Algorithmus ausgef

uhrt (siehe Abshnitt 2.4.1), mit dem die einzelnen Klassen feiner dierenziert
werden. Bei  Clustern pro Klasse ergibt dies   K viele Pseudoklassen. Wird die LDA auf die
in Pseudoklassen unterteilten Trainingsvektoren angewendet, kann eine TransformationsmatrixW
erhalten werden, die eine Reduktion auf maximal  K   1 Merkmale erlaubt. Durh Wahl von 
und die Benutzung von ggf. weniger Eigenvektoren von W kann so eine variable Zieldimension f

ur
die Merkmalsvektoren erreiht werden.
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2.6 Erzeugung virtueller Daten
Neben der Vereinfahung des statistishen Modells und der Reduktion der Merkmalsanzahl ist
die Erzeugung virtueller Daten eine dritte M

oglihkeit, die Verteilungsparameter zuverl

assiger zu
sh

atzen (siehe Seite 20).
Hierzu ist a-priori-Wissen

uber das Datenmaterial notwendig: Gesuht sind Transformationen
T : IR
D
! IR
D
, welhe die Klasseninformation eines Merkmalsvektors x 2 IR
D
niht ver

andern,
und typishe, d.h. im Datenmaterial auftretende, Variationen modellieren. Bei allgemeinen Bildern
kann dies z.B. die Menge aller aÆnen Transformationen sein. Bei der Klassikation von Ziern
mu beahtet werden, da durh die Toleranz beliebiger Rotationen Sehsen und Neunen verweh-
selt werden, d.h. die Klassenzugeh

origkeit ist in diesem Fall niht vollst

andig invariant gegen

uber
Rotation.
2.6.1 Vervielfahung der Trainingsdaten
Die Vervielfahung der Trainingsdaten beeinut an zwei Stellen das Erkennungssystem: Zum
einen wirkt sih diese Manahme positiv auf die Sh

atzung der Verteilungsparameter p(xjk) im
EM-Training aus. Aufgrund einer geringen Lernstihprobe werden gerade die Varianzen oft zu klein
gesh

atzt [25, S.54℄. Virtuelle Trainingsdaten kommen ferner der Merkmalsreduktion zugute, da
durh die h

ohere Anzahl von Referenzen auh die Kovarianzmatrix bei der KLT bzw. between-lass-
satter S
b
und within-lass-satter S
w
bei der LDA (und der Subspae-Methode) besser gesh

atzt
werden k

onnen (vergleihe Abshnitt 2.7.1).
2.6.2 Vervielfahung der Testdaten
Die Vervielfahung der Testdaten geht erst bei der Entsheidung des Klassikators ein, d.h. Merk-
malsreduktion und Training der Verteilungsparameter laufen davon unbeeinut ab. Bei Bildung
der Entsheidung
r : x 7! f1 : : :Kg (2.43)
werden dem Klassikator nun statt eines Vektors x mehrere Vektoren x
1
; : : : ; x
t
pr

asentiert, und
dessen Entsheidungen r(x
1
); : : : ; r(x
t
) zu einer nalen kombiniert. Dies soll durh eine Funktion
g erfolgen, die neue Entsheidungsregel f

ur Testdatum x (hinter dem sih die aus ihm gewonnenen
Vektoren x
1
; : : : ; x
t
verbergen) soll mit r
0
(x) bezeihnet werden:
x
T
7! fx
1
; : : : ; x
t
g (2.44)
r
0
(x) = g(r(x
1
); : : : ; r(x
t
)) (2.45)
Dieses Vorgehen wird in [7℄ unter der Bezeihnung virtual test sample Methode (kurz VTS) dar-
gestellt und orientiert sih an

Uberlegungen aus [15℄, wo die Kombinationsm

oglihkeiten von Ent-
sheidungen untershiedliher Klassikatoren f

ur ein Testdatum diskutiert werden.
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Die Entsheidung des Klassikators r f

ur die aus x mittels T hervorgegangenen Merkmalsvektoren
x
1
; : : : ; x
t
berehnet jeweils die (approximierten) Wahrsheinlihkeiten p(kjx
i
); k = 1; : : :K. Gem

a
der Bayes'shen Entsheidungsregel sollte die Entsheidung folgendermaen getroen werden:
r
0
(x) =
argmax
k
fp(kjx
1
; : : : ; x
t
)g (2.46)
Vereinfahend wird angenommen, da die Merkmalsvektoren x
1
; : : : ; x
t
statistish unabh

angig be-
obahtet werden (was streng genommen niht der Fall ist, da die virtuell erzeugten Daten stark
korreliert sind). Ferner kann angenommen werden, da die Wahrsheinlihkeit f

ur die Wahl einer
der Transformationen aus T gleihverteilt ist, d.h. p(x
1
) = : : : = p(x
t
) =
1
t
.
Aus (2.46) ergibt sih mit obigen Annahmen leiht die Produktregel:
r
0
(x) =
argmax
k
n
Y
t
i=1
p(x
i
jk)
o
(2.47)
Informell ausgedr

ukt bedeutet dies, da diejenige Klasse gew

ahlt wird, welhe die h

ohste Wahr-
sheinlihkeit aufweist, da alle Merkmalsvektoren x
1
; : : : ; x
t
aus ihr stammen:
t
Y
i=1
p(x
i
jk); k = 1; : : : ;K
= P ((x
1
2 A
k
) ^ : : : ^ (x
t
2 A
k
))
Modell
= P (x 2 A
k
)
Orientiert man sih an obiger Darstellung, so ergibt sih durh eine andere Sihtweise die Summen-
regel. Hierbei wird davon ausgegangen, da sih die Ereignisse (x
i
2 A
k
) gegenseitig ausshlieen
(dies widerspriht der bei der Produktregel angenommenen statistishen Unabh

angigkeit). Dies
kann dadurh gerehtfertigt werden, da von den betrahteten Transformationen stets nur eine
tats

ahlih auf das Testdatum angewendet wird (ein Bild ist beispielsweise nur in eine von 8 Rih-
tungen translatiert). F

ur die Summenregel ergibt sih:
P (x 2 A
k
)
Modell
= P ((x
1
2 A
k
) _ : : : _ (x 2 A
k
))
=
1
t
t
X
i=1
p(x
i
jk); k = 1; : : : ;K
r
0
(x) =
argmax
k
n
X
t
i=1
p(x
i
jk)
o
(2.48)
In [15℄ wird die Summenregel unter der (sehr starken) Voraussetzung, da sih die posterior-
Wahrsheinlihkeiten nur geringf

ugig von den a-priori-Klassenwahrsheinlihkeiten untersheiden,
hergeleitet. Motivation ist dort die in zahlreihen Experimenten gemahte Beobahtung, da die
Produktregel reht sensitiv gegen

uber vereinzelt auftretenden geringenWahrsheinlihkeiten p(x
i
jk)
f

ur wenige x
i
; i = 1; : : : ; t ist. Die Summenregel wirkt hier gl

attend und shneidet bei Experimenten
in [15℄ besser ab.
Bei Majorit

atsentsheidung (engl. majority vote deision) wird diejenige Klasse ausgew

ahlt, der
durh r die meisten der Merkmalsvektoren x
1
; : : : ; x
t
zugeordnet werden.
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ik
=
(
1 r(x
i
) = k
0 r(x
i
) 6= k
r
0
(x) =
argmax
k
n
X
t
i=1

ik
o
(2.49)
Eine weitere m

oglihe Entsheidung ist, f

ur diejenige Klasse zu entsheiden, f

ur die einer der
Merkmalsvektoren x
1
; : : : ; x
t
die h

ohste Wahrsheinlihkeit aufweist. Dies soll mit Maximum-
Regel bezeihnet werden.
r
0
(x) =
argmax
k

max
i=1;:::;t
fp(x
i
jk)g

; (2.50)
P (x 2 A
k
)
Modell
=
max
i=1;:::;t
fP (x
i
2 A
k
)g
In der Distanzberehnung bei Einsatz von Gauss'shen Mishverteilungen ergibt sih die M

oglih-
keit, f

ur jede Dihte den g

unstigsten Merkmalsvektor aus x
1
; : : : ; x
t
auszuw

ahlen, was im folgenden
modizierte Distanzregel genannt werden soll.
r
0
(x) =
argmax
k
(
I
k
X
i=1

ki
max
i=1;:::;t
fN (x
i
j
ki
;
ki
)g
)
(2.51)
Bei den in der vorliegenden Arbeit durhgef

uhrten Experimenten shnitten Summen- und Pro-
duktregel sowie Majorit

atsentsheidung ohne signikante Untershiede ab, so da sih im folgenden
Ergebnisse stets auf die Summenregel beziehen.
Insgesamt gesehen ist die Vervielfahung des Datenmaterials (auf Trainings- und auf Testdatensei-
te) zwar - wie die erzielten Ergebnisse (siehe entsprehende Teile von Abshnitt 2.7.1) zeigen - eine
wirksame Methode, um die Klassikationsleistung zu verbessern, ist aber einigen Einshr

ankungen
unterworfen: Die Vervielfahung kostet zus

atzlihen Rehenaufwand und Speiherplatz. Ein grund-
legenderes Problem aber ist, da durh die explizite Ausf

uhrung einer klassenzugeh

origkeitserhal-
tenden Transformation nur (wenige) Stihproben einer sehr groen Menge von Merkmalsvektoren,
die durh die betrahtete Transformation entstehen, erzeugt. Es wird gehot, da der Klassikator
die durh Stihproben sihtbare Wirkungsweise der Transformation zu extrahieren und
'
interpo-
lieren` lernt.
Die im folgenden Abshnitt vorgestellte Tangentendistanz versuht, Invarianz gegen

uber a-priori
bekannten Transformationen

uber das bei der Klassikation verwendete Distanzma zu erreihen:
Die Abstandsberehnung zweier Bilder erfolgt, indem implizit alle Transformationen auf diese ange-
wendet werden und aus den Mengen der erzeugten Bilder das zueinander

ahnlihste Paar betrahtet
wird. Es stellt sih aber heraus, da die Suhe in der Menge aller aus einem Bild konstruierbaren
transformierten Bilder niht eÆzient durhf

uhrbar ist, weshalb mit Approximationsverfahren ge-
arbeitet werden mu. Deshalb hat auh bei der Tangentendistanz die explizite Vervielfahung von
Merkmalsvektoren zur Verbesserung der Approximation eine Existenzberehtigung (siehe Abbil-
dung 2.8, Seite 34).
32 KAPITEL 2. STATISTISCHE KLASSIFIKATION VON EINZELOBJEKTEN
2.6.3 Tangentendistanz
Motivation bei der Konstruktion der Tangentendistanz ist, a-priori-Wissen

uber Variabilit

at der
Merkmalsvektoren in das bei der Klassikation verwendete Distanzma zu integrieren.
Die bei Nearest-Neighbour und Gauss'shen Mishverteilungen verwendeten Distanzmae - beson-
ders der Euklidishe Abstand jjx   jj, geringf

ugiger auh der Mahalanobis-Abstand
(x   )
T

 1
(x   ) - sind sehr sensitiv gegen

uber visuell reht geringen Transformationen (bei-
spielsweise Translation), welhe die Klassenzugeh

origkeit niht

andern.
Die Variabilit

at wird

uber eine Transformation
t : IR
D
 IR
L
! IR
D
; x 7! t(x; ) (2.52)
mit Parametersatz  2 IR
L
modelliert, die f

ur einen Merkmalsvektor x 2 R
D
eine Mannigfaltigkeit
M
x
:=

t(x; );  2 IR
L
	
(2.53)
erzeugt. Bei der Distanzberehnung zwishen zwei Vektoren x 2 IR
D
und  2 IR
D
wird nun die
Distanz der zueinander n

ahsten Repr

asentanten der jeweiligen Mannigfaltigkeit betrahtet:
d
M
(x; ) :=
min

x
;

fjjt(x; 
x
)  t(; 

)jjg (2.54)
Nun ist zu kl

aren, wie t : IR
D
IR
L
! IR
D
sinnvoll gew

ahlt wird, d.h. welhe Transformationen f

ur
das Datenmaterial harakteristish sind. Dies wird sp

ater motiviert. Ein bedeutend gravierenderes
Problem ist die Berehnung von (2.54), da dies ein shweres nihtlineares Optimierungsproblem ist.
In [35℄ wird daher vorgeshlagen, die nihtlinearen Mannigfaltigkeiten M
x
linear zu approximie-
ren. Dies hat neben der nun einfahen L

osung des Optimierungsproblems (2.54) den Nebeneekt,
da das entstehende Distanzma zwar lokal, aber niht mehr global invariant ist, was bei einigen
Transformationen durhaus erw

unsht ist, etwa bei der Rotation, die zu der shon erw

ahnten Ver-
wehslungsgefahr von Sehsen und Neunen f

uhrt. Eine Lineare Approximation f

ur M
x
ergibt sih
durh
^
M
x
=
(
x+
L
X
l=1

l
 x
l
:  2 IR
L
)
(2.55)
wobei fx
l
2 IR
D
; l = 1; : : : Lg ein Erzeugendensystem f

ur die Tangentialebene von M
x
im Punkt
x 2 IR
D
ist.
In dieser Arbeit wird lediglih die Mannigfaltigkeit einer Referenz  bei der Distanzberehnung
betrahtet. Detailliertere Betrahtungen benden sih in [14℄. F

ur das Distanzma gem

a (2.54)
ergibt sih somit die Tangentendistanz
d
t
(x; ) =
min
2IR
L
(
jjx  (+
L
X
l=1

l
 
l
)jj
)
(2.56)
Eine shematishe Darstellung der untershiedlihen Distanzmae ist in Abbildung 2.5 dargestellt.
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dEuklid
d t
dM
M^M
x
µµ
µ
Abbildung 2.5: Shematishe Darstellung von Mannigfaltigkeits-Distanz d
M
(einseitig), Tan-
gentendistanz d
t
(einseitig) und Euklidisher Distanz d
Euklid
zwishen den Merkmalsvekto-
ren x und 
Als Menge harakteristisher Transformationen f

ur das Datenmaterial wird die Menge der aÆnen
Abbildungen gew

ahlt. Durh diese entstehende Transformationen von Koordinatenpaaren (t; s)
lassen sih durh die Gleihung
 
t
0
s
0
!
=
 
1 + a b
 1 + d
! 
t
s
!
+
 
e
f
!
(2.57)
beshreiben. Im folgenden wird ein Erzeugendensystem f

ur die Menge der aÆnen Abbildungen und
die sih daraus ergebenden Dierenzenquotienten der Grauwertfunktion I eines Bildes betrahtet,
um die Tangentenvektoren zu berehnen. Dies ist [37℄ entnommen.
1. Horizontale Vershiebung:
a = b =  = d = f = 0; t
0
= t+ e; s
0
= s
x
1
(t; s) =
lim
e!0
I(t+ e; s)  I(t; s)
e
(2.58)
2. Vertikale Vershiebung:
a = b =  = d = e = 0; t
0
= t; s
0
= s+ f
x
2
(t; s) =
lim
f!0
I(t; s+ f)  I(t; s)
f
(2.59)
3. Rotation:
a = d = e = f = 0; b =  ; t
0
= t+ bs; s
0
= s  bt
x
3
(t; s) =
lim
b!0
I(t+ bs; s  bt)  I(t; s)
b
=
lim
b!0
I(t+ bs; s  bt)  I(t; s  bt)
b
+
lim
b!0
I(t; s  bt)  I(t; s)
b
= sx
1
(t; s)  tx
2
(t; s) (2.60)
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Abbildung 2.6: Visualisierung der Tangentenvektoren f

ur einige USPS-Trainingsdaten. Bei
jedem Vektor wurde dessen Wertebereih auf 0 bis 255 gespreizt.
4. Skalierung:
b =  = e = f = 0; a = d; t
0
= t+ at; s
0
= s+ as
x
4
(t; s) =
lim
a!0
I(t+ at; s+ as)  I(t; s)
a
= tx
1
(t; s) + sx
2
(t; s) (2.61)
5. Ahsendeformation:
a = d = e = f = 0; b = ; t
0
= t+ s; s
0
= t+ s
x
5
(t; s) =
lim
!0
I(t+ s; s+ t)  I(t; s)

= sx
1
(t; s) + tx
2
(t; s) (2.62)
6. Diagonale Ahsendeformation:
b =  = e = f = 0; a =  d; t
0
= t+ dt; s
0
= s  ds
x
6
(t; s) =
lim
d!0
I(t+ dt; s  ds)  I(t; s)
d
= tx
1
(t; s)  sx
2
(t; s) (2.63)
Die Tangentenvektoren x
1
; : : : ; x
6
lassen sih demnah als ortsabh

angige Linearkombination der
Rihtungsableitungen des Bildes I in x- und y-Rihtung berehnen.
Niht in den aÆnen Transformationen enthalten, aber f

ur die Modellierung der Variabilit

at in
OCR-Daten interessant, ist die Strihdike, die als siebente Transformation hinzugenommen wird.
Diese berehnet sih als der Summe der quadrierten Gradientenbilder:
7. Strihdike:
x
7
(t; s) = (x
1
(t; s))
2
+ (x
2
(t; s))
2
(2.64)
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In Abbildung 2.6 sind die Tangentenvektoren f

ur einige der Trainingsdaten des USPS-Korpus
dargestellt. Die Wirkungsweise der Tangentenapproximation ist in Abbildung 2.7 dargestellt. Die
Ziern des USPS-Trainingskorpus sind gem

a Gleihung (2.55) variiert.
Abbildung 2.7: Beispiele f

ur Variationen von USPS-Ziern mit Hilfe der Tangentenappro-
ximation. Links jeweils das Original, in den folgenden Spalten jeweils Variation in negative
und positive Rihtung der Tangenten f

ur horizontale Translation, vertikale Translation, Ro-
tation, Skalierung, Ahsendeformation, diagonale Ahsendeformation und Strihdike. Als
Vorfaktoren f

ur die Tangenten in (2.55) wurde bei den Translationen -0.5, 0.5, bei den

ubri-
gen -0.2, 0.2 verwendet.
Zur Berehnung der Rihtungsableitungen werden in dieser Arbeit die Sobel-Kantenlter verwen-
det, die auf einem Grauwertbild einen gerihteten Gradienten und eine Gau-Gl

attung durhf

uhren
[18, S.213℄. Dies geshieht durh Anwendung folgender Filter-Templates:
S
x
=
1 0 -1
2 0 -2
1 0 -1
S
y
=
1 2 1
0 0 0
-1 -2 -1
Da durh die lineare Approximation
^
M
x
Genauigkeit verlorengeht, insbesondere mit steigender
Entfernung von x, kann auh hier die Trainingsdatenvervielfahung angewendet werden, um die
MannigfaltigkeitM
x
besser zu approximieren. Abbildung 2.8 veranshauliht shematish die Wir-
kungsweise.
2.6.4 Sh

atzung tangenten

ahnliher Vektoren
Die im vorherigen Abshnitt vorgestellten Tangentenvektoren modellieren zul

assige Transforma-
tionen von Bilddaten, die durh a-priori-Wissen gerehtfertigt werden. In diesem Abshnitt soll
untersuht werden, wie sih
'
typishe` Variationen allein aus dem vorhandenen Datenmaterial er-
mitteln lassen. Der Ansatzpunkt hierbei ist die in Abshnitt 2.5.1 vorgestellte PCA. Wie bereits
beshrieben, spiegeln die Eigenvektoren der Kovarianzmatrix  entsprehend der Gr

oe ihres zu-
geh

origen Eigenwertes Rihtungen untershiedlih groer Varianz wider. Das legt nahe, die ersten
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Mx
^
Mx
x
α1t(x,      )
αt(x,      )2
t(x,      )2α
t(x,      )1αM
M^
^
Abbildung 2.8: Die explizite Erzeugung der virtuellen Daten t(x; 
1
) und t(x; 
2
) zu Datum
x bewirkt eine bessere Approximation der Mannigfaltigkeit M
x
.
L Eigenvektoren jeder klassenspezishen Kovarianzmatrix als klassenspezishe
'
Tangentenvek-
toren` zu benutzen, die auf die Mittelwertvektoren der jeweiligen Klasse wirken. Eine genaue Her-
leitung kann in [14, Kapitel 5.1.2℄ nahgelesen werden.

Ahnlih wie bei der Tangentendistanz in
(2.56) ergibt sih hier
d
t
(x; 
k
) =
min
2IR
L
(
jjx  (
k
+
L
X
l=1

l
 
kl
)jj
)
; (2.65)
wobei 
k
=
1
N
k
P
N
k
n=1
x
nk
der klassenbezogene (empirishe) Mittelwert ist und der Vektor 
kl
der
Eigenvektor zu Eigenwert 
l
der klassenspezishen (empirishen) Kovarianzmatrix 
k
. Die Ei-
genwerte 
l
seien dabei absteigend sortiert, d.h. 
1
 : : :  
D
.
Um feinere Dierenzierungen vornehmen zu k

onnen, kann wieder mit Pseudoklassen gearbeitet wer-
den, d.h. man erh

alt einen Prototyp-Vektor pro Cluster und berehnet die Eigenvektoren jeweils
aus der lusterspezishen Kovarianzmatrix. In Abbildung 2.9 sind die aus den lusterspezishen
Kovarianzmatrizen berehneten Vektoren f

ur 20 Pseudoklassen auf dem USPS-Trainingskorpus
dargestellt.
Interessantenweise stellt die Motivation dieses Ansatzes das Gegenteil derjenigen bei der Karhunen-
Loeve-Transformation dar, falls man lediglih eine Klasse betrahtet. Auftretende Distanzen in
Rihtung der dominierenden Variabilit

at werden bei Distanzma (2.65) vernahl

assigt, statt dessen
mit man den Abstand eines Vektors von der Mannigfaltigkeit
'
typisher` - weil h

aug auftreten-
der - Transformationen. Die Distanzberehnung f

ur KL-transformierte Daten mit den Abstand
in der Mannigfaltigkeit, also den orthogonalen Anteil. Abbildung 2.10 stellt diese Beobahtung
shematish dar. In [21℄ werden die Distanzmae mit DIFS (distane in feature spae) und DFFS
(distane from feature spae) bezeihnet.
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Abbildung 2.9: Aus den klassenspezishen Kovarianzmatrizen berehnete Eigenvektoren
f

ur 20 Pseudoklassen auf dem USPS-Trainingskorpus. Ganz links jeweils der Mittelwert der
Pseudoklasse.
DFFS
DIFS
x
µ
IRD
IRd
Abbildung 2.10: Vergleih von tangenten

ahnlihem Distanzma und der Distanz KL-
reduzierter Daten. Die Distanz im reduzierten Merkmalsraum (DIFS) und die Distanz zum
reduzierten Merkmalsraum (DFFS) zerlegen den Abstand von x und  in die L

angen zweier
zueinander orthogonaler Vektoren. Vergleihe auh [21℄.
2.7 Ergebnisse und Diskussion
Zur Untermauerung der bisher dargestellten Betrahtungen wurden auf dem USPS-Korpus ver-
shiedene Experimente durhgef

uhrt, die im folgenden dargestellt und kommentiert werden sollen.
2.7.1 Durhgef

uhrte Experimente
Zus

atzlih zu den in vershiedenen Quellen angegebenen Resultaten wurden zu Vergleihszweken
eigene Versuhe durhgef

uhrt. Danah werden die mit dem auf der Bayes'shen Entsheidungsre-
gel und Gauss'shen Mishverteilungen basierenden statistishen Klassikator erzielten Resultate
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vorgestellt.
Vergleihsergebnisse aus eigenen Experimenten
Zu Vergleihszweken wurden folgende Klassikatoren implementiert und getestet:
1. Nearest Neighbour mit Euklidishem Distanzma (siehe Abshnitt 2.4.3). Die erzielten Er-
gebnisse sind in Tabelle 2.2 dargestellt.
2. Kernel-Densities-basierter Klassikator (siehe Abshnitt 2.4.2). Die erzielten Ergebnisse sind
in Tabelle 2.3 dargestellt.
3. Tangentendistanz-basierter Nearest Neighbour f

ur a-priori Tangenten (siehe Abshnitt 2.6.3,
Approximation der Mannigfaltigkeit nur auf Seite der Referenzen). Die erzielten Ergebnisse
sind in Tabelle 2.4 dargestellt.
4. Tangentendistanz-basierter Nearest Neighbour f

ur aus klassenspezishen Kovarianzmatrizen
gesh

atzte Tangentenvektoren (siehe Abshnitt 2.6.4)
Tabelle 2.2: Fehlerrate des Nearest-Neighbour-Klassikators (Euklidishe Distanz) auf USPS
in Abh

anigigkeit von Trainings- und Testdatenvervielfahung, keine Dimensionsreduktion.
Testdaten
einfah neunfah
einfah (16x16) 5.6 4.7
Trainingsdaten
neunfah (18x18) 4.6 4.3
Tabelle 2.3: Fehlerrate des Kernel-Densities-Klassikators (globale Varianz) auf USPS in
Abh

anigigkeit von Trainings- und Testdatenvervielfahung, keine Dimensionsreduktion
Testdaten
einfah neunfah
einfah (16x16) 5.5 4.5
Trainingsdaten
neunfah (18x18) 4.5 4.2
Tabelle 2.4: Fehlerraten des Nearest-Neighbour-Klassikators (Tangentendistanz) auf USPS
in Abh

angigkeit der Trainingsdatenvervielfahung. Die Berehnung der Tangentenmannig-
faltigkeit ndet nur auf Seite der Referenzen statt. Ergebnisse f

ur einfahe Testdaten.
Fehlerrate
einfah (16x16) 3.9
Trainingsdaten
f

unah (18x18) 3.6
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Tabelle 2.5: Fehlerraten des Nearest-Neighbour-Klassikators (DFFS) auf USPS in
Abh

angigkeit der Anzahl der Cluster der Trainingsdaten. Ergebnisse f

ur einfahe Testdaten.
Trainingsdaten Fehlerrate
orig 20 40 80
einfah (16x16) 5.3 4.5 4.4 4.5
f

unah (18x18) 5.9 5.2 4.4 3.8
neunfah (18x18) 5.8 5.0 4.3 4.0
Diese Vergleihsergebnisse sollen helfen, die mit dem statistishen Klassikator, basierend auf der
Bayes'shen Entsheidungsregel und Gau'shen Mishverteilungen, erzielten Resultate einzu-
ordnen. Diese Ergebnisse werden im folgenden dargestellt und diskutiert.
Anmerkung zur Beshr

ankung auf Varianzen
Der

Ubergang vom Sh

atzen voller Kovarianzmatrizen 
ki
zum Sh

atzen von Varianzen 
2
ki
(den
Diagonalelementen von 
ki
) stellt den ersten Shritt der Vereinfahung des Modells f

ur p(xjk) dar
(siehe Abshnitt 2.4.1).
Bei der Implementierung des statistishen Klassikators wurde auf die Benutzung von vollen Kova-
rianzmatrizen generell verzihtet. Wie in Abshnitt 2.4.1 bereits dargestellt, erfordert die Sh

atzung
einer vollen, invertierbaren Kovarianzmatrix 
ki
der Dimension DD mindestens D, in der Praxis
besser 10 D bis 100 D viele Beobahtungen, wodurh aus dem USPS-Trainingskorpus viel zu we-
nige Dihten sh

atzbar w

aren. F

ur das volle statistishe Modell liegen deswegen keine Ergebnisse
vor, im Zuge weitergehender Untersuhungen soll dies jedoh nahgeholt werden, insbesondere f

ur
merkmalsreduzierte Daten.
Wirksamkeit der Merkmalsreduktion
Durh die Merkmalsreduktion (siehe Abshnitt 2.5) ergibt sih ein Trade-o zwishen Informati-
onsverlust (und damit Verringerung der potentiellen Erkennungsleistung) einerseits und der Ver-
besserung der Parametersh

atzung f

ur das statistishe Modell der klassenbedingten Wahrshein-
lihkeiten p(xjk) andererseits. Ziel der Experimente ist es, den Einsatz der Merkmalsreduktion zu
rehtfertigen und eine gute Abw

agung zwishen beiden Eekten zu bestimmen. Es wurden folgende
Experimente durhgef

uhrt:
 Benutzung der Karhunen-Loeve-Transformation (siehe Abshnitt 2.5.1)
 Benutzung der LDA (siehe Abshnitt 2.5.2, L

osung eines generalisierten Eigenwertproblems)
 Benutzung der Subspae-Methode (siehe Abshnitt 2.5.3, L

osung eines Eigenwertproblems)
In den durhgef

uhrten Experimenten erzielten LDA und Subspae-Methode nahezu identishe Er-
gebnisse, weshalb im folgenden stets nur die Ergebnisse f

ur LDA-reduzierte Merkmalsvektoren
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angegeben ist. Tabelle 2.6 gibt eine

Ubersiht der erzielten Fehlerraten. Auf die Trainingsdaten-
vervielfahung wird in einem eigenen Abshnitt eingegangen.
Tabelle 2.6: Merkmalsreduktion auf USPS: Erzielte Fehlerraten. Ergebnisse f

ur einfahe
Testdaten, globales Varianzpooling.
Trainingsdaten
Merkmalsreduktion einfah (16x16) neunfah (18x18)
keine 8.2 7.0
KLT, 39 Merkmale 5.6 3.9
LDA, 39 Merkmale 6.9 4.3
0
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10
15
20
10 100 1000
keine Merkmalsreduktion
LDA (39 Merkmale)
KLT (39 Merkmale)
0
5
10
15
20
10 100 1000 10000
keine Merkmalsreduktion
LDA (39 Merkmale)
KLT (39 Merkmale)
Abbildung 2.11: Merkmalsreduktion auf USPS: Erzielte Fehlerraten f

ur einfahe Trainings-
daten (links, 16x16) und verneunfahte Trainingsdaten (rehts, 18x18) in Abh

angigkeit der
Gesamtanzahl der Dihten. Ergebnisse f

ur einfahe Testdaten, globales Varianzpooling.
Interessanterweise erweist sih die KLT in diesem Fall gegen

uber der LDA als g

unstiger. In [12℄ wer-
den einige Eigenshaften der LDA diskutiert, u.a. da die Optimalit

at im Sinne der Bayes'shen
Entsheidungsregel f

ur minimale Fehlerrate nur gilt unter der Voraussetzung, da die Klassen
jeweils Gauss-verteilt sind und alle Klassen die gleihe Kovarianzmatrix besitzen, was sehr un-
wahrsheinlih ist. Ferner zeigt sih, da beim Einsatz von VTS f

ur LDA-reduzierte Daten bessere
Ergebnisse erzielt werden (siehe Tabelle 2.9).
Es soll dar

uber hinaus festgestellt werden, welhe Merkmalsanzahl die besten Klassikationslei-
stungen erlaubt. Um eine Zieldimension d zu erreihen, wurden bei LDA und Subspae-Methode
zun

ahst Pseudoklassen generiert (falls d  K). Da der f

ur diese Arbeit implementierte Clustering-
Algorithmus lediglih K  2

;  = 1; 2; : : : Pseudoklassen liefert, wurde ggf. mit Hilfe einer nah-
geshalteten LDA eine Reduktion von K  2

auf K  d < K  2

Merkmale vorgenommen. Die
erzielten Fehlerraten sind in Tabelle 2.12 dargestellt. Bei der KLT werden f

ur 39 Merkmale die
besten Resultate erzielt (3.9 % Fehlerrate), bei der LDA ist die g

unstigste Zieldimension 34 (4.1%
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Fehlerrate). Die Abweihung von der Fehlerrate f

ur 39 Merkmale (4.3% Fehlerrate) ist aber gering
genug, um im folgenden stets auf 39 Merkmale reduzierte Daten zu betrahten. Dies entspriht der
Verwendung von 40 Pseudoklassen zur Sh

atzung der LDA.
0
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10
0 10 20 30 40 50 60 70 80
KLT
LDA
Abbildung 2.12: Merkmalsreduktion auf USPS: Erzielte Fehlerraten f

ur verneunfahte Trai-
ningsdaten (18x18) in Abh

angigkeit der Zieldimension d. Ergebnisse f

ur einfahe Testdaten,
globales Varianzpooling.
Wirksamkeit der Modellvereinfahung: Varianzpooling
Das 'Poolen' von Varianzen, d.h. der

Ubergang

2
ki
! 
2
k
! 
2
ist eine wihtige Manahme, da der USPS-Trainingskorpus relativ klein ist und eine geringe Stih-
probe die Gefahr birgt, die Varianz zu untersh

atzen [25, S.54℄. Ziel ist es, eine m

oglihst hohe
Anzahl von Dihten in der Mishverteilung zu erreihen, um die Verteilung p(xjk) genauer appro-
ximieren zu k

onnen.
Tabelle 2.7 zeigt die erzielten Ergebnisse. Deutlih erkennbar erzielt globales Pooling trotz der
damit verbundenen Vereinfahung des Modells die besten Ergebnisse. Im folgenden beziehen sih
Ergebnisse daher - so niht anders angegeben - immer auf ein Modell mit globalem Varianzpooling.
Wirksamkeit der Trainingsdatenvervielfahung
Die Trainingsdatenvervielfahung (siehe Abshnitt 2.6.1) wirkt an mehreren Stellen auf das Erken-
nungssystem:
 In der Merkmalsreduktion sind die Matrizen  (f

ur die KLT), S
w
und S
b
(f

ur die LDA) bzw.
S
w
(f

ur die Subspae-Methode) besser sh

atzbar.
 Beim EM-Training der Mishverteilungsparameter k

onnen mehr Dihten gesh

atzt werden.
Ebenso sind die Varianzen besser sh

atzbar.
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Tabelle 2.7: Varianzpooling auf USPS: Erzielte Fehlerraten. Die Daten sind jeweils mittels
LDA auf 39 Merkmale reduziert. Ergebnisse f

ur einfahe Testdaten.
Trainingsdaten
Varianzpooling einfah (16x16) neunfah (18x18)
keins 8.5 5.9
klassenspezish 8.3 6.2
global 6.9 4.3
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Abbildung 2.13: Varianzpooling auf USPS: Erzielte Fehlerraten f

ur einfahe Trainingsdatan
(links, 16x16) und verneunfahte Trainingsdaten (rehts, 18x18) in Abh

angigkeit der Ge-
samtanzahl der Dihten. Die Daten sind jeweils mittels LDA auf 39 Merkmale reduziert.
Ergebnisse f

ur einfahe Testdaten.
 Die Erkennung wird zu gewissem Grade invariant gegen

uber den bei der Datenvervielfahung
verwendeten Transformationen.
Die Experimente in diesem Abshnitt sollen zeigen, da die Vervielfahung der Trainingsdaten eine
wirkungsvolle Manahme ist. Als Transformation zur Vervielfahung der Daten wurden Translation
und Variation der Strihdike ausgew

ahlt, da sih diese als f

ur den USPS-Korpus vorherrshende
Variabilit

aten herausgestellt haben [14, Abshnitt 7.1.3 und S. 99℄. Dazu wurden folgende Experi-
mente durhgef

uhrt:
1. Vervielfahe die Trainingsdaten durh Translation in vershieden groen Nahbarshaften
2. Vervielfahe die Trainingsdaten durh eine Kombination von Translation und Strihdiken-
variation
Ergebnisse f

ur per Translation verneunfahte Trainingsdaten benden sih in Tabelle 2.6.
Die Variation der Strihdike kann durh einen in [18, Abshnitt 7.5.5℄ dargestellten Skelettie-
rungsalgorithmus erfolgen. Dieser ist allerdings f

ur Bin

arbilder deniert. Auf die Einshr

ankung
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der Klassikationsleistung beim

Ubergang von Grauwertbildern zu Bin

arbildern wird in [14, Ab-
shnitt 7.1.4℄ eingegangen. Deshalb wurde als alternative Implementierung die Modikation eines
Merkmalsvektors durh Addition bzw. Subtraktion der Strihdiken-Tangente (siehe Abshnitt
2.6.3) gew

ahlt.
Eine Kombination von Translation und Strihdikenvariation (Faktor 9 f

ur Translation, Faktor 3
f

ur Strihdike, also insgesamt Vervielfahung um den Faktor 27) ergab keine Verbesserung der
Ergebnisse, die in Tabelle 2.6 (Verneunfahung der Trainingsdaten durh Translation) dargestellt
sind. Versuhe mit per geringf

ugiger Rotation vervielfahten Trainingsdaten verliefen ebenfalls er-
folglos.
Ferner soll untersuht werden, an welhen Stellen des Erkennungssystems die resultierenden Gewin-
ne erzielt werden, d.h. inwieweit die Verbesserungen auf die zuverl

assigere Sh

atzung der within-
lass-satter-Matrix S
w
bei der Subspae-Methode (siehe Abshnitt 2.5.3) oder durh die zuverl

assi-
gere Sh

atzung der Verteilungsparameter im EM-Training (siehe Abshnitt 2.4.1) zur

ukzuf

uhren
sind. Dazu wurde folgendes Vorgehen gew

ahlt:
 F

uhre die Sh

atzungen im Rahmen der Merkmalsreduktion mit Hilfe vervielfahter Trainings-
daten aus, das Training der Mishverteilungsparameter erfolgt lediglih anhand der normalen
Testdaten.
 Der umgekehrte Fall: Benutze die normalen Trainingsdaten zur Berehnung der Merkmals-
reduktion, sh

atze die Mishverteilungsparameter

uber die vervielfahten Trainingsdaten.
Tabelle 2.8: Trainingsdatenvervielfahung auf USPS: Einu auf die Berehnung der Merk-
malsreduktion und die Parametersh

atzung. Die Daten sind jeweils mittels LDA auf 39
Merkmale reduziert. Ergebnisse f

ur einfahe Testdaten.
Training der GMV-Parameter
einfah (16x16) neunfah (16x16)
Berehnung der einfah (16x16) 6.9 6.3
Merkmalsextraktion neunfah (16x16) 5.4 5.0
einfah (18x18) neunfah (18x18)
Berehnung der einfah (18x18) 7.4 5.5
Merkmalsextraktion neunfah (18x18) 5.9 4.3
Die Ergebnisse f

ur diese Experimente sind in Tabelle 2.8 dargestellt. Der Einu der Trainingsda-
tenvervielfahung sheint demnah besonders die Sh

atzung der Merkmalsextraktion zu verbessern.
Wirksamkeit der Testdatenvervielfahung: VTS
Die Wirksamkeit der Vervielfahung von Testdaten und des Einsatzes der virtual test sample Me-
thode (VTS) soll durh Experimente belegt werden. Bemerkenswert ist, da alle vorangegangenen
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Shritte des Prozesses (Merkmalsreduktion und Training der Verteilungsparameter) unver

andert
beibehalten werden k

onnen. Diese Manahme kann also - auh aufgrund der allgemein relativ
geringen Kosten f

ur die Klassizierung eines Vektors

uber die Auswertung der Mishverteilungs-
funktion - sehr eÆzient angewendet werden.
Als m

oglihe Transformationen bieten sih hier wieder die im vorherigen Abshnitt diskutierten
Transformationen an: Translation und Strihdike. Aufgrund der guten Ergebnisse im Zusammen-
hang mit der Trainingsdatenvervielfahung wurden die Experimente mit per Translation verviel-
fahten Testdaten durhgef

uhrt. Die erzielten Fehlerraten benden sih in Tabelle 2.9.
Tabelle 2.9: Testdatenvervielfahung auf USPS: Erzielte Fehlerraten.
Trainingsdaten Testdaten
(neunfah, 18x18) einfah neunfah
keine Merkmalsreduktion 7.0 6.0
KLT, 39 Merkmale 3.9 3.7
LDA, 39 Merkmale 4.3 3.4
Von den in Abshnitt 2.6.2 dargestellten Regeln erwiesen sih Maximumregel, Summenregel, Pro-
duktregel und Majorit

atsentsheidung als nahezu identish bei den erzielten Ergebnissen. Die mo-
dizierte Distanzregel shneidet stets shlehter ab.
Interessant an den Ergebnissen in Tabelle 2.9 ist der geringe Zugewinn durh VTS bei KLT-
reduzierten Daten. Eine m

oglihe Erkl

arung hierf

ur ist, da durh die starke Korrelation der vir-
tuellen Daten auh deren Eigenraum-Repr

asentationen sehr eng zusammenliegen, was eine nur
geringe Menge an Zusatzinformationen liefert, die VTS nutzen kann.
2.7.2 Konkurrierende Klassikatormodelle
In diesem Abshnitt sollen -reht kompakt- die Ans

atze konkurrierender Klassikatormodelle vor-
gestellt werden, um eine Einordung der in dieser Arbeit dargestellten Methoden zu erlauben.
K

unstlihe neuronale Netze
In der vorliegenden Arbeit wird durh die Entsheidungsfunktion r diejenige Klasse ausgew

ahlt,
welhe die maximale klassenbedingte Wahrsheinlihkeit f

ur einen zu klassizierenden Merkmals-
vektor x 2 IR
D
besitzt, d.h. r entsheidet nah Auswertung eines statistishen Modells. Prinzipiell
sind jedoh Antworten beliebiger Diskriminantenfunktionen g(x; k) denkbar:
r : IR
D
! f1; : : : ;Kg; r(x) =
argmax
k
fg(x; k)g
Ein Beispiel sind polynomielle Klassikatoren, die f

ur einen Merkmalsvektor x = (x
1
; : : : ; x
D
) 2
IR
D
einen Antwortwert berehnen, der sih als gewihtete Summe von Potenzen in x
i
; i = 1; : : : ; D
berehnet, z.B. quadratish: g(x; k) = 
k0
+
P
D
d=1

kd
 x
d
+
P
D
d=1
P
E
e=1

kde
 x
d
x
e
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Ein Neuronales Netz stellt eine weitere M

oglihkeit dar, eine Diskriminantenfunktion zu berehnen
(siehe [25℄, S. 63).
Eine Einf

uhrung zu Neuronalen Netzen bendet sih etwa in [23℄. An dieser Stelle soll lediglih
das Multilayer-Pereptron vorgestellt werden. Es besteht aus in mehreren Shihten angeordneten
Knoten, die in Anlehnung an die nahgebildete Realit

at { das menshlihe Gehirn { auh Neuronen
genannt werden. Jedes Neuron arbeitet parallel und unabh

angig von allen anderen. Verbindungen
zwishen Neuronen existieren beim Multilayer-Pereptron von Shiht zu Shiht. Die Eingabe-
shiht enth

alt f

ur jede Komponente des Merkmalsvektors ein Eingabeneuron, die Ausgabeshiht
pro Klasse ein Neuron, an dem { nah Eingabe eines Merkmalsvektors in das Netz { der Wert der
Diskriminantenfunktion g(x; k) f

ur die jeweilige Klasse anliegt. In jedem Neuron werden die Werte
der Eing

ange y
1
; : : : ; y
L
gewihtet summiert und anshliessend in die sogennannte Aktivierungs-
funktion f des Neurons gegeben. Der berehnete Wert wird shlielih an nahfolgende Neuronen
weitergegeben. Prinzipiell kann f f

ur jedes Neuron separat gew

ahlt werden, meist verwendet man
jedoh eine einzige Funktion. Als Wertebereih der Aktivierungsfunktion f wird in der Regel f0; 1g
oder f 1; 1g gew

ahlt, f

ur f selbst beispielsweise die Sigmoid-Funktion f(x) =
1
1+e
 x
. Deren Niht-
linearit

at ist eine wihtige Eigenshaft, da das Netz f

ur lineare f lediglih in der Eingabe lineare
Funktionen generieren kann.
y
i
= f
 

i0
+
L
X
l=1

il
 y
l
!
yL
y2
y1
α
α
α i1
i2
iL
α i0
yL+ f
Abbildung 2.14: Shematisher Aufbau eines Neurons. Die Werte an den Eing

angen
y
1
; : : : ; y
L
werden mit 
i1
; : : : ; 
iL
$ gewihtet summiert. 
i0
dient dazu, auh konstante
Werte generieren zu k

onnen. Die gewihtete Summe wird in die Aktivierungsfunktion f
eingesetzt und der resultierende Wert an die Nahfolgerknoten weitergegeben.
Die Funktionsweise eines Neuronalen Netzes kann folgendermaen beshrieben werden [23℄: In
der Ruhephase sind alle Aktivierungen, d.h. Neuronenausg

ange, konstant. Wird dem Multilayer-
Pereptron ein Merkmalsvektor pr

asentiert, beginnt die Arbeitsphase, in der alle Neuronen ihre
Aktivierung neu berehnen, bis das Netz wieder in eine Ruhephase gelangt. Das Lernen eines Neu-
ronalen Netzes besteht darin, die Gewihte 
il
derart einzustellen, da die in der Ausgabeshiht
erhaltenen Werte m

oglihst genau die Werte der gew

unshten Diskriminantenfunktion g(x; k) an-
nehmen. Der Gesamtfehler wird im Training als die Summe der quadrierten Abweihungen von
Sollwert und Istwert gemessen. Ein zum Training benutzter Algorithmus ist die error bakpropaga-
tion. Diese f

uhrt ein Gradientenabstiegsverfahren auf der Fehlerfunktion, die in Abh

angigkeit der
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aktuellen Wahl der 
il
formuliert wird, aus.
In [16℄ wird eine Methode vorgestellt, problemspezishes Wissen in ein Multilayer- Pereptron
zu integrieren, und zwar f

ur die Erkennung handgeshriebener Ziern. Das dort beshriebene
Multilayer-Pereptron LeNet 1 besitzt neben Eingabe- und Ausgabeshiht noh 4 innere Shih-
ten, in denen untershiedlih groe 'feature maps' berehnet werden, die aus abwehselnden An-
wendungen von Faltung und Verkleinerung von Kartenteilbereihen entstehen. Dies ist shematish
in Abbildung 2.15 dargestellt. Per Konstruktion entstehen lokale Invarianzen der Merkmalskarten
gegen

uber bestimmten Transformationen, durh das Subsampling beispielsweise in Bezug auf die
Translation.
12 4x4
Feature Maps
12 8x8
Feature Maps
4 12x12 
Feature Maps
4 24x24
Feature Maps
Input 28x28
Output
Convolution ConvolutionSubsampling Subsampling
Abbildung 2.15: Aufbau von LeNet 1. Um das Berehnen der Feature Maps zu vereinfahen,
wird eine 28x28 Pixel groe Eingabeshiht verwendet. Das USPS-Datum (16x16 Pixel) wird
zentriert eingesetzt. Die berehneten Features werden mit wahsendem Weg durh das Netz
komplexer.
Durh Formulierungen von Nebenbedingungen und Abh

angigkeiten f

ur die Gewihte besitzt LeNet1
bei 4635 Knoten und 98442 Verbindungen nur 2578 freie Parameter, verglihen mit beispielsweise
123.300 freien Parametern, die ein vollst

andig verbundenes Netz mit 300 inneren Knoten besitzt,
welhes in [17℄ erw

ahnt wird.
 Neuronale Netze stellen eine M

oglihkeit dar, eine Diskriminantenfunktion g(x; k) aus Trai-
ningsdaten zu erlernen. Bei der Klassikation eines Musters x wird f

ur diejenige Klasse k
entshieden, f

ur die g(x; k) das Maximum annimmt.
 Problemspezishes Wissen kann

uber die gezielte Vershaltung von Neuronen und die For-
mulierung von Nebenbedingungen sowie Abh

angigkeiten der Gewihte 
il
in das Neuronale
Netz eingebraht werden.
 Der zumeist verwendete Trainingsalgorithmus, die error bakpropagation, erfordert besonders
sorgf

altige Implementierung [25℄, und f

uhrt eine lokale Suhe bei der Parameteroptimierung
aus.
Die Support-Vektor-Mashine
Support-Vektor-Mashinen (SVMs), auh mit optimal margin lassier bezeihnet, arbeiten ohne
statistishe Modelle f

ur die Verteilung des Datenmaterials im Merkmalsraum. Eine Einf

uhrung
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zu diesem Thema bendet sih beispielsweise in [3℄. Ziel bei der Konstruktion einer Entshei-
dungsfunktion r durh eine Support-Vektor-Mashine ist es, die Generalisierungsf

ahigkeit von r zu
maximieren. Hierzu wird als Ma das sogenannte 'Erwartete Risiko' R() f

ur einen allgemeinen
Klassikator mit Parametersatz  benutzt. Mit Wahrsheinlihkeit 1   gilt:
R() = R
emp
() +
r
h(log(2l=h) + 1)  log()
l
(2.66)
Demnah h

angt die zu erwartende Fehlerrate f

ur r mit Parametersatz  neben der Fehlerrate
R
emp
auf den Trainingsdaten (l St

uk) auh von der sogenannten VC-Dimension (von Vapnik,
Chervonenskis) h der Entsheidungsfunktion r ab. Formal ist h die maximale Anzahl von Trai-
ningsvektoren, die durh die Entsheidungsfunktion separabel sind und kann als Ma f

ur die Kom-
plexit

at der verwendeten Entsheidungsfunktion interpretiert werden, allerdings niht im Sinne
der Parameteranzahl, wie Beispiele in [3℄ veranshaulihen: Eine hohe Parameteranzahl bewirkt
niht zwangsl

aug eine hohe VC-Dimension, ebensowenig wie eine niedrige Parameteranzahl eine
niedrige VC-Dimension.
Support-Vektor-Mashinen versuhen, R() in Gleihung (2.66) zu minimieren, indem h minimiert
wird. Anshaulih ersheint klar, da eine gute Erkl

arung der Trainingsdaten (R
emp
niedrig)
durh eine Funktion r niedriger Komplexit

at (h niedrig) eine hohe Wahrsheinlihkeit besitzt, da
tats

ahlih eine diskriminative Eigenshaft des Datenmaterials gefunden wurde, die konstruierte
Entsheidungsfunktion r also eine gute F

ahigkeit zur Generalisierung besitzt.
Allgemein besteht der Ansatz einer Support-Vektor-Mashine bei einem 2-Klassen-Problem darin,
eine Hyperebene
H : w  x+ b = 0 (2.67)
mit Normalenvektorw im Merkmalsraum IR
D
zu bestimmen, welhe die Trainingsdaten f(x
i
; y
i
); x
i
2
IR
d
; y
i
2 f 1; 1gg mit maximalem Abstand separiert. (Um Formulierungen zu vereinfahen, wird
die Menge der Klassenindizes als f 1; 1g deniert).
Die Klassikation eines Testdatums x 2 IR
D
erfolgt dann durh Bestimmung der Lage von x bzgl.
H :
r(x) = sgn(wx + b) (2.68)
Die Separation der Trainingsdaten wird ausgedr

ukt durh
x
i
 w + b  +1 ; y
i
= +1 (2.69)
x
i
 w + b   1 ; y
i
=  1 (2.70)
was sih zu einer Darstellung zusammenfassen l

at:
y
i
(x
i
 w + b)  1 8i (2.71)
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Abbildung 2.16: Separation zweier Klassen durh eine Support-Vektor-Mashine: Die SVM
konstruiert diejenige Hyperebene H , welhe die Daten der beiden Klassen K
 1
und K
+1
mit
maximalem Abstand separiert. Merkmalsvektoren, die H am n

ahsten liegen (und somit die
Lage von H bestimmen), sind markiert. Diese werden Support-Vektoren genannt.
Durh die Ungleihungen (2.69) und (2.70) ergeben sih 2 parallele Hyperebenen
H
1
: w  x
i
  ( b+ 1) = 0
H
2
: w  x
i
  ( b  1) = 0
welhe voneinander den Abstand
d =
 b+ 1
jjwjj
 
 b  1
jjwjj
=
2
jjwjj
(2.72)
haben. Das Optimierungsproblem besteht darin, Ausdruk (2.72) unter den Nebenbedingungen
(2.71) zu maximieren. Die Situation ist in Abbildung 2.16 dargestellt.
Durh die Aufteilung eines K-Klassen-Problems in K viele 2-Klassen-Probleme lassen sih auh
Klassikationsaufgaben mit K > 2 behandeln.
Durh Erweiterungen werden Anwendbarkeit und Leistungsf

ahigkeit der Support-Vektor-Mashine
weiter erh

oht: F

ur den Fall, da die Trainingsdaten niht fehlerfrei separierbar sind, wird in [4℄ ein
Mehanismus vorgestellt, der die Verletzung von (2.71) in mebaremMae erlaubt und das Problem
der Separation der Trainingsdaten mit maximalem Abstand um die simultane Minimierung der
Separationsverletzung erweitert. Die Nebenbedingungen (2.71) werden modiziert zu
y
i
(x
i
 w + b)  1  
i
8i (2.73)
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Shematish ist dies in Abbildung 2.17 dargestellt.
Die zu minimierende Funktion enth

alt nun den mit  gewihteten Term, der die Separationsfehler
mit:
1
2
jjwjj
2
+  
X
i

i
(2.74)
Ein zweiter Punkt ist die implizite Generierung nihtlinearer Separations

ahen durh Einsatz
sogenannter Kernfunktionen. Wie z.B. in [32℄ dargestellt, lassen sih Algorithmen, die

uber Ska-
larprodukte formuliert werden k

onnen, durh die Substitution der auftretenden Skalarprodukte
erweitern. Motivation dabei ist, die Daten mittels einer Abbildung  nihtlinear in einen h

oherdi-
mensionalen Raum zu transformieren, in dem das Skalarprodukt (bezogen auf den urspr

unglihen
Merkmalsraum) 'm

ahtiger' ist. Im Fall der Kernel-PCA [32, Kapitel 3℄ bedeutet beispielsweise der
Einsatz polynomieller Kernfunktionen die Ber

uksihtigung von Korrelationen h

oherer Ordnung.
Um die Shwierigkeit der Berehnung des Skalarproduktes (x
i
)  (x
j
) im hohdimensionalen
Raum zu umgehen, wird statt dessen der Wert einer Kernfunktion K(x
i
; x
j
) berehnet, d.h. bei
Berehnungen wird der bisherige Mermalsraum niht verlassen, die Abbildung  ndet lediglih im-
plizit statt. Neben der PCA wurde dies auh erfolgreih f

ur die Diskriminanzanalyse durhgef

uhrt
[20℄.
In Support-Vektor-Mashinen kann dieses Vorgehen eingebraht werden, da das Optimierungspro-
blem (2.74) durh die Darstellung von w als Linearkombination von Support-Vektoren entsprehend
umformuliert werden kann.
Interessant sind im Vergleih zu den anderen vorgestellten Klassikatoren folgende Punkte:
 Support-Vektor-Mashinen mahen keine Annahmen

uber die statistishe Verteilung des Da-
tenmaterials im Merkmalsraum.
w
|w|
ξ i
j
|w|
ξ
-
H
Abbildung 2.17: Erweiterung der Support-Vektor-Mashine auf niht separierbare Trainings-
daten: Die Variablen 
i
bilden ein Ma f

ur die Verletzung der Separationsbedingung (2.71).
Diese wird umformuliert zu neuen Nebenbedingungen (2.73)
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 Support-Vektor-Mashinen minimieren das erwartete Risiko bei der Konstruktion einer Ent-
sheidungsfunktion. Durh deren niedrige VC-Dimension bietet diese gute F

ahigkeit zur Ge-
neralisierung. Die beim statistishen Ansatz dieser Arbeit verwendete Maximum-Likelihood-
Sh

atzung der Verteilungsparameter hingegen bedeutet eine Minimierung des empirishen
Risikos.
 Lediglih ein Teil der Trainingsdaten ist letztlih f

ur die Konstruktion der Entsheidungsfunk-
tion relevant, und zwar diejenigen Merkmalsvektoren, welhe der Trenn

ahe am n

ahsten
liegen. Diese werden Support-Vektoren genannt. Diese sind a-priori unbekannt. Aufgrund der
Leere auh des reduzierten Merkmalsraums liegt der Anteil von Support-Vektoren an den
Trainingsdaten auf dem USPS-Korpus bei bis zu 42% (siehe [32℄, Abshnitt 2.5.2).
 Support-Vektor-Mashinen arbeiten prinzipiell ohne problemspezishes Wissen. Dieses kann

uber virtuelle Support-Vektoren eingebraht werden, was im wesentlihen Trainingsdatenver-
vielfahung entspriht [32, Kapitel 4℄.
 F

ur das Problem, welhes zur Bestimmung der Entsheidungsfunktion zu l

osen ist, kann
numerish das globale Optimum gefunden werden. Dies ist ein Untershied in Bezug auf das
lokale Optimierungsverfahren beim Neuronalen Netz.
2.7.3 Zusammenfassung
Das konstruierte Erkennungssystem, welhes mit ersheinungsbasierter Merkmalsanalyse, Linearer
Diskriminanzanalyse zur Merkmalsreduktion sowie einem statistishen Klassikator auf Grund-
lage der Bayes'shen Entsheidungsregel und der Modellierung der Wahrsheinlihkeiten

uber
Tabelle 2.10: Einordung der erzielten Ergebnisse f

ur den USPS-Datenkorpus
Methode/Publikation Fehlerrate in %
Mensh [35℄ 2.5
Neuronales Netz, LeNet1 [16℄

4.5
NN, Euklidishe Distanz [35℄

5.9
NN, Tangentendistanz [35℄

2.6
Support-Vektor-Mashine [32℄ 4.2
Support-Vektor-Mashine mit virtuellen Support-Vektoren [32℄ 3.2
i6:
Mishverteilungen, Tangentendistanz, VTS [7℄ 2.7
Tangentendistanz, Kernel Densities, VTS, Bagging [14℄ 2.2
Diese Arbeit:
Gauss'she Mishverteilungen, virtuelle Trainingsdaten 4.3
Gauss'she Mishverteilungen, virtuelle Trainingsdaten, VTS 3.4

,

: Ergebnisse sind nur eingeshr

ankt vergleihbar, Erl

auterungen siehe Seite 15
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Gau'she Mishverteilungen arbeitet, hat sih als konkurrenzf

ahig zu anderen Klassikations-
ans

atzen erwiesen.
Tabelle 2.10 stellt die erzielten Ergebnisse im Vergleih zu bisher publizierten Ergebnissen dar.
Es wurden Methoden vorgestellt, mit denen das Problem der zuverl

assigen Parametersh

atzung
auh auf kleinen Trainingskorpora behandelt werden kann. Dies geshieht durh sinnvolle Verein-
fahungen des statistishen Modells und statistish motivierte Merkmalsreduktion.
Eine besondere Eigenshaft ist die allgemeine Verwendbarkeit des Klassikators, was beispielsweise
in [33℄ einging. Dort bestanden die zu klassizierenden Merkmalsvektoren niht aus Bildmaterial,
sondern medizinishen Mewerten. Das Erkennungssystem konnte f

ur diese Aufgabe ohne Mo-
dikationen eingesetzt werden. Weiterhin wurde das System erfolgreih zur Klassikation roter
Blutzellen eingesetzt [6℄.
A-priori-Wissen

uber das verwendete Datenmaterial kann an klar denierten Stellen in das Erken-
nungssystem eingebraht werden, was in dieser Arbeit durh die explizite Generierung virtueller
Trainings- und Testdaten erfolgt. In [7℄ ist beshrieben, wie die Tangentenapproximation benutzt
werden kann, um die Mittelwerte und Kovarianzmatrizen innerhalbGau'sher Mishverteilungen
besser zu sh

atzen und die Invarianz gegen

uber klasseninformationserhaltenden Transformationen
ohne explizite Datenvervielfahung auf der Trainingsseite zu erreihen.
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Kapitel 3
Statistishe Klassikation f

ur den
Bildzugri
Ein Ziel dieser Diplomarbeit ist es, die Tauglihkeit der im vorherigen Kapitel vorgestellten Me-
thoden f

ur den Bildzugri zu untersuhen. Es wird versuht, das bei der Einzelobjekterkennung
verwendete Verfahren, die ersheinungsbasierte Klassikation von Bilddaten fester Gr

oe, auf allge-
meineres Bildmaterial anzuwenden. Dieses kann Objekte einer bekannten Menge enthalten, wobei
allerdings neben der Klassenzugeh

origkeit auh deren Lage, Skalierung und Anzahl unbekannt sind.
Im folgenden Abshnitt soll auf die Untershiede der Aufgabenstellung und die dadurh m

ogliher-
weise auftretenden Probleme eingegangen werden.
3.1 Einleitung und Stand der Tehnik
Der Anwendungsbereih folgender Untersuhungen ist das sogenannte Image Retrieval, d.h. das
Indizieren von Bildmaterial, um anshlieend inhaltsbasiert darauf zugreifen zu k

onnen. Das be-
deutet, der Vergleih von Bildern ndet niht (zwangsl

aug) auf Pixelebene statt (was unter
Umst

anden auh sehr rehenintensiv ist), sondern anhand von in einer Datenbank gespeiher-
ten Attributen, die das System den Bildern m

oglihst automatish zuweist. Je nah Sihtweise
untersheiden sih 2 Bilder, die im System mit gleihen Attributen assoziiert werden, untershied-
lih stark, da z.B. ein in beiden Bildern vorhandenes Objekt in untershiedlihen Lageparametern
vorliegt. Der Begri der

Ahnlihkeit ist hier sehr viel st

arker von der

Ahnlihkeit auf Pixelebene
losgel

ost. Die Ans

atze zur Bildindizierung allgemein sind sehr untershiedlih. Ein kurzer

Uberblik
zu existierenden Systemen und deren grundlegenden Tehniken bendet sih etwa in [36℄. Prinzi-
piell versuht ein System, aus einem Bild signikante Merkmale zu extrahieren, anhand derer ein
Testbild mit anderen Bildern im System in Relation gesetzt werden kann. Diese Merkmale k

onnen
u.a. aus
 Farbinformationen
 Texturinformationen
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 Forminformationen
des Bildes gewonnen werden. In [36, 9℄ werden Konzepte der Einzelobjekterkennung auf ganze
Bilder angewendet. Ein weiterer Ansatz ist, im Bild vorhandene Objekte zu identizieren (dies
umfat Lokalisierung und Klassikation) und diese Informationen als Attribute f

ur das Bild in der
Datenbank zu benutzen. Dieser Ansatz soll in der vorliegenden Arbeit weiter betrahtet werden.
Ein

ahnlihes Ziel, n

amlih die Lokalisierung und Klassikation von Gesihtern in allgemeinem
Bildmaterial, verfolgen eine Reihe von Systemen.
Eines von diesen soll wegen seiner dieser Arbeit

ahnlihen Vorgehensweise vorgestellt werden. Es
handelt sih dabei um die von Moghaddam und Pentland in [21℄ publizierte Arbeit. Dort wird
ein ersheinungsbasierter Ansatz gew

ahlt, d.h. der Algorithmus arbeitet ohne die Extraktion von
Kanteninformationen, lokalen Merkmalen (z.B. Analyse der Fourier-Transformierten eines Bildes)
oder

ahnlihem. Zur eÆzienten Codierung von Gesihtsbildern hat sih die Eigenraum-Repr

asenta-
tion als geeignet herausgestellt, d.h. eine Merkmalsreduktion der Gesihtsbilder mittels der KLT.
Um ein Gesiht in einem Testbild zu nden, wird konzeptionell ein Fenster fester Gr

oe

uber
das Bild geshoben und dessen Inhalt jeweils in den aus Trainingsbildern generierten Eigenraum
transformiert. Nun k

onnen zwei Gr

oen betrahtet werden: Die Distanz des merkmalsreduzierten
Fensterinhalts zu einer merkmalsreduzierten Referenz (DIFS, distane in feature spae) und der
bei der Transformation auftretende Fehler (DFFS, distane from feature spae). Dieser Sahverhalt
ist in Abbildung 3.1 dargestellt.
DFFS
DIFS
x
µ
F
F
Abbildung 3.1: Aufteilung des Merkmalsraums in Eigenraum F und den dazu orthogonalen
Raum

F nah [21℄. Die Distanz in F wird mit DIFS (distane in feature spae), die Distanz
in

F mit DFFS (distane from feature spae) bezeihnet.
Hierbei ist die Gr

oe DFFS ein Kriterium daf

ur, ob sih an der aktuell betrahteten Fensterposition
ein Gesiht bendet. Die Beahtung dieser Gr

oe ist wihtig, da bei reiner Betrahtung der DIFS
eine zu hohe Rate von false alarms, also fehlerhaft als Gesihtsposition gemeldeter Bildregionen,
auftritt. F

ur die eigentlihe Klassikation der Gesihter (nah vershiedenen Personen) interes-
sant ist die Distanz DIFS von Beobahtung und Referenzen im merkmalsreduzierten Raum. Die
Wahrsheinlihkeit p(xjk), da der aktuell betrahtete Merkmalsvektor x ein Gesiht der Klasse k
darstellt, wird modelliert als
p(xjk) = p
F
(xjk)  p

F
(xjk) (3.1)
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Das Abfahren des Bildes mit dem sliding window (repr

asentiert durh eine Indexmenge R, jRj = D)
erzeugt eine Karte S(i; jjk) (in [21℄ werden diese salieny maps gennannt), die f

ur jede Bildposition
(i; j) die Wahrsheinlihkeit f

ur das Vorhandensein eines Objekts der Klasse k in der mit (i; j)
assoziierten Region R
(i;j)
= (I(i+ r; j + ) : (r; ) 2 R) enth

alt:
S(i; jjk) = p(x
(i;j)
jk) (3.2)
wobei x
(i;j)
2 IR
D
der aus Region R
(i;j)
gewonnene Merkmalsvektor ist.
Die Lokalisierung eines Objekts (in diesem Fall eines Gesihts) an der Bildposition (i
0
; j
0
) ndet
dann statt durh
(i
0
; j
0
) =
argmax
i;j

p(x
(i;j)
jk)
	
(3.3)
Die beidenWahrsheinlihkeitsverteilungen p
F
(xjk) und p

F
(xjk) werden in [21℄ mittelsGau'sher
Mishverteilungen modelliert. Um zus

atzlih vershiedene Skalierungsstufen abdeken zu k

onnen,
wird ein Multiskalenansatz gew

ahlt, indem die sliding-window-Prozedur f

ur vershiedene Vergr

oe-
rungsstufen durhgef

uhrt wird. Bei Experimenten in [21℄ hat sih die Lokalisierung von Gesihtern
mittels (3.1) gegen

uber template mathing unter Verwendung der euklidishen Distanz und ei-
nem nur auf dem Ma DFFS basierenden Verfahren als leistungsf

ahiger erwiesen, sowohl was die
Klassikationsrate als auh was die false-alarm-Rate betrit.
3.2 Zu erwartende Probleme
In diesem Abshnitt sollen kurz die durh die (im Vergleih zu Kapitel 2) ver

anderte Aufgaben-
stellung zu erwartenden Probleme motiviert werden.
Lokalisierung
W

ahrend bei der USPS-Datensammlung (siehe Abshnitt 2.2) die Objekte (d.h. Ziern) weitge-
hend formatf

ullend in einem Bild vorhanden sind, m

ussen Objekte in allgemeinem Bildmaterial
zun

ahst lokalisiert werden. In der vorliegenden Arbeit soll die Lokalisierung direkter Bestandteil
der Klassikation sein, d.h. es soll auf einen vorgeshalteten Segmentierungsshritt verzihtet wer-
den. Dieses Vorgehen (Integration von Segmentierung und Klassikation) hat sih auh im Bereih
der Spraherkennung bew

ahrt. Ferner ist zu beahten, da eine fehlerhafte Lokalisierung von Ob-
jekten auh direkten Einu auf das Klassikationsresultat haben kann. Dies wird sp

ater diskutiert
werden, an dieser Stelle sei lediglih auf Abbildung 3.10, Seite 66 verwiesen.
Objekttransformationen
Die Datensammlung USPS enth

alt bez

uglih Translation und Skalierung weitgehend normierte
Bilder in dem Sinne, da die Ziern stets formatf

ullend in einem 16x16 Pixel groen Bild lie-
gen. Dar

uber hinaus sind die Ziern gegen

uber Rotation ebenfalls grob normiert, was sih im
Rahmen durhgef

uhrter Experimente und auh visuell best

atigt, betrahtet man z.B. die gleihe
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Ausrihtung aller Einsen. Bei der Suhe nah Objekten in Bildern mu

uberlegt werden, welhen
Transformationen die zu suhenden Objekte unterworfen sein k

onnen. Dementsprehend ist die
Suhe zu organisieren. Vershiedene Arbeiten besh

aftigen sih niht nur mit der Lokalisierung
oder Klassikation von Objekten in Bildern, sondern zielen auh darauf ab, festzustellen, welhen
Transformationen das im Bild gefundene Objekt unterliegt, insbesondere, falls es sih um ein drei-
dimensionales Objekt handelt. Dies wird Lagebestimmung (pose estimation) genannt. Bei manhen
Ans

atzen ergibt sih diese Information auh als Nebenprodukt der Klassikation. In der vorliegen-
den Arbeit wird diese Aufgabe niht behandelt, da lediglih die Klasse von im Bild enthaltenen
Objekten f

ur die Bildindizierung interessant ist.
Variable Helligkeit
Die Aufnahmen der Ziern f

ur die USPS-Datensammlung sind stets unter gleihen Nebenbedin-
gungen aufgenommen bzw. nahbearbeitet worden, so da die Beleuhtung bei allen Bildern im
Korpus sehr

ahnlih ist. Prinzipiell handelt es sih bei den Bildern von Ziern sogar um bin

are
Informationen, was allein durh die Natur der Daten bedingt ist. Allgemeines Bildmaterial kann
zu erkennende Objekte in sehr untershiedlihen Umgebungen enthalten. W

unshenswert ist es
nat

urlih, ein Objekt stets identizieren zu k

onnen, unabh

angig von den Umst

anden, unter wel-
hen es aufgenommen wurde.
Multi-Objekterkennung bzw. leere Testszene
Bei Testszenen, die dem System pr

asentiert werden, ist allgemein niht bekannt, wie viele Objekte
sih in der Szene benden bzw. ob

uberhaupt ein Objekt vorhanden ist.
Variabler Hintergrund
Die USPS-Datensammlung zeigt die Ziern stets vor dem gleihen Hintergrund, das interessierende
Objekt ist also stets klar als Objekt zu identizieren. Insbesondere sind Trainings- und Testdaten
stets vor dem gleihen Hintergrund aufgenommen, so da beispielsweise bei Template Mathing
(siehe Abshnitt 2.4.3, Seite 22) nur Distanzen an relevanten Untershieden zwishen Testobjekt
und Referenz auftreten.
Verdekung von Objekten
Die USPS-Datensammlung als Korpus von Ziern zur Einzelobjektklassikation enth

alt in jedem
Bild eine vollst

andig sihtbare Zier. Reale Szenen mit zu lokalisierenden (und zu klassizierenden)
Objekten enthalten diese m

ogliherweise nur teilweise sihtbar, etwa weil sie am Bildrand liegen
oder von anderen Objekten verdekt werden.
Besonders die letzten beiden Punkte sind

auerst shwierig handhabbar, da sie ein Unterteilen
einer Testszene in
'
interessante` und
'
uninteressante` Teile voraussetzen.
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3.3 Die Datensammlung COIL-20 und Stand der Tehnik
Bei Columbia Objet Image Library COIL-20
1
handelt es sih um einen Korpus aus Grauwertbil-
dern (mit 256 Intensit

atswerten) von 20 Objekten. Diese Datensammlung wurde an der Columbia
University erstellt, um Experimente zu dem vonMurase und Nayar in [22℄ dargestellten Verfah-
ren durhzuf

uhren. Die Erstellung dieser Datensammlung ist ferner in [24℄ dokumentiert.
Die Aufnahmen des Korpus zeigen Objekte, die vor shwarzem Hintergrund auf einem roboter-
gesteuerten Drehteller aufgenommen wurden. Die Daten sind unterteilt in einen Trainingskorpus
(proessed images), der vorsegmentierte Bilder der Gr

oe 128x128 zu den 20 Objekten umfat, und
einen Testkorpus (unproessed images), der nihtsegmentierte Aufnahmen der Gr

oe 448x416 von
5 der 20 Objekte des Trainingskorpus umfat
2
. Trainings- und Testkorpus weisen untershiedlihe
Beleuhtungen auf.
Die Aufnahmen eines Objekts bestehen jeweils aus einer 360
Æ
Rotations-Bildsequenz mit Hilfe des
Drehtellers. Eine Rotationssequenz ist in 72 Shritte (also 5
Æ
) unterteilt, d.h. f

ur jede Objektklasse
sind 72 Bilder vorhanden, was insgesamt 1440 Trainingsbilder ergibt. Abbildung 3.2 zeigt die 20
Objekte der Trainingsdaten. Zweks Vergleihbarkeit ist bei allen Objekten das Bild zum gleihen
Drehwinkel dargestellt.
Die Trainingsdaten wurden stets so segmentiert, da sie formatf

ullend in dem 128x128 Pixel groen
Bildausshnitt liegen. Abbildung 3.3 zeigt Objekt 1 in allen 72 Positionen.
Beispiele zu den unsegmentierten Testbildern sind in Abbildung 3.4 dargestellt. Zu beahten ist,
da die Klassikationsaufgabe in der vorliegenden Arbeit weiterhin als 20-Klassen-Problem be-
handelt wird, d.h. die Tatsahe, da 15 Klassen in den Testdaten niht auftreten, wird niht vom
Erkennungssytem benutzt.
Zwar verfolgt diese Diplomarbeit niht exakt die gleihen Ziele wie Murase und Nayar in [22℄,
allerdings werden Teile dieser Datensammlung auh in anderen Arbeiten verwendet, beispielsweise
in [30℄, [27℄ und [1℄. In dortigen Experimenten wird allerdings mit einer Aufteilung des proessed-
Korpus von COIL-20 in Trainings- und Testdaten gearbeitet.
Im folgenden sollen die Untersuhungen von vershiedenen Forshergruppen, welhe COIL-20 (oder
Teile davon) f

ur Experimente benutzt haben, kurz vorgestellt werden. Eine unmittelbare Vergleih-
barkeit von Ans

atzen oder Ergebnissen mit dieser Diplomarbeit ist - anders als in Kapitel 2 - nur
eingeshr

ankt m

oglih:
 Murase undNayar konstruieren in [22℄ ein Ehtzeit-Erkennungsystem f

ur COIL-20, welhes
mit Segmentierung arbeitet. Ferner ist es ihr Ziel, den Drehwinkel f

ur das Objekt im Testbild
1
http://www.s.olumbia.edu/CAVE/researh/softlib/oil-20.html
2
In [24℄ werden 10 Objekte, also 720 Bilder, genannt.
Unter http://www.s.olumbia.edu/CAVE/researh/softlib/oil-20.html sind jedoh lediglih 360 Bilder von 5
der 20 Objekte vorhanden.
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Abbildung 3.2: Die 20 Objekte der Datensammlung COIL-20 (Referenzdaten)
zu ermitteln. Der von den Autoren verwendete Testkorpus ist niht verf

ugbar. Es wird eine
Fehlerrate von 0% erzielt.
 Baker und Nayar stellen in [1℄ ein Konzept vor, das haupts

ahlih der Beshleunigung
von Klassikationsvorg

angen bzw. von Suhen nah interessanten Bildregionen dient. Die
Experimente der Autoren nden auf dem in
'
Trainings`- und
'
Testdaten` unterteilten COIL-
Trainingskorpus (proessed) statt, d.h. es ndet lediglih eine normale Klassikation von
Einzelobjekten (siehe Kapitel 2) statt. Die Autoren erzielen eine Fehlerrate von 0%.
 P

osl und Niemann betrahten in [27℄ lediglih ein Lokalisierungsproblem (verbunden mit
der Bestimmung des Drehwinkels f

ur das zu lokalisierende Objekt). Die Klassikation wird
Abbildung 3.3: Alle Trainingsaufnahmen von Objekt 1 der Datensammlung COIL-20
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niht durhgef

uhrt. In Experimenten wird lediglih ein Objekt der COIL-20-Datensammlung
verwendet, wobei auh hier Trainings- und Testdaten aus dem COIL-20 Trainingskorpus
generiert werden. F

ur Testzenen werden die Objekte zum Teil mit anderer Beleuhtung und
inhomogenem Hintergrund versehen.
Abbildung 3.4: Beispiele f

ur Testbilder in COIL-20
Das Ziel von Murase und Nayar in [22℄ ist es, ein Ehtzeitsystem zu erstellen, welhes in der
Lage ist, ersheinungsbasiert die Klasse (lassiation) und Lage (pose estimation) von Objekten
vor homogenem Hintergrund festzustellen. Dabei sollen die Objekte ferner vollst

andig sihtbar sein.
Der ersheinungsbasierte Ansatz bedeutet wie in Kapitel 2, da die Daten, insbesondere diejeni-
gen, welhe zum Training des Systems benutzt werden, aus den Grauwertbildern an sih bestehen
und keine anderen Repr

asentation - wie bei Bildern von dreidimensionalen Objekten beispielswei-
se CAD-Modelle - verwendet werden. Die Nebenbedingung, da die Objekte stets vor shwarzem
Hintergrund aufgenommen sind, maht die Lokalisierung eines 3D-Objekts in einem Bild sehr
leiht. Da ein Objekt ferner stets vollst

andig sihtbar ist, wird in [22℄ der

Ubergang vom Grau-
wertbild eines Objekts zu dessen Eigenraum-Repr

asentation vorgeshlagen, d.h. Anwendung der
Karhunen-Loeve-Transformation zur Merkmalsreduktion. Dies kann (neben der allgemeinen Eig-
nung der KLT zur - verlustbehafteten - Datenkompression) dadurh motiviert werden, da zwei
benahbarte Bilder einer Bildsequenz sehr

ahnlih zueinander sind, d.h. eine hohe Korrelation be-
sitzen. Hierbei ist allerdings zu beahten, da dies nur f

ur benahbarte Bilder gilt, w

ahrend die
Variabilit

at der Grauwerte innerhalb der gesamten Bildsequenz unter Umst

anden sehr hoh ist.
Deshalb ist es nah Nayar und Murase auh niht sinnvoll, ein Clustering der dimensionsre-
duzierten Daten zu betrahten. Dies ist in [22℄ ferner auh niht erw

unsht, da das zweite Ziel
(neben der Klassikation) die Bestimmung der Lageparameter f

ur ein erkanntes 3D-Objekt ist.
Stattdessen wird die merkmalsreduzierte Bildsequenz im Eigenraumen nah den sih innerhalb
der Sequenz

andernden Lageparametern parametrisiert, was

uber Interpolation mittels kubisher
Splines geshieht. Dieses Konzept wird als parametri eigenspae (parametrisierter Eigenraum) be-
zeihnet. Interessant ist eine sinnvolle Interpolation auh im Hinblik auf die Klassikation von
Bildern mit in den Trainingsdaten niht gesehenen Lageparametern f

ur ein Objekt. Die Interpo-
lation ist relativ gut m

oglih, da aufgrund der shon erw

ahnten hohen Korrelation benahbarter
Sequenz-Bilder auh deren Abst

ande im Eigenraum gering sind. Die Lageparameter bei den Experi-
menten in [22℄ sind Drehwinkel des Tellers und ein Parameter f

ur die Beleuhtung
3
der Szene. Die
3
Der verf

ugbare COIL-20-Korpus besitzt keine Trainingssequenzen f

ur diesen Parameter. Es ist lediglih eine
Rotationssequenz pro Objekt vorhanden. Die Helligkeit ist hierbei konstant. Die Testszenen sind unter anderen
60 KAPITEL 3. STATISTISCHE KLASSIFIKATION F

UR DEN BILDZUGRIFF
Klassikation und die Lagebestimmung eines Testbildes erfolgt durh Transformation des Test-
bildes den Eigenraum und die Bestimmung des k

urzesten Abstands des transformierten Bildes
zu einer der durh die Trainingssequenzen denierten Mannigfaltigkeiten im Eigenraum. Dies l

ost
gleihzeitig das Klassikationsproblem (durh Bestimmung der Mannigfaltigkeit und damit der Ob-
jektklasse) und das Lagebestimmungsproblem (durh Bestimmung der Transformationsparameter
des zum transformierten Bild n

ahstgelegenen Elementes der Mannigfaltigkeit). Die Bestimmung
des n

ahstgelegenen Elementes der Mannigfaltigkeit ist allerdings ein shwieriges Problem, f

ur das
in [22℄ vershiedene Algorithmen verwendet werden, u.a. auh ein Neuronales Netz.
Um h

ohere Genauigkeit bei der Lagebstimmung zu erreihen, wird diese im klassenabh

angigen
Eigenraum ausgef

uhrt, d.h. die Sh

atzung der Merkmalsreduktion hierf

ur ndet pro Klasse getrennt
statt. Die Wahl des Eigenraums ndet nah der Klassikation statt, die weiterhin im globalen
Eigenraum stattndet. Insgesamt ergibt sih f

ur das in [22℄ dargestellte Verfahren der in Abbildung
3.5 skizzierte Ablauf.
globaler Eigenraum Objekt-Eigenraum (Klasse 5)
Klassifikation Lageparameter-Bestimmung
θ1
Klasse 5 Klasse y
Klasse x
Segmentierung,
Helligkeits-
normierungTestbild mit
Objekt aus
Klasse 5
Beobachtung
Referenzen
Abbildung 3.5: Funktionsweise eines Ehtzeit-Erkennungssystems f

ur COIL-20 nah [22℄. Zu
beahten ist der Verziht auf Clustering der Daten im Eigenraum. Stattdessen werden die
Trainingsvektoren einer Sequenz nah den Lageparametern parametrisiert und die Mannig-
faltigkeit mittels Interpolation approximiert. Die interpolierten Mannigfaltigkeiten sind im
dargestellten Fall geshlossene Kurven, was z.B. f

ur eine 360
Æ
Rotationssequenz der Fall ist.
Ein Testbild wird segmentiert und das lokalisierte Objekt auf 128x128 Pixel skaliert. Anshlieend
wird eine Helligkeitsnormierung durhgef

uhrt, indem die Energie des Bildes auf 1 normiert wird.
Das Bild wird darauf in einen 20-dimensionalen Eigenraum (konstruiert aus allen 1440 Trainingsbil-
Beleuhtungen aufgenommen.
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dern der 20 Klassen) projiziert. Bei Experimenten in [22℄ wird allerdings auf klassenspezishe Ei-
genr

aume zur Lagebestimmung verzihtet und diese ebenfalls im globalem Eigenraum durhgef

uhrt.
Der Eigenraum wird nah dem Drehwinkel parametrisiert. Getestet wird das System mit 320 Auf-
nahmen, f

ur die zuf

allig Objekte und Drehwinkel ausgew

ahlt wurden (dies sind oenbar niht die
Aufnahmen, welhe unter http://www.s.olumbia.edu/CAVE/researh/softlib/oil-20.html
verf

ugbar sind. Bei den verf

ugbaren handelt es sih um komplette, unsegmentierte Rotations-
sequenzen f

ur 5 der 20 Objekte, welhe ferner unter anderen Beleuhtungsverh

altnissen als die
Trainingsdaten aufgenommen wurden. Insgesamt sind dies 360 Bilder). Das System in [22℄ f

uhrt
Segmentierung, Normierung, Eigenraum-Projektion, Klassikation und Lagebestimmung innerhalb
einer Sekunde aus und kann alle 320 Testbilder korrekt klassizieren. Die mittlere Abweihung der
Drehwinkelbestimmung liegt bei 1:5
Æ
.
Die Arbeiten [27℄ und [28℄ von P

osl und Niemann stellen ein Verfahren vor, mit dem ein Objekt
in variabler Translation, Rotation und Beleuhtung auh in Szenen mit inhomogenem Hintergrund
und teilweiser Verdekung des Objekts lokalisiert werden kann. Dort werden hierarhishe Gabor-
Filter benutzt, um lokale Merkmale aus dem Bild zu extrahieren. Diese sind (nah Konstruktion)
invariant gegen

uber Rotation und robust gegen

uber variabler Beleuhtung und Raushen. Eine
Multiskalen-Hierarhie f

ur die Filterung wird verwendet, um den Suhraum bei der Lokalisierung
eines Objekts in einer Testszene einzushr

anken: Mit zunehmender Au

osung werden so nur noh
vielversprehende Bildregionen abgesuht. Die Suhe erfolgt durh

Uberlagerung des zu durh-
suhenden Bildes mit einem Gitter diskreter Positionen, an denen jeweils die lokalen Merkmale
berehnet werden. Die Merkmale einer Region A auf dem Gitter werden zu einem Merkmalsvektor
x
A
konkateniert (der Index s f

ur die aktuell betrahtete Hierahiestufe wird weggelassen) und f

ur
diesen eine Wahrsheinlihkeit p(
A
jB;R; t) berehnet. Hierbei repr

asentiert B die Parameter des
statistishen Modells f

ur p, w

ahrend R (Rotation) und t (Translation) die Transformationen des
Bildausshnitts 
A
darstellen. Die Sh

atzung der Lage eines Objekts in einer Szene erfolgt dann
durh (man beahte, da keine Klassikation durhgef

uhrt wird, d.h. die Klasse des zu lokalisie-
renden Objekts ist bekannt):
(
^
R;
^
t) =
argmax
(R;t)
fp(
A
jB;R; t)g (3.4)
Bei den Transformationen wird untershieden zwishen internen, d.h. solhen, welhe die Bildebene
niht verlassen und externen, welhe dies tun. Abbildung 3.6 veranshauliht interne und externe
Transformationen.
Die erste Menge wird bei der Szenenanalyse explizit abgesuht, was bei Rotation 
z
und Trans-
lation t
2D
in der Bildebene einen dreidimensionalen Suhraum ergibt. Dies ist in Abbildung 3.7
dargestellt.
Die zweite Menge, also Transformationen, welhe die Bildebene verlassen, wird statistish model-
liert, d.h. f

ur diese m

ussen Trainingsdaten vorhanden sein. Beim COIL-20 Korpus ist dies die 360
Æ
Rotationssequenz eines Objekts.
Die Modellierung von p(
A
jB;R; t) wird in [27℄

uber eine Gauss'she Normalverteilung durh-
gef

uhrt. F

ur das statistishe Modell ergibt sih somit (man beahte, da die Skalierung eines
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x
y
z
Bildebene
φz
2Dt
Abbildung 3.6: Veranshaulihung interner und externer Transformationen eines Bildes nah
[27℄. Die Transformationen t
2D
und 
z
sind interne Transformationen, da durh sie die
Bildebene niht verlassen wird.
Objekts als fest angenommen wird, d.h. t
z
= 0):
p(
A
jB;R; t) = p(
A
j((
y
; 
x
);(
y
; 
x
)); R; t) (3.5)
= N (
A
(
z
; t
2D
)j(
y
; 
x
);(
y
; 
x
)) (3.6)
Zu beahten sind ferner die Nebenbedingung des Systems, da die Klasse des Objekts bei der Sze-
nenanalyse bekannt ist. Diese Einshr

ankungen lassen sih zwar konzeptionell reht leiht au

osen,
jedoh wird dies niht ausgef

uhrt. Es ist unklar, welhe Leistung das System dann erbringt. Ferner
ist dem System bekannt, da stets genau ein Objekt in der Szene vorhanden ist.
A
, t2Dintφ
c(x   )
c(                    )
m
φint xm+t2D
Abbildung 3.7: Suhe im Parameterraum interner Transformationen nah [27℄: Das Gitter
wird naheinander in vershiedenen Winkeln 
z

uber die Testszene gelegt und mit einem
Sliding Window (dargestellt durh A) durhsuht. Durh die Verwendung hierarhisher
Gabor-Filter (die Hierarhie kann als Shrittweite des Gitters interpretiert werden) kann der
Parameterraum eÆzienter durhsuht werden, indem nur erfolgversprehende Hypothesen
beim Abstieg in der Hierarhie weiterverfolgt werden.
Um die Lokalisierung robust gegen

uber variablem Hintergrund zu mahen, wird in [27℄ eine ex-
plizite Hintergrundmodellierung durhgef

uhrt, welhe Wahrsheinlihkeiten f

ur die Zugeh

origkeit
des aktuell betrahteten Ausshnitts zu den Klassen
'
Objekt` und
'
Hintergrund` darstellt. F

ur den
Hintergrund entfallen hierbei die f

ur Objekte verwendeten Lageparameter im Modell. Die Wahr-
sheinlihkeit f

ur die Zuordnung eines Ausshnitts zu Vorder- bzw. Hintergrund wird in lokaler
Abh

angigkeit zu Nahbarpositionen modelliert. Bei Experimenten in [27℄ wird eine Versuhsreihe
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mit der Klasse Sparshwein (siehe Abbildung 3.2, Seite 56) aus dem COIL-20-Korpus durhgef

uhrt,
wobei die 72 Bilder des proessed-Korpus in Trainings- und Testdaten aufgeteilt wurden (mit jeweils
36 Bildern). Die Testszenen bestehen aus inhomogenem Hintergrund, vor den jeweils ein Testob-
jekt eingesetzt wurde. Der genaue Aufbau der Testszenen ist etwas unklar. P

osl und Niemann
geben an, da auh die Menge der internen Rotationen (d.h. Rotationen in der Bildebene) bei
der Analyse einer Szene abgesuht wird, d.h. auh dieser Parameter sheint in den Testszenen zu
variieren. Die Lokalisierung bei inhomogenem Hintergrund gelingt in allen Testf

allen.
Obwohl sih die Arbeit [30℄ von Shiele lediglih mit der Einzelobjektklassikation (siehe Kapitel
2) befat und den COIL-Trainingskorpus hierbei zur Evaluation heranzieht, wird in dieser Arbeit
ein Verfahren benutzt, welhes Shiele und Crowley in [31℄ zur Lokalisierung von Objekten in
Testszenen verwenden. Es handelt sih hierbei um die Anwendung von multdimensional reeptive
eld histograms. Grundprinzip ist es, ein Merkmalshistogramm einer Region der Testszene mit dem
einer Referenz zu vergleihen und auf diese Art Objekte zu lokalisieren (d.h. es wird mit lokalen
Merkmalen gearbeitet). Der Ansatz besteht aus
 der Wahl geeigneter lokaler Merkmale,
 einem Mehanismus zum Vergleih zweier Histogramme,
 dem geshikten Aufbau der Histogramme bz

uglih Merkmalsanzahl und Quantisierung der
Histogrammeintr

age
Als lokale Merkmale werden Reeptive elds verwendet. Dies sind lokale lineare Operationen, die
auf der Nahbarshaft eines Pixels ausgef

uhrt werden, um lokale Form-Merkmale zu gewinnen. Dies
erfolgt in [31℄ durh Anwendung gerihteter Gradientenlter. Diese werden anshliessend energie-
normiert. Pro betrahteten Bildausshnitt werden N
'
Messungen` M
1
; : : :M
N
lokaler Formmerk-
male vorgenommen. Die Objekterkennung wird als Maximum-Likelihood-Entsheidung ausgef

uhrt,
wobei die statistishe Unabh

angigkeit der bestimmten Merkmale angenommen wird:
p(kj
^
n
M
n
) =
argmax
k
(
Y
n
p(M
n
jk)
)
(3.7)
Die Wahrsheinlihkeit p(M
n
jk) ist jeweils durh das multdimensional reeptive eld histogram der
Messung M
n
gegeben.
3.4 Aufbau des Bildindizieres
Grundprinzip des Bildindizieres in der vorliegenden Arbeit ist es, mit einem sliding window fester
Gr

oe

uber das pr

asentierte Testbild zu fahren und den sih momentan im Fenster bendenden
Bildausshnitt mit Methoden wie in Kapitel 2 dargestellt zu klassizieren. Mit diesem Ansatz kann
bereits die variable Translation eines Objekts abgedekt werden. Um ferner vershiedene Skalie-
rungsstufen abzudeken, wird ein Multiskalenansatz gew

ahlt, d.h. die sliding-window-Prozedur
wird f

ur vershiedene Vergr

oerungsstufen des Testbildes ausgef

uhrt. Analog zu [21℄ entstehen so
vonMoghaddam und Pentland mit multisale salieny maps bezeihnete Karten des Testbildes,
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Abbildung 3.8: Multiskalenansatz mit sliding window zur Einzelobjektsuhe: Mit dem Ab-
fahren der Testszene mit einem sliding window in vershiedenen Au

osungen entstehen die
Karten M(s; i; j); s = 1; : : : ; S. Diese enthalten zu jeder Bildposition eine Klassikations-
hypothese f

ur den Inhalt der mit der Bildposition (i; j) assoziierten Region des skalierten
Bildes I
s
. Vergleihe [21℄.
die f

ur jede Position in einer Menge von Au

osungsstufen Wahrsheinlihkeiten f

ur Objektklassen-
Zugeh

origkeit des jeweiligen Bildausshnitts beeinhalten. Diese Karte mu anshlieend in geeigne-
ter Art und Weise ausgewertet werden. Das Vorgehen des Systems ist in Abbildung 3.8 dargestellt.
Anders als bei der Situation in Kapitel 2 ist es m

oglih, da der aktuell betrahtete Bildausshnitt
niht das enth

alt, was als Objekt bezeihnet werden sollte, also z.B. nur Teile davon (weil mo-
mentan Position oder Skalierung niht
'
passen` ) oder Hintergrund. Es mu also ein Mehanismus
vorhanden sein, um Entsheidungen eines zu Kapitel 2 analogen Klassikators, der sih immer f

ur
eine Objektklasse entsheidet, abzulehnen. Dies soll mit rejet bezeihnet werden.
3.4.1 Lokale Entsheidungen
Der Bildindizierer hat f

ur eine Testszene variable Antwortm

oglihkeiten, da die Szene eins, meh-
rere, oder auh kein Objekt enthalten kann. Deshalb ist es shwierig, die f

ur den Bildindizierer
verwendete Entsheidungsfunktion r(I) kompakt darzustellen. Geht man davon aus, da genau ein
Objekt in Testbild I vorhanden ist, so erh

alt man
r(I) =
argmax
k

max
s;i;j
fp(kjx
sij
)g

(3.8)
wobei x
sij
der in Skalierungsstufe s aus I
s
an Position (i; j) ausgeshnittene Merkmalsvektor ist:
x
sij
=# [fI
s
(i+ r; j + ); (r; ) 2 Rg℄ (3.9)
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Das sliding window sei durh die Indexmenge R, jRj = D repr

asentiert und # [:℄ die Funktion,
welhe die ausgeshnittenen Grauwerte in einen Merkmalsvektor x 2 IR
D
transformiert.
Die Wahrsheinlihkeit p(kjx
sij
) wird zun

ahst unabh

angig von der aktuell betrahteten Position
(i; j) oder Skalierungsstufe s modelliert, d.h. falls x
sij
= x
s
0
i
0
j
0
gilt, so ist p(kjx
sij
) = p(kjx
s
0
i
0
j
0
).
Bei sp

aterer Verwendung zus

atzliher Informationen ausserhalb des aktuellen Bildausshnitts ist
dies unter Umst

anden niht mehr der Fall. Bei der Modellierung der Wahrsheinlihkeit p(kjx
sij
)
stehen prinzipiell die in Kapitel 2 dargestellten Ans

atze zur Verf

ugung.
3.4.2 Kondenz in eine lokale Entsheidung
In Formulierung (3.8) wird niht ber

uksihtigt, wie vertrauensw

urdig die Entsheidung f

ur eine
Objektklasse ist. An sehr vielen Bildpositionen wird die Entsheidung f

ur eine Klasse unsinnig sein.
Dementsprehend sollte f

ur jeden Merkmalsvektor x
sij
eine Wahrsheinlihkeit vergeben werden,
da x
sij
tats

ahlih ein Objekt darstellt. Diese relativiert die lokale Entsheidung des Klassikators.
Liegt die Kondenz unterhalb eines Shwellenwertes, wird der aktuelle Bildausshnitt als Position
eines Objektes verworfen (rejet). Somit wird (3.8) modiziert zu
r(I) =
argmax
k

max
s;i;j
fp(k; x
sij
ist Objektjx
sij
)g

=
argmax
k

max
s;i;j
fp(kjx
sij
ist Objekt; x
sij
)  p(x
sij
ist Objektjx
sij
)g

Modell
=
argmax
k

max
s;i;j
fp(kjx
sij
)  p(x
sij
ist Objektjx
sij
)g

(3.10)
Hierbei wird in (3.10) angenommen, da die Ereignisse (x
sij
ist Objekt) und (x
sij
ist Objekt der
Klasse k) voneinander unabh

angig sind. Die Entsheidung p(x
ijk
ist Objektjx
sij
) kann distanzba-
siert fallen, beispielsweise -im Falle einer Nearest-Neighbour-Klassikation- als Normalverteilung
der auftretenden Distanzen
p(x
sij
ist Objekt)
Modell
=
1
p
2
2
exp

 
1
2
(d
norm
(x
sij
)  )
2

2

, wobei (3.11)
d
norm
(x
sij
) =
min
n;k
fd(x
sij
; x
nk
)g
max
s
0
;i
0
;j
0
(
min
n;k
fd(x
s
0
i
0
j
0
; x
nk
)g
)
(3.12)
Hierbei wird der Mittelwert  = 0, d.h. die theoretish minimale Distanz einer Beobahtung zu
einer Referenz, verwendet. Die Menge der Trainingsdaten ist dargestellt durh fx
nk
; n = 1; : : : ; N
k
,
k = 1; : : : ;Kg. Die Varianz 
2
ist je nah Verteilung der Distanzen einzustellen. In den Experi-
menten wird 
2
=
1
2
benutzt, damit p(x
sij
ist Objekt) = 1 gilt, falls d
norm
(x
sij
) = 0. (3.12)
skaliert die auftretenden Distanzen linear auf einen Wertebereih zwishen 0 und 1. Der Verlauf
der Kondenz abh

angig von der erzielten Distanz (3.11) ist in Abbildung 3.9 dargestellt. Verwen-
det man zus

atzlih einen Shwellenwert t in (3.10), so kann auh ausgedr

ukt werden, da das
Bild nah Meinung des Klassikators kein einziges Objekt enth

alt. Die Entsheidung (3.10) wird
so modiziert zu
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r(I) =
(
r(I) gem

a (3.10); falls p(x
sij
ist Objekt) > t
rejet sonst
(3.13)
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Abbildung 3.9: Kondenz in eine lokale Entsheidung in Abh

angigkeit der erzielten Distanz.
Der Wertebereih der f

ur die Bildausshnitte der Testszene auftretenden Distanzen wird
linear auf [0 : : : 1℄ skaliert. Mit einem Shwellenwert (hier 0.3) k

onnen Bildausshnitte, bei
denen die Kondenz zu gering ist, als Objektposition verworfen werden.
3.4.3 Multi-Objekterkennung
Die Erkennung mehrerer Objekte erfolgt durh iterative Anwendung von Kriterium (3.13), wobei
f

ur jedes erkannte Objekt der von ihm belegte Bildbereih aus der Karte von I in den folgenden
Shritten niht mehr ber

uksihtigt wird, d.h. in Pseudoode:
(1) while TRUE do
(2) wende (3.13) an
(3) if ( kein weiterer Treer )
(4) exit
(5) entferne den Treer aus der Karte
(6) done
Shritt (3) pr

uft, ob (3.13) mit
'
rejet` geantwortet hat. Das Entfernen eines Treers aus der
Karte in Shritt (5) ndet in der vorliegenden Arbeit statt, indem der von einem Treer belegte
Bildbereih in der Karte in darauolgenden Suhen in der Karte ignoriert wird. Dies geshieht aus
Gr

unden der Rehenzeit. Genauer ist es, nah der Bestimmung eines Treers die Karte unter der
Voraussetzung bisher erzielter Treer neu aufzubauen.
3.4.4 Motivation des weiteren Vorgehens
In der vorliegenden Arbeit wird f

ur die ausgeshnittenen Merkmalsvektoren der Nearest Neighbour
Klassikator verwendet. Dieser wurde aus folgenden Gr

unden gew

ahlt:
 Visuelle Kontrolle des Klassikationsergebnisses durh Ansiht der passenden Referenz.
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 Durh Verwendung der Tangentendistanz wird der Nearest Neighbour zu einem konkur-
renzf

ahigen Klassikator. Durh den Einsatz der Skalierungstangente kann gehot werden,
die Pyramide beim Multiskalenansatz besser aufzul

osen.
 Anwendung intuitiv verst

andliher Methoden der Bildverarbeitung. Da beim Nearest Neigh-
bour auf Pixel- und Grauwertebene gearbeitet wird, k

onnen in die zu berehnenden Distanzen
weitere Informationen integriert werden, die sih z.B. auf Bereihe auerhalb des aktuellen
Bildausshnitts beziehen. Bei anderen Methoden (z.B. Merkmalsreduktion) ist dies niht ohne
weiteres m

oglih.
 Eine statistishe Modellierung von COIL-20 mit Gauss'shen Mishverteilungen ist aufgrund
der geringen Menge an Trainingsdaten, aber auh aufgrund der Art des Datenmaterials,
ung

unstig, da nur eine Ansiht pro Drehwinkel (was einer Dihte entsprehen k

onnte) vor-
handen ist.
Durh den Multiskalenansatz in Verbindung mit einem sliding window ergeben sih erheblihe Re-
henzeiten f

ur das Absuhen eines Bildes. Hierbei ist zu

uberlegen, ob und wie bestimmte Regio-
nen, in denen sih keine Objekte benden, als solhe erkannt werden k

onnen. Baker und Nayar
nennen diese Voruntersuhung Pattern Rejetion [1℄. Dort wird eine Funktion, welhe f

ur einen
Merkmalsvektor die Anzahl in Frage kommender Klassenzuordnungen verringert oder den Merk-
malsvektor verwirft, als Rejetor bezeihnet. F

ur die COIL-20-Datensammlung, deren Testszenen
stets Einzelobjekte vor shwarzem Hintergrund enthalten, bieten sih folgende M

oglihkeiten an:
1. Verwerfen von Bildausshnitten x
sij
, deren Grauwertmasse m(x
sij
) = jjx
sij
jj
2
einen Shwel-
lenwert untershreitet. Diese Ausshnitte sind als Hintergrund einzustufen.
2. Verwerfen von Bildausshnitten, bei denen sih ausserhalb des Ausshnitts deutlih mehr
Grauwertmasse als innerhalb bendet. In diesen F

allen ist davon auszugehen, da der ak-
tuell betrahtete Ausshnitt niht das gesamte Objekt umfat, sondern lediglih einen (zu
kleinen) Teil des Testobjekts
'
erkl

art`. Dies ist in Abbildung 3.10 dargestellt. Die Grau-
wertmasse auerhalb des aktuell betrahteten Bildausshnitts wird im folgenden Handiap
genannt. Der in dieser Arbeit implementierte Rejetor f

ur das Handiap wertet das Verh

altnis
zwishen Grauwertmasse innerhalb und Grauwertmasse auerhalb des aktuell betrahteten
Bildausshnitts aus. Wird im folgenden von einer Handiap-Rejet Einstellung von 1:0.1 ge-
sprohen, ist damit gemeint, da alle Bildausshnitte durh den Rejetor verworfen werden,
bei denen die Grauwertmasse auerhalb des momentan betrahteten Bildbereihs mehr als
10% der Grauwertmasse des aktuellen Bildausshnitts betr

agt.
3. Verwerfen von Bildausshnitten, die -anhand grober Kriterien abgelesen- niht zu den Re-
ferenzen
'
passen`. Kriterien k

onnen hierbei die Grauwertmasse m oder die Entropie H [18,
Abshnitt 4.3.2℄ von x
sij
sein. Shwellenwerte t
min
, t
max
zu diesen Gr

oen, z.B. f

ur die
Entropie, k

onnen aus den Trainingsdaten ermittelt werden:
t
min
= (1  ) 
min
n;k
fH(x
nk
)g (3.14)
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t
max
= (1 + ) 
max
n;k
fH(x
nk
)g (3.15)
Hierbei kann ein Toleranzfaktor 0 <  < 1 gew

ahlt werden. Wird dieser Punkt angewendet,
dekt er die Funktionalit

at von Punkt 1 mit ab.
=
?
Abbildung 3.10: Auswirkung fehlerhafter Lokalisierung auf die Klassikation. Durh isolier-
tes Betrahten eines kleinen Ausshnitts werden m

ogliherweise Ergebnisse geliefert, die zwar
lokal eine gute Erkl

arung der Testszene liefern, global betrahtet aber eine mangelhafte.
Motivation zum Einsatz der Entropie als Rejet-Kriterium ist, da hier starke Untershiede zwi-
shen Referenz und Beobahtung auf eine falshe Skalierungsstufe hindeuten k

onnen, insbesondere,
was zu starke Vergr

osserung betrit. In diesem Fall treten m

ogliherweise relativ groe monotone
Fl

ahen auf, die anhand ihrer geringen Entropie erkennbar sind.
Werden die oben genannten Punkte sehr restriktiv angewendet, ergibt sih implizit eine Segmentie-
rung des Testbildes. Der zweite Punkt kann modiziert werden, indem die auerhalb des aktuellen
Ausshnitts liegende Grauwertmasse in die Distanzberehnung einbezogen wird, d.h. man betrah-
tet die Referenz mit fortgesetztem Hintergrund:
h
sij
=
X
i
0
;j
0
:(i
0
;j
0
)=2R(i;j)
(I
s
(i
0
; j
0
))
2
(3.16)
Die Gr

oe h
sij
, das Handiap von x
sij
, ist die Summe der Quadrate aller restlihen, niht vom
aktuellen Bildausshnitt R(i; j) betrahteten Grauwerte im Bild I
s
, d.h. die Distanz zu einem
ktiven Hintergrund Null (d.h. shwarz) der Referenz. F

ur die so modizierte Nearest-Neighbour-
Distanz zwishen einer Beobahtung x
sij
und einer Referenz  ergibt sih dann
d
handiap
(x
sij
; ) = d
NN
(x
sij
; ) + h
sij
(3.17)
wobei d
NN
die normale Nearest-Neighbour-Distanz ist (siehe Abshnitt 2.4.3). Zu beahten ist,
da nun stets Distanzen

uber alle Pixel von I
s
berehnet werden, also Distanzen in untershied-
lihen Skalierungsstufen niht mehr vergleihbar sind. In der vorliegenden Arbeit wird daher eine
Normierung der Distanzen auf die Anzahl eingegangener Pixel, d.h. die Gr

oe von I
s
, durhgef

uhrt.
Durh Verwendung des Handiaps in der Distanzberehnung (3.17) kann erhot werden, Probleme
wie das in Abbildung 3.11 dargestellte zu vermeiden. In diesem Fall ist die f

ur die Fehlklassi-
kation verantwortlihe Grauwertmasse auerhalb des aktuellen Bildausshnitts gering genug, um
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den Ausshnitt durh einen auf Punkt 2 basierenden Rejetor (f

ur die meisten Shwellenwerte)
zu passieren. Durh Einuss dieser Grauwertmasse in die Distanzberehnung (3.17) kann ggf. eine
derartige Fehlerquelle vermieden werden.
?
=
Abbildung 3.11: Auswirkung fehlerhafter Lokalisierung auf die Klassikation. Shon quan-
titativ geringe Lokalisierungsfehler k

onnen das Klassikationsergebnis beeinussen.
Bei Verwendung des Handiap ist zu beahten, da sih das Konzept in dieser Form niht f

ur
die Multiobjekterkennung eignet, da die Grauwertmasse aller anderen Objekte in das Handiap
eines Objekts eingeht. In der Multi-Objekterkennung wird mit einem lokalen Handiap gearbei-
tet, welhes lediglih die Grauwertmasse in einer begrenzten Umgebung des aktuell betrahteten
Bildausshnitts umfat. Auh dies bleibt aber problematish, falls Objekte in einer Testszene sehr
diht zusammenliegen.
3.4.5 Helligkeitsanpassung
Ein bei der Klassikation handgeshriebener Ziern niht auftretendes Problem ist die variable
Helligkeit des Bildmaterials. Dies maht sih bei ersten Experimenten mit den Testbildern der
COIL-Datensammlung bemerkbar.
Murase uns Nayar benutzen in [22℄ zur Helligkeitsnormierung die Energienormierung. Dies hat
in der vorliegenden Arbeit gegen

uber der lokalen Helligkeitsanpassung pro Paar (Referenz  2 IR
D
,
Beobahtung x 2 IR
D
) als g

unstiger erwiesen. Die lokale Helligkeitsanpassung kann f

ur ein additives
Beleuhtungsmodell erfolgen durh

0
= +
P
D
d=1
x
d
P
D
d=1

d
 1
D
, wobei 1
D
= (1; : : : ; 1) 2 IR
D
(3.18)
bzw. f

ur ein multiplikatives Beleuhtungsmodell durh

0
=
P
D
d=1
x
d
P
D
d=1

d
  (3.19)
d.h. die Grauwerte einer Referenz  werden jeweils so modiziert, da 
0
und x

uber den gleihen
mittleren Grauwert verf

ugen (der Normierungfaktor 1=D k

urzt sih jeweils weg). Hierbei sollte
zus

atzlih mit Hintergrunderkennung gearbeitet werden, um die Anpassung uninteressanter Teile
des Ausshnitts zu verhindern. Diese werden dann bei der Anpassung ausgeklammert. Auf COIL-
20 (Bildmaterial mit shwarzem Hintergrund) kann ein Shwellenwert zur Hintergrunderkennung
benutzt werden.
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Allerdings werden mit der Energienormierung bessere Resultate erzielt, was sowohl die Fehlerrate
als auh den Rehenbedarf betrit. Die Energienormierung f

ur einen Merkmalsvektor x 2 IR
D
erfolgt durh
x 7!
1
jjxjj
 x (3.20)
In der vorliegenden Arbeit ndet hierbei keine Hintergrunderkennung statt. Der Rehenaufwand
ist deutlih geringer, da die Energienormierung f

ur jeden Bildausshnitt und jede Referenz nur
einmal separat ausgef

uhrt werden mu, w

ahrend die individuelle Anpassung f

ur jedes Paar (; x)
erfolgt.
3.4.6 Ber

uksihtigung von variablem Hintergrund
Betrahtet man Szenen, die Objekte vor inhomogenem Hintergrund enthalten, ist eine Identikati-
on von Vordergrund (d.h. interessanten Bildteilen) und Hintergrund (entsprehend uninteressante
Bildteile) niht ohne weiteres m

oglih, und Mehanismen wie der dargestellte Einsatz von Handiap
greifen niht mehr. Falls die Trainingsdaten immer noh homogenen Hintergrund enthalten (und
dieser bestimmbar ist), k

onnen bei der Distanzberehnung Stellen, an denen die Referenz Hinter-
grund enth

alt, ignoriert werden, d.h. man l

at in den Testszenen beliebigen Hintergrund zu. Die
Funktionsweise entspriht der einer Shablone, die f

ur eine segmentierte Referenz Hintergrundpixel
ausblendet. Durh dieses Verfahren gehen allerdings f

ur jede Referenz untershiedlih viele Pixel
in die Distanzberehnung ein, was den Vergleih von Distanzen untereinander verf

alsht. Daher
sollte auh hier eine Normierung der Distanz auf die tats

ahlih verwendete Anzahl von Pixeln bei
der Distanzberehnung vorgenommen werden.
Negativ an diesem Ansatz ist, da durh das Ausblenden des Hintergrundes in den Referenzen zu
einem gewissen Grad auh die Forminformation verlorengeht. Dieser Sahverhalt ist in Abbildung
3.12 shematish dargestellt.
Testszene
Referenz
(Hintergrund transparent)
Abbildung 3.12: Problem bei Verwendung eines Transparenzkanals f

ur die Referenzen: Die
Forminformation eines Objekts geht in diesem Fall verloren. Die Distanz von Szenenaus-
shnitt und Referenz ist Null.
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Ferner ist die Normierung alleine auf die Anzahl von
'
Vordergrund`- Bildpunkten problematish,
da dies kleine Referenzen bevorzugt, welhe nur einen kleineren Teil des aktuellen Bildausshnitts
'
erkl

aren`. Bei dem mit inhomogenem Hintergrund durhgef

uhrten Experiment in der vorliegenden
Arbeit hat sih die Normierung auf die Anzahl der Vordergrund-Pixel allerdings als brauhbar
erwiesen.
Moghaddam und Pentland verwenden in [21℄ die KLT (siehe Abshnitt 2.5.1) zur Merkmals-
reduktion betrahteter Bildbereihe. Diese ist implizit tolerant gegen

uber beliebigem Hintergrund,
falls dieser f

ur alle Referenzen nahezu konstant ist. Durh die daraus resultierende niedrige Va-
riabilit

at des Hintergrundes wird dessen Repr

asentation bei der Konstruktion des Eigenraums
vernahl

assigt.
3.5 Ergebnisse und Diskussion
Durh den gew

ahlten Multiskalenansatz in Verbindung mit einem sliding window ergeben sih
vershiedene Systemparameter, die zu w

ahlen sind:
 Die Gr

oe des sliding window.
 Die Anzahl zu verwendender Skalierungsstufen beim Multiskalenansatz.
 Shwellenwerte f

ur die verwendbaren Rejetors.
Das sliding window ist stets so gro wie die zur Klassikation verwendeten Referenzbilder. Die
Skalierungsstufen umfassen stets den Bereih zwishen maximaler Verkleinerung der Testszene (so
da noh Bilder in Gr

oe des sliding window ausgeshnitten werden k

onnen) und der Original-
gr

oe der Testszene (d.h. die Gr

osse der Referenzbilder ist gleihzeitig die minimale Gr

oe von
Objekten, die gefunden werden k

onnen). Demnah kann die Gr

oe eines Objekts in der Szene von
minimal Referenzengr

oe bis maximal Szenengr

oe variieren. Die Generierung von S Skalierungs-
stufen erfolgt dann durh Ziehen der S-ten Wurzel aus dem maximalen Verkleinerungsfaktor, was
den Skalierungsfaktor zwishen zwei benahbarten Ebenen der Multiskalenpyramide ergibt.
Die ben

otigte Rehenzeit f

ur das Durhsuhen eines Bildes mit einem sliding window h

angt we-
sentlih von dessen Seitenl

ange ab, weshalb in der vorliegenden Arbeit auf COIL-20 niht mit
einem Fenster der Gr

osse 128x128 gearbeitet wird, sondern die die Referenzen verkleinert werden.
Dabei ist zu beahten, da die Verkleinerung so gew

ahlt wird, da die Klassen f

ur den Klassikator
separierbar bleiben. Die Verkleinerung der Referenzen bedeutet ferner (durh die Unterabtastung)
eine gewisse Toleranz gegen

uber leihten Bildst

orungen wie geringes hohfrequentes Raushen und
vereinzelte Pixelfehler. In der Arbeit von Theiner [36℄ k

onnen die verwendeten Bilddaten (Ra-
diographien) beispielsweise sehr stark (a. Faktor 50) verkleinert werden, ohne da es zu einem
signikaten Abfall der Erkennungsleistung kommt.
Auf dem USPS-Korpus, zu dem aus den Testdaten k

unstlih Testszenen erzeugt wurden, stellt sih
diese Frage niht: Es wird mit einem 16x16 Pixel groen sliding window gearbeitet. Anhand der
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Experimente mit USPS sollen einige Einstellungen (und Probleme) des Bildindizierers motiviert
und erl

autert werden, die danah bei Experimenten auf COIL-20

uberpr

uft werden.
3.5.1 Experimente mit USPS
Aufgrund der anfallenden Rehenzeiten und der begrenzten Zeit f

ur die vorliegende Arbeit be-
shr

anken sih Experimente mit Daten aus dem USPS-Korpus auf die Benutzung der ersten 100
Testbilder. Die 1-Nearest-Neighbour-Fehlerrate f

ur die Einzelobjekterkennung liegt hier bei 6%.
F

ur Experimente mit dem Bildindizierer werden die Testbilder zufallsgesteuert auf eine Gr

osse
zwishen 16x16 und 32x32 Pixel skaliert und an zuf

allig ausgew

ahlte Positionen in ein Bild der
Gr

osse 96x96 Pixel (mit shwarzem Hintergrund) eingesetzt. F

ur die Multiskalenpyramide werden
10 Stufen gew

ahlt, die oberste Stufe liegt bei 16x16 Pixeln (Skalierungsfaktor 0.167, 1 Merk-
malsvektor), die unterste bei 96x96 Pixeln (Skalierungsfaktor 1.0, 81x81 Positionen, d.h. 6561
Merkmalsvektoren).
Nearest Neighbour
In einem ersten Experiment wird der
'
normale` 1-Nearest-Neighbour-Klassikator benutzt, oh-
ne da Mehanismen zum Verwerfen aussihtsloser Bildregionen oder die Handiap-Distanz zum
Einsatz kommen. Dementsprehend wird die Multiskalenpyramide vollst

andig durhsuht, was
1+25+81+196+400+784+1444+2401+4096+6561 = 15989 Merkmalsvektoren pro Tetsszene er-
gibt. Es wird eine Fehlerrate von 73% erzielt. Abbildung 3.13 stellt die Probleme dar, die durh
das alleinige Betrahten eines Ausshnitts der Szene entstehen. Die Referenzen, hier die klassenbe-
sten n

ahsten Nahbarn, (urspr

unglih 16x16 Pixel gro) sind so skaliert und positioniert, da sie
mit dem Bildbereih der Testszene, den sie erkl

aren, korrespondieren. Zum besseren Verst

andnis
sind die Bildregionen, welhe durh die Referenzen erkl

art werden, mit einem Rahmen markiert.
Man beahte, da der Vergleih stets in einem 16x16 Pixel groen Fenster stattndet, die Test-
szene also beispielsweise f

ur den Treer
'
9`, der ziemlih weit oben in der Multiskalenpyramide
erzielt wurde, stark verkleinert ist. Die beiden Referenzen mit den geringsten Distanzen
'
erkl

aren`
nur einen sehr kleinen Teil der Szene (d.h. der Zier
'
0`), sie wurden auf der untersten Stufe der
Multiskalenpyramide erzielt. Die fehlerhaft gefundene Zier
'
2` stellt ferner ein Problem dar, weil
die Grauwertmasse dieser Referenz sehr nah an Null liegt, d.h. es treten zu Bildausshnitten, die
ebenfalls sehr wenig Vordergrundinformation enthalten (etwa eine stark verkleinerte Testszene,
siehe Abbildung 3.14), nur geringe Distanzen auf. Der dritte Treer erkl

art zwar alle Vordergrund-
pixel der Testszene, aber als zu kleinen Teil einer groen Referenz. Im Vergleih zu der korrekten
Antwort, die erst an vierter Stelle (aller Klassen) genannt wird, geht durh die Skalierung sehr viel
weniger Grauwertmasse der zu erkl

arenden Beobahtung in den Vergleih zwishen der Referenz
'
9` und
'
0` ein als in den Vergleih zwishen der Referenz
'
0` und
'
0`_
Nearest Neighbour mit vorgeshaltetem Rejetor
Als n

ahstes werden alle Bildpositionen verworfen, deren Region bez

uglih Entropie und Grau-
wertmasse (gemessen als Summe der Grauwertquadrate) den Wertebereih der Trainingsdaten
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Testszene
klassenbeste nächste Nachbarn
Klasse 2 Klasse 1 Klasse 0Klasse 9
Abbildung 3.13: 2 typishe Fehler rein lokaler Entsheidungen bei der Bildindizierung: Die
Fehler treten auf, da zu wenig Bildinformation in die Entsheidung eingeht: Die ersten
beiden Treer erkl

aren nur einen geringen Teil der Bildinformation, der dritte Treer
'
9`
erkl

art die durh Verkleinerung zu stark reduzierte Bildinformation. Beides resultiert in
einer ungen

ugenden Erkennungsleistung.
plus einem Toleranzbereih von  10% verlassen. Die Fehlerrate sinkt hierdurh auf 58% und die
Anzahl zu klassizierender Vektoren wird auf a. 3000-4000 pro Bild gesenkt.
Eine weitere M

oglihkeit ist das Verwerfen von Bildausshnitten, bei denen ein zu hoher Anteil
der im Bild vorhandenen Grauwertmasse niht

uberdekt wird. Hierbei wird allerdings das Wis-
sen benutzt, da sih in jeder Testszene lediglih eine Zier bendet. In diesem Experiment wird
der Shwellenwert sehr restriktiv eingesetzt: Als Einstellung f

ur den Handiap Rejetor wird eine
Shwelle von 0:0.1 verwendet, d.h. alle Bildausshnitte, f

ur welhe die auenliegende Grauwertmas-
se mehr als 10% der innenliegenden Grauwertmae betr

agt, werden verworfen. Dementsprehend
liegt die Anzahl von pro Testszene untersuhten Merkmalsvektoren bei a. 200 bis 300. Die er-
zielte Fehlerrate liegt bei 45%. In Abbildung 3.14 ist ein typishes Problem dargestellt, welhes
auh durh die Verwendung des Handiap-Rejetors niht behoben werden kann: Das Handiap
verhindert lediglih, da zu kleine Ausshnitte der Testszene als Treer akzeptiert werden (also
beispielsweise die beiden ersten Treer in Abbildung 3.13). Die auftretenden Fehler resultieren aus
dem umgekehrten Fall: Die Referenz erkl

art einen zu groen Bildbereih (welher ein Handiap
von Null besitzt).
Nearest Neighbour mit Handiap-Distanz
Da nur ein einzelnes Objekt pro Testszene vorliegt und diese

uber homogenen, shwarzen Hinter-
grund verf

ugt, wird in diesem Experiment statt der Distanz zwishen Bildausshnitt und Referenz
nun die Distanz des Bildausshnitts zu den Referenzen mit fortgesetztem Hintergrund betrahtet.
Damit sollten Fehler wie der durh die beiden ersten Treer in Abbildung 3.13 vermieden werden.
Es wird eine Fehlerrate von 9% erzielt. Im Vergleih zur Anwendung des Handiap-Rejetors er-
folgt bei Anwendung der Handiap-Distanz eine Normierung der auftretenden Distanzen auf die
Anzahl der Pixel der betrahteten Skalierungsstufe, wodurh falshen Treer wie die in Abbildung
3.14 deutlih herabgestuft werden.
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Testszene
klassenbeste nächste Nachbarn
Klasse 2 Klasse 4 Klasse 9 Klasse 0
Abbildung 3.14: Ein Fehler bei der Bildindizierung, der vom Handiap-Rejetor niht ver-
hindert werden kann. Das Handiap (d.h. die Benutzung der Grauwertmasse ausserhalb des
aktuell betrahteten Bildausshnitts f

ur die Distanzberehnung oder f

ur einen Rejetor) ist
f

ur alle 3 falshen Treer Null. Durh die geringe Grauwertmasse der Referenzen entstehen
geringere Distanzen zu der stark verkleinerten Testszene als f

ur die korrekte Klasse auf der
korrekten Skalierungsstufe.
Nearest Neighbour mit Handiap-Distanz und vorgeshaltetem Rejetor
Ein kombinierter Rejetor basierend auf Handiap (Shwelle 1:0.1) und Trainingsdaten-Werteberei-
hen (10% Entropie und Grauwertmasse) erzielt bei Verwendung der Handiap-Distanz shlielih
eine Fehlerrate von 6%, d.h. ein ebensogutes Ergebnis wie der 1-NN auf dem USPS-Standardkorpus.
Eine Zusammenfassung der erzielten Ergebnisse ist in Tabelle 3.1 dargestellt.
Tabelle 3.1: Bildindizierungs-Fehlerrate auf Szenen mit den ersten 100 USPS-Testziern in
Abh

angigkeit vershiedener Manahmen. Keine Helligkeitsanpassung, Multiskalenpyramide
mit 10 Stufen.
Vorgehen Fehlerrate [%℄
lokaler Nearest Neighbour 73
lokaler Nearest Neighbour, Wertebereih-Rejetor 58
lokaler Nearest Neighbour, Handiap-Rejetor 45
Handiap Nearest Neighbour 9
Handiap Nearest Neighbour, kombinierter Rejetor 6
In gewisser Weise und vorausgesetzt, man trit die korrekte Skalierung, entspriht der Einsatz
des sliding windows der in Abshnitt 2.6.2 vorgestellten Virtual Test Sample-Methode mit Be-
nutzung der Maximum-Regel. Betrahtet man beim Auswerten der Karte die Nahbarshaft einer
Bildposition, lassen sih auh die

ubrigen VTS-Regeln benutzen.
Multi-Objekterkennung
Zur Multi-Objekterkennung wurden in Anbetraht der gegebenen Zeit nur einige kurze Experimen-
te durhgef

uhrt. Die Shwierigkeit der Aufgabe besteht darin, da neben der Klassenzugeh

origkeit
und Position der Objekte in der Testszene auh die Anzahl an Objekten unbekannt ist. Das Erken-
nungssystem mu also feststellen, ob keine (weiteren) Objekte mehr in einer Szene vorhanden sind.
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Ferner sind gewisse Mehanismen, welhe die Fehlerrate (und die Laufzeit) bei der Indizierung von
Szenen mit nur einem Objekt hilfreih sind, nun niht mehr anwendbar, beispielsweise der Einsatz
des globalen Handiaps f

ur einen Ausshnitt. F

ur Experimente auf USPS wurden Ziern aus dem
USPS-Testkorpus in variabler Anzahl (1 bis 4) und Skalierung (16x16 bis 32x32) in Testszenen
eingesetzt, welhe wie bei der Einzelobjekt-Erkennung shwarzen Hintergrund aufweisen.
Die Berehnung des Handiap (siehe Abshnitt 3.4.4, (3.17)) erfolgt hier -aus bereits erw

ahn-
ten Gr

unden- lediglih in einer lokalen Umgebung um jeden Bildausshnitt. Abbildung 3.15 zeigt
die Resultate exemplarish durhgef

uhrter Indizierungen auf einigen Beispielbildern. In dem Ex-
periment wurde mit einem lokalen Handiap gearbeitet, welhes eine Umgebung mit der drei-
fahen Fl

ahe des aktuellen Bildausshnitts umfat (d.h. bei einem 24x24 Pixel groen sliding
window umfat das Handiap eine Fl

ahe von 48x48 Pixeln, in deren Mitte der Bildausshnitt
liegt). Als Handiap-Rejetor-Shwelle wird 1:1 verwendet und der Rejetor f

ur Trainingsdaten-
Wertebereihspr

ufung wird benutzt. Die Handiap-Distanz wurde niht verwendet, stattdessen
ndet pro Bildausshnitt Energienormierung statt. Ohne Energienormierung und Verwendung der
Handiap-Distanz entsteht ein vergleihbares Ergebnis.
Testszenen
Resultat des Bildindizierers, Referenzen
Abbildung 3.15: Multi-Objekterkennung auf USPS. Man beahte die sehr konservative An-
ordnung der Testobjekte. F

ur sehr eng beieinanderliegende Ziern sind Mehanismen wie
das Handiap f

ur Distanzberehnung und rejet nur sehr eingeshr

ankt nutzbar. Oben: Test-
szenen, unten: Zu erkannten Objekten wurde die Referenz zum Objekt korrespondierend
skaliert und an die entsprehende Position gesetzt.
3.5.2 Experimente mit COIL-20
Bei den Experimenten wird der mit proessed bezeihnete Teil der COIL-20-Datensammlung als
Referenzdatenmenge benutzt und der mit unproessed bezeihnete (ohne Modikationen) als Test-
korpus. Um siherzustellen, da Trainings- und Testdatenmenge wirklih untershiedlih sind (aus
[24℄ geht niht eindeutig hervor, ob der proessed-Korpus direkt aus dem unproessed-Korpus ge-
wonnen wurde), werden jeweils 36 Bilder (die zu ungeraden Drehwinkeln) jeder Klasse aus dem
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proessed-Korpus als Referenzen und die Bilder zu den jeweils

ubrigen 36 (d.h. geraden) Dreh-
winkeln aus dem unproessed-Korpus als Testszenen verwendet. Wie bereits angesprohen, wird
niht mit den 128x128 Pixel groen Referenzbildern gearbeitet, sondern diese werden herunter-
skaliert. Hierbei wird mit vershiedenen Gr

oen experimentiert. Ebenso soll untersuht werden,
wie feinstug die Multiskalenpyramide aufgebaut werden mu, um die Sensitivit

at des euklidi-
shen Distanzmaes gegen

uber Skalierungsuntershieden (siehe Abshnitt 2.6.3) zu kompensieren.
Zu beahten ist, da obwohl nur Testdaten aus 5 Klassen vorliegen, die Bildindizierung stets als
20-Klassen-Problem behandelt wird.
In einem ersten Experiment wird der auf USPS (siehe entsprehender Abshnitt) erfolgreih ver-
wendete kombinierte Rejetor benutzt, d.h.
 Verwerfen von Bildausshnitten, die den Wertebereih der Referenzen f

ur Grauwertmasse
und Entropie um mehr als eine Toleranz von 10% verlassen.
 Verwerfen von Bildausshnitten, deren Handiap h

oher als 1:1 ist, d.h. falls die Grauwert-
masse auerhalb des Bildausshnitts h

oher als die innerhalb ist.
F

ur die Multiskalenpyramide werden zun

ahst 15 Stufen gew

ahlt. Die Ergebnisse in Abh

angigkeit
der verwendeten Gr

oe des sliding windows, d.h. der Gr

oe der zur Klassikation verwendeten
Referenzbilder, sind in Tabelle 3.2 dargestellt.
Tabelle 3.2: Bildindizierungs-Fehlerrate auf COIL-20 in Abh

angigkeit der Gr

oe des sliding
windows, keine Helligkeitsanpassung, Multiskalenpyramide mit 15 Stufen, kombinierter Re-
jetor (Handiap-Rejet-Shwelle 1:1, Referenzen-Wertebereih 10% f

ur Entropie, Grau-
wertmasse)
Gr

oe des sliding window Fehlklassikationen (von 180)
16x16 0+12+3+9+0 = 13.3%
24x24 0+7+6+11+0 = 13.3%
32x32 0+9+6+10+0 = 13.9%
Die Helligkeitsabweihung zwishen Referenzen und den Objekten in den Testszenen ist oenbar
zu hoh, um eine gute Erkennung zu erm

oglihen. Deshalb wird in einem n

ahsten Experiment
die Energienormierung benutzt, um Referenzen und ausgeshnittene Bildbereihe anzupassen. Die
hierbei erzielten Ergebnisse sind in Tabelle 3.3 dargestellt.
Oenbar sheint eine Fenstergr

oe (und damit Referenzengr

oe) von a. 24x24 Pixeln einen ge-
eigneten Kompromi zwishen Detailau

osung (zur Diskriminanz zwishen Klassen) und Unter-
abtastung (zur Robustheit gegen

uber geringen lokalen St

orungen und zur Beshleunigung des Er-
kennungsvorgangs) zu sein. In Abbildung 3.16 sind Beispiele zu Antworten des Bildindizierers
dargestellt, die auh einen Eindruk von der Au

osung geben, auf der Beobahtung (d.h. Inhalt
des sliding windows) und Referenzbilder verglihen werden.
Ferner soll untersuht werden, inwieweit die Au

osung der Multiskalenpyramide Einu auf die
Erkennungsleistung nimmt. Ergebnisse hierzu sind in Tabelle 3.4 dargestellt.
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Tabelle 3.3: Bildindizierungs-Fehlerrate auf COIL-20 in Abh

angigkeit der Gr

oe des sliding
windows, Helligkeitsanpassung durh Energienormierung, Multiskalenpyramide mit 15 Stu-
fen, kombinierter Rejetor (Handiap-Rejet-Shwelle 1:1, Referenzen-Wertebereih 10%
f

ur Entropie, Grauwertmasse)
Gr

oe des sliding window Fehlklassikationen (von 180)
16x16 0+8+5+5+0 = 10.0%
24x24 0+1+3+0+0 = 2.2%
32x32 0+4+7+6+0 = 9.4%
Testszene
16x16
32x32
Abbildung 3.16: Einige Antworten des Bildindizierers f

ur COIL-Testszenen. Gut zu erken-
nen ist die untershiedlihe Helligkeit bei Testszenen (linke Spalte) und Referenzen (

ubrige
Spalten, klassenbeste Treer, in von links nah rehts fallender Wahrsheinlihkeit). Oben:
16x16 Pixel groes sliding window: Die niedrige Au

osung des sliding windows (und da-
mit der Referenzbilder) ershwert die korrekte Klassikation einer Shahtel der Klasse 5
unten: 32x32 Pixel groes sliding window: Nun sind die Shahteln besser untersheidbar.
(vergleihe Abbildung 3.2).
Wie erwartet, erm

ogliht eine eine feinere Au

osung der Skalierungsstufen eine bessere Erken-
nungsleistung. Die Ergebnisse zeigen, wie wihtig das
'
Treen` der rihtigen Skalierungsstufe f

ur
eine akzeptable Erkennungsleistung ist, insbesondere bei Verwendung des Euklidishen Abstandes
als Distanzma. Die fehlerfreie Indizierung der Testklassen 13 und 7 (Testklasse 1 und 5) bei Benut-
zung von lediglih 5 Skalierungsstufen ist m

oglih, da hier zuf

allig die Skalierung der Testobjekte
getroen wird. Bei Testszenen der anderen Klassen ist dies oensihtlih niht der Fall.
F

ur 40 Skalierungsstufen ist eine fehlerfreie Indizierung aller Testszenen m

oglih. Hierbei werden
pro Bild etwa 5000-6000 Merkmalsvektoren klassiziert (der Rest wird durh den kombinierten
Rejetor verworfen).
Des weiteren soll der Einu des Shwellenwertes f

ur den Handiap-Rejetor untersuht werden,
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Tabelle 3.4: Bildindizierungs-Fehlerrate auf COIL-20 in Abh

angigkeit der Au

osung der Mul-
tiskalalenpyramide. Helligkeitsanpassung (durh Energienormierung), Fenstergr

oe 24x24
kombinierter Rejetor (Handiap-Rejet-Shwelle 1:1, Referenzen-Wertebereih 10% f

ur
Entropie, Grauwertmasse)
Anzahl Skalierungsstufen Fehlklassikationen (von 180)
5 0+22+22+36+0 = 44.4%
10 0+4+1+6+0 = 6.1%
15 0+1+3+0+0 = 2.2%
20 0+0+1+2+0 = 1.7%
30 0+0+0+2+0 = 1.1%
40 0+0+0+0+0 = 0%
d.h. inwieweit sih die Erkennungsleistung

andert, falls Bildbereihe als Objektpositionen zugelas-
sen werden, welhe bei einer m

oglihen Segmentierung eher unwahrsheinlih w

aren. Die Ergebnisse
zu diesem Experiment sind in Tabelle 3.5 dargestellt. Ansheinend ergeben sih auf COIL niht
derart viele Fehlerquellen zur falshen Erkennung eines Szenenteilbereihs als Objekt wie auf USPS,
so da dieser Parameter auf COIL weniger wihtig ist.
Tabelle 3.5: Bildindizierungs-Fehlerrate auf COIL-20 in Abh

angigkeit der Handiap-Rejet-
Shwelle. Helligkeitsanpassung (durh Energienormierung), Fenstergr

oe 24x24, 15 Skalie-
rungsstufen kombinierter Rejetor (Handiap-Rejet-Shwelle 1:1, Referenzen-Wertebereih
10% f

ur Entropie, Grauwertmasse)
Handiap-Rejet-Shwelle Fehlklassikationen (von 180)
1:0.1 0+0+2+0+0 = 1.1%
1:1 0+1+3+0+0 = 2.2%
1:2 0+1+1+2+0 = 2.2%
Ergebnisse f

ur andere Aufteilungen des COIL-20 Korpus
Im Rahmen weiterer Untersuhungen wird eine Indizierung aller Bilder des Testkorpus von COIL-20
(unproessed) unter Verwendung aller Bilder des Trainingskorpus (proessed) als Referenzen durh-
gef

uhrt. Dabei wird der kombinierte Rejetor f

ur Handiap (1:0.1) und Referenzen-Wertebereih
(10% bez

uglih Entropie und Grauwertmasse) verwendet. Hierbei ergibt sih f

ur eine sliding-
window-Gr

oe von 28x28 Pixel und die Wahl von 15 Skalierungsstufen eine Fehlerrate von 0%.
Untersuhungen im Rahmen normaler Objektklassikation, wie z.B. die Arbeiten von Baker und
Nayar [1℄ oder die Arbeit von Shiele [30℄ benutzen eine Aufteilung des COIL-20 Trainings-
korpus proessed in eine Trainings- und Testdatenmenge. Hier erzielt allerdings bereits der 1-NN-
Klassikator f

ur Bildgr

oen von z.B. 16x16, 24x24 und 32x32 eine Fehlerrate von 0%.
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Versuhe mit inhomogenem Hintergrund
P

osl und Niemann evaluieren das in [27℄ vorgestellte System u.a. anhand manuell erstellter Test-
szenen. Der proessed-Korpus von COIL-20 wird hier f

ur in 2 disjunkte Mengen von Referenz-
und Testbildern aufgeteilt und die Testbilder jeweils einzeln in eine Testszene mit inhomogenem
Hintergrund eingesetzt. Dokumentierte Versuhe wurden lediglih mit der Klasse
'
Sparshwein`
(siehe Abbildung 3.2) durhgef

uhrt, d.h. es ndet lediglih die Lokalisierung statt, Objektklasse
und Skalierung sind fest. Um die in Abshnitt 3.4.6 vorgestellte Behandlung von inhomogenem
Hintergrund zu evaluieren, wurde ein

ahnliher Versuhsaufbau gew

ahlt. Allerdings wird von dem
in der vorliegenden Arbeit beshriebenen System niht den Parameterraum f

ur Objektrotationen
in der Bildebene abgesuht, sondern lediglih den Parameterraum der Translation. Andererseits
wird, da der Shwerpunkt der vorliegenden Arbeit auf der Klassikation im Bild vorhandener
Objekte abzielt, in diesem Experiment nah Objekten aus allen 20 Klassen in der jeweiligen Test-
szene gesuht, d.h. es wird mit 720 (= 36  20) Referenzbildern gearbeitet. Die 36 Testbilder der
Klasse
'
Sparshwein` werden zuf

allig in eine Testszene mit inhomogenem Hintergrund eingesetzt.
Um analog zu P

osl und Niemann mit einer festen Skalierung der Objekte zu arbeiten, werden
100x100 Pixel groe Testszenen verwendet, in die Beobahtungen der Gr

oe 24x24 Pixel eingesetzt
sind. Die Indizierung ndet nur auf dieser Skalierungsstufe statt. Das Handiap wird aufgrund
des inhomogenen Hintergrundes niht verwendet, ebenso werden die Trainingsdaten-Wertebereih-
Rejetors niht verwendet. Somit werden alle 77  77 = 5929 Positionen im Bild abgesuht. Bei der
Distanzberehnung werden keine Distanzen an Pixeln berehnet, bei denen die jeweilige Referenz
Hintergrund aufweist. Der Hintergrund in den Referenzen wurde mit einem shwellenwertgesteu-
erten ood-ll bestimmt. Die Rehenzeit auf einer Digital Alpha-Mashine bewegt sih f

ur 720
Referenzen und 5929 Bildausshnitte bereits im Bereih von 2-3 Minuten. Im Experiment wurden
30 der 36 Testszenen korrekt indiziert, d.h. das Sparshwein wurde jeweils als bester Treer und
in korrekter Lokalisierung zur

ukgeliefert. In einem der Fehlerf

alle bendet sih das Sparshwein
niht unter den besten 3 Klassen (in den

ubrigen 5 F

allen ist die Klasse Sparshwein mit korrekter
Lokalisierung stets an zweiter Position).
3.5.3 Diskussion der Ergebnisse und aufgetretener Probleme
Bei den auf USPS f

ur 100 Testdaten expemplarish durhgef

uhrten Untersuhungen konnte die
bei der Einzelobjekterkennung (siehe Kapitel 2) erzielte Fehlerrate auh f

ur beliebige Skalierungen
und Translationen der Testdaten in einer Szene mit homogenem Hintergrund erreiht werden, ohne
da auf Segmentierung zur

ukgegrien wurde. Aufgrund zahlreiher Fehlerquellen wie Verwehs-
lungsm

oglihkeit von Ziern durh nur leiht falshe Lokalisation, z.T. ung

unstiges Trainingsma-
terial, welhes sehr wenig Vordergrundinformation enth

alt und die geringe
'
Fl

ahigkeit` der Daten
(wodurh die Distanzen sehr sensibel gegen

uber shon geringen Transformationen des Bildmaterials
sind) gestaltet sih die Erkennung der Objekte reht shwierig. Ferner sind einige der vorgestellten
Mehanismen nur unter Nebenbedingungen (homogener Hintergrund, Einzelobjektsuhe) anwend-
bar, was zu eingeshr

ankter Leistungsf

ahigkeit des Systems bei der Multi-Objekterkennung f

uhrt.
Bei einem (nur exemplarishen) Experiment erwies sih das lokale Handiap als rejet-Kriterium
brauhbar und das Resultat des Systems gut.
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Abbildung 3.17: Objektsuhe bei inhomogenem Hintergrund. Die Skalierung ist fest,
Trainings- und Testdaten sind zwar disjunkt, aber beide aus dem proessed-Korpus von
COIL-20 entnommen. Erste Zeile: Eine der 6 Fehlklassikationen, das korrekte Objekt ist
an zweiter Stelle der klassenbesten Nahbarn. Zweite Zeile: Korrekte Lokalisierung und Klas-
sikation (eine von 30), ganz rehts der Bildausshnitt, f

ur den der Treer erzielt wurde.
Dritte Zeile: Die Klasse Sparshwein bendet sih niht unter den 3 besten Klassen.
Die f

ur COIL-20 erzielten Resultate best

atigen die Eignung des Systems zur Lokalisation und
Klassikation von Einzelobjekten vor homogenem Hintergrund. Beim Vergleih mit dem Ergebnis
von Murase und Nayar, die in [22℄ 0% Fehlerrate erzielen, mu die eingeshr

ankte Vergleihbar-
keit ber

uksihtigt werden. Die Autoren verwenden den vollen unproessed-Korpus von COIL-20
(1440 Bilder, Referenzen in 5
Æ
-Shritten) zur Erkennung von 320 niht verf

ugbaren Testszenen
mit Objekten aller 20 Klassen, deren Drehwinkel frei gew

ahlt wurden. Dies ergibt eine maximal
m

oglihe Abweihung von 2:5
Æ
. Die Experimente in der vorliegenden Arbeit beziehen sih auf den
unproessed-Korpus. Zuvor wurden Trainings- und Testkorpus derart modiziert, da die Rotati-
onswinkel in beiden Datens

atzen disjunkt sind. Dies ergibt eine Au

osung der Trainingsdaten von
10
Æ
, und die Testdaten sind stets weitestm

oglih von den Referenzen entfernt (5
Æ
).
In anderen Arbeiten durhgef

uhrte Trennungen des proessed-Korpus in eine Trainings- und Test-
menge zur einfahen Objekterkennung (ohne Lokalisation, mit fester Skalierung) sind relativ un-
interessant, da hier bereits durh den 1-Nearest-Neighbour (f

ur Bildgr

oen 16x16, 24x24, 32x32)
eine Fehlerrate von Null erzielt wird.
Bei Experimenten mit COIL-20-Objekten vor inhomogenem Hintergrund werden die Grenzen des
aktuellen Systems sihtbar, was Erkennungsleistung und Rehenzeitbedarf angeht. Hier sind wei-
tergehende

Uberlegungen notwendig, wie die Kondenz in vom System gelieferte Treer modelliert
werden kann.
Kapitel 4
Zusammenfassung und Ausblik
In der vorliegenden Arbeit wurde ein statistishes Erkennungssystem vorgestellt, das auf
 ersheinungsbasierter Merkmalsanalyse,
 Bayes'sher Entsheidungsregel,
 statistisher Merkmalsreduktion, sowie
 Gauss'shen Mishverteilungen zur Modellierung der Datenverteilung im Merkmalsraum
basiert und zun

ahst ohne problemspezishes Wissen arbeitet. Das System wurde anhand der
USPS-Datensammlung evaluiert. Dabei wurde f

ur die Erkennung handgeshriebener, isolierter Zif-
fern spezishes Wissen

uber die Variabilit

at des Datenmaterials in das System integriert, und
zwar durh
 Trainingsdatenvervielfahung
 VTS, einen Mehanismus zur Kombination von Klassikatorentsheidungen f

ur vervielfahte
Testdaten
Die auf der Datensammlung USPS erzielten Ergebnisse haben sih als konkurrenzf

ahig zu anderen
Ans

atzen erwiesen (Support-Vektor-Mashine mit virtuellen Support-Vektoren: 3.2%, vorliegende
Arbeit: 3.4%, wobei die Abweihung statistish niht signikant ist). In Rahmen der Vervollst

andi-
gung der Ergebnisse sind noh Experimente mit Gauss'shen Mishverteilungen durhzuf

uhren,
die volle Kovarianzmatrizen benutzen.
Am i6 ausgef

uhrte Erweiterungen des beshriebenen Erkennungssystems um ein invariantes Di-
stanzma bzw. invariante Parametersh

atzung [7, 14℄ shlieen die L

uke zu Tangentendistanz-
basierten Verfahren und erzielen Fehlerraten von 2.7% (f

ur Gauss'she Mishverteilungen) bzw.
2.2% (f

ur Kernel Densities).
Im zweiten Teil der Arbeit wurde untersuht, inwieweit sih Verfahren zur Klassikation von
Einzelobjekten bei Verwendung eines sliding-window-Konzepts und eines Multiskalenansatzes zur
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Konstruktion eines Bildindizierers eignen. Dieser sollte segmentierungsfrei Szenen nah darin vor-
handenen Objekten durhsuhen, also neben dem Klassikations- auh ein Lokalisierungsproblem
l

osen. Hierbei hat sih herausgestellt, da eine rein lokale Sihtweise eines Bildausshnitts niht
ausreiht, um akzeptable Ergebnisse zu erhalten. Es wurden vershiedene Mehanismen vorgestellt,
um die Kondenz in die lokale Entsheidung des Klassikators anhand globaler Informationen

uber
die Szene zu quantizieren, haupts

ahlih unter der Nebenbedingung, da homogener Hintergrund
vorliegt. Dazu geh

ort das Distanz-Handiap, welhes eine Referenz als global oder lokal in einer
Umgebung des aktuell betrahteten Ausshnitts fortgesetzt betrahtet. Ausgehend von der Idee des
Rejetors bzw. einer Art Filterung wurden einige Regeln angewendet, um bestimmte Bildbereihe
als
'
uninteressant` einstufen zu k

onnen. F

ur die Datensammlung COIL-20 wurde hierbei ein zu der
Arbeit [22℄ vonMurase und Nayar konkurrenzf

ahiges Resultat von 0% Fehlerrate erzielt. F

ur die
Erkennung von Objekten vor beliebigem Hintergrund und die Erkennung mehrerer Objekte sind
weitergehende

Uberlegungen durhzuf

uhren. Die Kondenz f

ur Treer k

onnte mit der

Ubertragung
der VTS-Methode auf den Bildindizierer besser abgesh

atzt werden. Es sollte untersuht werden,
ob und wie sih globale Informationen

uber die Szene bzw. die Nahbarshaft des aktuell betrah-
teten Ausshnitts in Verbindung mit Merkmalsreduktion benutzen lassen. Ferner interessant ist
eine eingehendere Untersuhung verwendbarer Distanzmae bzw. die Formulierung von Regeln
und Maen, welhe helfen, interessante Regionen (engl. roi, region of interest) in einer Szene zu
nden, um einerseits die Qualit

at der Erkennung zu steigern und andererseits die mit dem sliding-
window-Ansatz verbundenen hohen Rehenzeiten zu senken. Ein Ansatz zur Beshleunigung der
Suhe von Korrespondenzen zwishen Referenzen und Bildregionen einer Testszene ergibt sih aus
dem Faltungstheorem [13℄: Durh Produktbildung zweier Fourier-transformierter Bilder ergibt sih
nah der R

uktransformation des Produktbildes eine Karte, auf der Punkte hoher Korrelation zwi-
shen Referenz und Szene ablesbar sind. Zur Verbesserung der Erkennungsleistung k

onnen weitere
Merkmale wie Texturinformationen, Kanteninformationen oder

ahnlihes herangezogen werden,
die weitere Quellen zur Formulierung von Kondenz in Treer oder die Bestimmung interessanter
Bildbereihe sind.
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Anhang A
Verwendete Software
Die Implementierung fand unter Linux und Verwendung des GNU C-Compilers (http://g.gnu.org)
statt. Ein weiteres h

aug benutztes Werkzeug war der GNU-Debugger (http://soures.redhat.om/gdb).
Die Souren sowie die Diplomarbeit wurden mit dem vim-Editor verarbeitet (http://www.vim.org).
Die Abbildungen entstanden mit Hilfe von tgif (http://bourbon.s.umd.edu:8001/tgif) und
GIMP (http://www.gimp.org).
Die Diagramme wurden mit gnuplot erstellt (http://www.gnuplot.org).
Ferner wurden folgende Bibliotheken benutzt:
 zlib (ftp://ftp.freesoftware.om/pub/infozip/zlib/zlib.html)
 gdlib (http://www.boutell.om/gd)
 LAPACK (http://www.netlib.org/lapak/index.html)
 Singul

arwertzerlegung aus [29℄
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Anhang B
Erstellte Software
B.1 Programme
B.1.1 Hilfsprogramme f

ur Merkmalsvektorles
vele onat.
F

ugt mehrere Merkmalsvektorles aneinander. Die Files m

ussen die gleihe Anzahl Klassen und
Merkmale besitzen.
vele onat mps.
F

ugt Vektoren mehrerer Merkmalsvektorles jeweils zu einem Vektor zusammen. Die Files m

ussen
die gleihe Anzahl Klassen und die Klassen m

ussen pro Vektor in allen Files

ubereinstimmen.
vele transform and reduz.
Multipliziert die Vektoren eines Merkmalsvektorles mit einer Matrix.
B.1.2 Merkmalsreduktion
lda.
Berehnet die LDA-Transformationsmatrix zu Vektoren eines Merkmalsvektorles (siehe Abshnitt
2.5.2).
whitening.
Berehnet wahlweise
 die Transformationsmatrix zur Diagonalisierung der Kovarianzmatrix von Vektoren eines
Merkmalsvektorles, (siehe Abshnitt 2.5.1).
 die Transformationsmatrix zum Weimahen der within-lass-satter-Matrix von Vektoren
eines Merkmalsvektorles, (siehe Abshnitt 2.5.3).
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 die klassenabh

angigen Transformationsmatrizen zur Diagonalisierung der Kovarianzmatrix
zu jeder Klasse der Merkmalsvektoren eines Merkmalsvektorles.
svd.
Berehnet die Singul

arwertzerlegung einer Basis.
train means single global
Berehnet die Vektoren (
k
  ); k = 1; : : : ;K eines Merkmalsvektorles.
B.1.3 EM-Training/Klassikation
train gmv.
Implementierung des EM-Trainings f

ur Gauss'she Mishverteilungen.
lassify gmv.
Klassikationsprogramm f

ur Gauss'she Mishverteilungen (siehe Abshnitt 2.4.1).
lassify gmv.vts.
Klassikationsprogramm f

ur Gauss'she Mishverteilungen, Implementierung der VTS-Methode
(siehe Abshnitt 2.6.2).
reate pseudo lasses.
Clustering-Algorithmus auf Basis Gauss'sher Mishverteilungen (siehe Abshnitt 2.4.1)
B.1.4 Modellfreie Klassikatoren
lassify nn.
Implementierung des Nearest-Neighbour-Klassikators (siehe Abshnitt 2.4.3)
lassify kd.
Implementierung des Kernel-Densities-Klassikators (siehe Abshnitt 2.4.2)
lassify tangent nn.
Implementierung des Tangentendistanz-Nearest-Neighbour-Klassikators (siehe Abshnitt 2.6.3)
lassify eigen nn.
Implementierung des DFFS-Nearest-Neighbour-Klassikators (siehe Abshnitt 2.6.4)
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B.1.5 Bildindizierung
reate lassify map.
Bildindizierer nah Kapitel 3. Erstellt eine Multisale-Map einer Testszene.
reate lassify map.
Auswertungsprogramm f

ur Multisale-Maps (siehe Kapitel 3).
B.2 Dateiformate
Merkmalsvektorles
Header:
<Anzahl Klassen (int)> <Anzahl Komponenten (int)>
Body:
<Klassennummer (int)> <Vektorkomponente 1 (double)> ... <Vektorkomponente n> (double)>
...
Tail:
-1
Transformationsmatrizen auf Basis von Eigenvektoren
Header:
<Anzahl Komponenten (= Anzahl Eigenvektoren) (int)>
Body:
<Eigenwert 1 (double)> ... <Eigenwert n (double)>
<Eigenvektor 1, Komponente 1 (double)> ... <Eigenvektor 1, Komponente n (double)>
...
<Eigenvektor n, Komponente 1 (double)> ... <Eigenvektor n, Komponente n (double)>
...
Tail:
-1
Mishverteilungsparameter
Header:
<Anzahl Klassen (int)> <Anzahl Komponenten (int)>
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Body:
<Klassenindex k (int)> <Anzahl Dihten Klasse I
k
(int)>
<a-priori-Klassenwahrsheinlihkeit Klasse k (double)>
<
1k
(double)> <norm
1k
(double)> ... <
I
k
k
(double)> <norm
I
k
k
(double)>
...
magi number:
-1
<Klassenindex k (int)>
<mean k, Dihte 1, Komponente 1> <varianz k, Dihte 1, Komponente 1>
...
<mean k, Dihte I
k
, Komponente 1> <varianz k, Dihte I
k
, Komponente 1>
...
<mean k, Dihte 1, Komponente d> <varianz k, Dihte 1, Komponente d>
...
<mean k, Dihte I
k
, Komponente d> <varianz k, Dihte I
k
, Komponente d>
...
Tail:
-1
B.3 Skripte
prepare data.sh
Automatisierter Ablauf der Subspae-Methode zur Merkmalsreduktion.
train and lassify.sh
Automatisierter Ablauf von Training/Klassikation f

ur Gauss'she Mishverteilungen.
Index
Gauss'she Einzelverteilung, 17
Gauss'she Mishverteilung, 16
Bayes'she Entsheidungsregel, 15
between-lass-satter-Matrix, 25
Diskriminantenfunktion, 42
EM-Algorithmus, 18
Entsheidung
lokale, 62
Expetation Maximization, 18
Handiap, 65
Hauptkomponentenanalyse, 22
Image Retrieval, 51
ontent-based, 11
Karhunen-Loeve-Transformation, KLT, 22
Kernel Densities, 21
Kondenz, 63
Likelihood, 17
Lineare Diskriminanzanalyse
Subspae-Methode, 26
Lineare Diskriminanzanalyse, LDA, 24
Maximum Likelihood-Sh

atzung, 17
Merkmalsanalyse, 13
ersheinungsbasiert, 13
Multi-Objekterkennung, 64
Multiskalenansatz, 61
Nearest Neighbour, 22
Neuronales Netz, 42
Optimal Margin Classier, 44
parametri eigenspae (Parametrisierter Ei-
genraum), 57
Polynomieller Klassikator, 42
prinipal omponent analysis, PCA, 22
Pseudoklassen, 26
Rejetor, 65
sliding window, 61
Streuungsmatrix
Interklassen-, 25
Intraklassen-, 25
Subspae-Methode, 26
Support-Vektor-Mashine, 44
Tangentendistanz, 30
Varianzpooling, 21
virtual test sample Methode, VTS, 27
Majorit

atsentsheidungsregel, 28
Produktregel, 28
Summenregel, 28
Whitening-Transformation, 26
within-lass-satter-Matrix, 25
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