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Abstract
We construct the Hasse diagrams G2 and G3 for the closure ordering on the
sets of congruence classes of 2×2 and 3×3 complex matrices. In other words,
we construct two directed graphs whose vertices are 2×2 or, respectively, 3×3
canonical matrices under congruence and there is a directed path from A to
B if and only if A can be transformed by an arbitrarily small perturbation
to a matrix that is congruent to B.
A bundle of matrices under congruence is defined as a set of square ma-
trices A for which the pencils A + λAT belong to the same bundle under
strict equivalence. In support of this definition, we show that all matrices
in a congruence bundle of 2 × 2 or 3 × 3 matrices have the same properties
with respect to perturbations. We construct the Hasse diagrams GB
2
and
GB
3
for the closure ordering on the sets of congruence bundles of 2 × 2 and,
respectively, 3 × 3 matrices. We find the isometry groups of 2 × 2 and 3 × 3
congruence canonical matrices.
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1. Introduction
We study how small perturbations of a 2× 2 or 3× 3 complex matrix can
change its congruence canonical form.
Two complex matrices A and B are said to be congruent if STAS = B for
a nonsingular S. This is an equivalence relation; its equivalence classes are
called congruence classes. In Section 2 we construct the closure graphs G2
and G3, which are defined for any natural n as follows.
Definition 1.1. The closure graph Gn for congruence classes of n×n complex
matrices is the directed graph in which each vertex v represents in a one-to-
one manner a congruence class Cv of n × n matrices, and there is a directed
path from a vertex v to a vertex w if and only if one (and hence each) matrix
from Cv can be transformed to a matrix from Cw by an arbitrarily small
perturbation.
The graph Gn is the Hasse diagram of the set of congruence classes of
n × n matrices with the following partial order: a ≼ b if a is contained in the
closure of b. Thus, the graph Gn shows how the congruence classes relate to
each other in the affine space of n × n matrices.
Since each n×n matrix is uniquely represented in the form P +Q in which
P is symmetric and Q is skew-symmetric, Gn is also the closure graph for
congruence classes of n×n symmetric/skew-symmetric matrix pencils P +λQ.
Each congruence class contains exactly one canonical matrix for congru-
ence, and so it is convenient to represent the congruence classes by their
canonical matrices. We use the congruence canonical matrices Acan con-
structed by Horn and Sergeichuk [21]. We also use the miniversal deforma-
tion of Acan given by Dmytryshyn, Futorny, and Sergeichuk [5]; that is, a
simple normal form to which all matrices close to Acan can be reduced by
congruence transformations that smoothly depend on their entries.
The closure graph for *congruence classes of 2 × 2 complex matrices was
constructed by Futorny, Klimenko, and Sergeichuk [17].
Unlike perturbations of matrices under congruence and *congruence, per-
turbations of matrices under similarity and of matrix pencils have been much
studied. For a given matrix A, Boer and Thijsse [4] and, independently,
Markus and Parilis [30] described the set of all Jordan canonical matrices
J such that in each neighborhood of A there exists a matrix whose Jordan
2
canonical form is J . Their description was extended to Kronecker’s canonical
forms of pencils by Pokrzywa [32].
Arnold [1, § 5.3] defines a bundle of matrices under similarity as a set of
all matrices having the same Jordan type: matrices A and B have the same
Jordan type if there is a bijection from the set of distinct eigenvalues of A
to the set of distinct eigenvalues of B that transforms the Jordan canonical
form of A to the Jordan canonical form of B. For example, the matrices
J3(0) ⊕ J2(0) ⊕ J5(1) and J3(2) ⊕ J2(2) ⊕ J5(−3) (1)
belong to the same bundle (we denote by Jn(λ) the n × n upper triangular
Jordan block with eigenvalue λ). All matrices of a bundle have similar prop-
erties; for example, its Jordan matrices J have the same set {X ∣JX = XJ}
of commuting matrices.
Note that the closure graph for bundles of n×n matrices under similarity
has a finite number of vertices; moreover, it is in some sense more informative
than the closure graph for similarity classes. For example, one cannot see
from the latter graph that each neighborhood of Jn(λ) contains a matrix with
n distinct eigenvalues (since there is no diagonal matrix whose similarity class
has a nonzero intersection with each neighborhood of Jn(λ)). But the closure
graph for bundles has a directed path from the bundle containing Jn(λ) to
the bundle of all matrices with n distinct eigenvalues.
The bundles of matrix pencils are defined in the same way via Kro-
necker’s canonical form of pencils (see Section 5.3). Edelman, Elmroth, and
Kågström [12] developed a comprehensive theory of closure relations for sim-
ilarity classes of matrices, for strict equivalence classes of matrix pencils,
and for their bundles. The software StratiGraph [13] constructs their clo-
sure graphs. The closure graph for 2 × 3 matrix pencils was constructed and
studied by Elmroth and Kågström [15].
The definition of bundles of matrices under congruence is not so evident.
One could define these bundles via the congruence canonical form (see Defi-
nition 6.5) by analogy with bundles of matrices under similarity and bundles
of matrix pencils. But unlike the Jordan and Kronecker canonical forms,
the perturbation behavior of a congruence canonical matrix with parameters
depends on the values of its parameters (see Remark 3.4). Moreover, one
can obtain another partition into bundles using another congruence canoni-
cal form (say, the tridiagonal canonical form [16, Theorem 1.1]). We define
congruence bundles as follows.
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Definition 1.2. Two square matrices A andB belong to the same congruence
bundle if and only if the pencils A + λAT and B + λBT belong to the same
strict equivalence bundle.
This definition is based on the remarkable fact: two n×n matrices A and
B are congruent if and only if the pencils A + λAT and B + λBT are strictly
equivalent (see Lemma 4.1).
An informal introduction to perturbations of matrices determined up to
similarity, congruence, or *congruence is given by Klimenko and Sergeichuk
[28]. Miniversal deformations of matrices under similarity, congruence, and
*congruence and of matrix pencils under strict equivalence are given in [1, 2,
5, 6, 11, 19, 27].
The term “congruence orbit” is often used instead of “congruence class”
[3, 7]. The problem that we consider can be called “the stratification of orbits
and bundles of matrices under congruence” by analogy with the stratification
of orbits and bundles of matrices under similarity and of matrix pencils [12,
14, 25, 26]. The stratification theory for skew-symmetric matrix pencils has
recently been developed in [8, 9].
The paper is organized as follows. In Section 2 we construct the closure
graphs G2 and G3 for congruence classes of 2×2 and 3×3 matrices. In Section
3 we construct the closure graphs GB
2
and GB
3
for congruence bundles of 2×2
and 3 × 3 matrices. In Sections 4 and 5 we prove the main theorems.
In Section 6 we give arguments in favor of Definition 1.2. We show that
each congruence bundle of 2×2 or 3×3 matrices can be described as a set of
all matrices with similar properties with respect to perturbations and with
the same number of indecomposable direct summands (which is not true for
bundles defined via canonical matrices for congruence; see Definition 6.5).
Thus, one obtains the same closure graphs GB
2
and GB
3
using any other good
definition of congruence bundles. In Section 6.3 we give the list of isometry
groups of bilinear spaces (Cn,A) in which A is a bilinear form on Cn given
by a congruence canonical matrix and n = 2 or 3.
All matrices that we consider are over the field of complex numbers.
2. Closure graphs for congruence classes
We use the following canonical form under congruence (in which Im is the
m ×m identity matrix).
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Proposition 2.1 ([20, Theorem 4.5.25]). Every square complex matrix is
congruent to a direct sum, determined uniquely up to permutation of sum-
mands, of matrices of the form
H2m(λ) ∶= [ 0 ImJm(λ) 0 ] , Γn ∶=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 ⋰−1 ⋰
1 1−1 −1
1 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, Jk(0), (2)
in which λ is a nonzero complex number that is determined up to replacement
by λ−1 and satisfies λ ≠ (−1)m+1, and Γn is n-by-n.
This canonical form and an analogous canonical form for *congruence
were obtained in [21] based on [36, Theorem 3] (see also [24]); a direct proof
that the forms are canonical is given in [22, 23].
For each A ∈ Cn×n and a matrix X ∈ Cn×n with small entries,
(I +X)TA(I +X) = A +XTA +AX´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
small
+XTAX´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
very small
and so the congruence class of A in a small neighborhood of A can be obtained
by a very small deformation of the affine matrix space
{A +XTA +AX ∣X ∈ Cn×n}.
(By the local Lipschitz property [33], if A and B are close to each other and
B = STAS with a nonsingular S, then S can be taken near In.) The vector
space
T (A) ∶= {XTA +AX ∣X ∈ Cn×n} (3)
is the tangent space to the congruence class of A at the point A. The numbers
dimC T (A), codimC T (A) ∶= n2 − dimC T (A) (4)
are called the dimension and, respectively, codimension of the congruence
class of A.
Theorem 2.2 (proved in Section 5.1). The closure graph G2 for congruence
classes of 2 × 2 matrices is given in Figure 1. Each congruence class is
represented by its canonical matrix, which is a direct sum of blocks of the
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[0 −1
1 1
] [0 1
λ 0
] [1
1
] dim 3
[1
0
]
OO]]❁❁❁❁❁❁
BB☎☎☎☎☎☎
dim 2
[ 0 1−1 0]
OO
dim 1
[0
0
]
aa❉❉❉
OO
dim 0
(5)
Figure 1: The closure graph G2 for congruence classes of 2 × 2 matrices, in which
λ ≠ ±1, and each nonzero λ is determined up to replacement by λ−1.
form (2) (the zero entries outside of these blocks are not shown). The graph
is infinite: [ 0 1λ 0 ] represents the infinite set of vertices indexed by λ ∈ C∖{−1,1}(provided that each nonzero λ is determined up to replacement by λ−1) with
arrows [ 1
0
] → [ 0 1λ 0 ] to each of these vertices. The congruence classes of
canonical matrices located at the same horizontal level in G2 have the same
dimension, which is indicated to the right.
For example, the graph G2 in (5) shows that an arbitrarily small neigh-
borhood of [ 0 1−1 0 ] contains matrices with congruence canonical forms [ 0 1−1 0 ]
and [ 0 −1
1 1
] , but for any other canonical matrix Acan there is a neighborhood
of [ 0 1−1 0 ] without matrices with canonical form Acan.
Theorem 2.3 (proved in Section 5.2). The closure graph G3 for congruence
classes of 3 × 3 matrices is given in Figure 2. The congruence classes that
correspond to the vertices are represented by their 3 × 3 canonical matrices
under congruence. The graph is infinite:
[ 0 1λ 0
0
] and [ 0 1µ 0
1
]
represent the infinite sets of vertices indexed by λ,µ ∈ C∖{−1,1} provided that
each nonzero λ is determined up to replacement by λ−1 and each nonzero µ
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[ 0 −11 1
1
] [ 0 1µ 0
1
] [ 0 0 10 −1 −1
1 1 0
] dim 8
[ 0 1 00 0 1
0 0 0
]
88qqqqqqq
ff▲▲▲▲▲▲▲
OO
dim 7
[ 0 1−1 0
1
]
OO
[ 1 1
1
]
OO
dim 6
[ 0 −11 1
0
]
AA☎☎☎☎☎☎☎☎☎☎☎☎☎☎☎
OO
[ 0 1λ 0
0
]
OO
[ 1 1
0
]
]]❀❀❀❀❀❀❀❀❀❀❀❀❀❀❀
OO
dim 5
[ 0 1−1 0
0
]
OO
[ 1 0
0
]
OOff▲▲▲▲▲▲▲
88qqqqqqqq
dim 3
[ 0 0
0
]
ff▲▲▲▲▲▲▲
OO
dim 0
(6)
Figure 2: The closure graph G3 for congruence classes of 3 × 3 matrices, in which
λ,µ ≠ ±1, and nonzero λ and µ are determined up to replacements by λ−1 and µ−1.
is determined up to replacement by µ−1. The congruence classes with vertices
on the same horizontal level have the same dimension, which is indicated to
the right.
Remark 2.4. Let M be a 2 × 2 or 3 × 3 canonical matrix for congruence.
• Let N be another canonical matrix for congruence of the same size.
Each neighborhood ofM contains a matrix whose congruence canonical
form is N if and only if there is a directed path from M to N in G2 or
G3 (if M = N then there is always the “lazy” path of length 0 from M
to M).
• The closure of the congruence class of M is equal to the union of the
congruence classes of all canonical matrices N such that there is a
directed path from N to M (if N = M then there is always the “lazy”
path).
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3. Closure graphs for congruence bundles
The following lemma, which is another version of Proposition 2.1, is used
for constructing closure graphs for congruence.
Lemma 3.1. Every square complex matrix is congruent to a direct sum,
determined uniquely up to permutation of summands, of matrices of the form
H2m(λ), Γn, J2r−1(0), (7)
in which (−1)m+1 ≠ λ ∈ C, each nonzero λ is determined up to replacement by
λ−1, and m,n, r = 1,2, . . . .
Proof. The lemma follows from Proposition 2.1 since by [24, p. 213] or [36,
p. 492] Jk(0) is permutationally congruent to
[ 0 RTr
Lr 0
] if k = 2r − 1, H2r(0) = [ 0 IrJr(0) 0 ] if k = 2r, (8)
in which
Lr ∶=
⎡⎢⎢⎢⎢⎢⎣
1 0 0⋱ ⋱
0 1 0
⎤⎥⎥⎥⎥⎥⎦
, Rr ∶=
⎡⎢⎢⎢⎢⎢⎣
0 1 0⋱ ⋱
0 0 1
⎤⎥⎥⎥⎥⎥⎦
(9)
are (r − 1) × r matrices (thus, L1 = R1 is the 0 × 1 matrix).
The congruence bundles (see Definition 1.2) are described in the following
theorem. By Lemma 3.1, each square matrix A is congruent to a direct sum
G ⊕H1(λ1)⊕ ⋅ ⋅ ⋅ ⊕Ht(λt), λi ≠ λj,1/λj if i ≠ j, all λi ∈ C ∖ {1,−1}, (10)
in which G is a direct sum of matrices of the form H2m((−1)m), Γn, J2r−1(0),
and each Hi(λi) is a direct sum of matrices of the form H2m(λi) with λi ≠ ±1.
(The condition λi ≠ 1/λj in (10) is obviously satisfied if λj = 0.)
Theorem 3.2 (proved in Section 5.3). Let a square matrix A be congruent
to (10). Then the congruence bundle of A consists of all matrices that are
congruent to matrices
G ⊕H1(µ1)⊕ ⋅ ⋅ ⋅ ⊕Ht(µt), µi ≠ µj,1/µj if i ≠ j, all µi ∈ C ∖ {1,−1} (11)
with the same G,H1, . . . ,Ht.
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Corollary 3.3. The congruence bundles that contain the canonical blocks
(2) are the following:
• the congruence classes of H2m((−1)m), Γn, and J2r−1(0),
• the union of the congruence class of J2m(0) and the congruence classes
of all H2m(λ) with λ ≠ 0,±1 and λ is determined up to replacement by
λ−1
for each m,n, r = 1,2, . . . .
Remark 3.4. The matrices H2m((−1)m) and H2m(λ) with λ ≠ 0,±1 properly
belong to distinct bundles because [ 0 1−1 0 ] and [ 0 1λ 0 ] with λ ≠ ±1 have distinct
properties with respect to perturbations, which is illustrated by the closure
graph G2 in (5).
Similar to the closure graph Gn for congruence classes, we denote by GBn
the closure graph of congruence bundles.
Theorem 3.5 (proved in Section 5.4). (a) The closure graph GB
2
for con-
gruence bundles of 2 × 2 matrices is given in Figure 3. The vertex{[ 0 1λ 0 ]}λ≠±1 represents the bundle that consists of all matrices whose
congruence canonical forms are [ 0 1λ 0 ] with λ ≠ ±1; each nonzero λ is
determined up to replacement by λ−1. The other vertices are congru-
ence canonical matrices; the corresponding bundles coincide with their
congruence classes.
(b) The closure graph GB
3
for congruence bundles of 3×3 matrices is given
in Figure 4.
– The bundle that corresponds to
{[ 0 1λ 0
0
]}
λ≠±1
consists of all matrices whose congruence canonical forms are
[ 0 1λ 0
0
] with λ ≠ ±1.
– The bundle that corresponds to
{[ 0 1µ 0
1
]}
µ≠±1
consists of all matrices whose congruence canonical forms are
[ 0 1µ 0
1
] with µ ≠ ±1.
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{[0 1
λ 0
]}
λ≠±1
dim 4
[0 −1
1 1
]
OO
[1
1
]
ee▲▲▲▲▲▲▲▲▲
dim 3
[1
0
]
OO
ee▲▲▲▲▲▲▲▲▲▲▲
dim 2
[ 0 1
−1 0
]
OO
dim 1
[0
0
]
hh◗◗◗◗◗◗◗◗◗◗
OO
dim 0
(12)
Figure 3: The closure graph GB
2
for congruence bundles of 2 × 2 matrices.
– The other bundles coincide with the congruence classes of the cor-
responding canonical matrices.
Remark 3.6. Since the number of congruence bundles of matrices of fixed
size n × n is finite, for each A ∈ Cn×n there exist congruence bundlesA1, . . . ,At ⊂ Cn×n such that each sufficiently small neighborhood of A is
contained in A1 ∪ ⋅ ⋅ ⋅ ∪At and has a nonempty intersection with each Ai. If
the closure graph for congruence bundles of n×n matrices is known, then the
set A1, . . . ,At consists of all congruence bundles A such that there exists a
directed path (including the “lazy” path of length 0) from the vertex that rep-
resents the bundle with A to the vertex that represents A. This information
is important if A is known only approximately.
For example, the closure graph GB
3
shows that each sufficiently small
neighborhood of I3 contains matrices whose congruence canonical forms are
⎡⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
0 0 1
⎤⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎣
0 0 1
0 −1 −1
1 1 0
⎤⎥⎥⎥⎥⎥⎦
, and
⎡⎢⎢⎢⎢⎢⎣
0 1 0
µ 0 0
0 0 1
⎤⎥⎥⎥⎥⎥⎦
for some µ ≠ ±1, and does not contain matrices with any other congruence
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{[ 0 1µ 0
1
]}
µ≠±1
dim 9
[ 0 −11 1
1
]
88qqqqqq [ 0 0 10 −1 −1
1 1 0
]
ff◆◆◆◆◆◆
dim 8
[ 0 1 00 0 1
0 0 0
]
77♣♣♣♣♣♣♣♣
ff◆◆◆◆◆◆◆◆
dim 7
[ 0 1−1 0
1
]
OO
{[ 0 1λ 0
0
]}
λ≠±1
OO
[ 1 1
1
]
OO
dim 6
[ 0 −11 1
0
]
OO 88♣♣♣♣♣♣♣ [ 1 1
0
]
gg◆◆◆◆◆◆◆◆
OO
dim 5
[ 0 1−1 0
0
]
OO
[ 1 0
0
]
ff◆◆◆◆◆◆◆◆
77♣♣♣♣♣♣♣♣♣
dim 3
[ 0 0
0
]
ff◆◆◆◆◆◆◆◆
OO
dim 0
(13)
Figure 4: The closure graph GB
3
for congruence bundles of 3 × 3 matrices, in which
λ,µ ≠ ±1, and nonzero λ and µ are determined up to replacements by λ−1 and µ−1.
canonical form.
Arnold [2, § 30E] pointed to possible applications of the partitions into
bundles: if in the study of a phenomenon we obtain another partition, then
in the idealization of the phenomenon something essential was missed, or
there were some special reasons for an additional multiplicity of parameters.
4. Supporting theory
In this section we collect several lemmas, which are used in the proofs of
the theorems.
4.1. Roiter’s assertion
Instead of matrix pencils A+λB, it is convenient to consider matrix pairs(A,B) in which both matrices have the same size. Matrix pairs (A,B) and
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(A′,B′) are equivalent if there are nonsingular R and S such that RAS = A′
and RBS = B′ [18] (which corresponds to the strict equivalence of A+λB and
A′ + λB′). For each nonsingular matrix A, A−TA ∶= (A−1)TA is the cosquare
of A.
The statement (a) in the following lemma was formulated by Roiter [34]
and was extended to arbitrary systems of linear mappings and bilinear forms
in [34, 36]. It reduces the problem of classifying matrices up to congruence to
the problem of classifying matrix pairs of the form (A,AT ) up to equivalence.
Lemma 4.1. (a) Two square matrices A and B are congruent if and only
if the matrix pairs (A,AT ) and (B,BT ) are equivalent.
(b) Two nonsingular matrices A and B are congruent if and only if their
cosquares A−TA and B−TB are similar.
Proof. (a) Let A and B be n×n matrices. Write A = As+Ac and B = Bs+Bc,
where As,Bs are symmetric and Ac,Bc are skew-symmetric. Then there are
three equivalent conditions to state that A and B are congruent:
• (As,Ac) and (Bs,Bc) are congruent;
• (As,Ac) and (Bs,Bc) are equivalent (see [29, § 95, Theorem 3] or [16,
Lemma 2.2]);
• (A,AT ) and (B,BT ) are equivalent.
(b) This statement follows from (a); it is also proved in [23, Lemma 2.1]
(or see [20, Theorem 4.5.27]).
Note that Lemma 4.1(a) is also easily derived from the congruence canon-
ical form given in Proposition 2.1. Conversely, Proposition 2.1 follows
straightforwardly from Lemma 4.1(a) and the Kronecker canonical form of
matrix pencils.
4.2. Miniversal deformations
We use a miniversal deformation of a square matrix A under congruence;
that is, a normal form with the minimal number of independent parameters
to which all matrices A +X close to A can be reduced by transformations
A +X ↦ S(X)T (A +X)S(X), S(0) = I,
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in which S(X) depends holomorphically on the entries of X. The notion
of a miniversal deformation was introduced by Arnold [1]; he constructed
miniversal deformations of Jordan canonical matrices.
A miniversal deformation of A ∈ Cn×n under congruence was constructed
in [5, Theorem 2.1] as follows. Let D be any matrix with entries 0 and ∗ that
satisfies the condition
C
n×n = T (A)⊕D(C),
in which T (A) is defined in (3) and D(C) is the vector space of all matrices
obtained from D by replacing its star entries by complex numbers. Then
all matrices in A + D(C) that are sufficiently close to A form a miniversal
deformation of A. The number n2−dimT (A) = dimD(C) is the codimension
of the congruence class of A; it is equal to the number of stars in D.
By [37, Part III, Theorem 1.7], the boundary of each congruence class is
a union of congruence classes of strictly lower dimension, which ensures the
following lemma.
Lemma 4.2. If v → w is an arrow in the closure graph Gn, then the con-
gruence class Cv assigned to v is contained in the closure of the congruence
class Cw, and so the dimension of Cv is lower than the dimension of Cw.
The miniversal deformations of 2×2 and 3×3 matrices under congruence
are given in the following lemma.
Lemma 4.3 ([5, Example 2.1]). Let A be any 2×2 or 3×3 matrix. Then all
matrices A+X that are sufficiently close to A can be simultaneously reduced
by some transformation
S(X)T (A +X)S(X), S(X) is nonsingular and holomorphic at 0, (14)
to one of the following forms, in which λ ∈ C ∖ {−1,1} and each nonzero λ is
determined up to replacement by λ−1:(i) if A is 2 × 2,
[0
0
] + [∗ ∗
∗ ∗
] , [1
0
] + [0 0
∗ ∗
] , [1
1
] + [0 0
∗ 0
] ,
[ 0 1
−1 0
] + [∗ 0
∗ ∗
] , [0 −1
1 1
] + [∗ 0
0 0
] , [0 1
λ 0
] + [0 0
∗ 0
] ;
(ii) if A is 3 × 3,
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⎡⎢⎢⎢⎢⎢⎣
0
0
0
⎤⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎣
∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗
⎤⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎣
1
0
0
⎤⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎣
0 0 0
∗ ∗ ∗
∗ ∗ ∗
⎤⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎣
1
1
0
⎤⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎣
0 0 0
∗ 0 0
∗ ∗ ∗
⎤⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎣
1
1
1
⎤⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎣
0 0 0
∗ 0 0
∗ ∗ 0
⎤⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎣
0 1
−1 0
0
⎤⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎣
∗ 0 0
∗ ∗ 0
∗ ∗ ∗
⎤⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎣
0 1
λ 0
0
⎤⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎣
0 0 0
∗ 0 0
∗ ∗ ∗
⎤⎥⎥⎥⎥⎥⎦
(λ ≠ 0),
⎡⎢⎢⎢⎢⎢⎣
0 1
0 0
0
⎤⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎣
0 0 0
∗ 0 ∗
∗ 0 ∗
⎤⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎣
0 −1
1 1
0
⎤⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎣
∗ 0 0
0 0 0
∗ ∗ ∗
⎤⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎣
0 1
−1 0
1
⎤⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎣
∗ 0 0
∗ ∗ 0
0 0 0
⎤⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎣
0 1
λ 0
1
⎤⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎣
0 0 0
∗ 0 0
0 0 0
⎤⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎣
0 −1
1 1
1
⎤⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎣
∗ 0 0
0 0 0
0 0 0
⎤⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎣
0 1 0
0 0 1
0 0 0
⎤⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎣
0 0 0
0 0 0
∗ 0 ∗
⎤⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎣
0 0 1
0 −1 −1
1 1 0
⎤⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎣
0 0 0
∗ 0 0
0 0 0
⎤⎥⎥⎥⎥⎥⎦
.
Each of these matrices has the form Acan+D in which Acan is a canonical
matrix for congruence and the stars in D are complex numbers that tend to
zero as X tends to zero. The number of stars is the smallest that can be
attained by using transformations (14); it is equal to the codimension of the
congruence class of A.
4.3. Characteristic polynomial
Lemma 4.4. Let A and B be nonsingular matrices. If there is an arbitrarily
small perturbation of A that is congruent to B then the cosquares A−TA
and B−TB have the same characteristic polynomial and so det(ATx − A) =
c ⋅ det(BTx −B) for a nonzero c ∈ C.
Proof. There exists a sequence of nonsingular matrices A1, A2, . . . converging
to A, in which all Ai are congruent to B. By Proposition 4.1(b), all A−Ti Ai
are similar to B−TB and so they have the same characteristic polynomial
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χ(x). Since A−T
1
A1, A
−T
2
A2, . . . converges to A−TA, χ(x) is the characteristic
polynomial of A−TA.
5. Proof of the theorems
5.1. Proof of Theorem 2.2
For each 2 × 2 congruence canonical matrix M, the dimension dM of its
congruence class is indicated in (5). It was calculated as follows: (4) ensures
that dM = 4 − cM in which cM is the codimension of the congruence class of
M ; cM is equal to the number of stars in M +D from Lemma 4.3(i).
The proof of Theorem 2.2 is divided into two steps.
Step 1: Let us prove that each arrow M → N in (5) is correct; that is,
there is an arbitrarily small perturbation of the matrix M that is congruent
to N .
We write A ≅ B if A is congruent to B; that is, STAS = B for some
nonsingular S. Expressing S as a product of elementary matrices, we obtain
that
A ≅ B if and only if A can be reduced to B by a
sequence of elementary transformations of rows and
the same transformations of columns.
(15)
We denote by ε, δ, and ζ arbitrarily small complex numbers.
● [ 0 0
0 0
]→ [ 0 1−1 0 ] and [ 0 00 0 ]→ [ 1 00 0 ] since
[ 0 ε
−ε 0
] ≅ [ 0 1
−1 0
] and [ε 0
0 0
] ≅ [1 0
0 0
] .
● [ 0 1−1 0 ]→ [ 0 −11 1 ] since
[ 0 1
−1 ε
] ≅ [0 −1
1 1
] .
● [ 1 0
0 0
]→ [ 0 −1
1 1
] since
[ 1 ε
−ε 0
] ≅ [ 1 1
−1 0
] and [0 1
1 0
] [ 1 1
−1 0
] [0 1
1 0
] = [0 −1
1 1
] .
● [ 1 0
0 0
]→ [ 0 1
0 0
] and [ 1 0
0 0
]→ I2 since
[1 ε
0 0
] ≅ [0 1
0 0
] and [1 0
0 ε
] ≅ [1 0
0 1
] .
15
● [ 1 0
0 0
] → [ 0 1λ 0 ] for each λ ∉ {−1,0,1}; it suffices to find arbitrarily small
δ ≠ 0 and ε for which
A ∶= [1 0
ε δ
] is congruent to H2(λ) = [0 1λ 0] , (16)
i.e. A−TA is similar to H2(λ)−TH2(λ) = diag(λ,λ−1) (see Proposition 4.1(b)),
i.e. the eigenvalues of A−TA are λ and λ−1, i.e. the roots of the polynomial
det(ATx −A) = ∣x − 1 εx
−ε δx − δ
∣ = δ[x2 + (ε2/δ − 2)x + 1]
are λ and λ−1. This polynomial is equal to δ(x − λ)(x − λ−1) if
ε2/δ − 2 = −λ − λ−1, (17)
which can be satisfied by some arbitrarily small ε and δ.
Step 2: Let us prove that we have not missed any arrows in (5).
We write M ↛ N if the closure graph does not have the arrow M → N ;
i.e., if each matrix obtained from M by an arbitrarily small perturbation is
not congruent to N . The evident statement “if M → N and M ↛ P , then
N ↛ P ” and Lemma 4.2 ensure that we need to prove only the absence of
the arrows H2(−1)→H2(λ) and H2(−1)→ I2.
● H2(−1) ↛ H2(0) since each arbitrarily small perturbation of H2(−1)
has rank 2 and H2(0) has rank 1.
● H2(−1) ↛ H2(λ) (λ ≠ 0,1,−1) by Lemma 4.4 since det(H2(−1)Tx −
H2(−1)) = (x + 1)2 and det(H2(λ)Tx −H2(λ)) = −(x − λ)(λx − 1).
● H2(−1) ↛ I2. Each arbitrarily small perturbation of H2(−1) is not
congruent to I2 since their skew-symmetric parts are not congruent.
5.2. Proof of Theorem 2.3
Each canonical matrix for congruence is a direct sum of blocks of the
forms H2m(λ), Γn, and Jk(0) (see (2)). Replacing them by [λ]2m, 1n, and
0k, respectively, and deleting the symbols ⊕, we get a compact notation of
the canonical matrix. For example,
[1]4[3]216161020 is H4(1)⊕H2(3)⊕ Γ6 ⊕ Γ6 ⊕ Γ1 ⊕ J2(0)⊕ J1(0)
(we write 1 and 0 instead of 11 and 01).
16
All 3×3 canonical matrices for congruence are written in this notation as
follows:
000 =
⎡⎢⎢⎢⎢⎢⎣
0
0
0
⎤⎥⎥⎥⎥⎥⎦
, [−1]20 =
⎡⎢⎢⎢⎢⎢⎣
0 1
−1 0
0
⎤⎥⎥⎥⎥⎥⎦
, 100 =
⎡⎢⎢⎢⎢⎢⎣
1
0
0
⎤⎥⎥⎥⎥⎥⎦
,
120 =
⎡⎢⎢⎢⎢⎢⎣
0 −1
1 1
0
⎤⎥⎥⎥⎥⎥⎦
, [λ]20 =
⎡⎢⎢⎢⎢⎢⎣
0 1
λ 0
0
⎤⎥⎥⎥⎥⎥⎦
, 110 =
⎡⎢⎢⎢⎢⎢⎣
1
1
0
⎤⎥⎥⎥⎥⎥⎦
,
[−1]21 =
⎡⎢⎢⎢⎢⎢⎣
0 1
−1 0
1
⎤⎥⎥⎥⎥⎥⎦
, 111 =
⎡⎢⎢⎢⎢⎢⎣
1
1
1
⎤⎥⎥⎥⎥⎥⎦
, 03 =
⎡⎢⎢⎢⎢⎢⎣
0 1 0
0 0 1
0 0 0
⎤⎥⎥⎥⎥⎥⎦
,
121 =
⎡⎢⎢⎢⎢⎢⎣
0 −1
1 1
1
⎤⎥⎥⎥⎥⎥⎦
, [µ]21 =
⎡⎢⎢⎢⎢⎢⎣
0 1
µ 0
1
⎤⎥⎥⎥⎥⎥⎦
, 13 =
⎡⎢⎢⎢⎢⎢⎣
0 0 1
0 −1 −1
1 1 0
⎤⎥⎥⎥⎥⎥⎦
.
(18)
They are direct sums of blocks of the form (2); the zero entries outside of
these blocks are not shown.
For each 3 × 3 canonical matrix M , the dimension dM of its congruence
class is indicated in (6). It was calculated as follows: (4) ensures that dM =
9 − cM in which cM is the codimension of the congruence class of M ; cM is
equal to the number of stars in M +D from Lemma 4.3(ii).
Step 1: Let us prove that each arrow in (6) is correct.
For any 2 × 2 matrices A and B and any c ∈ C, if each neighborhood of A
contains a matrix that is congruent to B, then each neighborhood of A⊕ [c]
contains a matrix that is congruent to B⊕[c]. Thus, the arrows of (5) ensure
the correctness of the following arrows in (6):
000→ [−1]20 since [ 0 0
0 0
]→ [ 0 1−1 0 ] 100→ 110 since [ 1 00 0 ]→ I2
000→ 100 since [ 0 0
0 0
]→ [ 1 0
0 0
] [−1]20→ 120 since [ 0 1−1 0 ]→ [ 0 −11 1 ]
110→ 111 since [ 1 0
0 0
]→ I2 100→ 120 since [ 1 00 0 ]→ [ 0 −11 1 ][−1]21→ 121 since [ 0 1−1 0 ]→ [ 0 −11 1 ] 100→ [λ]20 since [ 1 00 0 ]→ [ 0 1λ 0 ] .
The correctness of the remaining arrows in (6) is proved as follows.
● 120→ [−1]21 since
⎡⎢⎢⎢⎢⎢⎣
−1 0 0
0 1 −1/ε
1 0 1/ε
⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣
0 −1 0
1 1 0
0 2ε ε2
⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣
−1 0 1
0 1 0
0 −1/ε 1/ε
⎤⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎣
0 1 0
−1 0 0
0 0 1
⎤⎥⎥⎥⎥⎥⎦
.
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● 120→ 03 since we can reduce⎡⎢⎢⎢⎢⎢⎣
0 −1 0
1 1 ε
0 0 0
⎤⎥⎥⎥⎥⎥⎦
to
⎡⎢⎢⎢⎢⎢⎣
0 −1 0
0 0 ε
0 0 0
⎤⎥⎥⎥⎥⎥⎦
(19)
by transformations (15): we add the last column multiplied by −ε−1 to the
first and second columns; the same transformations of rows do not change
the matrix.
● {[λ]20,110}→ 03 (i.e., [λ]20→ 03 and 110→ 03) since
⎡⎢⎢⎢⎢⎢⎣
0 1 0
λ 0 ε
0 0 0
⎤⎥⎥⎥⎥⎥⎦
≅
⎡⎢⎢⎢⎢⎢⎣
0 1 0
0 0 ε
0 0 0
⎤⎥⎥⎥⎥⎥⎦
and ⎡⎢⎢⎢⎢⎢⎣
1 i 0
0 1 0
0 0 1
⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣
1 0 −iε
0 1 ε
0 0 0
⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣
1 0 0
i 1 0
0 0 1
⎤⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎣
0 i 0
i 1 ε
0 0 0
⎤⎥⎥⎥⎥⎥⎦
≅
⎡⎢⎢⎢⎢⎢⎣
0 i 0
0 0 ε
0 0 0
⎤⎥⎥⎥⎥⎥⎦
,
as in (19).
● 111→ 13 since ⎡⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
0 0 1
⎤⎥⎥⎥⎥⎥⎦
≅
⎡⎢⎢⎢⎢⎢⎣
0 0 1
0 −1 0
1 0 0
⎤⎥⎥⎥⎥⎥⎦
by Proposition 4.1(b), and
⎡⎢⎢⎢⎢⎢⎣
ε 0 0
0 1 0
0 0 ε−1
⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣
0 0 1
0 −1 −ε
1 ε 0
⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣
ε 0 0
0 1 0
0 0 ε−1
⎤⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎣
0 0 1
0 −1 −1
1 1 0
⎤⎥⎥⎥⎥⎥⎦
.
● 03 → {121, [µ]21,13}. For the perturbation
A ∶=
⎡⎢⎢⎢⎢⎢⎣
0 1 0
0 0 1
ε 0 δ
⎤⎥⎥⎥⎥⎥⎦
of 03, we have
det(ATx −A) =
RRRRRRRRRRRRRR
0 −1 εx
x 0 −1
−ε x δx − δ
RRRRRRRRRRRRRR
= εx3 − ε + x(δx − δ)
= ε(x3 + δε−1x2 − δε−1x − 1)
= ε(x − 1)(x2 + (δε−1 + 1)x + 1).
(20)
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To verify 03 → 121, we set δ = ε and obtain det(ATx−A) = ε(x−1)(x+1)2.
Thus, the eigenvalues of A−TA are 1,−1,−1. Only the cosquares of [−1]21
and 121 among the cosquares of the nonsingular matrices in (18) have these
eigenvalues; in particular, because the cosquare of 13 is
Γ−T3 Γ3 =
⎡⎢⎢⎢⎢⎢⎣
1 −1 1
1 −1 0
1 0 0
⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣
0 0 1
0 −1 −1
1 1 0
⎤⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎣
1 2 2
0 1 2
0 0 1
⎤⎥⎥⎥⎥⎥⎦
. (21)
Proposition 4.1(b) ensures that A is congruent to one of these matrices; that
is, 03 → [−1]21 or 03 → 121. But 03 ↛ [−1]21 by Lemma 4.2.
Let us verify 03 → [µ]21. Each complex number is represented in the form
δε−1 with arbitrarily small δ and ε; hence for every nonzero µ there exist
arbitrarily small δ and ε such that x2 + (δε−1 + 1)x + 1 = (x −µ)(x −µ−1). By
(20), the eigenvalues of A−TA are 1, µ,µ−1. In the list (18), only the cosquare
of [µ]21 has these eigenvalues. Proposition 4.1(b) ensures that 03 → [µ]21 if
µ ≠ 0. The arrow 03 → [0]21 exists because
⎡⎢⎢⎢⎢⎢⎣
0 1 0
0 0 1
0 0 δ
⎤⎥⎥⎥⎥⎥⎦
≅
⎡⎢⎢⎢⎢⎢⎣
0 1 0
0 0 0
0 −1 δ
⎤⎥⎥⎥⎥⎥⎦
≅
⎡⎢⎢⎢⎢⎢⎣
0 1 0
0 0 0
0 0 δ
⎤⎥⎥⎥⎥⎥⎦
≅
⎡⎢⎢⎢⎢⎢⎣
0 1 0
0 0 0
0 0 1
⎤⎥⎥⎥⎥⎥⎦
.
To verify 03 → 13, we set δ = −3ε. Then det(ATx−A) = ε(x−1)3. By (21)
and Proposition 4.1(b), A is congruent to 111 or 13 from (18). But 03 ↛ 111
by Lemma 4.2.
Step 2: Let us prove that we have not missed any arrows in (6).
Due to Lemma 4.2, it suffices to verify that
[−1]20↛ {[λ]20,111} {[λ]20,110}↛ [−1]21
[λ]20↛ 111 [−1]21↛ {[µ]21,13}
111↛ {121, [µ]21}
for all λ ≠ ±1 and µ ≠ ±1.
● [−1]20 ↛ [λ]20 (λ ≠ ±1). To the contrary, suppose that there is an
arbitrarily small perturbation A of [−1]20 that is congruent to [λ]20 for
some λ ≠ ±1. We can suppose that this perturbation has the form given in
Lemma 4.3(ii); that is,
A ∶=
⎡⎢⎢⎢⎢⎢⎣
α 1 0
−1 + β γ 0
ε ζ η
⎤⎥⎥⎥⎥⎥⎦
≅
⎡⎢⎢⎢⎢⎢⎣
0 1 0
λ 0 0
0 0 0
⎤⎥⎥⎥⎥⎥⎦
(22)
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for some arbitrarily small α,β, γ, ε, ζ, η. Then rankA = 2, and so η = 0.
If ε = ζ = 0, then the congruence (22) with η = 0 implies
[ α 1
−1 + β γ
] ≅ [0 1
λ 0
]
because of the uniqueness in Proposition 2.1, which is impossible since[ 0 1−1 0 ]↛ [ 0 1λ 0 ] in (5).
Let ζ ≠ 0 and ∣ε∣ ⩽ ∣ζ ∣. By adding the second column of A to the first, we
make ε = 0; then repeat this transformation with rows. The entries α and β
are changed to α′ and β′, which remain arbitrarily small. By adding the last
row, we make the entries above ζ equal to zero. Thus,
A ≅
⎡⎢⎢⎢⎢⎢⎣
α′ 0 0
−1 + β′ 0 0
0 ζ 0
⎤⎥⎥⎥⎥⎥⎦
≅
⎡⎢⎢⎢⎢⎢⎣
α′ 0 0
1 0 0
0 1 0
⎤⎥⎥⎥⎥⎥⎦
.
If α′ = 0, then the last matrix is congruent to 03, which is not congruent to[λ]20. If α′ ≠ 0, then
A ≅
⎡⎢⎢⎢⎢⎢⎣
α′ ∗ 0
0 0 0
0 1 0
⎤⎥⎥⎥⎥⎥⎦
≅
⎡⎢⎢⎢⎢⎢⎣
α′ 0 0
0 0 0
0 1 0
⎤⎥⎥⎥⎥⎥⎦
≅
⎡⎢⎢⎢⎢⎢⎣
1 0 0
0 0 0
0 1 0
⎤⎥⎥⎥⎥⎥⎦
,
which is congruent to [0]21 and so it is not congruent to [λ]20.
Let ∣ε∣ > ∣ζ ∣. We interchange the first two rows and the first two columns
in A and reason as in the previous case.
● [−1]20↛ 111 since if a perturbation of [−1]20 is congruent to 111 then
their skew-symmetric parts must be congruent too.
● {[λ]20,110}↛ [−1]21; that is,
⎡⎢⎢⎢⎢⎢⎣
0 1 0
λ 0 0
0 0 0
⎤⎥⎥⎥⎥⎥⎦
+E /≅
⎡⎢⎢⎢⎢⎢⎣
0 1 0
−1 0 0
0 0 1
⎤⎥⎥⎥⎥⎥⎦
and
⎡⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
0 0 0
⎤⎥⎥⎥⎥⎥⎦
+E /≅
⎡⎢⎢⎢⎢⎢⎣
0 1 0
−1 0 0
0 0 1
⎤⎥⎥⎥⎥⎥⎦
for λ ≠ ±1 and each sufficiently small matrix E. This is true since the
symmetric parts of the corresponding matrices have unequal ranks.
● [λ]20↛ 111; that is,
⎡⎢⎢⎢⎢⎢⎣
0 1 0
λ 0 0
0 0 0
⎤⎥⎥⎥⎥⎥⎦
+E /≅
⎡⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
0 0 1
⎤⎥⎥⎥⎥⎥⎦
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for λ ≠ ±1 and each sufficiently small matrix E. This is true since the skew-
symmetric parts of the corresponding matrices have unequal ranks.
● [−1]21↛ {[µ]21,13}; that is,
⎡⎢⎢⎢⎢⎢⎣
0 1 0
−1 0 0
0 0 1
⎤⎥⎥⎥⎥⎥⎦
+E /≅
⎡⎢⎢⎢⎢⎢⎣
0 1 0
µ 0 0
0 0 1
⎤⎥⎥⎥⎥⎥⎦
and
⎡⎢⎢⎢⎢⎢⎣
0 1 0
−1 0 0
0 0 1
⎤⎥⎥⎥⎥⎥⎦
+E /≅
⎡⎢⎢⎢⎢⎢⎣
0 0 1
0 −1 −1
1 1 0
⎤⎥⎥⎥⎥⎥⎦
for µ ≠ ±1 and each sufficiently small matrix E. This is true by Lemma 4.4
since the characteristic polynomials of the cosquares of [−1]21, [µ]21, and 13
are (x+1)2(x−1), (x−µ)(x−µ−1)(x−1), and (x−1)3 (see (21)), respectively.
● 111↛ {121, [µ]21}; that is,
⎡⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
0 0 1
⎤⎥⎥⎥⎥⎥⎦
+E /≅
⎡⎢⎢⎢⎢⎢⎣
0 −1 0
1 1 0
0 0 1
⎤⎥⎥⎥⎥⎥⎦
and
⎡⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
0 0 1
⎤⎥⎥⎥⎥⎥⎦
+E /≅
⎡⎢⎢⎢⎢⎢⎣
0 1 0
µ 0 0
0 0 1
⎤⎥⎥⎥⎥⎥⎦
for µ ≠ ±1 and each sufficiently small matrix E. This is true by Lemma 4.4
since the characteristic polynomials of the cosquares of 111, 121, and [µ]21
are (x − 1)3, (x + 1)2(x − 1), and (x − µ)(x − µ−1)(x − 1), respectively.
5.3. Proof of Theorem 3.2
The Kronecker canonical form for matrix pencils ensures that each matrix
pair is equivalent to a direct sum, determined uniquely up to permutation of
summands, of pairs of the form
(Lr,Rr), (LTr ,RTr ), Pr(λ) ∶=
⎧⎪⎪⎨⎪⎪⎩
(Ir, Jr(λ)), if λ ∈ C,
(Jr(0), Ir), if λ =∞,
in which Lr and Rr are defined in (9), r = 1,2, . . . , and λ ∈ C∪∞. This sum is
called the Kronecker canonical form of (A,B) and is denoted by (A,B)can.
The following definition in terms of pencils was given by Edelman, Elm-
roth, and Kågström [12, Section 3.1].
Definition 5.1. Let (A,B) be any pair of matrices of the same size. Write
its Kronecker canonical form as follows:
(A,B)can = K ⊕P1(λ1)⊕ ⋅ ⋅ ⋅ ⊕Pt(λt), λi ≠ λj if i ≠ j, λ1, . . . , λt ∈ C ∪∞,
(23)
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in which K is a direct sum of pairs of the form (Lk,Rk) and (LTk ,RTk ), and
each Pi(λi) is a direct sum of pairs of the form Pk(λi). Then the equivalence
bundle of (A,B) consists of all matrix pairs whose Kronecker canonical form
is
K ⊕P1(µ1)⊕ ⋅ ⋅ ⋅ ⊕Pt(µt), µi ≠ µj if i ≠ j, µ1, . . . , µt ∈ C ∪∞ (24)
with the same K,P1, . . . ,Pt.
Definition 1.2 of congruence bundles can be reformulated as follows.
Definition 5.2. The congruence bundle of a square matrix A consists of
all matrices B such that the pairs (A,AT ) and (B,BT ) belong to the same
equivalence bundle.
Proof of Theorem 3.2. Let B = B1⊕⋅ ⋅ ⋅⊕Bs be a direct sum of matrices of the
form H2m(λ), Γn, and J2r−1(0); see (7). Then (B,BT )can can be obtained by
replacing in B1⊕⋅ ⋅ ⋅⊕Bs each summand Bi by (Bi,BTi )can, which is calculated
as follows:
• (H2m(λ),H2m(λ)T )can = Pm(λ)⊕ Pm(λ−1) (we set 0−1 ∶=∞);
• (Γn,ΓTn)can = Pn((−1)n+1) since (Γn,ΓTn ) is equivalent to (Γ−Tn Γn, In),
which is equivalent to (Jn((−1)n+1), In) because
Γ−1n = (−1)n+1
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⋮ ⋮ ⋮ ⋮ ⋰
−1 −1 −1 −1
1 1 1
−1 −1
1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, Γ−Tn Γn = (−1)n+1
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 2
*
1 ⋱
⋱ 2
0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎦
;
• (Jk(0), Jk(0)T )can =
⎧⎪⎪⎨⎪⎪⎩
(Lr,Rr)⊕ (LTr ,RTr ) if k = 2r − 1
Pr(0)⊕Pr(∞) if k = 2r
since Jk(0) is permutationally congruent to (8).
Let B′ be another direct sum of matrices of the form (7). Then there are
three equivalent conditions to state that the matrices B and B′ are in the
same congruence bundle:
• (B,BT ) and (B′,B′T ) are in the same equivalence bundle;
• (B′,B′T )can can be obtained from (B,BT )can as (24) from (23);
• B′ can be obtained from B as (11) from (10).
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5.4. Proof of Theorem 3.5
(a) The vertices of graph (12) represent the congruence bundles of 2 × 2
matrices, which are described in Theorem 3.2. Deleting the vertices [ 0 1λ 0 ]
(λ ≠ ±1) and the arrows [ 1 0
0 0
] → [ 0 1λ 0 ] in the closure graph G2 constructed
in (5), we obtain a subgraph of (12). This proves that all the arrows in (12)
are correct with the possible exception of
[ 0 −1
1 1
]→ {[ 0 1λ 0 ]}λ≠±1 and [ 1 00 1 ]→ {[ 0 1λ 0 ]}λ≠±1.
These two arrows are also correct since for each small ε ≠ 0 we have
[0 −1 + ε
1 1
] ≅ [0 −1 + ε
1 0
] ≅ [ 0 1
−1 + ε 0
] (25)
and
[1 0
ε 1
] ≅ [0 1
λ 0
] if 2 − ε2 = λ + λ−1 (see (16) and (17)).
(b) The vertices of graph (13) represent the congruence bundles of 3 × 3
matrices, which are described in Theorem 3.2. Taking the structure of the
graph G3 in (6) into account, it remains to verify that each arrow with the
vertex {[λ]20}λ≠±1 or {[µ]21}µ≠±1 in (13) is correct and that we did not omit
any arrow with these vertices.
The arrows
120→ {[λ]20}λ≠±1, 110→ {[λ]20}λ≠±1, 121→ {[µ]21}µ≠±1
follow from the arrows
[ 0 −1
1 1
]→ {[ 0 1λ 0 ]}λ≠±1, [ 1 00 1 ]→ {[ 0 1λ 0 ]}λ≠±1, [ 0 −11 1 ]→ {[ 0 1λ 0 ]}λ≠±1
in (12).
The arrow {[λ]20}λ≠±1 → 03 follows from the arrow [λ]20 → 03 in the
graph G3 constructed in (6).
Let us prove 13 → {[µ]21}µ≠±1. Consider the following perturbation of 13:
Bc ∶=
⎡⎢⎢⎢⎢⎢⎣
0 0 1
0 −1 −1
c 1 0
⎤⎥⎥⎥⎥⎥⎦
, c ≠ 1,
in which c is arbitrarily close to 1. The matrix Bc is congruent to a matrix
from (18). The symmetric part of Bc is nonsingular and its skew-symmetric
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part is nonzero; the only matrices in (18) with these properties are [µ]21 and
13. The eigenvalues of the cosquare Γ−T
3
Γ3 of 13 are 1,1,1 (see (21)), and the
eigenvalues of the cosquare B−Tc Bc are c,1, c−1. Thus, Bc /≅ 13 by Proposition
4.1(b), and so Bc ≅ [µ]21 for some µ.
There are no arrows {[λ]20}λ≠±1 → [−1]21 and {[λ]20}λ≠±1 → 111 since
there are no directed paths from [λ]20 to [−1]21 and from [λ]20 to 111 in G3
(see (6)). There are no arrows [−1]21 → {[λ]20}λ≠±1 and 111 → {[λ]20}λ≠±1
since [−1]21 and 111 are nonsingular, whereas all [λ]20 are singular.
6. On the choice of definition for congruence bundles
One could argue that Theorem 3.5 about the closure graphs GB
2
and
GB
3
is of doubtful value since these graphs may change if another definition
of congruence bundles is used. Moreover, we define congruence bundles of
matrices via bundles of pencils (see Definition 1.2) that may not look natural
since similarity bundles of matrices and bundles of matrix pencils are defined
via their canonical forms.
However, Roiter’s remarkable assertion given in Lemma 4.1 partially jus-
tifies Definition 1.2. We give another argument in support of Definition 1.2.
We proceed from the assumption that the partition of Cn×n into bundles must
satisfy at least the following two conditions:
(i) each bundle is a union of congruence classes whose matrices have the
same properties with respect to perturbations (which means that the
vertices representing these congruence classes in the closure graph Gn
are indistinguishable in Gn), and
(ii) each bundle consists of matrices that have the same number of inde-
composable direct summands (7) in the congruence canonical form.
In Section 6.1 we prove that the partition of Cn×n (n = 2 or 3) into bundles
in the sense of Definition 1.2 satisfies (i) and (ii); moreover, it is the coarsest
partition satisfying them. Therefore, GB
2
and GB
3
are correctly used as the
closure graphs. (In actuality, the authors of this article first constructed the
closure graphsGB
2
andGB
3
using (i) and (ii), and then they defined congruence
bundles so as to get the obtained GB
2
and GB
3
.)
In Section 6.2 we show that the congruence bundles do not satisfy (i) if
they are defined as the sets of matrices whose congruence canonical forms
have the same type (i.e., the canonical forms coincide up to their sets of
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distinct parameters, in a manner like (1)). In Section 6.3 we find the isometry
groups of 2 × 2 and 3 × 3 congruence canonical matrices. In Section 6.4 we
discuss a reason to not define a congruence bundle as a set of matrices whose
congruence canonical forms have the same isometry group.
6.1. Arguments in support of the definition of congruence bundles
Let us show that our definition of congruence bundles agrees with the
above condition (i) if n = 2 or 3. This means that the partition of the
set of 2 × 2 or 3 × 3 matrices into congruence bundles is a refinement of the
partition into classes of graph-equivalent matrices in the sense of the following
definition.
Definition 6.1. (a) Two vertices v and w of the closure graph Gn are
graph-equivalent if v and w are located at the same horizontal level in
Gn, and for every vertex x
v → x ⇐⇒ w → x, v ← x ⇐⇒ w ← x.
(b) Two n×n matrices are graph-equivalent if the vertices that correspond
to their congruence classes are graph-equivalent.
Thus, two vertices v and w of Gn are graph-equivalent if and only if the
corresponding congruence classes have the same dimension and the inter-
change of v and w is an automorphism of the directed graph Gn.
Proposition 6.2. (a) The partition of C2×2 into congruence bundles is a
refinement of the partition into graph-equivalence classes. The closure
graph for graph-equivalence classes of 2× 2 matrices is given in Figure
5. The vertex {[ 1
1
] , [ 0 1λ 0 ]}λ≠±1 represents the graph-equivalence class
consisting of all matrices whose congruence canonical forms are [ 1
1
]
or [ 0 1λ 0 ] with λ ≠ ±1. The other vertices are canonical matrices under
congruence; their graph-equivalence classes coincide with the congru-
ence classes.
(b) The partition of C3×3 into congruence bundles coincides with its parti-
tion into graph-equivalence classes.
The graph-equivalence classes of 2× 2 matrices coincide with the congru-
ence bundles except for one graph-equivalence class that is the union of two
bundles: the bundle containing [ 1
1
] and the bundle containing all [ 0 1λ 0 ] with
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{[1
1
] , [0 1
λ 0
]}
λ≠±1
[0 −1
1 1
]
77♦♦♦♦
[1
0
]
gg❖❖❖❖❖❖❖❖
[ 0 1
−1 0
]
OO
[0
0
]
gg❖❖❖❖❖❖❖❖
OO
Figure 5: The closure graph for graph-equivalence classes of 2×2 matrices (compare
with the closure graph in Figure 3 for congruence bundles of 2 × 2 matrices).
λ ≠ ±1. However, we can add a condition on direct-sum-decompositions and
obtain partitions of the sets of 2 × 2 and 3 × 3 matrices that coincide with
their partitions into congruence bundles:
Definition 6.3. Two n×n matrices A and B are strictly graph-equivalent if
(i) A and B are graph-equivalent and
(ii) if A and B are congruent to
A1 ⊕ ⋅ ⋅ ⋅ ⊕Ak and B1 ⊕ ⋅ ⋅ ⋅ ⊕Bl, (26)
respectively, in which each summand is a square matrix that is not
congruent to a direct sum of square matrices of smaller sizes, then
k = l.
Proposition 6.4. For 2 × 2 and 3 × 3 matrices, the congruence bundles co-
incide with the strict graph-equivalence classes.
Proposition 6.4 shows that the definition of congruence bundles for 2 × 2
and 3× 3 matrices is natural. It is an open problem whether Proposition 6.4
holds for n×n matrices with n > 3 even if we extend (ii) in Definition 6.3 by
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the condition: there is a suitable renumbering of the summands in (26) such
that each Ai has the same size as Bi and they are graph-equivalent in the set
of matrices of this size.
6.2. A reason to not define a congruence bundle as a set of matrices having
congruence canonical forms of the same type
The bundles of matrices under similarity and of matrix pencils under
strict equivalence are defined via the Jordan and Kronecker canonical forms:
each bundle consists of all matrices or pencils with the same canonical form
but with unspecified parameters; see (1). In a similar way, one could define
bundles of matrices under congruence as parameter-equivalence classes in the
sense of the following definition.
Definition 6.5. Let A be a square matrix. Write its congruence canonical
form given in Proposition 2.1 as follows:
C ⊕D1(λ1)⊕ ⋅ ⋅ ⋅ ⊕Dt(λt), λi ≠ λj,1/λj if i ≠ j, λ1, . . . , λt ∈ C ∖ {0},
in which C is a direct sum of matrices of the form Γn and Jk(0), and each
Di(λi) is a direct sum of matrices of the form H2m(λi) with m such that λi ≠(−1)m+1. Then the parameter-equivalence class of A consists of all matrices
whose congruence canonical form is
C ⊕D1(µ1)⊕ ⋅ ⋅ ⋅ ⊕Dt(µt), µi ≠ µj,1/µj if i ≠ j, µ1, . . . , µt ∈ C ∖ {0},
with the same C,D1, . . . ,Dt, in which µi ≠ (−1)m+1 for each direct summand
H2m(µi) of Di(µi).
We do not define congruence bundles as parameter-equivalence classes
(which would be like bundles of matrices under similarity and bundles of
pencils) since the matrices
[ 0 1
−1 0
] and [0 1
λ 0
] , λ ≠ 0,±1 (27)
are parameter-equivalent, but they are not graph-equivalent; see Remark 3.4.
Thus, the matrices (27) have distinct properties with respect to perturbations
and the following proposition holds.
Proposition 6.6. The partition of C2×2 into parameter-equivalence classes
is not a refinement of its partition into graph-equivalence classes.
Note that the matrices (27) belong to different bundles under congruence,
which is illustrated in Figure 3.
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6.3. The isometry groups of 2 × 2 and 3 × 3 matrices
The isometry group of an n × n matrix A is the multiplicative matrix
group
igA ∶= {S ∈ Cn×n is nonsingular ∣STAS = A}
(which is the isometry group of a bilinear space (Cn,A), where A is the
bilinear form (u, v)↦ uTAv on Cn).
Ðoković [10] and Szechtman [35] describe the structure of igA for an
arbitrary A. The group igA has been much studied in the case that A is
symmetric or skew symmetric (see the references in [10]); the theory of such
groups is close to the theory of classical Lie groups. The following classical
Lie groups are isometry groups:
• the general linear group GLn(C) = ig 0n = {S ∈ Cn×n ∣ detS ≠ 0},
• the orthogonal group On(C) = ig In = {S ∈ Cn×n ∣STS = In},
• the symplectic group Sp2n(C) = igΩn = {S ∈ Cn×n ∣STΩnS = Ωn},
in which
Ωn ∶= [ 0 In
−In 0
] .
Note that
Sp2(C) = SL2(C) ∶= {S ∈ C2×2 ∣ detS = 1}.
In the following theorem, we give the isometry groups of all 2 × 2 and
3 × 3 congruence canonical matrices (which represent the vertices of G2 and
G3 in (5) and (6)). The isometry group of any 2× 2 and 3 × 3 matrix can be
obtained from the isometry group of its congruence canonical matrix due to
the following assertion:
B = RTAR (R is nonsingular) Ô⇒ igB = R−1(igA)R.
This assertion holds since for each S ∈ igA we have A = STAS,
RTAR = RTSTR−T ⋅RTAR ⋅R−1SR,
B = (R−1SR)TB(R−1SR), and so R−1SR ∈ igB.
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Theorem 6.7. (i) The 2×2 canonical matrices under congruence have the
following isometry groups:
ig [ 0
0
] = GL2(C),
ig [ 1
0
] = {[ ±1 0∗ c ]∣ c ≠ 0},
ig [ 1
1
] = O2(C),
ig [ 0 1−1 0 ] = SL2(C),
ig [ 0 1λ 0 ] = {[ c 00 1/c ]∣ c ≠ 0} , λ ≠ ±1,
ig [ 0 −1
1 1
] = {± [ 1 ∗
0 1
]} ,
where the stars denote arbitrary complex numbers.
(ii) The 3×3 canonical matrices under congruence have the following isom-
etry groups:
ig [ 0 0
0
] = GL3(C),
ig [ 1 0
0
] = {[±1 0 0∗
∗ B
]∣detB ≠ 0},
ig [ 1 1
0
] = {[ A 00
∗ ∗ c
]∣ATA = I2, c ≠ 0},
ig [ 1 1
1
] = O3(C),
ig [ 0 1−1 0
0
] = {[ A 00
∗ ∗ c
]∣detA = 1, c ≠ 0},
ig [ 0 1−1 0
1
] = {[ A 00
0 0 ±1
]∣detA = 1},
ig [ 0 1λ 0
0
] = {[ c 0 00 1/c 0
∗ ∗ c′
]∣ c, c′ ≠ 0} , λ ≠ ±1,
ig [ 0 1λ 0
1
] = {[ c 0 00 1/c 0
0 0 ±1
]∣ c ≠ 0} , λ ≠ ±1,
ig [ 0 −11 1
0
] = {[ δ ∗ 00 δ 0
∗ ∗ c
]∣ δ = ±1, c ≠ 0},
ig [ 0 −11 1
1
] = {[ δ ∗ 00 δ 0
0 0 ±1
]∣ δ = ±1},
ig [ 0 1 00 0 1
0 0 0
] = {[ c a 00 1/c 0
0 −a c
]∣ c ≠ 0, a is arbitrary},
ig [ 0 0 10 −1 −1
1 1 0
] = {± [ 1 a a2/20 1 a
0 0 1
]∣a is arbitrary}.
We omit the proof, which is a matter of straightforward computation.
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6.4. A reason to not define a congruence bundle as a set of matrices whose
congruence canonical forms have the same isometry group
The stabilizer subgroup of an n × n matrix A with respect to similarity
action is the multiplicative matrix group
GA ∶= {S ∈ Cn×n is nonsingular ∣S−1AS = A}.
Two matrices A and B belong to the same similarity bundle if and only if
the Jordan blocks of their Jordan canonical forms J(A) and J(B) can be
arranged such that GJ(A) = GJ(B), which follows from the description of the
set of matrices that commute with a Jordan matrix (see (1) and [18, Chapter
VIII, § 2]).
Developing this approach, Patera, Rousseau, and Schlomiuk [31] (see also
the references 1–3 in [31]) study partitions of complex and real classical Lie
algebras Λ into strata: they define a stratum as a set of matrices whose
stabilizer subgroups are conjugate (see [31, p. 494]). They state that the
partition of Λ = Cn×n into similarity bundles coincides with its partition into
strata and study the interrelations of these partitions for other classical Lie
algebras (see [31, p. 492]).
Definition 6.8. We say that two n×n matrices A and B are group-equivalent
if the direct summands of their congruence canonical forms Acan and Bcan
can be arranged such that their isometry groups coincide: igAcan = igBcan.
Proposition 6.9. (a) For 2×2 and 3×3 matrices, the congruence bundles
coincide with the group-equivalence classes.
(b) There are infinitely many group-equivalence classes of 5 × 5 matrices.
Proof. (a) The bundles of 2 × 2 and 3 × 3 matrices were found in Theorem
3.5; they correspond to the vertices of the closure graphs GB
2
and GB
3
. By
Theorem 6.7, all congruence canonical matrices in a bundle have the same
isometry group, and any two canonical matrices from different bundles have
unequal isometry groups.
(b) The matrices
Aλ ∶=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
λ 0 0 0 0
0 0 0 1 0
0 0 0 0 1
0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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with distinct λ ∈ C are not group-equivalent since for
Sµ ∶=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0
0 1 0 1 0
−1 0 1 0 0
0 0 0 1 0
−µ 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
we have
STµAλSµ = Aλ (i.e., Sµ ∈ ig(Aλ)) ⇐⇒ λ = µ.
By Proposition 6.9(b), it would be unwise to define congruence bundles
as group-equivalence classes.
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