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Abstract
Lie group analysis is arguably the most systematic vehicle for finding exact solutions of
differential equations. Using this approach one has at one's disposal a variety of algo-
rithms that make the solution process of many differential equations algorithmic. Vital
properties of a given differential equation can often be inferred from the symmetries
admitted by the equation. However, Lie group analysis has not enjoyed wide-spread
application to systems of first-order ordinary differential equations. This is because
such systems typically admit an infinite number of Lie point symmetries, and there
is no systematic way to find even a single nontrivial one-dimensional Lie symmetry
algebra. In the few applications available, the approach has been to circumvent the
problem by transforming a given system of first-order ordinary differential equations
into one in which at least one of the equations is of order two or greater. It is there-
fore fair to say that the full power of Lie group analysis has not been sufficiently
harnessed in the solution of systems of first-order ordinary differential equations. In
this dissertation we review some applications of Lie group analysis to systems of first-
order ordinary differential equations. We shed light on the integration procedure for
first-order systems of ordinary differential equations admitting a solvable Lie algebra.
We do this via instructive examples drawn from mathematical epidemiology models.
In particular we revisit the work of Nucci and Torrisi [54] and improve the exposition
of the Lie-symmetry-inspired solution of a mathematical model which describes a HIV
transmission. To aid implementation of the integration strategy for systems of ordi-
nary differential equations, we have developed ad-hoc routines for finding particular
types of admitted symmetries and checking if a given symmetry is indeed admitted
by a system of ordinary differential equations.
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Chapter 1
Introduction
1.1 Mathematical models in epidemiology
The study of mathematical models in epidemiology is one of the oldest and richest
areas of mathematical biology and has attracted the interest of many researchers
because of its important applications. The application of mathematics to the study of
infectious diseases in particular appears to have been initiated by Daniel Bernoulli in
1760 [2], where a mathematical model was used to evaluate the effectiveness of the
techniques of variolation against Smallpox, with the aim of influencing public health
policy. Bernoulli's ideas were extended and explored in more detail by Kermack and
McKendrick [29] who deduced the underlying mechanism responsible for the often-
observed periodicity of epidemics. In [29] Kermack and McKendrick established the
celebrated threshold theory, according to which the introduction of a few infectious
individuals into a community of susceptibles will not give rise to an epidemic outbreak
unless the density or number of susceptible is above a certain critical value. This
view has been supported by the work of Suresh and Ross [53] that tries to explain
the rapid rise and fall of cases frequently observed in epidemics, including the Great
Plague of 1665 1666 in England, Cholera in London in 1865, and Plague in Bombay
in 1906 [3, 56].
Epidemics have always been a great concern for human kind and we are still moved
by the dramatic descriptions from the past and present. The outbreak and spread
of diseases have been questioned for many years, but more recent events remind
us that epidemics are an actual problem for the health institutions which are contin-
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uously facing emerging and re-emerging diseases. According to the medical online
dictionary Webster's New World [57], epidemics is the occurrence of more cases of a
disease than would be expected in a community or region during a given period while
epidemiology is the study of infectious diseases with the objective of tracing factors
that contribute to their dynamics and stabilities [24]. According to Daley and Gani
[14] the ability to make a prescription about a disease enables scientists to evaluate
inoculations or isolations and may have a significant role on the mortality rate of a
particular epidemic.
Mathematical models provide a framework that allows us to accurately conceptualize
and communicate our ideas about the behaviour of a particular system, after giving
a description of the system using mathematical concepts and language. Addition-
ally, many mathematical models can be readily simulated by computers and the basic
ideas at one scale can be integrated to provide insight at a larger scale. Mathematical
models are used not only in the natural sciences such as physics, biology, earth sci-
ence, meteorology and engineering disciplines such as computer science and artificial
intelligence but also in the social sciences such as economics, psychology, sociology
and political science. The main scope of mathematical modeling in epidemiology is
clearly stated in the second edition of Bailey's book [3]
''We need to develop models that will assist the decision making process
by helping to evaluate the consequences of choosing one of the alterna-
tive strategies available. Thus, mathematical models of the dynamics of
a communicable disease have a direct bearing on the choice of an immu-
nization program, the optimal allocation of scarce resources or the best
combination of control/eradication techniques."
For example, models to evaluate the effect of control measures have been used to
assist in the formulation of policy decisions, notably for the catastrophe of the HIV-
AIDS pandemic [1] and for SARS (Severe Acute Respiratory Syndrome) epidemic
of 2002  2003 [30]. The latter in particular aroused great interest in the use of
mathematical models to predict the cause of infectious diseases and compare the
effects of different control strategies.
As biologists turn to mathematics to provide a framework for understanding more and
more complicated phenomena, it is important to have as many models as possible
available for use. Often the dynamics in epidemiology are captured and described as
(systems of) differential equations, which are then analyzed. Differential equations
2
are fundamental in mathematical modeling including the modeling of biological sys-
tems. Depending on the phenomenon being modeled the resulting equations may be
more or less complicated. For simple models we may use linear differential equations
but most of the times we deal with nonlinear ones since nature seems to be nonlin-
ear. Hence many phenomena which arise in epidemiology are modeled as systems of
nonlinear differential equations, particularly first-order nonlinear ordinary differential
equations.
1.2 The role of Lie symmetry analysis
Usually systems of differential equations are not amenable to solution by ''traditional''
integration methods taught in Calculus. Four typical standard approaches to the anal-
ysis of systems of ordinary differential equations can be identified [30]. These are
numerical, dynamical systems, singularity analysis and symmetry analysis. Symmetry
analysis, based on Lie group theory, may be used to simplify a system of equations,
thereby making it a valuable asset for solving nonlinear problems. Over the years not
much work has been done on solving systems of ordinary differential equations, in
particular systems of first-order ordinary differential equations arising in epidemiol-
ogy, using the symmetry analysis method. Yet when Lie group analysis is successfully
applied to epidemiological differential equation models, several instances of integra-
bility even linearity are found which may lead to the general solution of the model
[35, 40]. The knowledge of a group of symmetries of a system of first-order ordinary
differential equations has much the same consequences as for a single higher-order
equation [42]. If one knows a one parameter symmetry group of the system, then
one can find the solution by quadrature from the solution to a first-order system with
one fewer equation in it.
1.3 Objectives of the study
In contrast to the extensive successful application of Lie group analysis to different
problems in mathematical physics (see, e.g., [5, 18, 28, 31, 34, 36]) and finance (see,
e.g., [20, 48--50]), a small number of papers including [17, 19, 23, 30, 51, 54] have
appeared recently which report the application of Lie symmetry analysis to systems of
3
ordinary differential equations in epidemiology. A major challenge in the application
is the difficulty of finding admitted symmetries. This is because for systems of first-
order ordinary differential equations there does not exist a closed form algorithm
for finding admitted Lie point symmetries, even though such systems necessarily
possess an infinite number of Lie point symmetries. A common practice is to guess
the form of the infinitesimal generator of the symmetry to be of a particular form, then
proceed with some luck to determine infinitesimal coefficients. In this dissertation our
objective is to:
 shed light on the use of symmetries to solve ordinary differential equations;
 develop mathematica-based routines to assist in implementing aspects of Lie
symmetry analysis-based integration procedure for systems of ordinary differ-
ential equations;
 illustrate the role of Lie symmetry analysis in the study of mathematical models
that arise in epidemiology and other scientific fields.
1.4 Structure of the dissertation
The structure of this dissertation is as follows. In Chapter 2 we present the stan-
dard theory of Lie symmetry analysis of differential equations. In this chapter we
introduce the terminology of Lie symmetry analysis and methods needed to calculate
the admitted symmetries. In Chapter 3, we introduce some techniques for solving
scalar ordinary differential equations using the admitted symmetry groups and have
included instructive examples for illustration of the techniques. To provide a theo-
retical framework for studying second-order ordinary differential equations, we have
also incorporated a theorem that gives an exhaustive Lie symmetry characterisation
of linearisable scalar second-order ordinary differential equations. In Chapter 4 we
use ad-hoc mathematica-based routines to compute symmetries for systems of ordi-
nary differential equations and determine their Lie algebra. In Chapter 5 we examine
certain specific epidemiological models in terms of Lie symmetry analysis and perform
symmetry reductions of such systems leading to solutions of the system. We finish
this dissertation with a general conclusion in Chapter 6.
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Chapter 2
Preliminaries of Lie symmetry
analysis
2.1 Introduction
Lie symmetry analysis has its origins in the work by the Norwegian mathematician
Sophus Lie in the 19th century. He observed that the classical methods for solving
ordinary differential equations are instances of a general method for integrating or-
dinary differential equations that admit a symmetry group. The theory of symmetry
analysis enables derivation of solutions of differential equations in an algorithmic way,
whereby an nth order scalar ordinary differential equation admitting an n-dimensional
solvable symmetry group can be integrated by quadrature [9, 17, 42].
The principle observation behind Lie's great insight is that the simple constant that
can be added to any indefinite integral of dy/dx = g(x) is in fact an element of a
continuous symmetry group of transformations that map solutions of the differential
equation into other solutions. This observation was exploited by Lie to develop an
algorithm for determining when a differential equation had an invariance group. If
such a group exists, for a first-order ordinary differential equation, the equation can
be integrated by quadratures; in the case of a higher-order ODE, the equation can be
reduced to one of lower dimension. Symmetry analysis based on Lie group theory may
be used to simplify a system of differential equations, thereby making it a valuable
asset for solving many non-linear problems. Introduction to Lie symmetry analysis
of differential equations is treated in many books [8, 11, 27, 42, 43, 52]. Before we
5
present the theory of Lie symmetry analysis, we introduce the notion of group axioms.
2.2 Group axioms
Definition 1.2.1 A group is a set G, together with a binary operation
 (g; h) 7! g  h : GG! G:
which maps an ordered pair (g; h) of elements of G to another element g  h of G,
satisfying the following axioms:
(i) Closure. For every g; h 2 G we have g  h 2 G:
(ii) Associativity. For all g; h; k 2 G we have g  (h  k) = (g  h)  k:
(iii) Identity. For all g 2 G there is an element e 2 G that satisfies e  g = g  e = g:
(iv) Inverses. For each g 2 G there is h 2 G such that g  h = h  g = e: The inverse
element is denoted by g 1.
If the operation is not only associative but commutative as well, then G is called an
Abelian group i.e for all g; h 2 G, we have g  h = h  g: A subgroup of G is a group
formed by a subset of elements of G with the same law of composition .
Example 2.2.1. Consider the set G of all integers with the group operation (g; h) =
g + h, the identity element is the integer zero and the inverse of a given element is
its negative. Since addition is an associative operation, the set is a group.
2.3 Lie group of point transformations
Lie symmetries of differential equations form a group with composition of any two
symmetries yielding another symmetry. There is an identity transformation, and for
any symmetry there is an inverse transformation. A Lie group is further defined to
carry the structure of a smooth manifold so that its group elements can be con-
tinuously varied. The composition of symmetries is obviously associative and the
assumption of connectedness made for manifolds also applies to Lie groups [4].
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In this section we introduce the notion of Lie point symmetries of ordinary differential
equations. Consider a transformation in the plane of the form
ex = F (x; y; ")ey = H(x; y; ") (2.1)
where F and H are smooth analytic functions and " is a scalar parameter (lying in
the open interval S) whose value denotes a one-to-one invertible map from a source
space S(x; y) to a target space eS(ex; ey).
Example 2.3.1. The transformations
ex = x+ 2"ey = y + 3"; " 2 R; (x; y) 2 R2 (2.2)
define a Lie group of transformations and one can trace the curve under this group
[9].
We say that (2.1) is a symmetry transformation of the ordinary differential equation
 (x; y; y0; : : : ; y(n)) = 0 (2.3)
if (2.3) has the same form in the new variables ex, ey. The set G of all such transforma-
tions forms a continuous group called a Lie group of point transformations admitted
by (2.3).
2.3.1 Infinitesimal transformations
If we take an arbitrary point (x; y) on the plane and expand (2.1) in Taylor series
about " = 0, we obtain
ex = x+ "@F
@" "=0

+
1
2
"2

@2F
@"2 "=0

+    = x+ " (x; y) +O("2)
ey = y + "@H
@" "=0

+
1
2
"2

@2H
@"2 "=0

+    = y + " (x; y) +O("2):
(2.4)
The transformations ex = x+ " (x; y);ey = y + " (x; y); (2.5)
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are called the infinitesimal transformations of the Lie group of transformations and
the components  and  are infinitesimals of the group and are defined by
(x; y) =
@F
@" "=0
and (x; y) = @H
@" "=0
:
We call the corresponding operator
  = (x; y) @x + (x; y) @y; (2.6)
the infinitesimal generator of the symmetry group G.
One of the achievements of Sophus Lie is the observation, christened Lie's First Fun-
damental Theorem [8, 9, 42], that the essential information for determining a one-
parameter Lie group of transformations is contained in its infinitesimal transforma-
tions. The finite transformations (2.1) corresponding to the operator (2.6) are found
by solving Lie's equations
dex
d"
= (ex; ey) and dey
d"
= (ex; ey); (2.7)
with initial conditions: ex
"=0
= x and ey
"=0
= y: (2.8)
Therefore we note that a one-parameter Lie group of transformations can be deter-
mined from the infinitesimal generator of the group. This leads to an algorithmic way
of finding Lie groups of point transformations.
2.3.2 Expanded Lie group transformations
In the previous section we considered transformations of an arbitrary point (x; y)
in the x   y plane. When dealing with differential equations, we have spaces of
independent variables, dependent variables and derivatives. The transformations
of derivatives are induced by the extensions of the infinitesimal generator  . The
process of taking an object defined on the base space of independent and dependent
variables, and deriving the corresponding object on the space of derivatives is called
extension/prolongation. For example, substituting
ex = x; ey = y
x
8
in a scalar differential equation, induces an action
dey
dex = 1x dydx   yx2
on the first derivative dy/dx.
We show in turn how to extend spaces, transformations, transformation groups, and
group operators. Consider the differential equation (2.3) in the form
y(n) = (x; y; y 0; : : : ; y(n 1)) y(k)  d
(k)y
dx(k)
(2.9)
assuming that  is (locally) a smooth function of all of its arguments. A symmetry of
(2.9) is a diffeomorphism that maps the set of solutions of the ordinary differential
equation to itself. Any diffeomorphism,
  : (x; y) 7! (ex; ey)
maps smooth planar curves to smooth planar curves. This action of   on the plane
induces an action on the derivatives y(k) which is the mapping
 (x; y; y 0; : : : ; y (n)) 7! (ex; ey; ey 0; : : : ; ey (n)) (2.10)
where ey (k) = d(k)ey
d ex (k) ; k = 1; : : : ; n: (2.11)
This mapping is called the nth prolongation of  . The functions ey (k) are calculated
recursively (using the chain rule) as follows:
ey (k) = d(k)ey (k 1)
d ex = Dxey (k 1)Dxex ; ey (0)  ey: (2.12)
Here Dx is the total derivative with respect to x:
Dx = @x + y
0@y + y 00@y 0 +    (2.13)
The symmetry condition for the ODE (2.9) is
ey (n) = (ex; ey; ey 0; : : : ; ey (n 1)) (2.14)
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when (2.9) holds where the functions ey (k) are given by (2.12).
For " sufficiently close to zero, the prolonged Lie symmetries are1
ex = x+ "(x; y) +O("2)ey = y + "(x; y) +O("2)
...
ey (k) = y(k) + "(k)(x; y; y(k)) +O("2); k  1:
(2.15)
Substituting for ex, ey, . . . , ey (k) in the symmetry condition (2.14), the O(") terms yield
the linearized symmetry condition:
(n) = x + y + 
(1)y1 +   + (n 1)y(n 1) : (2.16)
The functions  (k) are calculated recursively from (2.12), as follows. For k = 1 we
obtain
ey (1) = Dxey
Dxex = y
0 + "Dx +O("2)
1 + "Dx +O("2)
(2.17)
ey (1) = y 0 + "y(Dx   y 0Dx) +O("2): (2.18)
Therefore
(1) = Dx   y 0Dx: (2.19)
Similarly ey (k) = y(k) + "Dx(k 1) +O("2)
1 + "Dx +O("2)
; (2.20)
and hence
(k) = (x; y; y 0; : : : ; y(k)) = Dx(k 1)   y(k)Dx (2.21)
Therefore, corresponding to the prolonged Lie symmetries (2.15) we have the pro-
longed infinitesimal generator
 (n) = "@x+ @y + 0@y 0 +   + (n)@y(n); (2.22)
where the coefficient (n)(x; y; y 0; : : : ; y(n)) are computed recursively by (2.21) with
(0) = (x; y).
1The superscript in (k) is merely an index; it does not denote a derivative of .
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2.4 Invariance of a differential equation
Consider an ordinary differential equation in the form
y(n) = (x; y; y 0; : : : ; y(n 1)); (2.23)
where the equation has been solved for the highest derivative. Equation (2.23) may
be considered to be a surface in the space x; y; y 0; : : : ; y(n): We say that (2.23) is
invariant under (2.1) if ey (the image of y) is again a solution to (2.23) i.e. equation
(2.23) does not change under the symmetry transformation but has the same form
in the new variables ex and ey:
ey(n) = (ex; ey; ey 0; : : : ey(n 1)): (2.24)
The one parameter Lie group of transformations (2.1) leaves ODE (2.23) invariant if
and only if the nth extension of (2.1) leaves the surface (2.23) invariant.
Invariance of the surface (2.23) under the nth extension of (2.1) means that any
solution curve y = '(x) of (2.23) maps into some other solution curve y = '(x; ") of
(2.23) under the action of the group (2.1). Moreover, if a transformation (2.1) maps
any solution curve y = '(x) of (2.23) into another solution curve y = '(x; ") of (2.23)
then the surface (2.23) is invariant under (2.1) with
y(k) =
@(k)'(x; ")
@x(k)
k = 1; 2; : : : ; n:
It follows that the family of all solutions curves of (2.23) is invariant under (2.1) if
and only if (2.23) admits (2.1).
In practice the infinitesimal generator is used to express invariance of a differential
equation under a Lie group. We say that an ODE (2.23) admits the transformations
(2.1) with infinitesimal generator (2.26) if and only if
 (n)
 
y(n)   (x; y; y 0; : : : ; y(n 1)) = 0 when y(n) = (x; y; y 0; : : : ; y(n 1)): (2.25)
This is the infinitesimal criterion for invariance of an ordinary differential equation.
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Example 2.4.1. For illustration let
  = (x; y)
@
@x
+ (x; y)
@
@y
(2.26)
be the infinitesimal generator of (2.1). The second extension of (2.26) is
 (2) = (x; y)
@
@x
+ (x; y)
@
@y
+ (1)(x; y; y 0)
@
@y 0
+ (2)(x; y; y 0; y 00)
@
@y 00
(2.27)
where
(1) = Dx   y 0Dx
= x + (y   x)y 0   y(y 0)2
(2.28)
and
(2) = Dx
(1)   y 00Dx
= xx + (2xy   xx)y 0 + (yy   2xy)(y 0)2
 yy(y 0)3 + (y   2x)y 00   3yy 0y 00:
(2.29)
Then (2.1) is admitted by
y 00 = (x; y; y 0) (2.30)
if and only if
 (2)(y 00   (x; y; y 0))
(2:30)
= 0:
That is
(2)(x; y; y 0; y 00) =  (2)(x; y; y 0);
when
y 00 = (x; y; y 0):
2.5 Lie algebra
So far the definitions considered in the previous sections involved one parameter Lie
group of transformations. For an r-parameter Lie group of transformations,
ex = X(x; "); (2.31)
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where x = (x1; x2; : : : ; xn), " = ("1; "2; : : : ; "n), X = (X1; X2; : : : ; Xn) and the infinites-
imal generators  , of the group is defined by
  = 
n
j=1 j(x)
@
@xj
;  = 1; 2; : : : ; r (2.32)
where
j(x) =
@ex
@" "=0
=
@Xj(x; ")
@" "=0
; j = 1; 2; : : : ; n: (2.33)
The commutator of   and   is another first-order operator [9] hence
[ ;  ] =  [ ;  ]
Theorem 2.5.1. For every r-parameter Lie transformation group, G, there exists
a corresponding r-dimensional Lie algebra of operators, L. An r-dimensional vector
space L, of operators derives from a Lie transformation group if and only if L is closed
under the Lie Bracket [44], i.e.,
[ 1; 2] 2 L for all  1; 2 2 L
The Lie bracket/commutator of the two infinitesimal generators
[ 1  2] =  1  2    2  1: (2.34)
In general the commutator of any two infinitesimal generators of an r-parameter
subgroup is given as
[   ] = 
r
=1C

 ; ; ;  = 1; : : : ; r: (2.35)
where the structure constant C satisfy the following relations
C =  C and (2.36)
r=1

C C

 + C

 C

 + C

C



= 0: (2.37)
The commutator (2.34) must satisfy the properties (2.35), (2.36) and (2.37) which
are equivalent to the Jacobi's identity [8, 27].
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Chapter 3
Use of Lie symmetry analysis to
solve ordinary differential
equations
3.1 Introduction
The knowledge of Lie groups of transformations admitted by a given differential equa-
tion can be used to study the equation. For example, Lie showed that if a given ordi-
nary differential equation admits a one-parameter Lie group of point transformations
then the order of the equation can be lowered by one. The solution of the reduced
equation and a quadrature provide the solution of the original ordinary differential
equation. If a given ordinary differential equation admits an r parameter Lie group
of point transformations, then the order of the equation can be lowered by r if the
corresponding Lie algebra is solvable. The lowering of the order of an ordinary dif-
ferential equations can be achieved either by introducing the canonical variables or
by constructing the differential invariants, the latter being invariants of the prolonged
infinitesimal generators [9, 18, 42].
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3.2 Second-order ordinary differential equations
For a second-order ordinary differential equation in normal form
y 00 = f(x; y; y 0); (3.1)
where f is a particular function, Lie presented a complete (explicit) classification of
all equations of the form (3.1) which admit non-similar complex Lie algebras Lr of
dimension r, where r = 0; : : : ; 8. Lie showed that the complex Lie algebra of vector
fields acting in the plane admitted by a given second-order equation are of dimension
0; 1; 2; 3 or 8. Lie proved that a second-order equation cannot admit a maximal four,
five, six or seven-dimensional symmetry Lie algebra [27, 42, 52]. He also showed
that if a second-order equation admits an eight-dimensional algebra, it is linearizable
by a point transformation and is equivalent to the simplest second-order ordinary
differential equation y 00 = 0:
Many strategies exist for integrating second-order ordinary differential equations de-
pending on the admitted symmetries [46]. We present two illustrative examples for
exploiting the admitted symmetries to solve second-order ordinary differential equa-
tions1
Example 3.2.1. Using Program Lie [25], the second-order ordinary differential equa-
tion
yy 00   (y0)2 + y3 = 0 (3.2)
is found to admit a two-dimensional Lie algebra of symmetries with the following
basis:
 1 = @x (3.3)
 2 = x@x   2y@y: (3.4)
The Lie bracket of  1 and  2 is
[ 1; 2] =  1: (3.5)
Taking the symmetry  1 (we start with  1 so that  2 is inherited by the reduced
equation [21]) we find a function f(x; y) invariant under the action of  1, i.e, we
1The two methods of solutions involved in Example 3.2.1 and Example 3.2.2 is part of a paper that
has been accepted for journal publication later in the year.
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solve
 1f = 0 =) @f
@x
= 0: (3.6)
We solve the the associated Lagrange's system,
dx
1
=
dy
0
; (3.7)
and obtain that u = y. So the solution to (3.6) is
f = g(u); (3.8)
where g is an arbitrary function of its argument. Similarly a function, f(x; y; y0), is
invariant under the action of the once-extended group generated by
 [1] = 1  @x + 0  @y + 0  @y0 (3.9)
if
 
[1]
1 f = 0 =)
@f
@x
= 0: (3.10)
Two independent invariants in this case are obtained,
u = y and v = y0; (3.11)
so that
f = g(u; v); (3.12)
where g is an arbitrary function of both u and v. We now take u and v as the new
independent variable and dependent variable, respectively.2 We have
dv
du
=
dv/dx
du/dx
=
y 00
y0
; (3.13)
which reduces to the first-order ODE
dv
du
=
v
u
  u
2
v
(3.14)
when (3.2) is taken into account. We have used the symmetry  1 to reduce the order
2In general, since u and v are independent, one can choose any two independent functions, f1 =
g1(u; v) and f2 = g2(u; v), as new variables.
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of (3.2). We now use  2 to solve (3.14). Under the extended symmetry
 
[1]
2 = x@x   2y@y   3y0@y0 (3.15)
u in (3.11) transforms as follows:
 
[1]
2 u =
 
x@x   2y@y   3y0@y0

u
= x
@u
@x
  2y@u
@y
  3y0 @u
@y0
=  2u: (3.16)
Similarly for v we have
 
[1]
2 v =
 
x@x   2y@y   3y0@y0

v
= x
@v
@x
  2y@v
@y
  3y0 @v
@y0
=  3v: (3.17)
Thus (3.14) inherits the symmetry  2, in the form

 = 2u@u + 3v@v; (3.18)
i.e., in the new variables u and v.
Theorem 3.2.1. Suppose the equation
M(x; y) dx+N(x; y) dy = 0; (3.19)
has a one-parameter symmetry group with infinitesimal generator
  = (x; y)
@
@x
+ (x; y)
@
@y
: (3.20)
Then the function
(x; y) =
1
(x; y)M(x; y) + (x; y)N(x; y)
; (3.21)
is an integrating factor[42].
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Solution of Equation (3.14)  Method I
Let us write (3.14) in the ''usual" variables, x = u; y = v, and put it in the form (3.19),
as a total differential equation, so that
M = x3   y2 and N = xy:
According to Theorem 3.2.1, an integrating factor  of (3.19) is constructed using
 = 2x and  = 3y, the infinitesimal coefficients in (3.18) with u and v replaced by x
and y as defined earlier. we obtain
 =
1
3 x y2 + 2 x (x3   y2) (3.22)
as an integrating factor of (3.19). It follows that equation (3.19) has a solution of the
form  (x; y) = K1, for constant K1, with
 x = M =
x3   y2
2 x4 + x y2
(3.23)
and
 y = N =
y
2x3 + y2
: (3.24)
Integrating (3.23) we get
 = F (y)  lnx+ ln(2x
3 + y2)
2
; (3.25)
where F (y) is an arbitrary function. If we now differentiate  in (3.25) partially w.r.t.
y and equate to  y in (3.24) we find that
F 0(y) = 0; (3.26)
and so F (y) = K2, where K2 is a constant of integration. Therefore, the solution to
(3.19) is
 (x; y) =
ln(2x3 + y2)
2
  lnx = K; (where K is a constant) (3.27)
and can be rearranged into
v2 =
 
e2K   2u u2; (3.28)
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after reverting to the variables in (3.14). In terms of x, y and y0, as defined in (3.11),
equation (3.28) becomes
y02 = (L  2 y) y2; L = e2K : (3.29)
This equation must (and does) admit the symmetry  1 in (3.3) (see [21]). One could
again use the integrating factor method to solve (3.29) . This equation is however a
''variables-separable" equation and is easily solved to give
y =
L
2
241  tanh pL (K3   x)
2
!235 ; (3.30)
where K3 is another constant. This is the solution to (3.2).
Solution of Equation (3.14)  Method II
Equation (3.14) can also be solved by employing another method of Lie that involves
transforming it into a variables separable equation by a suitable change of variables
[42].
We write (3.14) in the ''usual" variables x and y, i.e.,
dy
dx
=
y
x
  x
2
y
: (3.31)
Recall that (3.31) admits
  = 2x@x + 3y@y: (3.32)
Now let
r = F (x; y) (3.33)
s = G(x; y) (3.34)
for some functions F and G. We find the coefficients (; ) of the infinitesimal trans-
formation in the new variables as follows:
 = 
r = Fx + Fy (3.35)
 = 
s = Gx + Gy: (3.36)
Suppose that we choose the functions F and G so that (x; y) = 0 and (x; y) = 1.
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Then (1) = 0 and thus the two independent integrals of the once-extended group
generated by
 [1] = 0  @r + 1  @s + 0  @s0 ; (3.37)
are r and s0. Therefore the most general invariant to the group with infinitesimal
coefficients (; ) is
s0 = H(r) (3.38)
where H is an arbitrary function. Equation (3.38) is clearly separable. So, in the case
of (3.31), we simply solve the system of equations
Fx + Fy = 0 (3.39)
Gx + Gy = 1 (3.40)
for functions F and G, with  = 2x and  = 3x. The characteristic system corre-
sponding to (3.39) and (3.40) are
dx
2x
=
dy
3x
(3.41)
and
dx
2x
=
dy
3x
=
dG
1
; (3.42)
respectively. Routine computations yield J1 = y2/x3 as an integral of (3.41), so F
can be any arbitrary function of y2/x3. We shall take
F (x; y) =
y2
x3
: (3.43)
Further, for (3.42), J1 = y2/x3 and J2 = 3G   ln y are found to be two independent
integrals, and so from the general integral J2 = g(J1), where g is an arbitrary function,
we have that
G(x; y) =
1
3

y2
x3
+ ln y

: (3.44)
Thus (3.33) and (3.34) with F and G specified by (3.43) and (3.44) represent one
satisfactory choice of the new variables r and s, i.e.,
r =
y2
x3
and s = 1
3

y2
x3
+ ln y

: (3.45)
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From (3.45), we have that
ds
dr
=
Gx +Gyy
0
Fx + Fyy0
=
3 y3   2 x4 y0   4x y2 y0
9 y3   12x y2 y0 : (3.46)
After taking (3.31) and (3.45) into account (3.46) simplifies to
ds
dr
=
1
3
+
1
2 (r   4) +
1
6 r
: (3.47)
which is a separable equation, and one can proceed from here.
The next example illustrates a concept of great practical importance linearization of
nonlinear second-order ordinary differential equations. This is important because a
system of first-order ordinary differential equations, can in some instances be reduced
to a single nonlinear second-order ordinary differential equation (see, for example,
[17, 39, 40, 54]).
Example 3.2.2. We deduce the solution to the equation
yy 00   (y 0)2 = 0 (3.48)
from that of the simplest second-order ODE,
y 00 = 0: (3.49)
Clearly the solution of (3.49) is
y = Ax+B: (3.50)
The solution process we use here involves constructing a mapping (an equivalence
transformation) that maps (3.49) to the equation (3.48) by means of local symmetries.
The application of Lie symmetry analysis reveals that the group theoretic structures of
the equations (3.48) and (3.49) are similar [32]; both equations admit the maximum
eight-dimensional Lie symmetry algebra. This means that (3.49) can be transformed
into (3.48), and vice-versa [9] (see also [50]). Consequently the solution of (3.49) can
be transformed into that of (3.48) via an equivalence transformation. We compute
the Lie point symmetries admitted by both equations and use these to construct the
desired equivalence transformation. We finally transform the solution (3.50) into that
of the target equation (3.48).
21
The admitted Lie point symmetries
Using Program LIE [47] we determine that the Lie point symmetries admitted by
equations (3.48) and (3.49) are:
 1 = @x  2 = (ln y)@x  3 = x@x
 4 = y@y  5 = y(ln y)@y  6 = x(ln y)@x + y(ln y)2@y
 7 = xy@y  8 = x
2@x + xy(ln y)@y
(3.51)
and

1 = @x 
2 = @y 
3 = x@x 
4 = x@y

5 = y@y 
6 = y@x 
7 = xy@x + y
2@y 
8 = x
2@x + xy@y
(3.52)
respectively. The associated nonzero Lie Brackets are given in Table 3.1 and Ta-
ble 3.2, respectively.
[ 1; 3] =  1 [ 1; 6] =  2 [ 1; 7] =  4 [ 1; 8] = 2 3 +  5
[ 2; 3] =  2 [ 2; 4] =   1 [ 2; 5] =   2 [ 2; 7] =   3 +  5
[ 2; 8] =  6 [ 3; 7] =  7 [ 3; 8] =  8 [ 4; 5] =  4
[ 4; 6] =  3 + 2 5 [ 4; 8] =  7 [ 5; 6] =  6 [ 5; 7] =   7
[ 6; 7] =   8
Table 3.1: Nonzero Lie Brackets for the symmetries (3.51).
[
1;
3] = 
1 [
1;
4] = 
2 [
1;
7] = 
6 [
1;
8] = 2
3 + 
5
[
2;
5] = 
2 [
2;
6] = 
1 [
2;
7] = 2
5 + 
3 [
2;
8] = 
4
[
3;
4] = 
4 [
3;
6] =  
6 [
3;
8] = 
8 [
4;
5] = 
4
[
4;
6] = 
3   
5 [
4;
7] = 
8 [
5;
6] = 
6 [
5;
7] = 
7
[
6;
8] = 
7
Table 3.2: Nonzero Lie Brackets for the symmetries (3.52).
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Let us now define a new basis of the Lie algebra spanned by the symmetries (3.52)
as follows:

2  ! 1 
4  ! 2 
5  ! 3 
1  ! 4

3  ! 5 
8  ! 6 
6  ! 7 
7  ! 8:
(3.53)
The relabling given in (3.53) of the symmetries (3.52) makes corresponding nonzero
Lie brackets for the symmetries (3.51) and fig identical, i.e., [
i;
j] and [ i; j]
have the same structure constants. This means that there exists an equivalence
transformation of the form [8] ex = (x; y)ey = (x; y) (3.54)
that transforms equation (3.49) into the equation (3.48) but in ex and ey variables, i.e.,
ey ey 00   (ey 0)2 = 0: (3.55)
The (necessary) condition imposed on the symmetries (3.51) and fig is that the ac-
tion of  i on ex (respectively ey) must be the same as the action of i on  (respectively
) for i = 1; 2 : : : ; 8, i.e.,
 iex = i(x; y)
 iey = i(x; y): (3.56)
This leads to the following sixteen first-order partial differential equations that define
the functions  and .
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y   1 = 0 (3.57a)
y = 0 (3.57b)
xy   log  = 0 (3.57c)
y = 0 (3.57d)
y    = 0 (3.57e)
y = 0 (3.57f)
x = 0 (3.57g)
x    = 0 (3.57h)
x = 0 (3.57i)
xy    log  = 0 (3.57j)
x2x + xyy    log  = 0 (3.57k)
x2x + xyy    log 2 = 0 (3.57l)
x = 0 (3.57m)
yx    = 0 (3.57n)
xyx + y
2y   2 = 0 (3.57o)
xyx + y
2y    log  = 0: (3.57p)
From equation (3.57b), (3.57d) and (3.57f) we immediately deduce that
 = (x); (3.58)
and similarly from equation (3.57g), (3.57i) and (3.57m) we deduce that
 = (x): (3.59)
The ten equations remaining to be solved from the list (3.57a)  (3.57p) are now
simplified, in view of (3.58) and (3.59), to
24
0y   1 = 0 (3.60a)
x0y   log  = 0 (3.60b)
y0y    = 0 (3.60c)
0x    = 0 (3.60d)
x0y    log  = 0 (3.60e)
xy0y    log  = 0 (3.60f)
x20x    log 2 = 0 (3.60g)
y0x    = 0 (3.60h)
y20y   2 = 0 (3.60i)
xy0x    log  = 0: (3.60j)
We solve for  from (3.60a), (3.60c) and (3.60i) and obtain that
 = y: (3.61)
Therefore  must satisfy the following equations:
x  log  = 0 (3.62a)
0x    = 0 (3.62b)
x0y    log  = 0 (3.62c)
y(x  log ) = 0 (3.62d)
x20x    log 2 = 0 (3.62e)
y(0x   ) = 0 (3.62f)
xy0x   y log  = 0: (3.62g)
Clearly
 = exp (x): (3.63)
Therefore the desired transformation is
ex = y and ey = exp (x): (3.64)
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Transformation of (3.49) into a solution of (3.55)
To transform (3.50) into a solution of (3.55), we simply write this solution in terms ofex and ey using (3.64),
y = Ax+B () ex = A(ln ey) +B
() ln ey = ex B
A
() ey = expex B
A

; (3.65)
or ey = K expfexLg; (3.66)
where K and L are constants.
We remark that (3.66) is the desired solution of (3.55). The solution technique em-
ployed in Example 3.2.2 is embodied in Theorem 3.2.2 below which gives an exhaus-
tive characterization of linearizable scalar second-order ordinary differential equa-
tions.
Theorem 3.2.2. The following are equivalent statements based on linearization [27,
42]:
1. A scalar second-order ordinary differential equation (3.1) is linearizable via a
point transformation.
2. Equation (3.1) has the maximum eight-dimensional Lie algebra.
3. The Tresse relative invariants [32]
I1 = fy 0y 0y 0y 0
I2 =
d2
dx2
fy 0y 0   4 d
dx
fy 0y   3fyfy 0y 0 + 6fyy + fy 0

4fy 0y   d
dx
fy 0y 0
 (3.67)
both vanish identically for Equation (3.1)
4. Equation (3.1) has the cubic in derivative form
y 00 = A(x; y)y03 +B(x; y)y02 + C(x; y)y 0 +D(x; y) (3.68)
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with the coefficients A to D satisfying the Lie conditions
wx = wW   AD + 1
3
Cy   23Bx
wy =  w2  Bw   AW   Ax   AC
Wx = W
2 +Dw + CW  Dy +BD
Wy =  Ww + AD + 13Bx   23Cy
(3.69)
where w and W are auxiliary functions.
5. Equation (3.1) has the cubic in derivative form (3.68) with the coefficients A to
D satisfying the two invariant conditions
3Axx + 3AxC   3AyD + 3ACx + Cyy   6ADy +BCy   2BBx   2Bxy = 0
6AxD   3ByD + 3ADx +Bxx   2Cxy   3BDy + 3Dyy + 2CCy   CBx = 0
(3.70)
6. Equation (3.1) has two commuting symmetries X1; X2, with X1 = (x; y)X2, for
a nonconstant function , such that a point transformation X = X(x; y); Y =
Y (x; y) which brings X1 and X2 to their canonical form
X1 =
@
@Y
; X2 = X
@
@Y
(3.71)
reduces the equation to the linear form Y 00 = F (X).
7. Equation (3.1) has two non-commuting symmetries X1; X2, in a suitable basis
with [X1; X2] = X1 and X1 = (x; y)X2, for a non-constant function , such that
a point change of variables X = X(x; y); Y = Y (x; y) which brings X1 and X2
to their canonical form
X1 =
@
@Y
; X2 = Y
@
@Y
(3.72)
reduces the equation to the linear form Y 00 = Y 0F (X).
8. Equation (3.1) has two commuting symmetries X1; X2, with X1 6= (x; y)X2, for
any non-constant function , such that a point transformation X = X(x; y); Y =
Y (x; y) which brings X1 and X2 to their canonical form
X1 =
@
@X
; X2 =
@
@Y
(3.73)
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reduces the equation to one which is at most cubic in the first derivative.
9. Equation (3.1) has two non-commuting symmetries X1; X2, in a suitable basis
with [X1; X2] = X1 and X1 6= (x; y)X2, for any non-constant function , such
that a point change of variables X = X(x; y); Y = Y (x; y) which brings X1 and
X2 to their canonical form
X1 =
@
@Y
; X2 = X
@
@X
+ Y
@
@Y
(3.74)
reduces the equation to
XY 00 = aY 03 + bY 02 +

1 +
b2
3a

Y 0 +
b
3a
+
b3
27a3
(3.75)
where a(6= 0) and b are constants.
Remark 3.2.1. Themain ideas of this chapter have been written up into a manuscript,
''On two methods of solution for second-order ordinary differential equations using
symmetry analysis", accepted in the journal Applied Mathematical Sciences.
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Chapter 4
Use of Lie symmetry analysis to
solve systems of ordinary
differential equations
4.1 Introduction
In contrast to the case of scalar ordinary differential equations, Lie group analysis of
systems of n first-order ordinary differential equations remains a challenging problem
for general n  2. This is because for systems of first-order equations there does not
exist a closed form algorithm for finding admitted Lie point symmetries, even though
such systems necessarily possess an infinite number of Lie point symmetries [38]. The
situation of n dependent variables u = (u1; u2; : : : ; un) and one independent variable
t where u = u(t) arises in many applications in particular in mathematical models of
epidemiologies. The ideas of Lie group analysis presented in Chapter 2 and 3 extend
naturally to systems of ordinary differential equations.
4.2 Computation of symmetries
Let the system
4i(t; u; u0; : : : ; u(k)) = 0 i = 1; : : : ; n;
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admit the one parameter Lie group of transformation
et = F (t; u; ") = x+ " (t; u) +O("2);
eu1 = G1(t; u; ") = u1 + " 1(t; u) +O("2);eu2 = G2(t; u; ") = u2 + " 2(t; u) +O("2);
...
eun = Gn(t; u; ") = un + " n(t; u) +O("2);
(4.1)
which has the following associated infinitesimal generator
  = (t; u)
@
@t
+ 1(t; u)
@
@u1
+   + n(t; u; ) @
@un
: (4.2)
The first and kth derivatives of ui in (4.1) extend as follows:
eu0i = G0i(t; u; u0; ") = u0i + " (1)i (t; u; u0) +O("2) i = 1; 2; : : : ; n; (4.3)
where
0  d
dt
and
eu(k)i = G(k)i (t; u; u0; : : : ; u(k); ") = u(k)i + " (k)i (t; u; u0; : : : ; u(k)) +O("2): (4.4)
In terms of the total derivative with respect to t,
D
Dt
=
@
@t
+ ui
@
@ui
+ u0i
@
@u0i
+   + uki
@
@uki
+    ;
the extended infinitesimals (1)i and 
(k)
i are

(1)
i =
D
Dt
i   u0i
D
Dt
(t; u) (4.5)
and

(k)
i =
D
Dt

(k 1)
n 1   u(k)n
D
Dt
(t; u) ; (4.6)
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respectively. Thus the kth extended infinitesimal generator is
 (k) = (t; u)
@
@t
+ i(t; u)
@
@ui
+ 
(1)
i (t; u; u
0)
@
@u0i
+   + (k)i (t; u; u0; : : : ; uk)
@
@uki
: (4.7)
The invariance of a system of ordinary differential equations under a symmetry group
is captured in the following theorem:
Theorem 4.2.1. Suppose
4(t; u; u0; : : : ; u(k)) = 0;  = 1; : : : ; n ; (4.8)
where
u(k) =
@uk
@kt
(4.9)
is a system of ordinary differential equations with one independent variable t and n
dependent variable u = (u1; u2; : : : ; un). If G is a local group of transformation acting
on the space (t; u; u0; : : : ; u(k)) and for all  = 1; 2; : : : ; n;
 (k)[4(t; u; u0; : : : ; u(k))] = 0 whenever 4i(t; u; u0; : : : ; u(k)) = 0 i = 1; : : : ; n
for every infinitesimal generator   of G then G is a symmetry group of (4.8).
Example 4.2.1. Consider the system of ordinary differential equations
41(t; u1; u2; u01; u02; u001) = u001 + u02 = 0
42(t; u1; u2; u01; u02; u001) = u01 + u02   t = 0
(4.10)
with one independent variable t and two dependent variable u1 and u2. Suppose
(4.10) admits
  = (t; u1; u2)
@
@t
+ 1(t; u1; u2)
@
@u1
+ 2(t; u1; u2)
@
@u2
: (4.11)
The invariance condition dictates that the system (4.10) admits (4.11) if and only if
 (2)f41g
41=0; 42=0
= 0 and  (2)f42g
41=0; 42=0
= 0 (4.12)
where
 (2) =   + 
(1)
1
@
@u01
+ 
(1)
2
@
@u02
+ 
(2)
1
@
@u001
+ 
(2)
2
@
@u002
(4.13)
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and

(1)
1 = 1 tu
0
11u1 + u
0
21u2   u01(t + u01u1 + u02u2)

(1)
2 = (1 t)
2 + 2u021 t1u2 + u
00
11u1 + u
00
21u2 + (u
0
21u2)
2   2u001t
+(u01)
2

(1u1)
2   2(tu1 + u02u1u2)
  2u02u001u2   u01  21 t1u1
 2u021u11u2 + (t)2 + 2u02tu2 + 3u001u1 + u002u2 + (u02t)2


(2)
1 = 2 t + u
0
12u1 + u
0
22u2   u02(x0 + u01u1 + x5u2) (4.14)

(2)
2 = (2 t)
2 + 2u022 t2u2 + u
00
12u1 + u
00
22u2 + (u
0
22u2)
2   2u002t
 u02(t)2   2(u02)2tu2   u02u001u1 + (u01)2

2u12u2   u02(u1)2

+2u01

2 t2u1 + u
0
22u12u2   u02tu1   u002u1   (u02)2u1u2

 3u02u002u2   (u02)3(u2):
To solve equations (4.12) in general for ; 1 and 2 is not an easy exercise! We
resort to looking for particular types of admitted symmetries. In particular suppose
; 1 and 2 are functions of the form
 = a1t+ a2t
2 + a3u1 + a4tu1 + a5u
2
1 + a6u2 + a7tu2 + a8u1u2 + a9u
2
2 + k0
1 = b1t+ b2t
2 + b3u1 + b4tu1 + b5u
2
1 + b6u2 + b7tu2 + b8u1u2 + b9u
2
2 + k1 (4.15)
2 = c1t+ c2t
2 + c3u1 + c4tu1 + c5u
2
1 + c6u2 + c7tu2 + c8u1u2 + c9u
2
2 + k2;
i.e. polynomials in t; u1 and u2 of second degree. We have developed a Mathematical-
based routine (see Appendix A) that is used to implement the invariance condition
and to check if a given infinitesimal generator is indeed admitted by a given system
of ordinary differential equations. The routine is used to do the reported calculations.
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Equation (4.12) in this case leads to the following system of two equations:
(2b2 + c1 + a1t  b3t+ 2b7t+ 2c2t+ c6t+ 2a2t2 + a6t2   b4t2 + 2b9t2 + c7t2 + a7t3 +
c4u1 + a4tu1   2b5tu1 + c8tu1 + a8t2u1 + c7u2 + a7tu2   b8tu2 + 2c9tu2 + 2a9t2u2
 a1u01   2a2u01 + b3u01 + 2b4u01   2b7u01 + c3u01   c6u01   2a2tu01 + 2a3tu01   2a6tu01
 2a7tu01 + b4tu01 + 2b8tu01   4b9tu01 + c4tu01   c7tu01 + 2a4t2u01   2a7t2u01   2a9t2u01
 a4u1u01 + 2b5u1u01 + 2c5u1u01   c8u1u01 + 4a5tu1yu01   2a8tu1u01   a7u2u01 + b8u2u01
+c8u2u
0
1   2c9u2u01 + 2a8tu2u01   4a9tu2u01   2a3u01   2a4u01 + a6u01 + 2a7u01 + 2b5u01)
 2b8(u01)2 + 2b9(u01)2   2a4t(u01)2 + a7t(u01)2   2a8t(u01)2 + 4a9t(u01)2   4a5u1(u01)2
+a8u1(u
0
1)
2   2a8u2(u01)2 + 2a9u2(u01)2   2a5(u01)3 + 2a8(u01)3   2a9(u01)3 + b6u002
+b7tu
00
2 + b8u1u
00
2 + 2b9u2u
00
2   a6u01u002   a7tu01u002   a8u1u01u002   2a9u2yu01u002 = 0
(4.16)
and
b1 + c1   k0   2a1t+ 2b2t+ b6t+ 2c2t+ c6t  3a2t2   a6t2 + b7t2 + c7t2   a7t3
 a3u1 + b4u1 + c4u1   2a4tu1 + b8tu1 + c8tu1   a8t2u1   a5u21   a6u2 + b7u2
+c7u2   2a7tu2 + 2b9tu2y + 2c9tu2   2a9t2u2   a8u1yu2   a9u22 + b3u01
 b6 u01 + c3u01   c6u01   a3tu01 + a6tu01 + b4tu01   b7tu01 + c4tu01   c7tu01
 a4t2u01 + a7t2u01 + 2b5u1u01   b8u1u01 + 2c5u1u01   c8u1u01   2a5tu1u01
+a8tu1u
0
1 + b8u2u1   2b9 u2u01 + c8u2u01   2c9u2u01   a8tu2u01 + 2a9tu2u01 = 0
(4.17)
Equations (4.16) and (4.17) are polynomial equations in t; u1 and u2 and the deriva-
tives of u1 and u2. Therefore equations (4.16) and (4.17) hold (identically) if and only
if the coefficients of all the terms are zero. This allows us to fix the values of all but
five constants in (4.15), leading to
 = k0
1 = k1 + (2b2 + k0)t+ b2t
2   2b2u1 (4.18)
2 = k2   2b2t+ 1
2
( 2b2   c6)t2 + (2b2 + c6)u1 + c6u2:
Setting each of the constant coefficients to one and the rest to zero in turn, we have
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the following one-parameter Lie point symmetries admitted by (4.10).
 1 =
@
@t
+ t
@
@u1
 2 =
@
@u1
 3 = (2t+ t
2   2u1) @
@u1
  (2t+ t2   2u1) @
@u2
(4.19)
 4 = (u1 + u2   t
2
2
)
@
@u2
 5 =
@
@u2
:
The commutator table for the symmetries (4.19) is given below
 1  2  3  4  5
 1 0 0 2 2   2 5 0 0
 2 0 0  2 2 + 2 5  5 0
 3  2 2 + 2 5 2 2   2 5 0 0 0
 4 0   5 0 0   5
 5 0 0 0  5 0
Table 4.1: Commutator table for the symmetries  1,  2,. . . ,  5 in (4.19).
The system of equations used in the next example is drawn from Hydon [26] (page
132). We determine admitted symmetries for the first-order system of ordinary dif-
ferential equations.
Example 4.2.2. Consider the system of ordinary differential equation:
41(t; u1; u2; u01; u02) = u01  
(u2)
2 + u1t
u1u2   t2 = 0
42(t; u1; u2; u01; u02) = u02  
(u1)
2 + u2t
u1u2   t2 = 0
(4.20)
and suppose it has symmetries generated by
  = (t; u1; u2)
@
@t
+ 1(t; u1; u2)
@
@u1
+ 2(t; u1; u2)
@
@u2
; (4.21)
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The operator (4.21) generates a Lie point symmetry of (4.20) if and only if the equa-
tions
 (1)f41g
41=0; 42=0
= 0 and  (1)f42g
41=0; 42=0
= 0 (4.22)
are satisfied, where the first extension of the generator   is given by
 (1) =   + 
(1)
1
@
@u01
+ 
(1)
2
@
@u02
(4.23)
with

(1)
1 = 1 tu
0
11u1 + u
0
21u2   u01(t + u01u1 + u02u2); (4.24)

(1)
2 = (1 t)
2 + 2u021 t1u2 + u
00
11u1 + u
00
21u2 + (u
0
21u2)
2   2u001t
+(u01)
2[(1u1)
2   2(tu1 + u02u1u2)]  2u02u001u2   u01[ 21 t1u1 (4.25)
 2u021u11u2 + (t)2 + 2u02tu2 + 3u001u1 + u002u2 + (u02t)2];
If ; 1 and 2 are polynomials of second degree in t,u1, and u2, i.e. of the form
(4.15), the invariance condition (4.22) leads to a set of determining equations which
simplify to the following two equations:
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k1t
3 + 2b1t
4 + 3b2t
5   k0t2u1 + a2t4u1 + b4t4u1 + k2tu21   2a3t2u21   b6t2u21
+c1t
2u21   a4t3u21   b5t3u21   b7t3u21 + c2t3u21   a6tu31 + c3tu31   3a5t2u31
 a7t2u31   b8t2u31 + c4t2u31   a8tu41 + c5tu41 + 2k2t2u2 + 2c1t3u2 + b7t4u2
+2c2t
4u2   2a6t2u1u2   2b1t2u1u2 + 2c3t2u1u2   a7t3u1u2   4b2t3u1u2   b8t3u1u2
+2c4t
3u1u2   k0u21u2   2a1tu21u2 + b3tu21u2 + c6tu21u2   3a2t2u21u2   3a8t2u21u2
 b4t2u21u2   2b9t2u21u2 + 2c5t2u21u2 + c7t2u21u2   a3u31u2 + b6u31u2   2a4tu31u2
 2a9tu31u2 + 2b5tu31u2 + b7tu31u2 + c8tu31u2   a5u41u2 + b8u41u2   2k0tu22
 a1t2u22   b3t2u22 + 2c6t2u22   b4t3u22   b9t3u22 + 2c7t3u22   k2u1u22   4a3tu1u22
+b6tu1u
2
2   c1tu1u22   3a4t2u1u22   3a9t2u1u22   2b5t2u1u22   b7t2u1u22   c2t2u1u22
+2c8t
2u1u
2
2   2a6u21u22 + b1u21u22   c3u21u22   6a5tu21u22   3a7tu21u22 + 2b2tu21u22
+2b8tu
2
1u
2
2   c4tu21u22 + c9tu21u22   2a8u31u22 + b4u31u22 + 2b9u31u22   c5u31u22
+k1u
3
2   3a6tu32 + b1tu32   2a7t2u32 + b2t2u32   b8t2u32 + 2c9t2u32
 a1u1u32 + 2b3u1u32   c6u1u32   2a2tu1u32   5a8tu1u32 + 2b4tu1u32 + 2b9tu1u32
 c7tu1u32   a4u21u32   3a9u21u32 + 3b5u21u32 + b7u21u32   c8u21u32   a3u42 + b6u42
 a4tu42   4a9tu42 + b7tu42   2a5u1u42   a7u1u42 + 2b8u1u42   c9u1u42   a8u52 + b9u52 = 0
(4.26)
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and
k2t
3 + 2c1t
4 + 3c2t
5 + 2k1t
2u1 + 2b1t
3u1 + 2b2t
4u1 + c4t
4u1   2k0tu21
 a1t2u21 + 2b3t2u21   c6t2u21 + 2b4t3u21   c5t3u21   c7t3u21 + k2u31
 3a3tu31 + c1tu31   2a4t2u31 + 2b5t2u31 + c2t2u31   c8t2u31   a6u41 + c3u41
 4a5tu41   a7tu41 + c4tu41   a8u51 + c5u51   k0t2u2 + a2t4u2 + c7t4u2   2a3t2u1u2
+2b6t
2u1u2   2c1t2u1u2   a4t3u1u2 + 2b7t3u1u2   4c2t3u1u2   c8t3u1u2
 k1u21u2   4a6tu21u2   b1tu21u2 + c3tu21u2   3a5t2u21u2   3a7t2u21u2
 b2t2u21u2 + 2b8t2u21u2   c4t2u21u2   2c9t2u21u2   a1u31u2   b3u31u2
+2c6u
3
1u2   2a2tu31u2   5a8tu31u2   b4tu31u2 + 2c5tu31u2 + 2c7tu31u2   a4u41u2
 2a9u41u2   b5u41u2 + 2c8u41u2 + k1tu22   2a6t2u22 + b1t2u22   c3t2u22
 a7t3u22 + b2t3u22   c4t3u22   c9t3u22   k0u1u22   2a1tu1u22 + b3tu1u22
+c6tu1u
2
2   3a2t2u1u22   3a8t2u1u22 + b4t2u1u22 + 2b9t2u1u22   2c5t2u1u22
 c7t2u1u22   2a3u21u22   b6u21u22 + c1u21u22   3a4tu21u22   6a9tu21u22
+b5tu
2
1u
2
2   b7tu21u22 + 2c2tu21u22 + 2c8tu21u22   3a5u31u22   a7u31u22
 b8u31u22 + c4u31u22 + 3c9u31u22   a3tu32 + b6tu32   a4t2u32   3a9t2u32
+b7t
2u32   c8t2u32   a6u1u32 + c3u1u32   2a5tu1u32   2a7tu1u32 + b8tu1u32
+c4tu1u
3
2 + 2c9tu1u
3
2   2a8u21u32   b9u21u32 + 2c5u21u32 + c7u21u32   a8tu42
+b9tu
4
2   a9u1u42 + c8u1u42 = 0:
(4.27)
Equations (4.26) and (4.27) which are polynomials equations in t; u1 and u2, hold
(identically) if and only if the coefficients of all the terms are zero. As before, in
Example 4.2.1, this allows us to fix the values of the arbitrary constants in (4.15):
k0 = 0 k1 = 0 k2 = 0 b2 = 0 b1 = 0 c1 = 0
c3 = 0 c2 = 0 a3 = 0 b6 = 0 a2 =  b4 b7 = 0
b8 = a5 b4 = c5 b9 = c5 c7 = c5 a9 =  a4/4 a4 =  b5
c8 =  b5/8 b5 = 0 a5 = 4 c9 c4 = 3 c9/2 c9 = 0 a1 = c6
a6 = 0 a8 = b9 a7 =  c9 b3 = c6,
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leading to
 = c6t  c5t2 + c5u1u2
1 = c6u1 + c5tu1 + c5u
2
2 (4.28)
2 = c5u
2
1 + c6u2 + c5tu2
The resulting one-parameter Lie point symmetry generators of (4.20) are1
 1 = t
@
@t
+ u1
@
@u1
+ u2
@
@u2
 2 = (u1u2   t2) @
@t
+ (tu1 + u
2
2)
@
@u1
+ (u21 + tu2)
@
@u2
:
(4.29)
The algebra spanned by the symmetries (4.29) is two-dimensional with
[  1; 2] =  2: (4.30)
A result related to theorem (4.3.1) and (4.3.2) says that knowledge of a r-parameter
solvable group of symmetries allows us to reduce the number of equations by r. A
reduction of (4.20) can be performed using  2, such that  1 is inherited by the reduced
equation [21].
4.3 Integration of systems of ordinary differential
equations
The knowledge of a group of symmetries of a system of first-order ordinary differential
equations has much the same consequences as for the case of a single higher-order
equation. If one knows a one parameter symmetry group of the system, then one
can find the solution by quadrature from the solution to a first-order system with one
fewer equation in it. The following two theorems are important in this regard.
1In Hydon [26] only the first of the symmetries in (4.29) is given. Obtaining the two symmetries in
(4.29) attests to the usefulness of the routines we have developed (Appendix A and Appendix B).
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Theorem 4.3.1. [42]: Let
du
dt
= F(t; u1; : : :; un);  = 1; : : :; q; (4.31)
be a first-order system of q ordinary differential equations. Suppose G is a one pa-
rameter group of symmetries of the system. Then there is a change of variables
(; w) =  (t; u) under which the system will take the form
dw
d
= H(; w1; : : :; wq 1);  = 1; : : :; q: (4.32)
Thus the system (4.31) reduces to a system of (q  1) ordinary differential equations
for w1; : : : ; wq 1 together with the quadrature
wq() =
Z
Hq(; w1(); : : : ; wq 1()) d + c: (4.33)
The proof of this theorem has embodied in it an algorithm for implementing the
reduction procedure.
Proof: LetX be the infinitesimal generator of G. AssumingXj(t;u) 6= 0, we can locally
find new coordinates
 = (t; u); and w = (t; u)  = 1; : : : ; q;
such thatX = @/@wq, the infinitesimal generator of a translation in these coordinates.
In fact,
(t; u); 1(t; u); : : : ; q 1(t; u)
will be a complete set of functionally independent invariants of G, so
X() = X() = 0;  = 1; : : : ; q   1;
while q(t; u) satisfies
X(q) = 1:
It is easy to check that the equivalent first-order system for w1; : : : ; w is invariant
under the group generated by X = @/@wq if and only if the right hand sides of the
system, are all independent of wq, i.e. of the form (4.32).
A concomitant theorem to Theorem 4.3.1 is stated below.
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Theorem 4.3.2. Suppose the system (4.31) of q first-order ordinary differential
equations has an r-parameter solvable group of symmetries G. Then the solution
u = f(t) can be found by quadrature from the solutions of a reduced system
dw
d
= H(; w) (4.34)
of (q   r) first-order equations. In particular if the original system is invariant under
a q-parameter solvable group, its general solution can be found by quadrature alone.
The application of Theorems 4.3.1 and 4.3.2 is illustrated in Chapter 5.
4.4 Review of two studies of epidemiology models
via Lie symmetry analysis
A small number of papers including [17, 30, 38--41, 54] have appeared recently which
report the application of Lie symmetry analysis to epidemiology models. In this section
we highlight the work of Edwards & Nucci [17] and Nucci & Leach [40] who apply
symmetry analysis to:-
 A core group model for sexually transmitted diseases.
 Tuberculosis model with fast and slow dynamics.
4.4.1 A core group model for sexually transmitted diseases
Edwards and Nucci [17] apply Lie symmetry analysis to study the Hadeler-Castillo-
Chavez model [23] for sexually transmitted diseases, which takes into consideration
an active and relatively small group of constant size. The core group recruits indi-
viduals from the non-core group, and the rate of recruitment depends on the state
of the core group while the non-core group is completely inactive. In this model the
total population has size P , and the non-core group and core group have sizes A
and C, respectively. Furthermore, the core group C is subdivided into susceptible S,
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vaccinated V and infected I. Hadeler and Castillo's model takes the form
A0 = P   Ar(I; C)  AC;
S 0 = Ar(I; C)  SI
C
   S + (1  )I   S;
V 0 =  S   eV I
C
+ I   V;
I 0 =
SI + eV I
C
  I   I:
(4.35)
The general population birth rate is b > 0, the birth rate of infected is eb; 0  eb  b,
the death rate is  > 0, the death rate of infected is e > , the recovery rate is   0,
the vaccination rate is   0, the transmission rate from infected to susceptible is
  0, the transmission rate from infected to vaccinated is e. At recovery, individuals
may either pass into the vaccinated class at the rate ; 0    1, or return to the
susceptible class at the rate (1  ).
Edwards and Nucci [17] found out that the system (4.35) is closely related to a model
for an isolated core population of constant size C = 1, i.e.,
S 0 =   SI    S + (1  )I   S;
V 0 =  S   eV I + I   V; (4.36)
I 0 = SI + eV I   I   I:
Using the condition
C  S + V + I = 1; (4.37)
equation (4.36) is reduced to two equations. By deriving I from (4.37) and deducing
V from (4.36) i.e.,
V =
S 0   S +  S   
    + S   S + 1; (4.38)
a second-order differential equation for S is obtained from (4.36), i.e.,
S 00 = f(t; S; S 0): (4.39)
When Lie group analysis is applied to (4.39),the simplifying transformation
S =
u+ (1  )

; (4.40)
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where u(t) is the new dependent variable, is suggested. Then (4.38) transforms into
V = 1 +
u0 + (1  )(+  ) + (   + +    u)u  
u
; (4.41)
and (4.39) becomes
u00 =
 
22u+ 22 u+ 2u+ 2 u+ 2e22 + 22e2 
 2e2u+ 2e2 2   2e2 u  22e2   42e + 22eu
 22e 2 + 22e u+ 2e2 + 22e   22eu+ 2e 2
 2e u+ 2u+ 2e2 + 2e   2eu  e u
 2eu2   2e + 2eu+ e u+ 2u
+ u  2u2   u0   2 u2    u0   uu0   2u
  u+ u2 + u0 +  u2 +  u0   2e2u  4e u
+2eu2   2eu0   2e 2u+ 2e u2   2e u0 + euu0
+2e2u+ 4e u  2eu2 + 2eu0 + 2e 2u
 2e u2 + 2e u0   euu0 + 2e2
 2eu+ 22u  2u2   2u0   2e2u  2e u
+2eu2   2eu0 + e u2 + euu0   2u2    u2 + u3   uu0
+ u3 + u2u0 + (u0)2 + e2u2 + 2e u2   eu3 + 2euu0
+e 2u2   e u3 + 2e uu0   eu2u0 + e(u0)2 u (4.42)
It is found that nontrivial Lie point symmetries are obtained in five cases:
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Case Parameter Specification
1  = e
2  = (1  )( + )

e = 0  = 
3  = 2e e = (   )(+  )
2+  
)  =
( + 2) 
(2+  )
4  =  (2+  ) + 
2
(+  ) e =  +   = (2+  ) 

5  = (1  )(+  )

e = (    )(+  )
 
 < 
Table 4.2: Five cases under which nontrivial Lie point symmetries of (4.42) exist.
The first set of results which we report are for the cases for which (4.42) possess
eight Lie point symmetries.
Case (1)  = e
In this case, equation (4.42) is linearisable by means of a point transformation, which
is found via the canonical form
@eu; et@eu
with eu and et the new dependent and independent variables, respectively. The sub-
algebra found is generated by  3 and  6, i.e.
 3 =
e  eu+ u    u    +  + 
u(+  )(e +    )(  e + )e(e + )t
 [@t+ (e  eu+ u    u    
+  + )@u];
 6 =
1
u(+  )( + e   )e(+ )t [@t+ (e  eu
+ u    u    +  + )@u]:
Two scenarios arise from this case:
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Case 1 Parameter Specification
1a e 6=    et = '1(t; u)eu = '2(t; u)
1b e =     =  (+ )
(+  )
.
et = 
1(t; u)
eu = 
2(t; u)
Table 4.3: Two scenarios of case 1
If e 6=    , then
et = e(e + )
  e    
e  eu+ u    u    +  + ;
eu = e(+ ) +       + e  u   u; (4.44)
and equation (4.42) becomes
d2eu
det2 = 0; (4.45)
which is integrated to eu = a1et+ a2:
Taking into consideration equation (4.44), (4.40), (4.38) and (4.37) the general solu-
tion of system (4.36) is found to be
S =
e
et (   1)(  e + ) + eua1e(e +    )e(+)t +  + eeta1 +
e(  )t
 
e(+ )te  a2ee(+)t +  + eeta1 ;
V =
et
 
ete + e  ta2ee(+)t(+  ) + eeta1 +
e
et (e     ) +  + a1e(e +    )e(+)t +  + eeta1 ;
I =
e
et(e     )a1ee(+)t(+  ) + eeta1 :
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In the case that e =    ,  =  ( + )
(+  )
equation (4.42) is integrated to
u =
1
e(+ )ta1 + a2
; (4.46)
and consequently the general solution of system (4.36) is found to be
S =
+  + (   ) e(+ )ta1 + a2 
e(+ )ta1 + a2

(   )(+  ) ;
V =
e(+ )t(   )a1 + a2 + a22 + 2a2       
e(+ )ta1 + a2

(   )(+  ) ; (4.47)
I =
 (+  )a2 
e(+ )ta1 + a2

(   ) :
Case (2) e = 0;  = ;  = (1  )( + )

Equation (4.42) admits a two-dimensional Lie algebra with basis
 1 = e
(+)t
 
@t  (+ )u@u;  2 = @t: (4.48)
The basis of the differential invariants for  1 in (4.48) is
et = u e(+)t; eu =  u0 + u+ ue2(+)t; (4.49)
and equation (4.42) becomes
deu
det = eu+ et2et ; (4.50)
which is integrated to eu = a1et+ et2: (4.51)
Substitution of (4.49) into (4.51) yields
u0 =
u
   e(+)t( +   u) + a1
e(+)t
(4.52)
which is integrated to
u =
a1
e(+)t

ea1/
 
a1a2e(+)t(+)

  1
 : (4.53)
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and the general solution of (4.36) is found to be
S =

e(+)t
 
ea1/
 
e(+)t(+)

a1a2   1

(   1)  a1


e(+)t

ea1/
 
e(+)t(+)

a1a2   1

( + )(   1)
;
V =
e(+ )t2(   1)  a1
e(+ )t( + )(   1); (4.54)
I =
ea1/
 
e(+)t(+)

a21a2
e(+)t

a1a2e
a1/
 
e(+)t(+)

  1

( + )(   1)
:
4.4.2 Tuberculosis model with fast and slow dynamics
In [51] Song B, et. al. discuss the global dynamics of tuberculosis model in which the
demography is taken to be density-dependent. Song uses two modes for routes of
infection, namely close contacts in quasi-permanent 'households' and casual contacts
in the general population. By making an Ansatz that the fast variables reach a quasi-
steady state while the slow variables are still evolving in their own time, the system
of equations modeling the slow variables takes the form
_x1 = B(1  x1) Q x1x2
x1 + x2
_x2 =  (1 +B)x2 +Q x1x2
x1 + x2
;
(4.55)
where x1 and x2 are re-scaled variables representing susceptible and latently-infected
individuals not belonging to a 'household'. Q is the expected number of infections
produced by one infectious individual and B = /k, with  being the natural mortality
rate and k the per capita progression rate. The system (4.55) can be written as
(x1 + x2) _x1 = B(1  x1)(x1 + x2) Q x1x2
x1 + x2
(x1 + x2) _x2 =  (1 +B)x2(x1 + x2) +Q x1x2
x1 + x2
:
(4.56)
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In [40] Nucci and Leach rewrite the system (4.56) as a single second-order ordinary
differential equation in the variable u = x1 + x2 and analyzed it:
uu Q _u2 = (2B + 1)(Q  1)u _u  2BQ _u Bf(B + 1)(Q  1)u2
+[(B + 1)(Q  1) +BQ]u+BQg:
(4.57)
Equation (4.57) obviously admits the symmetry
 1 = @t; (4.58)
owing to the fact that, there is no explicit dependence on t in (4.57). For Q = B + 1,
equation (4.57) admits a second symmetry
 2 = exp( Bt)(@t  Bu@u): (4.59)
The Lie bracket of (4.58) and (4.59) is
[ 1;  2] =  B  2
and hence (4.57) is transformed to the standard form
y 00 =  (B + 1)(y
0   1)2y0
x
; (4.60)
by the point transformation
x = u exp(Bt); y = exp(Bt):
Furthermore, equation (4.60) is easily integrated once, using the admitted symme-
tries, to a first-order differential equation
(1  1
y0
) exp( 1
y0   1) = kx
B+1: (4.61)
However the solution of (4.61) is difficult to obtain as (4.61) does (unfortunately) not
possess any Lie point symmetry [40].
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Chapter 5
Integration of systems of
first-order differential equations:
Two examples
5.1 Introduction
The dynamics in epidemiology are often captured and described as systems of dif-
ferential equations which are then analyzed. Differential equations are fundamental
in mathematical modeling and thus modeling of biological systems is no exception.
Many phenomena which arise in epidemiology are modeled as systems of first-order
ordinary differential equations. Usually such systems are nonlinear and not amenable
to solution by the disjoint collection of "traditional" integration methods [30]. Over the
years Lie group analysis has been applied to different problems in physics [5, 31, 36],
finance [20, 48, 49] and ecology [22, 42], etc. but rarely in epidemiology. Yet when
Lie symmetry analysis is successfully applied to epidemiological models several in-
stances of integrability even linearity are found which lead to the general solution of
the model.
Perhaps the most instructive application of Lie group analysis to a mathematical model
is that reported in rather less detail in Nucci [38]. In this chapter we present a
detailed exposition of this application. We start with the introduction of a prototype
mathematical model in epidemiology, the SIR model.
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5.2 The basic SIR epidemic model
Typically, the Susceptible-Infected-Recovered (SIR) models in epidemiology describe
the size of a population as a function of time. Kermack and Mckendrick [29] used
such a model to describe the devastating effect of the Black Death in the seventeenth
century. The model describes the evolution of an epidemic which occurs in a closed
host population of N individuals in which the disease spreads by contact between
individuals. In such a model it is assumed that the population is divided into a set of
distinct compartments, which are defined with respect to the disease status:
(i) Susceptible (S) The class of susceptibles, i.e. those individuals that have never
been infected, but are capable of contracting the disease; once they have it they
move into the infected compartment.
(ii) Infected (I)  The class of Infectives, i.e. those individuals capable of transmit-
ting the disease to susceptive individuals. The time they spend in the infected
compartment is the infectious period, after which they enter the recovered com-
partment.
(iii) Removed (R)  The class of removed individuals, i.e. those individuals whom
having contracted the disease, have died, recovered or been isolated and are
thus unable to further transmit the disease. If they recover then we assume
they have acquired immunity for life.
In the SIR model an individual may belong to only one compartment at any specified
time and individuals who are once infected either die or are isolated or recover with
lifetime immunity. Thus the basic variables that identify the state of the population
in the epidemiological perspective are:
 S(t)  the number of susceptibles at time t,
 I(t)  the number of infected at time t,
 R(t)  the number of removed at time t,
whereby S+I+R = N for all time. However individuals move from one compartment
to the next one according to the flow diagram below.
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Figure 5.1: Scheme of a basic SIR Model
In this schematic representation, hosts reproduce at a per capita rate a and die at a
per capita rate b. The infected hosts experience an additional death rate , induced
by micro-parasitic infection. The average duration of stay in the infected and immune
classes are denoted by 1/ and 1/, respectively. The transmission coefficient which
determines the rate at which new infections arise as a consequence of homogeneous
mixing between susceptible and infected is proportional to the product SI. This rate
of generation of new infectives is therefore defined as SI, where  is a constant
infection rate. Infectives are assumed to be removed or become immune at a rate
proportionate to their number, and thus have an associated removal rate . If the
population is not subject to recruitment, the scheme above can be translated into a
set of first-order differential equations which define changes in S(t), I(t), and R(t) as
dS
dt
= f1(S; I; R)
dI
dt
= f2(S; I; R) (5.1)
dR
dt
= f3(S; I; R)
Typically a law of mass action is assumed for the infection process. Therefore the
transfer process from S to I and I to R is considered to be a pure exponential decay
in which case the simplest choice for fi; i = 1; 2; 3 is
f1(I; S;R) =  IS
f2(I; S;R) = IS   I
f3(I; S;R) = I;
(5.2)
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with the parameters  and  as positive constants representing the rate of infection
and the rate at which the infectives are removed either by death, by immunization or
by isolation, respectively.
In the system (5.2) it is assumed that when a susceptible is infected he/she immedi-
ately becomes infectious i.e. there is no latent period. Otherwise if latent is allowed an
additional class E of latent individuals may be included. A further assumption is that,
there is only a single outbreak and thus there cannot be any demographic changes due
to the occurrence of another disease imparting immunity. The SIR model is therefore
described by the following system involving the three epidemiological classes below:-
S 0 =  IS S(0) = S0;
I 0 = IS   I I(0) = I0;
R 0 = I R(0) = R0:
(5.3)
In this case, since R does not appear in the first two equations, the model can be
reduced to two equations given below:
S 0 =  IS;
I 0 = S
 
I   


:
(5.4)
5.3 A simple two dimensional system
Consider the following two-dimensional system of differential equations [40]:
u01 + u
2
1   u1u2 = 0
u02 + au1u2 + u
2
2 = 0:
(5.5)
This system has one independent variable t and two dependent variable u1 and u2
and admits a two dimensional Lie symmetry algebra L2 spanned by the following
generators:
 1 =
@
@t
;  2 =  t @
@t
+ u1
@
@u1
+ u2
@
@u2
; (5.6)
with Lie bracket
[ 1; 2] =   1: (5.7)
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Hence L2 is solvable [42]. We firstly perform a reduction on (5.5) using  1, so that
 2 is a Lie point symmetry generator of the reduced equivalent system. Using  1 we
find a suitable change of variables
 = 1(t; u1; u2)
w1 = 2(t; u1; u2)
w2 =  (t; u1; u2)
(5.8)
that reduces the problem of solving (5.5) to that of solving a single first-order ordinary
differential equation together with a quadrature. The functions 1 and 2 are obtained
as functionally independent invariants of  1, i.e.
 1(1) =  1(2) = 0; (5.9)
while  is a function such that
 1( ) = 1: (5.10)
Therefore to obtain 1 and 2 we solve the characteristic system of equations
dt
1
=
du1
0
=
du2
0
; (5.11)
and obtain k1 = u1 and k2 = u2, where k1 and k2 are arbitrary constants, as two basic
functionally independent solutions. Therefore we set
 = 1(t; u1; u2) = u1 and w1 = 2(t; u1; u2) = u2: (5.12)
By inspection we see that  = t solves (5.10). Hence we set
w2 =  (t; u1; u2) = t: (5.13)
From (5.12) and (5.13), we have
d
dt
=
d/du1
dt/du1
= u01
= u1u2   u21
= w1    2: (5.14)
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Similarly
dw1
d
=
dw1/dt
d/dt
=
u02
d/dt
=  au1u2 + u
2
2
d/dt
=
aw1 + w
2
1
 2   w1 ; (5.15)
and
dw2
d
=
dw2/dt
d/dt
=
1
d/dt
=
1
w1    2 : (5.16)
Equation (5.15) is a first-order ordinary differential equation, the solution of which
leads to that of (5.16), namely
w2 =
Z
1
w1    2 d: (5.17)
Using  = u1; w1 = u2 and w2 = t from (5.12) and (5.13), the second symmetry  2 in
(5.6) transforms into
e 2 =  2[ ] @
@
+  2[w1]
@
@w1
+  2[w2]
@
@w2
= 
@
@
+ w1
@
@w1
  w2 @
@w2
(5.18)
so (5.15) admits the Lie point symmetry e 2 in (5.18) without the presence of the
@/@w2.
There are well-known standard methods for solving a first-order scalar ordinary differ-
ential equation admitting a given Lie point symmetry (see, for example, [9, 11, 42]).
Here we use the integrating factor method (see Theorem 3.2.1) to solve (5.15), which
admits (5.18) without the presence of the ''@/@w2" term. We start by rewriting (5.15)
as a total differential equation
P (; w1)d +Q(; w1)dw1 = 0;
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where
P = w1(a   w1); Q = (w1   )
so that
R(; w1) =
1
 [(1  a)   2w1] w1
is an integrating factor. The resulting exact differential equation is easily solved and
we obtain p
 [(a  1) + 2w1] = K

w1
(a  1) + 2w1
 1
a 1
; a 6= 1; (5.19)
as a general solution in implicit form for (5.15), where K is an arbitrary constant, w2
is computed from (5.17) and the solution of (5.5) is obtained via (5.12) and (5.13).
For the particular case considered in [40], in which a = 3, (5.19) simplifies to
w1() =
K2   8  2 KpK2   16  2
8 
; (5.20)
and (5.17) evaluates to
w2() =
K pK2   16 2
2K
: (5.21)
In [40] Nucci and Leach reduce the system (5.5) into a single second-order ordinary
differential equation, which admits eight Lie point symmetries when a=3 and is thus
linearizable.
5.4 Lie symmetry of Anderson's HIV model
Anderson [1] formulated a mathematical model that describes the transmission of
HIV/AIDS in male homosexual/bisexual cohorts. This compartmental model describes
transmission of the catastrophe between male homosexual/bisexual cohorts, and di-
vides the population at a time t into susceptibles (HIV negative), infecteds (HIV pos-
itive) and AIDS patients represented by the variables ui(t); i = 1; 2; 3 respectively.
HIV infecteds are individuals who test positive for specific antibodies to the virus
while AIDS patients are persons exhibiting characteristic clinical manifestations of full
blown AIDS, the end stage of the disease. The parameter  is the death rate from
normal causes, ! the death rate from AIDS and  the rate at which HIV positives
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develop AIDS. The term  is the per capita force of infection defined as:
 =
cu2(t)
u1(t) + u2(t) + u3(t)
; (5.22)
where  is the average probability that an infected person will infect a susceptible
partner over the duration of their relationship and c represents the rate of partner
change within the specific risk category. The model translates into a coupled system
of first-order nonlinear ordinary differential equations [54]:
du1
dt
=
 cu1u2
u1 + u2 + u3
  u1; (5.23)
du2
dt
=
cu1u2
u1 + u2 + u3
  ( + )u2; (5.24)
du3
dt
= u2   !u3: (5.25)
Following the procedure outlined in Chapter 4, the system (5.23)  (5.25) will admit
a symmetry group with the infinitesimal generator
X = (t; u1; u2; u3)@t + 1(t; u1; u2; u3)@u1 + 2(t; u1; u2; u3)@u2 + 3(t; u1; u2; u3)@u3
if and only if
X(1)

du1
dt
+
cu1u2
u1 + u2 + u3
+ u1

(5:23) (5:25)
= 0; (5.26)
X(1)

du2
dt
  cu1u2
u1 + u2 + u3
+ ( + )u2

(5:23) (5:25)
= 0; (5.27)
X(1)

du3
dt
  u2 + !u3

(5:23) (5:25)
= 0 (5.28)
where
X(1)=@t + 1@u1 + 2@u2 + 3@u3 + 
(1)
1 @u01 + 
(1)
2 @u02 + 
(1)
3 @u03 (5.29)
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with (1)1 and (1)2 given by (4.24) and (4.25) respectively, while

(1)
3 = 
3
2 t + 3u
0
2
2
1 t2u2 + 3u
00
11 t2u1 + 3u
00
21 t2u2 + 3(u
0
2)
21 t
2
2u2
+ 3u02u
00
12u12u2
+3u02u
00
2
2
2u2
+ (u022u2)
3   u001t   3u002 2t   u02 3t   3(u02t)2u2   3u02u001tu1
  9u02u002tu2   3(u02)3t 2u2   3u001u002u1 + (u01)3(32u1   u02 3u1) + 3(u011 t2u1)2
+u02
2
2u1
2u2   u02tu1u1   u002 2u1   (u02u1)2u2)  3(u02)2u001u1u2
 u01
  31 t1 t2u1   3u0012u12u2   3u0022u12u2 + 6u002tu1   3(u02)2(2u122u2
  2 tu1u2) + u001u1 + 3u02( 21 t2u12u2 +  2t u1 + u001 2u1 + 3u002u1u2)
+ 3(u02)
3u1
2
u2
  u02u001u2   3(u002)2u2   6(u02)2u002 2u2   (u02)4 3u2 : (5.30)
After making an ansatz on the form of the operator X (assuming that the function
; 1; 2 and 3 are polynomials of second degree on u1 ; u2 and u3) the solutions of
(5.26)  (5.28) after lengthy analysis, leads to a three-dimensional Lie algebra L3
admitted by (5.23)  (5.25) with the basis:
X1 = @t;
X2 = u1 @u1 + u2 @u2 + u3 @u3 ; (5.31)
X3 = e
 (+)t@u2 +
u1 + u3
u2
e (+)t @u3 ;
provided that ! = + c. The associated commutator table is
X1 X2 X3
X1 0 0  !X3
X2 0 0  X3
X3 !X3 X3 0
Table 5.1: Commutator table for the symmetries X1, X2 and X3.
From the commutator table we see that if we set
g(0) = h0i ; g(1) = hX3i ; g(2) = hX2; X3i and g(3) = L3
then we have the chain
g(0)  g(1)  g(2)  g(3);
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and g(k 1) is a normal subalgebra of g(k) for k = 1; 2; 3. This means that the group of
symmetries generated L3 is solvable [42].
Therefore the system (5.23)  (5.25), being invariant under a 3-parameter solvable
group of Lie point symmetries, is amenable to solution by quadratures. According to
the algorithm outlined in Olver [42], the system is firstly reduced to an equivalent one
of two first-order equations by using X3. Further reduction to an equivalent single
first-order equation is achieved via X2. The resultant single equation is guaranteed
to inherit X1 and is therefore subsequently solved by exploiting this property.
We now use X3 to find new coordinates, i.e., we find
 =  0(t; u1; u2; u3) ; w1 =  1(t; u1; u2; u3)
w2 =  2(t; u1; u2; u3) ; w3 =  3(t; u1; u2; u3)
(5.32)
such that
 0(t; u1; u2; u3);  1(t; u1; u2; u3);  2(t; u1; u2; u3)
is a set of functionally independent invariants of X3, i.e.,
X3( 0) = X3( 1) = X3( 2) = 0
and  3 satisfies
X3( 3) = 1: (5.33)
The solution of the characteristic equation associated with X3,
dt
0
=
du1
0
=
du2
e !t
=
du3
(u1 + u3)/(u2e!t)
; (5.34)
leads to the following functionally independent basic invariants of X3:
J1 = t; J2 = u1; J3 =
u2
u1 + u3
; (5.35)
where J1, J2 and J3 are arbitrary constants. Thus we choose
 0 = t;  1 = u1;  2 =
u2
u1 + u3
: (5.36)
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Following Olver [42] the solution of (5.33) is found systematically by introducing an
auxiliary variable v and noting that  3 satisfies (5.33) if and only if the function
(t; u1; u2; u3; v) = v    3(t; u1; u2; u3)
is an invariant of the generator
Z = X3 + @v = e
 !t@u2 + (u1 + u3)
e !t
u2
@u3 + @v: (5.37)
Thus we require that
Z() = 0;
for which the associated lagrange equations
dt
0
=
du1
0
=
du2
e !t
=
du3
(u1 + u3)/(u2e!t)
=
dv
1
; (5.38)
provide, besides the basic solutions given in (5.35), J4 = v    3 (J4 an arbitrary
constant) as a basic solution. Hence
 3 = u2 e
!t (5.39)
solves (5.33). The system (5.23)  (5.25) is now written in equivalent form in the
new variables ; w1, w2 and w3, via
 = t
w1 = u1
w2 =
u2
u1 + u3
(5.40)
w3 = u2e
 !t:
From calculus the change of variables (5.40) implies that
d
dt
= 1 (5.41)
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and
dw1
d
=
dw1/dt
d/dt
=
u01
1
= u01
dw2
d
=
dw2/dt
d/dt
=
u02
(u1 + u3)
  u2(u
0
1 + u
0
3)
(u1 + u3)2
(5.42)
dw3
d
=
dw3/dt
d/dt
= (u02   ! u2) e ! t:
If we substitute (5.23)  (5.25) into (5.42) we obtain
dw1
d
=   c  u1u2
u1 + u2 + u3
  u1
dw2
d
=  u2
   c  u1 + (u1 + u2) + u3( ! + + )
(u1 + u3)2
(5.43)
dw3
d
=  u2 e
 ! t 2! (u1 + u2 + u3)  c  u1
u1 + u2 + u3
:
Solving (5.40) for u1, u2 and u3 in terms of  , w1, w2 and w3 we obtain
u1 = w1
u2 = e
! w3 (5.44)
u3 =
e! w3   w1w2
w2
:
Substituting (5.44) into (5.43) leads to the following system of ordinary differential
equations:
dw1
d
=
 w1(cw2 + + w2)
1 + w2
(5.45a)
dw2
d
= (c  )w2   w22 (5.45b)
dw3
d
=
 e! cw1w2   2e!(1 + w2)w3!
1 + w2
: (5.45c)
The system (5.45) is equivalent to the system of the two equations (5.45a) and
(5.45b) in the sense that the solution of (5.45c) follows from that of (5.45a)  (5.45b)
and thus the general solution of (5.23)  (5.25) can be determined.
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Further, (5.45a)  (5.45b) must (and does) admit the operator eX2; (i.e X2 in the new
variables,  , w1, w2 and w3). In fact X1 and X2, the two symmetries yet to be used
in the reduction process, transform via (5.40) into
eX1 = X1 t @ +X1 u1 @w1 +X1 u2u1 + u3

@w2 +X1
 
e!tu2

@w3
= @ + !w3 @w3 (5.46)
and
eX2 = X2  t @ +X2  u1 @w1 +X2  u2u1 + u3

@w2 +X2
 
e!tu2

@w3
= w1 @w1 + w3 @w3 : (5.47)
Remark 5.4.1. It is noteworthy that the system (5.45) is not necessarily coupled. In
fact (5.45b) is a scalar first-order variables-separable ordinary differential equation,
the general solution of which is
w2 =
ec  (c  )
ec  + etc    et ; (5.48)
where  is an arbitrary constant. Having solved for w2, the other two equations,
(5.45a) and (5.45c), are easily solved for w1 and w3, leading ultimately to the explicit
solution to the system (5.23)  (5.25) (see [54] and [38, 40]).
In the interest of expounding the group-theoretic reduction/integration procedure that
exploits the admitted solvable Lie algebra we proceed to use eX2 to reduce (5.45a)
 (5.45b) to an equivalent first-order ordinary differential equation that must admiteeX1, i.e. eX1 in the new variables.
Thus we now proceed to solve the system (5.45a)  (5.45b), i.e.,
dw1
d
=
 w1(cw2 + + w2)
1 + w2
(5.49a)
dw2
d
= (c  )w2   w22 (5.49b)
which admits eX1 = @ and eX2 = w1@w1 ;
60
with the Lie bracket
[ eX1; eX2] = eX2:
To introduce new coordinates for (5.49a)  (5.49b) we solve the lagrange system
associated with eX2:
d
0
=
dw1
w1
=
dw2
0
: (5.50)
We obtain functionally independent invariants
J1 =  and J2 = w2; (5.51)
for arbitrary constants J1 and J2. Also it is easy to see that eX2  logw1 = 1. We
therefore set
 = ; v1 = w2 and v2 = log(w1): (5.52)
From (5.52) we obtain
d
d
= 1 (5.53)
and
dv1
d
=
dv1/d
d/d
= w02 (5.54a)
dv2
d
=
dv2/d
d/d
=
w01
w1
; (5.54b)
Substituting for w01 and w02 from (5.49) into (5.54) and taking into account (5.52) we
obtain
dv1
d
=  v1( c + + v1) (5.55a)
dv2
d
=  cv1 + + v1
1 + v1
: (5.55b)
The system (5.55) inherits eX1 in (5.46) in new variables, without the presence of the
''@w3" term. Also the system (5.55) is equivalent to equations (5.49a)  (5.49b). On
its own, however, equation (5.55a) is a scalar first-order ordinary differential equation
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that is invariant under the symmetry group generated by
eeX1 = eX1  @ + eX1  w2 @v1 + eX1 (logw1) @v2
= @; (5.56)
so we solve (5.55a) routinely by the integrating factor method and obtain
v1() =
c    
e(c  ) (K1 ) + 
; (5.57)
where K1 is an arbitrary constant. This solution and (5.55b) lead to
v2() = K2    (c  +   )  log

e(c  ) (K1 ) + c 

; (5.58)
where K2 is another arbitrary constant. In terms  , w1 and w2 (5.57) and (5.58)
transform according to (5.52) into solutions to (5.49a)  (5.49b):
w1() = exp

K2    (c  +   )  log

e(c  ) (K1 ) + c 
	
(5.59)
w2() =
c    
e(c  ) (K1 ) + 
: (5.60)
As for w3, we solve (5.45c) in the light of (5.59) and (5.60). We obtain
w3() =
Z
c ec  +2  +2  K1+K2  (c    )
(e +c  K1 + c ec  + K1 )2
d +K3; (5.61)
where K3 is an arbitrary constant. Finally we obtain the solution to (5.23)  (5.25)
from (5.59)  (5.61) via (5.40):
u1(t) = w1(t) (5.62)
u2(t) = w3(t)e
 (+)t (5.63)
u3(t) =
u2(t)  u1(t)w2(t)
w2(t)
: (5.64)
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Chapter 6
Conclusion
Lie group analysis provides several integration strategies for solving differential equa-
tions. In particular, for second-order scalar ordinary differential equations, the inte-
gration strategies typically depend on the number and the nature of admitted symme-
tries. For systems of differential equations, if one knows a one-parameter symmetry
group of the system, then one can find the solution by quadrature from the solution
of an equivalent first-order system with one fewer equation in it. In particular if the
original system of n first-order ordinary differential equations is invariant under an
n-parameter solvable group, then its general solution can be found by quadrature
alone [42].
A scan of the available literature suggests that not much work has been done on solv-
ing systems of ordinary differential equations using symmetry analysis methods, more
so applications to epidemiology models. Yet when Lie group analysis is successfully
applied to epidemiological models, several instances of integrability even linearity are
found to be inherent in many systems which may lead to the general solution of the
model [35, 40]. The major challenge in application of Lie group analysis in solving
differential equations is the difficulty of finding admitted symmetries in the absence
of an algorithm. Systems of first-order ordinary differential equations typically admit
an infinite number of Lie point symmetries, as a result of which their determination
does not lend itself to a closed form algorithm. The approach by Leach and Nucci [40]
to circumventing the problem consists in transforming the system to one in which at
least one of the equations is of order greater than one. In such cases the usual tech-
niques for finding symmetries are exploited. When admitted symmetries are found
the process of integrating systems of ordinary differential equations is algorithmic.
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In this work we set out to:
 review some application of Lie symmetry analysis to systems of ordinary differ-
ential equations;
 develop ad-hoc codes to find and check admitted symmetries for systems of
ordinary differential equations;
 provide instructive examples on the application of the integration procedure to
systems of first-order ordinary differential equations.
In Chapter 3 we introduced elements of Lie symmetry analysis, including some meth-
ods for solving scalar ordinary differential equations. We illustrated two system-
atic methods for integrating second-order ordinary differential equations. In one
approach we used an integration method that exploits invariants of the group ad-
mitted by the given equation. In the second approach we use the well known fact
(Theorem 3.2.2) that a scalar second-order ordinary differential equation admitting
the maximum eight-dimensional Lie symmetry algebra is equivalent to the simplest
second-order ordinary differential equation, y00 = 0. This is exploited to easily de-
duce the solution to a nonlinear second-order ordinary differential equation from that
of y00 = 0. The recipes applied can easily be repeated on other nonlinear ordinary
differential equations of second-order leading to exact solutions.
In Chapter 4 we introduced the relevant theory of Lie group analysis for dealing with
systems of differential equations. Although the existing Lie's algorithm is sufficient
to find symmetries of scalar ordinary differential equations, there are difficulties in
applying this algorithm to systems of ordinary differential equations. One is, however
able to find particular types of symmetries by making an ansatz on the structure of the
coefficient functions in the infinitesimal generator. Assuming these to be polynomial
functions of the independent and dependent variables is a good starting point. We
have developed ad-hoc codes for obtaining/verifying symmetries admitted by systems
of ordinary differential equations.
An elucidation of the seminal work by Torrisi and Nucci [54] is presented in Chapter 5.
Torrisi and Nucci apply Lie group analysis to a mathematical model which describes
HIV transmission. This is the only ''bonafide" application of the Lie symmetry analysis
integration theory for systems of ordinary differential equations that we were able to
find in the literature. However, the Lie symmetry done by Torrisi and Nucci is reported
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with less than generous detail. We have completely reworked the calculations and
improved on the exposition.
Its clear from the examples included in this dissertation that Lie group analysis should
be an integral part of the repertoire of techniques for solving systems of ordinary dif-
ferential equations. The main challenge as mentioned earlier in using Lie group analy-
sis for system of ordinary differential equations is obtaining the admitted symmetries.
Consequently much work remains to be done in this area. We spent much time un-
successfully attempting to find admitted symmetries for many systems of ordinary
differential equations arising from various contexts of epidemiological modelling.
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Appendix A
Mathematica code for determining
symmetries of systems of ODEs
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Appendix B
Mathematica code for computing
the Lie bracket
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