ABSTRACT. For a connected, simply-connected complex simple algebraic group G, we examine a class of Hessenberg varieties associated with the minimal nilpotent orbit. In particular, we compute the Poincaré polynomials and irreducible components of these varieties in Lie type A. Furthermore, we show these Hessenberg varieties to be GKM with respect to the action of a maximal torus T ⊆ G. The corresponding GKM graphs are then explicitly determined. Finally, we present the ordinary and T -equivariant cohomology rings of our varieties as quotients of those of the flag variety.
INTRODUCTION

Context and Statement of Results.
Hessenberg varieties form a large and interesting family of subvarieties of the flag variety, including Springer fibres, the Peterson variety, the toric variety associated to Weyl chambers, and the flag variety itself. They are studied in the contexts of algebraic geometry [2, 5, 18, 19, 21, 23, 30] , combinatorics [8, 13, 15, 24] , geometric representation theory [11, 27] , and equivariant algebraic topology. Concerning the last of these areas, there has been a pronounced emphasis on equivariant cohomology computations for torus actions on Hessenberg varieties (see [1, 9, 14, 17] ).
This manuscript studies a class of Hessenberg varieties arising from the minimal nilpotent orbit. More precisely, let G be a connected, simply-connected simple algebraic group over C with Lie algebra g, opposite Borel subgroups B, B − ⊆ G, maximal torus T = B∩B − , Weyl group W = N G (T )/T , and highest root θ. Each highest root vector e θ ∈ g θ \ {0} belongs to the minimal nilpotent orbit of G. Accordingly, for a Hessenberg subspace H ⊆ g, we consider the Hessenberg variety X H (e θ ) ⊆ G/B. This variety has received some attention in the literature as an example of a highest weight Hessenberg variety (see [31] ).
As is the case with nilpotent Hessenberg varieties in general, X H (e θ ) is sometimes singular and reducible, and its geometry depends heavily on the choice of H. However, one distinguishing feature is that X H (e θ ) is a union of Schubert varieties. In particular, it is invariant under the action of T on G/B.
While we present a wide array of results on the geometry and topology of X H (e θ ), the following are our main results.
• There are explicit combinatorial procedures for determining the Poincaré polynomial and irreducible components of X H (e θ ) in Lie type A.
• The T -action renders X H (e θ ) a GKM variety. Its GKM graph is the full subgraph of the GKM graph of G/B with vertex set {w ∈ W : g w −1 θ ⊆ H}.
for some subsets ∆ H ⊆ ∆ and ∆ − H ⊆ ∆ − where ∆ − H = ∆ H ∩ ∆ − . We shall call the roots in ∆ H Hessenberg roots, while calling those in ∆ − H negative Hessenberg roots. Now, given ξ ∈ g, the subset G H (ξ) := {g ∈ G : Ad g −1 (ξ) ∈ H} is invariant under the right-multiplicative action of B on G. We may therefore define
This is a closed (hence projective) subvariety of G/B, called a Hessenberg variety (see [5] ). If ξ ∈ g is nilpotent, one calls X H (ξ) a nilpotent Hessenberg variety.
The following relationship between adjoint orbits and Hessenberg varieties will help to give context for the Hessenberg varieties studied in this manuscript.
Lemma 1.
If ξ, η ∈ g belong to the same G-orbit, then X H (ξ) and X H (η) are isomorphic as varieties.
Proof. By assumption η = Ad g (ξ) for some g ∈ G. Note that left-multiplication by g defines an isomorphism from G H (ξ) to G H (η). This isomorphism is B-equivariant for the right-multiplicative action of B. Hence, the quotients G H (ξ)/B = X H (ξ) and G H (η)/B = X H (η) are isomorphic.
Fix a non-zero vector in the highest root space, e θ ∈ g θ \ {0}, and consider the nilpotent Hessenberg variety X H (e θ ). Noting that e θ belongs to the minimal nilpotent orbit O min of G, Lemma 1 implies that X H (ξ) ∼ = X H (e θ ) for all ξ ∈ O min . In this sense, X H (e θ ) is precisely the Hessenberg variety arising from the minimal nilpotent orbit.
Letting the Hessenberg subspace H vary, the X H (e θ ) constitute an interesting family of subvarieties of G/B. With respect to inclusion, the largest and smallest are X g (e θ ) and X b (e θ ), respectively. The former is easily seen to be G/B itself, while the latter is the Springer fibre above e θ . In particular, X H (e θ ) is sometimes singular and reducible.
To obtain additional examples, we will need to recall a concrete description of Hessenberg varieties in type A.
Examples in Type
A. Suppose that G = SL n (C) with n ≥ 2, and that T are B are the subgroups of diagonal and upper-triangular matrices in SL n (C), respectively. For distinct i, j ∈ {1, 2, . . . , n}, t i − t j shall denote the root
The highest root is then given by is a choice of highest root vector. Now, suppose that H ⊆ sl n (C) is a Hessenberg subspace. There exists a unique weakly increasing function h : {1, 2, . . . , n} → {1, 2, . . . , n} with j ≤ h(j) for all j, such that
Noting that (4) defines a bijective correspondence between the Hessenberg subspaces H and all such functions h, one calls these functions Hessenberg functions. We will represent a Hessenberg function h by listing its values, so that h = (h(1), h(2), . . . , h(n)). Consider the variety Flags(C n ) of full flags
One has the usual variety isomorphism
Let us use (6) to describe X H (e θ ) in the case where n = 3 and h = (2, 3, 3). Indeed, we have
Letting {e 1 , e 2 , e 3 } denote the standard basis of C 3 , it is straightforward to see that each V • ∈ X H (e θ ) must satisfy V 1 ⊆ span{e 1 , e 2 } or e 1 ∈ V 2 . Let X 1 and X 2 denote the subvarieties of X H (e θ ) defined by these respective conditions, so that X H (e θ ) = X 1 ∪ X 2 . Note that completing V 1 ⊆ span{e 1 , e 2 } to an element V • ∈ X H (e θ ) is equivalent to specifying a 2-dimensional subspace V 2 containing V 1 . Also, completing a V 2 containing e 1 to V • ∈ X H (e θ ) amounts to specifying a 1-dimensional subspace V 1 contained in V 2 . From these observations, we see that each of X 1 and X 2 is isomorphic to P 1 ×P 1 . The intersection of these subvarieties is seen to be two copies of P 1 which themselves intersect in a single point.
In Section 5.4, we will study the above-mentioned example as a GKM variety (see Figure 10 ).
3. THE EQUIVARIANT GEOMETRY OF X H (e θ ) 3.1. Algebraic Group Actions on X H (e θ ). In contrast to a general nilpotent Hessenberg variety, X H (e θ ) is a union of Schubert varieties. Equivalently, we have the following proposition (cf. [31] , Proposition 4.1).
Proposition 2. The variety X H (e θ ) is invariant under the action of B on G/B.
Proof. It suffices to prove that G H (e θ ) is invariant under left-multiplication by elements of B. To this end, suppose that b ∈ B and g ∈ G H (e θ ). We have
Since e θ belongs to the highest root space, Ad b −1 (e θ ) is a scalar multiple of e θ . Hence, Ad g −1 (Ad b −1 (e θ )) is a scalar multiple of Ad g −1 (e θ ), and therefore in H.
As a consequence of Proposition 2, X H (e θ ) carries an action of the maximal torus T . Properties of this T -action will play an essential role in proving the main results in this paper. The first such property is a description of the T -fixed point set X H (e θ )
T . To this end, recall that the T -fixed points of G/B are enumerated by the bijection
Recalling the definition of the Hessenberg roots ∆ H (see (1)), we have the following description of X H (e θ )
T .
Proposition 3.
The T -fixed points of X H (e θ ) are given by
Proof. Suppose that w ∈ W is represented by g ∈ N G (T ), so that x w = [g] ∈ G/B. Hence, x w ∈ X H (e θ ) if and only if g = hb for some h ∈ G H (e θ ) and b ∈ B. Since G H (e θ ) is invariant under right-multiplication by elements of B, this is equivalent to the condition that g ∈ G H (e θ ). Equivalently, Ad g −1 (e θ ) ∈ H, which is precisely the statement that w
For example, suppose that G = SL n (C) and that T ⊆ SL n (C) and B ⊆ SL n (C) are the maximal torus and Borel subgroup considered in 2.3, respectively. Recall that W = S n and let h : {1, 2, . . . , n} → {1, 2 . . . , n} be a Hessenberg function corresponding to H ⊆ sl n (C). Since the highest root is as given in (3), Proposition 3 implies that x w ∈ X H (e θ )
T if and only if the root space of w −1 θ := t w −1 (1) − t w −1 (n) belongs to H. Noting that this root space is spanned by the matrix with entry 1 in position (w −1 (1), w −1 (n)) and all other entries 0, our characterization becomes
This condition can be visualized in terms of the one-line notation 3 for w ∈ S n . Letting i and j be the positions of 1 and n in the one-line notation for w respectively, the condition (8) becomes equivalent to i ≤ h(j) (ie. h determines the amount by which the position of 1 can exceed that of n in the one-line notation).
3.2. The Euler Number of X H (e θ ). This section addresses the computation of |X H (e θ )
T |, the Euler number of X H (e θ ). More precisely, we give a general formula for |X H (e θ ) T | and then specialize it to cases in which one can be more explicit.
To begin, Proposition 3 implies that
Since W preserves the set of long roots ∆ long ⊆ ∆, (9) becomes
where ∆ long,H := ∆ long ∩ ∆ H . Noting that W acts transitively on ∆ long , we have |{w ∈ W : wθ = α}| = |{w ∈ W : wθ = θ}| = |W| |∆ long | for all α ∈ ∆ long,H . Hence, (10) becomes Proposition 4.
We now specialize (11) to some particularly tractable cases. Firstly, (11) is seen to imply that the Springer fibre X b (e θ ) contains exactly one-half of the T -fixed points in G/B.
Corollary 5.
The Euler number of our Springer fibre X b (e θ ) is given by
Proof. Since the number of positive long roots coincides with the number of negative long roots, we see that
|∆ long |. The formula (12) then follows from (11).
Our second specialization of (11) is to the simply-laced case, in which ∆ long = ∆ and ∆ long,H = ∆ H . Hence, |∆ long | = dim(g) − rank(g) and |∆ long,H | = dim(H) − rank(g), so that (11) reads as Corollary 6. In the simply-laced case, we have
3.3. The Codimension of X H (e θ ). Let us write Π = {α 1 , α 2 , . . . , α n }, and let Π i := Π − {α i } for i ∈ {1, 2, . . . , n}. Denote by P i ⊆ G the maximal parabolic subgroup corresponding to Π i ⊆ Π. Also, let W P i ⊆ W be the subgroup generated by the simple reflections s α k for k = i.
Proof. Note that θ = n k=1 m k α k with m k > 0 for k ∈ {1, 2, . . . , n}. Also, recall that we have (14) s
If w ∈ W P i and we write w
θ is a root, this shows it to be a positive root.
Proposition 8. For any maximal parabolic subgroup
Proof. Lemma 7 implies that w −1 θ ∈ ∆ H for any w ∈ W P i , which by Proposition 3 means that x w ∈ X H (e θ )
T . Since we have P i /B = w∈W P i BwB/B and X H (e θ ) = xw∈X H (e θ ) T BwB/B,
This proposition has interesting implications for the codimension of X H (e θ ) in G/B. Indeed, when G = SL n (C), a suitable choice of maximal parabolic P i gives (by Proposition 8)
Hence, the complex codimension of X H (e θ ) in Flags(C n ) is at most n−1 when G = SL n (C). Finally, in all Lie types, it is known that the codimension of X b (e θ ) in G/B is equal to half the dimension of the minimal nilpotent orbit O min (cf. [4] , Corollary 3.3.24, which is based on [25] ). Since dim C (O min ) = 2h ∨ − 2 (see [32] , Theorem 1) 4 , we have
For a general Hessenberg subspace H, the inclusion X b (e θ ) ⊆ X H (e θ ) gives
POINCARÉ POLYNOMIALS AND IRREDUCIBLE COMPONENTS
4.1. Poincaré Polynomials in Type A. We now compute the Poincaré polynomial P H (t) of X H (e θ ) when G = SL n (C). Accordingly, we shall assume all notation to be as in 2.3. Consider an n × n grid of boxes, and let (i, j) denote the box in row i and column j. If H ⊆ sl n (C) is a Hessenberg subspace with Hessenberg function h, we shall call the stair-shaped sub-grid
the Hessenberg stair shape. One identifies it by drawing a line in the n × n grid such that the sub-grid consists precisely of the boxes lying above the line. 
The number q H (i) is easily computed in practice. One starts with the rightmost box in row #2, moves i boxes to the left, and then draws the longest possible diagonal line segment passing through the current box and not passing through a box in row #1. The number of boxes meeting this line segment is precisely q H (i).
The following figure illustrates the computation of q H (2) in the case n = 5 and h = (2, 4, 5, 5, 5).
The computation of q H (2) when h = (2, 4, 5, 5, 5) and n = 5.
As per Definition 9, one begins by drawing the diagonal line segment connecting (2, 3) and (4, 5). Since this segment meets exactly 3 boxes, we have q H (2) = 3.
It will be convenient to consider the polynomial
As is the case with its coefficients, this polynomial can be computed diagrammatically via the Hessenberg stair shape. One simply fills each box involved in the computation of q H (i) with t 2i , and then sums the resulting terms. The following figure illustrates this procedure.
← j ↓ k t FIGURE 3. The computation of q H (t) for n = 5 and h = (2, 4, 5, 5, 5). One has q H (t) = 1 + 2t 2 + 3t 4 + 4t 6 + 4t 8 + 2t 10 .
While q H (t) is not itself the Poincaré polynomial of X H (e λ ), we have the following proposition.
Proposition 10. The Poincaré polynomial P H (t) of X H (e θ ) is given by
Proof. Since X H (e θ ) is a union of Schubert cells, the type A fixed point criterion (8) implies that
Writing j = w −1 (n) and k = w −1 (1), we have
which can be explained as follows. In the one-line notation for w, if the position of 1 is to the left of the position of n (so 1 ≤ k ≤ j − 1), then 1 has k − 1 inversion pairs and n has n − j inversion pairs. If the position of 1 is to the right of the position of n (so j + 1 ≤ k ≤ h(j)), then 1 has k − 1 inversion pairs (including the pair (n, 1)) and n has n − j − 1 inversion pairs (except for the pair (n, 1), which is already counted). Now, note that
as each polynomial is the Poincaré polynomial of Flags(C n−2 ). Hence, a direct computation gives
and the claim follows.
Recall that for n = 5 and h = (2, 4, 5, 5, 5), we have q H (t) = 1+2t 2 +3t 4 +4t 6 +4t 8 +2t 10 . In this case, Proposition 10 yields the Poincaré polynomial
On another note, since h = (1, 2, . . . , n) corresponds to the Hessenberg subspace b, we obtain the following specialization of Proposition 10.
Corollary 11. The Poincaré polynomial of our Springer fiber X b (e θ ) is given by
Additionally, Proposition 10 allows one to deduce the following combinatorial formula for dim C (X H (e θ )).
Corollary 12. The dimension of X H (e θ ) is given by
dim C (X H (e θ )) = 1 2 (n − 1)(n − 2) + max {h(j) − j | j = 1, . . . , n}.
Irreducible Components in Type ADE.
We now examine the irreducible components of X H (e θ ). As one might expect, these are precisely the maximal Schubert varieties X(w) := BwB/B contained in X H (e θ ).
Lemma 13. The irreducible components of X H (e θ ) are the Schubert varieties X(w) for the maximal w ∈ W satisfying w −1 θ ∈ ∆ H .
Proof. By Proposition 1.5 of [16] , our task is to prove the following two statements.
(i) The variety X H (e θ ) is a union of the X(w) for the maximal w ∈ W satisfying w −1 θ ∈ ∆ H .
(ii) If w 1 = w 2 are two such maximal elements, then neither X(w 1 ) ⊆ X(w 2 ) nor X(w 2 ) ⊆ X(w 1 ) holds. Since X H (e θ ) is a union of Schubert varieties (see Proposition 2), one for each T -fixed point in X H (e θ ), Proposition 3 allows us to write (15) X H (e θ ) =
Furthermore, as u ≤ v if and only if X(u) ⊆ X(v), (15) still holds if the union is taken only over the maximal w ∈ W satisfying w −1 θ ∈ ∆ H . Hence, (i) is true. Of course, the fact u ≤ v ⇐⇒ X(u) ⊆ X(v) also implies that (ii) is true.
Let us assume G to be of type ADE. For β ∈ ∆, Lemma 4.4 of [31] allows one to consider the unique maximal w β ∈ W for which w −1 β θ = β. In other words,
Note that if w −1 θ ∈ ∆ H , then w ≤ w β for some β ∈ ∆ H (e.g. take β = w −1 θ). It follows that the maximal elements of {w ∈ W | w −1 θ ∈ ∆ H } (the set discussed in Lemma 13) are precisely the maximal elements of (17) Ω H := {w β : β ∈ ∆ H }.
Using Lemma 13, it follows that the maximal elements of Ω H label the irreducible components of X H (e θ ). However, Ω H may still contain non-maximal elements, and the determination of its maximal elements will involve a few properties of the w β . 
In order to refine (2), we will need the following two results.
Proof. Since (w α s α ) −1 θ = −α, the maximality of w −α implies that
Furthermore, as (w α s α )α = −θ ∈ ∆ − , we have
By combining (18) and (19), we obtain the desired result.
Corollary 17.
If α ∈ Π and γ ∈ ∆ − , then w γ ≮ w α .
Proof. If w γ < w α , then Lemma 16 implies that w γ < w −α . Proposition 14 then yields −α < γ, which is impossible.
In light of the above, we have the following improved description of the maximal elements of Ω H :
(1) w α , where α ∈ Π and w α ≮ w γ for all γ ∈ ∆ − H (2) w γ , where γ is a minimal element of ∆ − H . Remembering that the maximal elements of Ω H label the irreducible components of X H (e θ ), we have the following immediate corollary.
Corollary 18. If γ is a minimal element of
Using (1) and (2), the next section gives a combinatorial enumeration of the maximal elements of Ω H (and therefore also the irreducible components of X H (e θ )) in Lie type A n−1 . 5 Strictly speaking, Corollary 15 gives the following different-looking description of the maximal w α 's: w α , where α ∈ Π and w α ≮ w γ for all minimal γ ∈ ∆ − H . However, by appealing to Proposition 14, one sees that this is equivalent to the description we have given.
Complete Description of the Irreducible Components in Type
and assume all notation to be as presented in 2.3 and 4.1. For β = t i − t j ∈ ∆, (3), (8) , and (16) imply that w β ∈ S n is the longest permutation satisfying w β (i) = 1 and w β (j) = n. If α = t j−1 − t j is a simple root, we have w α (j − 1) = 1 and w α (j) = n, i.e. the one-line notation for w α is w α = · · · 1 n · · · where 1 is in the (j − 1)-st position, n is in the j-th position, and the rest of the ordered sequence w α (1), . . . , w α (j − 2), w α (j + 1), . . . , w α (n) is given by n − 1, n − 2, . . . , 3, 2. For γ = t k − t ℓ (k > ℓ) a negative root, the one-line notation for w γ is
where n is in the ℓ-th position and 1 is in the k-th position. Continuing with our specialization to type A n−1 , we will need to introduce the modified Hessenberg function and the modified Hessenberg stair shape. To this end, let h be the Hessenberg function corresponding to the Hessenberg subspace H ⊆ sl n (C). We define a function h : {1, 2, . . . , n} → {1, 2, . . . , n} by (20) h
and we call h the modified Hessenberg function. Note that while h is weakly increasing, it might not be an honest Hessenberg function.
As with a Hessenberg function, one can consider the stair-shaped sub-grid
called the modified Hessenberg stair shape (see Figure 4) . 
if and only if k ≤ h(ℓ).
Proof. The condition t k − t ℓ ∈ ∆ − H is equivalent to g α ⊂ H, where α = t k − t ℓ . Also, the latter condition is equivalent to k ≤ h(ℓ) via the correspondence (4) between Hessenberg functions and Hessenberg subspaces. Thus it suffices to show that for k > ℓ, the condition k ≤ h(ℓ) is equivalent to k ≤ h(ℓ).
Suppose that k ≤ h(ℓ). Since h(ℓ) ≤ h(ℓ) (by the definition of h), we have k ≤ h(ℓ).
Conversely, if k ≤ h(ℓ), then the assumption k > ℓ gives h(ℓ) > ℓ. In other words, h(ℓ) ≥ ℓ + 1, implying that h(ℓ) = h(ℓ). We thus have k ≤ h(ℓ). Proof. If h(j) = j, then in particular h(j) = j − 1. The definition (20) then implies h(j) = h(j) = j. Now, (20) and h(j) = j − 1 also imply that the two conditions h(j − 1) = j − 1 and h(j) = j cannot hold simultaneously. We therefore have h(j − 1) = j − 1, which together with j − 1 ≤ h(j − 1) ≤ h(j) = j implies h(j − 1) = j. So we have both h(j − 1) = j and h(j) = j, and it follows that (i, j) cannot be a corner.
Lemma 22.
For a simple root α = t j−1 − t j (2 ≤ j ≤ n), we have that (j − 1, j) is a corner of the modified Hessenberg stair shape if and only if w α < w γ for all γ ∈ ∆ − H . Proof. To begin, assume that (j − 1, j) is a corner. By definition, we have h(j) = j − 1. Suppose in addition that there exists γ = t k − t ℓ ∈ ∆ − H satisfying w α < w γ . Remembering the descriptions of w α and w γ from the beginning of this section, we have the following three cases.
(i) j < ℓ :
(ii) ℓ ≤ j and j − 1 ≤ k :
(iii) k < j − 1 :
Case (i) cannot occur, since transposing n to its right is a length-decreasing process. Similarly, Case (iii) cannot occur, since transposing 1 to its left is length-decreasing. Hence, we must have ℓ ≤ j and j − 1 ≤ k. However, as t k − t ℓ is a negative root, one of these inequalities is strict. Hence, by Lemma 19
It follows that j − 1 = k, so that ℓ < j is our strict inequality. However, since (j − 1, j) is a corner, we have that h(j − 1) < h(j). Hence, our inequality ℓ < j implies that h(ℓ) < h(j). This contradicts (21) , completing the first half of our proof.
We now prove the converse. Suppose that there is no γ ∈ ∆ − H satisfying w α < w γ . We claim that h(j − 2) = j − 2, h(j − 1) = j − 1, and h(j) = j, with the convention h(0) := 0. The first of these can be proved as follows. Since the case of j = 2 is clear, we can assume j ≥ 3. If h(j−2) ≥ j−1, then γ := t h(j−2) −t j−2 = t h(j−2) −t j−2 is a negative Hessenberg root by Lemma 19 , and w α < w γ since we are in Case (ii). So h(j − 2) = j − 2 follows. The same argument proves h(j − 1) = j − 1 and h(j) = j. Now from the definition of h, we obtain h(j − 1) = j − 2 and h(j) = j − 1.
Hence (j − 1, j) is a corner of the modified Hessenberg stair shape. Now, recall the definition of Ω H from (17), as well as the description of the maximal elements of Ω H given at the end of 4.2. With these considerations in mind, Lemma 22 may be restated in the following way: If α = t j−1 − t j is a simple root, then w α is a maximal element of Ω H if and only if (j − 1, j) is a corner of the modified Hessenberg stair shape. This is consistent with the following more complete description of the maximal elements of Ω H in type A. We remind the reader that a corner of the modified Hessenberg stair shape cannot lie on the diagonal (see Lemma 21) .
Proposition 23. For β = t i − t j ∈ ∆, w β is a maximal element of Ω H if and only if (i, j) is a corner of the modified Hessenberg stair shape.
Proof. To prove the backward implication, assume that (i, j) is a corner. We shall distinguish between the cases h(j) = j − 1 and h(j) = j − 1. In the former, (i, j) being a corner implies that i = h(j) = j − 1 (so j − 1 ≥ 1). In particular, β = t i − t j = t j−1 − t j is a simple root. Lemma 22 then implies that w β ≮ w γ for all γ ∈ ∆ − H . By the discussion at the end of 4.2, w β is a maximal element of Ω H .
For our second case, suppose that h(j) = j − 1. Since (i, j) is a corner, Lemma 21 implies that h(j) > j. Again, since (i, j) is a corner, i = h(j). In particular, i > j and t i − t j is a negative Hessenberg root. As (i, j) is a corner with i > j, an application of Lemma 19 establishes that t i − t j is a minimal element of ∆ − H . The discussion at the end of 4.2 then shows that w β is a maximal element of Ω H .
We now prove the forward implication. Firstly, assume that β = t i − t j is simple (so i = j − 1). By Lemma 22, (i, j) = (j − 1, j) is a corner of the modified Hessenberg stair shape.
Secondly, assume that β = t i − t j is a minimal element of ∆ − H (so i > j ≥ 1). We have h(j) = i, since t h(j) − t j would otherwise be a strictly less than t i − t j . A similar argument establishes that h(j − 1) < h(j) must also hold, so that (i, j) is a corner.
As noted earlier, the irreducible components of X H (e θ ) correspond to the maximal elements of Ω H . Noting that these maximal elements are described in Proposition 23, the following theorem gives the irreducible components of X H (e θ ) in Lie type A n−1 Theorem 24. In type A n−1 , there is a bijective correspondence between the set of corners of the modified Hessenberg stair shape and the set of irreducible components of X H (e θ ) given by
where w j is the longest permutation satisfying w j (h(j)) = 1 and w j (j) = n.
Let us implement Theorem 24 in the context of a specific example. Indeed, recall that Figure 4 includes the modified Hessenberg stair shape determined by h = (2, 2, 3, 5, 6, 6, 7, 8) when n = 8. The corners are (2, 1), (5, 4), (6, 5) , and (7, 8) , as is indicated in the following diagram. 
GKM THEORY ON X H (e θ )
We devote this section to the construction and examination of a GKM variety structure (see [12] ) on X H (e θ ). Let us begin by reviewing the relevant parts of GKM theory.
5.1. Brief Review of GKM Theory. Let X be a complex projective variety acted upon algebraically by T , where T is the maximal torus fixed in 2.1. One calls X a GKM variety when the following conditions are satisfied.
(i) X T is finite. (ii) X has finitely many one-dimensional T -orbits.
for some non-zero weight α ∈ X * (T ).
6
(iv) X is T -equivariantly formal, meaning that the spectral sequence of the natural fibration X → X T → BT collapses on its second page. Let us assume this to be the case. Now, write X T = {x 1 , x 2 , . . . , x n } with x i = x j for i = j. Suppose that i = j and that x i , x j ∈ Y ij for some one-dimensional T -orbit Y ij ⊆ X. In this case, we shall write i ↔ j. Note that Y ij is acted upon by T with some non-zero weight α ij ∈ X * (T ), as in (iii). The restriction map
is injective, and its image is precisely
The image description (22) is naturally encoded in an edge-labelled graph, called the GKM graph of X. This graph has vertex set {1, 2, . . . , n}, with i and j connected by an edge if and only if i ↔ j as defined above. In this case, the edge in question is given the label α ij .
7
At a later stage, it will be convenient to have the following definition at our disposal.
Definition 25. A closed subvariety Z ⊆ X is called a GKM subvariety if Z is T -invariant and is itself a GKM variety with respect to the T -action. Equivalently, Z is a GKM subvariety if Z is T -invariant and T -equivariantly formal.
We note that if Z ⊆ X is a GKM subvariety, the GKM graph of Z is canonically a sub-(labelled) graph of the GKM graph of X.
5.2.
The GKM Graph of G/B. It will be advantageous to briefly review the GKM variety structure on G/B with its usual T -action. Having presented (G/B)
T in (7), it just remains to describe the one-dimensional T -orbits in G/B. Given α ∈ ∆ + , denote by SL 2 (C) α ⊆ G the root subgroup with Lie algebra g −α ⊕ [g −α , g α ] ⊕ g α ⊆ g. We define Y e,α to be the SL 2 (C) α -orbit of x e in G/B, where e ∈ W is the identity element. For an arbitrary element w ∈ W, write w = [g] for g ∈ N G (T ). We define Y w,α to be the left g-translate of Y e,α , namely Y w,α := gY e,α .
This T -invariant closed subvariety of G/B is isomorphic to P 1 . Also,
while Y w,α \ {x w , x wsα } is a one-dimensional T -orbit. In fact, it is known that every onedimensional T -orbit in G/B is of this form. In light of the above, the GKM graph of G/B has vertex set W, and there is an edge connecting w, w ′ ∈ W if and only if w ′ = ws α for some α ∈ ∆ + . The edge connecting w and ws α is then seen to be labelled with the weight wα. In other words, the image of
In the interest of examples to be considered later, let us construct the GKM graph of the flag variety of G = SL 3 (C). Let T ⊆ SL 3 (C) and B ⊆ SL 3 (C) be the maximal torus of diagonal matrices and the Borel of upper-triangular matrices, respectively. The positive roots are given by α 1 := t 1 − t 2 , α 2 := t 2 − t 3 , and α 3 := t 1 − t 3 . Note that W = S 3 , and that in one-line notation, s α 1 = 2 1 3, s α 2 = 1 3 2, and s α 3 = 3 2 1. Hence, the GKM graph of SL 3 (C)/B ∼ = Flags(C 3 ) is as follows. 5.3. The GKM Graph of X H (e θ ). Since Proposition 2 shows X H (e θ ) to be a union of Schubert cells, this variety has trivial cohomology in odd grading degrees. It follows that X H (e θ ) is T -equivariantly formal (see [12] , Section 14), and hence a GKM subvariety of G/B. Accordingly, we will describe H * T (X H (e θ )) by exhibiting the GKM graph of X H (e θ ) as a subgraph of the GKM graph of G/B. Noting that the vertices of our subgraph have been determined by Proposition 3, we need only determine the edges. For this latter part, we will need to briefly discuss root strings.
If α, β ∈ ∆ are roots, one has the root string
If p, q ∈ Z are maximal for the properties β + pα ∈ S(β, α) and β − qα ∈ S(β, α), respectively, then S(β, α) = {β + nα : −q ≤ n ≤ p} and
(see Proposition 2.29 of [20] ). The relevance of root strings to our present work is captured by the following lemma.
Lemma 26.
If w ∈ W and α ∈ ∆ + are such that x wsα ∈ X H (e θ ) T , then
Proof. First note that either α ∈ w −1 ∆ + or −α ∈ w −1 ∆ + . Since that S(w −1 θ, α) = S(w −1 θ, −α), we may assume that α ∈ w −1 ∆ + (ie. that wα ∈ ∆ + ). Noting that θ is the highest root, (24) implies that S(θ, wα) = {θ − n(wα), θ − (n − 1)(wα), . . . , θ − wα, θ}
. Acting on the above string by w −1 , we see that S(w −1 θ, α) is given by
The lowest root in this string is w −1 θ − nα = s α (w −1 θ). Also, applying Proposition 3 to the condition x wsα ∈ X H (e θ )
T gives
Since H is b-invariant, repeated bracketing with g α ⊆ b establishes that the root space of each root in S(w −1 θ, α) lies in H. This completes the proof.
Theorem 27. The GKM graph of X H (e θ ) is a full subgraph of the GKM graph of G/B.
Proof. Equivalently, we claim that if w ∈ W and α ∈ ∆ + are such that x w , x wsα ∈ X H (e θ ) T , then Y w,α ⊆ X H (e θ ). To this end, fix a representative g ∈ N G (T ) of w, and let N −α denote the connected closed subgroup of SL 2 (C) α with Lie algebra g −α . Note that Y e,α = N −α x e , the closure of the N −α -orbit through x e . We therefore have
Since X H (e θ ) is a closed subvariety of G/B, proving that (gN −α )x e ⊆ X H (e θ ) will establish that Y w,α ⊆ X H (e θ ). To prove the former, it will suffice to establish that gh ∈ G H (e θ ) for all h ∈ N −α , namely Ad (gh) −1 (e θ ) ∈ H.
Suppose that h ∈ N −α . Writing Ad g −1 (e θ ) = e w −1 θ ∈ g w −1 θ and h = exp(ξ) for ξ ∈ g −α , we obtain (25) Ad
k (e w −1 θ ) = 0, then it belongs to a root space for a root in S(w −1 θ, α). Hence, (25) implies that
By Lemma 26, it follows that Ad (gh) −1 (e θ ) ∈ H.
Remark. Using Carrell's results [3] , which show the GKM graph of a Schubert variety to be a full subgraph of the GKM graph of G/B, one can write an alternative proof of Theorem 27.
Combining Proposition 3 and Theorem 27, one finds the image of the restriction map
f w − f wsα is divisible by wα for α ∈ ∆ + and w ∈ W satisfying w −1 θ ∈ ∆ H and (ws α )
5.4. GKM Graphs of X H (e θ ) in Type A 2 . By Theorem 27, finding the GKM graph of X H (e θ ) amounts to determining its T -fixed points. With this in mind, suppose that G = SL 3 (C) and that T ⊆ SL 3 (C) and B ⊆ SL 3 (C) are the maximal torus and Borel considered in 2.3, respectively. Recall that W = S 3 and let h : {1, 2, 3} → {1, 2, 3} be a Hessenberg function corresponding to H ⊆ sl 3 (C).
The possible Hessenberg functions are (1, 2, 3), (1, 3, 3), (2, 2, 3), (2, 3, 3) , and (3, 3, 3). By applying (8) , one determines the T -fixed points for each corresponding variety X H (e θ ). Noting that Theorem 27 then determines the GKM graph of each variety as a subgraph of Figure 6 , the following are the GKM graphs of all the X H (e θ ) in type A 2 . , where H * denotes Borel-Moore homology (see [10] ); for a closed embedding of a topological space Y into some Euclidean space R m , the Borel-Moore homology H i (Y), which is defined up to isomorphism, is given by H m−i (R m , R m \ Y). The vertical maps in (26) are the maps induced by the inclusion X H (e θ ) ֒→ G/B, and the horizontal isomorphisms are the ones described in 6.10.14 of [26] . So what we need check is that the induced map H * (X H (e θ )) → H * (G/B) is injective. To this end, consider the subsets It is therefore equal to the product of the weights occurring in (37), which we now determine. To this end, as wBw −1 is the G-stabilizer of x w and has Lie algebra wb, we have isomorphisms 
