This work presents an analysis of the performances for four different implementations used to compute laser speckle contrast on images. Laser speckle contrast is a widely used imaging technique for biomedical applications. These implementations were tested using synthetic laser speckle patterns with different resolutions, speckle sizes, and contrasts. From the applied methods, three implementations are already known in the literature. A new alternative is proposed herein, which relies on two-dimensional convolutions, in order to improve the image processing time without compromising the contrast assessment. The proposed implementation achieves a processing time two orders of magnitude lower than the analytical evaluation. The goal of this technical manuscript is to help the developers and researchers in computing laser speckle contrast images.
INTRODUCTION
Laser speckle is an interference phenomenon that occurs when coherent light is used to illuminate a sample. This interference is characterized by the visualization of bright and dark spots which are called speckles (Briers et al., 2013) . Figure 1 shows an example of a laser speckle image. The bright and dark spots can vary in size and shape, depending on the used sample, coherent light source and imaging system. This image has been sensitized using the algorithm detailed in (Kirkpatrick et al., 2007) and presents a situation with a speckle size of 8 pixels per speckle.
The laser speckle effect is widely used in biomedical applications as a tool to assess the blood perfusion (Briers et al., 2013) . Its utilization fall from the idea that, when a moving scatterer is presented in the analysed sample, the speckle pattern will change over time. The temporal speckle variations encode information that can be related with the velocity of the dynamic scatterers. The analysis of laser speckle patterns over time is called dynamic laser speckle (Vaz et al., 2016a) .
Normally, a two-dimensional imaging system, with finite exposure time, is used to record these speckle patterns along time resulting in a video structure. This information can be analysed by different ways. On one hand, these changes can be identified by comparing two consecutive speckle patterns. On the other hand, the speckle pattern can be analysed by computing its contrast using a method often called Laser Speckle Contrast Imaging (LSCI) (Draijer et al., 2009) . The pattern contrast is related with the movement of the scatterers present in the sample. Faster scatterers mean faster image decorrelation leading to lower contrast (Briers and Webster, 1996) .
When this technique is applied to biomedical samples, like cerebral tissue, the moving scatterers are mainly the red blood cells. As a consequence of the speckle behaviour, the contrast of the laser speckle pattern can be related with the tissue blood perfusion (Vaz et al., 2016b) . The speckle contrast is usually computed in smaller regions of interest (ROI's) in order to achieve a two-dimensional contrast map. Laser speckle is able to produce two-dimensional perfusion maps in real-time (Humeau-Heurtier et al., 2013 ) and with frame rates above 100 frames per second (Tom et al., 2008) at a fair cost.
Speckle contrast can be computed using three different algorithms (Vaz et al., 2016b) : the first one uses a spatial-based contrast computation, the second one uses a temporal-based computation and, finally, the last one combines the two previous families. LSCI is used as a clinical and research tool in many different types of tissues and diseases. Most of the blood flow analyses performed with LSCI are related with highly vascularized tissues, like cerebral tissues (Kazmi et al., 2015) , retinal tissues (Cheng and Duong, 2007) and hepatic tissues (Sturesson et al., 2013) . However, more recently, the assessment of low vascularized tissues, like the skin, became also a major field of the application of LSCI (Humeau-Heurtier et al., 2013; Roustit et al., 2010) . In this type of samples, studies on disorders like systemic sclerosis (Ruaro et al., 2013) , port wine stains (Huang et al., 2009 ) and wound healing (Rege et al., 2012) have been performed using laser speckle imaging methods.
In this work, we propose to test the performance of a set of spatial-based contrast implementations. We will focus on this family because it is the most often used. When computing the contrast spatially a small two-dimensional ROI is used on the raw images. This ROI is translated along the laser speckle image (LS image) in the horizontal and vertical directions, generally without overlapping. Figure 2 presents an illustration of the spatial contrast algorithm.
The ROI is usually defined as a square of 3×3 (Pericam PSI documentation (Perimed AB, 2015) ), 5×5 or 7×7 pixels (Draijer et al., 2009 ). The contrast is computed using the fundamental equation K = σ(I)/ I where σ(I) represents the standard deviation of the intensity and I the mean intensity within the ROI (Briers and Webster, 1996) .
When online applications are necessary, or large images are analysed, computational speed is a key factor. The goal of this work is to explore different spatial contrast implementations in order to determine which one can achieve the best performance. This paper will aid researchers to select the suitable implementation depending on their requirements and to
Figure 2: Schematic of spatial contrast algorithm. The blue square symbolizes a 3×3 ROI. Its contrast value is associated with the raw image pixel (i,j). This ROI is translated along the lines and columns of the speckle image. The red lines correspond to boundary regions where contrast determination requires padding. Adapted from (Vaz et al., 2016b) with authors permission.
enlarge their implementations possibilities. MATLAB R has been selected as a tool to test the different algorithm implementations. MATLAB R is a mathematical computing software, widely used in research for signal processing due to its rapid learning curve and large range of pre-implemented functions. The selected implementations, used to compute speckle contrast, correspond to methods presented in the literature (Steimers et al., 2016) . Some implementations correspond to works previously performed (Duncan and Kirkpatrick, 2008; Steimers et al., 2016) and one corresponds to a novel implementation (subsection 2.4).
The performance results should be taken as specific for these experimental conditions, however these conclusions might be applied for other software and hardware platforms. The different implementations were tested using synthetic LS images produced using the method presented by Kirkpatrick et al. (Kirkpatrick et al., 2007) .
METHODS
Four different implementations were developed in MATLAB R2016a-64 bits. The first one corresponds to an analytical evaluation of the contrast equation and was used as a reference. The second one is based on image filtering (Duncan and Kirkpatrick, 2008) . The third one relies on a moving sums (Steimers et al., 2016) . The fourth one uses convolution. The processing time of each implementation was analysed using different LS images and different ROI sizes.
LS images were synthesized with resolutions of 320×240, 640×480, and 1024×768 pixels and speckle sizes of 4, 8, 16, and 32 pixels. The applied ROI's have been defined as squares of 3×3, 5×5 or 7×7 pixels. For each resolution, 200 different random generated images were used, 50 for each speckle size, and the computation time was determined as mean ± standard deviation. The FLoating-point Operations Per Second (FLOPS) were not computed because this command is no longer available in MATLAB after version R13SP2.
These images were filtered with an average filter in order to uniform their contrast. Figure 3 shows the global contrast distribution of the 600 images that were analysed in this work. This contrast exceeds the maximum theoretical laser speckle contrast due to the nature of the synthesis algorithm (Duncan and Kirkpatrick, 2008) . None attempt has been made to correct this contrast overshoot in order to allow for other authors to follow the same protocol.
The first implementation (section 2.1) is based on the application of the contrast formula K = σ(I)/ I to compute the output data. The other three (sections 2.2, 2.3, and 2.4) are based on a modified formula which replaces the standard deviation by intensity sums (Steimers et al., 2016) :
where N is the number of summed points. While the standard equation requires to compute both the mean and standard deviation of the ROI, equation (1) only requires to sum the pixels of the LS image and of its square. With this new equation, the spatial-contrast algorithm can be implemented in an optimized way. The use of the modified contrast equation (Eq. (1)) presents a practical issue that should be discussed before its application. The square root operation can lead to imaginary values when its radicand is lower than 0. Rearranging the square root radicand we obtain that this equation is only valid if ∑ I 2 /(∑ I) 2 ≥ 1/N. This condition must be checked before the application of this equation.
Analytical Computation
The analytical computation corresponds to the direct application of the contrast equation in each ROI. The mean intensity and standard deviation in each ROI were computed using the functions std2 and mean2. The ROI was applied to the entire LS image without overlapping, by using two For cycles (one for the rows and the other for the columns). The application of this process results in a reduction of the original image resolution depending on the ROI size. This implementation was not optimized and has been used as the reference method.
Algorithm 1: Analytical computation.
Input: LS raw image (LSimage) and element size (ROIsize)
Output: Contrast image (cImage) for ii ← 1 to # of LSimage lines with ROIsize steps do for jj ← 1 to # of LSimage columns with ROIsize steps do ROI ← cut subimage with input size and the pixel center in the position (ii,jj) mean ← mean2(ROI) std ← std2(ROI) contrast ← std/mean cImage ← contrast is stored in the correct position of the cImage end for end for return cImage
Filtering Implementation
The filtering implementation consists in the application of two images filters to the LS image. A regular filter, imfilter, with a kernel equal to the ROI was applied in order to compute the LS image sum and LS image squared sum. These data were then used to evaluate Eq. (1). The original implementation has been performed using MATLAB R (Duncan and Kirkpatrick, 2008) . This implementation is detailed in pseudo-code in algorithm 2. 
Moving Sum Implementation
The moving sum implementation has been described in (Steimers et al., 2016) and (Tom et al., 2008) . The original algorithms were implemented in CUDA and C programming languages. Hence, an adaptation of this algorithm was implemented in MATLAB R . This implementation aims at computing the sums of Eq.
(1) by performing a moving sum within the lines of the LS image and a moving sum in the columns of the resultant matrix. The moving sum was achieved by using the movsum function. This implementation is described in pseudo-code in algorithm 3. Input: LS raw image (LSimage) and element size (ROIsize) Output: Contrast image (cImage) SumLines ← movsum(LSimage, ROIsize) for each line SumLines2 ← movsum(LSimage. * LSimage) for each line Sum ← movsum(movSumLines, ROIsize) for each column Sum2 ← movsum(movSumLines2, ROIsize) for each column cImage ← application of the sums equation for each point (Eq. 1) return cImage
Convolution Implementation
The two-dimensional convolution has been computed using conv2 MATLAB R function. With this method, equation (1) can easily be computed. Both sums were computed by performing a convolution of the LS raw image with a all-ones matrix with size equal to the ROI. conv2 uses the algorithm presented in equation (2). This MATLAB R function has also been tested against an equivalent method (convolution by fast Fourier transform) and presented the best results. This implementation is described in pseudo-code in algorithm 4.
Algorithm 4: CONVOLUTION.
Input: LS raw image (LSimage) and element size (ROIsize) Output: Contrast image (cImage) Kernel ← all-ones matrix with size equals to ROIsize Sum ← conv2(LSimage, Kernel) Sum2 ← conv2(LSimage. * LSimage, Kernel) cImage ← application of the sums equation for each point (Eq. 1) return cImage
PERFORMANCE RESULTS
The results were analysed in terms of image resolution and ROI size. All the tests were performed in a computer Toshiba Tecra S11-11G -i7 M620 @ 2.67GHz with 4GB RAM with Windows 10 Pro as operating system. The results (figure 4) show that the convolution implementation achieves the best performance in all the cases, followed by the filtering algorithm.
The results are summarized in figure 4 . In general, the computation time decreases when the image resolution decreases. Regarding the ROI size, the computation time decreases for the analytical implementation but slightly increases for the other methods when the ROI size increases. The analytical computation presents the poorest performance, for a long margin, in all the tested cases. This was an expected result because this implementation have not been optimized in any form while the other have.
The moving sum (section 2.3) achieved the worst performance among the optimized implementations followed by the filtering implementation (section 2.2). Finally, the convolution implementation has achieved the best results.
The convolution implementation achieved a computational time which is approximately 50% lower than the one of the moving sum algorithm and two orders of magnitude lower than the analytical algorithm. It also gives better results than the ones obtained with the implementation proposed by Duncan and Kirkpatrick (Duncan and Kirkpatrick, 2008 ) (filtering) due to the optimization of the MATLAB R function conv2. In this comparison, the performance improvement is more visible for smaller ROI. In the case of a ROI size equals to 3 × 3 pixels, the convolution algorithm achieved a computational time ≈26% lower than the filtering implementation.
All the optimized implementations present result of, at least, two orders of magnitude lower than the reference method (analytical). This result is explained by an absence of optimization of the analytical implementation.
CONCLUSION
Most papers using laser speckle imaging algorithm optimization are performed using graphic processing units (GPUs) (Liu et al., 2008) . However, implementation efficiency is highly dependent on the programming software used and can also be performed by dedicated hardware. For this reason, there is no gold standard implementation. Tom et al. (Tom et al., 2008) presented an important overview of several algorithms but applied to C programming language.
The proposed implementations, except for the analytical one, are able to compute the contrast map with overlapping ROI without increasing the computation time. Their application results in a contrast matrix with the same resolution as the original image (excluding the boundary constraints). The absence of overlapping is obtained by selecting the central point of each ROI.
In our conditions, the new proposed convolution algorithm achieves the best performance in all the tests. The convolution method is simple and is present in many image processing fields. The advantage of this implementation over complex methods is that high-performance FPGA-based implementations can be found in literature (Perri et al., 2005; Carlo et al., 2011) . Since the used hardware platform and programming style are extremely variable, this note should be used as a guideline for other implementations rather than as a rule.
