Real-time Internet traffic flow classification is important in managing network resources in accordance to Quality of Service (QoS) requirements. The centralized network's control in Software Defined Networking (SDN) provides a platform for Internet Service Provider (ISP) to perform specific actions on the classified flows through routing and scheduling. Though machine learning (ML) can be the alternative to Deep Packet Inspection (DPI) in classifying SDN traffic flows, several problems, such as classifier's accuracy, computational complexity, multi-class imbalanced data, and concept drift, need to be addressed in order to have a reliable solution. Therefore, this work has proposed a hybrid filter-wrapper feature selection (FS) algorithm, named Filter-Wrapper Feature Selection (FWFS). The algorithm selects robust features that represent minority classes and resistant to concept drift and is also computationally inexpensive by discarding irrelevant features before further processing with wrapper function. Based on the performance evaluation, the feature selection process of FWFS is computationally inexpensive; i.e. 59.6s, which produces a classifier with an overall accuracy of 98.9%. The result is better than state-of-the-art FS algorithm, Efficient Feature Optimization Approach (EFOA) which requires >400s to select features which can produced a classifier with 97.7% accuracy. In addition to the high overall accuracy, the classifier trained with features selected by FWFS has better F-measure values for each classes including minority classes; i.e. >0.8 in MULTIMEDIA and INTERACTIVE which consist only 0.15% and 0.03% instances, respectively, of the total 377,526 instances in the dataset. Furthermore, the classifier is stable and reliable for classifying new data; i.e. 98.7% accuracy for classifying new data and F-measure of more than 0.8 in every class. The classifier model will be embedded in the SDN-ISP traffic classification solution which provides insights for resource allocations and traffic scheduling in the network.
I. INTRODUCTION
Quality of Service (QoS) management requires accurate Internet traffic classification in order to manage network resources effectively. Port-based classification is no longer accurate as more applications are using dynamic port numbers or encrypted channels [1] . Though Deep Packet Inspection (DPI) is still widely being used, it is unable to classify encrypted traffic, highly computational and subject to data privacy [2] , [3] . Machine learning (ML) based traffic classifier has gained much attention from the research varies with the changes of time, locations and traffic types. To maintain the classifier's performance, the model should be updated over time by retraining it with the latest traffic data. However, this solution requires high computational cost as well as accurate detection of concept drift occurrences. The authors in [22] - [24] tackled this problem by selecting robust features while [25] - [27] focused on designing improved algorithms to ensure classifier's performance over a long period of time.
In this work, these problems will be addressed on the data level by proposing a hybrid feature selection (FS) algorithm. The proposed method selects robust features that cater majority and minority classes, and resistant to the concept drift. The algorithm is based on filter and wrapper method, referred as FWFS. Symmetrical uncertainty (SU) is the metric used to filter irrelevant features and a C4.5 wrapper will select the best feature subset as the final features. As a proof of concept, the proposed FS is used to select features from Cambridge Dataset [28] , which consist of 248 features and 377,526 instances. The reduced dataset is then used to train and test a classifier model. The experimental results show that the selected features by FWFS lead to higher classification accuracy and better F-measure for each class including the minority classes compared to other state-of-the-art FS. The model will be embedded in the SDN-ISP traffic classification solution which provides insights for resource allocations and traffic scheduling in the network.
The contributions of this work are as follows: 1) Proposed a hybrid filter-wrapper feature selection algorithm, named FWFS, which selects robust features for network traffic classification. 2) The proposed algorithm reduces the running time of C4.5 wrapper FS by more than 90%, but maintained its overall accuracy. 3) The proposed algorithm is able to identify features that represent minority classes in multi-class imbalanced dataset which improved the F-measure of minority class by 77% (MULTIMEDIA) compared to State-ofthe-art FS algorithm, Efficient Feature Optimization Approach (EFOA) [22] . 4) The proposed algorithm produces a stable classifier with 98.7% accuracy for classifying new data that has a gap of 12 months with the training data. In addition, its accuracy is comparable to transfer learning algorithm, TrAdaBoost [27] , an algorithm specifically designed to solve the concept drift. The remaining of the paper is organized as follows. Related work is discussed in Section II. The proposed method is presented in Section III. Performance evaluation is presented in Section IV and finally Section V conclude the work.
II. RELATED WORKS
Feature selection has been used as a tool to reduce data dimensionality by removing irrelevant and redundant features. The process can avoid performance degradation on unseen data as learning model prone to overfit with huge number of features [29] . The removal of irrelevant and redundant features will not lead to losing of discriminative information as irrelevant features does not have discriminative information, while redundant features have the same discriminative information with other features [30] . Moreover, irrelevant features degrade classifier efficiency and accuracy while redundant features cause extra and unnecessary computational cost for both storage and processing [31] .
There are three types of feature selection algorithms; i.e. filter, wrapper, and hybrid. The filter type is fast, scalable and does not use any learning algorithms to analyse the general characteristics of data, while the wrapper type evaluates feature subset using a learning algorithm which is computationally expensive. Meanwhile, hybrid feature selection algorithm combines both filter and wrapper to evaluate feature subsets, which makes it less complex than the wrapper type. The simplest filter is to evaluate the worth of a feature with respect to the class. Correlation, dependency and distance measures are some of the evaluation metric, which forms the basis of filtering and plays an important role in selecting features.
An important filter type feature selection is the correlationbased algorithm, where the relevance and redundancy analysis becomes the optimization of maximum relevance and minimum redundancy of each features. The most wellknown algorithms are mRMR [32] , CFS [33] , and Fast Correlation-Based Filter (FCBF) [34] , where the algorithms first determine the relevant features, then eliminates redundant ones from the subset.
FCBF optimizes feature's relevance and redundancy with three steps, where symmetrical uncertainty (SU) is used to measure the correlation between a feature and class and the correlation between a feature and any other features. Given a predefined threshold δ, the algorithm selects a subset of features S that are highly correlated with the class labels. The correlation is measured with SU, where highly correlated features with the class labels have SU value greater than the threshold, i.e. SU ≥ δ. Feature X k is predominant if SU (X k , Y ) ≥ δ and there does not exist a feature X j S(j = k) such that SU X j ,
respectively. Finally, different heuristics are applied on S Pi , S + Pi and S − Pi to remove redundant features and keep the features that are most relevant to the class labels.
FCBF searches the entire feature space and removes all irrelevant and redundant features without the possibility for user to choose the number of features to retain. This is addressed in FCBF# [35] by introducing a stop parameter which enables user to compare models with different number of features. Though the accuracy has improved, FCBF# requires longer run-time than FCBF. FCBFip [36] changed redundancy evaluation method in FCBF and introduce scoring process to rank the features. The algorithm achieved com-parable accuracy against its predecessor with less run-time. They also concluded that accuracy is improved with lesser redundancy penalty.
Though feature selection has been proven to reduce the dimensionality of a dataset, the technique lacks in a few perspectives. First, although the filter methods are computationally inexpensive, they ignore the class imbalance problem which will produce a classification model with high overall accuracy, but very low on individual class basis. Second, although the selected features are claimed to be relevant and non-redundant, the final performance of a classification model is algorithm dependent. In other words, different learning algorithm will perform differently on the same dataset. Third, although feature selection based on the wrapper method has been known for its robustness and accuracy, it is computationally expensive with a space complexity of O(m 2 ), where m is the number of features [23] . This is worsening with the curse-of-dimensionality in high dimensional dataset. Therefore, in order to gain the advantages from filter and wrapper method, hybrid methods have been devised [7] , [22] , [23] , [37] - [40] .
A feature optimization technique based on deep learning, namely Efficient Feature Optimization Approach (EFOA) [22] , has been proposed. The technique consists of three parts; first, irrelevant features are removed using SU, then the reduced dataset is trained with Deep Belief Network (DBN) to generate new features from the retained features, finally redundant features are discarded using weighted symmetric uncertainty (WSU). In the second part, the dataset was normalized by mean-variation technique before being trained twice; first without the class label to obtain the model parameter and second with the class label to achieve better discriminative ability, which finally generates new features. In the third part, redundant features have been discarded by calculating their WSU, which is based on weighted entropy. The metric was proposed by Zhang et. al. [23] to distinguish the minority classes from the majority classes. The weight value assigned for the minority classes are larger; hence it is biased towards minority class-related features. The combination of SU, DBN and WSU in selecting and generating features has improved the original WSU algorithm [23] in its overall accuracy and per class performance. However, the algorithm takes longer running time mainly because the second part involves feature generation using deep learning, which is highly computational.
The work by Fan and Liu [7] has investigated traffic classification in SDN using SVM and K-means clustering using published dataset by Cambridge University [28] . The work begins with selecting relevant features by calculating their Information Gain values. Out of 248 features, 40 features with the highest IG values were selected and further reduced by selecting 30 most common features in all subsets of the dataset. The final 13 features were selected using wrapper function. Though the classifier accuracy is high; i.e. 98%, the process of feature selection used in this work is dataspecific and requires some amount of knowledge about the features. In addition, the features selected using this method are subject to the concept drift as the model's overall accuracy and individual classes performance degraded when tested using the latest data.
Class-Oriented Feature Selection (COFS) [37] addressed imbalanced data problem by identifying relevant features using local and global metrics. The local correction metric (LCM) measures the certainty of a feature to its class by using relative uncertainty (RU), while weighted symmetrical uncertainty (WSU) is used to evaluate the features' discrimination power among all classes. The features with WSU greater than 0 and LCM value that satisfies a user-defined threshold will be retained and further evaluated to discard redundant ones among them. On the concept drift problem, the authors proposed an ensemble learning to be trained as the classifier, instead of using a single classifier. According to them, the ensemble classifier has stronger generalization ability, thus produced a robust model that alleviates the concept drift problem. Unfortunately, ensemble learnings are computationally expensive, which add learning time and memory constrains to the problem.
Incremental wrapper-based feature subset selection (IWSS) [38] reduces the computational complexity of wrapper FS from O(m 2 ) to only O(m). The algorithm first ranks the features according to their relevance to the class, then starting with the top feature, a classifier is trained and its accuracy is measured. The subsequent features will be added into the training data and will be selected if the classifier's accuracy improves. However, a feature cannot be removed once selected, even if it is poorly correlated with the latter selected features. IWSS-SB [39] improved IWSS by evaluating a number of feature subsets based on blocks of ranked features, which has been initially proposed in IWSSr R [40] . In each iterations, the size of the block decreases as the number of features decreases. Although the method reduces its computational complexity compared to wrapper method, the additional evaluations needed in each iteration lead to longer running time compared to IWSS.
To solve concept drift on the algorithm level, an inductive transfer learning algorithm named TrAdaBoost [27] has been developed. Maxent model is used as the base classifier to transfer valuable historical knowledge to suit the present classification task. In doing this, TrAdaBoost identifies the relevance historical data which will be combined with the present data to train a classifier. The advantage of transfer learning is its ability to reuse old data to classify new data, and is very useful when there is not enough labelled data from current traffic. However, the model will still need to be retrained with current data to achieve high accuracy.
In this work, multi-class imbalanced data and concept drift problems will be addressed on the data level by proposing a hybrid feature selection (FS) process. The performance of the proposed method will be compared with the approaches from data and algorithm levels as discussed in this section.
III. THE PROPOSED METHOD
This work proposes a hybrid feature selection based on filter and wrapper method, named FWFS. Filter method evaluates the worth of a feature with respect to the class, while wrappers use a learning algorithm to measure the goodness of the chosen feature subset. While the objective of most filter method is to maximize relevance and minimize redundancy, the proposed method aims to optimize maximum relevance and maximum accuracy. The proposed method emphasized that the wrapper can achieve high accuracy even without considering the features with low relevance to the class. In addition, the idea of redundancy is not measured based on correlation metrics, but depends on the learning algorithm, i.e. the feature is selected if it has additional information reflected in the increased accuracy when adding it to the selected feature subset.
The proposed method is shown in the flowchart in Fig. 2 and Algorithm 1, where it begins by calculating features' relevance to their classes and discards those with value lower than the user-defined-threshold, α. For filter based method, a suitable correlation measure is important as it is the core to select the best features for classification. Three evaluation metrics have been tested; i.e. Pearson's Correlation coefficient, Information Gain (IG) and Symmetric Uncertainty (SU), given a follows.
Let x be the feature to be evaluated and y be the class, Pearson's Correlation coefficient:
Pearson's correlation coefficient measures the linear correlation between two variables, where value 1 indicates total correlation and 0 means they are totally independent. However, linear correlation coefficient is not practical as the world is not completely linear in nature. Therefore, the more suitable measures might be based on information theory, i.e. information gain (IG) and symmetrical uncertainty (SU). Information Gain (IG):
where H (x) is the entropy of feature x given by
and H (x | y) is entropy of x after observing values of a class y.
where P(x i ) is the prior probabilities for all values of x and P x i |y j is the posterior probabilities of x given the value of y. IG measures the amount of knowledge a feature has on the class. The entropy, or uncertainty of x decreases with additional information given by y. However, IG is not only biased towards features with more outcomes, but also need to be normalized in order to compare them with one another. Therefore, the most suitable filter measure is SU, which normalizes IG's value to [0;1], where 0 indicates x and y are independent. The formula is given as;
After discarding the irrelevant features using SU, the final features are selected using wrapper method by evaluating the accuracy of features subsets' using a learning scheme. These are the features that will maximized the classifier's accuracy. Once the dataset is reduced according to the final features, a classifier is trained using this dataset and the model's performance is measured. It is to be noted that the optimal feature subset for a learner may not be optimal for a different learner. Therefore, the same algorithm is used as wrapper and classifier. To choose the best learning algorithm for wrapper and classifier, four algorithms have been evaluated; i.e. Decision tree C4.5, Support Vector Machine (SVM), k-Nearest Neighbour (k-NN) and Naïve Bayes (NB), given as follows.
Let x be the feature to be evaluated and y be the class, Naïve Bayes classifier is based on the Bayes' theorem;
where P (y|x) is the posterior probability of a class y given a feature x and P (x|y) is the probability of a feature given 
Return m a class. The theorem calculates the probability of an event occurring given prior knowledge of conditions related to the event. The limitation of this classifier is the assumption that every features is independent to each other which is impossible in real world.
Using the concept of information entropy, Decision Tree builds a tree with each branches represents conjunctions of features which eventually lead to the leaf; i.e. class. Decision Tree classifier is simple and has high classification accuracy, hence there are a number of its implementations including ID3 [41] and C4.5 [42] . The difference lies in splitting criteria while choosing the features for the next split. C4.5 algorithm splits each node by choosing the feature with the highest gain ratio. Gain ratio is the normalized Information Gain (IG) using SplitInfo, given as follows:
where X j x is the proportion of elements present at the position x, taking the value of j th test.
The Gain Ratio is given as:
k-NN classifies instances based on similarity measures. An instance will be classified to the most common class amongst its k-number of neighbors, measured by a distance function.
Choosing the optimal value of k is important in producing the best model, where in general, a large k value reduces the overall noise. The distance function is the metric used to measure the distance between unlabeled instance and its neighbors, among them are as follows: Euclidean distance:
Manhattan distance:
The objective in SVM is to find a hyperplane with maximum distance to the closest data points, known as the support vectors. In reality, datasets are not linearly separable, thus kernel functions such as polynomial and Radial Based Function (RBF) can be applied. RBF generates new features by measuring the distance between all features to a specific feature. One of the basic RBF kernel is the Gaussian Radial Basis Function given as;
(x, center) = exp −γ ||x − center|| 2 (11) where γ determines the influence of the new features on the decision boundaries. Though SVM is effective in highdimensional dataset, the training time for large dataset is high and does not perform well with overlapping classes. The wrapper method used greedy stepwise search technique to explore the feature space. This is shown in Algorithm 1 line 3-5. Starting with an empty set of features, the search tree expands to the child node with the highest accuracy and terminates when no improvement on accuracy by the consequent child nodes.
To evaluate the performance of the proposed technique, two evaluation metrics are used, namely overall accuracy (OA) and F-measure. The overall accuracy is the correctly classified instances, given by the following:
where TP = true positive, TN = true negative, FP = false positive and FN = false negative. The sum of TP, TN, FP and FN makes the total no. of instances.
In multi-class imbalanced dataset, a model with high accuracy can be misleading, where most predictions were made on the majority classes without highlighting the performance of minority classes. Therefore, the individual class's performance can be measured with Precision and Recall metrics. Precision measures how much of the predicted Positive is 
Nevertheless, it is hard to conclude the relative performance between multiple classifiers. For example, one classifier could have higher Recall but lower Precision than the other classifier with higher precision but lower recall. Therefore, the F-measure summarized Precision and Recall given by the formula:
F-measure makes comparing multiple classifiers easier by computing the harmonic mean of Recall and Precision. Its value will always be in between the two values, but gives higher weight to lower values. Thus, F-measure is better in assessing the performance of individual classes.
IV. PERFORMANCE EVALUATIONS
As a proof of concept, real traffic traces published by the University of Cambridge [28] is used for evaluation of the proposed classification technique. The dataset consists of eleven sets of traces, where ten sets collected at different period of time within 24 hours and another set (Entry 12) collected at the same site with a time-gap of 12 months. The total traffic flows of the first 10 sets are 377,526 with 248 features and are labeled with 12 classes using contentbased classification. Table 1 shows the number of instances in each sets and Table 2 shows the number of instances per class. This dataset is an example of imbalanced distribution exist in real world applications, hence it is suitable to be used to assess whether the selected features by the proposed method will be able to solve the imbalance dataset problem. In addition, the classifier's performance on the concept drift issue can be evaluated using Entry 12.
To evaluate the best learning algorithm for wrapper and classifier, four algorithms were compared; i.e. C4.5, kNN, NB and SVM. The reduced dataset resulted from filtering the features with SU is then used in wrapper function with these four different learning algorithms to select the final features. The dataset is further reduced with only the final features and trained using the same learning algorithm as in wrapper. Finally, their performance will be compared and the best one with the highest accuracy will be chosen. In this experiment, Entry 01 is used as the training dataset and Entry 02 -10 as the test dataset. The overall accuracy is the average of all test datasets. For this purpose, the algorithm is named su+C4.5, su+kNN, su+NB and su+SVM and the result is shown in Table 3 . The best overall accuracy among all is C4.5, which shows that C4.5 is more stable for classifying multi-class imbalanced datasets than other algorithms. Hence, C4.5 wrapper and classifier will be used in the proposed feature selection and classification process and referred from here on as FWFS.
The next experiment is to compare the performance of wrapper method with the proposed technique. To make a fair comparison, FWFS is run against C4.5 wrapper and the result is shown in Table 4 . While the accuracy of FWFS is comparable to C4.5 wrapper method, the run time is much lower, with all entries' run time reduced up to 90%. In addition, looking at per class performance in Table 5 , DATABASE, INTERACTIVE and GAMES have an improved value of 0.87 and 0.29 respectively, compare to 0.73 and 0.07 for C4.5 Wrapper, while other classes performances are almost similar to the wrapper method. This has made the proposed method a better solution as it is able to perform as good as the wrapper method, while reducing the run time.
Next, the performance of FWFS is compared with EFOA [22] and Fan and Liu [7] . EFOA is a combined feature selection and feature generation technique, while [7] is a hybrid feature selection method. To evaluate the performance of the proposed method, the classifier is trained using one of the entry and tested against the rest of the entries. This step is repeated once for each entry to obtain the final classification results.
In Table 6 , it can be observed that the accuracy of FWFS is higher in every entry compared to EFOA [22] . Furthermore, in terms of per class performance, as shown in Table 7 , the F-measure of the minority classes have shown improvements, with the most significant is in MULTIMEDIA, with 77% increment. Note that MULTIMEDIA has only 576 instances out of 377,526 in the dataset, which shows that the selected features by FWFS are better in representing minority classes. On the other hand, the performance of ATTACK is hardly improved because the characteristics of its flows are complex and diverse. In addition, many false classifications of this class might be due to its similarities with other classes.
Another advantage of FWFS is the simple yet effective technique which requires relatively low run time. Table 8 shows the number of features retained after each steps in feature selection process and the respective run time. It can be seen that in average, 80% of the run time is to run the wrapper function. The first step where the features were filtered using SU is very effective in reducing the number of irrelevant features, while still able to retain good features that contributed to high classifier performance. With an average overall accuracy of 98.9%, the run time of FWFS is 59.6s, while the value for EFOA is 97.7% and >400s respectively. The reason that EFOA took longer time is because the technique consists of 3 separate parts, with the second part involves feature generation using deep learning, which is highly computational.
Meanwhile, the overall accuracy of both FWFS and Fan and Liu [7] is comparable; 98.9% and 98.1% respectively. Comparing their per class performance shows that the F-measure by FWFS is slightly lower in P2P, DATABASE, and MULTIMEDIA. However, the F-measure for ATTACK in [7] is nearly 0 compared to 0.38 by FWFS. It seems that the features selected in [7] almost completely unable to differentiate ATTACK flows. The result is shown in Table 9 , note that the authors [7] have grouped FTP classes together and labeled it as BULK.
The performances of three minority classes (Table 10) have been evaluated and shown in Table 11 . For each entry, the F-measure of the classes can be calculated if the entry contains the flows of the class to be measured. For example, Entry 09 and Entry 10 do not have MULTIMEDIA flows; hence it is recorded as NA. For INTERACTIVE, the results show perfect precision and recall in each entry that contain INTERACTIVE flows (except for Entry 6). This means that the classifier is able to classify all INTERACTIVE flows correctly and did not misclassify other flows as INTERACTIVE. As for Entry 6, the single number of INTERACTIVE flow is clearly not enough to train a classifier. The minimum flow should be 2, as in Entry 02 and Entry 04, where perfect classification is recorded. The same is shown in GAMES in Entry 02 and Entry 10, where the F-measure is 0 when the training data contains only 1 flow of the class. However, for GAMES, even with 3 flows, the classifier is unable to classify correctly. Looking at a more detailed result in Table 12 , a classifier trained with Entry 07 has an F-measure of 0.75 in classifying Entry 09 GAMES flow, while unable to classify both Entry 02 and Entry 10 single GAMES flow. Meanwhile, a classifier trained with Entry 09 has perfect score in classifying Entry 07 GAMES flow, while also unable to classify both Entry 02 and Entry 10 single GAMES flow. A wild guess of the reason for this is that GAMES in ENTRY 02 and Entry 10 have been mislabeled, though a thorough investigation should be done to determine the cause.
Next, the performance of FWFS on the concept drift problem is compared with Fan and Liu [7] and a transfer learning algorithm named TrAdaBoost [27] . For this purpose, Entry 12 is used as the test dataset as it is collected 12 months apart from the train dataset. In this experiment, Entry 01 -10 is used as the training data and the accuracy is measured by using Entry 12 as the test data, as shown in Table 13 where average accuracy is recorded as 98.7%. The same train and test dataset is used by Sun et al. [27] . However, in TrAdaBoost, Entry 01 -04 and part of Entry 12 is used as the training dataset, while the remaining of Entry 12 is the test dataset which recorded an accuracy of 98.7%.
The focus of transfer learning is on the concept drift and not on imbalanced data. Therefore, the authors [27] has only included the majority classes in the test and the performance for each classes is shown in Table 14 . The F-measure values in Fan and Liu [7] are not only the lowest among all, but have significantly dropped from the previous values (Table 9 ). This shows that the model produced by their method is not stable and requires retraining with recent data to achieve better classification performance. On the other hand, the performance of FWFS is as good as TrAdaBoost [27] though it has not been trained with Entry 12. This shows that FWFS is able to select robust features which ensures model's stability over a period of time.
Based on the performance evaluation, the feature selection process of FWFS is computationally inexpensive; i.e. 59.6s, which produces a classifier with an overall accuracy of 98.9%. In addition to the high overall accuracy, the classifier trained with features selected by FWFS have better F-measure values for each classes including minority classes; i.e. >0.8 in MULTIMEDIA and INTERACTIVE which only has 0.15% and 0.03% instances, respectively, of the total 377,526 instances in the dataset. Furthermore, the selected features resulted to stable and reliable model for classifying new data; i.e. 98.7% accuracy for classifying new data and F-measure of more than 0.8 in every class.
V. CONCLUSION
A hybrid feature selection based on filter and wrapper method, named FWFS, has been proposed. Irrelevant features are first discarded before the final features being selected using C4.5 wrapper. The significant difference between FWFS and other methods is the filtering of irrelevant features in the early stage. The method emphasized that the wrapper can achieve high accuracy even without considering the features with low relevance to the class. In addition, the idea of redundancy is not measured based on correlation metrics, but depends on the learning algorithm, i.e. the feature is selected if it has additional information reflected in the increased accuracy when adding it to the selected feature subset. Based on the performance comparison, the features selected by FWFS has several advantages including high overall accuracy, high F-measure values for each classes including minority classes, stable and reliable model for classifying new data, and computationally inexpensive. To further proof the concept, real SDN data will be used to train and test the model as the next step to implement the solution into SDN-ISP traffic classification engine.
