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We derive an intrinsic contribution to the non-adiabatic spin torque for non-uniform magnetic textures. It
differs from previously considered contributions in several ways and can be the dominant contribution in some
models. It does not depend on the change in occupation of the electron states due to the current flow but rather
is due to the perturbation of the electronic states when an electric field is applied. Therefore it should be viewed
as electric-field-induced rather than current-induced. Unlike previously reported non-adiabatic spin torques, it
does not originate from extrinsic relaxation mechanisms nor spin-orbit coupling. This intrinsic non-adiabatic
spin torque is related by a chiral connection to the intrinsic spin-orbit torque that has been calculated from the
Berry phase for Rashba systems.
PACS numbers:
I. INTRODUCTION
Electrical manipulation of magnetization is a promising
technique for enabling a new generation of magnetoelec-
tronic devices. Spin-transfer torque1–4 is an efficient way
to implement the electrical control of magnetization, as has
been demonstrated for various magnetic nanostructures such
as spin valves, magnetic tunnel junctions, and magnetic
nanowires. In the standard picture of spin-transfer torque, an
external electric field generates a spin-polarized electrical cur-
rent, which in turn gives rise to current-induced spin-transfer
torque. In magnetic nanowires with continuously varying
magnetic textures, this picture leads to two components of
current-induced spin torque, which are known as adiabatic
spin torque1,5 and non-adiabatic spin torque.6,7 The adiabatic
spin torque arises from spin angular momentum conservation
when conduction electron spins adiabatically follow the local
magnetization direction.
The non-adiabatic spin torque, which is perpendicular to
the adiabatic spin torque, arises from a variety of mecha-
nisms and is a crucial factor for efficient electrical manipula-
tion of magnetic textures such as magnetic domain walls and
skyrmions. One mechanism for non-adiabatic spin torques
occurs only for very short length scale variations in the mag-
netic texture,5,8,9 when the spins cannot adiabatically follow
the magnetization texture. In slowly varying magnetic tex-
tures, all previously considered mechanisms for non-adiabatic
spin torques derive from either spin relaxation6 or spin-orbit
coupling10 related to magnetic damping.11 Here, we describe
an intrinsic contribution to the non-adiabatic spin torque that
arises in the slowly varying limit from an effective spin-orbit
coupling due to the magnetic texture. It is distinguished from
other contributions in that it is electric-field-induced rather
than current-induced.
The distinction we are trying to draw between electric-field-
induced and current-induced torques is potentially confusing
because current and electric field are proportional to each
other. In linear response, either torque can be written as pro-
portional to either the current or the field. The difference we
would like to draw is in how the leading order constants of
proportionality depend on the electron momentum-relaxation
lifetime. By current-induced torque, we mean one that is pro-
portional to the current with a coefficient that is independent
of the lifetime and is proportional to the electric field with
a coefficient that is proportional to the lifetime (or conduc-
tivity). By electric-field induced effect, we mean one that is
proportional to the electric field with a coefficient that is inde-
pendent of the lifetime and is proportional to the current with
a coefficient that is inversely proportional to the lifetime.
Electric-field-induced spin-transfer torques differ from
current-induced spin-transfer torques in that they do not origi-
nate from the electron occupation change giving rise to cur-
rent flow. Instead, they originate from the perturbation of
the electronic states by an external electric field. In gen-
eral, electric-field-induced effects depend on the modifica-
tion of the electron states summed over the whole Fermi sea,
much as densities involve the sum over all occupied states,
while current-induced effects depend on properties only at
the Fermi surface, much as electrical currents do. Examples
of electric-field-induced effects include voltage-induced mag-
netic anisotropy changes,12,13 the intrinsic spin Hall effect,14
and the intrinsic spin-orbit torque.15 Electric-field-induced
torques are promising for significantly enhancing electrical
manipulation efficiencies.12,13,15,16 Unfortunately their mech-
anisms are less well understood than current-induced spin-
transfer torques.
In this paper, we examine electron transport through con-
tinuously varying magnetic textures and demonstrate the ex-
istence of an electric-field-induced spin torque. The result is
intrinsic in the sense that it is independent of impurity scat-
tering rates. For a free electron dispersion, we find that this
electric-field-induced torque has the same form as the non-
adiabatic spin torque but does not originate from extrinsic re-
laxation mechanisms, spin-orbit coupling, nor rapidly vary-
ing textures. Moreover, we demonstrate that it is significantly
larger than other contributions to the non-adiabatic spin torque
2in some models, making it potentially important for optimiz-
ing the manipulation of magnetic structures such as magnetic
domain walls and Skyrmions.
The intrinsic non-adiabatic spin torque that we report here
is closely related to the intrinsic spin-orbit torque15 calculated
from a Berry phase. Previously, we reported17 that spin-orbit
coupling generates chirality in magnetic properties and that
many properties of a system acquire chiral counterparts upon
the introduction of spin-orbit coupling. We demonstrate be-
low that the intrinsic spin-orbit torque is the chiral counter-
part of the intrinsic non-adiabatic spin torque that we report
here. This connection indicates the common origin of the
two, which can be computed through a variety of techniques
including a Berry phase as done earlier15 or perturbation the-
ory like we do here. This intrinsic spin-orbit torque is also
electric-field-induced in the terminology we use in this paper.
We present our result with a free electron model with ex-
change splitting for illustration, but the result can be eas-
ily generalized for arbitrary dispersions. As is the case
for the spin Hall effect in the closely related system with
Rashba spin-orbit coupling,18,19 the intrinsic non-adiabatic
spin torque is exactly canceled by vertex corrections due
to spin-independent scattering.9 However, we demonstrate
that such exact cancellation only occurs for non-magnetic
scatterers20 and this particular free-electron model.
This paper is organized as follows. In Sec. II, we present
our model and summarize the central results. In Sec. III,
we provide detailed derivation and some remarks for more
motivated readers. In Sec. IV, we discuss implications of
our result, as an intrinsic origin of non-adiabatic spin-transfer
torque. In addition, we discuss the relationship of these results
through Onsager reciprocity and a chiral connection with pre-
viously developed results. We summarize the paper in Sec. V.
II. RESULTS
In this section we illustrate the results of our calculation by
applying it to a model based on the free electron dispersion
and ignore the vertex corrections. This model allows us to
summarize our key results and provide a more intuitive de-
scription before presenting a formal derivation. A derivation
and discussion of more general models are given in Sec. III.
We consider the Hamiltonian
H =
p2
2me
+ Jσ ·m(r, t), (1)
where p is the electron momentum operator, me is the effec-
tive electron mass, σ is the spin Pauli matrix, m is the direc-
tion of local magnetization, and J is the exchange energy. In
Sec. III, we show that in the slowly varying limit, the system
can be described by the locally defined eigenstates which are
denoted by |k,±〉(0). Here k corresponds to the electron mo-
mentum and ± is for minority and majority states. The sub-
script (0) refers to the eigenstates unperturbed by an electric
field. The eigenstates have spins aligned with the magnetiza-
tion but with small deviations as discussed in Refs. 8 and 21
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FIG. 1: (color online) Illustration of electron spin eigenstates in a
spin spiral. (a) The conduction electron spin profile when m forms
an in-plane spiral (blue thick arrows) in a magnetic nanowire. When
the electric field is absent, electron spins (red arrows) have a small
out-of-plane component (~/2J)m × (vk · ∇)m in addition to the
local magnetization direction [Eq. (2)]. In equilibrium, the out-of-
plane deviation from electrons with momentum k and −k exactly
cancels each other (see Appendix. A or Refs. 8,21). However, an
electric field changes the occupations (electrical current) and re-
moves the exact cancellation. The surviving part gives an in-plane
spin torque, the adiabatic spin torque. Extrinsic relaxation (purple
arrow) of the out-of-plane spin deviation gives an out-of-plane spin
torque, the current-induced (or extrinsic) non-adiabatic spin torque.
(b) When an electric field is applied, it not only changes the occu-
pation of the electron states but also perturbs the eigenstates giving
an additional contribution to spin deviation in the plane (black ar-
rows) by the spin shift [Eq. (3)] (green arrow). This deviation gives
rise to an out-of-plane torque, the electric-field-induced (or intrinsic)
non-adiabatic spin torque. This in-plane deviation does not cancel
for electrons with momentum k and −k. In this figure αk and ∆r
are exaggerated for clarity.
and illustrated in Fig. 1(a). The local spin expectation value
for the unperturbed eigenstates is
σ
(0)
k,± = ±m∓
~
2J
m× (vk · ∇)m, (2)
where vk = ~k/me is the velocity of the |k,±〉(0) state.
In equilibrium, the deviations cancel on summing up over
all occupied states. However with non-equilibrium electron
distributions, they give rise to the current-induced adiabatic
spin torque. If an electron relaxation mechanism is present,
it relaxes the net deviations, giving the current-induced non-
adiabatic spin torque.6
When an electric field E is applied, it perturbs the eigen-
states and generates an additional deviation in the spin direc-
tion. With the perturbed eigenstates, σk,± = σ
(0)
k,± +∆σk,±
where
∆σk,± = ±
~
2e
4meJ2
(E · ∇)m. (3)
3Here e > 0 is the electron charge. We demonstrate below that
this deviation in the spin direction gives an intrinsic contribu-
tion to the non-adiabatic spin torque. Equation (3) is electric-
field-induced and is a main result of this paper. This sim-
ple picture for the origin of the torque is essentially the same
as that given15 for the intrinsic spin-orbit torque, which is
also electric-field-induced, but differs from that given22 for the
current-induced spin polarization, which is a current-induced
effect, based on its dependence on the momentum relaxation
time. The perturbation due to the electric field here has a char-
acteristic length ∆r = ~2eE/4meJ
2. In Fig. 1(b), we show
that one way to understand Eq. (3) is to imagine that the elec-
tric field shifts the spins spatially by an amount∆r as in
σk,±[m(r, t)] = σ
(0)
k,± [m (r+∆r, t)] . (4)
Expanding the functional on the right hand side to lowest or-
der in E gives Eq. (2) and Eq. (3).
The equation of motion for the magnetization is given by
the Landau-Lifshitz-Gilbert equation including spin torque
contributions,
∂tm = −γm×Heff + αm × ∂tm+T, (5)
whereHeff is the effective magnetic field and α is the Gilbert
damping parameter. The spin torque T is calculated from
T = (Jγ/Ms)
∑
k,sm × σk,sfk,s, where γ is the gyromag-
netic ratio,Ms is the saturation magnetization, and fk,s is the
electron distribution function. After some algebra, Eqs. (2)
and (3) lead to
∂m
∂t
= −γm×Heff + αm× ∂tm+
µB
eMs
(js · ∇)m
−
βµB
eMs
m× (js · ∇)m −
nsµB~e
2meJMs
m× (E · ∇)m,
(6)
where µB is the Bohr magneton, js = e
∑
k,s svkfk,s is the
spin-polarized electrical current density, ns = −
∑
k,s sfk,s
is the spin-polarized density,23 and β is the non-adiabaticity
parameter.6,7 To obtain Eq. (6), we implicitly assume the ex-
istence of impurity potential in addition to Eq. (1). The mo-
mentum relaxation due to the impurity potential determines
the current and the spin current js and its spin relaxation de-
termines the second (α) and fourth (β) terms,6,10,11 which
here we have added by hand. The last term is affected by
the impurity potential through vertex corrections, but we ne-
glect those effects until Sec. III B, since the qualitative fea-
tures are unchanged. The last three terms are the spin torques
that result when an electric field is applied. The first of these
terms, the adiabatic spin torque, comes from the changes in
the occupation of the electron states removing the cancella-
tion of terms from Eq. (2). Note that it is proportional to js
and the coefficient of proportionality is independent of the
electron momentum-relaxation lifetime, making it current-
induced. The next term, the current-induced non-adiabatic
spin torque, comes from extrinsic spin relaxation mechanisms
from the impurity potential (see Fig. 1 for instance) and pro-
portional to js as well.
The last term in Eq. (6), the new result in this paper, is pro-
portional to E and the coefficient of proportionality is inde-
pendent of the electron momentum-relaxation lifetime, mak-
ing the term electric-field-induced. This term is the finite re-
sult that arises from summing ∆σk,± over the equilibrium
Fermi sea and is the central result of this paper. The occu-
pation changes associated with a finite charge current only
make higher order corrections to the result. In Appendix B,
we discuss, in the context of the Fisher-Lee theorem,24,25 how
perturbations summed over the whole Fermi sea are related to
transport properties typically derived from electronic proper-
ties just at the Fermi surface. Since E and js are proportional
in typical meterials, the electric-field-induced spin torque is
also proportional tom×(js·∇)m, so that it gives another con-
tribution to the non-adiabatic spin torque. Hence the electric-
field-induced spin torque plays the same role in domain wall
motion as the current-induced non-adiabatic spin torque. See
Sec. IV for further discussion.
Although we demonstrate our theory for a free electron
(quadratic) dispersion, the calculation proceeds in a similar
way for an arbitrary dispersion ε(k), with an intuitive way
of generalization. See Eqs. (9) and (12) in Sec. III for more
information.
III. THEORY
In this section, we present our theory more in detail. We
first present in Sec. III A the derivation of Eqs. (2) and (3)
[or Eqs. (9) and (12) more generally]. In the rest of this sec-
tion, we present some remarks. Since the key results required
for the discussions from Sec. IV are already summarized in
Sec. II, readers who are less interested in the formal details
can skip this section.
A. Electric-field-induced spin density
We start from the following Hamiltonian with an arbitrary
dispersion ε(k).
H = ε(k) + Jσ ·m(r, t). (7)
Here k = p/~ = −i∇r is still an operator. In this theory,
we take the slowly varying limit, by keeping only terms up
to first order in derivatives of magnetization. In this limit,
it is useful to transform the coordinate system in spin space
to make the magnetic texture uniform along zˆ.26,27 We use
a unitary transformation of the wavefunction ψ to U †ψ with
U † = eiθσy/2eiφσz/2, where θ(r, t) and φ(r, t) are defined by
m(r, t) = (sin θ cosφ, sin θ sinφ, cos θ). After the transfor-
mation, the Schrödinger equation for H becomes that for H ′
where
H ′ = ε(k− iU †∇U) + Jσz − i~U
†∂tU
= ε(k) + Jσz −
∑
i=x,y,z
vi(k)σ ·Ai − σ ·At, (8)
4up to first order in gradients. Here v(k) = (1/~)∇kε is the
generalized velocity for the dispersion ε(k). The magnetic
texture becomes uniform and the effect of the original non-
uniform texture is contained in Aµ, which is defined through
σ ·Aµ = i~U
†∂µU (µ = x, y, z, t). Note thatAi (i = x, y, z)
and At account for spatial and temporal variation of m re-
spectively. The third term in Eq. (8) acts as an effective spin-
orbit coupling, allowing us to apply the theory of intrinsic
spin-orbit torque.15 In most of this paper, we neglectAt since
it gives rise to only small renormalization of parameters, as
we demonstrate in Sec. III C.
To find the locally defined eigenstates within the slowly
varying approximation, we neglect the spatiotemporal varia-
tion of Ai since it arises from the second order derivatives
∂µ∂im. Then, Eq. (8) has translation symmetry and k is a
good quantum number, thus it can be treated as a c-number.
Thus, the local eigenstates of Eq. (8) are given by |k,±〉(0)
and the local spin expectation value without an electric field
is
σ
(0)
k,±(r) = 〈k,±|(0)U
†
σU |k,±〉(0)
= ±m∓
~
2J
m× [v(k) · ∇]m, (9)
giving Eq. (2) for a free electron dispersion, for which ε(k) =
~
2k2/2me and v(k) = vk = ~k/me.
When an electric field is applied, it perturbs the electronic
states. The perturbation is found by replacing p by p + eEt,
after which the effective spin-orbit coupling in Eq. (8) in-
duces inter-band transitions between majority |k,−〉(0) and
minority states |k,+〉(0). For a small E, time-dependent per-
turbation theory with an adiabatically turned-on electric field
gives modified wavefunctions |k,±〉 and a modified local
spin expectation value σk,±(r) = 〈k,±|U
†
σU |k,±〉, giving
Eq. (12). An alternate approach is the Kubo formalism,15,18
which we adopt here because it provides a compact descrip-
tion. The Kubo formula gives the statistical average of the
non-equilibrium spin density∆〈σ〉 in the steady state as
∆〈σ〉 = −e Im
∑
k,s6=s′
fk,s − fk,s′
(Ek,s − Ek,s′)2
〈k, s|U †σU |k, s′〉
× 〈k, s′|(E · ∇k)H
′|k, s〉, (10)
where Ek,s is the local energy eigenvalue corresponding to
|k, s〉 state. Here (E · ∇k)H
′ gives the velocity operator
along the electric field direction multiplied by ~. Since the
off-diagonal element of the velocity operator in spin space
is proportional to Ai, one can neglect all other Ai contri-
butions in the slowly varying approximation. For instance,
(Ek,s − Ek,s′)
2 = 4J2. A straightforward calculation gives
∆〈σ〉 =
∑
k,s
∆σk,sfk,s, (11)
∆σk,± = ±
~
2e
4J2
∑
ij
Ei[M
−1(k)]ij∂jm, (12)
with the generalized mass tensor [M−1(k)]ij =
(1/~2)∂2ε/∂ki∂kj . When the free electron dispersion
ε = ~2k2/2me is taken, [M
−1(k)]ij = m
−1
e δij giving
Eq. (3). The arbitrariness of fk,s at this stage indicates that
Eq. (12) holds for each |k, s〉 state.
A remark is in order. Equation (11) gives no contribution
for an insulator. Since Eq. (11) is an electric-field-induced
contribution, which does not depend on a change in occupa-
tion, it is not obvious that the result is zero. However, it is
straightforward to verify that summing Eq. (12) over a com-
pletely filled band gives zero.
B. Vertex corrections
Previous calculations of spin transport properties have
highlighted the importance of calculating beyond lowest order
in perturbation theory, in particular the necessity of including
vertex corrections. In general, non-equilibrium quantities cal-
culated from the Kubo formula are sensitive to the existence
of an impurity potential. Vertex corrections arise from the fact
that, even when one take the limit in which the impurity con-
centration goes to zero, it gives a finite correction to the final
result. The correction depends on the band structure of the
system and the detailed properties of the impurities.
The effects of vertex corrections have been intensively
studied for the intrinsic spin Hall conductivity for a two-
dimensional Rashba model.18 In this section, we make a paral-
lel argument to demonstrate the significance of vertex correc-
tions for various models. First, the intrinsic spin Hall conduc-
tivity for a two-dimensional Rashba model is exactly canceled
by vertex corrections from nonmagnetic impurities.19,28–32
Even when magnetization is introduced, the intrinsic anoma-
lous Hall conductivity for the Rashba model20 also suffers
an exact cancellation. However, exact cancellation only oc-
curs in this specific model and any differences from this
model prevent exact cancellation.33,34 A recent experiment15
on (Ga,Mn)As confirms the robust existence of the intrinsic
spin-orbit torque in real materials whose dispersion deviates
from a quadratic dispersion in the Rashba model. Moreover
even for the Rashba model, the existence of magnetic impu-
rities changes the situation drastically and vertex corrections
may even enhance the intrinsic spin Hall conductivity and in-
trinsic anomalous Hall conductivity.20,22,35–38
The situation is similar for intrinsic spin torques as seen
in the mathematical structure of Eq. (8), which is the same
as the two-dimensional Rashba model. We demonstrate in
Appendix C that the Rashba Hamiltonian is a special case
of Eq. (8) for a particular magnetic texture. Therefore, we
can adopt the results found for the Rashba model.39 These re-
sults imply that for non-magnetic impurities and a free elec-
tron band structure, vertex corrections exactly cancel our main
result. However, that cancellation only holds for that particu-
lar model, for example Ref. 37 gives the vertex corrections for
a magnetic impurity potential V =
∑
i
∫
drδ(r−Ri)(σxSx+
σySy + γσzSz), where u characterizes the strength of the im-
purity potential, S is the impurity spin with random direction,
0 < γ < 1 is the anisotropy of the interaction, and Ri is the
position of the impurity. Equation (29) in Ref. 37 shows that
the spin Hall conductivity can be even enhanced by the factor
51 + 2γ2/(2 + γ2). This clearly shows that the intrinsic non-
adiabatic spin torque does not vanish due to vertex corrections
unless all impurities are nonmagnetic.40 In fact, it can be even
enhanced for some magnetic impurity potentials.
As for the Rashba model, when the dispersion deviates
from strictly quadratic behavior, there is no exact cancellation
even if all impurities are nonmagnetic. However, the situation
is slightly different from the Rashba model in our case. In our
case, the form of effective spin-orbit coupling also changes
[See Eq. (8)] when the dispersion changes. For example, the
profile described in Appendix C gives an effective spin-orbit
coupling of the Rashba form,H = H ′ + V where
H ′ = ε(k) + αR[vy(k)σx − vx(k)σy] + Jσz, (13)
with αR characterizing the rate of change of the magnetiza-
tion. Since we are interested in the slowly varying limit of
the magnetization, we keep only first order terms in αR. The
impurity potential V satisfies 〈V (r)V (r′)〉 = niu
2, where the
bracket means the ensemble average, ni is the impurity con-
centration, and u characterizes the strength of the impurity
potential. We assume that (k) is an even function of kx and
ky . Then, vx(k) and vy(k) are odd in kx and ky respectively.
We follow the procedure in Ref. 37. Let us consider the
case that an electric field is applied along x direction. Then,
in the Kubo formula Eq. (10), E · ∇kH
′ = ~vx(k) +
~αR[M
−1
yx (k)σx−M
−1
xx (k)σy ] ≡ ~νx(k). Vertex corrections
give corrections to the current vertex by νx(k)+v˜x. The equa-
tion for the vertex corrections is
v˜x =
niu
2
L2
∑
k
GA(EF,k)(νx + v˜x)G
R(EF,k), (14)
where L2 is the area of the two-dimensional system, EF is
the Fermi level, and GR/A are the retarded and advanced
Green’s functions. The Green’s functions are defined by
GR/A(E,k) = [E − H ′(k) − iImΣR/A]−1 where the self-
energiesΣR/A are given by ΣR/A(E) = (niu
2/L2)
∑
k
[E−
H ′(k) ± iη]−1. Here η is an infinitesimally small number.
Thus the Sokhotski-Plemelj identity gives Im(x ± iη)−1 =
∓piδ(x). By using this, one can show that, up to O(αR),
ImΣ
R/A
ss′ (E) = ∓
piniu
2
L2
Ds(E)δss′ , (15)
where Ds(E) =
∑
k
δ(E − Ek,s) is the density of state for
each spin band.
Since all the expressions are diagonal in k, the self-
consistent equation Eq. (14) is a 2×2matrix equationwhich is
exactly solvable, even though it is complicated. The situation
becomes much simpler in the clean limit ni → 0. Although
the right-hand side of Eq. (14) is proportional to ni, there is a
finite contribution from 1/(x2 + n2i )→ (pi/ni)δ(x) that can-
cels the factor ni in general. Keeping such contributions gives
the solution of Eq. (14),41
v˜x = −σy
αR
2J
∑
k,s
svx(k)
2
Ds(EF)
δ(EF − Ek,s). (16)
When summed up over all k, the parity characteristics of v(k)
and M−1ij (k) give Eq. (16). vi(k) is an odd function of ki,
M−1yx (k) is an odd function of both kx and ky , and M
−1
xx (k)
is an even function of both kx and ky . These relationships
make many of the complicated terms zero after summation.
Equation (16) is in a simple form but not so transparent.
It can be made more transparent for the case of a circu-
lar dispersion ε(k) = ε(k) where k = |k|, and |v(k)| =
(1/~)ε′(k) ≡ v(k). The energy eigenvalues are given by
Es(k) ≡ Ek,s = ε(k) + sJ , up to O(αR). Without loss
of generality, let ε(0) = 0. In this case, there is a single Fermi
wave vector kF,s satisfying Es(kF,s) = EF. The summation
can be converted to an integration over the two-dimensional k
space, and the integration can be easily performed due to the
delta function. As a result, the vertex correction is
v˜x = σy
αR
4J
[v(kF,−)
2 − v(kF,+)
2Θ(EF − J)], (17)
whereΘ is the Heaviside step function.
For a two-dimensional Rashba model with a free electron
dispersion as an example, v(kF,−)
2 − v(kF,+)
2 = 4J so that
v˜x = αRσy cancels the spin-orbit coupling contribution ex-
actly when the both bands are occupied, EF > J . However,
such a cancelation is not general for arbitrary dispersions. For
example, if the dispersion takes the form of
ε =
{
0(1 − cos kχ) for k < pi/2χ,
0(kχ− pi/2) + 0 for k ≥ pi/2χ,
(18)
which is continuous and differentiable function (up to second
order), v(kF,−) = v(kF,+) for EF > J + 0 thus there is no
vertex correction for this regime. This example clearly shows
that the exact cancelation for a free electron dispersion is not
general.
C. Role ofAt : Renormalization of parameters
In this section, we briefly mention the role of At which
we ignored. Including At, the same procedure leads to the
Landau-Lifshitz-Gilbert equation by
∂tm = −γ
′m×Heff + α
′m× ∂tm+
µ′B
eMs
(js · ∇)m
−
βµ′B
eMs
m× (js · ∇)m −
n′sµ
′
B~e
2meJMs
m× (E · ∇)m,
(19)
where γ′ = γ/(1+nsγ~/2Ms) and α
′ = α/(1+nsγ~/2Ms)
are respectively the renormalized gyromagnetic ratio and the
renormalized Gilbert damping parameter, and µ′B = γ
′
~/2 is
the renormalized Bohr magneton. Note that taking into ac-
count At does not change the form of the Landau-Lifshitz-
Gilbert equation, but only renormalizes several parameters.
As demonstrated in Ref. 6, the renormalization is negligible,
justifying neglectingAt.
6D. Quasi-steady state approximation and the conservation of
angular momentum
In this section, we discuss a crucial yet implicit assumption
of our calculation. We follow the standard approach for per-
turbative calculations in which the perturbation gives transi-
tions from initial states that are eigenstates of the unperturbed
Hamiltonian to final states that are as well. This implicitly
assumes that the density matrix before and after the perturba-
tion lacks coherence between these eigenstates. This approach
has been justified by Redfield,42 who showed that even very
weak coupling of the states to a random bath removes the co-
herence from the density matrix. In general, this assumption
does not cause any concern and deserve any extra discussion.
In the present case, however, the loss of the coherence plays
an intriguing role with respect to the conservation of angular
momentum. So we discuss this point further.
As we describe in Sec. IIIA, the spin eigenstates change
when an electric field is applied and the magnetization
evolves. However, the changes in the state do not necessar-
ily imply that the statistical average of the spin 〈σ〉 = Tr[ρσ]
changes, where ρ is the density matrix. Although a new ba-
sis is formed at each instantaneous time during magnetization
dynamics, in general, the density matrix written in the new
basis will have off-diagonal components in the spin. Without
an additional angular momentum source, these off-diagonal
components cannot relax and the spin cannot change its value.
In that case, the spin system cannot reach steady state in the
presence of an electric field because there is nowhere for the
angular momentum to go except back to the magnetization.
However, Redfield42 demonstrated that a density matrix for
the spin system relaxes to a diagonal matrix in the presence
of a weak general coupling to a random bath (like a phonon
bath). This weak coupling allows for the transfer of angular
momentum from the conduction electrons to the lattice via the
phonons provided the relaxation process is fast compared to
the magnetization dynamics. In transition metal ferromangets,
the magnetization dynamics is much slower than the electron
spin dynamics. Therefore, it is valid to assume that the elec-
trons are in in a quasi-steady state, in which case the density
matrix can be treated as diagonal at each instantaneous time.
In this limit, 〈σ〉 =
∑
k,s σk,sfk,s justifying the formula for
spin-transfer torque around Eq. (6) and accounting for the an-
gular momentum transfer.
A crucial point about this momentum transfer to the lattice
caused by the coupling of the spin system to the phonons, is
that the size of the torque is independent of the strength of
this coupling, provided the coupling is not too weak. Dur-
ing the relaxation process, the random bath pushes angular
momentum to the lattice from the spin-magnetization system.
The existence of the lattice contribution to the angular mo-
mentum is crucial to provide a sink for angular momentum.
However, the amount of the angular momentum absorbtion
is determined by off-diagonal components of the density ma-
trix, but not by details of the relaxation process such as the
relaxation rate. Therefore, this spin-transfer torque does not
depend on the relaxation rate, but depends only on the exis-
tence of the relaxation process that brings the spin system to
steady state on a time scale fast compared to the magnetization
dynamics.
Such a situation, in which a weak coupling plays a crucial
role but does not determine the size of the effect, is similar to
the role of inelastic scattering when the resistance of a mate-
rial is dominated by impurity scattering. The inelastic scatter-
ing is crucial for the existence of a steady state current flow
but does not determine the resistance or even the net rate of
heat generation. Similarly here, the weak coupling to the bath
is crucial for the flow of angular momentum to and from the
bath but does not determine the rate of the flow.
We emphasize that the assumptions made here hold very
generally, particularly in spintronics. This assumption seems
more crucial for our case, since we do not include any explicit
spin-orbit coupling in the Hamiltonian, making it straightfor-
ward to track the angular momentum flow. In other calcula-
tions, the same assumptions are made, but the presence of a
magnetic field or spin-orbit coupling breaks angular momen-
tum conservation for the spin-magnetization subsystem, ob-
scuring the importance of the assumptions.
IV. DISCUSSION
A. Intrinsic non-adiabatic spin-transfer torque
The last term in Eq. (6) from our theory gives an additional
contribution to the non-adiabatic spin-transfer torque, which
we refer to as “intrinsic.” In this section, we compare our re-
sult to the current-induced contribution, which we refer to as
“extrinsic.” To compare these torques, we rewrite the intrin-
sic non-adiabatic spin torque using je = nee
2τE/me in the
Drude model. Here je is the charge current, nee
2τ/me is the
charge conductivity, ne is the electron density, and τ is the
momentum-relaxation time. Assuming the current polariza-
tion is approximately given by the electron polarization gives
js = (ns/ne)je and the intrinsic non-adiabatic spin torque is
−βint(µB/eMs)m×(js ·∇)m. The intrinsic non-adiabaticity
βint is
βint =
~
2Jτ
. (20)
We compare βint to β in a similar model due to spin-flip
scattering,6 for which β is very similar to Eq. (20). There,
β = ~/2Jτsf where τsf is the spin relaxation time rather
than the momentum relaxation time τ . Note that τ is gen-
erally significantly smaller than τsf . For typical parame-
ters, τ = 10−15 s to 10−14 s and J = 1 eV, one obtains
βint = 0.03 to 0.33, which is significantly larger than com-
monly reported values of β ∼ 0.01. In fact, this comparison
is a crude estimate of the order of magnitude because βint is
sensitive to vertex corrections. To be more quantitative, the
vertex corrections discussed in Sec. IIIB need to be taken into
account.
The enhancement of β due to the additional contribution
βint leads to faster motion of magnetic domain walls
6,7 and
Skyrmion lattices.43 For low currents, their velocity is propor-
tional to β/α, where α is the damping parameter. Increas-
7ing the extrinsic non-adiabaticity to increase this ratio is com-
plicated by the fact that the mechanisms that contribute to β
also contribute to α.10 The ratio β/α tends to remain close to
one44,45 even when the system is modified to increase β. The
intrinsic non-adiabaticity βint, on the other hand, is not di-
rectly related to processes that contribute to α. α is defined as
the damping rate for the precession of spatially homogeneous
m. While true spin-orbit coupling contributes to α,11 the ef-
fective spin-orbit coupling in Eq. (8) is not a true spin-orbit
coupling and vanishes for spatially homogeneousm.46 Thus,
βint/α can be significantly larger than one. Regarding exper-
imental situations, there is no agreement on the ratio between
experimentally measured β and α: many experiments find the
ratio β/α to be close to one while some experiments47 report
large values for this ratio. In those cases, βint may be playing
a dominant role, which then suggests that it might be possi-
ble to increase βint while decreasing α to give more efficient
domain wall motion.
B. Consistency with other theories
In magnetization dynamics, many parameters that charac-
terize the system are not independent of each other; there are
frequently close connections. A well known such relation-
ship is Onsager reciprocity. When a new contribution to spin-
transfer torque is discovered, its Onsager counterpart should
be derived in the same context, to be consistent. Another re-
lationship is the chiral connection17 we recently reported that
gives a one-to-one correspondence for each term appearing
in the equations of motion for a Rashba spin-orbit coupling
system and those in a a textured magnetic system. Thus, the
intrinsic non-adiabatic spin-transfer torque is connected to a
contribution in a Rashba system.
1. Onsager reciprocity
The existence of the intrinsic non-adiabatic spin torque im-
plies that there is an additional contribution to the spin motive
forceESMF±
48–50 since they are related by an Onsager relation.
According to the Onsager relation, the intrinsic non-adiabatic
spin torque implies an intrinsic charge current jSMF induced
by the magnetization dynamics where51,52
jSMFi =
nse~
2
4meJ
∂im · ∂tm, E
SMF
±,i = ∓
~
2e
βint∂im · ∂tm.
(21)
The left expression is the current predicted from the Onsager
relation, and the right expression is the spin-dependent electric
field giving jSMF within the Drude model.
We verify for a drifting spin spiral configuration given by
Eq. (A1) that the inter-band transition contribution due to
magnetization dynamics53 indeed generates such charge cur-
rent. The electrical current density je due to inter-band transi-
tions is given by
je = −
e~2
2pime
∫
dk
fk,−(1− fk,+)
Ek,− − Ek,+
× 〈∂xψk−|ψk+〉〈ψk+|∂tψk−〉+ h.c., (22)
where ψks represents the instantaneous eigenstate neglecting
∂tm, s = ± corresponds to minority and majority bands, and
h.c. refers to the hermitian conjugate. Here k is a scalar since
the system is one-dimensional. ∂xψks and ∂tψks respectively
come from current operator and ∂tm. Using the eigenstates
presented in Refs. 8,54, after some algebra one obtains
〈ψk+|∂µψk−〉 = −〈∂µψk−|ψk+〉 = −
i
2
∂µθ cosαk. (23)
Keeping lowest order terms in derivatives, one can useEk,−−
Ek,+ = −2J ≡ −~
2k2B/me and cosαk = 1. Finally, using∫
dkfk−(1 − fk+) = 2(
√
k2F + k
2
B −
√
k2F − k
2
B), (24)
where kF is the Fermi wave vector, one obtains
je = (n− − n+)
e~2
4meJ
∂xθ∂tθ, (25)
where n± =
√
k2F ∓ k
2
B/pi is the minority/majority electron
density. This expression is equivalent to Eq. (21). As we see
in Appendix A, inter-band transitions are captured by consid-
ering At in our language. Thus, for the Onsager counterpart,
one should take into accountAt even though it gives negligi-
ble effects for spin torques.
Equation (21) is of the same form as the non-adiabatic spin
motive force51,52 but can be larger since βint can be larger than
extrinsic contributions to β. In addition, its chiral connection
(See Sec. IVB2) gives a large non-adiabatic spin-orbit motive
force which can be larger than the extrinsic contribution.17
2. Chiral connection to spin-orbit torques
We have shown earlier17 that there is a one-to-one corre-
spondence between effects due to spatial variation of m and
those due to Rashba spin-orbit coupling, (αR/~)σ · (p × zˆ),
where αR is the Rashba parameter and zˆ is the surface normal
direction. Rashba spin-orbit coupling effects can be obtained
by simply replacing conventional derivatives ∂im by chiral
derivatives ∂˜im = ∂im + kR(zˆ × xˆi) ×m in the equation
of motion, where kR = 2αRme/~
2 and xˆi is the unit vector
along i direction. This chiral derivative applied to the magne-
tization texture follows from the covariant derivatives55,56 that
have been applied to electronic states and vector potentials in
these same systems.
An example of this correspondence is between the in-
terfacial Dzyaloshinskii-Moriya interaction57,58 and the mi-
cromagnetic exchange energy. Out of equilibrium, current-
induced field-like spin-orbit torques59–61 and damping-like
8spin-orbit torques62–64 correspond to current-induced adia-
batic and nonadiabatic spin torques, respectively. For the in-
trinsic non-adiabatic spin torque in Eq. (6), replacing m ×
(E · ∇)m by the chiral derivative m × (E · ∇˜)m generates
the original term and an additional torque term,
TintR = kR
nsµB~e
2meJMs
m× [m× (zˆ×E)], (26)
which is exactly the intrinsic spin-orbit torque reported in
Ref. 15 and which was calculated by a Berry phase. The
equivalence of these approaches can be verified by observ-
ing the relation between the Kubo formula and the Berry
phase.65 In a similar way, when combined with the intrinsic
non-adiabatic spin torque, a proper generalization of the chi-
ral derivative provides an easy way to obtain a Berry phase
spin-orbit torque from other types of linear spin-orbit cou-
pling such as Dresselhaus spin-orbit couping66 andWeyl spin-
orbit coupling.67 We explicitly demonstrate in Appendix C
that Rashba spin-orbit coupling and Dresselhaus spin-orbit
coupling are two particular cases.
V. SUMMARY
In summary, electric-field-induced changes in electronic
states make an intrinsic contribution to the non-adiabatic spin
torque. This contribution arises from modifications to the
states over the whole Fermi sea and is independent of changes
in the occupancy of the electron states. Thus it should be
regarded as an electric-field-induced contribution rather than
one that is current-induced. This effect, which occurs in the
absence of spin-orbit coupling, can be derived from a Berry
phase due to the motion of the electron spins through a spa-
tially varying magnetization. Through a chiral connection, it
is closely related to the intrinsic spin-orbit torque that has been
calculated from a Berry phase in a uniformly magnetized sys-
tem with Rashba spin-orbit coupling. While the magnitude of
the intrinsic contribution is sensitive to vertex corrections, we
estimate that it is larger than other contributions to the non-
adiabatic spin torque at least in some systems. Thus, it may
play an important role in efficient electrical manipulation of
domain walls and Skyrmions.
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Appendix A: Spin expectation values for spin spirals
1. Drifting spin spiral
The model ism = (sin θ cosφ, sin θ sinφ, cos θ) where
θ(x, t) = px+ ωt, φ(x, t) = 0. (A1)
Then, one immediately obtains from Eqs. (2) and (3)
〈σ〉k,± = ±
Jm−
(
~
2kxp
2me
+ ~ω2
)
yˆ√
J2 +
(
~2kxp
2me
+ ~ω2
)2 ± ~
2e
4meJ2
Ex∂xm.
(A2)
Here, p comes fromAx andω comes fromAt. It is illustrative
to consider a few spacial cases.
Case (i) [ω = 0 and Ex = 0].
〈σ〉k,± = ±
Jm−
(
~
2kxp
2me
)
yˆ√
J2 +
(
~2kxp
2me
)2 = ±(cosαkm− sinαkyˆ),
(A3)
where
sinαk =
kxp
k2xp
2 + k2B
,
~
2k2B
2me
= J. (A4)
This result agrees exactly with the result Eq. (28) in Ref. 8.
The physical implication of αk (or Ax) is well discussed in
the reference. αk is shown in Fig. 1(a) in the main text.
Case (ii) [ω 6= 0 and Ex = 0].
〈σ〉k,± = ±
Jm−
(
~
2kxp
2me
+ ~ω2
)
yˆ√
J2 +
(
~2kxp
2me
+ ~ω2
)2
= ±(cos(αk + ϕ)m − sin(αk + ϕ)yˆ), (A5)
where
sin
ϕ
2
=
~ω/2√
(~ω/2)2 + J2
. (A6)
There is an additional tilting towards yˆ direction by ϕ. One
finds a physical origin of ϕ from inter-band transitions due
to ∂tm. Within the adiabatic approximation, the electronic
states can be approximated by the instantaneous eigenstates
|Ψ〉 ∼ |ψ0〉 up to a phase factor. Considering the first order
inter-band transition, it reads53
|Ψ〉 ≈ eiγo(t)−
i
~
∫
t dt′E0(t
′)

|ψ0〉+ i~∑
j 6=0
|ψj〉
〈ψj |∂t|ψ0〉
Ej − E0

 ,
(A7)
9with a Berry’s phase γj(t) = i
∫ t
dt′〈ψj |∂t|ψj〉. One can
show that the spin expectation value from Eq. (A7) is nothing
but Eq. (A5), implying thatAt captures inter-band transitions
during magnetization dynamics.
Case (iii) [ω 6= 0 and Ex 6= 0].
〈σ〉k,± = ±
Jm−
(
~
2kxp
2me
+ ~ω2
)
yˆ√
J2 +
(
~2kxp
2me
+ ~ω2
)2 ± ~
2e
4meJ2
Ex∂xm
= ±
Jm(x+∆x, t)−
(
~
2kxp
2me
+ ~ω2
)
yˆ√
J2 +
(
~2kxp
2me
+ ~ω2
)2 , (A8)
where∆x = ~2eEx/4meJ
2. Note that Eq. (A8) differs from
Eq. (A5) by changing the argument x of m to x + ∆x. This
is the spin shift discussed in the main text.
2. Rotating spin spiral
The model ism = (sin θ cosφ, sin θ sinφ, cos θ) where
θ(x, t) = px, φ(x, t) = ωt. (A9)
Then, one immediately obtains from Eqs. (2) and (3)
〈σ〉k,± = ±
Jm(x+∆x, t)− ~
2kxp
2me
(sinωtxˆ− cosωtyˆ)− ~ω2 zˆ√
J2 − J~ω cos px+ ~
2ω2
4 +
~4k2xp
2
4m2
e
. (A10)
For ω = 0 and Ex = 0, the result is clearly consistent with
Ref. 8 as demonstrated in [Case (i)] for a drifting spin spi-
ral. In [Case (ii)] for a drifting spin spiral, for non-zero ω,
inter-band transitions give rise to an additional tilting angle
ϕ. However, in this case the inter-band transitions do not give
rise to an additional tilting defined by a single value because
∂xm and ∂tm are not parallel. One can still observe that a
finite ω gives rise to an additional tilting along zˆ direction by
the −(~ω/2)zˆ term. Also, it is still clear that a spin shift with
the same amount exists when an electric field Ex is applied as
in [Case (iii)] as for a drifting spin spiral.
Appendix B: The Fisher-Lee theorem and its application to spin
transfer torques
It is appropriate to consider whether contributions summed
over the whole Fermi sea can affect transport properties. The
Fisher-Lee theorem24 and its multi-lead and magnetic field
generalization given by Baranger and Stone25 state that in
a mesoscopic system, the conductivity can be determined
purely from the states at the Fermi energy. A naive appli-
cation of this theorem would suggest that the effect described
in this paper, built from contributions from the whole Fermi
sea, must be wrong. However, not only do these theorems
not directly apply to the situation under consideration, they in
fact provide support for our approach. These theorems apply
to charges and to our knowledge have not been successfully
generalized to spin currents. Further they apply to the current
and voltages going in and leaving a sample rather than inter-
nal magnetization dynamics. Nonetheless, the application of
the Baranger-Stone result to the anomalous Hall effect pro-
vides support for the idea that the applied electric field affects
the states over the whole Fermi sea and that the effect can in
turn affect the charge current. There is a large literature of the
intrinsic or Berry-phase contribution to the anomalous Hall
conductivity, see Ref. 68 and references therein. This contri-
bution is analogous to our result. It arises from the distortion
of the wave functions by the electric field. Naively applied, the
Fisher-Lee theorem would suggest that it must also be zero.
However, Sec. VI B in Ref. 25, which discusses the Fisher-Lee
theorem as applied to the quantum Hall effect shows why it is
not zero. The contributions to the quantum Hall conductivity
calculated for a bulk get modified by the edges of the sample.
In that case, the confining potential pushes the Landau level
states that are well below the Fermi level in the bulk to the
Fermi level at the edge, giving rise to the famous edge states.
There is a large literature on intrinsic effects for the anomalous
Hall effect, the spin Hall effect, and more recently spin-orbit
torques, which provided the inspiration of this work. For these
cases, the effect of the spin-orbit coupling on the states well
below the Fermi energy get pushed to the Fermi energy near
the edge of the sample. In the present case, the consequences
of the effective spin-orbit coupling due to the magnetic texture
get pushed to the Fermi energy at the edges of the sample.
Appendix C: Relation to Rashba and Dresselhaus spin-orbit
couplings
In this section, we show that the Rashba and Dresselhaus
spin-orbit couplings are nothing but two particular cases of
our theory within the first order approximation. Here, one
should note that it shows a mathematical equivalence but not
a physical equivalence of each system.
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1. Rashba model as a particular case
Consider an extremely slowly varying magnetic structure
m = (sin θ cosφ, sin θ sinφ, cos θ) as
θ =
pi
2
+ px, φ = py, (C1)
where the small parameter p satisfies pL  1 for the system
size L. Then, one obtains up to O(p)
Ax =
p~
2
yˆ, Ay = −
p~
2
xˆ. (C2)
Then, the effective Hamiltonian within our theory reads
H ′0(k) =
~
2k2
2me
+
p~2
2me
(σxky − σykx) + Jσz , (C3)
which is nothing but a Rashba model HSO = αRσ · (k × zˆ)
for αR = p~
2/2me.
2. Dresselhaus model as a particular case
Let
θ =
pi
2
+ py, φ = px, (C4)
for the same condition. Then, one obtains
Ax = −
p~
2
xˆ, Ay =
p~
2
yˆ. (C5)
Now, the effective Hamiltonian within our theory reads
H ′0(k) =
~
2k2
2me
+
p~2
2me
(σxkx − σyky) + Jσz , (C6)
which is nothing but a Dresselhaus modelHSO = αD(σxkx−
σyky) for αD = p~
2/2me.
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