ABSTRACT When recognizing conditions such as mechanical faults, the operating data samples each have a label indicating the sample type, whether normal or a known fault category. However, the class label set of the test data is the same as that in the training set, which means that samples having an unexpected or unknown type are simply incorporated into existing classes rather than being assigned a new label for inclusion in another class. To address this problem, we propose a method called the emerging new labels using a sparse auto-encoder (SAE) method. After extracting features using the traditional SAE, it constructs a distribution from the training sample and identifies those samples that do not fit into known categories. The latter receive new labels and are used for retraining the model, enabling it to identify the new condition. The simulation and gearbox fault diagnosis experiments confirm that our proposed diagnostic model effectively identifies new fault types in samples, improving the diagnostic model's general application.
I. INTRODUCTION
A gearbox is a critical connecting and power transmission component in a rotary machine and has been widely deployed in modern industrial equipment, including machine tools, aviation machinery, agriculture machinery and transport machinery. It may have a complex structure and always operates in a harsh environment. As a result, a fault is likely to occur, which directly affects the operational performance of the entire power transmission unit and reduces the processing precision and production efficiency. Therefore, predicting their health condition is necessary to prevent any unexpected accidents caused by gearbox failures [1] .
Mechanical device fault identification and classification methods fall into three major categories: model-based, signal processing-based and knowledge processing-based methods. The first two rely largely on experience. In comparison, knowledge processing-based methods use intelligent diagnosis technology that incorporates knowledge guidance from fault detection, pattern extraction, and state identification to make fault analyses and intervention decisions. Thus, diagnostic technology becomes a practical tool for normal users, not only for a few professionals. Conventional intelligent diagnosis methods, such as principal component analysis and fuzzy clusters, have been applied to mechanical device state identification with good results [2] , [3] . However, algorithm analyses show that these intelligent processing technologies are ''shallow mode'' learning methods with two major deficiencies. First, existing inputs are incapable of describing an actual complex environment completely Second, these algorithms are designed to produce a specific data structure after feature calculation. The time, frequency, and time-frequency domain features of a signal must be calculated in advance, based on experience, to clearly distinguish different states.
These limitations have restricted the application of these conventional algorithms, resulting in inferior generalization performance. To address this problem, in 2006, Hinton proposed a deep learning algorithm [4] , [5] that could effectively reveal the intrinsic pattern within complex inputs. This development attracted academia and industry to deep learning algorithms. Bengio [6] and Bengio et al. [7] proposed a restricted Boltzmann machine and a greedy layerwise deep network for machine vision and image processing. In 2013, Baidu launched an institute of deep learning [8] to explore deep learning technology for image and voice signal processing. Microsoft launched the Adam project [9] and proved that a large-scale commercial distributed system could effectively train a giant deep neural network.
A review of the existing literature shows that some researchers have applied deep learning to mechanical fault diagnosis. Tamilselvan and Wang [10] integrated a deep belief network with multi-sensor data for classifying faults in an aircraft engine and a power transformer. Tran et al. [11] applied a deep belief network to process multiple signals, including vibration, pressure, and electric current for fault classification in piston compressor valves. Fu et al. [12] used a deep belief network for monitoring cutting equipment state. Hu et al. [13] employed a noise reduction sparse autoencoder (SAE) to forecast fan rotation speed. Gan et al. [14] constructed a hierarchical fault diagnosis model using a deep belief network for identifying bearing state. Wang et al. [15] applied a deep belief network to detect surface defects in solar energy battery blades. Huang et al. [16] employed a deep belief network to classify abnormal noise in a vehicle suspension shock absorber. Zhao [17] applied a deep belief network for monitoring the state of floating oil storage and unloading devices. Lei et al. [18] and Jia et al. [19] employed a deep learning algorithm to monitor the health state of a planetary gearbox. Xie [20] applied a deep belief network in the fault diagnosis of running train components. Shao et al. [21] , [22] proposed an optimized SAE method for bearing fault diagnosis and state identification. Ren et al. [23] proposed an integrated deep learning approach for predicting the remaining useful life in multiple bearings. Yin and Zhao [24] applied a deep learning network to diagnose faults in railway vehicle on-board equipment. Sun et al. [25] presented a convolutional discriminative feature learning method for induction motor fault diagnosis. Liu et al. [26] proposed a dislocated time series convolutional neural network for machine fault diagnosis. Chen and Li [27] proposed the SAE-DBN method for bearing fault diagnosis using multiple sensors. Li et al. [28] , [29] presented a multimodal deep support vector classification method and employed a deep random forest for gearbox fault diagnosis. Qi et al. [30] built a stacked sparse auto-encoder for rotating machinery fault diagnosis.
However, existing analysis shows that for most deep learning algorithms, the test samples' category should be included in the training process. Although test samples deviate from the trained model, they are classified as an existing category of training samples and not assigned a proper new category label, which reduces the identification accuracy of the diagnostic model. Motivated by the multi-label learning with emerging new labels method [31] , we propose an emerging new labels method based on a sparse auto-encoder (ENL-SAE) to overcome the problem. Without any loss of generality, we assume samples belonging to different classes are distributed as Gaussian distribution. We calculate the Gaussian distribution parameters of various training samples according to their SAE outputs and classify the test samples based on experience criterion. If the samples have a significant error outside the Gaussian distribution of training samples, we classify these samples into a new category and assign a new category label to retrain the deep learning model. Tests performed to recognize complex gearbox conditions demonstrate that our proposed method improve the diagnostic model's generalization capability, effectively identify new sample categories, and improve the test sample identification accuracy.
In this paper, we introduce the sparse auto-encoder algorithm and our proposed method in Section II and present our validation results in Section III. Section IV presents our concluding remarks.
II. METHODOLOGIES A. THEORY OF THE SPARSE AUTO-ENCODER ALGORITHM
A sparse auto-encoder is an unsupervised algorithm that identifies the features of the input data through encoding and decoding in the hidden layer. If the number of output neurons is smaller than the number of input neurons, the sparse autoencoder algorithm is forced to learn a compressed representation of the data to reduce the dimensionality. Figure 1 shows a model example.
The neuron activation function σ is a normal sigmoid function, whose value is in the range of [0, 1] and is represented by
where W i+1 , B i , B i+1 , and o i represent the encoding weight of the (i + 1)-th hidden layer, the input for the i-thhidden layer, the output of the i-thhidden layer, and the neuron bias unit, respectively. For the i-th hidden layer unlabeled input A =
is the number of unlabeled samples; W i and D i represent the encoding weight and decoding weight of the i-th hidden layer, respectively; and a j (x i ) represents the output of the j-th neuron in the hidden layer when the input is x i for the i-th sample group. At this point in time, the average activation value for the j-th neuron in the hidden layer iŝ
We add a sparsity constraint to makep j = p, where p is the sparsity parameter and a very small proper fraction. In other words, the average activation value of the j-thhidden neuron is close to p. To satisfy the sparsity constraint and ensure that the output in each hidden layer can reflect the input pattern, we defined the cost objective function as:
where b represents the neuron bias unit; n l is the number of the auto-encoder neural network layers; λ is the regularization coefficient; and β is the coefficient that controls the sparsity constraint punishment unit. This cost objective function consists of three parts. The first part is the mean square deviation unit, the second part is the regularization unit, and the last part is the penalty unit restricting the sparsity of this neural network. When there is a significant difference betweenp j and p, KL(ρ j ||ρ) is the relative entropy betweenp j and p, and expressed as
The sparse auto-encoder allows only a small number of nodes in the hidden layer to be activated, reducing the hidden nodes' feature homogenization and improving reliability. However, an unsupervised sparse encoding process only ensures consistency between the high-level output and lowlevel input; there is no corresponding classification capability for a high-level output. Therefore, to the implement automatic classification process, we classify the high-level output using the softmax function and build the map between high-level outputs and category labels. To obtain the network weights, a backward adjustment is performed that considers the deviation from the training samples' actual labels during the training process. During testing, we obtain the high-level outputs based on the model weight parameters and classify them with the softmax function. The matrix calculated from softmax contains the probability of test sample's classification in a certain category.
For a test sample set T = {t 1 , t 2 , · · · , t g } with g samples and c training sample categories, the softmax function calculates the probability matrix (size g×c). The probability vector S(t i ) = {r 1 , r 2 , . . . , r c } of sample t i (i = 1, 2, . . . , g) has the following property
where V max represents the position of the maximum value in S{t i }, and label(t i ) denotes the label for t i .
B. THE IMPLEMENTATION OF EMERGING NEW CLASSIFICATION
According to the central limit theorem, we assume that a set of samples satisfies a Gaussian distribution with a sample mean of µ and a standard deviation of θ . Based on the experience criterion, samples outside of the existing distribution have a greater probability of belonging to another class. Therefore, we treat samples with a data distribution exceeding the existing distribution as a new category. In other words, we can apply a new category to these test samples. When a new category is detected, we integrate the original information of this new category into the training process to rebuild the SAE diagnostic model. For a training sample dataset X = (x 1 , x 2 , . . . , x n ) from low-level input with n samples, m dimensions, and c categories, the training dataset from the corresponding high-level output is Y = (y 1 , y 2 , . . . , y n ) with d dimensions and the highlevel output of the test sample is H = (h 1 , h 2 ,. . . , h g ) with d dimensions and category number v (v > c). We compute the center of cluster i with Eq. (7) and constrained by Eq. (8), where n i represents the number of samples of the i-th category.
The i-th category graph is constructed with Eq. (9) using the computed Euclidean distance between samples y i j and M i . And the mean of the i-th category and the standard deviation are computed with Eq. (10) and constrained by Eq. (11).
We compute the Euclidean distance between the h l test sample and the i-th category according to Eqs. (12) and (13) and identify a new category using Eq. (14) .
where k is the control threshold. C. THE OVERALL PROCESS Figure 2 shows the structure of our proposed method, which consists of the following steps:
Step 1: Collect long-term vibration data.
Step 2: Divide the vibration signals into smaller samples with a fixed length. Step 3: Build the training and testing datasets for the deep learning model. The test dataset contains unknown new labels. Step 4: Train and test the SAE model using the training and testing datasets, respectively. Analyze the distribution and detect new categories.
Step 5: Calculate the classification rate.
III. APPLICATIONS AND DISCUSSIONS OF RESULTS

A. SIMULATION ANALYSIS
To verify the validity of the proposed method for mechanical state identification, we defined gearbox simulation signals for different states according to Wang's work [32] , expressed as
where y d is the fault impact signal; y q is the load distribution signal; y r is the resonant frequency signal; y e is the damping attenuation signal; and y n is the noise. We set the rotational speed at 1100 rpm and measured the vibration signals at a constant sampling rate of 8 kHz. We defined a frequency of normal type (NR) at 50 Hz and set the normal impact amplitude to 0.01. We defined an impact amplitude fault at 1 and fault frequencies at 50, 80, and 120 Hz, categorized as fault 1 (F1), fault 2 (F2), and fault 3 (F3), respectively. Figure 3 shows the time domain waveforms. The normal signal has a smaller impact amplitude than the others. There is frequency difference between faults 1, 2, and 3. Thus, the simulation experiment involves four different classes including one healthy type and three fault types. From the original signals, we collected 240 fragments containing 4096 data points for each type. Thus, the vibration signals for each type were expressed by 240 data subsets with a total of 960 vibration datasets considered for the analysis. The original feature data consequently resulted in a highdimensional size of 960 × 4096. To verify the generalization performance of the proposed model, we used a subset of data for training that consisted of 50% of the normal, fault 1, and fault 2 data. We used 7 subsets with 25%, 37.5%, 50%, 62.5%, 75%, 87.5%, and 100% of each class for testing. We used the training dataset to obtain the SAE diagnosis model and then input the testing data into the learning machine to construct the feature subspace and perform classification.
We defined two different structural networks: one with a single hidden layer of 80 nodes and one with two hidden layers with 80 and 50 nodes. We assumed that the high-level output dimension was the same as the number of categories. Figure 4 shows the simulation identification accuracy curves for two different networks with two methods (learning without new label classification capability). The curve shows that the identification accuracy for learning without new category identification was always 0.75. This value means that when samples' category was given, a desirable classification result could be achieved. However, because this algorithm did not detect new categories, a new category (fault 3 samples) were always recognized as an existing category, resulting in the theoretical maximum accuracy of 0.75. In contrast, our new method successfully detected samples deviating from the Gaussian distribution and achieved a classification accuracy of 1.0. This was true when both single and double hiddenlayers were used.
To describe the classification results of each health condition, we plotted the confusion matrices of the testing accuracies for the simulation dataset in Fig. 5 . The result shows that all fault 3 samples were misclassified as fault 2, producing the identification accuracy of 0.75. In comparison, our proposed ENL-SAE method identified the new sample category and assigned it a new label of category 4, with 100% identification accuracy.
B. GEARBOX STATE TEST DATA
To verify the proposed model, we conducted gearbox fault experiments using the test bed and gearbox structure shown in Fig. 6 . The 2-speed transmission path involves the gear pairs 26/38 and 20/41, and the 5-speed path involves gear pairs 26/38 and 42/22, as indicated in Fig.6 (b) . A faulty bearing was placed along the output shaft. Figure 7 shows details of faulty gear and bearing. There are three gearbox operation states in the experiments: 1) normal state; 2) single fault state (2-speed gear tooth peeling off, 5-speed gear tooth broken, or inner ring fault); and 3) composite fault state (inner ring fault +2-speed gear tooth peeling off, inner ring fault + 5-speed gear tooth broken). These conditions produce 6 categories of data samples as detailed in Table 1 . Under four running conditions (rotation speeds of 1,000 and 1,250 rpm with loads of 0 and 50 Nm), we measured the vibration externally on the gearbox bearing case (measuring point 1 in Fig. 6 ) at a VOLUME 7, 2019 constant sampling rate of 24 kHz using a PCB 35481 acceleration sensor. We used a sampling period of 0.5 s and collected 120 samples for each condition. We then performed a fast Fourier transformation (FFT) of the data to generate frequency-domain samples for the model inputs. Therefore, each type of gearbox fault consisted of 480 samples of 6,140 dimensions each (corresponding to the number of FFT resampling points). Thus, the gearbox state data matrix had a size of 2,880 × 6,140. to determine the system state from the time domain signal. Additionally, operational condition changes made identification more difficult. However, with pattern recognition methods, the system states could be classified using frequency components with an adjustment of the model internal parameters. However, the existing deep learning algorithm did not effectively identify a new sample category, limiting the model's application.
Thus, we applied our proposed incremental learning SAE fault diagnosis method in two different ways. In the first case, we constructed the SAE diagnosis model from samples of four categories and tested with samples of five categories. In the second case, we constructed the model from samples of five categories and tested with samples of six categories. Because there might not have been sufficient samples for training, we investigated different levels of training and testing (37.5% and 50% of the datasets were selected for training using 25%, 37.5%, 50%, 62.5%, 75%, 87.5%, and 100% of the datasets for testing). We also applied the two different network structures, one with the single 80-node hidden layer and one with the double 80 and 50 node layers. Likewise, we defined the high-level output dimension to match the number of categories.
C. RESULT ANALYSIS
The comparison of the identification accuracies in Fig. 9 shows that, with the 37.5% training samples, the classification rate for the existing strategy in case 1 remained under 0.8 regardless of the number of hidden layers. This was expected because the new category data was always classified into an existing category, making misclassification inevitable. With our incremental learning method, the classification rate in case 1 always exceeded 0.85 with a single hidden layer and 0.94 with the dual hidden layers.
Case 2 produced results similar to case 1's. The learning algorithm without new category identification had an accuracy below 0.83. In comparison, our proposed method had an identification accuracy greater than 0.92, improving the overall classification rate. Figure 10 shows the results of our model constructed using 50% training samples. Our proposed ENL-SAE method achieved good results, with a classification rate over 0.90 for both hidden layer configurations in both cases. In comparison, the classification rate of the SAE without incremental learning was always less than 0.85 because of its inability to identify a new category.
The confusion matrices of the prediction accuracy values (%) for the 25% testing dataset using 37.5% training samples for forecasting are shown in Fig. 11 . Figure 11 (a) and (b) shows that the SAE without incremental learning correctly identified the NR and known fault (1-3) samples, but misclassified the unknown fault (4) as fault 2 or fault 3. Our proposed algorithm correctly identified the unknown fault (4) as a new category, and, with the two hidden layer configuration, ENL-SAE reached 100% accuracy as shown in Fig. 11(b) .
Similarly, for case 2, SAE without incremental learning misclassified the fault 5 samples as those of category 2 or 3, whereas our proposed ENL-SAE regarded the fault 5 samples as having a new category, improving the identification accuracy rate. Figure 12 shows the results from using the 50% training samples used. In case 1, traditional SAE could not identify new clusters and misclassified the new fault 4 category as another type, while our proposed method successfully identified all categories with 100% accuracy. For case 2, traditional SAE misclassified all fault 5 samples as fault 1, while ENL-SAE correctly identified all of the fault 5 cases in the 59.17% and 57.5% samples on one and two deep layers respectively. These results indicate the success of ENL-SAE in recognizing new cluster.
IV. CONCLUSION
To identify new categories of fault data, we have developed a novel method called ENL-SAE. Our method identifies samples that deviate from a Gaussian distribution and places them in new categories with a new label. This new category is then added to existing training samples to retrain the SAE fault diagnosis model, enabling correct identification of a new category. Our simulation and gearbox vibration experiments demonstrate that our proposed method effectively identifies a new sample category and improves the identification accuracy compared to the traditional SAE diagnosis model.
It should be noted that, as with other knowledge-based methods, ENL-SAE has limitations. The classification results from the experiments, as shown in Figs. 11 and 12 , show that with nonstationary and nonlinear vibration characteristics, ENL-SAE does not achieve 100% accuracy under some operating conditions. We also point out that our tests considered only one new label. In the future, we plan to explore the addition of multiple new categories to our approach. 
