Abstract. We consider the 1D nonlinear Schrödinger equation (NLS) with focusing point nonlinearity,
Introduction
We consider the 1D nonlinear Schrödinger equation (NLS) with p-power focusing point nonlinearity, for p > 1, The equation (1.1) satisfies the scaling property (1.3) ψ(x, t) solves (1.1) =⇒ ψ λ (x, t) = λ 1/(p−1) ψ(λx, λ 2 t) solves (1.1)
The scale invariant Sobolev spaceḢ σc , meaning the value σ = σ c for which ψ λ Ḣσ is λ-indepdendent, is σ c = 1 2
, and we say the equation isḢ σc critical. The case p = 3 is L 2 critical, and we say that p < 3 is L 2 subcritical and p > 3 is L 2 supercritical. We define the mass and energy of a solution ψ to be
By direct calculation, they are conserved, meaning that M (ψ(t)) and E(ψ(t)) are independent of t whenever they are defined. It follows from the Gagliardo-Nirenberg inequality
x that if p < 3, then all H 1 solutions to (1.1) are global. H 1 blow-up solutions do exist for p ≥ 3. In this paper, we seek explicit blow-up solutions for p > 3 called self-similar (since they are, up to a phase modulation, a rescaling of a fixed spatial profile). It turns out to achieve exact self-similar blow-up solutions as in (1.5), we have to relax the requirement that our solutions belong to H 1 x , and instead merely require that they belong to L ∞ x ∩Ḣ 1 x , which we call the energy space, since the two terms defining the energy are finite for functions belonging to this space. Theorem 1.1 (structure of L 2 supercritical self-similar blow-up solutions). The function (1.5) ψ(x, t) = λ(t) 1/(p−1) e iτ (t) η(λ(t)x)
solves (1.1) with lim t T * λ(t) = +∞ if and only if there exists h > 0 and κ ∈ R such that (1.6) λ(t) = 1 2h(T * − t) , τ (t) = κ 2h ln T * T * − t + τ (0)
and η(z) solves the stationary equation ) and just consider the equation for arbitrary κ ∈ R, h > 0, and σ ∈ R.
(1.8) (κ + ihσ)η − ihΛ z η − η zz − δ|η| p−1 η = 0
Now we turn to a study of when (1.8) has a solution in the energy space. Taking η(z) = e
iz 2 h ϕ(z), then η(z) solves (1.8) if and only if ϕ(z) solves (1.9) (κ + ihσ)ϕ − ϕ zz − 1 4 h 2 z 2 ϕ − δ|ϕ| p−1 ϕ = 0
As discussed in §3, two independent solutions of the eigenvalue problem for the inverted harmonic well (here λ ∈ C is the spectral parameter and has nothing to do with λ(t) in (1.6)) −w zz − 1 4 h 2 z 2 w = hλw are given by w(z, λ), w * (z, λ) defined by (3.25) with the asymptotic behavior (see 
With λ = −κh −1 − iσ, we have Im λ = −σ, and since we are interested in the case when σ = σ c < 1 2 , we must select solutions with no w * (z, λ) component. A solution ϕ to (1.9) is called outgoing if, in (1.11), α * + = 0 and α * − = 0. Thus
By the first condition of (1.2), we must have α + = α − . Hence
for some α ∈ C. The second condition in (1.2) becomes
A solution α exists if and only if
is real and positive and in this case, α must satisfy
Since (1.9) is invariant under multiplication by e iθ for θ ∈ R, the condition (1.13) uniquely specifies the solution once a choice of phase is given. The most convenient choice is to take the phase of α to be that of 1/w(0, λ), so (1.14) becomes
Before examining the question of for which λ (i.e. which κ, σ) the condition (1.13) holds, we can derive some general constraints. We have established that for σ < 1, η(z) is a finite energy solution of (1.8), if and only if ϕ(z) = e 1 4 iz 2 h η(z) is an outgoing solution of (1.9). Hence for σ < 1, finite energy solutions η(z) of (1.8) have asymptotic behavior
for certain constants c 0,λ,h , c 1,λ,h , with λ = −κh −1 − iσ.
Theorem 1.2 (Pohozhaev identities).
If σ < 1 and η(z) is a nontrivial finite energy solution of (1.8), then σ > 0 and the following identity holds:
from which we obtain that E(η) = 0 when σ = σ c . This is proved in §4, and constrains the admissible value for σ to be 0 < σ < 1 (for outgoing solutions). For a particular choice of h, κ, and σ, let us denote by ϕ h,κ,σ the unique nontrivial outgoing solution to (1.9) (if it exists). By scaling we find the relation
Hence, by taking µ = |κ| 1/2 , we can convert κ to ±1 while h is converted to |κ| −1 h. At this point, we appeal to the special function representation of w(z, λ) to compute a formula for A(λ) defined in (1.13). We find (see (5.1)) Theorem 1.3 (existence and uniqueness of outgoing solutions). Recall λ = −κh −1 − iσ. If κ = 1, then for each 0 < h < ∞, there exists a unique 0 < σ(h) < 1 such that A(λ) is real and positive, and thus a corresponding outgoing solution ϕ h,1,σ(h) . On the other hand, if κ = −1, then for each h > 0 and 0 < σ < 1, A(λ) is not real and positive, and thus there are no outgoing solutions ϕ h,−1,σ . Theorem 1.3 is proved in §5. For κ = 1, we numerically solved for σ(h) using the MATLAB fzero function. The results are displayed in Figure 1 .1, and show that the h → 0 asymptotic formula σ(h) = 2e
−π/h h −1 (1 + O(h)) given in the next theorem is already a good approximation at h = 1. Moreover, the numerical solution shows that σ(h −1 ) is decreasing as a function of h −1 , starting from σ = 1 2
at the limit h −1 = 0. Thus we have the numerical finding that 0 < σ(h) < 1 2 for all h > 0 (as opposed to just 0 < σ(h) < 1) and moreover, that for each 0 < σ < 1 2 , there exists a unique 0 < h < ∞ such that σ = σ(h). Theorem 1.4 (asymptotic formulae for σ(h)). Let κ = 1. For all 0 < h 1, the unique value σ(h) such that A(λ) is real and positive (as in Theorem 1.3) is
This is proved in §6 and numerically confirmed in Fig. 1 .1. Recalling that outgoing solutions ϕ to (1.9) correspond to finite energy (hence zero energy) solutions η to (1.8), we still need to invert the relationship between h and σ.
Indeed, in Theorem 1.1, we are given p > 3, and hence 0 < σ c < 1 2
, and need to find h such that σ(h) = σ c . For p ≈ 3, the first-order approximation is h ≈ π[log 8/(p−3)] −1 . In the next theorem, for given 0 < h 1 and σ(h) = 2e −π/h h −1 (1 + O(h)), we employ contour deformation and stationary phase in the parabolic Weber functions to better understand the shape of the outgoing solution ϕ(z) = ϕ h,1,σ(h) (z). Theorem 1.5 (outgoing profile ϕ asymptotics as h → 0). As h → 0, we have the expansion
where
This is proved in §7.
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L 2 supercritical blow-up ansatz
In this section we prove Theorem 1.1. Using the scaling property (1.3) as a model, we examine self-similar solutions of the form
We convert the equation (1.1) into an equation for u(z, τ ) by computing
Then κ(t) and h(t) are in fact constant. Indeed, for t 1 = t 2 , we subtract (2.2) at the two times to obtain
for which there are no nontrivial solutions compatible with (2.2) at t = t 1 . This forces κ(t 1 ) = κ(t 2 ) and h(t 1 ) = h(t 2 ), and hence κ(t) = κ and h(t) = h are constant and (2.2) becomes (1.7). Since − 1 2 (λ −2 ) t = h and λ −1 (T * ) = 0, we integrate to obtain λ −2 (t) = 2h(T * − t). Since we want to approach the blow-up time T * from below (t < T * ), we have that h > 0 and the first equation in (1.6) holds. Combining this with κ = λ
, and integrating gives the second equation in (1.6).
Parabolic cylinder functions
The following material is drawn in part from Slavyanov [Sla96] , pp. 21-31. Consider the Weber equation
Any solution to (3.1) is called a parabolic cylinder function or Weber-Hermite function. One solution to (3.1) is γ(z) = D ν (z), defined for Re ν < 0 by the integral formula
The function D ν (z) can be extended analytically to all ν ∈ C, but for now we do not need formulae for Re ν ≥ 0. The fact that (3.2) is a solution to (3.1) can be verified by direct computation of the second derivative of (3.2) (differentiation under the integral sign and integration by parts). We calculate
For both formulae we have used the duplication formula
2 This equation appears as (1) The formula (3.2) applies for Re ν < 0, but for one remark, we do need to know the solution D ν (z) to (3.1) at ν = 0. From the formulae (3.3) and (3.4), we obtain D 0 (0) = 1 and D 0 (0) = 0. It is straightforward by direct computation to confirm that γ(z) = e −z 2 /4 is the unique solution to (3.1) satisfying these initial conditions, so we conclude that D 0 (z) = e −z 2 /4 . It is straightforward to verify that since γ 1 (z) = D ν (z) solves (3.1), so do the two functions γ 2 (z) = D ν (−z) and
The Wronskian is given by
To simplify this, we use the standard gamma function identity
in (3.5), we obtain
in (3.5), we have
Substituting, we obtain
Thus, for all ν ∈ C, W (γ 2 , γ 3 ) = 0 and { γ 2 , γ 3 } is a basis for the space of solutions to (3.1). It follows that there exist α, β such that
The constants α, β are found by taking z = 0 to obtain the system
Using the Gamma function identities as before, we simplify to
Hence we have
For real ν and z, we can take the complex conjugate to obtain
However, (3.8) remains valid for all ν, z ∈ C by analytic continuation. Consider now the scalar Schrödinger operator with inverted harmonic potential. Two solutions to the second-order ODE
The fact that v(x) and v * (x) solve (3.9) is verified by using the fact that D ν (z) is a solution to (3.1).
In this section, we record some properties of v(x) and v * (x). In particular, we obtain the asymptotics of v(x) and v , we obtain the integral formula
Substituting (3.2) into (3.11) with ν = −iλ − 1 2
, we obtain the integral formula
Now we evaluate the asymptotics of v(x) given by (3.12) as x → +∞. Taking s = e −iπ/4 xt (which amount to a contour change that is valid for x > 0), we obtain (3.14)
ix 2 e πλ/4 e iπ/8
Moreover, we have the crude estimate
Thus we have
ix 2 e πλ/4 e iπ/8 1 + Γ(Im λ + 5 2
In the case where λ = −h −1 − iσ with 0 < h 1 and 0 < σ < 1 2
, we have
, from which it follows that we need x h 2σ e π/(4h) in order for (3.15) to apply. A more precise result is given in Lemma 7.1 below, showing that the leading order term in (3.15) is valid even for x 2h −1/2 . A similar calculation applied to v * (x) given by (3.13) yields
uniformly in λ. Now we evaluate the asymptotics of v(x) given by (3.12) as x → −∞. By (3.8),
By (3.7) with ν = −iλ − 1 2
We can use (3.17), (3.15), (3.16) to obtain , they continue to all λ ∈ C by analytic continuation.
We also note that
We conclude with some Wronskians. First
Using the identity
iλ, this simplifies to
where z = e −iπ/4 x and ν = iλ − . Substituting (3.6), we obtain
Now that we have laid out the basic properties of the fundamental solutions v(x, λ) and v * (x, λ) of (3.9), we consider the scaled Hamiltonian, and associated eigenvalue problem −∂
Two solutions are given by
The basic properties of w(x, λ) and w * (x, λ) are easily deduced from the corresponding properties for v(x, λ) and v * (x, λ) given above.
Outgoing solutions and the Pohozhaev identities
In this section, we prove Theorem 1.2, that is, we derive the Pohozhaev identities for finite energy solutions η(z) of (1.7), for σ < 1, and deduce some consequences. By the analysis given in §1, any such η(z) has the |z| → ∞ asymptotics given by (1.16) with λ = −κh 
Also since η(z) = αw(|z|, λ), for some α, where w is smooth across z = 0, we calculate
which shows that the left-hand and right-hand limits for all derivatives exist and in particular
Recall that we also derived the asymptotics (1.16). These properties are used to derive the Pohozhaev identities below. Pair (4.1) withη, and integrate over −R < z < R to obtain
Take the real part of (4.3), using that − Re η zzη = − 1 2 ∂ 2 z |η| 2 + |η z | 2 , applying the fundamental theorem of calculus on (0, R) and (−R, 0),
Take the imaginary part of (4.3), using that Im(η zη ) z = Im(η zzη ) and Re Ληη = 1 2 (z|η| 2 ) z , to obtain 0 = hσ
Applying the fundamental theorem on (−R, 0) and (0, R), we obtain
Taking R sufficiently large, we see from (4.5) that σ > 0 for a nontrivial solution.
Next multiply (4.1) by Λη, and take the real part to obtain
Substituting the identities
Summing the integral over −R < z < 0 and the integral over 0 < z < R, and using the fundamental theorem on each integral, we obtain
Substituting yields
From (4.4), we obtain (4.7) lim
From (4.5), we obtain (4.8) lim
From (4.6), we obtain (4.9) lim
By (4.8), we find that σ > 0. This combined with (4.9) gives that
This combined with (4.7) gives that κ > 0. Plugging (4.5) into (4.6), we obtain (4.10) 0 = κσ
Taking (4.10) and subtracting σ times (4.4) and sending R → ∞, we obtain
Substituting,
, then note that E(η) = 0.
Existence and uniqueness of profiles
In this section, we prove Theorem 1.3. From the definition of A(λ) given in (1.13), and the definition of w in terms of v given in (3.25),
where λ = −κh −1 −iσ, with κ ∈ {−1, 1}. From Theorem 1.2, we know that 0 < σ < 1. Substituting the explicit formulae given in (3.20) and (3.21), we obtain (1 + ie −iσπ e −π/h )Γ( Combining with (5.2), we have (5.5)
Thus we have two expressions for A(λ) given by (5.1) and (5.5). Now let
In either case κ = ±1, there exists an outgoing solution ϕ if and only if f (σ, h −1 ) ∈ 2πZ. From (5.6) and (5.1), we have
From (5.6) and (5.5), we have (5.8)
σπ − Im log(1 + ie −iσπ e −π/h ) + Im log Γ( 
Let us comment on the branches of the logarithm in (5.7) and (5.8). The terms involving log Γ(z) for certain z are defined as follows. By the Weierstrass product representation, Γ(z) is analytic on C\{0, −1, −2, . . .} and nonvanishing, with poles at 0, −1, −2, . . .. We thus restrict log Γ(z) to the simply connected domain C\(negative real axis), and fix it to be the analytic continuation that results from assigning log Γ(1) = 0. If we restrict to 0 < σ < 1 2 , then each input value z of log Γ(z) appearing in (5.7) and (5.8) belongs to C\(negative real axis), allowing for h −1 = 0. In the case 1 2 ≤ σ < 1, we restrict to h −1 > 0 but can still assign values to log Γ(z) for h −1 = 0 for each input z in (5.7) and (5.8) by taking the limit h −1 0. In (5.8), there is an additional term with a logarithm. Since |ie −iσπ e −π/h | < 1, we have Re(1 ± ie −iσπ e −π/h ) > 0, and the function log(1 + ie −iσπ e −π/h ) is taken as the branch of log(w) such that log w is real for w real.
Lemma 5.1. For 0 < σ < 1, h > 0, κ = 1, we have − π 2 < f (0, h −1 ) < 0 and 0 < f (1, h −1 ) < π for all 0 < h −1 < ∞, and ∂ σ f (σ, h −1 ) > 0 for all 0 < σ < 1 and 0 < h −1 < ∞. Hence for each 0 < h −1 < ∞, there exists a unique 0 < σ(h) < 1 such that f (σ(h), h −1 ) = 0 and there are no solutions to f (σ, h −1 ) = 2πn for n = 0.
Proof. From (5.8), we have f (0, h −1 ) = − Im log(1 + ie −π/h ), from which it readily follows that − π 2 < f (0, h −1 ) < 0. We now turn to evaluating f (1, h −1 ). Consider the formula log Γ( ) × {0}, but we must specify the branch of log(− Substituting into (5.8) gives
where ψ is the digamma function and we take z = ih −1 . By taking the log derivative of the Weierstrass product formula for the gamma function, we obtain
In our case z = 
for all 0 < h −1 < ∞ and 0 < σ < 1. Consequently, from (5.10), we obtain ∂ σ f (σ, h −1 ) > 0, as claimed.
for all 0 < h −1 < ∞, and ∂ σ f (σ, h −1 ) < 0 for all 0 < σ < 1 and 0 < h −1 < ∞. Hence there are no solutions to f (σ, h −1 ) ∈ 2πZ for 0 < σ < 1 and 0 < h −1 < ∞.
Proof. The proof is analogous to the proof of Lemma 5.1 and will be omitted.
Asymptotic calculation of σ(h)
In this section we prove Theorem 1.4, starting with the case 0 < h 1. We use
and we also use the expansion Lemma 6.1.
We will prove this lemma below. Let z = 1 4
Plugging into Lemma 6.1, we obtain log Γ(
Substituting the asymptotic expansions (6.1), (6.2) (valid for 0 < σ < 1) into (5.8), we obtain
Note that the "big O" notation means that there exists C > 0 such that for every 0 < σ < 1,
Hence the unique solution to f (σ, h −1 ) = 0 lies in the interval 2h
Proof of Lemma 6.1. Recall the Binet's log Gamma formula
By the mean-value theorem (using that |(arctan z) | ≤ 1) we obtain
Substituting (6.6) into (6.5), we obtain the claimed expansion.
Now we return to compute the amplitude of the outgoing solution ϕ at x = 0. Recall
We have chosen σ = 2e −π/h h −1 (1 + O(h)) precisely so that A > 0, and thus A
is well-defined. From http://dlmf.nist.gov/5.11#E14, we have
σ, we obtain
To compute that asymptotic behavior of ϕ(x) as |x| → ∞, we need to compute α and hence v(0). In §3, we show that
With λ = −ih −1 − iσ, this becomes
Using asymptotic expansion in (6.4), we obtain that as h → 0, σ ≈ 2h σ 0 ), both of which are real (and finite). Hence the right side of (6.9) cannot converge to a real and positive value. Given that σ → 1 2 as h −1 → 0, we have that z → 0. Hence we reexpress the denominator of (6.9) as z −1 Γ(1 + z) to obtain (6.10) 
7. Form of outgoing profiles as h → 0
In this section, we prove Theorem 1.5. This follows from the calculation of α in (6.8) and the following lemma. and f (θ) ∼ α 2 θ −1 as θ 0. For α ≥ 1, f (θ) is decreasing on the whole interval, but for 0 < α < 1, f (θ) achieves a minimum in the middle at θ 0 = arcsin α with value f (θ 0 ) = α √ 1 − α 2 + arcsin α.
Lemma 7.1 (x → +∞ asymptotics of v(x)). For λ = −h −1 − iσ, 0 < h 1, and σ ≈ 2h
Proof. Recall we restrict to x > 0. As x = 2h −1/2 is the classical turning point, it is convenient to use the parameter α . By changing variables t → h −1 x −1 t, we obtain (7.2)
By rotating contour forward by e πi/4 , we obtain
ix 2 (hx)
Note that the application of Cauchy's theorem required to deduce (7.3) from (7.2) is straightforward since the functions in the exponential have negative real part. Thus one can use the standard wedge contour, and we will not further elaborate on this calculation. Taking
where γ 1 denotes the positive real axis, oriented from 0 to +∞. We would like to rotate forward the contour γ 1 in (7.4) from the positive real axis to the positive imaginary axis, although this requires moving through a region where − and f (θ) ∼ α 2 θ −1 as θ 0. For α ≥ 1, f (θ) is decreasing on the whole interval, but for 0 < α < 1, f (θ) achieves a minimum in the middle at θ 0 = arcsin α with value (7.6) f α (θ 0 ) = α(1 − α 2 ) 1/2 + arcsin α , f α (θ 0 ) = 2α 2 cos θ 0 sin 3 θ 0
Use of the double angle identity cos 2θ = 1 − 2 sin 2 θ and (7.5) gives (7.7) ν α (θ) = − 1 2 α 2 csc 2 θ + log csc θ − α 2 + log(2α 2 )
We also find that when α < 1, with θ 0 = arcsin α, that ν α (θ 0 ) = 0 and We now invoke stationary phase/Laplace method to obtain (7.9) g 2 (α, h −1 ) ≈ −(2α 2 )
3 2
−σ e h −1 (−fα(θ 0 )+iνα(θ 0 )) e i(σ+ Substituting θ 0 = arcsin θ 0 and (7.6), (7.7), (7.8) into (7.9), (7.10), we obtain which is the dominant contribution for α < 1. Next, consider γ 3 . We parameterize it as z = is, where s goes from s = 0 to s = 2α 2 . Then p α (is) = iϕ α (s) − In the case where α h −1/2 , we can use the asymptotic forms to simplify g 3 (α, h −1 ) ≈ (2π) 1/2 e −π/(2h) e −ih −1 h −1/2
