Abstract. Pseudo-differential operators of type 1, 1 are proved continuous from the Triebel-Lizorkin space 
INTRODUCTION
Recall that for symbols a
a(x, D) = OP(a) = (2π)
−n e i x·ξ a(x, ξ )
map the Schwartz space S (R n ) continuously into itself, say for 0 ≤ δ ≤ ρ ≤ 1. And for (ρ, δ ) = (1, 1) these operators extend to continuous, 'globally' defined maps (2) a(x, D) :
But for ρ = δ = 1 Ching [2] proved existence of a ∈ S 0 1,1 such that a(x, D) / ∈ B(L 2 (R n )). That every A ∈ OP(S 0 1,1 ) is bounded on C s and H s for s > 0 was first proved by Stein (unpublished) ; Meyer [6] 
For s ≥ 0 and 1 ≤ p ≤ ∞, the next result gives a maximal domain by means of the Triebel-Lizorkin spaces F s p,q (R n ) (albeit with a Besov space for p = ∞). 
Theorem 1.2. Any a(x, D)
∈ OP(S d 1,1 (R n × R n )) is continuous, for s > 0, p, q ∈ [1, ∞], (6) a(x, D) : F s+d p,q (R n ) → F s p,q (R n ), for p < ∞.
If (3) holds, (6) does so for s ∈ R. (The result extends to B s p,q and p, q ∈ ]0, ∞]).
The proofs of Theorem 1.1-1.2 treat the symbols directly without approximation by elementary symbols, so it is crucial to control the spectra of the terms appearing in the paradifferential splitting of a(x, D), and for this purpose the following was established.
Proposition 1.3 (the support rule). If b
, that coincides with the usual one for A ∈ OP(S ∞ 1,0 ).
The support rule generalises to b ∈ S ∞ 1,1 , for all v ∈ F −1 E ′ , using Proposition 1.4.
ON THE PROOFS
when the pair (a, u) is such that the following series converge in D ′ (R n ) :
Here a ∈ S ∞ 1,1 (R n × R n ) implies a j,k ∈ S −∞ , and if K j,k denotes the distribution kernel,
This definition of a(x, D) extends other ones, eg (1). And Prop. 1.4 follows, for if ξ →y (aΦ k )(x, x − y) one can sum over j ≤ N in (11) and majorise to show S ′ -convergence to K k (x, ·)u k dy.
To exploit the ansatz further, the 'pointwise' estimate in the next lemma is useful.
Then there exists a c > 0 such that
t is the maximal function ; 0 < t ≤ 1. 
For k in finite sets, it now follows that the a (1) and (14) gives that a (1) (x, D) is bounded. The sum ∑ k−2 j=0 may then be replaced by the one pertinent for a (2) , with a similar argument. To handle a (3) , one may further invoke Taylor's formula and In the proof of Theorem 1.2, the key point is to obtain (with Φ j as in [10] )
If (3) holds, then (16) may be supplemented by the property that, for k large enough,
By Proposition 1.3, (15)- (16) 
To complete the proof of Theorem 1.2 one can modify the estimates (14) ff. into L p (ℓ s q ) estimates ; then convergence criteria for series of distributions, eg Theorems 3.6-3.7 of [10] , apply by (15)-(16) (like arguments used in [6, 10, 5] etc.). The ball on the r.h.s. of (16) only yields estimates of a (2) 
for s > 0, as is well known. But if (3) holds, one can, by (17), use the criteria for series with spectra in dyadic annuli, like for a (1) and a (3) (the finitely many other terms of a (2) are in s>0 F s p,q ).
Remark 1. The class OP(S d 1,1 (R n × R n )) was first treated in F s p,q -spaces by Runst [7] , but unfortunately the proofs are somewhat flawed, since in Lemma 1 there the spectral estimates require a support rule under rather weak assumptions, like in Prop. 1.3 above. This was seemingly overlooked in [7] and by Marschall [5] . Using the ϕ-decomposition of Frazier and Jawerth [3] , Torres [8] 
