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Abstract: We are what we do, like, and say. Numerous research efforts have been pushed towards
the automatic assessment of personality dimensions relying on a set of information gathered from
social media platforms such as list of friends, interests of musics and movies, endorsements and
likes an individual has ever performed. Turning this information into signals and giving them as
inputs to supervised learning approaches has resulted in being particularly effective and accurate
in computing personality traits and types. Despite the demonstrated accuracy of these approaches,
the sheer amount of information needed to put in place such a methodology and access restrictions
make them unfeasible to be used in a real usage scenario. In this paper, we propose a supervised
learning approach to compute personality traits by only relying on what an individual tweets about
publicly. The approach segments tweets in tokens, then it learns word vector representations as
embeddings that are then used to feed a supervised learner classifier. We demonstrate the effectiveness
of the approach by measuring the mean squared error of the learned model using an international
benchmark of Facebook status updates. We also test the transfer learning predictive power of
this model with an in-house built benchmark created by twenty four panelists who performed
a state-of-the-art psychological survey and we observe a good conversion of the model while
analyzing their Twitter posts towards the personality traits extracted from the survey.
Keywords: affective computing; personality dimensions; Big5; word embeddings; machine learning
1. Introduction
Nowadays, social media platforms are the largest mines of personal information, since they
continuously record people’s habits, interactions, interests in musics, movies and shopping.
Such information regarding individuals is so comprehensive that has become essential for many
applications targeting the final customer; industries such as (digital) goods retailers and advertising
agencies are now researching and implementing strategies to acquire this data to better profile their
customers and, therefore, to customize their offers about products and services. Acquiring massively
and processing such data to derive people’s cues has been popular for numerous years and has
triggered numerous research studies aiming to profiling human beings computationally and accurately.
In a popular study [1], authors demonstrate the degree to which relatively basic digital records
of human behavior such as Facebook likes can be used to automatically and accurately estimate
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a wide range of personal attributes that people would typically assume to be private and profile the
individual along five dimensions, namely Openness, Conscientiousness, Extroversion, Agreeableness,
and Neuroticism. The acquisition of such information requires an explicit consent by the individuals
resulting in an extreme complexity and thus making it unfeasible to be applied in real usage
scenarios. This is also due to the prevention of sensitive information leaks that can potentially harm or
discriminate individuals.
Social media platforms are also used as channels where individuals deliver thoughts, emotions,
and essays. Usually, they are delivered in a public fashion meant to reach a very large audience. Twitter,
for instance, is among the most popular channels used by people and tweets are tools that ultimately
characterize the individuals who have written them or shared tweets of others. We formulated the
following research question to leading our investigation: to what extent tweets can be processed
in order to derive meaningful traits of an individual? Profiling a person by using words he or she
uses has been extensively studied in language psychology. In fact, a central assumption in language
psychology is that the words people use reflect who they are. For instance, in [2,3] authors investigated
and observed that the way people speak is related to their physical and mental health problems.
With the increasing computer advances, efforts have been made to capture psychological themes
or people’s underlying emotional states that might be reflected in the words they used (e.g., [4]).
Other psychological and linguistic studies have supported the intuition that the personality traits of
individuals are implicitly encoded in the words used to shape a sentence [5,6].
In this paper, we propose a supervised learning approach to compute five personality traits
by only relying on what an individual tweets about his or her thoughts. The approach segments
tweets in tokens, then it learns word vector representations as embeddings that are then used to feed
a supervised learner classifier. We demonstrate the effectiveness of the approach by measuring the
mean squared error of the learned model using an international benchmark of Facebook status updates.
We also tested the transfer learning capability and feasibility of this model with an in-house built
benchmark created by twenty four panelists who performed a state-of-the-art psychological survey
and we observed a good conversion of the model while analyzing their Twitter posts towards the
personality traits extracted from the survey.
The remainder of this paper is structured as follows: in Section 2, we compare our approach with
state-of-the-art learning algorithms and in Section 3 we introduce the so-called Five Factor Model.
In Section 4, we present both the gold standard used to train the learning model presented in this
paper and the Twitter gold standard used as benchmark. In Section 5, we detail the approach and in
Section 6 we report the experimental results we have achieved when extracting personality traits from
tweets. We discuss the threats to validity of the approach in Section 7 and we conclude with insights
and future work in Section 8.
2. Related Work
Numerous studies have demonstrated the correlation between personality traits and many
types of behavior. This includes job performance [7], psychological disorders [8,9], and even
romantic success [10]. Significant correlations were also found between personality and preferences.
Studies showing connections between personality and music taste are well established in
literature [11–14], while Jost et al. [15] found that knowing the personality traits of an individual
allowed to predict whether they would be more likely to vote for McCain or Obama in the presidential
election of 2008 in the United States. Cantador et al. [16] presented a preliminary study in which they
analyzed preferences of roughly 50,000 Facebook users who expressed their interests about sixteen
genres in each of these domains: movies, TV shows, music and books. Such results can be very
valuable to enhance personalization services in several domains.
The volume of research on computational personality recognition has grown steadily over the
last years [17,18]. The ubiquity of social media platforms has inspired researchers to move towards
these platforms to seek useful information to be used for personality prediction. Many studies showed
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correlation between personality and online behavior [19–21], and there is an excellent corpus in
literature about inferring personality traits from those platforms. Quercia et al. [22] were the first
who explored at large the relationship between personality and use of Twitter; they also proposed
a model to infer users’ personality based on just following, followers, and listed count numbers.
Similarly, Jusupova et al. [23] used demographic and social activity information to predict personality of
Portuguese users, whereas Liu et al. [24] proposed a deep-learning-based approach to build hierarchical
word and sentence representations that is able to infer personality of users from three languages:
English, Italian, and Spanish. Van de Ven et al. [25] based their analyses on LinkedIn, a job-related
social media platform, yet they did not find strong correlations between personality traits and user
profiles, except for Extraversion. YouYou et al. [26] demonstrated that computer-based judgments
about an individual can be more accurate than those made by friends, spouse, and even the individual
himself, if sufficient data is available.
The first approaches on personality prediction were mainly based on SVM, using syntactic and
lexical features [6,27]. It was just in recent years that researchers moved towards deep learning.
Kalghatgi et al. [28] and Su et al. [29] used neural networks by feeding them a number of meticulously
hand-crafted features, the first about syntax and social behavior while the latter regarding grammar and
LIWC annotations extracted from a dialogue. Majumder et al. [30] use a CNN to derive a fixed-length
feature vector starting from word2vec word embeddings [31], which they extend with eighty four
additional features from Mairesse’s library [32]. For classification, the so computed document vectors
are fed both to a multi-layer perceptron (MLP) and to a polynomial SVM classifier. In contrast to
this work, we adopt a dictionary of existing word representations generated by the skip gram model
implemented in FastText. We then combine word representations using geometric manipulations of
the vectors and, ultimately, we feed them into a radial SVM classifier. In Section 5, we explore some of
the available word embeddings models in literature and explain, in detail, how tweets are transformed
into corresponding distributed representations in the vector space using those models.
Distributed representations of words are capable of successfully capturing meaningful syntactic
and semantic properties of the language and it has been shown [33] that using word embeddings
as features could improve many NLP tasks, such as information retrieval [34,35], part-of-speech
tagging [36] or named entity recognition (NER) [37]; Kuang and Davidson [38] learned specific
word embeddings from Twitter for classifying healthcare-related tweets. Since learning those word
representations is a slow and non-trivial task, already trained models can be found in literature;
state-of-the-art embeddings are mainly based on deep-learning [31,39], but other techniques have been
previously explored, for instance spectral methods [40,41]. If correctly trained, word embeddings
could also improve performances on sentiment analysis. In fact, existing models typically ignore
the sentiment information; words like good and bad are mapped to close vectors, due to their similar
usages and grammatical roles. Tang et al. [42] overcome this issue by learning sentiment specific word
embeddings. They extend the model from Collobert et al. [43] by incorporating sentiment information
in the neural network.
There is a wide number of studies that do not use lexical features but are instead based on
social media platform metadata. Kosinski et al. [1] apply singular value decomposition (SVD) on
a user-like matrix containing associations between users and Facebook pages, then predict a wide
range of personal attributes implementing a regression model with the top 100 SVD components;
Golbeck et al. [44] collected everything available from users’ Facebook profile and activities, which they
extended with a number of composite features; Quercia et al. [22] based their analyses only on three
numbers publicly available on Twitter: following, followers and listed count. Based on these features,
users are classified as popular, listeners, highly-read, and two types of influencers, each of these groups
having different personality characteristics. In Section 6 we compare such results with those obtained
by our analysis using the mean squared error as same evaluation metric.
Social media platforms are rich sources of information not only for personality prediction.
Sentiment analysis has attracted increasing interest in recent years [45–48]. It consists of classifying the
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sentiment polarity of a sentence, as positive, negative or neutral. Dai et al. [49] explored numerous
feature engineering techniques for detecting adverse drug reactions from Twitter posts. Studies on
demographics are also worth of note, in particular for those sites (e.g., Twitter) where demographic
information is mostly unavailable. Chamberlain et al. [50] and Zhang et al. [51] successfully inferred
users’ age based on their interaction on the social media platform. Other studies on enhancing
social data with demographic attributes include gender [52], location [53], ethnicity [54], and political
affiliation [55].
3. Five Factor Model
The Five Factor Model (FFM), also known as the Big Five Model (Big5), is the most widely
accepted model to describe personality traits. This is because it integrates a wide array of personality
constructs in an efficient and comprehensive manner [56]. For decades, several independent groups of
researchers put their effort on deriving a general and comprehensive personality construct, and they
all achieved similar results, suggesting that, in fact, there could be a general model describing human
personality. The credit for advancing the first model is generally given to Tupes and Christal [57].
Later, Digman [58] and Goldberg [59] proposed further advancements and refinements.
The five traits defined by the model are:
• Openness to Experience (inventive/curious vs. consistent/cautious): it measures a person’s curiosity,
intelligence, appreciation for art, seeking for new experiences and adventures. People low in
Openness tend to be more conservative and close-minded.
• Conscientiousness (efficient/organized vs. easy-going/careless): it measures the capability
of a person to be organized, reliable and consistent. Those who have a high score on
Conscientiousness prefer planning rather than having a spontaneous behavior, and they opt
for seeking long-term goals, while low Conscientiousness individuals tend to be more tolerant
and less bound by rules and plans.
• Extraversion (outgoing/energetic vs. solitary/reserved): it measures the tendency to seek
stimulation in the external world, the company of others and being more talkative. Those low in
extraversion are reserved and solitary.
• Agreeableness (friendly/compassionate vs. challenging/detached): it measures the tendency
of being altruistic and tender-minded. Those who have a high score in Agreeableness are
trusting, altruistic, tender-minded, and are motivated to maintain positive relationships with
others. Low Agreeableness is related to being suspicious, challenging and antagonistic towards
other people.
• Neuroticism (sensitive/nervous vs. secure/confident): it measures the tendency to be impulsive
and emotionally unstable, experiencing mood swings and negative emotions. Those who have
a low score in Neuroticism are more calm and stable.
Some may argue that the FFM is too general and the five traits are not nearly as powerful as
predicting and explaining actual behavior because of the numerous facets on primary traits [60,61].
According to McCrae et al. [62], the measurement of the five factors gives a complete characterization
of a person only at a global level.
3.1. Assessing Personality with Surveys
Personality traits are generally determined using a questionnaire, which presents a variable
number of questions that describe common situations and behaviors, and the individual should
indicate the extent to which each statement describes himself using a Likert scale. Questions are
positively or negatively related to a specific trait; based on the answer, a specific value is assigned to
each of them. Finally, the trait score is computed by aggregating all the values of its related answers.
It is generally indicated with a continuous value in the range of [1, 5].
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An example of personality questionnaire is The Revised NEO Personality Inventory from Costa
and McCrae (NEO PI-R, [63]). It consists of 240 items on a five-level Likert scale, and can accurately
measure the five personality traits plus six underlying facets for each of them. The International
Personality Item Poll ([64,65]) features a public collection of items and scales that can be used for
personality tests. It also includes two questionnaires, the 300-items IPIP NEO [65] and a shorter version
with 120 items [66]. Although they are both based on the NEO PI-R, they are not equivalent.
3.2. Social Media Platforms as Sources to Deriving Personality Traits
There is a large body of research on predicting personality from language features. This is
motivated by the lexical hypothesis, which states that personality characteristics of individuals will
come to be encoded in terms of words choice. Many studies on the topic have delivered significant
results [5,6,32,67,68].
Social media platforms are a rich source of textual data, and users’ behavior on these platforms
tends to reflect many aspects of real life, including personality [19–21]. People widely share their
feelings, moods, and opinions providing a rich and informative collection of personal data that could
be used for a variety of purposes. This is often referred to as subconscious crowdsourcing, as implied
by the term subconscious, which indicates that people are unaware and are subconsciously sharing
information [69] to their network. Thus, the enormous growth of those social media platforms in the
last decade makes those users perfect candidates for personality prediction. However, as pointed out
by Chin and Wright [70], each platform has its own characteristics that will likely affect the effectiveness
of predictions. This includes the number and length of entries, whether the author is identified or
not, grammar and word choice, and others. Therefore, differences and biases of the various platforms
should be taken into account when analyzing textual data from those sources as observed in our
experimental setting (see Section 5.4).
Tweets, for example, are usually very short and present a peculiar language usage, full of
abbreviations and uncommon forms with respect to other textual sources, such as blog posts.
This makes the task of personality profiling from text more challenging. Previous researches have
shown that Extraversion and Neuroticism were found to correlate with number of friends in the
real world as well as on Facebook [44]. Individuals high in Extraversion and low on Neuroticism
tend to maintain persistent connections with their friends [71,72]. Extroverted people also find those
platforms easy to use [73]. Generally, users tend to be friend of people with higher Agreeableness
and select contacts with similar Openness, Extraversion and Agreeableness [74]. This is an example
of the homophily principle, which states that people with related attributes, such as age, interests,
and personality, form similar ties [75]. Analyses of [76–80] are just additional examples of the excellent
body of work carried out by researchers in order to better understand the existing correlation between
personality and social media platforms.
4. Gold Standards
In order to quantitatively test our approach, we rely on the dataset created by the myPersonality
project [1]. The dataset has been collected for research purposes by David Stillwell and Michael
Kosinski using a Facebook application that administered a personality test and collected a wide range
of personal and activity information from Facebook’s profile of users mainly from US and UK under
their consent. Participants answered a variable length (20–100 or 300 items) proxy test derived from
Costa and McCrae NEO-PI-R [63] and elaborated by the International Personality Item Pool (IPIP)
project [81]. In practice, users were asked to answer to a set of questions that were positively or
negatively correlated with certain personality traits, such as “Do you have frequent mood swings?”,
using a [1, 5] Likert scale and scores were then computed averaging the results corresponding to
a specific personality trait. The myPersonality application has been active from 2007 to 2012 and
collected a huge amount of data, which is available upon request.
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We base our study on a sample of the original myPersonality dataset that has been made publicly
available [82]. The gold standard contains 9913 English status updates of 250 users (anonymized),
annotated with personality traits scores and basic statistics describing the user social network, such as
number of friends and betweenness, that is, a measure of the centrality of a node within a graph [83].
In this work, we use as input for our predictive models the raw text coming from status updates.
Tables 1 and 2, and Figure 1 illustrate some statistics of the dataset. It contains approximately
15,000 distinct terms and 300 stopwords. A natural language word is generally considered a stopword
when it has very little meaning for the sentence. Examples of stopwords are articles and conjunctions.
We used the following list of stopwords as reference [84]. However, stopwords account for almost half
of the total, lowering the predictive power of the dataset.
Table 1. Statistics of the myPersonality gold standard in terms of number of users, status updates and
words. We highlight the effect of pre-processing on those dimensions.
Metrics Count Lowest Average Highest
Total users 250 - - -
Total status updates 9913 - - -
Status updates per user - 1 39 223
Total words 146,128 - - -
Total words after preprocessing 72,896 - - -
Unique words 15,470 - - -
Unique words after preprocessing 15,185 - - -
Word per status update - 1 14 113
Word per status update after preprocessing - 0 7 57
Table 2. Statistics about the personality traits of the myPersonality gold standard. We report
standar deviation, highest, lowest and average value across all 250 users. Where OPE = Openness,
CON = Conscientiousness, EXT = Extraversion, AGR = Agreeableness, NEU = Neuroticism.
OPE CON EXT AGR NEU
max 5 5 5 5 4.75
min 2.25 1.45 1.33 1.65 1.25
avg 4.0786 3.5229 3.2921 3.6003 2.6272
std 0.5751 0.7402 0.8614 0.6708 0.7768
OPE
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0
20
40
60
80
CON
1 2 3 4 5
0
20
40
60
80
EXT
1 2 3 4 5
0
20
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40
60
80
NEU
1 2 3 4 5
0
20
40
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80
Figure 1. Five histograms representing the distributions of the Big5 personality traits of the users
available in the myPersonality gold standard.
We then created an in-house gold standard of Twitter users, English posts, and personality trait
scores, to empirically validate our transfer learning approach. In the remainder of this paper, we refer
to this gold standard as Twitter sample. We asked twenty four panelists to provide their Twitter handle
and to perform the Big Five Inventory (BFI) [85] personality test.
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The BFI test consists of forty four short phrases based on the trait adjectives that represent the
prototype of each Big5 trait. For example, the adjective original is associated with the trait of Openness
and its corresponding BFI item is the phrase “is original, comes up with new ideas”. Each Big5 trait is
described by 8–10 phrases; for each phrase, the subject is asked to express, on a Likert scale from 1 to 5,
if he or she agrees or not with that description of his/her personality. The outcome is then computed by
averaging the normalized scores associated to each trait. Twenty six panelists took part to the creation
of the Twitter sample. Finally, two were discarded since they have an insufficient number of tweets.
Tables 3 and 4 report some statistics about the Twitter sample and Figure 2 shows the histograms of
the personality scores obtained from the survey of the five personality traits.
Table 3. Basic statistics about our Twitter user sample. All the values reported are calculated after
having applied all the preprocessing steps.
Metrics Count Lowest Average Highest
Total users 24 - - -
Total tweets 18,473 - - -
Tweets per user - 9 769.7 2252
Total words 263,984 - - -
Total words after preprocessing 77,900 - - -
Unique words 173,867 - - -
Unique words after preprocessing 34,651 - - -
Word per status update - 1 13.36 33
Word per status update after preprocessing - 0 8.8 25
Avg words per tweet per user - 5 6.8 8.8
Number of followers - 12 1375.5 20,800
Table 4. Statistics about the personality traits of the Twitter user sample. We report standard
deviation, highest, lowest and average value across all twenty four users. Where OPE = Openness,
CON = Conscientiousness, EXT = Extraversion, AGR = Agreeableness, NEU = Neuroticism.
OPE CON EXT AGR NEU
max 4.8 4.78 4.38 4.33 3.63
min 2.5 2.33 1.75 2.78 1.5
avg 3.8917 3.5513 3.2208 3.6438 2.6642
std 0.5763 0.5682 0.5449 0.3707 0.5250
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Figure 2. Five histograms representing the distributions of the Big5 personality traits of the
Twitter sample.
5. Approach
Using the myPersonality gold standard described in Section 4, we derive a predictive model
that is able to infer personality traits of Twitter users. Since the dataset we intend to use consists of
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status updates extracted from Facebook, our approach is based on transfer learning, namely modeling
an algorithm for a context and applying it on a (slightly) different, yet related, context. In our case,
we derive a machine learning model for predicting personality of Facebook users based on their
status updates, then we test it on Twitter users’ tweets. In the next subsections, we show how data is
processed in order to derive a predictive model, and how the model is tested using data from Twitter.
5.1. Text Processing
We convert textual data into numeric signals. To do this, we treat each Facebook post individually
to obtain a corresponding vector space representation, inspired by the approach of Li et al. [86].
We first apply some basic pre-processing steps to clean the documents from noise and less-informative
data. We choose not to perform stemming, because we may lose the semantic meaning of a word.
Without preprocessing, data used both for training and testing the predictive models would be messy
and contaminated with irrelevant pieces of information, which may harm their accuracy.
In detail, the processing stages we apply sequentially are:
Conversion to lowercase: “Today is a #sunny day!”→ “today is a #sunny day!”.
Stop-word removal: “today is a #sunny day!”→ “today #sunny day!”.
Punctuation removal: “today #sunny day!”→ “today sunny day”.
Tokenization: “today sunny day”→ [today] [sunny] [day].
Short post removal: it removes status updates with ntokens < 3.
For stop-words removal, we use the list of stop words provided by the module CountVectorizer
from scikit-learn [84]. We remove status updates that result in less than three tokens, which, in total,
are 15.78% of the initial set.
We do not learn word embeddings but instead we test some pre-trained models available in
literature. In Section 6, we describe those models and report their statistics and performances with
the dataset. All those are based on feature word vectors of dimension 300. Landauer and Dumais [87]
showed, with empirical experiments, that 300 is the optimal number of features for distributed word
representations, although they based their approach on LSA and word co-occurrence rather than
neural networks.
We look up each token in the pre-trained word embeddings dictionary to obtain its word vector
representation. If it does not exist, we simply ignore it (in Section 6 we report word coverage statistics).
At this point we combine all the dense real-value vectors into a single one. Li et al. [86] explore
different methods for representing a tweet from word embeddings, and test these approaches on
two tasks: sentiment analysis and topic classification. We choose to represent status updates with
concatenation of maximum, minimum and average, as in the approach of [86]. To compute the
maximum, we consider for each one of the 300 dimensions the maximum value among all word
vectors for that component. Similarly, we derive also minimum and average. Therefore the vector
resulting from the concatenation has a dimension of 900. Figure 3 illustrates the process of deriving
a vector space representation from a list of tokens. The choice of concatenation is verified empirically
(Section 6); in fact, this method appears to be more stable than other approaches, having the least
variance in terms of mean squared error.
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Figure 3. Mapping of a post to the corresponding representation in the vector space. For each token
we obtain the corresponding word embedding, then we concatenate max, min and avg computed on
all word vectors.
5.2. Learning Model
We train five different models, one for each personality trait built using the gold standard, and as
learning model a support vector machine (SVM) [88]. The choice of this learning algorithm is motivated
by the experimental results detailed in Section 6. We use the status updates representations as the sole
learning features of the model.
An SVM linear model constructs one or more separators (hyperplanes) as a decision surface so
that the distance of datapoints of different classes is maximized. Classes are defined as the list of the
expected categorical values produced by the classification task. When this approach is applied to
a regression problem, it is called Support Vector Regression (SVR). The goal of SVR is to compute yi
from the observation xi with a margin of tolerance e. The objective function is the following:
f (x) = βx + b, min J(β) (1)
J(β) =
1
2
‖β2‖+ C
N
∑
i=1
(
ξi + ξ
∗
i
)
(2)
where ξi and ξ∗i indicate the distance of datapoints that lie outside the margin e, in both sides of the
hyperplane, respectively. C is a hyperparameter regulating the penalty for errors. We use the following
convention, that is valid throughout the paper: bold letters stand for vectors (lowercase) and matrices
(uppercase), while scalars and constants are indicated with light letters. The optimization problem
is computationally simpler to solve in its Lagrangian dual formulation. The dual formula is derived
from the primal by introducing non-negative multipliers αn and α∗n for each observation xn, and it is
expressed as:
L(α) =
1
2
N
∑
i=1
N
∑
j=1
(ai − a∗i )(aj − a∗j )〈xi · xj〉+ e
N
∑
i=1
(αi + α
∗
i ) +
N
∑
i=1
yi(α∗i − αi) (3)
The parameter β can be described as a linear combination of the training observations with the
following equation:
β =
N
∑
n=1
(αn − α∗n)(xn · x) + b (4)
Some regression problems cannot be accurately described by a linear model. The dual formulation
allows us to extend the approach to non-linear functions by substituting the dot-product 〈xi · xj〉 in
the formula with a non-linear kernel function G(xi, xj) = ∑n φn(xi)φn(xj), which is a transformation
function that maps x to a high-dimensional space [89]. The classifier is again a hyperplane in the
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transformed space, though it may not be linear in the original space. Table 5 reports some common
kernel functions. In our approach we experimented and validated empirically the use of the rbf kernel
(Section 6).
Table 5. Common SVM kernels. γ, α and c are parameters of the functions that need to be tuned for
the application. γ is often set to 1/2σ2.
Kernel Name Kernel Function
Linear G(xj, xk) = xj · xk
Polynomial G(xj, xk) = (xj · xk + 1)n, n = {2, 3, . . . }
Radial basis function (rbf) G(xj, xk) = exp(−γ‖xj − xk‖2), γ > 0
Hyperbolic tangent (sigmoid) G(xj, xk) = tanh (αxj · xk + c)
5.3. Model Optimization
We defined the hyperparameters of the SVM by minimizing the loss function of the entire problem
when studying the performance of the approach with the gold standard. Those parameters are:
Kernel: linear, polynomial, radial basis function, hyperbolic tangent.
C: the penalty factor that regulates the trade-off between misclassification and simplicity of the
decision surface.
Gamma: indicates how far the influence of a single training example reaches, with low values meaning
far and high values meaning close, only meaningful for the rbf kernel.
Degree: of the polynomial equation, only meaningful for a polynomial kernel.
The loss function we use is the mean squared error (MSE), which is the mean squared difference
between predicted and actual values:
MSE(P, A) =
1
n
n−1
∑
i=0
(pi − ai)2 (5)
where with P = (p1, p2, . . . , pn) are the predicted values and A = (a1, a2, . . . , an) are actual values
of the training samples that we are evaluating the model on. MSE is a positive score in the range
[0, (max(pi)−min(ai))2] where max is a function that selects the maximum value of the list and min
a function that selects the minimum value of the list. Smaller values of MSE indicate better accuracy.
Since we do not have a test set, we estimate the predictive power of our models using a 10-fold
cross-validation strategy over the gold standard. We repeat the process ten times with different
cross-validation splits to evaluate the model on the entire dataset and for different configurations of
the hyper-parameter values for a total of twenty values chosen randomly. The number of values has
been defined empirically when minimizing the MSE while keeping the task feasible at computational
level. We then select the hyper-parameters that minimize the overall MSE of the approach.
5.4. Predicting Personality Traits from Tweets
Our approach is thus based on transfer learning: we train the models on Facebook status updates
and we apply them on predicting the personality traits using tweets as inputs. To test our model we
collect a test set of Twitter users who gave their consensus on analyzing their profiles and at the same
time answered a psychological questionnaire to measure their personality trait scores.
Given a Twitter handle (e.g., @username), we crawl the Twitter API to retrieve all available tweets
of that user. Since tweets are slightly different from Facebook status updates, we define additional
preprocessing steps that are executed after those listed in Section 5.1. In detail, they are:
Pure retweet removal: When retweeting a tweet, if no personal text content is added, it will be
represented as RT@tweet-owner: tweet-text tweet-url. We refer to this case as pure retweet. Since we base
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the prediction only on the textual features created by a user, all retweets without additional content
are removed.
URL removal: URLs may appear in retweets, sharing from other sources (e.g., YouTube video), or other
cases. In the context of our study they are not informative, so they are removed from the tweets.
Mentions removal: Users often mention their friends in their tweets, adding some noise to the text
data; mentions are also found in retweets. We remove all mentions from our data.
Hashtags removal: We choose not to remove the whole word, as in the previous cases. Instead, we keep
the original word without the hash (#) symbol. This is because some tags consist of meaningful words
(e.g., “I love #star #wars”) which we do not want to lose. This approach effectively addresses also
the case of non-existing hashtag words (e.g., “#netNeutarlity2017”) that are ignored in the next step,
when a corresponding word embedding will not be found.
All the processing steps detailed above are carried out using regular expressions, with the
exception of hashtags removal. In fact, hash symbols are automatically deleted by punctuation
removal. Apart from those further refinements, we process tweets the same way as status updates
in order to derive a feature vector of 900 dimensions, as in Figure 4. We separately feed each tweet
vector to the trained model to obtain a prediction, and we average all the values to compute the final
personality trait score.
Figure 4. Each pair of transformed status updates and corresponding personality trait score is a training
sample that we feed to the algorithm. We train five different models, one for each personality trait,
and test them with tweets. A tweet is transformed into a vector the same way as status updates.
To assess the accuracy of the models we compare the predicted personality scores with an in-house
built gold standard. We first compute the mean squared error for the single traits, then the mean of the
five MSEs for the individual. This way we can inspect which traits are easier or harder to predict while
at the same time having a general estimate of the model performance.
6. Experimental Results
We first evaluate our approach on the myPersonality dataset comparing it with two baseline
algorithms; we then verify the transfer learning capability of the model with an in-house built gold
standard created from twenty four panelists.
6.1. Model Verification
To derive the best performing predictive model we explore different machine learning algorithms
and configurations and we evaluate them on the training set minimizing the mean squared error used
as loss function. We also compare the learning model used in our approach, namely SVM, with two
baseline algorithms, namely Linear Regression [90] and LASSO [91], both used in state-of-the-art
approaches for personality prediction [1], and both trained with the same configuration setup of our
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approach. We now report the inner-workings of Linear Regression and LASSO in order to understand
how the optimization has been derived.
Linear regression is a model used to predict continuous values using a linear combination of a set
of features, that in our case are the word vectors. Variables X and y are related by an unobserved
parameter βt (where t stands for true); the goal is fitting a predictive model to the observed data X
and y by estimating a set of parameters β. The parameter estimation is done with the ordinary least
squares method, which minimizes the sum of squared residuals of the predictions, defined as follows:
y = βX + e, yi = β0 + β1xi1 + β2xi2 + · · ·+ β900xi900 + ei, i = 1, 2, . . . , N (6)
β = (X · X)−1X · y =
(
∑ xi · xi
)−1(
∑ xiyi
)
(7)
since β is merely an approximation of βt, the prediction of y = {y1, y2, . . . yN} includes a certain error,
which is denoted with e.
Least absolute shrinkage and selection operator (LASSO) is also a regression analysis technique
that performs both features regularization and subset selection over the available features,
improving the accuracy of the prediction while providing more interpretable models. The optimization
objective for LASSO is:
min
β
1
2nsamples
‖Xβ− y‖22 + α‖β‖1 (8)
where α is again a hyperparameter of the model that controls the degree of sparsity of the estimated
coefficients. With α = 0, we have again an OLS linear regression model.
For both SVM and LASSO we perform a tuning phase to select the best configuration of the
hyperparameters for our application. We explore a subset of all possible combinations, for a total of
thirty different models for each personality trait. The parameters that we considered, along with their
different values, are reported in Table 6. We observe that SVM performs better than other algorithms.
For each personality trait there exists an SVM configuration with a minimum MSE lower than that
of other learning models. Table 7 reports those configurations with the relative error value, that is
computed using 10-fold cross-validation on the training set. All the best performing models use a rbf
kernel and similar values for C and gamma. Openness presents the lowest error while Extraversion has
the highest. Optimal configuration for linear and LASSO regression are reported in Table 8. We can
also observe that LASSO performs slightly worst than SVM, and all the best performing models have
the same value for α, while linear regression, as expected, has the highest MSE values overall, and thus
performs worse. Table 9 sums up the mean squared error of the different models and highlights the
margin of improvement of SVM over other algorithms.
Table 6. Hyperparameters and their values of SVM and LASSO models. For SVM, rather than using an
exhaustive grid search approach, we only test a subset of all the possible combinations, for a total of 20.
Algorithm Parameter Value
SVM
Kernel linear, rbf, poly
C 1, 10, 100
Gamma 0.01, 0.1, 1, 10
Degree 2, 3
LASSO Alpha 10−15, 10−10, 10−8, 10−5, 10−4, 10−3, 10−2, 1, 5, 10
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Table 7. Best-performing SVM configurations of kernel and hyperparameter values used in our
approach segmented per trait and measured by mean squared error.
Trait Kernel C Gamma MSE
Openness rbf 1 1 0.3316
Conscientiousness rbf 10 1 0.5300
Extraversion rbf 10 1 0.7084
Agreeableness rbf 10 1 0.4477
Neuroticism rbf 10 10 0.5572
Table 8. Mean squared error values for Linear Regression (LReg) and LASSO regression for the five
factors. In LASSO, the best-performing configuration always results for α = 0.0001.
Trait Model Configuration MSE
Openness LReg - 0.3915LASSO alpha = 0.0001 0.3345
Conscientiousness LReg - 0.6200LASSO alpha = 0.0001 0.5363
Extraversion LReg - 0.8210LASSO alpha = 0.0001 0.7106
Agreeableness LReg - 0.5407LASSO alpha = 0.0001 0.4500
Neuroticism LReg - 0.6625LASSO alpha = 0.0001 0.5595
Table 9. Summary of mean squared error values for all models. LASSO performs almost as well as
SVM, while linear regression (LReg) has a more consistent margin of error. Those differences are
somewhat consistent across all personality traits. Both for Linear Regression and LASSO we also report
the increment in terms of mean squared error with respect to SVM.
Model OPE CON EXT AGR NEU
SVM 0.3316 0.5300 0.7084 0.4477 0.5572
LASSO 0.3345 (0.0029) 0.5363 (0.0063) 0.7106 (0.0022) 0.4500 (0.0023) 0.5595 (0.0023)
LReg 0.3915 (0.0599) 0.6200 (0.0900) 0.8210 (0.1126) 0.5407 (0.0930) 0.6625 (0.1053)
As we mentioned in Section 5, we choose to use concatenation for representing tweets and
status updates in the vector space. We motivate this choice with the experimental results presented in
Table 10, which shows an average value and a standard deviation of MSE across all nineteen tested SVM
configurations and five personality traits. In detail, the configurations are: linear kernel with C = 1;
poly kernel with all combinations without repetition of degree = [2,3] and C = [1,10,100]; rbf kernel
with all combinations without repetition of degree = [0.01, 0.1, 1, 10] and C = [1, 10, 100]. We note
that although other methods sometimes achieve a lower MSE, standard deviation for concatenation
is the lowest for each personality trait, suggesting that this method is more stable and consistent,
hence more reliable.
We test and evaluate our models using pre-trained word vectors. We explore different embeddings
and how they affect the predictive power of the models in terms of mean squared error. FastText is an
open source library from Facebook AI research [92]. There are numerous pre-trained word embeddings
in many languages, though we are only interested in English for this experimentation. We use a model
with one million word vectors trained on Wikipedia 2017, UMBC webbase corpus and statmt.org
news dataset. Li et al. [86] explored different sources and text processing combinations to train word
embeddings. They learned word vectors both from tweets and from general text data available on
the Web, including “spam” tweets (less informative ones), and considered both words and words
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plus phrases for the models. The combination of those approaches led to ten different datasets.
Although learning embeddings from tweets should improve the overall performance of the model,
this highly depends on the context of the application and on the data it is tested on, and we observe
that in our case the model from FastText performs better. Table 11 shows some statistics of the datasets
we explored. We notice that despite being trained on 2.8 times more words on average, those datasets
are able to achieve only up to 3.14% more word coverage than FastText.
Table 10. Average MSE value and standard deviation of the nineteen SVM models across all the
different configurations that we take into account for tuning the hyperparameters. Mean values,
except for sum, are almost equivalent, though standard deviation for concatenation is the lowest for all
the five factors.
Method OPE CON EXT AGR NEUMean std Mean std Mean std Mean std Mean std
sum 0.459 0.308 0.723 0.542 0.939 0.655 0.6 0.429 0.75 0.497
maximum 0.352 0.014 0.547 0.023 0.735 0.031 0.461 0.018 0.58 0.028
minimum 0.352 0.016 0.546 0.024 0.732 0.032 0.462 0.017 0.579 0.026
average 0.355 0.015 0.547 0.025 0.735 0.03 0.464 0.019 0.582 0.034
concatenation 0.352 0.01 0.548 0.016 0.736 0.026 0.463 0.018 0.583 0.024
Table 11. Statistics of the pre-trained word embeddings models we use in our experiments.
Although some of the other datasets achieve lower MSE for one or more personality traits, the mean
value across all traits is still higher than the one relative to FastText. Mean squared error is computed
on the models trained with configuration reported in Table 7. Datasets 1–10 differ in terms of text
source (general data vs. tweets), tweets filtering (spam tweets included or not) and text processing
(words vs. words and phrases).
Dataset Word Coverage # of Word Vectors avg OCEAN MSE
FastText 95.08% 1M 0.517
[86] Dataset 1 96.02% 1.9M 0.532
[86] Dataset 2 95.31% 2.9M 0.551
[86] Dataset 3 96.36% 2.7M 0.558
[86] Dataset 4 95.69% 4M 0.541
[86] Dataset 5 96.49% 1.4M 0.539
[86] Dataset 6 95.91% 3.1M 0.518
[86] Dataset 7 98.05% 1.7M 0.52
[86] Dataset 8 97.45% 3.7M 0.541
[86] Dataset 9 98.22% 2.2M 0.533
[86] Dataset 10 97.65% 4.4M 0.537
6.2. Transfer Learning Assessment
We evaluate the predictive power of our approach using the best performing models assessed
with the myPersonality dataset over the gold standard of Twitter users. We download and process
the tweets as described in Section 5.4, and consider each of them as a single test sample that is then
fed to the five SVM models. We compute the final personality trait score as the mean of the predicted
values for all the tweets of a given user, and compare the results with the actual values derived from
the questionnaire and reported in the Twitter sample. In Table 12, we compare the mean squared error
values of the actual (expressed by the panelists though the survey) and predicted values (computed by
our approach) with the myPersonality dataset as the mean value over the 10 cross-validation iterations,
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reported in Table 7. Our approach achieves significantly better results when applied to these newly
created in-house gold standard for Conscientiousness, Extraversion, Agreeableness, Neuroticism;
it only performs lower for Openness with a delta difference that is rather small. Anyway, our approach
tested with the myPersonality and Twitter gold standards outperforms the one of Quercia et al. [22],
which we use as a reference for assessing the performance of our model. Nevertheless, the modest size
of the Twitter sample cannot account for enough variation in the personality traits, whose distribution is
rather biased, and this may affect the interpretation of the predictions; this will be further investigated
in future work.
Table 12. Comparison of mean squared error for myPersonality dataset and for the Twitter sample.
In both cases the models are trained with the configurations reported in Table 7. We also report the
results obtained by Quercia et al. [22] in their study. It should be noted that in the original paper the
evaluation metric is root mean squared error (RMSE), which we converted into mean squared error for
the means of comparison.
OPE CON EXT AGR NEU
myPersonality 0.3316 0.5300 0.7084 0.4477 0.5572
Twitter sample 0.3812 0.3129 0.3002 0.1319 0.2673
Quercia et al. [22] 0.4761 0.5776 0.7744 0.6241 0.7225
7. Discussion
Results reported in Table 12 show that our approach is able to predict the personality of Twitter
users with a certain degree of accuracy, and a minimum mean squared error that is lower than the
one of [22]. However, the predictive models that we trained with the techniques introduced in the
previous sections may lack of discriminative power, and tend to predict personality values that are
close to the average score in the myPersonality Gold Standard. This is probably due to the fact that
personality scores in the training set are not equally distributed along their range, as it is possible to
see from the histograms of Figure 1. Similarly, the Twitter sample that we collected for this experiment
is composed by people belonging to the same social and working environment, hence having very
similar personality characteristics. This, together with its modest size, makes of our Twitter sample not
well representative of the social network, and the mean squared error is likely to increase when our
approach is extended to a greater and more diverse sample of users.
Personality traits are usually a representation of ourselves. (Semi-)public distribution channels of
posts, such as social media platforms, however, tend to frighten individuals and to let them present
as others would they look like. This is the typical phenomenon of creating a digital representation
that differs from the original one to some extent. In such a context, deriving personality traits of an
individual might not be well representative. However, there is some research in literature [93] that
proves this hypothesis wrong. In addition, language features and word choices that are the only
information on which we base our analysis should be less affected by this issue. The interaction
context affects our typical self-manifestation, increasing or decreasing the expression of certain
parts of our personality, and thus it influences the ability to determine how well our approach can
predict personality.
8. Conclusions and Future Work
In this paper, we presented a supervised learning approach to compute personality traits by
only relying on what an individual tweets about his thoughts publicly. The approach segments
tweets in tokens, it does ad-hoc preprocessing of tweets, then it learns word vector representations
as embeddings that are then combined and used to feed a radial SVM classifier. Our approach has
developed five different learning models, one for each personality trait. We tested the convergence of
our approach using an international benchmark of Facebook status updates in a controlled experiment
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and we observed low mean squared errors from the predicted vs. the actual values. We then applied
the learned models with a Twitter sample that we generated in-house. The generation protocol of the
sample followed a well-defined psychological test and we collected actual values of personality traits
from twenty four panelists who gave their consent in collecting and processing their tweets. We then
tested our five learning models and observed lower MSE values than those obtained with the Facebook
international benchmark dataset. The source code is publicly available and accessible at [94].
In the approach we proposed, Twitter posts are treated individually. An experiment we are
running aggregates the posts from the same user by computing the average for each one of the
900 dimensions. In this way, a single training sample would carry a lot more information and we
expect to observe an increase of the accuracy. However, the relatively small size of the dataset we
are using does not allow us to conduct such analysis. We thus plan to experiment with the larger
myPersonality dataset and to extend, meanwhile, the Twitter sample by acquiring more panelists
running our questionnaire addressing the overspecialization introduced by analyzing a homogeneous
network of people. We are also studying the effect of the interaction context in our approach. Having a
larger gold standard, we plan to compute word representations using a Convolutional Neural Network
to capture the context of a set of tweets written by the same person. The goal is to tune the embedding
generation according to the chosen optimization function and thus minimizing the mean square error
over the actual personality trait values and being able to update the initial FastText embeddings.
We aim to capture also a richer semantic representation of words so that we can correlate vectors to
personality dimensions in a continuous learning fashion. The current approach has been tested on
English content only, we also plan to extend it to other languages exploiting the similarity of word
meanings in the vector space.
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