Abstract. Classical ergodic theory for integer-group actions uses entropy as a complete invariant for isomorphism of IID (independent, identically distributed) processes (a.k.a. product measures). This theory holds for amenable groups as well. Despite recent spectacular progress of Bowen, the situation for non-amenable groups, including free groups, is still largely mysterious. We present some illustrative results and open questions on free groups, which are particularly interesting in combinatorics, statistical physics, and probability. Our results include bounds on minimum and maximum bisection for random cubic graphs that improve on all past bounds. §1. Introduction.
Because in many situations one has the natural Cayley graph of a free group, that is, a regular tree, one also is often interested in processes that are invariant under the full automorphism group of the tree and, similarly, in factors that are equivariant with respect to the full automorphism group. Thus, let T d be a d-regular tree with d ≥ 3. When d is even, this is a Cayley graph of the free group F d/2 on d/2 generators. In all cases, it is a Cayley graph of the free product of d copies of Z 2 .
Our greatest interest in this paper is Aut(T d )-factors
where L is Lebesgue measure on [0, 1]. We shall often leave off the prefix Aut(T d ) from the word "factor". Since the domain space is product measure, or IID, such a φ is called a factor of IID, or FIID for short. The elements of the domain space are sometimes called labels. The push-forward measure φ * L V(T d ) is also called an FIID. Under the same rubric we shall consider other product measures over either V(T d ) or E(T d ), with the codomain also being other product measurable spaces over either V(T d ) or E(T d ).
Extending the fundamental example of Ornstein and Weiss (1987) , Ball (2005a) showed that the 4-shift is an Aut(T d )-factor of the 2-shift, as is L V(T d ) . For this reason, it matters little which product measure is used as the domain of a factor. Our contributions in this area are to exhibit weak* limits of FIID processes that are not themselves FIID; and to use FIID processes in order to improve on existing bounds for minimum and maximum bisection of random regular graphs. For example, Monien and Preis (2001) showed that random 3-regular graphs asymptotically have bisection width at most 1/6, which we improve to 0.1623. §2. Factors on Trees.
Let o denote a fixed vertex, the root, of T d . An Aut(T d )-factor of IID, φ, is determined by a spherically symmetric measurable function F : [0, 1] V(T d ) → {0, 1}, namely,
in one direction and
in the other. Let B r := B r (o) be the graph induced on the set of vertices within graph distance r of o. We may approximate F by spherically symmetric measurable maps 
For a measurable space A, write π x : A V → A for the natural coordinate projections (x ∈ V). For K ⊆ V, write F (K) for the σ-field on A V generated the maps π x for x ∈ K.
The tail σ-field is defined to be r F (V \ B r ). For x ∈ V, let D x denote the set of vertices separated from o by x. If (x 1 , x 2 , . . .) is a simple path of vertices in T d , the corresponding
For an Aut(T d )-invariant probability measure on A V , the completions of all 1-ended tail σ-fields are isomorphic, whence all are trivial or none are trivial.
independent whenever the sets K i are pairwise separated by graph distance > m. We say that µ is finitely dependent if it is m-dependent for some m < ∞. For example, a block FIID that depends on the ball of radius r is 2r-dependent.
According to the Kolmogorov 0-1 Law, the tail σ-field is trivial for every IID probability measure. Reasoning similar to its proof shows the second of the following implications for Aut(T d )-invariant processes:
It is open whether finitely dependent implies FIID and whether trivial tail implies FIID, as well as whether FIID implies trivial 1-ended tail. All these questions are resolved on Z: finitely dependent implies FIID by using the VWB condition of Ornstein (1974) and trivial tail does not imply FIID by Ornstein (1973) and Kalikow (1982) , while FIID implies trivial 1-ended tail σ-fields by Rohlin and Sinaȋ (1961) . We note, however, that Smorodinsky (1971) proved that Gaussian processes on Z with trivial 1-ended tail are
FIID.
The following question is due to Bowen (2013) :
Question 2.1. Is every FIID process isomorphic to an IID process? Ornstein (1970b) proved this holds on Z. It does not suffice on T d to have factor maps each way, since this holds for the 2-shift and 4-shift, but these are not, by Bowen (2010) , isomorphic. Note that Popa (2006) Lyons, Peres, and Schramm (1999) ), one sees that when Γ is amenable, every Γ-invariant probability measure is a weak* limit of FIID processes. This characterizes amenability, since when Γ is non-amenable, IID processes are strongly ergodic (Rosenblatt (1981) , Schmidt (1981) ), whence every weak* limit of FIID processes is ergodic.
Question 2.3. Is every finitely dependent process an FIID?
This holds in the amenable case again by using the VWB condition, here defined by Adams (1992) .
We now present an example of an FIID on T d whose tail σ-field is full (everything). Such examples on Z were given by Ornstein and Weiss (1975) (who proved that every process is isomorphic to one whose tail σ-field is full), Burton, Denker, and Smorodinsky (1996) , and Burton and Steif (1997) .
Proposition 2.4. There exists a unique Aut(T d )-invariant probability measure, µ pm , on the set of perfect matchings of T d ; it is an FIID whose tail σ-field is full.
Proof. Since the stabilizer Γ of o in Aut(T d ) acts transitively on the set of perfect matchings of T d , there is a unique Γ-invariant probability measure, µ pm , on the set of perfect matchings. This measure is easy to construct by starting at o, choosing uniformly at random one of its d incident edges to be in the matching, and then working outwards independently, where every time there is a choice between d − 1 edges, they are equally likely to be in the matching. Using the independence, it is not hard to see that µ pm is
Although it is far from obvious, µ pm is an FIID, as shown by Lyons and Nazarov (2011) .
To see that the tail is full, consider any event A of perfect matchings and any radius r ≥ 0. Let A r be the event consisting of all perfect matchings that agree with some element of A when restricted to the complement of E(B r (o)). We claim that A = A r for all r, which will imply that the tail of µ pm is full. We prove this by induction on r. It is clear that A 0 = A. Now let ω ∈ A and r ≥ 0. By definition, there exists some ω ′ ∈ A r+1 that agrees with ω outside B r+1 . Consider an edge e ∈ B r+1 (o) \ B r (o). Let F be the set of d − 1 edges incident to e that do not lie in B r+1 . Since ω(e) = 1 iff ω(f ) = 0 for all f ∈ F , and likewise for ω ′ , it follows that ω(e) = ω ′ (e), whence that ω agrees with ω ′ outside B r , i.e., that ω ′ ∈ A r . Therefore, A = A r implies that A = A r+1 , which completes the induction.
For similar reasons, there is a unique Aut(T d )-invariant probability measure, µ col , on the set of proper d-colorings of E(T d ). This measure is again easy to construct by working outwards from o. Proper d-colorings can also be regarded as Cayley diagrams of the free
This is open. It asks whether the set of Aut(T d )-factors is equal to the set of
2 -invariant probability measure induces an Aut(T d )-invariant probability measure by averaging with respect to the stabilizer of o in Aut(T d ).
Let 1, . . . , d be the d colors we use. It is also open whether µ col = φ * µ pm for some Aut(T d )-factor φ that colors every edge in the perfect matching by color 1, i.e., φ(ω) (e) = 1 for all e with ω(e) = 1. We mention a partial result towards answering Question 2.5. A proper d-coloring is the same as a list (P 1 , . . . , P d ) of d disjoint perfect matchings. It is possible to obtain as an FIID a probability measure on lists (P 1 , . . . , P d−2 , {Q 1 , Q 2 }), where P i and Q j are disjoint perfect matchings, but {Q 1 , Q 2 } is unordered. Indeed, choose P 1 via the FIID µ pm . Note
N , so that when we create P 1 as an FIID, we may use only the first coordinates of the labels, reserving the later coordinates for further use. Deleting the edges of P 1 decomposes T d into a forest of copies of T d−1 . Provided d − 1 ≥ 3, we may choose perfect matchings in each copy by using the second coordinates of the labels and let P 2 be their union. This procedure may be continued until we are left with trees of degree 2. Each such tree is decomposed uniquely as a set of 2 perfect matchings. We must decide, given a perfect matching P of a tree T of degree 2 and a perfect matching P ′ of another tree T ′ of degree 2, whether P and P ′ belong to the same Q i or not. In order to make this decision for all perfect matchings and all trees, it suffices to make the decision for pairs of trees that are at distance 1 from each other in T d . In such a case, there is a unique edge e that is incident to both trees. Let e 1 and e 2 be the two edges in T that are adjacent to e and e ′ 1 and e ′ 2 be the two edges in T ′ that are adjacent to e. Let U i and U ′ i be the corresponding labels of these edges (i = 1, 2). Then let the perfect matching containing e 1 belong to the same Q i as the perfect matching containing e .
For θ ≥ 0, another way to think of this transition matrix, which explains this parametrization, is to keep the same state with probability θ and to choose uniformly among the two states independently of the current state with probability 1 − θ. For θ ≤ 0, the interpretation is slightly different: change to the opposite state with probability |θ| and to choose uniformly among the two states independently of the current state with probability 1 − |θ|. The tree-indexed Markov chain µ mc θ is obtained by assigning to the root one of the 2 states with equal probability, then proceeding to the neighbors of the root by using an independent transition from the above matrix, etc. When the two states are ±1, this is known as the free Ising measure on T d , ferromagnetic when θ ≥ 0. In this case, the states are known as spins. We shall use this terminology for convenience.
The description of µ mc θ does not make it apparent that µ mc θ is an invariant measure, but it is not hard to check that it is indeed invariant. However, an important alternative description makes this invariance obvious. Namely, consider the clusters of Bernoulli(|θ|) bond percolation on T d . If θ ≥ 0, then for each cluster, assign all vertices the same spin, with probability 1/2 for each spin, independently for different clusters. If θ ≤ 0, then assign each cluster one of its two proper ±1-colorings, with probability 1/2 each, independently for different clusters. It is easy to see that this gives µ e ∈ E(T d ), i ∈ {1, 2}, and x ∈ V(T d ). Choose the |θ|-clusters by using the edges with U (e) ≤ |θ|. Given a cluster C, let its vertex with the minimum U 1 (x) be x C and let the spins in C equal sgn U 2 (x C ) − 1/2 if θ ≥ 0, while if θ < 0, let the spins in C equal the proper ±1-coloring whose spin at x C equals sgn U 2 (x C ) − 1/2 . Backhausz, Szegedy, and Virág (2013) , which characterizes the rate of decay of the correlation of σ(o) and σ(x) as the distance between o and x tends to infinity, where σ is any FIID whose values at the vertices are real valued and square integrable. In particular, the correlation is at most n(d − 2)/d + 1 /(d − 1) n/2 in absolute value when the distance is n. Of course, this holds as well for weak* limits of FIID processes. In particular, weak* limits of FIID are strongly mixing, while on Z, they need not even be ergodic. Note that µ mc θ has trivial 1-ended tails for all |θ| < 1.
The following is at the heart of Sly's proof, with the last observation aboutd 2 -closure due to this author and Peres in 2013. Here, given two invariant probability measures µ 1 and µ 2 on R V , we definē
Note that FIID processes whose 1-dimensional marginals have finite second moments arē d 2 -limits of block factors.
Theorem 3.1. Let G be a graph for which there is some unimodular group Γ of automorphisms that acts transitively on V(G). Let o ∈ V(G). Write S n for the set of vertices at distance n from o. Suppose that x → σ(x) (x ∈ V(G)) is a Γ-invariant process with law µ on R V(G) . Assume that 0 < Var σ(o) < ∞. Define Σ n := x∈S n σ(x). If lim n→∞ Var(Σ n )/|S n | = ∞ and lim sup n→∞ Corr σ(o), Σ n > 0, then µ is not a Γ-equivariant FIID, nor is µ in thed 2 -closure of the finitely dependent processes.
Note that the condition lim sup n→∞ Corr σ(o), Σ n > 0 alone implies that µ has a non-trivial tail.
Proof. Without loss of generality, we may assume that E σ(o) = 0 and that SD σ(o) = 1. We shall show that if lim n→∞ Var(Σ n )/|S n | = ∞ and µ lies in thed 2 -closure of the finitely dependent processes, then lim n→∞ Corr σ(o),
For simplicity of notation, we take X = σ.
. By the Mass-Transport Principle, we have that
as n → ∞. By the Cauchy-Schwarz inequality, we have
Taking n → ∞, it follows that lim sup
The following is Sly's result.
We verify the conditions of Theorem 3.1. Note that Corr σ(x), σ(y) = E σ(x)σ(y) = θ n when x and y are at distance n from each other. Also,
for some constant c as n → ∞. Hence the conditions of Theorem 3.1 follow.
It is open whether discrete FIID processes are closed in thed-topology, as they are on Z (see Ornstein (1974) ). We shall use Theorem 3.1 to show that the class of FIID processes is not closed in the weak* topology, as is easy to show on Z. This was also shown independently by Harangi and Virág (2013) on all infinite finitely generated groups, but their proof does not show the same for discrete processes. Kesten (1959) .
Corollary 3.3. There is a Gaussian process on T d that is not an FIID but is a weak* limit of FIID processes. There is a {0, 1}-valued process that is not an FIID but is a weak* limit of FIID processes.
Proof. Let σ be the Gaussian wave function of Csóka, Gerencsér, Harangi, and Virág (2013) with eigenvalue ρ d for the transition operator; those authors show that σ is a weak* limit of FIIDs. Then
as n → ∞ for x and y at distance n (see (2) of Csóka, Gerencsér, Harangi, and Virág (2013) ). Therefore, E σ(o)Σ n ∼ cn|S n | 1/2 and Var(Σ n )/|S n | ∼ c ′ n 2 for some positive constants c and c ′ as n → ∞. Hence the conditions of Theorem 3.1 follow. Now let τ := sgn σ. Since σ is a weak* limit of FIIDs, so is τ . Note that there exist positive constants c 1 and c 2 such that if Z 1 and Z 2 are jointly normal random variables,
Hence the above calculations for σ hold (up to bounded factors) for τ as well. §4. Edge Cuts in Finite Graphs.
Weak* limits of FIID processes on T d can be used to bound combinatorial quantities on random d-regular graphs or on d-regular graphs whose girth tends to infinity. More generally, they can be used on finite graphs whose random weak limit is T d . To explain this widely known idea, we first define "random weak limit" (for this restricted case).
For a vertex x in a graph G, let B r (x; G) denote the subgraph induced by the vertices in G whose distance from x is at most r. We consider this subgraph as rooted at x.
Let G n be a sequence of finite graphs. For each r ≥ 1, let p n,r denote the probability that a uniformly random vertex x in G n satisfies the property that B r (x; G n ) is rooted isomorphic to B r (o; T d ), i.e., there is a graph isomorphism from B r (x; G n ) to B r (o; T d ) that sends x to o. We say that the random weak limit of G n is T d if lim n→∞ p n,r = 1 for every r ≥ 1. It is evident that every sequence of d-regular graphs whose girth tends to infinity has this property. It is well known that if G n is a uniformly random d-regular graph on n vertices (or, if d is odd, on 2n vertices), then also G n has this property with probability 1. Other terms for this same concept are "Benjamini-Schramm convergence" and "local weak convergence". Now, for the sake of concreteness, suppose that φ is a block FIID on T d associated to the spherically symmetric measurable map
. Given a graph G, one may assign independent uniform [0, 1] random variables to its vertices and then apply F at every vertex x for which B r (x; G) is rooted isomorphic to B r (o; T d ). At other vertices, assign the value 0. In this way, we obtain a probability measure on {0, 1}
In particular, the expected number of vertices assigned the value 1 will be close to P φ( • )(o) = 1 . Informally, we say that φ is emulated on G.
If we want to bound the number of vertices assigned 1 under some constraint on the set assigned 1, then exhibiting a random set obtained by emulating a block factor will help. Moreover, since every FIID is a weak* limit of block FIIDs, it generally suffices to find an FIID with the desired property on T d and to calculate P φ( • )(o) = 1 . Indeed, we may work with weak* limits of FIIDs.
We give two examples of this method that are inspired by Csóka, Gerencsér, Harangi, and Virág (2013) . They were the first to use Gaussian factors for similar purposes.
A bisection of a finite graph G is a subset S ⊂ V such that |S| − |V \ S| ≤ 1. In particular, if |V| is even, then |S| = |V|/2. The size of a bisection S, written size(S), is the number of edges E(S, V \ S) that join S to V \ S. The problems of minimizing or maximizing the size of a bisection in a regular graph are known to be hard in various senses and are of interest in computer science; see Díaz, Do, Serna, and Wormald (2003) . For a sequence of graphs G n , define The best previous results on MinBi and MaxBi for random d-regular graphs can be found in Monien and Preis (2001) , Díaz, Do, Serna, and Wormald (2003) , and Díaz, Serna, and Wormald (2007) . In the case of degrees d = 3, 4, we improve those results here, which were that a.s., MinBi ≤ 1/6 and MaxBi ≥ 1.32595 for d = 3 and MinBi ≤ 1/3 and MaxBi ≥ 5/3 for d = 4. We shall not actually need that our finite graphs be regular. Proof. Let σ ± be the Gaussian wave functions of Csóka, Gerencsér, Harangi, and Virág (2013) with eigenvalues ±ρ d for the transition operator. These are weak* limits of FIID processes, and thus so are sgn σ ± . (The two wave functions are also related to each other via the distributional equality
.) Consider the bisections {x ∈ V ; σ ± (x) > 0}. Now for jointly normal centered random variables (Z 1 , Z 2 ), we have
Since Corr σ ± (x), σ ± (y) = ±ρ d for neighbors x and y, we obtain that
Local improvements lead to strict inequalities. That is, consider a vertex x such as the heavily circled one in Figure 1 , where the left figure applies to sgn σ + and the right figure to sgn σ − . Only the case of d = 3 is drawn, but all degrees are similar. It is easily checked that such configurations have positive probability by using the Markov property established in the proof of Theorem 3 of Csóka, Gerencsér, Harangi, and Virág (2013) . When such a configuration occurs, change the value at x to its opposite; likewise for configurations that are all opposite to those drawn. Note that the lower neighbor of x may change as well, but the upper neighbors of x will not. Thus, the number of edges incident to x with the opposite sign strictly decreases on the left and strictly increases on the right. Let φ ± be the weak* limits of FIIDs that arise from these local improvements to the bisections {x ∈ V ; σ ± (x) > 0}. Let x be any neighbor of o. Let ǫ > 0 be the difference between P φ ± ( • )(o) = φ ± ( • )(x) and the above bounds asserted for MinBi and MaxBi. Fix a sign ±. Because φ ± is symmetric under interchange of 0 and 1, there exists a symmetric block FIID φ r such that
Now emulate φ r on G n = (V n , E n ). Let S n be the subset of vertices assigned 1; this need not be a bisection, as we know only that E |S n | /|V n | → 1/2 as n → ∞. However, finite dependence of the block FIID φ r implies that linear deviations from the mean of |S n | are exponentially unlikely as n → ∞. Furthermore, E |E(S n , V n \ S n )| /|E n | tends, as n → ∞, to P φ r ( • )(o) = φ r ( • )(x) . We have similar exponentially fast convergence for this expected proportion. Thus, for large n, there exists S n such that
and |E(S n , V n \ S n )| E n − P φ r ( • )(o) = φ r ( • )(x) < ǫ 4 . Now, if |S n | > |V(G n ) \ S n | + 1, remove the smallest-degree vertices in S n to obtain a bisection S ′ n , while if |S n | < |V(G n ) \ S n | − 1, add the smallest-degree vertices not in S n to obtain a bisection S ′ n . This bisection S ′ n satisfies the asserted bounds.
Finally, we improve Kardoš, Král', and Volec (2012) , who showed that if G is a finite graph of maximum degree 3 and girth at least 637,789, then there is a probability measure on edge cuts of G such that each edge belongs to a random cut with probability at least 0.88672, whence (by taking expected size of edge cuts) G contains an edge cut of cardinality at least 0.88672|E(G)|. For numerical comparison, note that this translates to the following result when G is 3-regular: 3-regular n-vertex graphs of girth tending to infinity possess subsets S such that E(S, V \ S) ≥ 1.33008 − o(1) n for even n → ∞. Theorem 4.1 already improved this by increasing the constant and by requiring S to be a bisection. for all e ∈ E(G).
For d = 3, this says, e.g., that if G has girth at least 655, then there is a random edge cut Π such that P[e ∈ Π] ≥ 0.89 for all e ∈ E(G).
Proof. It suffices to prove the analogous result on T d via a block FIID of radius n: We can then adjoin trees to G in order to create a d-regular graph G ′ . The block FIID can be applied to G ′ to obtain a random cut Π ′ of G ′ ; then we may let Π := Π ′ ∩ E(G).
To this end, let m be standard Gaussian measure on R. Then the coordinate pro- , the result follows by (4.1).
