We study the asymptotic detection performance of large sensor networks, configured as trees with bounded height, in which information is progressively compressed as it moves towards the root of the tree. We show that the error probability decays exponentially fast, and we provide bounds for the error exponent. We analyze further the case where the tree has certain symmetry properties, and derive simple, easily implementable, suboptimal strategies.
Introduction
We consider a sensor network, configured as a directed tree (with a fusion center at its root), which is deployed for the purposes of Bayesian decentralized detection. The goal of the network is to decide between two given hypotheses H 0 and H 1 . Observations about the true hypothesis are obtained at the nodes, and information is propagated from the leaves towards the root. However, because of communication or other resource constraints, every node is required to compress its information (its observation and the messages it has received) before forming its own message. For example, if every node is constrained to sending at most 1 bit, then each node has to compress its information (its observation can be a real value) to form a 1-bit message. Based on the received information, the root or fusion center makes a decision about the true hypothesis. Our objective is to understand the scaling of the error probability at the fusion center, as the number of nodes increases, and its dependence on qualitative properties of the tree.
Each sensor sends its compressed information directly to the fusion center in the well studied "star topology" or "parallel configuration" [1] [2] [3] . A tree, on the other hand, allows for shorter-range communications, thus making better use of communication resources (see also Example 1 below). Tree networks have been studied in several references, such as [4] [5] [6] [7] . It is known that under the assumptions in this paper (conditioned on either hypothesis, the observations at the different sensors are i.i.d.), optimal compression strategies take the form of likelihood-ratio quantizers, and one can obtain "person-by-person optimality" conditions that need to be satisfied by the thresholds used by the optimal quantizers. Nevertheless, finding optimal thresholds is a rather intractable problem even for a moderate number of sensors. For this reason, in the spirit of [2, 8] , we focus on the exponential rate of decay of error probabilities. The example that follows serves to motivate some of our assumptions.
Example 1 (Randomly Placed Sensors). Suppose that we distribute n sensors randomly in the unit square and place a fusion center at the center of the square. We are interested in configuring the sensors so that every sensor is at most two hops away from the fusion center. One possibility (to be referred to as Design I) is to fix some m, and divide the square into m sub-squares, each with side of length 1/ √ m (see Figure 1) . For large n, there are approximately n/m sensors in each of these sub-squares. We let all the sensors within a sub-square transmit their messages to an "aggregator" node in that sub-square. In this way, we get a "symmetric" tree network, in which every aggregator is connected to roughly the same number of nodes, with high probability. Suppose now that the communication cost is proportional to the Euclidean distance between two communicating sensors. Since the number m is fixed, the communication cost in this strategy is Θ(n). An alternative possibility (to be referred to as Design II) is to minimize the overall communication cost by using a 2-hop Minimum Spanning Tree (MST). Because finding a hopconstrained MST is NP-hard (see [9] ), let us consider a simple heuristic [10] . As before, we place an aggregator in each of the m sub-squares, and let the rest of the sensors in the sub-square send their observations to this aggregator. However, we do not fix m in this strategy. The overall expected cost is approximately
where a 1 and a 2 are nonzero constants. To minimize F (m), a simple calculation shows that we should take m = m(n) = Θ(n 2/3 ), which reduces the cost from Θ(n) in Design I, to Θ(n 2/3 ). On the other hand, one suspects that the detection performance of Design II will be inferior to that of Design I. The results in Lemma 1 and Proposition 3 provide evidence that this is indeed the case.
Motivated by the two designs introduced in Example 1, we will consider the detection performance of two different classes of tree networks as exemplified in Example 1. We characterize the detection performance of both classes over a restricted set of strategies that are easy to implement in practice in Sections 4 and 5, and compare the performance of these two classes. We show that the second class performs worse than any of the tree networks in the first class, in Proposition 3.
The rest of this paper is organized as follows. In Section 2, we introduce the problem formulation and some related concepts. In Section 3, we show that for general tree networks, the error probability decays exponentially fast with the number of nodes in the network, and provide some bounds for the rate of decay. In Sections 4 and 5, we consider specific classes of tree networks, characterize their performance and provide simple (but suboptimal) strategies. Finally in Section 6, we summarize and conclude.
Problem Formulation
In this section, we introduce the Bayesian version of the model in [8] and some related definitions. We are given a measurable space (Ω, F), and two hypotheses H 0 and H 1 , each with prior probability π j > 0, a corresponding probability measure P j , and associated expectation operator E j , j = 0, 1. For a given tree configuration, our objective is to analyze the optimal detection error probability, over all compression strategies, in an asymptotic sense. We define these concepts formally below.
Tree Networks
We start by defining the components of a tree network. A tree network is a directed rooted tree, T n = (V n , E n ), where V n is the set of nodes (of cardinality n), and E n is the set of directed arcs. One of the nodes (the "root") represents the fusion center, and the remaining n − 1 nodes represent the remaining sensors. We will always use the special symbol f to denote the root of T n . We assume that the arcs are oriented so that they all point towards the fusion center. In the sequel, whenever we use the term "tree," we mean a directed, rooted tree as described above.
A node u is a predecessor of another node v if there exists a directed path from u to v. We also say that v is a successor of u. An immediate predecessor of node v is a node u such that (u, v) ∈ E n . An immediate successor is defined similarly. Let the set of immediate predecessors of v be C n (v). The length of a path is the number of arcs in the path. The height of a tree T n is the length of the longest path from a leaf of the tree to the root, and will be denoted by h n .
Since we are interested in asymptotically large values of n, we will consider a sequence of trees (T n ) n≥1 . We wish to focus on sequences of bounded height. We say that a tree is h-uniform if all leaves have paths of the same length h to the fusion center, and a tree sequence is h-uniform if all trees in the sequence (for sufficiently large n) are h-uniform.
For an h-uniform tree, we say that a sensor is at level k if is connected to the fusion center via a path of length h − k. Hence the fusion center f is a level h sensor, while every leaf is a level 0 sensor.
Let l n (v) be the number of leaves in the sub-tree rooted at node v. In particular, l n (f ) is the total number of leaves of the tree T n . Finally, let B n be the set of nodes whose immediate predecessors consist of leaves.
Strategies
Each node v makes an observation X v . We assume that under either hypothesis, the random variables X v are (conditionally) i.i.d., with marginal distribution P X j . Each leaf node v sends a summary Y v,n = γ(X v ) of its observation to its immediate successor, where γ is constrained to belong to a given set Γ of allowed compression functions. (For example, Γ can be the set of all binary functions of X v .) Each non-leaf node v summarizes its set of received messages {Y u,n : u ∈ C n (v)} and its own observation X v , and transmits a message Y v,n = γ(X v , {Y u,n : u ∈ C n (v)}) to its immediate successor. In most cases, we will be concerned with strategies in which only the leaf sensors make observations; every other node v simply fuses the messages it has received, and forwards a 1-bit message Y v,n = γ v ({Y u,n : u ∈ C n (v)}) ∈ {0, 1} to its immediate successor. A strategy of this type will be called a relay strategy. A tree network in which we restrict to relay strategies will be called a relay tree. We define a strategy for a tree T n , with n − 1 sensors and a fusion center as
It is well known that using log-likelihood ratio quantizers for all non-leaf nodes is optimal [3] . Let the log-likelihood ratio function of the distribution of Y v,n (the message sent by v) under H 1 , w.r.t. the distribution under H 0 be L v,n (y) = log dP
where
Likelihood Ratio Quantizer (LLRQ) with threshold t for a non-leaf node v is defined as
By definition, a node v that uses a LLRQ ignores its own observation X v and acts as a relay. If all non-leaf nodes use a LLRQ, we have a special case of a relay strategy. In the sequel, we will assume that such LLRQs are available choices of compression functions for the non-leaf nodes. For simplicity, we let L v,n = L v,n (Y v,n ) and define S n (v) = u∈Cn(v) L u,n .
Objective and Assumptions
Given a tree network T n , a typical goal is to minimize the probability of error P e (T n ) = π 0 P 0 (Y f,n = 1) + π 1 P 1 (Y f,n = 0), over all strategies. Let P * e (T n ) be the minimum (over all strategies) probability of error at the fusion center. In a sequence of trees (T n ) n≥1 , we seek to characterize the optimal error exponent [11] ,
For a relay tree, we consider instead the optimal error exponent,
Note that we have normalized the log error probability using l n (f ), so that E * R is the error exponent per observation.
For any γ ∈ Γ, let P γ j = P X j • γ −1 , and let
We havex 0,γ ≤ 0 ≤x 1,γ , with the inequalities being strict as long as the measures P γ j
are not indistinguishable. We make the following assumptions, which are standard in the literature. The reader is referred to [2] for the reasons behind these assumptions.
Assumption 1. The measures P 0 and P 1 are equivalent, i.e., they are absolutely continuous w.r.t. each other. Furthermore, there exists some γ such thatx 0,γ < 0 <x 1,γ .
Assumption 2. For j = 0, 1, we have E j log
Mathematical Preliminaries
We record a result that allows us to recursively propagate error probabilities along the tree. Let t (k) = (t 1 , t 2 , . . . , t k ), for k ≥ 1, and t (0) = ∅. For j = 0, 1, k ≥ 1, and λ ∈ R, we define recursively
The following proposition is proved as Proposition 1 in [8] . The proof proceeds by induction on h, and is omitted here. Let p n (v) be the total number of predecessors of v. Proposition 1. Consider a sequence of h-uniform trees. Suppose that Assumptions 1-2 hold. Suppose that, for every n, every leaf node uses the compression function γ ∈ Γ, and that every level k node (k > 0) uses a LLRQ with threshold t k , satisfyinḡ
Then, for all nodes v of level k ≥ 1,
Exponential Decay
In this section, we show that the optimal error probability in a sequence of trees with bounded height h decays exponentially with the number of nodes n. (This is in contrast to general trees, where the decay can be sub-exponential [12] .) When h = 1, we have the classical parallel configuration considered in [2] , and the optimal error exponent is given by
Theorem 1. Suppose that Assumptions 1 and 2 hold. Consider a sequence of trees of height h. Let z = lim inf n→∞ l n (f )/n be the asymptotic proportion of nodes that are leaves. Then,
and
Furthermore, if z = 1,
Proof. (Outline) Note that E * R ≤ E * P holds trivially because a parallel configuration can simulate any relay tree network. Also, since a relay strategy is a possible strategy for any tree network, we have zE * R ≤ E * ; the factor z is because we have normalized E * R with l n (f ) instead of n. Furthermore, the last inequality in (7) is easily arrived at when comparing a tree network to one in which the raw observations from all nodes are available at the fusion center. Finally, since z ≥ 1/h, it remains to show E * R > 0 and (8). This is done by comparing the given tree to one with a uniform height, using a height uniformization procedure [8] . Then we appeal to Proposition 1 to obtain positive lower bounds on the error exponents.
We have shown that the rate of error probability decay in any bounded height tree network is exponential in n. However, the exact rate of decay depends on several factors, such as the probability distributions and the architecture of the network. To obtain some insights on the optimal error exponent, we consider specific classes of h-uniform tree networks in the next two sections. However, it turns out that finding optimal strategies is in general difficult, so we will instead analyze simple, but suboptimal strategies.
Symmetric Tree Networks
In this section, we consider the asymptotic performance of a special class of h-uniform tree networks, which we call r-symmetric. These are relay trees, with a bounded number of relay nodes, as in Design I in Example 1. Throughout this section, we assume that nodes can only send binary messages. Recall that B n is the set of nodes whose immediate predecessors are leaf nodes. An r-symmetric tree network is defined as follows.
Definition 1 (r-symmetric tree). For h, r ≥ 1, a h-uniform tree sequence (T n ) n≥1 is said to be r-symmetric if: (i) for all level k nodes v, where k > 1, |C n (v)| = r, and (ii) for all level 1 nodes v ∈ B n , l n (v)/l n (f ) → 1/r h−1 as n → ∞.
The second condition in this definition requires that when n is large, all the r h−1 nodes in B n have approximately the same number of immediate predecessors.
We define a counting quantizer (CQ) with threshold s for a level k node v, where k ≥ 1, as
where x = u∈Cn(v) y u is the total number of 1s that v receives from its immediate predecessors. A counting quantizer is arguably the simplest quantizer that v can implement. A counting quantizer is equivalent to a LLRQ with an appropriate threshold, if all the messages of v's predecessors are identically distributed. It is well known that there is no loss in optimality if we restrict to LLRQs at the relay nodes [3] . However, for tractability and to ensure that our strategies are easily implementable, we will now restrict all non-leaf nodes to using counting quantizers. We call such a strategy a counting strategy. Let E * R,C (r) denote the optimal (over all counting strategies) error exponent (in the worst-case over all r-symmetric tree sequences).
Theorem 2. Suppose that Assumptions 1-2 hold. When minimizing the error exponent at the fusion center over all counting strategies, in an r-symmetric tree sequence (T n ) n≥1 of height h ≥ 1, we can restrict to using: (i) the same compression function at all leaf sensors; and (ii) for every k ≥ 1, the same counting quantizer at all level k nodes.
Furthermore, the optimal error exponent at the fusion center is given by (the products below are taken to be 1 when h = 1) 1
where s i is the threshold for the counting quantizer used for level i sensors, i ≥ 2.
Proof. (Outline) We first show that there is no loss of optimality in restricting the strategy of the sub-tree rooted at each immediate predecessor of the fusion center to be the same.
Then by induction, we show that the compression functions at sensors of the same level can be chosen to be the same. The form of the optimal error exponent then follows immediately.
From the above theorem, it is easily seen that the error exponent is strictly smaller than that for the parallel configuration, when h > 1 and r > 1. This shows that the performance of counting strategies in an r-symmetric tree is inferior to that of a parallel configuration. In the following, we discuss some special cases.
On the Worst Error Exponent
When r = 1, the network is essentially the same, and therefore achieves the same performance, as a parallel configuration, which is the best possible. Our next result provides evidence that performance degrades as r increases. The proof is omitted. Lemma 1. Let (T n (r)) n≥1 , r = 1, 2, . . ., be a collection of r-symmetric tree networks. Under Assumptions 1-2, for any r ≥ 1 and any positive integer m, E * R,C (r) > E * R,C (mr).
Optimality of the Majority Decision Rule
Suppose that all the leaf sensors use the compression function γ ∈ Γ. Finding an optimal strategy using (9) requires us to search over a space with r h−1 elements, and also optimizing over t. The search can be daunting even for moderate values of r and h. For this reason, we now consider the case where the same counting quantizer is employed at every level k with k > 1. When r is odd, the simplest counting quantizer is the majority decision rule, i.e., a sensor v transmits a 1 iff the majority of its immediate predecessors send a 1. This corresponds to a counting quantizer with threshold s = r−1 2 . It can be shown that if the majority decision rule is used for all level k sensors (for k > 1), then it is optimal for the level 1 sensors to use a LLRQ with zero threshold. We develop a sufficient condition under which this strategy is optimal in the proposition below. The proof is omitted.
Proposition 2. Suppose that r > 1 is odd and that all the leaf sensors use the same compression function γ. Let t 0 and t 1 be such that
then using a LLRQ with a threshold of 0 at level 1 nodes, and a counting quantizer with threshold s = (r − 1)/2 at all level k nodes (for k > 1) achieves the optimal error exponent, which is given by
The sufficient condition given in Proposition 2 is far from necessary. For particular classes of distributions, sufficient conditions that are weaker than (10) are possible.
Rapidly Branching Tree Sequences
In the previous section, we considered a symmetric tree network in which the number of non-leaf nodes is bounded (by r h−1 + 1). In this section, we consider tree networks in which the number of non-leaf nodes becomes large, in a certain sense, as n increases. Motivated by Example 1, we define the following. Definition 2. A rapidly branching tree sequence is a sequence of h-uniform trees (T n ) n≥1 , such that min v |C n (v)| → ∞, where the minimum is taken over all non-leaf nodes v. Furthermore, there exists a sequence of positive reals (κ n ) n≥1 such that κ n → 0, as n → ∞, so that for each level k sensor v, where k ≥ 1,
where the quantity on the L.H.S. is defined to be 1 if v is a level 1 sensor.
A rapidly branching tree sequence is a sequence of trees in which the number of immediate predecessors of each node grows faster than the rate at which the network becomes "unbalanced" (in the sense that different nodes in B n have very different numbers of leaves attached to them). The definition of a rapidly branching tree sequence implies that for all v ∈ B n , l n (v) ≥ 1/κ n → ∞, hence a rapidly branching tree sequence has the property that the number of immediate predecessors of every node v grows uniformly fast.
In Example 1, and for the MST-based design (Design II), |C n (f )| is an increasing function of n. Also, with high probability, l n (v) ∼ l n (u) for all v, u ∈ B n . Therefore, this tree network fits our definition of a rapidly branching network with height h = 2. For a general h, a similar design can be used to approximate a h-hop MST [10] . In all of these designs, with high probability, we get a rapidly branching tree network.
The number of nodes at each level k in a rapidly branching tree network grows with n. Similar to Section 4, the problem of finding optimal LLRQs for each node in a rapidly branching tree network is, in general, intractable. Therefore, we make the following simplifying assumption. Since using LLRQs for every node is known to be optimal (see e.g. [3] ), we also assume that every node has access to LLRQs.
Conclusion
In this paper, we have studied the asymptotic detection performance of tree networks with bounded height, under a Bayesian formulation. We show that the error probability decays exponentially fast with the number of nodes in the network, and provide bounds for the rate of decay. We consider specific classes of tree networks to quantify the detection performance. In particular, we considered simple counting strategies in symmetric tree networks, and characterized the optimal detection performance over this class of strategies. We also compared their detection performance to that of rapidly branching tree networks. It is shown that for these classes of tree networks and compression strategies, the Bayesian detection performance deteriorates with the height of the tree architecture.
