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Sommario
Nella presente tesi si descrive la prima validazione di un solutore numerico
di flussi non viscosi cavitanti 3D, recentemente sviluppato. Tale solutore
discretizza le equazioni per fluido non viscoso barotropico, con equazioni di
stato fornite da un modello di cavitazione omogeneo che tiene conto degli
effetti termici e della concentrazione dei nuclei attivi della cavitazione. La
discretizzazione viene effettuata con un metodo misto elementi finiti/volumi
finiti su griglie non strutturate.
L’avanzamento temporale puo` essere condotto con uno schema esplicito o
con uno implicito linearizzato. Il codice numerico e` dapprima applicato alla
simulazione del flusso quasi-1D in un ugello. in condizioni cavitanti e non
cavitanti. Quindi viene simulato il flusso 3D attorno ad un profilo NACA0015
montato in una camera di prova. Anche in questo caso, si considerano una
condizione di flusso non-cavitante e una cavitante.
I risultati ottenuti vengono validati tramite confronti con dati sperimentali.
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La presente tesi e` parte di un’attivita` di ricerca per lo sviluppo di un solutore
numerico per la simulazione di flussi tridimensionali in presenza di cavita-
zione. Questo fenomeno e` presente in applicazioni aerospaziali, in particolare
su turbopompe per l’alimentazione di propellente degli endoreattori. Il pro-
blema principale apportato dalla cavitazione per la simulazione numerica e`
quello della creazione di bolle di vapore all’interno del liquido considerato,
attraverso le quali si manifestano forti variazioni delle variabili quali la pres-
sione e la densita`. Avverranno cos`ı grandi variazioni della velocita` del suono
e del numero di Mach fino a 3 ordini di grandezza difficilmente gestibili con
metodi di calcolo classici.
Per descrivere i fenomeni di cavitazione, e` stato scelto un opportuno modello
di cavitazione. E` stato usato un modello a fluido equivalente [1] in cui vale
una legge barotropica per la regione puramente liquida ed una per la misce-
la. I cambiamenti di massa e di quantita` di moto tra le fasi sono trascurabili
mentre non lo e` l’interazione energetica ai bordi. Infatti nei liquidi cavi-
tanti con pressioni di vapore relativamente alte (come per la maggior parte
dei propellenti criogenici) il trasferimento di calore all’interfaccia rappresenta
l’interazione piu` importante tra le due fasi a causa della sua influenza sul-
la pressione della cavita` (effetto termodinamico) e indirettamente sulle altre
variabili di flusso. Quindi, in particolare, questo modello si basa su un para-
metro libero δT/R che tiene conto degli effetti termici e della concentrazione
dei nuclei attivi di cavitazione.
Viene cos`ı trattato nelle simulazioni numeriche un flusso omogeneo caratte-




In questo lavoro e` stato validato un risolutore CFD comprimibile recente-
mente sviluppato (basato sulla densita`) per simulare flussi liquidi in presenza
di cavitazione. Questo risolutore proposto puo` essere applicato contempo-
raneamente sia a regioni cavitanti, ipersoniche come a zone liquide, quasi-
incomprimibili grazie all’uso di un precondizionamento locale ad hoc. Il co-
dice di calcolo di partenza, AERO, e` un risolutore numerico per flussi com-
primibili e tridimensionali basato su un metodo misto elementi finiti/volumi
finiti applicabile a griglie non strutturate. Esso consente di risolvere le equa-
zioni di Eulero, le equazioni di Navier-Stokes laminari e di utilizzare anche
alcuni modelli di turbolenza. Il codice e` basato su metodologie numeriche e
modelli di turbolenza all’avanguardia per la fluidodinamica industriale e per
la modellizzazione dell’interazione fluido-struttura. AERO e` stato validato
da anni di attivita` ed e` stato gia` applicato allo studio di diversi problemi di
interesse industriale.
Gli ingredienti numerici espressamente sviluppati per il problema preso in
considerazione, sono:
• uno schema nuovo per i flussi convettivi (la funzione di flusso di Roe
per un fluido barotropico generico);
• una tecnica di precondizionamento del solutore per simulazioni di flussi
barotropici quasi-incomprimibili;
• schema linearizzato con avanzamento nel tempo implicito che si basa
solo su alcune proprieta` della funzione di flusso numerica.
Lo scopo della presente tesi e` di fornire una prima validazione allo stru-
mento numerico sviluppato.
A tale scopo tutti questi ingredienti sono stati utilizzati:
• per un caso quasi-1D: un flusso non viscoso barotropico in un ugello,
in cui il liquido impiegato e` acqua a T∞=20oC.
• per un caso 3D: un flusso attorno ad un profilo NACA0015 a 4o gradi
di incidenza all’interno di una camera di prova reale. Quest’ultima ha
le dimensioni di quella utilizzata negli esperimenti condotti al Centro-
Spazio per poter avere confronti realistici [2]. Anche in questo caso il




2.1 Descrizione dei principali modelli
I modelli principali per la descrizione di flussi cavitanti possono essere clas-
sificati come segue:
• modelli a linea di corrente libera (free streamline), in cui la regione
cavitante e` separata dalla regione occupata dal liquido tramite un’in-
terfaccia ben definita ([3])
• modelli a fluido equivalente, in cui la media di volume, temporale o
d’insieme viene usata per tenere conto della presenza delle due fasi
([4])
• modelli a simulazione diretta, in cui le equazioni accoppiate di Navier-
Stokes delle due fasi sono risolte contemporaneamente
I modelli a fluido equivalente possono essere divisi a loro volta in:
• modelli omogenei, in cui le caratteristiche della cavitazione sono rappre-
sentate in termini di flusso a singola fase le cui proprieta` sono ottenute
dall’introduzione di apposite ipotesi semplificative ([5], [6]);
• modelli non-omogenei, basati sulla caratterizzazione separata delle due
fasi con opportuni termini di interazione ([7],[8])
• modelli non-omogenei con dinamica delle bolle, simili al precedente
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tranne per il fatto che vengono inclusi effetti evolutivi connessi al tra-
sferimento di massa, di quantita` di moto e di energia tra le due fasi
([9], [10])
Nessuno tra questi modelli e` esente da limitazioni. I modelli a linea di cor-
rente libera, dove un’interfaccia ben definita separa il liquido puro dalla re-
gione cavitante occupata dalla fase non condensata, introducono delle com-
plicazioni proibitive nelle configurazioni 3-D e non risultano realistici nella
condizione termica di cavitazione tipica dei propellenti criogenici dei motori
dei razzi, dove prevale la cavitazione a bolla mobile ([11]). I metodi delle si-
mulazioni dirette, invece, sono estremamente costosi dal punto di vista delle
risorse computazionali e la loro accuratezza superiore e` in pratica compro-
messa dalla conoscenza incerta dello stato iniziale del sistema, specialmente
per quanto riguarda la natura, la concentrazione e la suscettibilita` dei nu-
clei di cavitazione. Questa breve introduzione indica che la scelta definitiva
del modello per la simulazione di cavitazione nelle applicazioni tecniche deve
essere basata su accurate considerazioni degli obiettivi finali e su vincoli
di implementazione, per utilizzare tutte le opportunita` per semplificare la
formulazione del problema tenendo conto solo di fenomeni fisici essenziali.
2.2 Scelta del modello
I requisiti tipici delle applicazioni della propulsione spaziale per l’analisi delle
prestazioni delle turbopompe di alimentazione del propellente danno mag-
giore importanza piu` all’aspirazione e alla dinamica della macchina piuttosto
che alla resistenza all’erosione e altri effetti di cavitazione di lungo termine,
che sono tipicamente piu` determinanti in altre applicazioni. Fortunatamente
queste proprieta` sono essenzialmente correlate alle caratteristiche macrosco-
piche del flusso. Il comportamento locale delle cavita`, d’altronde, controlla
principalmente aspetti come l’erosione, vibrazioni ad alta frequenza e ru-
more, che sono meno importanti nei motori dei razzi a propellente liquido
vista la loro limitata vita utile. Queste considerazioni indicano l’opportunita`
di scegliere un modello a fluido equivalente in cui i dettagli della crescita
e il collasso della cavita` vengono trascurati, e il flusso cavitante e` descritto
in termini di singolo fluido le cui proprieta` sono ottenute dall’introduzione
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di assunzioni semplificative. Nei liquidi cavitanti con pressioni di vapore
relativamente alte (come per la maggior parte dei propellenti criogenici),
il trasferimento di calore all’interfaccia rappresenta l’interazione piu` impor-
tante tra le due fasi a causa della sua influenza sulla pressione della cavita`
(effetto “termodinamico”) e indirettamente sulle altre variabili di flusso. I
cambiamenti di massa e di quantita` di moto, al contrario, giocano di solito
un ruolo minore in questo tipo di flussi. In virtu` di queste considerazioni, le
differenze di velocita` e di pressione tra le due fasi possono essere trascurate
e la scelta di un modello a fluido omogeneo che conta esplicitamente degli
effetti termici di cavitazione sembra essere l’ approccio piu` efficiente per pre-
dire le prestazioni nelle applicazioni della propulsione aerospaziale soggette a
cavitazione. Tra i modelli soddisfacenti i requisiti sopra citati, quello recen-
temente proposto da d’Agostino e al., [1], merita particolare attenzione. In
questo modello il flusso principale e` isentropico ed il bilancio di energia della
miscela permette di valutare il termine di interazione di massa legato all’ eva-
porazione/condensazione tra le due fasi e di derivare una relazione costitutiva
che unisce densita` e pressione della miscela cavitante. In questa approssima-
zione l’intero flusso e` barotropico, e cio` rappresenta un vantaggio significativo
della formulazione isoentropica poiche´ riduce l’ordine del problema differen-
ziale in esame. In aggiunta, il modello tiene conto esplicitamente degli effetti
di cavitazione termica grazie all’utilizzo di alcuni risultati derivati nel caso
di bolle sferiche isolate. Infine gli effetti della concentrazione dei nuclei attivi
nella fase del liquido sono facilmente incorporati nel modello. Nonostante
questi vantaggi, ci sono ancora notevoli difficolta` nell’implementare tale mo-
dello in un codice di calcolo, poiche´ la presenza contemporanea delle due
fasi nella zona cavitante riduce drasticamente la velocita` locale del suono
e rende inapplicabili i metodi numerici classici. La difficolta` e` legata alla
presenza simultanea di zone incomprimibili (liquido puro) e zone dove il flus-
so puo` facilmente diventare altamente supersonico (miscela liquido-vapore).
La rigidezza numerica del problema e` incrementata sia dall’alto rapporto di
densita` liquido-vapore (che, per esempio, e` nell’ordine di 105 per una miscela
di acqua-vapore a 20◦C) che da` forti onde d’urto che avvengono alla ricon-
densazione nella zona di chiusura della cavita`. Questi fenomeni sono dovuti
alla grande variazione della velocita` del suono che avviene nel passaggio del
liquido alla zona di miscela. Per esempio, la velocita` del suono nell’acqua a
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temperatura ambiente e` circa a 1500 m/s, 400 m/s ca. per il puro vapore, e
pari a meno di qualche m/s nelle miscele di acqua-vapore a valori intermedi
della frazione di vuoto. E` evidente che si devono introdurre schemi numerici
specificatamente progettati per manipolare questa situazione.
Dalle considerazioni sopra citate, il modello barotropico sotto discussione
sembra rappresentare il miglior compromesso tra il costo e l’accuratezza
computazionale; questo sara` usato per lo sviluppo del presente lavoro. Una
discussione piu` dettagliata del modello proposto e` riportata in sec. 2.3.
2.3 Descrizione del modello
Il modello si basa su una relazione barotropica per entrambi le regioni, quella
con il liquido puro e quella con la miscela liquido-vapore. La velocita` del
suono e` continua nel passaggio liquido-vapore.


























• α e` la frazione di vuoto definita come α = ρ
ρlsat
− 1;
• εl e` una funzione conosciuta di α e di δT/R, che e` un parametro di
ingresso dato;
• pc, g∗, η, γv sono costanti note che dipendono dal liquido preso in
considerazione;
• ρlsat e` la densita` di saturazione del liquido che dipende dalla tem-
peratura T∞ (costante) di tutto il fluido, che e` un’altro parametro
d’ingresso;
• al e` una costante nota che rappresenta la velocita` del suono del liquido
in condizioni di saturazione.
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Invece nella regione non cavitante (p > psat) si considera la legge di stato per
un liquido debolmente comprimibile:









dove la “comprimibilita` isentropica” βsl si assume costante, dipendente dal
liquido preso in considerazione.
In particolare, εl (0 ≤ εl ≤ 1) e` una funzione che determina la frazione




















− 1 e δT/R e` un parametro libero che tiene conto degli effetti
termici e della concentrazione dei nuclei attivi di cavitazione. Dalla teoria
della crescita termicamente controllata di bolle sferiche isolate, e` possibile









dove Vcav, il volume di cavitazione, deve essere stimato (magari grazie ad una
simulazione numerica non-cavitante di un campo di flusso), la concentrazione
dei nuclei attivi e` assegnata a priori (in funzione di T∞) e il parametro R?
puo` essere valutato come segue:




In quest’ultima espressione il termine Cpmin puo` essere stimato mediante una
simulazione preliminare del campo di flusso, mentre il parametro termodina-









2 – Modello di cavitazione
In conclusione, una volta specificato il valore di T∞ e di δT/R o di n, e` possi-
bile integrare numericamente l’eq. 2.1, ottenendo cos´ı le curve barotropiche
(della velocita` del suono e della pressione in funzione della densita`) in figg.
2.1 e 2.2
Figura 2.1: Variazione della velocita` del suono per la miscela acqua-vapore a
T∞ = 20◦ C. Dati: βsL=5 10−10 Pa−1, pc=2.2089 107 Pa, g?=1.67,
η=0.73, γ=1.28.
Come mostrato in figg.2.1 e 2.2 la transizione che avviene nel punto di
saturazione e` molto rigida da un punto di vista numerico e il salto di velocita`
del suono e` tale da rendere necessario l’utilizzo di una metodologia shock-
capturing . Dal punto di vista dell’implementazione della legge barotropica in
esame, e` possibile definire una procedura di interpolazione ρi → (pi,ai) tale
da consentire un’integrazione efficiente della barotropica stessa in un solutore
CFD basato sulla densita` [12].
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Figura 2.2: Variazione di pressione con la densita` per una miscela acqua-vapore




Flusso in un condotto quasi-1D
3.1 Equazioni




















con ρ che rappresenta la densita`, u la componente x della velocita` , et
l’energia totale per unita` di massa e p la pressione. In particolare si consi-
dera il flusso barotropico, quindi si assume che esista una corrispondenza
biunivoca tra pressione e densita` della seguente forma:
p = p(ρ) (3.2)
e quindi l’equazione dell’energia risulta disaccoppiata con le altre.
La viscosita` non e` stata considerata poiche´ le grandi forze dinamiche presenti
in ambiente dove avviene il fenomeno della cavitazione (un esempio possono
essere le turbomacchine moderne), rendono trascurabili gli sforzi viscosi che
entrano in gioco. Inoltre, il numero di Brinkman (termine che rappresenta il
13
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rapporto tra la dissipazione viscosa e la conducibilita` termica) 1 e` di solito
molto piu` piccolo dell’unita`: questo denota il fatto che la dissipazione viscosa
gioca un ruolo minore nel bilancio dell’energia.
Il problema preso in considerazione e` il caso di un flusso quasi-1D non viscoso



















e Q e` il termine sorgente che rappresenta la variazione dell’ area di attraver-
samento A del condotto:










Poiche´ lo scopo di questo lavoro e` la simulazione di flussi cavitanti, si consi-
dera la legge di stato dal modello di cavitazione precedentemente proposto

























Nella regione non cavitante (p > psat), invece, si considera la legge di stato
per un liquido debolmente comprimibile:









dove la “comprimibilita’ esentropica” βsl si assume costante, dipendente dal
liquido preso in considerazione.
1Br = µU
2
Cp∆T , numero di Brinkman
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3.2 Condizioni al contorno
Le condizioni al contorno del problema sono differenti tra ingresso e uscita.
All’ingresso sono date le condizioni di Dirichlet per imporre il valore di den-
sita` e pressione (ρ = ρ∞, u = u∞). Invece per l’uscita le condizioni usate
sono quelle omogenee di Neumann (si annulla il gradiente della velocita` nella
direzione assiale). Queste condizioni a contorno sono imposte numericamente
affiancando alla cella di uscita una cella “fantasma” avente lo stesso valore
del vettore di stato e calcolando quindi il flusso numerico tra le due. All’i-
nizio il campo di flusso si considera uniforme con ρ = ρ∞, u = u∞ e Q = 0
(sezione costante); in seguito il valore del termine sorgente Q aumenta linear-
mente fino a raggiungere il suo valore attuale ad un tempo di avanzamento
adimensionalizzato pari a τ = 0.5. Le simulazioni avanzano nel tempo fino a
che viene raggiunto una stato costante.
3.3 Discretizzazione numerica
3.3.1 Implementazione numerica della legge barotro-
pica della miscela
La legge barotropica della miscela, descritta in 3.1, viene risolta numerica-
mente ottenendo cos`ı una tabella di valori discreti di p, ρ ed a. Quindi, la
pressione p e la velocita` del suono a possono essere ottenute per interpo-
lazione per ogni valore dato della densita` ρ. Si ottiene come risultato una
riduzione del tempo computazionale al costo di un accumulo relativamente
piccolo di dati. La forma specifica di tale legge permette di avere un’efficiente
procedura di interpolazione. Sono di seguito riportati i passi principali di tale
procedura:
• in un primo momento, la legge barotropica della miscela e` ottenuta
dalla integrazione numerica dell’eq.3.5 (utilizzando un metodo del IV
ordine di Runge-Kutta), successivamente viene formata un tabella di
valori (ρi,pi,ai)
• in un secondo momento, viene costruita una nuova successione ρ′i nata
dall’unione di due sotto-successioni geometriche le cui espressioni anali-
tiche sono costruite utilizzando alcune caratteristiche della successione
15
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ρi. Quindi si ottiene una nuova successione della pressione p
′
i, come,
del resto, anche della velocita` del suono a′i, dall’interpolazione lineare
di pi(ρi) e ai(ρi),rispettivamente alla successione di partenza ρ
′
i.






i), approssimano da vicino rispettivamente
pi(ρi) e ai(ρi) e costituiscono l’interpolazione di base che deve essere usata
dal solutore CFD basato sulla densita`. L’intero processo di interpolazione
non richiede alcun algoritmo in quanto la successione di partenza ρ′i ha una
rappresentazione analitica e quindi risulta molto apprezzabile dal punto di
vista computazionale.
3.3.2 Trattamento numerico dei flussi convettivi
Si considerano le equazioni di moto 3.3 con Q = 0. L’approccio ai volumi




+ Φi(i+1) − Φ(i−1)i = 0 (3.7)
dove δi e` la misura della cella i-esima, Wi e` il valore medio di W dentro
la medesima cella e Φij e` il flusso numerico tra la cella i-esima e quella j-
esima. Con l’intento di registrare un nuovo schema nell’implementazione gia`
esistente del codice AERO, e` stata considerata una particolare funzione di
flusso, funzione di flusso di Roe, che e` della seguente forma:
Φij =




|A˜ij| (Wj −Wi) (3.8)
dove A˜ij e` una matrice opportuna, chiamata matrice di Roe, che dipende dal
particolare problema preso in considerazione. E’ stato provato [13] che per




a˜2ij − u˜2ij 2u˜ij

















ρj − ρi if ρi 6= ρj
a2(ρ) if ρi = ρj = ρ
La matrice di Roe risulta per costruzione diagonalizzabile con autovalori reali,
cos`ı e` possibile scrivere: A˜ = T ·diag(λh) ·T−1, dove λh e` l’autovalore h-esimo
e T e` una matrice omogenea. Quindi un qualsiasi operatore applicato ad A˜
deve essere applicato per definizione ai suoi autovalori: cos`ı la |A˜ij| della
eq. 3.8 sta per T · diag(|λh|) · T−1dove | · | rappresenta il valore assoluto.
Questo schema numerico e` capace di far fronte a fenomeni tipo onde d’urto
che possono svilupparsi a causa dell’insorgere della cavitazione.
3.3.3 Precondizionamento del flusso con numero di Mach
tendente a zero
E` noto dalla letteratura che l’accuratezza di risolutori di flussi comprimibili
che trattano flussi quasi-incomprimibili risulta alquanto scarsa. Quindi e` sta-
to studiato come si comporta lo schema semi-discreto quando M? → 0, dove
M? rappresenta un valore caratteristico del numero di Mach quando il flusso
risulta quasi-incomprimibile. E` stata cercata una soluzione del seguente tipo:
Ψ = Ψ0 +M?Ψ1 +M
2
?Ψ2 + · · ·
dove Ψ e` una generica variabile dipendente sia per il caso continuo 3.1 (
Ψ = ρ, ...) che per quello semi-discreto 3.7 ( Ψ = ρi, ...). E` stato dimostrato
che per M? → 0 la soluzione discreta della pressione, p, e` della forma [13]:
pi(t) = p0(t) +M? pˆ1i(t)
(l’indice i denota la dipendenza dallo spazio discretizzato) mentre quella
analitica si comporta diversamente:
p(x,t) = p0(t) +M? p1(t) +M
2
? pˆ2
Dalle equazioni precedenti si deduce quindi che, poiche´ le fluttuazioni della
pressione nello spazio sono maggiori nel caso numerico, nel limite di flusso
17
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quasi-incomprimibile la soluzione numerica non risulta accurata.
Quindi sono state proposte delle modifiche alla funzione di flusso di Roe del
seguente tipo:
Φij =




P−1ij |PijA˜ij| (Wj −Wi) (3.10)
dove Pij e` un’appropriata matrice di precondizionamento. Questa matrice
e` derivata dall’uso delle variabili cosiddette primitive, Wp = (p,u)
T , e poi e`
convertita nella forma conservativa dall’espressione che segue:







Applicando la tecnica di precondizionamento proposto originalmente da Tur-








con β2 ∝M2? = const e di conseguenza:
P (W ) =
(
β2 0
u(β2 − 1) 1
)
(3.13)
La matrice Pij nella (3.10) si ottiene semplicemente sostituendo u nella (3.13)
con la media di Roe uij (3.9). La matrice PijA˜ij e` ancora diagonalizzabile,
quindi il termine |PA| e` definito. Si puo` dimostrare che, usando β2 = k ·M2?
con k = O (1) = const, la funzione di flusso precondizionata (3.10) fa in modo
che la soluzione numerica abbia lo stesso ordine dell’accuratezza spaziale di
quella analitica (⇒ o(M2)).
E` utile notare che, dal momento che il precondizionamento incide solamente
sulla parte di upwind della funzione di flusso (il secondo termine delle eq. 3.8
e 3.10), questo non altera la consistenza della funzione di flusso stessa che
cos`ı puo` essere applicata a sua volta anche a problemi non stazionari.
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3.3.4 Avanzamento nel tempo implicito
Uno schema di Eulero esplicito completamente discreto derivato dalla eq 3.7
e` del seguente tipo:
δi
W n+1i −W ni
∆t
+ Φni(i+1) − Φn(i−1)i = 0 (3.14)
dove n rappresenta l’n-esimo passo temporale discreto. Il corrispondente
schema implicito (sempre completamente discreto) e´ invece:
δi
W n+1i −W ni
∆t
+ Φn+1i(i+1) − Φn+1(i−1)i = 0 (3.15)
Lo schema 3.14 e` molto semplice, ma l’intervallo di tempo ∆t e` fortemente
vincolato da requisiti di stabilita`: tutto cio` porta ad un tempo di avanzamen-
to molto lento. Usando invece lo schema implicito 3.15 e` possibile usare ∆t
molto piu` grandi, quindi l’avanzamento nel tempo risulta molto piu` veloce,
ma ad ogni passo temporale si deve risolvere un sistema non-lineare, e cio` e`
molto pesante dal punto di vista computazionale.
Quindi per poter ottenere un ∆t sufficientemente elevato senza appesantire
troppo il costo computazionale e` stato introdotto uno schema implicito linea-
rizzato. La classica linearizzazione delle equazioni di Eulero accoppiate con
la legge di stato di un gas ideale si basa su una proprieta` di omogeneita` del
flusso analitico del tipo: F (W ) = ∂F/∂W · W . Questa proprieta` non puo`
essere estesa anche a flussi barotropici, cos`ı e` stato definito un nuovo schema
implicito in relazione solo alle proprieta` algebriche della funzione di flusso di
Roe:













dove ∆nWh = W
n+1
h − W nh , ∆x rappresenta la massima dimensione della
cella della mesh 1D e A˜± = A˜ ± |A˜|. Sostituendo questa approssimazione



































in cui I e` la matrice identita` e le incognite sono gli incrementi ∆nWh. La
formulazione implicita linearizzata e` stata estesa naturalmente anche al caso
pre-condizionato. Il sistema puo` essere ottenuto direttamente dalla eq. 3.16

































Per validare il codice e` stato considerato il flusso quasi-1D di un conver-
































3.4 Risultati e validazione
Il liquido che e` stato impiegato nelle simulazione e` acqua a T∞=20oC. I
valori dei parametri che compaiono nelle Eqs. (3.5) e (3.6) sono i seguenti:
βsl=5 10
−5(1/Pa), pc=22089000(Pa), g∗=1.67, η=0.73, γv=1.28, δT/R=0.1,
psat=2339.953(Pa), ρlsat=997.949(Kg/m
3) e al = 1415.7(m/s). L’ugello e` di
lunghezza adimensionalizzata L = 21.4 ed e` discretizzato con 360 celle. La
grandezza della cella e` definita da una progressione geometrica nella parte
20
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convergente fino a raggiungere una larghezza pari a ∆x = 0.02 nella sezione
critica del condotto (la gola); nella parte divergente la griglia e` semplicemente
speculare. La geometria del condotto con la corrispondente distribuzione di
celle e` illustrata nella fig. 3.1. Sono stati simulati tredici diversi casi per
Figura 3.1: Geometria del condotto e distribuzione delle celle
validare il codice quasi-1D; le diverse condizioni di tali prove sono riportate





Nelle simulazioni i casi dove avvengono fenomeni cavitanti sono: TC8, TC11,
TC13. La comparsa dei fenomeni cavitanti si puo` vedere dalle figure quan-
do mostrano la formazione di una bolla e si possono facilmente individuare
anche direttamente dalla Tab.3.1 quando il numero di cavitazione risulta
abbastanza piccolo. Si discutono in un primo momento i risultati ottenuti
senza pre-condizionamento con lo schema esplicito. Risulta ben visibile la
mancanza di accuratezza della soluzione non pre-condizionata nel limite in-
comprimibile (numeri di Mach molto bassi), come mostrato nella fig.3.2 dove
si riporta la soluzione stazionaria per il caso TC9. Si puo` notare che sia la
21
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Casi p∞ (atm) u∞ (m/s) M∞ σ
TC1 10 0.1 7 10−5 202587
TC2 5 0.1 7 10−5 101059
TC3 1 0.1 7 10−5 19837
TC4 0.1 0.1 7 10−5 1562
TC5 10 1 7 10−4 2026
TC6 5 1 7 10−4 1011
TC7 1 1 7 10−4 199
TC8 0.1 1 7 10−4 16
TC9 10 5 3.5 10−3 81
TC10 5 5 3.5 10−3 40
TC11 1 5 3.5 10−3 8
TC12 10 10 7 10−3 20
TC13 5 10 7 10−3 10
Tabella 3.1: Caratteristiche principali dei differenti casi considerati
pressione che la densita` denotano un comportamento asimmetrico non fisico
in quanto, per la particolare forma del condotto convergente-divergente, il mi-
nimo delle due quantita` deve avvenire in corrispondenza della sezione critica,
la gola. Lo stesso comportamento lo si denota per tutti i casi riportati nella
tab3.1; un esempio cavitante (TC11) e` riportato nella fig.3.3: risulta evidente
l’inaccuratezza del comportamento della pressione nella parte convergente,
appena prima che si formi la bolla. Per ottenere una soluzione corretta,
e` stato aumentato il valore del numero di Mach fino ad arrivare approssima-
tivamente a 10−1 (vedi fig 3.4), pero` questa condizione risulta molto difficile
da raggiungere per un flusso liquido. Per quanto riguarda il tempo di avan-
zamento, tutte le simulazioni sono stabili per ∆t = 10−5; dal momento che
si raggiunge lo stato stazionario per t ' 1, i tempi della CPU di cui si ha
bisogno (per un PC con un processore di 1200Mhz e una RAM di 256Mb)
sono rispettivamente 150s e 450s.
La tecnica di pre-condizionamento proposta risulta efficace per eliminare i
problemi di accuratezza dei risultati per tutti i test case trattati. Infatti si
puo` tranquillamente notare nelle figg. 3.5 e 3.6, rispettivamente per i ca-
si TC9 e TC11, che sono spariti completamente i comportamenti non fisici
della pressione e della densita`. Tutto questo da` un supporto a-posteriori ai
risultati dell’analisi asintotica e alla formulazione proposta.
I risultati numerici validano anche la struttura generale del pre-condizionatore
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Figura 3.2: Soluzione a stato stazionario ottenuta per il TC9 senza precondizio-
namento; a) densita`; b) pressione; c)velocita` assiale ; d) numero di
Mach .
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Figura 3.3: Soluzione a stato stazionario ottenuta per il TC11 senza precondi-
zionamento; a) densita`; b) pressione; c)velocita` assiale ; d) numero
di Mach .
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Figura 3.4: Soluzione a stato stazionario ottenuta senza precondizionamento con
M∞ = 7 10−2; a) densita`; b) pressione; c)velocita` assiale ; d) numero
di Mach .
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Figura 3.5: Soluzione a stato stazionario ottenuta per il TC9 con precondizio-
namento; a) densita`; b) pressione; c)velocita` assiale ; d) numero di
Mach .
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Figura 3.6: Soluzione a stato stazionario ottenuta per il TC11 con precondizio-
namento; a) densita`; b) pressione; c)velocita` assiale ; d) numero di
Mach .
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e, in particolare, l’assunzione β = βrefM?. Si puo` notare che β della tab 3.2
e` semplicemente derivato da M? della tab 3.1 con βref ' 45. Tuttavia l’uso
del pre-condizionatore comporta una diminuzione drastica dell’intervallo di
tempo ∆t consentito dalla stabilita` dello schema esplicito, specialmente per
quanto riguarda i casi a numero di Mach piu` basso, come mostra la tab
3.2. Vedendo la tab 3.2 e` evidente che le simulazioni esplicite 3-D risultano
difficilmente ottenibili, a causa dei costi computazionali proibitivi.
La situazione migliora in modo evidente utilizzando uno schema di avan-
zamento implicito; per i test case non cavitanti, l’intervallo di tempo puo`
essere aumentato indefinitamente e, quindi, il tempo CPU necessario per
raggiungere lo stato stazionario diventa trascurabile. Per i casi cavitanti
TC11 e TC13 il ∆t puo` essere incrementato fino a 10−5, portando a simula-
zioni che necessitano di un tempo di CPU pari circa 120s. Invece per il TC8,
con il tempo di avanzamento implicito, la simulazione non risulta stabile;
questo fenomeno puo` essere dovuto ad un transiente non fisico (la variazione
di Q nella eq. 3.3) che implica grandi oscillazioni della pressione quando
compaiono fenomeni di cavitazione. Questo inconveniente puo` essere proba-
bilmente risolto utilizzando un ∆t o un transitorio iniziale ad-hoc; tuttavia
cio` non e` stato investigato nel presente lavoro, poiche´ si e` ritenuto che questo
fosse legato al particolare caso utilizzato per la validazione 1D.
Caso β2 ∆t CPU
TC1 10−5 5 10−8 8h20m
TC2 10−5 5 10−8 8h20m
TC3 10−5 5 10−8 8h20m
TC4 10−5 5 10−8 8h20m
TC5 10−3 5 10−7 50m
TC6 10−3 5 10−7 50m
TC7 10−3 5 10−7 50m
TC8 10−3 10−7 4h10m
TC9 10−2 10−6 25m
TC10 10−2 10−6 25m
TC11 10−2 5 10−7 50m
TC12 10−1 5 10−6 5m
TC13 10−1 5 10−6 5m




4.1 Breve descrizione del codice di calcolo di
partenza
Nel presente capitolo si fornisce una breve descrizione del solutore 3D e delle
modifiche ad esso apportate per la simulazione di flussi cavitanti con il mo-
dello descritto nel cap. 2. Il codice di calcolo scelto per la simulazione
numerica di flussi cavitanti 3D e` il codice AERO, sviluppato in collabora-
zione tra l’Universita` di Boulder (Colorado) e l’INRIA (Institut National de
Recherche en Informatique et en Automatique) (Francia).
AERO e` un risolutore numerico per flussi comprimibili e tridimensionali. Il
codice consente di risolvere le equazioni di Eulero, le equazioni di Navier-
Stokes laminari e di utilizzare anche alcuni modelli di turbolenza, sia di
tipo RANS (Reynolds Averaged Navier Stokes) che di tipo LES (Large-Eddy
Simulation). Le equazioni vengono discretizzate in forma conservativa; le
variabili incognite sono la densita`, le componenti della quantita` di moto e
l’energia totale per unita` di volume. AERO utilizza una formulazione mista
ad elementi finiti/volumi finiti per la discretizzazione spaziale delle equazioni
di Navier-Stokes, applicabile a griglie non strutturate tetraedriche. Vengo-
no utilizzati elementi finiti di tipo P1 per discretizzare i termini diffusivi e
i volumi finiti per i termini convettivi. Lo schema di Roe ([14]) costituisce
il componente base per la discretizzazione dei flussi convettivi. L’ordine di
precisione dello schema viene poi incrementato attraverso una tecnica di ri-
costruzione di tipo MUSCL introdotta da van Leer [van Leer, 1982]. Questa
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tecnica e` implementata attraverso schemi innovativi (vedi [15]), che consen-
tono di ottenere una precisione spaziale di ordine 2 ( fino all’ordine 5 per pro-
blemi lineari) e una viscosita` numerica proporzionale alle derivate di ordine
6 delle variabili. Altro vantaggio notevole di questo schema e` la possibilita`
di un controllo diretto della viscosita` numerica, ovvero del grado di decen-
tramento dello schema impiegato. Questo consente di ridurre la viscosita`
numerica al minimo necessario per la stabilizzazione della simulazione, in
modo da minimizzarne gli effetti sui risultati. Inoltre, qualora ci fossero altri
elementi stabilizzanti per la simulazione, per esempio modelli di turbolenza,
e` possibile calibrare il contributo stabilizzante proveniente dalla numerica
o, qualora fosse possibile, eliminarlo completamente ed usare schemi di tipo
centrato.
La stabilita` per flussi a piccoli numeri di Mach viene garantita attraverso
un precondizionamento basato sullo schema di Roe-Turkel (vedi [16]). Tale
schema e` stato implementato in modo tale da consentire il suo utilizzo anche
per simulazioni non stazionarie (vedi [17], [18]).
La discretizzazione temporale viene fatta in modo indipendente da quella
spaziale (metodo delle linee). In particolare, AERO consente sia l’avan-
zamento esplicito sia quello implicito nel tempo. Per cio` che concerne lo
schema esplicito, viene utilizzato un metodo di Runge Kutta a basso stoccag-
gio. Il particolare schema di Runge Kutta da impiegare puo` essere impostato
dall’operatore specificando il numero di passi e gli opportuni coefficienti come
dati di input. Questo consente una flessibilita` notevole nella selezione dello
schema, e la possibilita` di impiegare schemi diversi (anche disegnati ad-hoc
per un problema specifico) a seconda del problema da analizzare (accuratez-
za necessaria, costi computazionali).
Lo schema implicito [19] valuta la derivata temporale in funzione del residuo
nello spazio, in modo da ottenere uno schema incondizionatamente stabile e
indipendente dal passo temporale selezionato. E` stato mostrato (vedi [20])
che e` vantaggioso usare lo schema implicito anche in simulazioni non stazio-
narie, a patto di scegliere un passo temporale sufficientemente piccolo per
la descrizione fisica del flusso. Nelle simulazioni riportate in [20], lo sche-
ma implicito ha consentito un notevole risparmio in termini di CPU, pur
mantenendo la medesima accuratezza dei risultati dello schema esplicito. La
stabilita` dello schema implicito consente inoltre una veloce convergenza nei
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problemi stazionari. Per accelerare ulteriormente la convergenza in casi sta-
zionari, e` stata implementata nel codice la modalita` di avanzamento locale
nel tempo.
Il codice e` disponibile sia in una versione scalare che in una versione pa-
rallela, la quale consente di ridurre notevolmente i tempi necessari per una
simulazione. La versione parallela e` stata ottenuta utilizzando la libreria
MPI (Message Passing Interface) per aumentarne la flessibilita`, e quindi puo`
essere utilizzata sia su architetture tipo “shared memory” che “distributed
memory” (come clusters).
4.2 Equazioni
Le equazioni per il problema 3D non sono altro che l’estensione al tridimen-
sionale del problema gia` trattato nel monodimensionale. Dal momento che
vengono trascurate le forze viscose (in virtu´ del fatto che le forze di massa e
gli sforzi viscosi sono trascurabili rispetto alle grosse forze dinamiche tipiche
delle moderne turbopompe), sono quindi considerate le equazioni di Eulero
3D per un flusso non viscoso. Grazie alla legge di stato barotropica, l’equa-
zione dell’energia risulta disaccoppiata con il resto del sistema (vedi cap. 3),
cos`ı si considerano, insieme alla legge di stato barotropica, solo le equazioni
di bilancio di massa e della quantita` di moto.
Si indicano u, v e w rispettivamente le componenti del vettore velocita` ~U x,
y e z. Le equazioni scritte in forma conservativa sono:
∂W
∂t
+ ~∇ · ~F(W ) = 0 (4.1)
in cui W = (ρ,ρu,ρv,ρw)T sono le variabili di flusso conservative, ~∇ =
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4.3 Discretizzazione numerica
4.3.1 Trattamento numerico dei flussi convettivi







Φij = 0 (4.2)
in cui Vi e` la misura della cella i−esima Ci, K(i) rappresenta l’insieme degli
indici dei nodi vicini al nodo N(i) associato alla Ci e Φij = Φ(Wi,Wj,~νij) e`
la funzione di flusso numerica che attraversa il contorno δCij tra le celle Ci
e Cj, vedi fig. 4.1. Una volta definita la normale uscente (~n) dalla frontiera
Figura 4.1: Rappresentazione schematica 2D di due celle confinanti, Ci e Cj ,
insieme alla loro frontiera comune δCij









e approssimare Φij espicitando la funzione di flusso 1D lungo tale direzione
~νij.
Usando quindi la funzione di Roe 1D, vedi cap. 3, la funzione di flusso
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· ~νij − 1
2
|A˜ij|(Wj −Wi)










ij − u˜ijXij νxiju˜ij +Xij νyiju˜ij νziju˜ij
νyij a˜
2
ij − v˜ijXij νxij v˜ij νyij v˜ij +Xij νzij v˜ij
νzij a˜
2
ij − w˜ijXij νxijw˜ij νyijw˜ij νzijw˜ij +Xij

(4.4)
in cui Xij =




ρj − ρi se ρi 6= ρj
a2(ρ) se ρi = ρj = ρ
















ρj − ρi se | ρj − ρi |> ²
a2(ρ¯ij) se | ρj − ρi |< ²
in cui ² e` un opportuno valore numerico di soglia e ρ¯ij e` una media tale che
quando Wi e Wj tendono allo stesso valore W
∗ allora ρ¯ij tende a ρ(W ∗) (la
classica media di Roe per la densita´ e´: ρ¯ij =
√
ρiρj). La matrice di Roe 4.4
verifica alcune condizioni che generalizzano quelle gia` viste per il caso 1D
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(refer a paragrafo del cap flusso 1D) quali:






(W ∗) · ~νij,





4.3.2 Precondizionamento del flusso con numero di Mach
tendente a zero
L’accuratezza di solutori comprimibili che trattano flussi quasi-incomprimibili
(in un contesto generico 3D) e` generalmente molto scarsa. Per sopperire a
questo problema, e` stata estesa al caso 3D la tecnica di precondizionamento








· ~νij − 1
2
P−1ij |PijA˜ij| (Wj −Wi) (4.6)
in cui Pij e` la matrice di precondizionamento. Come per il caso 1D, questa
matrice e` derivata dall’uso delle variabili cosiddette primitive Wp = (p,u,v,w)
T
e poi e` convertita nella forma conservativa grazie alla eq. 3.11. Il precondi-
zionatore e` una semplice estensione di quello 1D (vedi eq. 3.12, ovvero:
P (Wp) =

β2 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 (4.7)
in cui β2 ∝ M2? = const, essendo M? un numero di Mach caratteristico del
flusso. In variabili conservative si ottiene quindi:
P (W ) =

β2 0 0 0
u(β2 − 1) 1 0 0
v(β2 − 1) 0 1 0
w(β2 − 1) 0 0 1
 (4.8)
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La matrice finale precondizionata dell’eq. 4.6 si ottiene semplicemente so-
stituendo il vettore ~U nella matrice 4.8 con la sua media di Roe (4.5). La
matrice risultante PijA˜ij della 4.6 risulta ancora diagonalizzabile e cos`ı e` di
nuovo definito |PijA˜ij|.
Da un punto di vista pratico, il precondizionamento e` necessario solo in quelle
regioni dove il flusso e` quasi-incomprimibile (le zone dove c’e` il liquido puro).
Quindi, anche se e` stata condotta nel caso 1D, vedi par. 3.3.3, un’analisi
teorica usando un valore costante di precondizionamento β2, deve essere in
pratica implementata una strategia di precondizionamento locale. In accordo




kM2? if ρi ≥ ρLsat e ρj ≥ ρLsat
1 altrimenti
(4.9)
in cui ρLsat e` la densita` di saturazione del liquido alla temperatura data e
k = O (1) = const.
Si deve notare, come accadeva per il caso quasi-1D, che il precondizionamen-
to proposto incide solamente sulla parte decentrata a monte della funzione
numerica di flusso, cos`ı e` mantenuta la consistenza nel tempo e il metodo
puo` essere applicato anche a problemi non stazionari.
4.3.3 Avanzamento nel tempo implicito
E` stato applicato direttamente al problema 3D l’avanzamento nel tempo
implicito linearizzato proposto per il caso 1D (vedi par 3.3.4). La funzione
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in cui ∆nWh = W
n+1
h − W nh e n indica l’n−esimo intervallo di tempo.




Flusso 3D attorno ad un profilo
NACA0015
5.1 Griglie di calcolo
5.1.1 Geometria del problema e condizioni al contorno
La validazione 3D e` stata fatta trattando il caso di un flusso attorno ad
un profilo NACA0015 a 4o gradi di incidenza all’interno di una camera di
prova reale. Il profilo NACA0015 (vedi fig.5.1 ) e` esplicitato dalla seguente
espressione matematica:
















in cui c e` la corda del profilo ed e` pari a 115mm.
La camera di prova e` stata disegnata secondo le dimensioni di quella utiliz-
zata negli esperimenti condotti al CentroSpazio per poter avere poi confronti
realistici con i dati sperimentali. Le figg. 5.2 e 5.3 rappresentano la geo-
metria della camera di prova; in particolare la fig.5.3 rappresenta la sezione
dalla quale sono stati raccolti i dati sperimentali (grazie a prese di pressione
opportunamente posizionate), sezione ottenuta compiendo un taglio sulla ca-
mera di prova lungo il suo piano di simmetria.
La lunghezza del dominio di calcolo, pari circa a quattordici volte la corda (5c
davanti al profilo e 8c dietro, vedi fig.5.3) e` volutamente piu` grande di quella
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Figura 5.1: Profilo NACA0015
della camera di prova reale per motivi di implementazione: si vuole che le
sezioni di ingresso e uscita siano abbastanza lontane dal profilo per evitare
fenomeni indesiderati di riflessione. Invece l’altezza e la larghezza rispecchia-
no la geometria della camera del CentroSpazio; cos`ı e` importante notare che,
nonostante l’incidenza del profilo sia abbastanza piccola, c’e` comunque un
forte bloccaggio che causa problemi sia dal punto di vista numerico (condi-
zioni al bordo) che in relazione alla costruzione della griglia (raffinamento
mesh).
Il problema e` stato trattato numericamente con l’estensione al 3D (vedi cap.
4) del modello usato per il monodimensionale, vedi cap.3. Le condizioni al
contorno sono derivabili da quelle usate per il quasi-1D. Cos`ı nel particolare,
le condizioni all’inflow e all’outflow, che nel 1D riguardavano rispettivamente
la singola cella di ingresso e quella di uscita del convergente-divergente, ora
si riferiranno alle celle della superficie di ingresso e a quella della superfi-
cie di uscita. In piu`, rispetto al monodimensionale, verranno considerate le
condizioni al contorno per le superfici laterali che circondano la camera e
per le superfici del profilo. Per queste superfici e` stata considerata la stessa
condizione di scorrimento dettata dalle scelta della equazioni di Eulero.
5.1.2 Costruzione delle griglie
Il dominio per la trattazione 3D e` quindi una camera di prova di dimensioni
date, vedi par. 5.1.1, con un profilo NACA0015 a 4o gradi di incidenza. Sia
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Figura 5.2: Vista 3D della camera di prova.
Figura 5.3: Sezione centrale.
il disegno del problema che la sua successiva discretizzazione sono state rea-
lizzate grazie ad un particolare programma di grafica: ANSYS c© (Versioni
5.5 e 7.0). Questo programma e` particolarmente indicato per la costruzioni
di griglie che poi devono essere partizionate per simulazioni numeriche con
AERO. Infatti tale codice richiede particolari file di griglia che sono ricavabili
abbastanza facilmente dagli output di ANSYS c© passando attraverso oppor-
tuni programmi di decodifica. E` stato scelto ANSYS c© anche per disegnare
il dominio di calcolo, al posto di altri programmi di grafica piu` avanzati (tipo
AUTOCAD, PRO-E), grazie alla geometria abbastanza semplice del proble-
ma.
Una volta realizzato il disegno, prima di passare alla costruzione della griglia
e` opportuno scegliere gli elementi da utilizzare per la griglia.
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Gli elementi usati per poter costruire le griglie sono stati scelti sia tenendo
conto del programma di partizionamento a disposizione, sia della conformita`
geometrica tra gli elementi stessi. E` stato scelto prima di tutto come elemen-
to di volume il tetraedro SOLID72 per la griglia GR1 e il SOLID45 per le
griglie GR2 e GR3 (vedi par.5.1.3 ) perche´ cos`ı e` richiesto dal codice AERO.
Di conseguenza sono stati scelti elementi di superficie conformi ad essi per
il contorno della camera di prova e per il profilo. Le diverse condizioni a
contorno sulle pareti della camera hanno portato a scegliere quattro diversi
tipi di elementi di superficie: uno per l’ingresso, uno per l’uscita, uno per le
pareti laterali ed uno per la superficie del profilo. Gli elementi scelti, vedi
fig. 5.4 sono quindi:
• SOLID72 : elemento di volume (solido) per la GR1
• SOLID45 : elemento di volume (solido) per le GR2 e GR3
• SHELL43: elemento di superficie per la sezione di ingresso della
camera di prova (ingresso)
• SHELL63: elemento di superficie per la sezione di uscita della camera
di prova (uscita)
• SHELL143: elemento di superficie per le pareti laterali della camera
(condizione di slittamento).
• SHELL181: elemento di superficie per la superficie del profilo (condi-
zione di slittamento).
Si noti che sono stati utilizzati due elementi diversi (SHELL143 e SHELL181)
in corrispondenza di una stessa condizione a contorno (slittamento) al fine
di distinguere le superficie del profilo (su cui vengono calcolati le risultanti
delle forze fluidodinamiche) e la parete della camera (su cui tali forze non
vengono calcolate).
5.1.3 Griglie scelte
Sono stati realizzati tre tipi di griglie non strutturate che sono state utiliz-
zate per la simulazione 3D. Due di queste griglie, GR1 e GR2, rappresentano
l’intero volume della camera di prova, come mostrata nella fig 5.2, mentre
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Figura 5.4: Elementi scelti per la griglia: Shell 43(ingresso), Shell 63(uscita),
Shell 143 e Shell 181 (condizione di slittamento), Solid 72 e Solid45
(volume)
la terza, GR3, rappresenta una fettina di volume con spessore 0.1c invece di
0.7c. Anche se la GR1 ha un numero maggiore di elementi, come mostrato
nella tab. 5.1, risulta meno raffinata sulla superficie del profilo per un diverso
processo di costruzione che e` descritto successivamente.
Tutte le griglie sono state realizzate in modo da tenere la simmetria rispetto
Griglie No. di nodi No. di elementi No. di partizioni
GR1 45379 234834 5
GR2 27220 137756 5
GR3 19322 88400 2
Tabella 5.1: Caratteristiche principali delle griglie di calcolo.
al piano di mezzeria (la sezione centrale di fig 5.3),vedi fig. 5.5. Quindi e`
stata fatta prima la griglia per meta` volume e poi e` stata riflessa secondo il
piano di mezzeria, come si vede in fig.5.6.
La griglia GR1 e` stata realizzata in una sola volta senza successivi raffina-
menti. Il problema principale per la realizzazione di tale griglia e` dovuta alla
geometria del problema ed in particolare al fatto che l’altezza della camera
risulta molto piu` piccola della lunghezza della stessa. Infatti, la necessita` di
avere elementi molto fitti nella zona vicina al profilo fa in modo che sulla pa-
rete superiore e quella inferiore della camera non e` possibile avere elementi
grandi a causa della esigua distanza tra pareti e profilo stesso. Di conse-
guenza, anche se sono molto distanti, non e` possibile avere elementi molto
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Figura 5.5: Volume simmetrico
Figura 5.6: Particolari su parete superiore e inflow della griglia GR1
grandi sulle superfici di ingresso e uscita perche´ sono a contatto con la parete
inferiore e quella superiore della camera. Per sopperire a questo problema
geometrico, sono state opportunamente suddivise le linee di contorno sia del
profilo che della camera, vedi fig. 5.7, per poter forzare la dimensione degli
elementi e rendere la loro crescita di dimensione graduale: molto piccoli nella
zona del profilo e piu` grandi nelle zone esterne.
Tutto questo porta ad avere una griglia molto regolare nelle zone di ingresso
e di uscita, fig. 5.9, nel volume intero in generale, ma non troppo raffinata
nella zona del profilo, vedi fig. 5.8, contenendo abbastanza il numero totale
di elementi.
La griglia GR2 (e successivamente anche la GR3), diversamente dalla
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Figura 5.7: Particolari su inflow e profilo della forzatura delle linee per la
costruzione della griglia GR1
Figura 5.8: GR1: profilo vista frontale e vista 3D
GR1, e` stata costruita con un’altra versione di ANSYS c©: la 7.0.
Inoltre la GR2, tenendo conto della possibilita` di avere una griglia non strut-
turata, e` stata costruita utilizzando raffinamenti successivi. Intorno al profilo
sono stati creati piu` sottovolumi inscatolati tra loro, vedi fig. 5.10, per poter
compiere cos`ı dei raffinamenti mirati. Il risultato e` stato piu` che soddisfacen-
te perche´, rispetto alla griglia GR1, e` stata ottenuta una griglia piu` raffinata
nella zona intorno al profilo, fig. 5.11, e con molti meno elementi, vedi tab.
5.1. La griglia GR3, come gia` detto, non rappresenta la discretizzazione
dell’intera camera di volume bens`ı una fettina (di spessore 0.1c), vedi fig.
5.12. Questa e` stata costruita approssimativamente come la GR2 ed e` stata
usata solo per ridurre il costo computazionale durante la fase di studio dello
schema numerico.
Per poter immettere le griglie nelle procedure di calcolo bisogna salvare in
formato ASCII la lista delle coordinate dei nodi (nodi.txt) e quella degli ele-
menti (elementi.txt). Nel file nodi.txt sono esplicitati tutti i nodi in modo
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Figura 5.9: GR1: sezioni d’ingresso e di uscita
Figura 5.10: GR2: sottovolumi intorno al profilo
ordinato con le loro coordinate spaziali, invece nel file elementi.txt sono elen-
cati tutti gli elementi con la loro connettivita` con i nodi corrispondenti e un
numero che rappresenta la natura dell’elemento stesso. Questo numero viene
scelto in fase assegnazione degli elementi al volume della camera e alle varie
superfici, vedi fig. 5.4. Quindi, dopo aver usato alcuni programmi di conver-
sione, si passa al partizionamento della griglia in piu` o meno parti a seconda
del numero degli elementi della griglia e dei processori che si intendono usare
nella simulazione, vedi tab.5.1.
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Figura 5.11: Confronto griglie GR1 e GR2 intorno al profilo
Figura 5.12: Geometria e mesh della griglia GR3
5.2 Risultati e validazione
5.2.1 Risorse computazionali
Tutte le simulazioni sono state eseguite sui computer elencati nella tab.5.2;
tra tutti questi solamente il COMP4 si basa su una reale architettura paral-
lela. Questo computer, un IBM SP4, e` una piattaforma disponibile al CINE-
CA (vedi http://www.cineca.it:8084/HPSystems/Resources/index.html per
i dettagli tecnici). In tutti gli altri casi le simulazioni sono state fatte girare
grazie ad un processo di parallelizzazione LAM. Il numero di processori coin-
volti in ogni simulazione e` pari al numero di partizioni della griglia, vedi tab.
5.1, in virtu` della strategia di parallelizzazione implementata in AERO.
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Computer CPU Clock No. of CPUs Total RAM
COMP1 Intel Pentium3 1 GHz 2 2 GB
COMP2 Intel Pentium4 2.66 GHz 1 512 MB
COMP3 Intel Pentium4 Xeon 3.06 GHz 2 8 GB
COMP4 IBM POWER4 1.3 GHz 512 1088 GB
Tabella 5.2: Caratteristiche principali dei computer.
5.2.2 Simulazioni numeriche
In tutte le simulazioni eseguite e` stato usato come fluido di lavoro l’acqua a
T∞ = 20◦. Questa scelta porta ai seguenti valori dei parametri del model-
lo scelto: pc=22089000(Pa), g
∗=1.67, η=0.73, γ=1.28, psat=2339.953(Pa),
ρLsat=997.949(Kg/m
3). E` stato possibile variare la comprimibilita` liquida
βsL (pari a 5 · 10−10(1/Pa)) per poter regolare la velocita` del suono al punto
di saturazione aL ∼= (βsLρLsat)−0.5 per avere cos`ı simulazioni a M∞ diverso.
Nella tab.5.3 sono riportate le condizioni di flusso indisturbato delle diverse
Flusso indisturbato p∞ (Pa) U∞ (m/s) βsL (1/Pa) M∞ σ
NONCAV1 59050 3.115 1.1 10−6 1.0 10−1 11.1
NONCAV2 59050 3.115 5.0 10−10 2.2 10−3 11.7
CAV1 7500 3.115 5.0 10−10 2.2 10−3 1.1
Tabella 5.3: Condizioni di flusso indisturbato.
simulazioni. Tra le tre condizioni in tab. 5.3 solo quella NONCAV1 rappre-
senta una condizione fittizia dovuta al valore non reale di βsL. Il numero di
cavitazione σ e` dunque differente tra NONCAV1 e NONCAV2 proprio grazie
ad una diversa comprimibilita` poiche´ ρ∞ = ρ(p∞,βsL).
Una volta scelto M∞ come valore del numero di Mach caratteristico del flus-
so, e` stato fatto variare il valore k (vedi eq. 4.9) per poter studiare l’effetto
della tecnica di precondizionamento proposta.
Le principali simulazioni che verranno analizzate nel seguito sono riportate
nella tab.5.4. Tra tutte queste risultano fittizie solo le SIM1 e SIM2 perche´
hanno la NONCAV1 come condizione di free-stream.
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Simulazione Computer Griglia Free-stream Tempo di avanzamento δT/R k
SIM1 COMP1 GR1 NONCAV1 esplicito 0.1 20
SIM2 COMP1 GR1 NONCAV1 esplicito 0.1 1
SIM3 COMP2 GR3 NONCAV2 implicito 0.1 1
SIM4 COMP4 GR2 NONCAV2 implicito 0.1 1
SIM5 COMP3 GR3 CAV1 implicito 0.1 1
SIM6 COMP4 GR2 CAV1 implicito 0.1 1
SIM7 COMP3 GR3 CAV1 implicito 0.01 1
Tabella 5.4: Sommario delle simulazioni.
5.2.3 Effetto del precondizionamento
E` stato osservato, come succedeva nel monodimensionale (vedi cap 3), che
l’accuratezza del risultato numerico non precondizionato e` molto scarsa anche
con un numero di Mach relativamente alto,M∞ = 0.1. Cio` conferma a poste-
riori la necessita` dell’utilizzo della tecnica di precondizionamento. Tuttavia,
come si e` gia` visto per il caso monodimensionale, l’uso del precondizionamen-
to comporta una diminuzione drastica dell’intervallo di tempo ∆t consentito
dalla stabilita` numerica.
Per studiare piu` in dettaglio gli effetti del precondizionamento, sono state
compiute varie simulazioni non-cavitanti con le condizioni NONCAV1 varian-
do il valore del parametro k. Si e` verificato che deve essere usato un ∆t piu`
piccolo quando il valore di k diminuisce dal suo limite superiore ksup =M−2∞
(corrispondente a β2 = 1) fino ad arrivare a 0 < klow < 1. Un esempio
di questo risultato e` riportato nella tab. 5.5 in cui l’intervallo di tempo e`
espresso in forma adimensionale tramite il coefficiente CFL.




Tabella 5.5: Effetto del parametro di precondizionamento k sul coefficiente CFL.
quindi tempi di soluzioni piu` rapidi, e` stato scelto come valore di partenza
k = 20. La soluzione per k = 20 risulta poco accurata rispetto ai valori spe-
rimentali [2], mentre si va verso soluzioni piu` accurate se si abbassa il valore
di tale coefficiente fino a k = 1 come si vede dall’andamento del Cp in fig.
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num−bar M=0.1 k=20 (regime)
num−bar M=0.1 k=15 kt=12000
num−bar M=0.1 k=10 kt=12000
num−bar M=0.1 k=7  kt=12000
num−bar M=0.1 k=1  kt=30700 (regime)
(a)












num−bar M=0.1 k=1 kt=30700 (regime)
num−bar M=0.1 k=0.8 kt=31000
num−bar M=0.1 k=0.6 kt=50500 (regime)
num−bar M=0.1 k=0.5 kt=31000
(b)
Figura 5.13: Confronto andamento di Cp con i dati sperimentali al variare del
parametro k
48
5 – Flusso 3D attorno ad un profilo NACA0015














codice bar., M=0.1,    k=20
codice bar., M=0.1,    k=1
codice bar., M=0.1,    k=0.6
(c)
Figura 5.14: Confronto andamento di Cp con i dati sperimentali con k = 20,
k = 1, k = 0.6
5.14a. Successivamente si e` provato ad abbassare ulteriormente il valore di k,
aumentando cos`ı i tempi di calcolo, ed e` risultato che non ci sono guadagni
apprezzabili di accuratezza, ma addirittura un peggioramento sul dorso del
profilo, vedi fig. 5.14b. Quindi sulla base di questi risultati si e` notato che
k ' 1 e` il valore che da` la soluzione piu` accurata, vedi 5.14. L’andamento
del Cp delle simulazioni SIM1 e SIM2 riportate in fig. 5.15 conferma questo
risultato. Quindi per le rimanenti simulazioni e` stato scelto k = 1.
Come si e` gia` visto per la validazione 1D, vedi par. 3.4, e` evidente che anche
la simulazione non-cavitante, precondizionata, esplicita e a M∞ = 2.2 · 10−3
risulta difficilmente applicabile. Infatti, dovendo considerare un numero di
Mach molto basso combinato con k ' 1 per avere una buona accuratezza,
il coefficiente CFL ammissibile deve essere diminuito, fino a CFL ≤ 5 10−3,
come e` stato dimostrato in una simulazione sulla griglia GR1 che non e` stata
riportata nella tab.5.4 perche´ non ha raggiunto lo stato di regime per limi-
tazioni di tempo.
In conclusione deve essere sistematicamente usato un metodo con avanza-
mento nel tempo implicito per poter evitare severe limitazioni della stabilita`
49
5 – Flusso 3D attorno ad un profilo NACA0015
Figura 5.15: Effetto del parametro di precondizionamento k sulle curve del Cp a
M∞ = 0.1.
sul ∆t. Tuttavia puo` essere considerata validata l’implementazione parallela
3D dello schema precondizionato esplicito.
5.2.4 Risultati non cavitanti
Nella fig. 5.16 viene mostrato il confronto della distribuzione di Cp tra le
simulazioni non cavitanti SIM3 e SIM4 e i dati sperimentali ottenuti al Cen-
troSpazio, EXP1. La congruenza tra i risultati numerici e quelli sperimentali
si puo` considerare soddisfacente considerato anche che:
• lo schema corrente 3D e` accurato solo al primo ordine nello spazio (e
nel tempo);
• le griglie non sono molto raffinate.
Tuttavia, la viscosita` numerica associata ad uno schema monotono ai volumi
finiti del primo ordine e l’utilizzo di griglie relativamente rade portano ad
avere una sottostima indesiderata del picco di aspirazione (vedi fig.5.16).
Si potrebbe ottenere un risultato migliore raffinando ulteriormente le griglie
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Figura 5.16: Distribuzione non-cavitante di Cp sulla sezione centrale ottenuta
grazie ad uno schema implicito a M∞ = 2.2 · 10−3.
nella zona intorno al bordo d’attacco del profilo e portando al secondo ordine
l’accuratezza spaziale dello schema. Questi miglioramenti non sono stati fatti
nel presente lavoro a causa di limitazioni temporali.
Nonostante tutto, l’implementazione parallela 3D di questo schema implicito,
precondizionato puo` essere considerata validata.
Nella tab. 5.6 sono riportati i valori ammissibili dei coefficienti CFL insieme
al tempo totale di CPU (al 100% di CPU). Non e` possibile avere una rigorosa
stima del guadagno di tempo tra lo schema implicito e quello esplicito perche´
sono state usate griglie diverse per le simulazioni corrispondenti; tuttavia in
prima approssimazione puo` essere valutato nell’ordine di 103 ÷ 104.
Simulazione CFL Tempo-CPU totale
SIM3 ≥ 400.0 7h 30m
SIM4 ≥ 400.0 17h 30m
Tabella 5.6: Coefficiente CFL ammissibile e Tempo-CPU totale per simulazioni
non-cavitanti a M∞ = 2.2 · 10−3.
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5.2.5 Risultati cavitanti
Le simulazioni numeriche cavitanti sono state ottenute applicando una varia-
zione di pressione di free-stream ∆p∞ < 0 rispetto alla soluzione stazionaria
non cavitante. Nella fig. 5.17 viene riportato il confronto della distribuzione
di Cp sulla parete di aspirazione del profilo tra le simulazioni SIM5, SIM6,
SIM7 e i dati sperimentali EXP2. La congruenza tra i risultati numerici e
quelli sperimentali si puo` considerare soddisfacente soprattutto in virtu` del
fatto che la rigidezza numerica associata al fenomeno della cavitazione fredda
e` molto severa; si veda, per esempio, la variazione del numero di Mach in fig.
5.18.
Inoltre confrontando i risultati delle simulazioni SIM5 e SIM7 in fig. 5.17,
sembra che la distribuzione di Cp vari gradualmente con il parametro δT/R.
Un valore piu` basso di tale parametro mostra una variazione meno pronun-
ciata del numero di mach (vedi fig. 5.18) e una regione cavitante piu` estesa
(vedi fig. 5.19). Nel presente lavoro non e` stata fatta un’accurata calibra-
zione del parametro δT/R del modello di cavitazione per limitazioni di tempo.
Simulazione CFL Tempo-CPU totale
SIM5 ≤ 0.05 ' 150h
SIM6 ≤ 0.05 ' 400h
SIM7 ≤ 0.05 ' 150h
Tabella 5.7: Coefficiente CFL ammissibile e Tempo-CPU totale per simulazioni
cavitanti M∞ = 2.2 · 10−3.
Nel caso cavitante, la rigidezza numerica dovuta alla cavitazione provoca
problemi considerevoli. Per esempio, e` possibile notare che si riduce drasti-
camente l’intervallo di tempo ammissibile della simulazione, come mostrano
i coefficienti CFL delle simulazioni SIM5, SIM6 e SIM7 in tab. 5.7 e quindi
aumenta notevolmente il tempo di CPU totale.
E` opportuna quindi un’indagine per poter identificare l’opportuna strategia
numerica per modificare lo schema al fine di poter usare coefficienti CFL piu`
grandi.
E` inoltre necessaria un’indagine piu` approfondita per poter capire meglio
l’interazione che si crea tra la strategia di precondizionamento scelta e la
legge di stato della cavitazione.
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Figura 5.17: Distribuzione cavitante di Cp sulla sezione centrale ottenuta grazie
ad uno schema implicito M∞ = 2.2 · 10−3.
Alla luce dei risultati ottenuti si puo` affermare che la scelta del modello
di cavitazione e del solutore numerico considerati e` soddisfacente. Infatti,
contrariamente a quanto fatto in studi precedenti in cui la temperatura del
flusso e` stata innalzata (ad esempio fino a T = 80◦C, vedi [8]) per ridurre
la rigidezza numerica della transizione liquido-vapore (migliorando cos`ı le
proprieta` di convergenza dello schema), le simulazioni effettuate sono state
condotte rigorosamente a T = 20◦C.
Un altro studio , inoltre, e` stato fatto usando un modello di cavitazione bi-
fluido [21], ma pur usando una griglia 2D molto piu` raffinata (un numero
di nodi piu` di tre volte maggiore rispetto a quello da noi utilizzato), con
uno schema numerico al secondo ordine e con una simulazione viscosa con
un modello di turbolenza, vengono ottenuti risultati di accuratezza simile a
quelli del presente lavoro.
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Figura 5.18: Variazione del numero di Mach nella regione cavitante per SIM7
(finestra a sinistra), per SIM5 (finestra a destra). Il massimo valore
del numero di Mach e` approssimativamente 13 per la SIM7 e 34 per
la SIM5.
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Figura 5.19: Numero di cavitazione locale σL = 2(P−Psat)/(ρ∞U2∞) per la SIM7
(finestra a sinistra) e per SIM5 (finestra a destra). La regione piu`




Nel presente lavoro e` stato validato un solutore CFD 3D comprimibile recen-
temente sviluppato per simulare flussi liquidi in presenza di cavitazione. E`
stato trattato il problema usando uno specifico modello di cavitazione a flus-
so equivalente dove viene evidenziato soprattutto l’effetto termico apportato
dalla cavitazione. Il solutore usato discretizza le equazioni per fluido non
viscoso barotropico, con equazioni di stato fornite dal modello di cavitazione
scelto. La discretizzazione viene effettuata con un metodo misto elementi
finiti/volumi finiti su griglie non strutturate. Sono state fatte simulazioni sia
1D che 3D per poter validare lo schema numerico. Nel caso 1D si e` considera-
to un flusso attraverso un convergente/divergente, in cui e` stato scelto come
fluido di lavoro acqua a T∞=20oC. Sono state considerate diverse condizioni
corrispondenti a flussi cavitanti e non cavitanti. I risultati dimostrano che
non e` possibile ottenere soluzioni accurate ai numeri di Mach considerati
senza un opportuno precondizionamento. La tecnica di precondizionamento
utilizzata si e` rivelata efficace per risolvere questi problemi anche a numeri
di Mach molto bassi, dell’ordine di 10−4, 10−5. Tuttavia, il precondiziona-
mento, se usato con uno schema di avanzamento temporale esplicito, riduce
drammaticamente il passo temporale consentito dalla stabilita` dello schema.
Invece, lo schema implicito sviluppato per questi tipi di flussi, permette di
superare completamente tali problemi nelle condizioni non cavitanti e di ot-
tenere significativi miglioramenti per quelle cavitanti
Il problema 3D considerato e` il flusso attorno ad un profilo NACA0015
a 4o gradi di incidenza dentro una camera di prova. Il fluido di lavoro e`
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sempre acqua a T∞=20oC. Il dominio del problema 3D e` stato opportuna-
mente discretizzato grazie alla costruzioni di specifiche griglie disegnate con
ANSYS c©. In particolare sono state disegnate 3 diverse griglie: la GR1 e
la GR2 che rappresentano l’intero dominio e la GR3 che rappresenta una
fettina della camera di prova. Le prime 2 griglie si differenziano per costru-
zione e sono state usate per poter confrontare i risultati numerici con quelli
sperimentali, mentre la griglia GR3 e` stata opportunamente costruita per
poter verificare l’implementazione del codice (riducendo i tempi di calcolo).
Le distribuzioni di pressione sulla sezione di mezzeria del modello sono state
confrontate con i dati sperimentali per un caso cavitante ed uno non cavi-
tante.
I risultati ottenuti sono soddisfacenti considerando che:
• lo schema corrente 3D e` accurato solo al primo ordine nello spazio (e
nel tempo);
• le griglie non sono molto raffinate.
• non e` stata trattata a fondo la sensibilita` della soluzione con il para-
metro δT/R del modello di cavitazione
• e` molto severa la rigidezza numerica associata al fenomeno della cavi-
tazione fredda
I tempi di calcolo sono ridotti drasticamente con l’utilizzo del precondizio-
namento, come avviene per il caso 1D, e comunque si nota, per il caso non
cavitante, un guadagno importante di tempo tra lo schema esplicito e quel-
lo implicito. Invece, per il caso cavitante, sorgono problemi considerevoli
provocati dalla rigidezza numerica dovuta alla cavitazione. Quindi nel caso
cavitante si abbassa notevolmente l’intervallo di tempo della simulazione (si
lavora cos`ı a ∆t molto bassi) quindi aumenta notevolmente il tempo di CPU
totale.
Questo lavoro quindi fornisce un primo passo per la validazione del solutore
numerico di flussi cavitanti tridimensionali. I possibili sviluppi futuri sono
molteplici; ad esempio, e` opportuno migliorare lo schema numerico cercando
di portarlo ad un ordine superiore al primo sia nello spazio che nel tempo.
Inoltre, cercando di aumentare l’efficienza per i casi cavitanti, e` possibile
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avere ulteriori miglioramenti nei risultati con uno studio di sensibilita` piu`
approfondito del parametro libero del modello di cavitazione δT/R. Infine,
dovra` essere studiato l’effetto dell’introduzione della viscosita` e, quindi, della
turbolenza.
Lo scopo finale e` quello di simulare anche problemi di geometria piu` com-
plessa quali flussi attorno a induttori in presenza di cavitazione.
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