Background-Hospital performance measures based on patient mortality and readmission have indicated modest rates of agreement. We examined if combining clinical data on laboratory tests and vital signs with administrative data leads to improved agreement with each other, and with other measures of hospital performance in the nation's largest integrated health care system.
adding clinical data to administrative data. We evaluated whether this enhancement yielded improved measures of hospital quality, based on concordance with other hospital quality indicators.
Results-For 30-day mortality, data enhancement improved model performance, and significantly changed hospital performance profiles; for 30-day readmission, the impact was modest. Concordance between enhanced measures of both outcomes, and with other hospital quality measures -including Joint Commission process measures, VA Surgical Quality Improvement Program (VASQIP) mortality and morbidity, and case volume -remained poor.
Conclusions-Adding laboratory tests and vital signs to measure hospital performance on mortality and readmission did not improve the poor rates of agreement across hospital quality indicators in the VA.
Interpretation-Efforts to improve risk adjustment models should continue; however, evidence of validation should precede their use as reliable measures of quality.
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With growing momentum for greater transparency and accountability of gaps in hospital quality, the range of measures of hospital quality has steadily grown, calling for a better understanding of the level of agreement among them. [1] [2] [3] Of particular significance are the Centers for Medicare and Medicaid Services' (CMS) Hospital Compare measures, given their conspicuous profile in the quality measurement landscape, and their instrumental role as the basis for determining rewards and penalties for CMS' Value-Based Purchasing and Hospital Readmissions Reduction programs. 2, 4, 5 Recent studies have evaluated agreement among Hospital Compare measures and other quality indicators, on the premise that these measures together "reflect a construct of core hospital quality" and that "a hospital deemed high quality would perform well across a variety of domains of care". 6 The overall consensus in findings indicates poor agreement among quality indicators. 7 One study compared Hospital Compare rates of 30-day mortality with 30-day readmission for patients admitted for acute myocardial infarction (AMI), heart failure (HF) and pneumonia, and found weak to no correlation for all cohorts. 8 Other studies compared performance on mortality with that on compliance with process of care measures and generally found poor agreement for several medical and surgical admissions. [9] [10] [11] [12] Patient volume, a structural indicator widely associated with outcome quality, was also found to be weakly correlated with readmission rates. 6 Given the central focus on patient outcome measures in the aforementioned comparative studies, a possible explanation for poor concordance is the limited clinical content in the administrative data used to account for differences in patient health status at admission. Skepticism over the use of administrative data to measure hospital quality dates back to the origin of report cards nearly two decades ago, with particular emphasis on the limitations of diagnostic and procedure codes to adequately capture patient severity at admission. 5, 13, 14 To address this limitation, several initiatives have supplemented administrative data with clinical measures of patient status at or near admission in order to evaluate hospital 15, 16 Several studies, based on convenience samples of hospitals, have found that adding data on laboratory tests and vital signs, measured at the time of admission, significantly improved the ability of models to discriminate patient risk for mortality and readmission. [17] [18] [19] Our aim in this study was to examine whether adding laboratory tests and vital signs to obtain risk adjusted rates of mortality and readmission would lead to improved agreement among hospital quality measures. We used the setting of the Veterans Health Administration (VA), the nation's largest integrated health care system with 152 hospitals serving 8.5 million enrollees. 20 VA's integrated health care information system has been used extensively for quality assessment and reporting, as part of ongoing national programs and through unique in-house initiatives. [20] [21] [22] We modified the Hospital Compare 30-day mortality and 30-day readmission performance measures by adding data on laboratory tests and vital signs, and a) measured the impact on hospital performance indicators, and b) evaluated the concordance between the enhanced outcome measures, and with other hospital performance measures reflecting inpatient processes of care and hospital structures.
METHODS
The study involved two phases: in the first, we developed mortality and readmission performance measures using enhanced data; in the second, we evaluated the agreement between enhanced mortality and readmission measures, and between enhanced performance measures and other hospital quality measures. This study was approved by the VA Boston Healthcare System Institutional Review Board.
Data Sources
We used VA patient databases covering inpatient stays, outpatient visits, laboratory tests, vital signs and vital status (2006) (2007) (2008) (2009) (2010) . 23 These cover services provided at all VA hospitals and outpatient clinics, and include results of laboratory tests and vital signs performed in inpatient and outpatient settings.
Study Cohorts and Risk Measures
Using only administrative data, we applied the CMS Hospital Compare protocol ("administrative data model") to obtain risk adjusted hospital-level rates of 30-day mortality and 30-day readmission separately for the three admission cohorts; 21, 24 the only difference was that in our models, all patients aged 18 or older were included, whereas the Hospital Compare program includes only those 65 and older. Using VA acute inpatient discharge data for fiscal years 2007-2010, we identified all admissions, henceforth termed "index admissions", for patients with a principal diagnosis of AMI, HF and pneumonia using the International Classification of Diseases (ICD-9-CM) codes and exclusion criteria used by the Hospital Compare program. 25, 26 In adding clinical data we identified risk measures from results of laboratory tests and vital signs performed within 24 hours, before or after, the time of the index admission; these included tests performed in outpatient care settings. We examined alternative time windows and found that (a) approximately 40% of tests were only identified in the 24 hours after admission time, (b) extending the time window beyond 24 hours did not increase the number of tests captured (Appendix A). Development of these enhanced measures was a multistep process and has varied across previous studies. 17 [17] [18] [19] 22 We excluded clinically implausible test results (Appendix A). For comparison and as a sensitivity test we examined an alternative categorization of laboratory tests and vital signs using thresholds commonly used in routine clinical practice (Appendix B). Based on preliminary logistic regression models we selected the final subset of laboratory tests and vital signs added to the measures from the administrative data model for each outcome and cohort ("enhanced data model"). All the analyses -categorization of test values and enhanced data model estimates -were not sensitive to use of out-of-sample data; we have reported estimates based on using combined data for better precision of estimates.
Risk Adjusted Mortality Rates
Using the administrative and enhanced data models, we followed the Hospital Compare protocol and obtained hospital-level risk adjusted mortality rates (RSMR) and readmission rates (RSRR) based on estimates of logistic and hierarchical logistic regression models. We estimated the 95% confidence intervals corresponding to the RSMR and RSRR estimates using bootstrap samples (N=1,000). 21 Hospital performance was grouped into three categories based on whether the confidence interval was entirely above ("worse than average"), or entirely below ("better than average"), or included ("no different from average") the VA national mortality rate. This categorization of performance differs from that used by the Hospital Readmissions Reduction Program, wherein a hospital is designated as having "excess readmission ratio" if hospital RSRR exceeds the national readmission rate for any one of the three admission cohorts. 29 We also grouped performance by quintiles of RSMR and RSRR. We compared performance of the administrative and enhanced data risk adjustment models using a range of indicators: discrimination (c-statistic), calibration (ratio of observed mortality between highest and lowest deciles of predicted mortality) and pseudo-R 2 . 30 Using the bootstrap method we estimated the 95% confidence interval of these statistics using 500 bootstrap samples.
Impact of enhanced data on hospital performance
Adding clinical data can cause the predicted probability of the outcome to increase in some patients (and hospitals) and decrease in others; this is because the overall sum of individual probabilities equals the observed outcome rate, which is unchanged. Accordingly, we calculated the impact of using enhanced data on RSMR and RSRR in terms of absolute (% change) and relative (Hospital Compare performance designation and quintile) change.
Other Hospital Quality Indicators
In addition to RSMR and RSRR, we identified hospital quality indicators based on prior studies. 6, [8] [9] [10] Some measures (process of care) are produced as part of ongoing national programs, while others (surgical mortality and surgical morbidity) were introduced as VA initiatives. 
Process of care measures-We

Concordance among Hospital Performance Indicators
We estimated concordance (kappa statistic) between quintiles of RSMR and RSRR before and after enhancement using clinical data. Similarly, we estimated concordance between RSMR or RSRR and other hospital performance indicators. In addition to the kappa statistic, we also estimated correlation and rank correlation using continuous performance measures; due to similar findings, only the concordance estimates (kappa statistics) are reported.
Temporal stability of RSMR and RSRR
To examine temporal stability of RSMR and RSRR, we divided the four-year study period into two 2-year periods (2007-2008 and 2009-2010 ) and compared hospital performance between the two periods (separately for administrative and enhanced data models). 6
Regression to the mean
As RSMR and RSRR are statistical estimates, the change in each from adding enhanced data could partly be due to regression to the mean. 34 This occurs because hospitals with higher (lower) than the expected rate by one method (administrative data) are more likely to experience a decrease (increase) in the rate using the other method (enhanced data). 35, 36 To test for this phenomenon, we estimated a linear regression of the change in adjusted rate on the adjusted rate prior to data enhancement, and measured the variation arising from regression to the mean (r-squared). We then adjusted for the expected change from regression to the mean and re-estimated the linear regression. 34 All analyses were performed using SAS 9.2 and Stata 13.1.
RESULTS
Nationally, the overall number of VA hospitals, by cohort, was 91 (AMI), 128 (HF) and 131 (pneumonia) for examining 30-day mortality and 97 (AMI), 130 (HF) and 131 (pneumonia) for examining 30-day readmission (Table 1) . Average observed 30-day mortality/ readmission was 9.7% / 20.1% (AMI), 7.9% / 22.3% (HF), and 10.2% / 16.4% (pneumonia), and varied considerably across hospitals; for instance, average AMI mortality across hospitals ranged from 3.0% to 26.2%. Table 2 indicates the change in model performance after adding clinical data; detailed estimates from the hierarchical logistic regression models are presented in Appendix A. In general, model performance improved substantially for all three mortality cohorts, but only modestly for the readmission cohorts. For mortality, model discrimination (c-statistic) improved from 0.79 to 0.85 (AMI), 0.73 to 0.81 (HF), and, 0.76 to 0.82 (pneumonia). Replication of the analyses using as thresholds for the normal range of laboratory tests and vital signs those used in routine clinical practice indicated similar findings, although the improvement in model discrimination was marginally smaller (Appendix B).
Impact of Adding Clinical Data on Risk Adjustment Model Performance
Impact of Adding Clinical Data on Hospital Performance
Measured in multiple ways, adding clinical data resulted in substantial changes in mortality performance but little change in readmission performance. Grouped into RSMR quintiles, we found that a large proportion of hospitals -51% (AMI), 48% (HF) and 50% (pneumonia) -experienced change in the quintile group following the addition of clinical data (Table 3) . Allowing for shifts across adjacent quintiles, we find many hospitals experienced shifts across 2 or more quintiles; 2 hospitals categorized in the lowest adjusted AMI mortality quintile were classified in 3 rd and 4 th quintile after enhanced risk adjustment, while 3 hospitals experienced a reverse change from the 4 th quintile to the 1 st or 2 nd quintile. Hospital Compare performance designation also changed substantially: more hospitals were classified as not different from the VA national rate for AMI (85 to 90) and pneumonia (110 to 122), but for the HF cohort, fewer hospitals were classified as such (109 to 105) (Appendix C, Table C1 ). A closer examination of designation changes indicated that in roughly half the hospitals, this was accompanied by a sizable change (20% or more) in the RSMR (Appendix C, Figure C1 ). Absolute RSMR changed 10% or more in over one out of five hospitals for all cohorts (Appendix C, Table C2 ). In contrast, absolute and relative RSRR experienced only modest changes.
Concordance between Mortality and Readmission Performance
Concordance between RSMR and RSRR, matched by cohort, was generally poor using administrative data across all three cohorts and remained poor after adding clinical data ( Table 4) .
Concordance of RSMR and RSRR with Other Quality Indicators
Using administrative data models, concordance of RSMR and RSRR with ORYX process scores and VASQIP mortality was poor, with a kappa statistic that was not different from 0 for all three cohorts ( Table 5 ). Addition of clinical data did not change the concordance. Similarly, concordance with VASQIP morbidity, and case volume were also poor in both data settings (Appendix D).
As a measure of stability of mortality performance, we also compared RSMR during 2007-08 and 2009-10, and found that concordance was poor using both data models (Appendix D). Concordance between RSMR for pairs of different admission conditions showed no improvement after data enhancement (Appendix D). In both data settings, concordance for AMI versus HF and AMI versus pneumonia were not significantly different from 0. There was significant concordance for the HF versus pneumonia comparison using administrative data; however, following the addition of clinical data, concordance did not improve.
Change in RSMR and RSRR after Adding Clinical Data: Regression to the Mean
As an indication of the extent to which regression to the mean contributes to the change in RSMR and RSRR between administrative and enhanced data models, Figure E1 (Appendix) shows the correlation between change in RSMR and RSMR prior to data enhancement. For the AMI cohort, the correlation is significant and accounts for 53% of the variation in RSMR change across hospitals. Consistent with the regression to the mean phenomenon, hospitals with lower (higher) pre-enhancement RSMR experienced a larger (smaller) increase from data enhancement. We found a similar pattern for the pneumonia cohort, but found no correlation for the HF cohort. After adjusting for regression to the mean, we found no significant correlation for all three cohorts (Appendix E).
DISCUSSION
Adding clinical measures from laboratory tests and vital signs improved the performance of risk adjustment models for patient outcomes, particularly 30-day mortality. We found little evidence that this enhancement improves agreement among different indicators of hospital quality. The poor rates of agreement between hospital performance on mortality and readmission did not improve with the enhancement using clinical data. Agreement with other indicators of hospital quality based on process measures, surgical outcomes, and patient volume, also remained poor.
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Our finding of improved model performance for 30-day mortality, using model discrimination as the criterion, is consistent with previous studies. 18, 19, 22 Even in relative terms, we found that many hospitals were reclassified from the lowest to the 4th quintile, or vice versa, following data enhancement. Our finding of modest improvement in discrimination for 30-day readmission is consistent with previous studies. 28 How should we interpret the lack of improvement in agreement among hospital performance measures? First, improvement in model performance may not necessarily lead to more accurate measures, as often interpreted. [17] [18] [19] 22 Based on simulation analyses, Austin and Reeves report that improved c-statistic may not lead to improved accuracy in hospital profiling if the clinical data added are not "prognostically important" variables or if variation in these variables across hospitals is limited. 37 On both scores, evidence from VA seems to favor the enhanced risk adjustment model. First, clinical evidence points to increased mortality risk from abnormal laboratory tests; [38] [39] [40] and second, our data indicates considerable variation across hospitals in the prevalence of abnormal laboratory tests and vital signs. What is unclear is the extent of model performance improvement needed to elicit noticeable improvement in measurement accuracy.
Presence of statistical noise in the performance measures is another source of poor agreement across the measures. Although a quarter of VA hospitals experienced a change in risk adjusted mortality of 10% or more, regression to the mean was a prominent source of the change, contributing to 53% of the change in AMI mortality.
Lack of improvement in hospital performance indicators may also be due to shrinkage of estimates, particularly for low volume hospitals. 41 Austin and Reeves' simulation study found that higher hospital volume contributed more to accurate quality measurement than improved model performance. 37 Poor agreement could also be the result of competing risks for mortality and readmission; i.e., hospitals with high mortality have fewer patients at risk of readmission. 42, 43 An alternative explanation for the poor agreement across performance measures is that the measures capture distinct dimensions of quality. 44 While process measures address specific elements of clinical care, mortality differences may be influenced by a wider range of treatment elements (early triage and care co-ordination) that may be correlated with structural differences (staffing and teaching hospitals). 45 Readmissions may be more sensitive to processes relating to discharge planning and follow-up care, as well as nonclinical factors (social supports and outpatient care access). 8, 46 These apparent distinctions are largely conjectures, with little formal research aimed at understanding the interrelationships between quality measures in concept and practice.
Our findings also speak to the increasing use of hospital quality measures for determining hospital rewards and penalties, although no such programs currently exist in the VA. 5 Our findings indicate that such programs may result in potentially puzzling pattern of payments: simultaneous bonuses and penalties for a sizable number of hospitals, and for the same quality measure, hospitals may alternate between bonuses and penalties from one year to the next. 47, 48 In the absence of clear process of care interventions proven to lead to improvements in hospital quality indicators, there is concern that such incentives may lead to gaming behaviors. 3, 5, 6, 12, 49 Our study has several limitations. In comparing several indicators of hospital quality with risk adjusted mortality and readmission rates we recognize that there is no gold standard measure; instead our rationale is that these measures have overlapping quality constructs. 6 As a large proportion of Veterans also receive care from non-VA providers, our characterization of patient comorbidities from VA data sources may be incomplete; however, previous work based on combining VA and Medicare data indicated only modest changes in patient risk. 50 To summarize, our findings indicate that addition of data on laboratory tests and vital signs is likely to lead to improved face validity and performance of risk adjustment models. Given that these data are already part of routinely-collected patient data, the VA should consider inclusion of these data in its ongoing hospital quality measurement programs. The lack of concordance across quality measures also points to the need to identify processes of care that are more tightly linked to patient outcomes.
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