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Charge and energy fractionalization are among the most intriguing features of interacting one-
dimensional fermion systems. In this work we determine how these phenomena are modified in
the presence of an interaction quench. Charge and energy are injected into the system suddenly
after the quench, by means of tunneling processes with a non-interacting one-dimensional probe.
Here, we demonstrate that the system settles to a steady state in which the charge fractionalization
ratio is unaffected by the pre-quenched parameters. On the contrary, due to the post-quench non-
equilibrium spectral function, the energy partitioning ratio is strongly modified, reaching values
larger than one. This is a peculiar feature of the non-equilibrium dynamics of the quench process
and it is in sharp contrast with the non-quenched case, where the ratio is bounded by one.
PACS numbers: 71.10.Pm; 05.70.Ln; 67.85.Lm; 73.63.-b
I. INTRODUCTION
One-dimensional (1D) systems are an ideal playground
where both non-equilibrium phenomena and interaction
effects can be studied. Many peculiar behaviors have
been predicted to occur in 1D [1–3], with a richer and
more complicated physics compared to analogous case
in higher dimension. For instances, it is well-known that
fermionic particles in 2 or 3 dimensions are well-described
by the Fermi liquid theory, where interactions do not
play a dramatic role [4, 5]. Indeed, for these systems
one can re-formulate the problem in terms of quasiparti-
cles with parameters renormalized by interactions, such
as the effective mass or the particle velocity. On the
contrary, in 1D the Fermi liquid paradigm fails and in-
teractions crucially influence the whole dynamics of the
system itself [1–3]. Thanks to the great advances in nan-
otechnology, experimental realizations of 1D and quasi-
1D systems recently have lead to the verification of dif-
ferent predictions and to the observation of intriguing
phenomena. Few examples of condensed matter systems
which exhibit typical 1D behavior include edge states in
topological materials [6–12], carbon nanotubes [13–15],
semiconducting nanowires [16–19], atomic chains [20] and
Bechgaard salts [21].
Among all the peculiar features of interacting 1D gap-
less fermion systems, charge [22–33] and energy fraction-
alization [34, 35] are some of the most interesting ones.
Here, when a particle is injected into an interacting 1D
system it splits up and originates two collective excita-
tions that propagate in opposite directions, each one car-
rying a fraction of the particle original charge and en-
ergy. The partitioning of these quantities between the
two excitations depends on the strength of the interpar-
ticle interaction and, in the case of the energy, also on
the injection process [34, 35]. In the context of fraction-
alization phenomena many theoretical predictions have
been put forward [34–41] and recently charge fraction-
alization has been experimentally tested in different 1D
interacting systems [23, 24, 31, 42].
From a theoretical point of view, the low energy sector
of 1D interacting systems belong to the universality class
of the integrable Luttinger Liquid (LL) [1–3, 43, 44]. LL
theory is a powerful tool for the study of standard equi-
librium properties, and also allows for the investigation
of out-of-equilibrium physics [45–48] of interacting sys-
tems. This latter topic was recently addressed and inves-
tigated especially in view of the experimental progresses
in ultracold atomic gases [49–51] which has renewed the
interest in this field [52, 53]. Indeed, the possibility of
tuning with high precision and in a time-dependent fash-
ion some of the system parameters, such as the interac-
tion strength [50, 54–58], allowed to probe their real time
evolution and to perform transport experiments [59–67].
Recently, a different approach to inspect non-equilibrium
effects in 1D system has been developed in the context of
quantum Hall edge states. Here, a non-equilibrium en-
ergy distribution can be obtained by studying a quantum
point contact connecting two edge states with different
chemical potential [30, 31, 33, 48, 68–71]. One natural
question about isolated interacting quantum many body
systems far from equilibrium is whether they thermalize
or not. It has been shown that this is indeed the case for
the vast majority of quantum systems [52, 53, 72, 73].
However, if a system is integrable [74], as it is for the LL,
it can relax to a stationary non-thermal state, retaining
strong memory of its initial conditions [75–79]. Recent
works have indeed confirmed how the equilibrium spec-
tral and transport properties of a LL [15, 80–83] are mod-
ified by an interaction quantum quench [84–90]. In this
respect a still open question is how fractionalization will
be influenced by quench and how strong are the memory
effects of the initial pre-quenched state.
This issue will be addressed in the present paper. We
consider a 1D system subjected to a sudden quench of the
interparticle interaction and non-local tunnel coupled to
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2a parallel voltage biased 1D non-interacting probe. We
demonstrate that in the long time limit the system set-
tles to a steady state in which the ratio of the charges
that travel along the two directions depends only on the
post-quench Hamiltonian without any memory of the ini-
tial state. This is a quite remarkable behavior, since
the majority of the observables of a quenched integrable
model retain a strong memory of the initial state [48, 52].
The reason for that can be traced back to the absence of
charge transfer between the LL channels. On the con-
trary, the energy partitioning is strongly affected by the
quench with a finite memory of the initial state and sharp
differences from a non-quenched case. We explain this
behavior as induced by the modifications in the spectral
function of a quenched LL [86]. Indeed, due to the ex-
cited nature of the steady state, the spectral function
possesses non vanishing tails which allow for energy flow
in energy-momentum regions not accessible in the non-
quenched case. As a consequence, the differential energy
current in one of two directions can be negative and the
energy partitioning ratio can thus be greater than one.
The paper is organized as follows. In Sec. II we de-
velop the model for the two voltage biased parallel 1D
fermion systems, describing the interaction quench and
the non-local tunneling. The analysis of the charge frac-
tionalization in the quenched LL and its independence
from the initial state is described in Sec. III, while the
behavior of energy partitioning and its dependence on
quench is discussed in Sec. IV. Sec. V contains the sum-
mary of our results.
II. MODEL AND GENERAL SETTING
We consider two parallel 1D fermion systems: one
which play the role of the external probe treated as a non-
interacting LL (hereafter referred as the probe) and the
other representing the interacting LL (called the system)
which undergoes a quantum quench of the interparticle
interactions. A schematic view of the setup is depicted
in Fig. 1. The system and the probe are modeled in
terms of a pair of counterpropagating channels, denoted
by r = R,L depending on their right- or left-moving na-
ture [91]. The probe is described by a non-interacting
linearized Hamiltonian (throughout this paper, we set
h¯ = 1)
Hˆp = vF
∑
r=R,L
ϑr
∫ +∞
−∞
dx χˆ†r(x)(−i∂x)χˆr(x), (1)
where vF is the Fermi velocity, ϑR/L = ±1 and χˆ†r(x) is
the fermion field associated to the r-channel.
The system Hamiltonian Hˆs contains a free part and an
interacting one, i.e.
Hˆs = vF
∑
r=R,L
ϑr
∫ +∞
−∞
dx ψˆ†r(x)(−i∂x)ψˆr(x) + Hˆint,
(2)
FIG. 1. (Color online) Schematic representation of the two
parallel 1D fermion systems. The probe and the system, mod-
eled as a pair of counterpropagating channels, are tunnel-
coupled over a region of finite size σ and biased with a dc
voltage V . In order to study fractionalization phenomena, we
consider only the injection from the L-channel of the probe
to the R-channel of the system, as highlighted by the shaded
red region. See text for further details.
where ψˆ†r(x) is the fermion field of the r-channel and
Hˆint =
g4
2
∑
r
∫ +∞
−∞
dx [nˆr(x)]
2
+ g2
∫ +∞
−∞
dx nˆR(x)nˆL(x)
(3)
describes interactions in the system. Here, nˆr = : ψˆ
†
rψˆr :
is the particle density on the r-channel and g4, g2 model
the interaction strengths in the LL language, referring
to the intra- and inter-channel interactions respectively
[2, 3, 43, 44]. At time t = 0 we assume that a sudden
quench of the interaction occurs. Therefore the latter
parameters will change in time following the behavior
g2,4(t) = g
i
2,4 θ(−t) + gf2,4 θ(t) [45, 48, 89]. Before the
quench protocol, i.e. for t < 0, both the probe and the
system are prepared in their own ground state dictated
by the previous Hamiltonian.
Non-local tunneling between probe and system is
switched on immediately after the quench. To this end,
the probe is subjected to a bias voltage energy eV , mea-
sured with respect to the Fermi level of the interacting
system. Since our goal is to study fractionalization phe-
nomena it is necessary to break the inversion symmetry
injecting only either R- or L-moving particles (see the
shaded red region in Fig. 1). This can be achieved, for
instance, via momentum resolved tunneling [16, 23, 42],
a technique that played a crucial role in the first experi-
mental detection of charge fractionalization in 1D quan-
tum wires [23]. It consists in using an external magnetic
field B, perpendicular to the tunneling plane, that effec-
tively shifts in momentum the dispersion relation of the
probe by an amount |δk| = eBd (d is the distance be-
tween the probe and the system). Such a shift can be
tuned so that the tunneling can occur only between, say,
the probe L-channel and the system R-channel. In that
case the non-local tunneling Hamiltonian reads [92–94]
Hˆt = Hˆ
+
t +Hˆ
−
t (t) = θ(t)
∫ +∞
−∞
dx ξ(x) ψˆ†R(x)χˆL(x)+h.c..
(4)
3The tunneling amplitude function ξ(x) =
λe−x
2/σ2(σ
√
pi)−1 models the extended tunneling
region with width σ, while the Heaviside function takes
into account the switching on of the tunneling at t = 0+.
Since the probe is also subjected to a bias voltage V it is
worth to consider two parameters: kP , the momentum
of a probe L-particle at the Fermi level and eV , the
energy of the most energetic particle in the probe. Then,
the momentum k0 = kP − eV/vF − kF will represent
the momentum difference between the most energetic
L-particle of the probe and the Fermi momentum kF of
the system R-channel.
We conclude this part by recalling the standard pro-
cedure of interaction diagonalization in the presence of
a sudden quench. Bosonization technique [1–3, 43, 44]
allows to represent the fermion fields ψˆr(x) in terms of
free boson fields φˆr(x) (the ones which diagonalize the
fermionic free part in Eq.(2))
ψˆ†r(x) =
1√
2pia
ei
√
2piφˆr(x) e−iϑrkF x. (5)
Here, so-called Klein factors have been safely omitted
and we have denoted with a the cut-off length. Within
bosonization the system Hamiltonian density can be di-
agonalized. In the post-quench regime, i.e. for t > 0, one
has
Hˆs(x, t) = u
2
∑
η=±
[
∂xφˆη(x− ηut)
]2
, (6)
where u = (2pi)−1
√(
2pivF + g
f
4
)2 − (gf2 )2 is the propa-
gation velocity, renormalized by interactions. The boson
fields φˆη(x) are chiral, with η = ± referring to the propa-
gation direction. They are related to the free boson fields
φˆr(x) in Eq. (5) by means of the linear combination
φˆr(x) =
∑
η=±
Aηϑr φˆη(x), 2A± =
1√
Kf
±
√
Kf , (7)
where we have introduced the dimensionless interaction
parameter [2, 3, 43, 44]
Kµ =
√
2pivF + g
µ
4 − gµ2
2pivF + g
µ
4 + g
µ
2
with µ = {i, f}. (8)
We recall that for a fermionic system with repulsive in-
teractions Kµ can take values 0 < Kµ ≤ 1, with Kµ = 1
representing the non-interacting limit. The correspond-
ing chiral particle density operators are [2, 3, 43, 44]
nˆη(x− ηut) = −η
√
Kf
2pi
∂xφˆη(x− ηut). (9)
Before the quench (t < 0), the interaction parameter
Ki is different from Kf and the pre-quench chiral diag-
onal fields ϕˆη(x) are related to the post-quench ones by
φˆη(x) =
∑
ν=± ανηϕˆν(x) [89]. Here, factors
2α± =
√
Ki
Kf
±
√
Kf
Ki
(10)
are sensitive to the initial and final interaction strength.
Finally, we remind the reader that the LL is a low energy
effective theory which relies on the linearization of en-
ergy dispersion relation around the Fermi energy. Thus,
the range of momenta and bias voltages that can be ad-
dressed by our analysis is restricted to a region of the
(V, k)−space in which the bands of the physical system
can be well described as linear ones [95]. This is usu-
ally true for energies smaller than the Fermi energy of
the system. However, for Dirac materials, such as 2D
topological insulators, the linear region of the spectrum
extends over the entire gap [12].
III. INTERACTION QUENCH AND CHARGE
FRACTIONALIZATION
In order to study the fractionalization of the injected
charge current, we compute the total amount of injected
charge that travels in the η direction along the system.
Its time derivative is directly the charge chiral current,
and in the steady state limit is given by [96]
IQη = lim
t→∞ ∂t
∫ +∞
−∞
dx 〈δnη(x, t)〉, (11)
where
〈δnη(x, t)〉 = Tr {nˆη(x, t) [ρˆ(t)− ρˆ(0)]} (12)
is the average variation of the chiral particle number in-
duced by tunneling and ρˆ(t) the time-dependent total
density matrix. The time evolution in the trace is evalu-
ated in the interaction picture with respect to Hˆt. Here,
we assume that the total system is in thermal equilibrium
immediately before the quench and ρˆ(0) is the associated
equilibrium density matrix. The average in Eq. (12) is
performed in Appendix B following the lines described
in details in Appendix A, where the average variation of
a generic hermitian and particle number conserving op-
erator Oˆ(x, t) is computed. At the lowest order in the
tunneling amplitude it reads
〈δO(x, t)〉 = 2<
∫ t
0
dτ1
∫ τ1
0
dτ2
∫ +∞
−∞
dy1dy2 ξ
∗(y2)ξ(y1)
×
{
〈χˆ†L(y2, τ2)χˆL(y1, τ1)〉〈ψˆR(y2, τ2)
[
Oˆ(x, t), ψˆ†R(y1, τ1)
]
〉
+ 〈χˆL(y2, τ2)χˆ†L(y1, τ1)〉〈ψˆ†R(y2, τ2)
[
Oˆ(x, t), ψˆR(y1, τ1)
]
〉
}
.
(13)
Here the notation 〈. . . 〉 stands for the quantum average
over the generic pre-quench states of both the system
and the probe. From now on we focus on the T = 0
4limit, assuming that before the quench both the system
and the probe are in their ground state. Eq. (13) with
Oˆ(x, t) = nˆη(x, t) allows us to obtain the chiral charge
current given in Eq. (B9).
The contribution of particles with well-defined energy
eV to the charge current can be identified by focusing on
the differential chiral charge current
GQη =
∂IQη
∂V
∣∣∣∣∣
kP
, (14)
which has to be evaluated keeping the probe dispersion
relation fixed, i.e. with kP constant. As it is well known,
the differential charge current is intimately related to the
spectral function of the system [97]. Since we are study-
ing the injection of R-particles in the system, we focus
on its R-branch spectral function which is defined as
A(, k) =
∫ ∞
−∞
dτdx eiτ−ikx lim
t→∞A(x, τ, t), (15)
where
A(x, τ, t) =
〈{
ψˆR(x, t+ τ), ψˆ
†
R(0, t)
}〉
. (16)
The average is evaluated with respect to the pre-quench
ground state. This relation is, for instance, at the basis
of the celebrated tunneling spectroscopy technique [97].
In Appendix C we thus show that
GQη =
e
√
KfAη
4pi2vF
∫ ∞
−∞
dk
∣∣∣ξ˜(k − k0)∣∣∣2A(eV, k), (17)
where ξ˜(k) = λ exp(−k2σ2/4) is the Fourier transform of
the function ξ(x).
This result can be understood considering, at first, a
tunneling region with infinite width, i.e. σ → ∞. In
this limit, the momentum k0 is conserved through the
whole tunneling process, as well as the particles energy
eV . Thus, one can expect GQη ∝ A, with A(eV, k0) rep-
resenting the probability of finding a system excitation
with energy eV and momentum k0. When a finite width
σ is concerned, the Heisenberg principle implies an un-
certainty on the tunneling particles momentum and the
chiral differential charge current becomes then propor-
tional to the convolution of the system spectral function
with a weight function, centered around k0.
The evaluation of the spectral function A(eV, k0) for
the quenched system [86] is sketched in Appendix C and
its features are discussed in the next Section. Here, we
want to stress that GQη in Eq. (17) depends only on η be-
cause of the proportionality factor Aη. Such a behavior
has a remarkable consequence on the charge fractional-
ization ratio RQ,
RQ =
GQ+
GQ+ + GQ−
. (18)
This ratio represents a convenient tool in order to quan-
tify the amount of charge current which flowed in a given
direction [36, 38], let’s say the η = + direction. Using
the above definition, from Eq. (17) one obtains
RQ =
A+
A+ +A−
=
1 +Kf
2
. (19)
It is important to note that this is the same expression
that one would find for a non-quenched system with in-
teraction strength Kf : charge fractionalization has no
memory at all of the pre-quench interaction strength Ki.
Furthermore, we note that the ratio RQ, also in this case,
has natural bounds, indeed one finds 1/2 ≤ RQ ≤ 1.
The physical origin of this behavior and the fact that
RQ is memoryless and insensitive to Ki trace back to the
absence of charge transfer between R and L branches.
Indeed, the interparticle interaction can only create fluc-
tuations of particle density but the total number of par-
ticles on each channel is conserved. Since in our scheme
particles are injected solely on the R channel, only this
one will actively contribute to the net charge current, no
matter how the injection is carried out or how the sys-
tem is prepared before the injection. As long as only
one channel is concerned, it has been shown [36, 38] that
fractionalization phenomena are completely controlled by
the equation of motion of its field operators. Therefore
their dynamics depend only on the final (post-quench)
Hamiltonian and that is why RQ does not depend on
Ki.
IV. INTERACTION QUENCH AND ENERGY
PARTITIONING
As mentioned before, interparticle interactions cannot
transfer charge between R and L channels. Neverthe-
less the transfer of energy between the two channels is
allowed. We therefore expect that, in contrast to the
behavior of charge fractionalization, the energy flow re-
tains memory of the pre-quench interaction strength Ki.
In particular, here we will consider the effects of the sud-
den quench on energy partitioning. To this end, along
the lines of the previous Section, we introduce the chiral
energy current in the steady state as
IEη = lim
t→∞ ∂t
∫ +∞
−∞
dx 〈δHη(x, t)〉, (20)
identifying the contribution of particles with well-defined
energy eV by means of the differential chiral energy cur-
rent [34]
GEη =
∂IEη
∂V
∣∣∣∣∣
kP
. (21)
5FIG. 2. (Color online) Comparison between the spectral func-
tion A(eV, k) (units au−1) of a quenched system (solid blue,
with Ki = 0.7 and Kf = 0.5) and of a non-quenched one
(dashed red, with Ki = Kf = 0.5). Here eV au−1 = 5 · 10−3
and T = 0.
The explicit calculation of this quantity is reported in
Appendix D and it yields
GEη =
e
4pi2vF
∫ ∞
−∞
dk
eV + ηuk
2
∣∣∣ξ˜(k − k0)∣∣∣2 A(eV, k).
(22)
Not surprisingly, this quantity depends on the spectral
function A and on the weight function |ξ˜|2 centered
around k0, in analogy with GQη (see Eq. (17)). There is
however a main difference due to the factor (eV +ηuk)/2,
related to the energy carried by the excitations.
This factor can be understood considering the case of an
infinitely extended tunneling (σ → ∞), where the sin-
gle particle energy eV and momentum k0 are conserved
by the tunneling process and have to be partitioned be-
tween the two counterpropagating chiral excitations in
the steady state regime. These constraints, together with
the excitations dispersion relation (k) = ηuk, fix the en-
ergy of the latter to be (eV + ηuk0)/2.
The presence of the η-dependent factor inside the inte-
gral of Eq. (22) has a significant impact on the differen-
tial chiral currents GE± and, in particular, on the energy
partitioning ratio
RE =
GE+
GE+ + GE−
, (23)
which, as we will see, turns out to be dependent on
the pre-quench interaction strength Ki. Indeed, this
ratio depends on the quenched spectral function A,
which qualitatively - and quantitatively - differs from the
non-quenched case and it retains memory of the initial
state [86]. Figure 2 shows the quenched spectral func-
tion A in comparison with the non-quenched one, both
at T = 0. These functions are derived in Appendix C
(see Eqs. (C4) and (C8)). The most striking difference
between the two is the presence of non-vanishing tails
FIG. 3. (Color online) Energy partitioning ratio RE as a
function of uk0(eV )
−1. Here Kf = 0.5 and eV au−1 = 5·10−3.
In Panel (a) σeV u−1 = 1 while in Panel (b) σeV u−1 = 10.
In both Panels, the red line depicts the non-quenched case
(Ki = Kf ) whereas the blue and cyan lines refer to quenches
from Ki = 0.7 and Ki = 1 respectively. The shaded areas
highlight regions with 0 ≤ RE ≤ 1. The dashed green line
refers to a non-quenched system at finite temperature β−1 =
0.02 eV (see the discussion in the last paragraph of Sec. IV).
The inset in Panel (a) focus on small quenches with Kf = 0.5
and ∆K = 10−1, 10−2, 10−3, 10−4 for the blue, orange, green
and red lines respectively.
in the quenched case, extending well beyond the range
−|eV | < uk < |eV | (hereafter referred to as inner range).
Moreover, it is possible to show that these tails feature
a slow power-law decay as |k| increases. This behavior is
in sharp contrast with the non-quenched case, in which
the spectral function is finite only in the inner range:
Anq(eV, k) ∝ θ(|eV | − u|k|).
As shown in Appendix D (see Eq. (D11)), the absence
of tails in the non-quenched case necessarily leads to a
non-quenched energy partitioning ratio REnq always con-
strained by
0 ≤ REnq ≤ 1. (24)
On the other hand, in the presence of quench-activated
tails the ratio RE is not bounded anymore as can be
seen in Fig. 3. Here, we compare the quenched energy
partitioning ratio (blue and cyan lines) with the non-
quenched one (red line) for different quench amplitudes
6∆K = Kf −Ki and for different widths of the tunneling
region. The quenched energy partitioning ratio acquires
values greater than 1 (lesser than 0) when the momen-
tum k0 is sufficiently greater (lesser) than eV/u. In these
cases, in fact, the Gaussian weight function |ξ˜|2 in Eq.
(22) selects a window well outside the inner range and
the presence of quenched-activated tails is thus relevant.
Observing the quenched lines in Fig. 3, the energy parti-
tioning ratio RE features a linear behavior for sufficiently
large |k0|. This regime is reached when the contribution
to RE of the tails dominates over the one due to the
inner region of the spectral function. Dealing with fi-
nite quench amplitudes, like the ones considered in main
Panels of Fig. 3, this regime corresponds to the condition
|uk0|  |eV | + σ−1. In this asymptotic regime we can
safely approximate A(eV, k) by a decaying power-law in
Eq. (22) and the asymptotic energy partitioning ratio
thus reads
RE ∼ 1
2
+
uk0
2eV
∫ +∞
−∞ (1 +
k
k0
)(1 + kk0 )
−ζ e−σ
2k2/2−a|k| dk∫ +∞
−∞ (1 +
k
k0
)−ζ e−σ2k2/2−a|k| dk
(25)
where ζ(Ki,Kf ) is the exponent of the power-law decay
of the tails. Up to first order in (σk0)
−1 the energy par-
titioning factor is ζ-independent and given by the linear
function
RE ∼ 1
2
+
uk0
2eV
. (26)
This result agrees with the main plots in Fig. 3. We will
comment on the limit V → 0 later in the discussion. In
addition, from the two main Panels (a) and (b) one can
easily argue that, fixed all other parameters, the asymp-
totic regime is reached for smaller momenta when σ is
increased.
In general, infinitesimal quenches require more care.
The inset shown in Fig. 3(a) considers the case of very
small quenches and shows that the linear behavior in Eq.
(26) emerges for greater momenta as the quench ampli-
tude ∆K is reduced. This effect is due to the fact that,
as ∆K decreases, the tails are suppressed and thus their
relevance at a fixed k0. In this respect, we note that
in the limit of a quench with ∆K → 0 the tails are in-
finitesimal and they could be significant only for very
large momenta k0 →∞. As a result, we expect that the
energy partitioning factor in presence of an infinitesimal
quantum quench will be the same of the non-quenched
one for all reasonable values of k0.
We have shown that a finite quantum quench results
in an unbounded RE . This allows for peculiar situations
in which the two differential right and left energy cur-
rents GEη (for η = ±) have different sign. Considering
for simplicity eV > 0, this means that the injection of
right particles with well-defined energy eV is associated
to an energy current traveling to the right with positive
or negative sign depending on whether k0 >∼ 0 or k0 <∼ 0
(solid blue line in Fig. 4(a)) and an energy current trav-
eling to the left with an opposite sign with respect to the
FIG. 4. (Color online) Panel (a): Differential energy current
GEη (units 10−3e|λ|2(4pi2vF a)−1) as a function of uk0(eV )−1:
comparison between a non-quenched (red thick curves, Ki =
Kf = 0.5) and a quenched (blue curves, Ki = 1 and
Kf = 0.5) case. Plain curves refers to η = + and dashed
curves to η = −. Here eV au−1 = 5 · 10−3 and σeV u−1 = 1.
Panel (b): Cartoon of the contribution to the energy currents
of an idealized process of single right-particle injection at en-
ergy eV > 0 and momentum k0 < 0. The injected particle
produces a negative contribution to the right current and a
positive contribution to the left one.
right part (blue dashed line in Fig. 4(a)). In order to
further clarify the implications of this fact, we focus on
the case with k0 < 0. Here, the injection of right parti-
cles with energy eV produces a positive contribution to
the current traveling to the left and a negative contri-
bution to the one traveling to the right (see blue curves
in Fig. 4(a)). This behavior is sketched in Fig. 4(b) for
an idealized case of a single particle injection. Note that
the phenomenon of right/left differential energy current
with opposite sign is induced by the quench and is com-
pletely absent in the non-quenched situation, as can be
seen from red curves in Fig. 4(a).
It is now worth to analyze the particular case eV →
0 with a finite k0. Here the energy partitioning ratio
RE would diverge (see Eq. (26)) meaning that GE+ +
GE− = 0 with GE± 6= 0. Thus, although the tunneling of
zero-energy particles does not add energy to the system,
as expected, the quench-activated tails of the spectral
function allows for a finite GE± even with eV = 0 (see
Eq. (22)). Interestingly, this means that the tunneling
of particles at zero bias in a quenched system results in
an energy transfer between the two chiral channels of the
7system.
In general, quench-induced effects are relevant also in
the non-asymptotic region −|eV | <∼ uk0 <∼ |eV |. This can
be clearly observed in Fig. 3(a), corresponding to a mod-
erate amplitude of the tunneling region (σ = u(eV )−1),
where in the shaded area there are clear differences
among the curves. On the other hand, these differences
disappear by increasing the region of tunneling, as can
be seen in Fig. 3(b), where σ = 10u(eV )−1. Indeed,
in this case the Gaussian weight function |ξ˜|2 selects a
narrow window peaked around k0. When this region is
sufficiently small, the spectral function A in Eq. (22) can
be approximated as a constant and therefore disappears
from the expression of the energy partitioning ratio RE
in Eq. (23). Since all the information about the quench is
encoded in A, we thus conclude that in this limit the lat-
ter does not depend anymore on the quench amplitude.
We conclude this Section by commenting on the ef-
fects of a finite temperature in a non-quenched LL. The
aim is to show that the peculiar features discussed so far
are typical of a quench and qualitatively different from
the non-quenched thermal case. Indeed, it is well known
that also a finite temperature induces tails in the spec-
tral function of a non-quenched LL [5, 98] (see Eq. (C8)).
Their decay is however much faster compared to the
one of quenched-activated tails. Thermal tails feature
in fact an exponential decay with an associated scale
controlled by the temperature dependent factor (βu)−1,
where β = (kBT )
−1. Focusing on the asymptotic be-
havior of RE , i.e. for sufficiently large momenta |k0| so
that the spectral function can be approximated by the
contribution of its tails, we obtain
REth ∼
1
2
+
u
2eV
[k0 − sgn(k0)∆k] . (27)
Note that this behavior features the same linear relation
we have found for a quenched system in Eq. (26) but
here a finite shift is present
∆k ∝ uβ
σ2
(28)
which is proportional to the inverse of the temperature.
Such a shifted linear behavior emerges clearly in Fig. 3
(green dashed lines). The effects of a finite quantum
quench on the energy partitioning ratio are thus qualita-
tively different from the ones due to a finite (low) tem-
perature in a non-quenched system.
V. CONCLUSIONS
In this work we have studied how peculiar properties of
a 1D system, such as charge and energy fractionalization,
are modified in the presence of a quench of the interaction
strength. We considered two parallel LLs biased with an
external dc voltage and tunnel-coupled over a finite size
region, one of which is subjected to a sudden interac-
tion quench. We have shown that in the steady state the
charge fractionalization ratio retains no memory of the
initial state and depends only on the post-quench Hamil-
tonian. We have ascribed this behavior to charge conser-
vation in each of the LL channels. On the other hand,
the energy partitioning is strongly modified by the inter-
action quench, due to the post-quench reconstruction of
spectral function. Indeed, in addition to an overall mod-
ification, the quench-activated tails of the latter allow
for an unbounded energy partitioning ratio, which corre-
sponds to a situation in which the differential energy cur-
rent in the two directions have opposite sign. Finally, we
have shown that the effects of the quench can be distin-
guished from thermal non-quenched effects, resulting in
different qualitative - and quantitative - behaviors. The
effects discussed in our paper can be probed using a cold
atoms setup. In these systems tunneling junctions have
recently been realized by optically imprinting a Quantum
Point Contact (QPC) at the center of a trapped cloud of
fermionic Lithium atoms [65]. The bias across the QPC
can be controlled via connections to particle reservoirs
with different particle numbers, yielding a quasi-steady
state current and giving direct access to the system trans-
port coefficients. The interaction strength, instead, can
be tuned by a magnetic field as done in recent exper-
iments [65–67]. Breaking the inversion symmetry, re-
quired to inject only R− or L−moving particles, which
in a solid state device can be achieved through a mag-
netic field, is quite subtle in a system of cold atoms since
they have a neutral charge. However, it could in princi-
ple be implemented through a “synthetic” magnetic field,
obtainable again by optical means [99].
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Appendix A: Time averages
In this Appendix we sketch the derivation of Eq. (13),
which holds for a generic hermitian and number conserv-
ing operator Oˆ that acts on the system. That is the case
of the operators we are interested in, namely the particle
number and the Hamiltonian densities. In the interac-
tion picture with respect to the tunneling Hamiltonian
Hˆt (see Eq. (4)), the time evolution average of Oˆ reads
〈Oˆ(x, t)〉 = Tr
{
Oˆ(x, t)ρˆ(t)
}
, (A1)
with
ρˆ(t) = T
[
e−i
∫ t
0
dt′Hˆt(t′)
]
ρˆ(0) T¯
[
ei
∫ t
0
dt′Hˆt(t′)
]
(A2)
the density matrix of the whole system. Here, we have
assumed that the latter is in thermal equilibrium imme-
diately before the quench (for t < 0) and ρˆ(0) is the
8associated equilibrium density matrix. Furthermore, T
and T¯ denote time-ordering and anti-time-ordering oper-
ators respectively. The average variation induced by the
tunneling can be thus defined as
〈δO(x, t)〉 = Tr
{
Oˆ(x, t) [ρˆ(t)− ρˆ(0)]
}
. (A3)
At the lowest order in the tunneling one has [35]
〈δO(x, t)〉 = 2<
∫ t
0
dτ1
∫ τ1
0
dτ2
× Tr
{
ρˆ(0)Hˆ+t (τ2)
[
Oˆ(x, t), Hˆ−t (τ1)
]
+ρˆ(0)Hˆ−t (τ2)
[
Oˆ(x, t), Hˆ+t (τ1)
]}
, (A4)
which directly leads to Eq. (13), in view of the fact that
Oˆ commutes with the probe operators χˆ and χˆ†.
Appendix B: Charge current
In order to evaluate the chiral charge current, it is nec-
essary to compute the correlators of the non-interacting
biased probe present in Eq. (13). We consider a bias
protocol such that the probe dispersion relation p(k) =
vF (kP − k) is kept fixed and only its chemical potential
is shifted by the bias energy eV . Considering T = 0, one
has
〈χˆ†L(y2, τ2)χˆL(y1, τ1)〉 = e+ieV (τ2−τ1)e+i
(
eV
vF
−kP
)
(y2−y1)
× fp(τ2 − τ1, y2 − y1), (B1)
〈χˆL(y2, τ2)χˆ†L(y1, τ1)〉 = e−ieV (τ2−τ1)e−i
(
eV
vF
−kP
)
(y2−y1)
× fp(τ2 − τ1, y2 − y1), (B2)
with
fp(τ2 − τ1, y2 − y1) = 1
2pia
a
a+ ivF (τ2 − τ1) + i(y2 − y1) .
(B3)
Concerning the system part in Eq. (13), one has to com-
pute[
nˆη(x, t), ψˆ
†
R(y1, τ1)
]
= −
[
nˆη(x, t), ψˆR(y1, τ1)
]†
=
√
KfAη
[
1
pi
a
a2 + (x− y1 − uη(t− τ1))2
]
ψˆ†R(y1, τ1).
(B4)
The bosonization technique allows to evaluate the inter-
acting correlators which, for τi > 0, read
〈ψˆ†R(y2, τ2)ψˆR(y1, τ1)〉 = e−ikF (y2−y1)fs(τ1, τ2, y2 − y1),
(B5)
〈ψˆR(y2, τ2)ψˆ†R(y1, τ1)〉 = eikF (y2−y1)fs(τ1, τ2, y2 − y1),
(B6)
where
fs(τ1, τ2, y2 − y1) = 1
2pia
〈e−i
√
2piφˆR(τ2,y2)ei
√
2piφˆR(τ1,y1)〉.
(B7)
The function fs can be evaluated in two steps. At first
one expresses the field φˆR in terms of the chiral ones
φˆη, whose time evolution is chiral, i.e. x−ηut; then such
fields are expressed in terms of the pre-quenched ones ϕˆη,
whose average value is known. In the limit τ1, τ2 → ∞,
but keeping ∆τ = τ2 − τ1 finite, one has
fs(τ1, τ2, y)→ f sts (∆τ)
=
1
2pia
(
a
a+ iu∆τ − iy
)α2+A2+ ( a
a+ iu∆τ + iy
)α2+A2−
×
(
a
a− iu∆τ + iy
)α2−A2+ ( a
a− iu∆τ − iy
)α2−A2−
.
(B8)
The calculation now proceed according to Eq. (11),
yielding
IQη =
√
KfAη 2<
∫ ∞
0
dτ
∫ +∞
−∞
dy1dy2 ξ
∗(y2)ξ(y1)
× 2i sin
[
−τeV + (y2 − y1)
(
eV
vF
+ kF − kP
)]
× fp(−τ, y2 − y1) f sts (−τ, y2 − y1) (B9)
Note that, already at this stage of the calculation, it is
clear that the charge current depends on η only because
of the proportionality factor Aη. As commented in the
main text, this immediately proves that charge fraction-
alization ratio has no memory of the pre-quenched inter-
action strength Ki.
Appendix C: Quenched spectral function and
differential charge current
Here we compute the quenched spectral function of
the R-branch of the system, in the steady state limit
and at T = 0. We also derive the expression for the
differential chiral charge current given in Eq. (17), where
it is presented in terms of the spectral function. The
latter is defined as
A(, k) =
∫ ∞
−∞
dτdx ei(τ−kx) lim
t→∞A(x, τ, t), (C1)
where
A(x, τ, t) =
〈{
ψˆR(x, t+ τ), ψˆ
†
R(0, t)
}〉
(C2)
and the average is computed with respect to the pre-
quench ground state. The R.H.S. of Eq. (C2) can be
evaluated using the correlators of Eqs. (B5),(B6) and
(B8). Moreover, it is useful to deal with the functions
9appearing in f sts in Fourier representation, using the fol-
lowing identity [35](
a
a+ iz
)g
=
(a/u)g
Γ(g)
∫ +∞
0
dE Eg−1e−iE
z
u e−E
a
u . (C3)
After some straightforward algebra we get
A(, k) =a
u
pi
Γ(A2+α
2
+)Γ(A
2
+α
2−)Γ(A2−α2+)Γ(A2−α2−)
×
∑
j=±
∏
ν=±
I(A2να2+, A2να2−, j∆ν),
(C4)
where ∆± = (±uk)/2 and we have introduced the func-
tion
I(C,D,∆) =
∫ ∞
0
dx xC−1
(
x− a∆
u
)D−1
× θ
(
x− a∆
u
)
e
a∆
u −2x.
(C5)
We can now come back to to the injected chiral cur-
rent of Eq. (B9), with the aim of expressing it in terms
of the quenched spectral function A(, k) in Eq. (C4).
Exploiting again Eq. (C3), IQη can be rewritten as
IQη =
1
2piau
√
KfAη
Γ(A2+α
2
+)Γ(A
2
+α
2−)Γ(A2−α2+)Γ(A2−α2−)
×
∫ ∞
0
dEdE+dE−dF+dF− e−(E+E++E−+F++F−)
× Eα
2
+A
2
+
+ E
α2+A
2
−
− F
α2−A
2
+
+ F
α2−A
2
−
−
×
∑
j=±1
j δ(vFu E + E+ + E− − F+ − F− − j a eVu )
×
∣∣∣ξ˜ (j ( eVvF + kF − kP)+ E+−E−−F++F−−Ea )∣∣∣2
(C6)
Note that the last two lines result from the integration
over τ , y1 and y2, see Eq. (B9). Here, ξ˜(k) is the Fourier
transform of the function ξ(y). Taking the derivative
with respect to the bias voltage V , i.e. focusing on the
differential charge current GQη , it is possible to identify
the expression of the quenched spectral function, evalu-
ated at the bias energy eV , and thus obtaining Eq. (17).
We conclude this Appendix by noting that the
quenched spectral function present in Eq. (C4) reduces
to the non-quenched one
Anq(, k) = 2pi
A2−Γ(A2−)2
( a
2u
)2A2− |+ uk|A2−
× |− uk|A2−−1 θ(|| − u|k|)
(C7)
in the limit α− → 0, i.e. Kf → Ki. Furthermore, in
absence of quench but for a finite β = (kBT )
−1 and in
the limit a/βu 1, the spectral function is [5, 98]
Ath(β, , k) = β
16pi3
(
2pia
βu
)2A2− ∑
ν=± Fν(A−, β, , k)
Γ(A−)Γ(A− + 1)
,
(C8)
where
Fν(A, β, , k) = eνβ/2
∣∣∣∣Γ [12
(
A− ν i
pi
β∆−
)]∣∣∣∣2
×
∣∣∣∣Γ [12
(
A+ 1 + ν
i
pi
β∆+
)]∣∣∣∣2 . (C9)
Appendix D: Differential energy current
The evaluation of the differential energy current in Eq.
(22), although more complicated, follows the same lines
of the previous Appendix B. In particular, we have to
evaluate Eq. (13) with Oˆ ≡ Hˆη. First of all, we calculate
the commutator[
Hˆη(x, t), ψˆ†R(y1, τ1)
]
= −
[
Hˆ, ψˆR(y1, τ1)
]†
=
u
2
[(
∂xφˆη(x− uηt)
)2
, ψˆ†R(y1, τ1)
]
= −uηAη
√
pi√
2
[
1
pi
a
a2 + (x− y1 − uη(t− τ1))2
]
× ∂x
{
φˆη(x− uηt) , ψˆ†R(y1, τ1)
}
.
(D1)
The structure of this result looks similar to the one in
Eq. (B4) except for the presence of an anticommutator
between the fermion field ψˆ†R(y1, τ1) and the chiral boson
field φˆη(x−ηut). As explained in the main text, it is pre-
cisely this η-dependent anticommutator that originates
the energy partitioning dependence on the pre-quench
interaction strength Ki. In view of Eq. (13), we have to
compute quantum averages like
〈ψˆ†R(y2, τ2)φˆη(zη)ψˆR(y1, τ1)〉. (D2)
The explicit evaluation of the quantum average in Eq.
(D2) relies again on the bosonization technique and on
the identity
φˆη(z) = −i∂νeiνφˆη(z)
∣∣∣
ν=0
. (D3)
The final result for the injected chiral energy current
reads
IEη =
u
a
2<
∫ ∞
0
dτ
∫ +∞
−∞
dy1dy2 ξ
∗(y2)ξ(y1)
× 2 cos
[
−τeV + (y2 − y1)
(
eV
vF
+ kF − kP
)]
× fp(−τ, y2 − y1) f sts (−τ, y2 − y1) Fη(τ, y2 − y1).
(D4)
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This result looks like Eq. (B9) with the additional η-
dependent factor
Fη(y, τ) = aA
2
η
(
α2+
2a− iuτ − iηy −
α2−
2a+ iuτ + iηy
)
.
(D5)
Following the previous Appendix we compute the inte-
grals over τ , y1 and y2 by working in Fourier representa-
tion. We thus obtain
IEη =
1
2piau
u
a
1
Γ(A2+α
2
+)Γ(A
2
+α
2−)Γ(A2−α2+)Γ(A2−α2−)
×
∫ ∞
0
dEdE+dE−dF+dF− e−(E+E++E−+F++F−)
×
∑
ν=±1
νE
α2+A
2
+
+ E
α2+A
2
−
− F
α2−A
2
+
+ F
α2−A
2
−
− χµ,ν
×
∑
j=±1
j δ( vFu E + E+ + E− − F+ − F− − j a eVu )
×
∣∣∣ξ˜ (j ( eVvF + kF − kP)+ E+−E−−F++F−−Ea )∣∣∣2
(D6)
where
χµ,ν =
{
Eµ ν = +1
Fµ ν = −1 . (D7)
Focusing on the differential energy current GEη , defined
in Eq. (21), it is again possible to identify the expression
of the quenched spectral function at the bias energy eV
and thus demonstrate the validity of Eq. (22). Note that
it is the adimensional factor Fη(τ, y) which originates the
η-dependent factor (eV + ηuk)/2 appearing in Eq. (22).
Finally, we comment about the non-quenched case, i.e.
when the spectral function satisfiesAnq(eV, k) ∝ θ(|eV |−
u|k|) (see Eq. (C7)). In that case one has [34, 35]
GE+ =
1
4pi2vF
∫ |eV |/u
−|eV |/u
dk
eV + uk
2
|ξ˜(k−k0)|2Anq(eV, k).
(D8)
Since Anq(eV, k) ≥ 0, one always has the constraint
(GE+ + GE−) ≤ GE+ ≤ 0 eV < 0
0 ≤ GE+ ≤ (GE+ + GE−) eV ≥ 0
(D9)
where
GE+ + GE− =
1
4pi2vF
∫ |eV |/u
−|eV |/u
dk eV |ξ˜(k− k0)|2Anq(eV, k).
(D10)
As a consequence the non-quenched energy partitioning
ratio
REnq =
GE+
GE+ + GE−
(D11)
is always bounded between 0 and 1, as stated in Eq. (24).
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