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Abstract
This paper considers random processes of the formXn+1 = anXn+
bn (mod p) where p is odd, X0 = 0, (a0, b0), (a1, b1), (a2, b2), ... are
i.i.d., and an and bn are independent with P (an = 2) = P (an = (p +
1)/2) = 1/2 and P (bn = 1) = P (bn = 0) = P (bn = −1) = 1/3. This
can be viewed as a multiplicatively symmetrized version of a random
process of Chung, Diaconis, and Graham. This paper shows that order
(log p)2 steps suffice for Xn to be close to uniformly distributed on the
integers mod p for all odd p while order (log p)2 steps are necessary
for Xn to be close to uniformly distributed on the intgers mod p.
1 Introduction
Chung, Diaconis, and Graham [1] comsidered random processes of the form
Xn+1 = 2Xn + bn (mod p) where p is odd, X0 = 0, and b0, b1, b2, ... are
i.i.d. with P (bn = 1) = P (bn = 0) = P (bn = −1) = 1/3. They showed
that order (log p) log(log p) steps suffice to make Xn close to uniformly dis-
tributed on the integers mod p. Diaconis [2] asked about random pro-
cesses of the form Xn+1 = anXn + bn (mod p) where p is odd, X0 = 0,
and (a0, b0), (a1, b1), (a2, b2), ... are i.i.d. with an and bn being independent,
P (an = 2) = P (an = (p + 1)/2) = 1/2 and P (bn = 1) = P (bn = −1) = 1/2.
In his Ph.D. thesis, the author [4] showed that order (log p)2 steps suffice to
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make Xn close to uniformly distributed on the integers mod p and that order
(log p)2 steps are necessary to make Xn close to uniformly distributed on the
integers mod p. The techniques used there can be readily adapted if the dis-
tribution is changed so that P (bn = 1) = P (bn = 0) = P (bn = −1) = 1/3; in
this case, these techniques show that order ((log p)(log(log p)))2 steps suffice
to make Xn close to uniformly distributed on the integers mod p for all odd
integers p and order (log p)2 steps suffice for almost all odd integers p while
order (log p)2 steps are necessary to makeXn close to uniformly distributed in
the integrs mod p. This paper shows that this result can be improved to show
that order (log p)2 steps suffice to make Xn close to uniformly distributed on
the integers mod p for all odd integers p.
2 Some Background, Notation, and Main Re-
sult
We let the integers mod p be denoted by Z/pZ. We may denote elements of
this group by 0, 1, ..., p− 1 instead of 0 + pZ, 1 + pZ, ..., (p− 1) + Z.
A probability P on the integers mod p satifies P (s) ≥ 0 for s ∈ Z/pZ and∑
s∈Z/pZ P (s) = 1.
We use the variation distance to measure how far a probability P on Z/pZ
is from the uniform distribution on Z/pZ. This distance is given by
‖P − U‖ = 1
2
∑
s∈Z/pZ
∣∣∣∣P (s)− 1p
∣∣∣∣ = maxA⊂Z/pZ |P (A)− U(A)|
where P (A) =
∑
s∈A P (s) and U(A) =
∑
s∈A 1/p = |A|/p. Note that ‖P −
U‖ ≤ 1 for all probabilities P on Z/pZ.
Proposition 1 If P = p1P1 + p2P2 + ... + pmPm where p1, p2, ..., pm are
positive real numbers summing to 1, then
‖P − U‖ ≤
m∑
i=1
pi‖Pi − U‖.
This proposition can be readily shown using the triangle inequality.
If P is a probability on Z/pZ, define the Fourier tranform
Pˆ (k) =
p−1∑
j=0
P (j)e2πijk/p
2
for k = 0, 1, ..., p−1. The Upper Bound Lemma of Diaconis and Shahshahani
(see, for example, Diaconis [2], p. 24) implies
‖P − U‖2 ≤ 1
4
p−1∑
k=1
|Pˆ (k)|2.
The main theorem is
Theorem 1 Suppose X0 = 0 and p is an odd integer greater than 1. Let
Xn+1 = anXn+ bn (mod p) where (a0, b0), (a1, b1), (a2, b2), ... are i.i.d. such
that an and bn are independent, P (an = 2) = P (an = (p + 1)/2) = 1/2, and
P (bn = 1) = P (bn = 0) = P (bn = −1) = 1/3. Let Pn(j) = P (Xn = j)
for j ∈ Z/pZ. Let ǫ > 0 be given. For some c > 0, if n > c(log p)2, then
‖Pn − U‖ < ǫ.
3 Beginnings of the argument
Observe that
X0 = 0
X1 = b0
X2 = a1b0 + b1
X3 = a2a1b0 + a2b1 + b2
...
Xn = an−1...a2a1b0 + an−1...a2b1 + ...+ an−1bn−2 + bn−1
We shall focus on the distribution of Xn given values for a1, a2, ..., an−1.
In the case where an−1 = 2, an−2 = (p + 1)/2, an−3 = 2, an−4 = (p + 1)/2,
etc., then
Xn = 2(bn−2 + bn−4 + ...) + (bn−1 + bn−3 + ...) (mod p).
If n = c(log p)2, then Xn lies between −(3/2)c(log p)2 and (3/2)c(log p)2 and,
for large enough p, will not be close to uniformly distributed on the integers
mod p. In the case where an−1 = 2, an−2 = 2, an−3 = 2, ..., a0 = 2, then
results of Chung, Diaconis, and Graham [1] show that order (log p) log(log p)
steps suffice to make Xn close to uniformly distributed on the integers mod
p, and so order (log p)2 steps suffice as well.
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Let Pn(an−1, an−2, ..., a1)(s) = P (an−1...a1b0+an−1...a2b1+ ...+an−1bn−2+
bn−1 = s (mod p)) where b0, b1, ..., bn−1 are i.i.d. uniform on {1, 0,−1}.
We shall show
Theorem 2 Let ǫ > 0 be given. There exists a constant c > 0 such that if
n > c(log p)2, then
‖Pn(an−1, an−2, ..., a1)− U‖ < ǫ/2
except for a set A of values (an−1, an−2, ..., a1) in {2, (p + 1)/2}n−1 where
|A| < (ǫ/2)2n−1. ({2, (p + 1)/2}n−1 is the set of (n − 1)-tuples with entries
in {2, (p+ 1)/2}.)
By Proposition 1, Theorem 2 implies Theorem 1.
4 Random Walk on the Exponent
Suppose a0, a1, a2, ... are i.i.d. with P (a1 = 2) = P (a1 = (p+1)/2) = 1/2. In
the integers mod p, one can view (p+1)/2 as 2−1, the multiplicative inverse of
2. So 1, an−1, an−1an−2, an−1an−2an−3, ... can be viewed as 2
w0, 2w1, 2w2, 2w3, ...
where w0 = 0 and wj+1 − wj are i.i.d. for j = 0, 1, 2, ... with P (wj+1 − wj =
1) = P (wj+1 − wj = −1) = 1/2.
Let Mj = max{w0, w1, ..., wj} and mj = min{w0, w1, ..., wj}.
If ǫ1 > 0, then for some c1 > 0 and c2 > 0, if j = ⌈c1(log p)2⌉, P (log2 p <
Mj −mj < c2 log2 p) > 1 − ǫ1 by random walk considerations. If this event
does not hold, then (an−1, an−2, ..., a1) might be in the set A.
Exercise III.10 of Feller [3] gives
zr,2n =
1
22n−r
(
2n− r
n
)
where zr,2n is the probability of exactly r returns to the origin in the first
2n steps of the symmetric nearest neighbor random walk on the integers.
Observe
z0,2n =
1
22n
(
2n
n
)
∼ 1√
πn
,
which is approximately a multiple of 1/ log p if n is approximately a multiple
of (log p)2.
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Observe that if r ≥ 0, then
zr+1,2n
zr,2n
=
1/22n−r−1
1/22n−r
(
2n−r−1
n
)
(
2n−r
n
)
= 2
n− r
2n− r
≤ 1.
Thus zr+1,2n ≤ zr,2n.
For k ∈ [mj ,Mj] with j⌈c1(log p)2⌉, let R(k) be the number of i such that
wi = k where 0 < i − mini{wi = k} ≤ (log p)2. Observe that P (R(k) ≤
f(p)) ≤ c3(f(p) + 1)/ log p for some positive constant c3.
For some positive constant c4, observe that E(|{k : R(k) ≤ f(p), mj ≤
k ≤Mj}| | log2 p < Mj −mj < c2(log2 p)) ≤ c4(f(p) + 1). Thus by Markov’s
inequality, P (|{k : R(k) ≤ f(p), mj ≤ k ≤ Mj}| ≥ c5(f(p) + 1)| log2 p <
Mj −mj < c2(log2 p)) ≤ c4/c5.
5 Fourier transform argument
Let P˜n(an−1, an−2, ..., a1)(s) = P (2
n(an−1an−2...a1b0 + an−1an−2...a2b1 + ... +
an−1bn−2 + bn−1) = s (mod p)) where b0, b1, ..., bn−1 are i.i.d. uniform on
{1, 0,−1}. Observe ‖P˜n(an−1, an−2, ..., a1)−U‖ = ‖Pn(an−1, an−2, ..., a1)−U‖
since p is odd. Note that all powers of 2 in 2nan−1an−2...a1, 2
nan−1an−2...a2,
..., 2nan−1, 2
n are nonnegative.
The Upper Bound Lemma implies
‖P˜n(an−1, an−2, ..., a1)− U‖ ≤ 1
4
p−1∑
m=1
n+Mj∏
ℓ=n+mj
(
1
3
+
2
3
cos(2π2ℓm/p)
)2R(ℓ−n)
×
n−1∏
r=j+1
(
1
3
+
2
3
cos(2π2n+wrm/p)
)2
Note that(
1
3
+
2
3
cos(2π2ℓm/p)
)2R(ℓ−n)
≤
{
9−R(ℓ−n) if 1/4 ≤ {2ℓm/p} < 3/4
1 otherwise
and (
1
3
+
2
3
cos(2π2n+wrm/p)
)2
≤
{
1/9 if 1/4 ≤ {2n+wrm/p} < 3/4
1 otherwise
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where {x} is the fractional part of x.
Assume |{k : R(k) ≤ c6 log(log p), mj ≤ k ≤ Mj}| < c5(log(log p) + 1)
where c5 is such that c4c6/c5 < ǫ2 where ǫ2 > 0 is given and j = ⌈c1(log p)2⌉
and |{k : R(k) < (log(log p))2.1, mj ≤ k ≤ Mj}| < (log(log p))2.5. If this
assumption fails, (an−1, an−2, ..., a1) might be in the set A. We shall consider
various cases for m.
Case 1: m is such that for some ℓ ∈ [n+mj , n+Mj ], 1/4 ≤ {2ℓm/p} < 3/4
and R(ℓ− n) > (log(log p))2.1. Let S1 be the set of such m in 1, 2, ..., p− 1.
Then, by arguments similar to those in Chung, Diaconis, and Graham [1]
∑
m∈S1
n+Mj∏
ℓ=n+mj
(
1
3
+
2
3
cos(2π2ℓm/p)
)2R(ℓ−n)
< ǫ.
Details appear in Section 6.
Case 2: m /∈ S1 and for b values of ℓ ∈ [n +mj , n +Mj ], 1/4 ≤ {2ℓm/p}
and c6 log(log p) < R(ℓ−n) ≤ (log(log p))2.1. Let S2,b be the set of such m in
1, 2, ..., p− 1.
If Mj − mj > log2 p, then the set of ℓ ∈ [n + mj , n + Mj ] such that
1/4 ≤ {2ℓm/p} < 3/4 is unique for eachm ∈ {1, 2, ..., p−1} by an observation
similar to the observation on blocks being distinct in Chung, Diaconis, and
Graham [1].
So
|S2,b| ≤ 2c6 log(log p)
(⌊(log(log p))2.1⌋
b
)
≤ 2c6 log(log p)(log(log p))2.1b
If m ∈ S2,b, then
n+Mj∏
ℓ=n+mj
(
1
3
+
2
3
cos(2π2ℓm/p)
)2R(ℓ−n)
≤ (1/9)bc6 log(log p).
So
∑
m∈S2,b
n+Mj∏
ℓ=n+mj
(
1
3
+
2
3
cos(2π2ℓm/p)
)2R(ℓ−n)
≤ 2c6 log(log p)((log(log p))2.1(1/9)c6 log(log p))b
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Note that for large enough p, (log(log p))2.1(1/9)c6 log(log p) < 1/2. Also
observe
2c6 log(log p)(log(log p))2.1(1/9)c6 log(log p) → 0
as p→∞. Thus
∞∑
b=1
2c6 log(log p)((log(log p))2.1(1/9)c6 log(log p))b → 0
and
∞∑
b=1
∑
m∈S2,b
n+Mj∏
ℓ=n+mj
(
1
3
+
2
3
cos(2π2ℓm/p)
)2R(ℓ−n)
→ 0.
So all we need to consider are m ∈ S2,b where b = 0.
To consider suchm, we shall look at further steps in the Fourier transform.
We shall use the following lemma.
Lemma 1 Let ǫ′ > 0 be given. Let d be a positive number. For some constant
c7 > 0, except with probability no more than ǫ
′,
d+⌊c7(log p)2⌋
max
ℓ=d+1
wℓ −
d+⌊c7(log p)2⌋
min
ℓ=d+1
wℓ > 2 log2 p.
If this inequality holds, then, givenm ∈ {1, 2, ..., p−1}, 1/4 ≤ {2ℓm/p} < 3/4
for some ℓ ∈ {d + 1, d + 2, ..., d + ⌊c7(log p)2⌋}. With probability at least
1− (log(log p))2.5/ log p,
|{h : ℓ+ 1 ≤ h ≤ ℓ+ (log p)2, wℓ = wh}| > (log(log p))2.1.
Proof: The existence of c7 follows by random walk considerations. The
existence of such ℓ follows since for each positive integer k, at least one of
{2km/p}, {2k+1m/p},...,{2k+⌊2 log2 p⌋−1m/p} lies in [1/4, 3/4). The result on
|{h : ℓ + 1 ≤ h ≤ ℓ + (log p)2, wℓ = wh}| follows similarly to the earlier
argument that P (R(k) ≤ f(p)) ≤ c3(f(p) + 1)/ log p. ✷
Suppose nbefore is the number of m being considered, i.e. need further
Fourier transform terms before going an additional ⌊c7(log p)2⌋ + ⌊(log p)2⌋
terms. Afterwards, we will need to continue to consider only m such that
ℓ in the lemma exists and |{h : ℓ + 1 ≤ h ≤ ℓ + (log2 p)2 : wℓ = wjh}| <
(log(log p))2.1; otherwise we have sufficient additional terms in the Fourier
transform; see Section 6. Except for at most (ǫ′+ o(1))2n−1 (n− 1)-tuples in
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A, nafter ≤ nbefore(log(log p))2.5/ log p where nafter is the number of m still
being considered after going the additional ⌊c7(log p)2⌋ + ⌊(log p)2⌋ steps.
Repeating this a fixed number f times will give nafter < 1, i.e. nafter = 0
except for at most f(ǫ′ + o(1))2n−1 (n− 1)-tuples in A.
6 Bounding the Fourier transform sums
Some of the ideas in this section, for example “alternations”, come from
Chung, Diaconis, and Graham [1].
Suppose m ∈ S1. If
g(x) =
{
1/9 if 1/4 ≤ {x} < 3/4
1 otherwise,
then
n+Mj∏
ℓ=n+mj
(
1
3
+
2
3
cos(2π2ℓm/p)
)2R(ℓ−n)
≤
n+M+j∏
ℓ=n+mj
(g(2ℓm/p))R(ℓ−n)
≤ (1/9)c6 log(log p)A(Bm)
where A(Bm) is the number of “alternations” in the first Mj − mj posi-
tions of the binary expansion of {2n+mjm/p}. An alternation in the binary
expansion .α1α2α3... occurs when αi 6= αi+1. There will be an alterna-
tion in the first ⌈log2 p⌉ positions of the binary expansion of {2n+mjm/p}
if m ∈ {1, 2, ..., p−1}, and for different m ∈ {1, 2, ..., p−1}, the first ⌈log2 p⌉
positions of the binary expansion of {2n+mjm/p} will differ. The inequality
ending < (1/9)c6 log(log p)A(Bm) occurs since for some ℓ ∈ [n+mj , n+Mj] with
1/4 ≤ {2ℓm/p} < 3/4, R(ℓ− n) ≥ (log(log p))2.1 and the R(ℓ− n) powers of
1/9 also cover all c5(log(log p) + 1) terms of the from (1/9)
R(ℓ−n) with ℓ such
that R(ℓ− n) ≤ c6 log(log p) if p is large enough.
Observe
∑
m∈S1
(1/9)c6 log(log p)A(Bm) ≤
p−1∑
m=1
(1/9)c6 log(log p)A(Bm)
≤ 2
Mj−mj∑
s=1
(
Mj −mj
s
)
(1/9)c6 log(log p)s
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≤ 2
Mj−mj∑
s=1
(Mj −mj)s(1/9)c6 log(log p)s
→ 0
as p→∞ if log2 p < Mj −mj < c2(log p) and c6 is large enough.
Now suppose m ∈ S2,0 and for some ℓ with 1/4 ≤ {2ℓm/p} < 3/4 where
ℓ < n − (log p)2 and |{h : ℓ + 1 ≤ h ≤ (log p)2, wℓ = wh}| ≥ (log(log p))2.1,
then
n+Mj∏
ℓ=n+mj
(
1
3
+
2
3
cos(2π2ℓm/p)
)2R(ℓ−n)
×
n−1∏
r=j+1
(
1
3
+
2
3
cos(2π2n+wrm/p)
)2
≤ (1/9)c6 log(log p)A(Bm).
In other words, the powers of 1/9 for these values of h cover all c5(log(log p)+
1) terms of the form (1/9)R(ℓ−n) with ℓ such that R(ℓ− n) ≤ c6 log(log p) if
p is large enough. By reasoning similar to the sum involving m ∈ S1,∑
m∈S2,0
(1/9)c6 log(log p)A(Bm) → 0
as p→∞.
7 Lower Bound
The argument for the lower bound is more straightforward and is based upon
[4].
Theorem 3 Suppose Xn, an, bn, and p are as in Theorem 1. Let ǫ > 0 be
given. For some c > 0, if n < c(log p)2 for large enough p, then ‖Pn − U‖ >
1− ǫ.
Proof: Let mj and Mj be as in Section 4. For some c > 0, if n =
⌊c(log p)2⌋, then P (mj ≤ −0.25 log2 p) < ǫ/3 and P (Mj ≥ 0.25 log2 p) < ǫ/3.
If mj > −0.25 log2 p and Mj < 0.25 log2 p, then 2⌈−0.25 log2 p⌉Xn lies between
−√pc(log p)2 and√pc(log p)2, and so ‖Pn−U‖ ≥ (1−2ǫ/3)−(2√pc(log p)2+
1)/p > 1− ǫ for sufficiently large p.
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8 Question for Further Study
The Chung-Diaconis-Graham random process can be extended to multiple
dimensions. Klyachko [5] considers random processes of the form XN+1 =
ANXN + BN (mod p) where XN is a random vector in (Z/pZ) × (Z/pZ)
and AN is a fixed 2× 2 matrix with some conditions. Perhaps techniques in
this paper could be combined with Klyachko’s result to get a result for the
case where AN is a fixed 2×2 matrix or its inverse with probability 1/2 each.
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