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ON THE QUANTITATIVE DYNAMICAL
MORDELL-LANG CONJECTURE
ALINA OSTAFE AND MIN SHA
Abstract. The dynamical Mordell-Lang conjecture concerns the
structure of the intersection of an orbit in an algebraic dynamical
system and an algebraic variety. In this paper, we bound the size
of this intersection for various cases when it is finite.
1. Introduction
1.1. Motivation. Let X be an algebraic variety defined over the com-
plex numbers C, and let Φ : X → X be a morphism. For any integer
n ≥ 0, we denote by Φ(n) the n-th iteration of Φ with Φ(0) denoting the
identity map.
Throughout the paper, a single integer is viewed as an arithmetic
progression with common difference 0.
The following is the well-known dynamical Mordell-Lang conjecture
for self-morphisms of algebraic varieties in the dynamical setting; see
[11, 16, 17].
Conjecture 1.1 (Dynamical Mordell-Lang Conjecture). Let X and
Φ be given as the above, let V ⊆ X be a closed subvariety, and let
P ∈ X (C). Then, the following subset of integers
{n ≥ 0 : Φ(n)(P ) ∈ V (C)}
is a finite union of arithmetic progressions.
Conjecture 1.1 has been studied extensively in recent years. However,
so far there are only a few related results. These include results on maps
of various special types [4, 5, 7, 14, 16, 17, 23, 24] (especially diagonal
maps), and analogues for Noetherian spaces [6] and Drinfeld modules
[15].
Recently, Silverman and Viray [23, Corollary 1.4] have given results
regarding the uniform boundedness (only in terms ofm) of intersections
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of orbits of the power map (with the same exponent) at a point of the
projective m-space Pm(C) with non-zero multiplicatively independent
coordinates, with any linear subspace of Pm(C). However, they have
not provided quantitative results. In fact, such a result follows, even in
a more general case, directly from the uniform bound on the number
of zeros of simple and non-degenerate linear recurrence sequences.
We also note that the uniform boundedness condition has recently
been considered in [10], where several results are given for the frequency
of the points in an orbit of an algebraic dynamical system that belong
to a given algebraic variety under the reduction modulo a prime p.
1.2. Our Results. In this paper, we study the quantitative version
of Conjecture 1.1 for polynomial morphisms of several special types
when X is the affine m-space Am(C) and V is a hypersurface; see
Section 3. Our main objective is to find as many classes of polynomial
morphisms as possible having uniform bounds (or as close as possible to
uniformity), and not to investigate detailedly the quality of the bounds.
To the best of our knowledge, this is the first work on the quantitative
dynamical Mordell-Lang conjecture.
Here, we extend the results of Silverman and Viray [23] in two direc-
tions. First, we consider monomial systems with different exponents.
Second, we estimate the size of the intersection of an orbit with a hy-
persurface rather than with a hyperplane.
For example, we illustrate a typical case of our results; see Theorem
3.1 for more details. Let Φ =
(
Xd1 , . . . , X
d
m
)
with integer d ≥ 2 be a
diagonal endomorphism of Am(C). Fix a hypersurface V , defined by a
non-zero polynomial
G =
∑
i1,...,im
ai1,...,imX
i1
1 · · ·X imm ∈ C[X1, . . . , Xm].
Then, for any w ∈ (C∗)m with multiplicatively independent coordi-
nates, the size of the intersection of V and the orbit of Φ at the point
w is at most
(8n(G))4n(G)
5
,
where n(G) is the number of monomials of G.
Our methods rely on estimates (when finite) for integer solutions of
certain polynomial-exponential equations. For the case of the power
map studied by Silverman and Viray [23] we employ results on the
number of zeros in linear recurrence sequences due to [1, 2] and [19].
For more general monomial systems we use results on the number of
solutions in a finitely generated subgroup of (C∗)k of linear equations
of the form a1x1 + . . .+ akxk = 0, a1, . . . , ak ∈ C∗, as well as solutions
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to more general polynomial-exponential equations due to Schlickewei
and Schmidt [20].
In fact, by [16, Theorem 1.8] the Dynamical Mordell-Lang Conjec-
ture is known to hold in the cases we consider, because the morphisms
can essentially restrict to endomorphisms of (C∗)m. Besides, the meth-
ods we use might be not applicable on other kinds of morphisms, see
Section 4 for more details.
1.3. Convention and notation. For integer m ≥ 2, let
Φ = (F1, . . . , Fm) : A
m(C)→ Am(C), F1, . . . , Fm ∈ C[X1, . . . , Xm],
be a morphism defined by a system of m polynomials in m variables
over C. For each i = 1, . . . , m, we define the n-th iteration of the
polynomials Fi by the recurrence relation
F
(0)
i = Xi, F
(n)
i = Fi
(
F
(n−1)
1 , . . . , F
(n−1)
m
)
, n = 1, 2, . . . ,
so that
Φ(n) =
(
F
(n)
1 , . . . , F
(n)
m
)
.
See [3, 21, 22] for a background on dynamical systems associated with
such iterations.
For a vector w = (w1, . . . , wm) ∈ Cm, we denote by
Orb
w
(Φ) =
{
Φ(n)(w) : n = 0, 1, 2, . . .
}
the orbit of Φ atw. For an algebraic variety V = Z(G1, . . . , Gs) defined
by the equations G1 = · · · = Gs = 0, Gi ∈ C[X1, . . . , Xm], i = 1, . . . , s,
we consider the elements of the orbit Orb
w
(Φ) which fall into V and
denote
(1.1) S
w
(Φ, V ) =
{
n ≥ 0 : Φ(n)(w) ∈ V } .
We say that the complex numbers α1, . . . , αn are multiplicatively in-
dependent if all of them are non-zero and there is no non-zero integer
vector (i1, . . . , in) such that α
i1
1 · · ·αinn = 1.
In the sequel, we denote by |S| the cardinality of a finite set S. Our
objective in this paper is to bound the size of |S
w
(Φ, V )| for various
cases when it is finite.
Throughout the paper, let Q be the algebraic closure of the rational
numbers Q. For any field K, we write K∗ for the multiplicative group
of all the non-zero elements of K. For any multiplicative group Λ and
any integer k ≥ 1, let Λk be the direct product consisting of k-tuples
x = (x1, . . . , xk) with xi ∈ Λ, 1 ≤ i ≤ k. As usual, the multiplication
of the group Λk is defined by xy = (x1y1, . . . , xkyk) for any x,y ∈ Λk
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2. Preliminaries
In this section, we gather some results which are used afterwards.
Recall that a linear recurrence sequence (LRS) of order m ≥ 1 is a
sequence {u0, u1, u2, . . .} with elements in C satisfying a linear relation
(2.1) un+m = a1un+m−1 + · · ·+ amun (n = 0, 1, 2, . . .),
where a1, . . . , am ∈ C, am 6= 0 and uj 6= 0 for at least one j in the
range 0 ≤ j ≤ m − 1. We assume that relation (2.1) is minimal, that
is the sequence {un} does not satisfy a relation of type (2.1) of smaller
length.
The characteristic polynomial of this LRS {un} is
f(X) = Xm − a1Xm−1 − · · · − am =
k∏
i=1
(X − αi)ei ∈ C[X ]
with distinct α1, α2, . . . , αk and ei > 0 for 1 ≤ i ≤ k. Then, un can be
expressed as
un =
k∑
i=1
fi(n)α
n
i ,
where fi is some polynomial of degree ei − 1 (i = 1, 2, . . . , k). We
call the sequence {un} simple if k = m (that is e1 = · · · = em = 1)
and non-degenerate if αi/αj is not a root of unity for any i 6= j with
1 ≤ i, j ≤ k.
One fundamental problem of the LRS (2.1) is to describe the struc-
ture or bound the size of the following set
{n ≥ 0 : un = 0},
which is called the zero set of the sequence (2.1). Equivalently, we want
to study the integer roots of the exponential polynomial
∑k
i=1 fi(z)α
z
i .
The well-known Skolem-Mahler-Lech theorem says that the zero set
of any LRS is a finite union of arithmetic progressions, and furthermore
it is a finite set if the sequence is non-degenerate; for example see [9,
Theorem 2.1]. There are rich results on the quantitative version of this
theorem. Here we restate some results in the setting of exponential
polynomials, which are used later on.
In the rest of this section, we fix an exponential polynomial over C
(2.2) F (z) =
k∑
i=1
fi(z)α
z
i
QUANTITATIVE DYNAMICAL MORDELL-LANG CONJECTURE 5
with distinct α1, . . . , αk ∈ C∗, and non-zero fi ∈ C[z] for 1 ≤ i ≤ k.
We also define
m = deg f1 + · · ·+ deg fk + k
and denote
Z(F ) = {n ∈ Z : F (n) = 0, n ≥ 0}.
Note that F (z) corresponds to an LRS of order m, and the set Z(F )
is exactly the zero set of the corresponding sequence. Especially, when
f1, . . . , fk are constants, F (z) corresponds to a simple LRS.
The following result comes from [1, Corollary 6.3] and [2, Theorem
1.1].
Lemma 2.1. Let F (z) be given by (2.2). Then the set Z(F ) is the
union of at most exp(exp(70m)) arithmetic progressions. Moreover, if
f1, . . . , fk are non-zero constants, then the set Z(F ) is the union of at
most (8m)4m
5
arithmetic progressions.
Lemma 2.1 can yield some quantitative results concerning Conjecture
1.1. However, here we are more interested with the case when the
subset of integers in Conjecture 1.1 is a finite set.
As mentioned above, if F (z) corresponds to a non-degenerate LRS,
the set Z(F ) is in fact a finite set, and furthermore we can bound the
cardinality |Z(F )|. The following result follows from [1, Corollary 6.3]
and [2, Theorem 1.2].
Lemma 2.2. Let F (z) be given by (2.2). Suppose that F (z) corre-
sponds to a non-degenerate LRS, and deg fi + 1 ≤ a for 1 ≤ i ≤ k.
Then we have
|Z(F )| ≤ (8ka)8k6a ;
furthermore if f1, . . . , fk are non-zero constants, then we have
|Z(F )| ≤ (8m)4m5 .
In fact, if there exists some index i such that the ratio αi/αj is not
a root of unity for any j 6= i, then the set Z(F ) is still a finite set; see
[9, Theorem 2.1 (iii)]. Here we want to bound |Z(F )| in this case by
using Lemma 2.2 and following the arguments in [9].
Lemma 2.3. Let F (z) be given by (2.2). Let D be the order of the
group of roots of unity generated by all those roots of unity which are
of the form αi/αj for some 1 ≤ i, j ≤ k. Suppose that there exists some
index i0 such that the ratio αi0/αj is not a root of unity for any j 6= i0,
and deg fi + 1 ≤ a for 1 ≤ i ≤ k. Then we have
|Z(F )| ≤ D (8ka)8k6a .
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Proof. We partition α1, . . . , αk into equivalence classes according to
the equivalence relation where b ∼ c if and only if the ratio b/c is
a root of unity. By renumbering, we can assume that α1, . . . , αs are
representatives of these equivalence classes. Then, fixing an integer b
with 0 ≤ b < D, we consider the equation
F (b+ nD) = 0
with integer unknown n ≥ 0. By the choice of D, we can express
F (b+ nD) as
F (b+ nD) =
s∑
i=1
gi(n)
(
αDi
)n
for some polynomials gi ∈ C[z] with deg gi+1 ≤ a. Under the assump-
tion on αi0 , there indeed exists some index j such that gj 6= 0. So,
using Lemma 2.2, we deduce that the cardinality of the set {n ≥ 0 :
F (b+ nD) = 0} is at most (8ka)8k6a . The final result follows from the
fact that there are D choices of the integer b. 
Note that if F (z) corresponds to a non-degenerate sequence, then
D = 1 and Lemma 2.3 is exactly the first upper bound in Lemma 2.2.
Moreover, if α1, . . . , αk are roots of a polynomial f(X) over a number
field K, then the quantity D can be bounded by
(2.3) D < exp
((
1.05314 +
√
6d
)√
m log(dm)
)
,
where d = [K : Q] and m = deg f ≥ 2; see [12, Theorem 1].
Except for studying the set Z(F ), we also need to estimate the num-
ber of integers n ≥ 0 such that F (n) is equal to a fixed non-zero complex
number.
Corollary 2.4. Let F (z) be given by (2.2). Define αk+1 = 1. Suppose
that there exists some index i0 such that the ratio αi0/αj is not a root
of unity for any j 6= i0 with 1 ≤ j ≤ k + 1. Let D be the order of the
group of roots of unity generated by all those roots of unity which are of
the form αi/αj for some 1 ≤ i, j ≤ k + 1. Assume that deg fi + 1 ≤ a
for 1 ≤ i ≤ k. Then for any µ ∈ C with µ 6= 0, we have
|{n ∈ Z : F (n) = µ, n ≥ 0}| ≤ D (8(k + 1)a)8(k+1)6a ;
furthermore if F (z) corresponds to a non-degenerate LRS, no αi (1 ≤
i ≤ k) is a root of unity, and f1, . . . , fr are non-zero constants, we have
|{n ∈ Z : F (n) = µ, n ≥ 0}| ≤ (8(m+ 1))4(m+1)5 .
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Proof. Under the assumptions, we can get the desired results by ap-
plying Lemmas 2.2 and 2.3 to the following equation
k∑
i=1
fi(n)α
n
i + (−µ) · 1 = 0, n ≥ 0,
with coefficients f1(n), . . . , fk(n),−µ. 
When α1, . . . , αk are algebraic numbers, the results in Lemma 2.3 and
Corollary 2.4 can be improved in some sense. The following lemma is
derived from [19, Theorem 1] with a slight refinement. Although the
arguments in [19] were presented only for non-degenerate sequences,
they are also valid for more general cases under minor changes.
Lemma 2.5. Let F (z) be given by (2.2). Suppose that α1, . . . , αk are
algebraic numbers, and let D be the order of the group of roots of unity
generated by all those roots of unity which are of the form αi/αj for
some 1 ≤ i, j ≤ k. Denote K = Q(α1, . . . , αk), and assume that
f1, . . . , fk ∈ K[z]. Let d = [K : Q], and let ω be the number of prime
ideals occurring in the decomposition of the fractional ideals 〈αi〉 in K.
Assume that there exists some index i0 such that the ratio αi0/αj is not
a root of unity for any j 6= i0. Then, we have
|Z(F )| < D(4(d+ ω))2(d+1)(m− 1);
furthermore if K/Q is a Galois extension but not a cyclic extension,
we have
|Z(F )| < D(4(d+ ω))d+2(m− 1).
Proof. Here, we sketch the proof for the convenience of the reader.
We first choose a rational prime p such that none of the prime ideals
p1, . . . , pω from the decomposition in K of the ideals (αi) (1 ≤ i ≤ k)
divides the ideal 〈p〉. Let p be a prime ideal of K lying above p, and
let f denote the residue class degree of Kp over Qp, where Qp is the
p-adic completion of Q and Kp is the completion of K with respect to
p. Let Cp be the completion of the algebraic closure of Qp. We denote
the valuation of Cp by | |p, normalised such that |p|p = p−1. Note that
Qp ⊆ Kp ⊆ Cp.
By the choice of p, we have
|αi|p = 1, i = 1, . . . , k.
Furthermore, by [19, Equation (3.4)] we know
∣∣∣αpf−1i − 1
∣∣∣
p
< p−1/(p(p−1))−1/(p−1), i = 1, . . . , k.
8 ALINA OSTAFE AND MIN SHA
Then, we have
∣∣∣αD(pf−1)i − 1
∣∣∣
p
≤
∣∣∣αpf−1i − 1
∣∣∣
p
< p−1/(p(p−1))−1/(p−1), i = 1, . . . , k.
Fix an integer a with 0 ≤ a < D(pf − 1), we consider the equation
F
(
a+ nD
(
pf − 1)) = 0
with integer unknown n ≥ 0.
As in the proof of Lemma 2.3, we partition α1, . . . , αk into equiv-
alence classes, and we assume that α1, . . . , αs are representatives of
these equivalence classes. Then, by the choice of D, we can express
F
(
a+ nD
(
pf − 1)) as
F
(
a + nD
(
pf − 1)) =
s∑
i=1
gi(n)
(
α
D(pf−1)
i
)n
for some polynomials gi ∈ K[z]. Under the assumption of αi0, there
indeed exists some index j such that gj 6= 0.
As solving the equation (3.6) of [19], we immediately see that the
cardinality of the set
{
n ∈ Z : F (a + nD (pf − 1)) = 0, n ≥ 0} is at
most (m− 1)(p+ 1). Thus, we obtain
|Z(F )| ≤ D (pf − 1) (m− 1)(p+ 1).
From [19, Section 4], the prime p can be chosen such that
p < (4(d+ ω))2.
Then, the first desired upper bound follows from the fact that f ≤ d.
Now, we assume that K/Q is a Galois extension but not a cyclic
extension. In order to prove the second claimed upper bound, it suffices
to show that p does not remain inert in K. Because if this is true, then
f ≤ d/2, which can conclude the proof.
Let Dp denote the decomposition group of p in K/Q. Suppose that
p remains inert in K. Then, f = d, and Dp is a cyclic group of order
d. Since [K : Q] = d, Dp is exactly the Galois group Gal(K/Q). So,
K/Q is a cyclic extension, this leads to a contradiction. 
Applying the same arguments as in the proof of Corollary 2.4, we
can obtain similar results as Lemma 2.5 for the cardinality |{n ∈ Z :
F (n) = µ, n ≥ 0}|, where µ is a non-zero algebraic number.
We also need a result on solutions of linear equations in several vari-
ables. The following result is given in [2, Lemma 2.1] and is derived
from [1, Theorem 6.2].
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Lemma 2.6. Let Γ be finitely generated subgroup of (C∗)k of rank r,
and let a1, . . . , ak ∈ C∗. Then, up to proportionality, the equation
(2.4) a1x1 + · · ·+ akxk = 0
has less than (8k)4(k−1)
4(k+r) non-degenerate solutions in Γ.
Here, “up to proportionality” means that two solutions (x1, . . . , xk)
and (y1, . . . , yk) of (2.4) are equivalent if there is some non-zero c such
that
(y1, . . . , yk) = (cx1, . . . , cxk).
Besides, we call a solution of (2.4) non-degenerate if no subsum of the
left hand side of the equation vanishes.
LetK be a number field, let S be a finite set of places ofK containing
all the Archimedean places and write O∗S for the group of S-units of
K. If the coefficients a1, . . . , ak ∈ K \ {0}, then the number of such
solutions of (2.4) in Γ ⊆ (O∗S)k can be bounded better than Lemma
2.6; for example see [13, Theorem 3]. So, some results in this paper
can be improved in this case.
Let P be a partition of the set I = {1, . . . , k}. The subsets λ ⊆ I
occurring in the partition P are considered as elements of P. Then,
the system of equations
(2.4 P)
∑
i∈λ
aixi = 0 (λ ∈ P)
is a refinement of (2.4). Given a partition P of the set I, we say that
two solutions (x1, . . . , xk) and (y1, . . . , yk) of (2.4) are equivalent up to
proportionality with respect to P if both of them are also solutions of the
system (2.4 P), and for each λ ∈ P the two solutions (xi)i∈λ and (yi)i∈λ
of the corresponding equation are equivalent up to proportionality.
Finally, two solutions (x1, . . . , xk) and (y1, . . . , yk) of (2.4) are called
equivalent up to weak proportionality if there exists a partition P of the
set I such that they are equivalent up to proportionality with respect
to P.
Now, we want to count all the solutions of (2.4) up to weak propor-
tionality.
Corollary 2.7. Let Γ be finitely generated subgroup of (C∗)k of rank r,
and let a1, . . . , ak ∈ C∗. Then, up to weak proportionality, the equation
(2.4) has less than
(0.5k)k(8k)4(k−1)
4(k+r)
solutions in Γ.
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Proof. Let P be a partition of the set I = {1, . . . , k}. Note that in
order to ensure that the system (2.4 P) has solutions in Γ we must
have that |λ| ≥ 2 for any λ ∈ P. So, we can assume that |P| ≤ k/2.
If Q is another partition of I such that Q is a refinement of P, then
the system (2.4 Q) implies (2.4 P). Let T (P) consist of solutions of
(2.4 P) in Γ up to proportionality with respect to P, which are not
solutions of any (2.4 Q) where Q is a proper refinement of P.
According to the partition P, we can treat Γ as a direct product
Γ =
∏
λ∈P
Γ(λ),
where Γ(λ) is the projection of Γ corresponding to λ. For each λ ∈
Γ, Γ(λ) is also a finitely generated group and let r(λ) be its rank.
Obviously, we have ∑
λ∈P
r(λ) = r.
For each equation in (2.4 P)
∑
i∈λ
aixi = 0,
by Lemma 2.6 it has less than (8|λ|)4(|λ|−1)4(|λ|+r(λ)) non-degenerate so-
lutions in Γ(λ) up to proportionality. Thus, we have
|T (P)| <
∏
λ∈P
(8|λ|)4(|λ|−1)4(|λ|+r(λ))
< (8k)4(k−1)
4(k+r).
Recall that the Bell numbers count the number of partitions of a set.
By [8, Theorem 2.1], the number of partitions of I is less than
(0.792k/ log(k + 1))k .
However, not all such partitions are suitable for our settings. We have
indicated that a suitable partition P should satisfy that |λ| ≥ 2 for any
λ ∈ P. So, the number of these suitable partitions is not greater than
(0.5k)k.
Note that every solution of the equation (2.4) is a solution of the
system (2.4 P) for some partition P, and we can assume that k ≥ 2.
So, up to weak proportionality, the number of solutions of (2.4) in Γ is
at most ∑
P
|T (P)| < (0.5k)k (8k)4(k−1)4(k+r),
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where the sum runs through all suitable partitions of I. This completes
the proof. 
Finally, we state a result due to Schlickewei and Schmidt [20, The-
orem 1]. For a vector x = (x1, . . . , xm) ∈ Zm and α = (α1, . . . , αm) ∈
Q
m
, we denote
αx = αx11 · · ·αxmm .
Lemma 2.8. Fix αi ∈ (Q∗)m, i = 1, . . . , k, such that for any 1 ≤ i 6=
j ≤ k the set of z ∈ Zm with
αzi = α
z
j
contains only the zero vector. Then, the number of solutions to the
equation
k∑
i=1
aiα
x
i = 0
with non-zero algebraic numbers ai is less than
(0.5k)k235B
3
d6B
2
,
where B = max(m, k) and d is the degree of the number field generated
by the coefficients ai and the vectors αi.
Proof. The desired result can be easily proved by using [20, Theo-
rem 1] and counting the solutions through all the partitions of the set
{1, 2, . . . , k}. 
3. Main results
We first recall a notation. For any polynomial G ∈ C[X1, . . . , Xm],
we let
n(G) = the number of monomials of G.
As usual, here we treat the non-zero constant term as a monomial.
Recall that for any point w ∈ Cm, we denote its coordinates by
(w1, . . . , wm). We start the discussions by dealing with the simplest
case.
Theorem 3.1. Let Φ =
(
Xd1 , . . . , X
d
m
)
with integer d ≥ 2. Fix a
hypersurface V = Z(G), where
G =
∑
i1,...,im
ai1,...,imX
i1
1 · · ·X imm ∈ C[X1, . . . , Xm]
with G 6= 0 and ij ≥ 0 for 1 ≤ j ≤ m. Then, for any w ∈ (C∗)m with
multiplicatively independent coordinates, we have
|S
w
(Φ, V )| ≤ (8n(G))4n(G)5 .
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Proof. For the given point w, we want to bound the number of integers
n ≥ 0 such that Φ(n)(w) ∈ V , that is∑
i1,...,im
ai1,...,im
(
wi11 · · ·wimm
)dn
= 0.
This is upper bounded by the number of integers n ≥ 0 such that∑
i1,...,im
ai1,...,im
(
wi11 · · ·wimm
)n
= 0.
Since the coordinates of w are multiplicatively independent, the upper
bound follows from Lemma 2.2 and Corollary 2.4 by noticing whether
G has a non-zero constant term or not. 
One can relax the multiplicative independence condition on the point
w in some special cases.
Theorem 3.2. Let Φ =
(
Xd1 , . . . , X
d
m
)
with integer d ≥ 2. Fix a
hypersurface V = Z(G), where
G =
m∑
j=1
ajX
ej
j ∈ C[X1, . . . , Xm]
with G 6= 0 and ej ≥ 0 for 1 ≤ j ≤ m. For any point w ∈ Cm, let D
be the order of the group of roots of unity generated by all those roots
of unity which are of the form wi/wj for some 1 ≤ i, j ≤ m. Suppose
that there exists some index j0 such that wj0 is not a root of unity,
wj0 6= 0, aj0 6= 0, ej0 6= 0 and the ratio wj/wj0 is not a root of unity for
any j 6= j0. Then, we have
|S
w
(Φ, V )| ≤ D(8n(G))8n(G)6 .
Proof. Applying the same arguments as in the proof of Theorem 3.1,
the desired result follows directly from Lemma 2.3 and Corollary 2.4.

The upper bound in Theorem 3.2 is not uniform because of the quan-
tity D. However, we can make it uniform in some sense. In fact, if we
choose the point w ∈ Km, where K is a number field, then D does not
exceed the number of roots of unity contained in K. Alternatively, one
can also use (2.3).
We also want to indicate that in Theorem 3.2 if we further assume
that w ∈ Qm and G ∈ Q[X1, . . . , Xm], then under the same assump-
tions as in Lemma 2.5, we can get another upper bound for |S
w
(Φ, V )|.
Obtaining results on the size of S
w
(Φ, V ) even for the slightly more
general case when Fi = X
di
i , i = 1, . . . , m, where the degrees di are not
necessarily the same, seems not to be quite straightforward.
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Theorem 3.3. Let Φ =
(
Xd11 , . . . , X
dm
m
)
with integers di ≥ 2 (1 ≤ i ≤
m). Fix a hypersurface V = Z(G), where
G =
∑
i1,...,im
ai1,...,imX
i1
1 · · ·X imm ∈ C[X1, . . . , Xm]
with G 6= 0 and ij ≥ 0 for 1 ≤ j ≤ m. Then, for any w ∈ (C∗)m with
multiplicatively independent coordinates, we have
|S
w
(Φ, V )| ≤ (0.5n(G))n(G)(8n(G))4n(G)(n(G)−1)4(m+1).
Proof. Since the polynomial G has n(G) monomials, we renumber the
indices (i1, . . . , im) as 1, 2, . . . , n(G). If the index (i1, . . . , im) corre-
sponds to j (1 ≤ j ≤ n(G)), then accordingly we write ai1,...,im and
X i11 · · ·X imm as bj and Yj, respectively. So, we have
G =
n(G)∑
j=1
bjYj.
For the given point w, bounding |S
w
(Φ, V )| is exactly to bound the
number of integers n ≥ 0 such that Φ(n)(w) ∈ V , that is,
(3.1)
n(G)∑
j=1
bjYj
(
Φ(n)(w)
)
= 0.
Let Λ be the group generated by the coordinates of w, and let Γ =
Λn(G). Since the rank of Λ is m, the rank of Γ is at most mn(G). In
view of (3.1), we consider the solutions (x1, . . . , xn(G)) of the equation
(3.2) b1x1 + · · ·+ bn(G)xn(G) = 0
in Γ. By Corollary 2.7, the equation (3.2) has less than
(0.5n(G))n(G)(8n(G))4(n(G)−1)
4(n(G)+mn(G))
solutions in Γ up to weak proportionality.
For any 1 ≤ i 6= j ≤ n(G), write Yi = X i11 · · ·X imm and Yj =
Xj11 · · ·Xjmm . Suppose that there exist integers n, k with 0 ≤ n < k
such that
Yi
(
Φ(k)(w)
)
Yi (Φ(n)(w))
=
Yj
(
Φ(k)(w)
)
Yj (Φ(n)(w))
.
Then due to Φ(n) =
(
X
dn
1
1 , . . . , X
dnm
m
)
, we obtain
w
i1(dk1−d
n
1 )
1 · · ·wim(d
k
m−d
n
m)
m = w
j1(dk1−d
n
1 )
1 · · ·wjm(d
k
m−d
n
m)
m .
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Noticing that dℓ ≥ 2 (1 ≤ ℓ ≤ m) and the coordinates w1, . . . , wm are
multiplicatively independent, we must have i1 = j1, . . . , im = jm, which
implies that Yi = Yj. This is a contradiction with Yi 6= Yj .
Hence, for any 1 ≤ i 6= j ≤ n(G) and any 0 ≤ n < k, we have
Yi
(
Φ(k)(w)
)
Yi (Φ(n)(w))
6= Yj
(
Φ(k)(w)
)
Yj (Φ(n)(w))
.
Thus, the number of those solutions of (3.2) with the form
(3.3)
(
Y1
(
Φ(n)(w)
)
, . . . , Yn(G)
(
Φ(n)(w)
))
(n = 0, 1, 2, . . .)
is less than
(0.5n(G))n(G)(8n(G))4n(G)(n(G)−1)
4(m+1).
Notice that there is a one-to-one correspondence between the vectors
(3.3) and the integers n ≥ 0, we complete the proof. 
Now, we want to use Lemma 2.8 to give another method on handling
a special case in Theorem 3.3.
Theorem 3.4. Let K be a number field of degree d. Let the system
Φ =
(
Xd11 , . . . , X
dm
m
)
with integers di ≥ 0 (1 ≤ i ≤ m) and some index
ℓ such that dℓ ≥ 2. Fix a hypersurface V = Z(G), where
G =
∑
i1,...,im
ai1,...,imX
i1
1 · · ·X imm ∈ K[X1, . . . , Xm]
with G 6= 0 and ij ≥ 0 for 1 ≤ j ≤ m, such that G has zero con-
stant term. Suppose that for any two monomials ai1,...,imX
i1
1 · · ·X imm
and aj1,...,jmX
j1
1 · · ·Xjmm of G, we have i1 6= j1, . . . , im 6= jm. Then, for
any w ∈ (K∗)m with multiplicatively independent coordinates, we have
|S
w
(Φ, V )| ≤ (0.5n(G))n(G)235B3d6B2 ,
where B = max(m, n(G)).
Proof. Since Φ(n) =
(
X
dn1
1 , . . . , X
dnm
m
)
, we need to bound the number of
integers n ≥ 0 such that
∑
i1,...,im
ai1,...,imw
i1dn1
1 · · ·wimd
n
m
m = 0.
For each index (i1, . . . , im), we write αi =
(
wi11 , . . . , w
im
m
)
and x =
(dn1 , . . . , d
n
m), then the above equation becomes
(3.4)
∑
i1,...,im
ai1,...,imα
x
i = 0.
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Moreover, for any two indices (i1, . . . , im) and (j1, . . . , jm), if α
z
i = α
z
j
for z = (z1, . . . , zm) ∈ Zm, then, we must have i1z1 = j1z1, . . . , imzm =
jmzm by using the multiplicative independence condition. Under the
assumption that i1 6= j1, . . . , im 6= jm, we get z1 = · · · = zm = 0. That
is, z is the zero vector.
Now, applying Lemma 2.8 to the equation (3.4) we know that the
equation (3.4) has less than
(0.5n(G))n(G)235B
3
d6B
2
solutions with the form (dn1 , . . . , d
n
m), n = 0, 1, 2, . . .. Besides, since
dℓ ≥ 2, we have (dn1 , . . . , dnm) 6=
(
dk1, . . . , d
k
m
)
for any integers n 6= k. So,
the desired result follows. 
It seems natural to expect that the classes of dynamical systems and
hypersurfaces that satisfy the uniform boundedness condition are quite
wide. We confirm this by the following three theorems.
Theorem 3.5. Let Φ =
(
Xd1 , F2, F3, . . . , Fm
)
with integer d ≥ 2, where
Fi = X
si1
1 · · ·Xsimm
with sij ≥ 0, sii ≥ 1, 2 ≤ i ≤ m, 1 ≤ j ≤ m, such that degFi < d for
any 2 ≤ i ≤ m. Fix a hypersurface V = Z(G), where
G = aXe1 +
∑
i1,...,im
ai1,...,imX
i1
1 · · ·X imm ∈ C[X1, . . . , Xm]
with a 6= 0, e ≥ 1 and ij ≥ 0 for 1 ≤ j ≤ m. Suppose that degG = e.
Then, for any w ∈ (C∗)m with multiplicatively independent coordinates,
we have
|S
w
(Φ, V )| ≤ (0.5n(G))n(G)(8n(G))4n(G)(n(G)−1)4(m+1).
Proof. As in the proof of Theorem 3.3 and under the assumptions of
the polynomial G, we can write
G =
n(G)∑
j=1
bjYj
such that b1 = a, Y1 = X
e
1 . We need to bound the number of integers
n ≥ 0 such that
n(G)∑
j=1
bjYj
(
Φ(n)(w)
)
= 0.
For any n ≥ 0, as in Section 1.3 we write Φ(n) = (F (n)1 , F (n)2 , . . . , F (n)m )
with F
(n)
1 = X
dn
1 . Since d > deg Fi for any 2 ≤ i ≤ m, we can see that
(3.5) degF
(n)
i < d
n, for any n ≥ 1.
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Fix 2 ≤ i ≤ m. Then, for any n ≥ 0, since
Φ(n+1) = Φ(F
(n)
1 , F
(n)
2 , . . . , F
(n)
m ) and sii ≥ 1,
applying (3.5) we deduce that
degX1 F
(n+1)
i − degX1 F (n)i
=
m∑
j=1,j 6=i
sij degX1 F
(n)
j + (sii − 1) degX1 F (n)i
< dn
( m∑
j=1
sij − 1
)
< dn(d− 1).
So, for any integers n, k with 0 ≤ n < k, we obtain
(3.6) 0 ≤ degX1 F (k)i − degX1 F (n)i < dk − dn.
Note that for any integers n, k with 0 ≤ n < k, we have
Y1
(
Φ(k)(w)
)
Y1 (Φ(n)(w))
= w
e(dk−dn)
1 .
Combining (3.6) with degG = e, we can see that for any 2 ≤ j ≤
n(G), the degree of Yj
(
Φ(k)(w)
)
/Yj
(
Φ(n)(w)
)
with respect to w1 is less
than e(dk − dn). Notice that the coordinates of w are multiplicatively
independent. Thus, for any 2 ≤ j ≤ n(G) we have
Y1
(
Φ(k)(w)
)
Y1 (Φ(n)(w))
6= Yj
(
Φ(k)(w)
)
Yj (Φ(n)(w))
.
Hence as before, the equation b1x1+ . . .+bn(G)xn(G) = 0 has less than
(0.5n(G))n(G)(8n(G))4n(G)(n(G)−1)
4(m+1)
solutions with the form(
Y1
(
Φ(n)(w)
)
, . . . , Yn(G)
(
Φ(n)(w)
))
(n = 0, 1, 2, . . .).
Finally, the desired result follows from the one-to-one correspondence
between the above vectors and the integers n ≥ 0. 
Theorem 3.6. Let Φ = (F1, . . . , Fm) with m ≥ 2 be defined by
Fi = X
si
i X
si,i+1
i+1 · · ·Xsimm ,
with
si > 1, sij ≥ 0, j = i+ 1, . . . , m,
or
si ≥ 1, sij ≥ 1 for at least one j = i+ 1, . . . , m,
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i = 1, . . . , m− 1, and
Fm = Xm.
Fix a hypersurface V = Z(G), where
G =
∑
i1,...,im
ai1,...,imX
i1
1 · · ·X imm ∈ C[X1, . . . , Xm]
with only one monomial of the form cXemm , c ∈ C∗, em ≥ 1, such that G
has a monomial divisible by Xj for some 1 ≤ j ≤ m− 1 and zero con-
stant term. Then, for any w ∈ (C∗)m with multiplicatively independent
coordinates, we have
|S
w
(Φ, V )| < (0.5n(G))n(G)(8n(G))4n(G)(n(G)−1)4(m+1).
Proof. As in the proof of Theorem 3.3 and under the assumptions, we
can write
G =
n(G)∑
j=1
bjYj
such that b1 = c, Y1 = X
em
m and Y2 is not a constant.
For the given point w, noticing F
(n)
m (w) = wm for any n ≥ 0, we
need to bound the number of integers n ≥ 0 such that
b1w
em
m +
n(G)∑
j=2
bjYj
(
Φ(n)(w)
)
= 0
We first claim that if n 6= k, then Y2
(
Φ(n)(w)
) 6= Y2
(
Φ(k)(w)
)
.
Indeed, assume that n < k. We note that, by the conditions on si and
sij and the fact that the degree di,n = degF
(n)
i satisfies
di,n = sidi,n−1 + si,i+1di+1,n−1 + · · ·+ si,m−1dm−1,n−1 + sim,
by induction one easily proves that degF
(n)
i < degF
(k)
i for any 1 ≤ i ≤
m (the case si = 1 for all i = 1, . . . , m−1 is also proved in [18, Lemma
1]). Thus, by the multiplicative independence of the coordinates of w,
we deduce that Y2
(
Φ(n)(w)
) 6= Y2
(
Φ(k)(w)
)
.
Hence, similar as before the equation b1x1 + . . .+ bn(G)xn(G) = 0 has
less than
(0.5n(G))n(G)(8n(G))4n(G)(n(G)−1)
4(m+1)
solutions with the form
(
wemm , Y2
(
Φ(n)(w)
)
, . . . , Yn(G)
(
Φ(n)(w)
))
(n = 0, 1, 2, . . .).
Now, the desired result follows as before. 
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Theorem 3.7. Let Φ = (F1, . . . , Fm) be defined by
Fi =
m∏
j=1
X
sij
j , sij ≥ 0
for i = 1, . . . , m and j = 1, . . . , m such that for any 1 ≤ i ≤ m the
degree degFi ≥ 2. Fix a hypersurface V = Z(G), where
G =
∑
i1,...,im
ai1,...,imX
i1
1 · · ·X imm ∈ C[X1, . . . , Xm]
with a non-zero constant term c. Then, for any w ∈ (C∗)m with mul-
tiplicatively independent coordinates, we have
|S
w
(Φ, V )| < (0.5n(G))n(G)(8n(G))4n(G)(n(G)−1)4(m+1).
Proof. As in the proof of Theorem 3.3, we can write
G =
n(G)∑
j=1
bjYj
with b1 = c and Y1 = 1. What we need is to bound the number of
integers n ≥ 0 such that
n(G)∑
j=1
bjYj
(
Φ(n)(w)
)
= 0.
Since degFi ≥ 2 for any 1 ≤ i ≤ m, we know that
degF
(n+1)
i > degF
(n)
i , for any n ≥ 0.
So, in view of the multiplicative independence of the coordinates of w,
for any integers n, k with 0 ≤ n < k, we have
Yj
(
Φ(k)(w)
)
Yj (Φ(n)(w))
6= 1, for any 2 ≤ j ≤ n(G).
Thus as before, the equation b1x1+ . . .+ bn(G)xn(G) = 0 has less than
(0.5n(G))n(G)(8n(G))4n(G)(n(G)−1)
4(m+1)
solutions with the form(
1, Y2
(
Φ(n)(w)
)
, . . . , Yn(G)
(
Φ(n)(w)
))
(n = 0, 1, 2, . . .).
We conclude the proof by noticing the one-to-one correspondence be-
tween the above vectors and the integers n ≥ 0. 
We remark that the assumption on Φ put in Theorem 3.7 is rea-
sonable. For example, let m = 2 and fix such a point w, choose Φ =
(X1, X
2
2 ) andG = X1−w1, then for any n ≥ 0 we have Φ(n)(w) ∈ Z(G).
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4. Comments
It is quite sure that one can get more partial results concerning the
quantitative dynamical Mordell-Lang conjecture by using the methods
presented in Section 3. It is also likely that several upper bounds in
Section 3 can be improved in some special cases.
However, the main method based on Corollary 2.7 requires that for
each w ∈ (C∗)m, all Φ(n)(w), n ≥ 1, are contained in the same finitely
generated group Γ of (C∗)m. Thus, we were able to ensure this property
only for monomial systems.
The only non-monomial example for which one can obtain similar
results as in Theorems 3.3–3.7 is the following: let F = A−1 ◦ Φ ◦ A,
where A is a polynomial automorphism and Φ is any monomial system
defined in the results of Section 3. Then, for any n ≥ 1, we have
F (n) = A−1 ◦ Φ(n) ◦ A.
Thus, for a hypersurface V = Z(G) and a point w ∈ (C∗)m, the point
F (n)(w) ∈ V if and only if Φ(n)(v) ∈ Z (G(A−1)), where v = A(w).
If the coordinates of v are multiplicatively independent, then one can
obtain similar results as in Theorems 3.3–3.7.
It is worth remarking that our methods can also be employed to
study the synchronized intersection of two orbits. Indeed, let F and
H be two polynomial systems from Cm to itself, then one can ask to
bound the size of the subset of integers{
n ≥ 0 : F (n)(w1) = H(n)(w2)
}
,
where w1,w2 are two vectors in C
m. Now, we take Φ = (F ,H) as in
our results (but we see F in variables X1, . . . , Xm and H in variables
Y1, . . . , Ym, so we have 2m variables), and V = Z(G), where G =∑m
i=1(Xi − Yi). Clearly, we have{
n ≥ 0 : F (n)(w1) = H(n)(w2)
} ⊆ S(w1,w2)(Φ, V ),
where S(w1,w2)(Φ, V ) is defined as in (1.1). So, the problem turns out
to bound the size |S(w1,w2)(Φ, V )|, which can be done in many cases by
applying the methods in Section 3.
In Section 3, we consider uniform boundedness of the size of the
intersection Orb
w
(Φ) ∩ V for various cases. One can also consider ob-
taining upper bounds under which there is indeed an integer n such that
Φ(n)(w) ∈ V , or which are greater than any integer n with Φ(n)(w) ∈ V .
For example, in Theorem 3.2, if we further assume that |wj0| > |wj|
and ej0 ≥ ej for any j 6= j0, and define
a = max
j 6=j0
|aj | and the index i such that |weii | = max
j 6=j0
∣∣wejj
∣∣,
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then we can easily get a lower bound of n from the following inequality∣∣∣aj0wej0d
n
j0
∣∣∣ > (m− 1)a
∣∣weidni
∣∣
such that this bound is larger than any integer n with Φ(n)(w) ∈ V .
We also note that if one imposes in Theorem 3.1 that instead of the
multiplicative independence of the coordinates of w ∈ Cm, the absolute
values of these coordinates are multiplicatively independent, then there
exists I0 = (i1, . . . , im) such that X
i1
1 · · ·X imm is a monomial of G and∣∣wI0∣∣ > ∣∣wI∣∣
with I = (j1, . . . , jm) for any other monomial X
j1
1 . . .X
jm
m of G (that
is, for I 6= I0). This also allows us to obtain an explicit bound on the
largest n such that Φ(n)(w) ∈ V .
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