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ON PROXIMAL CONTRACTIONS VIA IMPLICIT RELATIONS
AND BEST PROXIMITY POINTS
PRATIKSHAN MONDAL1, HIRANMOY GARAI2, LAKSHMI KANTA DEY3
Abstract. In this paper, we employ two types of implicit relations to define
some new kind of proximal contractions and study about their best proximity
points. More precisely, we use two class of functions A and A′ to explore
proximal A, A′-contractions of first and second type and strong proximal A,
A′-contractions. We investigate the existence of best proximity point results of
the same. It is worth mentioning that the well-known results of Sadiq Basha
[J. Approx. Theory, 2011] on proximal contractions are the special cases of our
obtained results. We authenticate our results by suitable examples.
Keywords: Best proximity point; proximal contractions; strong proximal
contraction; approximative compactness.
1. Introduction
Best proximity point theory deals with a natural generalization of fixed point
theory by routing the method of computing an optimal approximate solution
to the equation Sx = x, where S : G → H a non-self mapping, G,H being
two disjoint subsets of a metric space (M, d). Since for x ∈ G, we always have
d(x, Sx) ≥ dist(G,H), where dist(G,H) = inf{d(x, y) : x ∈ G, y ∈ H}, it
follows that an element x ∈ G will be approximate optimal solution of Sx = x
if d(x, Sx) = dist(G,H). Such a point ‘x’ is known as best proximity point of
S, and the branch of mathematics dealing with best proximity points is known
as best proximity point theory. There are a numerous number of articles which
analyze several kinds of contractions for the existence of best proximity point(s)
for single-valued as well as multivalued mappings. Interested readers may consult
with the papers [4, 5, 9, 14, 16, 17] for single-valued mappings and [2, 6, 12, 13, 19]
for multivalued mappings.
The study of best proximity point theory by using different contractions had
been enriched in 2011 with a new kind of contraction by Sadiq Basha [3]. In [3],
he came with some new kind of contractions such as proximal contraction of the
first kind, proximal contraction of the second kind, strong proximal contraction
of the first kind.
Definition 1.1. ( [3, p. 3, Definitions 2.2-2.4]). Let (M, d) be a metric space
and G,H two non-empty subsets of M . A mapping S : G→ H is said to be a
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(i) proximal contraction of the first kind if there exists α ∈ [0, 1) satisfying
d(u1, Sx1) = dist(G,H)
d(u2, Sx2) = dist(G,H)
}
=⇒ d(u1, u2) ≤ α d(x1, x2)
for all u1, u2, x1, x2 ∈ G,
(ii) proximal contraction of the second kind if there exists an α ∈ [0, 1) satis-
fying
d(u1, Sx1) = dist(G,H)
d(u2, Sx2) = dist(G,H)
}
=⇒ d(Su1, Su2) ≤ α d(Sx1, Sx2)
for all u1, u2, x1, x2 ∈ G,
(iii) a strong proximal contraction of the first kind if there exists α ∈ [0, 1)
such that for all u1, u2, x1, x2 ∈ G and for all γ ∈ [1, 2)
d(u1, Sx1) ≤ γdist(G,H)
d(u2, Sx2) ≤ γdist(G,H)
}
⇒ d(u1, u2) ≤ α d(x1, x2) + (γ − 1)dist(G,H).
In the above definitions of proximal contractions, we see that the definitions in-
volves the displacement d(x1, x2) only. It is known that for two points x1, x2, the
other displacements are d(Sx1, x1), d(Sx2, x2), d(Sx1, x2) and d(Sx2, x1), and
there are a plenty number of contractions which involves these displacements,
and these contractions play a crucial role in the theory of fixed point and best
proximity point. If we compare Definition 2.1 with some usual well-known con-
tractions, then one can notice that u1, u2 play the roles of Sx1, Sx2 in Definition
2.1. So if someone requires to extend the proximal contractions by using the dis-
placements d(Sx1, x1), d(Sx2, x2), d(Sx1, x2), d(Sx2, x1), then one has to work
with d(u1, x1), (u2, x2), d(u1, x2), d(u2, x1) respectively. So it will be impressive
works if the concepts of proximal contractions can be enlarged by involving the
displacements d(u1, x1), (u2, x2), d(u1, x2), d(u2, x1).
Motivated by this fact, in the current paper, we broaden the proximal con-
tractions by associating all the five displacements d(x1, x2), d(u1, x1), d(u2, x2),
d(u1, x2) and d(u2, x1). To continue this, we introduce proximal A-contractions
which involve d(x1, x2), d(u1, x1) and d(u2, x2); and proximal A′-contractions
which involve d(x1, x2), d(u1, x2) and d(u2, x1). More specifically, we define proxi-
mal A-contractions of first and second type; proximal A′-contractions of first and
second type; strong proximal A-contraction and strong proximal A′-contraction.
After this, we study on adequate sufficient conditions to ensure the existence
of best proximity point(s) of the above-mentioned contractions, and access the
required adequate sufficient conditions which will be presented in next section.
Along with this, we give a number of examples to support the validity of our
proven results.
Throughout this paper, A and A′ will contain all functions f : R3+ → R having
the properties (A1)-(A2) and (A′1)-(A′3) respectively, where
(A1) there exists k ∈ [0, 1) such that if r ≤ f(s, s, r) or r ≤ f(r, s, s), then
r ≤ ks for all r, s ∈ R+;
(A2) there exists α ∈ [0, 1) such that f(r, 0, 0) ≤ αr;
and
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(A′1) there exists k ∈ [0, 1) such that if r ≤ f(s, 0, r + s), then r ≤ ks for all
r, s ∈ R+;
(A′2) if t ≤ t1, then f(r, s, t) ≤ f(r, s, t1) for all r, s, t, t1 ∈ R+;
(A′3) if r ≤ f(r, r, r), then r = 0.
For examples and properties of such collection of mappings, we refer the readers
to [1, 8, 15].
2. Main results and their proofs
Throughout this section, (M, d) will denote a metric space and G, H will
denote two non-empty subsets of M , and G0, H0 will denote the following:
G0 = {x ∈ G : d(x, y) = dist(G,H) for some y ∈ H}
H0 = {y ∈ H : d(x, y) = dist(G,H) for some x ∈ G}.
First, we define proximal A, A′ -contractions of the first kind in the following
way:
Definition 2.1. A mapping S : G→ H is said to be a
(i) proximal A-contraction of the first type if there exists an f ∈ A satisfying
d(u1, Sx1) = dist(G,H)
d(u2, Sx2) = dist(G,H)
}
=⇒ d(u1, u2) ≤ f(d(x1, x2), d(u1, x1), d(u2, x2))
for all u1, u2, x1, x2 ∈ G,
(ii) proximal A′-contraction of the first type if there exists an f ∈ A′ satisfying
d(u1, Sx1) = dist(G,H)
d(u2, Sx2) = dist(G,H)
}
=⇒ d(u1, u2) ≤ f(d(x1, x2), d(u1, x2), d(u2, x1))
for all u1, u2, x1, x2 ∈ G.
Our first two results regarding the existence of best proximity point of the
above two proximal contractions are as follows:
Theorem 2.2. Suppose that (M, d) is complete, G,H are closed and G0 6= ∅. Let
S : G → H be a continuous proximal A-contraction of the first kind such that
S(G0) resides in H0. Then S has a unique best proximity point.
Proof. SinceG0 is non-empty, we choose an element u0 ∈ G. Then Su0 ∈ S(G0) ⊂
H0. Then we find an element u1 ∈ G0 such that d(u1, Su0) = dist(G,H).
Similarly, Su1 ∈ H0 and in the same way we find an element u2 ∈ G0 such that
d(u2, Su1) = dist(G,H).
Continuing this process, we arrive at a sequence {un} of elements of G0 such
that
d(un+1, Sun) = dist(G,H) for all n ∈ N.
Now note that
d(un, Sun−1) = dist(G,H)
and
d(un+1, Sun) = dist(G,H)
for all n ∈ N.
4 P. MONDAL, H. GARAI, L.K. DEY
Since S is a proximal A-contraction of the first type, there exists an f ∈ A
such that
d(un, un+1) ≤ f(d(un−1, un), d(un, un−1), d(un+1, un)).
So there exists a k ∈ [0, 1) such that
d(un, un+1) ≤ kd(un−1, un)
for all n ∈ N which, in fact, implies that
d(un, un+1) ≤ knd(u1, u0).
Now for any m,n ∈ N, we have
d(um+n, un) ≤ d(um+n, um+n−1) + d(um+n−1, um+n−2) + · · ·+ d(un+1, un)
≤ (km+n−1 + km+n−2 + · · ·+ kn)d(u1, u0)
= kn
1− km
1− k d(u1, u0) −→ 0 as m,n→∞.
Therefore, {un} is a Cauchy sequence in G. Being a closed subset of a complete
metric space (M, d), G supply an element u such that un −→ u as n→∞.
Then, by continuity of S, we get Sun → Su as n → ∞ and consequently
d(un+1, Sun)→ d(u, Su).
Now d(un+1, Sun) = dist(G,H) for all n ∈ N, confirms that d(u, Su) = d(G,H)
which shows that u is a best proximity point of S.
Let u∗ ∈ G be such that d(u∗, Su∗) = dist(G,H). Then we have
d(u, u∗) ≤ f((d(u, u∗), d(u, u), d(u∗, u∗)) = f(d(u, u∗), 0, 0)
which implies that
d(u, u∗) ≤ k · 0 = 0.
Hence u = u∗ and the theorem is proved. 
Theorem 2.3. Suppose that (M, d) is complete, G,H are closed and G0 6= ∅. Let
S : G → H be a continuous proximal A′-contraction of the first kind such that
S(G0) resides in H0. Then S has a unique best proximity point in G.
Proof. We consider a sequence {un} of elements of G0, defined as in Theorem 2.2,
such that
d(un+1, Sun) = dist(G,H) for all n ∈ N.
Now note that
d(un, Sun−1) = dist(G,H)
and
d(un+1, Sun) = dist(G,H)
for all n ∈ N.
Since S is a proximal A′-contraction of the first type, there exists an f ∈ A′
such that
d(un, un+1) ≤ f(d(un−1, un), d(un, un), d(un+1, un−1))
≤ f(d(un−1, un), 0, d(un+1, un) + d(un, un−1)).
ON PROXIMAL CONTRACTIONS AND BEST PROXIMITY POINTS 5
So there exists a k ∈ [0, 1) such that
d(un, un+1) ≤ kd(un−1, un)
for all n ∈ N which, in fact, implies that
d(un, un+1) ≤ knd(u1, u0).
Now for any m,n ∈ N, we have
d(um+n, un) ≤ d(um+n, um+n−1) + d(um+n−1, um+n−2) + · · ·+ d(un+1, un)
≤ (km+n−1 + km+n−2 + · · ·+ kn)d(u1, u0)
= kn
1− km
1− k d(u1, u0) −→ 0 as m,n→∞.
Therefore {un} is a Cauchy sequence in G an since G is a closed subset of the
complete metric space (M, d), un −→ u as n→∞ for some u ∈ G.
Applying continuity of S, we find that Sun → Su as n → ∞ and therefore
d(un+1, Sun)→ d(u, Su).
As d(un+1, Sun) = dist(G,H) for all n ∈ N, we have d(u, Su) = dist(G,H) i.e.,
u is a best proximity point of S.
Let u∗ ∈ G be such that d(u∗, Su∗) = dist(G,H). Since S is a proximal
A′-contraction of the first type, we have
d(u, u∗) ≤ f(d(u, u∗), d(u∗, u), d(u, u∗)
which implies that
d(u, u∗) = 0.
Hence u = u∗ and the proof is complete. 
Next, we give the following supporting examples:
Example 2.4. We take M = R, d as the usual metric and choose G = [2,∞),
H = (−∞,−1]. Also we take f ∈ A defined by f(r, s, t) = 3
4
max{r, s, t} and
define S : G→ H by Sx = 2−3x
4
for all x ∈ G.
Let u1, u2, x1, x2 ∈ G be such that d(u1, Sx1) = dist(G,H) and d(u2, Sx2) =
dist(G,H). Then
4u1 + 3x1 = 14 and 4u2 + 3x2 = 14.
Now,
d(u1, u2) = |u1 − u2|
=
∣∣∣∣14− 3x14 −
14− 3x2
4
∣∣∣∣
=
3
4
|x1 − x2| = 3
4
d(x1, x2),
which yields that
d(u1, u2) ≤ 3
4
f(d(x1, x2), d(u1, x1), d(u2, x2)).
Therefore, S is a proximal A-contraction of first type. So by Theorem 2.2, S has
a unique best proximity point, viz., u = 2.
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Example 2.5. We choose M = R, d as the usual metric; G = [6, 7], H = [2, 3];
f(r, s, t) = 49
50
max{s, t} and define S : G → H be defined by Sx = 9 − x for all
x ∈ G.
Let u1, u2, x1, x2 ∈ G be such that d(u1, Sx1) = dist(G,H) and d(u2, Sx2) =
dist(G,H).
Then
u1 + x1 = 12 and u2 + x2 = 12.
Without loss of generality, let us suppose that x1 ≥ x2. Then
d(u1, u2) = |u1 − u2|
= |12− x1 − 12 + x2|
= x1 − x2.
Also,
d(u1, x1) = 12− 2x1 and d(u2, x2) = 12− 2x2.
Now,
f(d(x1, x2), d(u1, x1), d(u2, x2))
=
49
50
max{x1 − x2, 2x1 − 12, 2x2 − 12}
=
49
50
(2x1 − 12)
[
∵ x1 ≥ x2, so, 2x1 − 12 ≥ 2x2 − 12
]
.
Therefore,
d(u1, u2) ≤ f(d(x1, x2), d(u1, x1), d(u2, x2))
which shows that S is a proximal A-contraction of first type. So by Theorem 2.2,
S possesses a unique best proximity point, viz., u = 6.
Example 2.6. We choose (M, d) as the usual metric space (R, d) and G = [3, 5],
H = [0, 1]. We take f ∈ A′ as f(r, s, t) = 1
3
(s + t) and consider the mapping
S : G→ H defined by
Sx =
{
1 if x ∈ [3, 4];
5− x if x ∈ [4, 5].
Let u1, u2, x1, x2 ∈ G be such that d(u1, Sx1) = dist(G,H) = d(u2, Sx2).
We now consider the following cases:
Case 1: Let x1, x2 ∈ [3, 4]. Then
|u1 − 1| = 2 =⇒ u1 = 3.
Similarly, u2 = 3.
So, it is obvious that
d(u1, u2) ≤ f
(
d(x1, x2), d(u1, x2), d(u2, x1)
)
.
Case 2: Let x1, x2 ∈ [4, 5]. Then
|u1 − (5− x1)| = 2
=⇒ |u1 + x1 − 5| = 2
=⇒ u1 + x1 = 7.
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Similarly, u2 + x2 = 7.
Therefore, d(u1, u2) = |u1 − u2| = |x1 − x2|. Without loss of generality, we
assume that x1 ≥ x2.
Again,
d(u1, x2) = |u1 − x2|
= |7− x1 − x2|
= x1 + x2 − 7.
Similarly, d(u2, x1) = x1 + x2 − 7.
Therefore,
3d(u1, u2)− {d(u1, x2) + d(u2, x1)}
= 3(x1 − x2)− {x1 + x2 − 7 + x1 + x2 − 7}
= 3x1 − 3x2 − 2x1 − 2x2 + 14
= x1 − 5x2 + 14
≤ 5− 20 + 14 = −1 < 0
which gives
d(u1, u2) ≤ 1
3
{d(u1, x2) + d(u2, x1)}
that is
d(u1, u2) ≤ f
(
d(x1, x2), d(u1, x2), d(u2, x1)
)
.
Case 3: Let x1 ∈ [3, 4] and x2 ∈ [4, 5]. Then as in the above cases, we have
u1 = 3 and u2 + x2 = 7.
Therefore,
d(u1, u2) = |u1 − u2|
= |3− u2| = u2 − 3
= 4− x2.
Now,
d(u1, x2) + d(u2, x1) = |3− x2|+ |u2 − x1|
= x2 − 3 + x1 + x2 − 7
= x1 + 2x2 − 10.
Therefore, as in case-2, it can be shown that
d(u1, u2) ≤ f
(
d(x1, x2), d(u1, x2), d(u2, x1)
)
.
Hence combining all the cases, we see that S is a proximal A′-contraction of first
type. Hence Theorem 2.3 ensures that S admits a unique best proximity point.
Note that the best proximity point is 3.
Next, we give the definitions of proximal A, A′- contractions of the second
type.
Definition 2.7. A mapping S : G→ H is said to be a
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(i) proximal A-contraction of the second type if there exists an f ∈ A satis-
fying
d(u1, Sx1) = dist(G,H)
d(u2, Sx2) = dist(G,H)
}
=⇒ d(Su1, Su2) ≤ f(d(Sx1, Sx2), d(Su1, Sx1), d(Su2, Sx2))
for all u1, u2, x1, x2 ∈ G,
(ii) proximal A′-contraction of the second type if there exists an f ∈ A′
satisfying
d(u1, Sx1) = dist(G,H)
d(u2, Sx2) = dist(G,H)
}
=⇒ d(Su1, Su2) ≤ f(d(Sx1, Sx2), d(Su1, Sx2), d(Su2, Sx1))
for all u1, u2, x1, x2 ∈ G.
Our upcoming two results deal with the existence of best proximity point of
the aforementioned contractions. Before presenting these results, we first recall
the following definition:
Definition 2.8. ( [3, p. 3, Definition 2.1]). G is said to be approximatively
compact with respect to H if every sequence {xn} in G with d(y, xn) → d(y,G)
for some y in H , has a convergent subsequence.
Theorem 2.9. Suppose that (M, d) is complete, G,H are closed, G is approxi-
mately compact with respect to H and G0 6= ∅. Let S : G → H be a continuous
proximal A-contraction of the second type such that S(G0) resides in H0. Then
S has a best proximity point in G. Moreover, if S is injective, then the best
proximity point is unique.
Proof. Since G0 is non-empty, we choose an element v0 ∈ G. Then Sv0 ∈ S(G0) ⊂
H0. Then there is an element v1 ∈ G0 such that d(v1, Sv0) = dist(G,H).
Similarly, Sv1 ∈ H0 and in the same way we find an element v2 ∈ G0 such that
d(v2, Sv1) = dist(G,H).
Therefore, continuing this process we arrive at a sequence {vn} of elements of
G0 such that
d(vn+1, Svn) = dist(G,H) for all n ∈ N.
Now note that
d(vn, Svn−1) = dist(G,H)
and
d(vn+1, Svn) = dist(G,H)
for all n ∈ N.
Since S is a proximal A-contraction of the second type, there exists an f ∈ A
such that
d(Svn, Svn+1) ≤ f(d(Svn−1, Svn), d(Svn, Svn−1), d(Svn+1, Svn)).
So there exists a k ∈ [0, 1) such that
d(Svn, Svn+1) ≤ kd(Svn−1, Svn)
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for all n ∈ N which, in fact, implies that
d(Svn, Svn+1) ≤ knd(Sv1, Sv0).
Now for any m,n ∈ N, we have
d(Svm+n, Svn) ≤ d(Svm+n, Svm+n−1) + d(Svm+n−1, Svm+n−2) + · · ·+ d(Svn+1, Svn)
≤ (km+n−1 + km+n−2 + · · ·+ kn)d(Sv1, Sv0)
= kn
1− km
1− k d(Sv1, Sv0) −→ 0 as m,n→∞.
This shows that {Svn} is a Cauchy sequence in H . Now closedness of H in the
complete metric space (M, d) ensures the existence of an element v ∈ H such
that Svn −→ v as n→∞.
Now,
dist(v,G) ≤ d(v, vn)
≤ d(v, Svn−1) + d(Svn−1, vn)
= d(v, Svn−1) + dist(G,H)
≤ d(v, Svn−1) + dist(v,G)
which implies that d(v, vn)→ dist(v,G) as n→∞.
Since G is proximally compact with respect to H , {vn} has a convergent sub-
sequence {vnk} in G. Let vnk → u for some u ∈ G.
Then
d(u, v) = lim
k→∞
d(vnk , Svnk−1) = dist(G,H).
Therefore, u ∈ G0.
Since S is continuous, Svnk → Su as k → ∞. Again we have, Svnk → v as
k →∞. Hence v = Su.
Thus, d(u, Su) = dist(G,H).
Finally, let S be injective. Let u∗ be another element inG such that d(u∗, Su∗) =
dist(G,H). Then,
d(Su, Su∗) ≤ f(d(Su, Su∗), d(Su, Su), d(Su∗, Su∗)) = f(d(Su, Su∗), 0, 0)
which implies that
d(Su, Su∗) ≤ k · 0 = 0.
Hence Su = Su∗. Since S is injective, we have u = u∗ and the proof is complete.

Theorem 2.10. Suppose that (M, d) is complete, G,H are closed, G is approx-
imately compact with respect to H and G0 6= ∅. Let S : G → H be a continuous
proximal A′-contraction of the second type such that S(G0) resides in H0. Then
S has a best proximity point in G. Moreover, if S is injective, then the best
proximity point is unique.
Proof. Proceeding as in Theorem 2.9, we can construct a sequence {vn} of ele-
ments of G0 such that
d(vn+1, Svn) = dist(G,H) for all n ∈ N.
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Now note that
d(vn, Svn−1) = dist(G,H)
and
d(vn+1, Svn) = dist(G,H)
for all n ∈ N.
Since S is a proximal A′-contraction of the second type, there exists an f ∈ A′
such that
d(Svn, Svn+1) ≤ f(d(Svn−1, Svn), d(Svn, Svn), d(Svn+1, Svn−1))
≤ f(d(Svn−1, Svn), 0, d(Svn+1, Svn) + d(Svn, Svn−1)).
So there exists a k ∈ [0, 1) such that
d(Svn, Svn+1) ≤ kd(Svn−1, Svn)
for all n ∈ N. Repeated use of the above, we get
d(Svn, Svn+1) ≤ knd(Sv1, Sv0).
Now for any m,n ∈ N, we have
d(Svm+n, Svn) ≤ d(Svm+n, Svm+n−1) + d(Svm+n−1, Svm+n−2) + · · ·+ d(Svn+1, Svn)
≤ (km+n−1 + km+n−2 + · · ·+ kn)d(Sv1, Sv0)
= kn
1− km
1− k d(Sv1, Sv0) −→ 0 as m,n→∞.
Therefore {Svn} is a Cauchy sequence in H . Since H is a closed subset of the
complete metric space (M, d), we get an element v ∈ H such that Svn −→ v as
n→∞.
Now,
dist(v,G) ≤ d(v, vn)
≤ d(v, Svn−1) + d(Svn−1, vn)
= d(v, Svn−1) + dist(G,H)
≤ d(v, Svn−1) + dist(v,G)
which implies that d(v, vn)→ dist(v,G) as n→∞.
Since G is proximally compact with respect to H , {vn} has a convergent sub-
sequence {vnk} in G. Let vnk → u for some u ∈ G.
Now
d(u, v) = lim
k→∞
d(vnk , Svnk−1) = dist(G,H).
This implies that u ∈ G0.
Applying continuity of S, we get Svnk → Su as k → ∞. Again we have,
Svnk → v as k →∞. Hence v = Su.
Thus, d(u, Su) = dist(G,H).
We now take S to be injective. Let u∗ be another element in G such that
d(u∗, Su∗) = dist(G,H). Then,
d(Su, Su∗) ≤ f(d(Su, Su∗), d(Su, Su∗), d(Su∗, Su))
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which implies that
d(Su, Su∗) = 0.
Hence Su = Su∗. Since S is injective, we have u = u∗ and the proof is complete.

Remark 2.11. In the above two theorems, to ensure the uniqueness of best prox-
imity point, injectiveness of S is not necessary, which follows from the following
examples.
Example 2.12. We take (M, d) = (R2, d) where d
(
(x1, y1), (x2, y2)
)
= |x1−x2|+
|y1 − y2| for all (x1, y1), (x2, y2) ∈ R2; G = {(x, y) ∈ R2 : 4 ≤ x ≤ 5, 0 ≤ y ≤ 1},
H = {(x, y) ∈ R2 : 0 ≤ x ≤ 1, 0 ≤ y ≤ 1}; f(r, s, t) = 1
2
r + 1
5
(s + t), and define
S : G→ H by
S(x, y) =
(
1,
y
2
)
for all (x, y) ∈ R2.
Let u1 = (u
′
1, u
′′
1), u2 = (u
′
2, u
′′
2), x1 = (x
′
1, x
′′
1), x2 = (x
′
2, x
′′
2) ∈ G be such that
d(u1, Sx1) = dist(G,H) = 3 and d(u2, Sx2) = dist(G,H) = 3.
Then, Sx1 =
(
1,
x′′
1
2
)
and Sx2 =
(
1,
x′′
2
2
)
. Now,
d(u1, Sx1) = 3
=⇒ d
(
(u′1, u
′′
1),
(
1,
x′′1
2
))
= 3
=⇒ |u′1 − 1|+
∣∣∣∣u′′1 − x
′′
1
2
∣∣∣∣ = 3
=⇒ u′1 − 1 +
∣∣∣∣u′′1 − x
′′
1
2
∣∣∣∣ = 3
=⇒ u′1 +
∣∣∣∣u′′1 − x
′′
1
2
∣∣∣∣ = 4
which implies that u′1 = 4 and u
′′
1 =
x′′
1
2
. Similarly, d(u2, Sx2) = 3 gives u
′
2 = 4
and u′′2 =
x′′
2
2
.
Therefore,
d(Su1, Su2) = d
((
1,
u′′1
2
)
,
(
1,
u′′2)
2
))
=
∣∣∣∣u
′′
1
2
− u
′′
2
2
∣∣∣∣
=
∣∣∣∣x
′′
1
4
− x
′′
2
4
∣∣∣∣ = 14 |x′′1 − x′′2|.
Also,
d(Sx1, Sx2) = d
((
1,
x′′1
2
)
,
(
1,
x′′2)
2
))
=
1
2
|x′′1 − x′′2|.
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Now,
d(Su1, Su2)− f(d(Sx1, Sx2), d(Su1, Sx1), d(Su2, Sx2))
= d(Su1, Su2)−
{
1
2
d(Sx1, Sx2) +
1
5
(
d(Su1, Sx1) + d(Su2, Sx2)
)}
=
1
4
|x′′1 − x′′2| −
1
4
|x′′1 − x′′2| −
1
5
(
d(Su1, Sx1) + d(Su2, Sx2)
)
≤ 0
which yields that
d(Su1, Su2) ≤ f(d(Sx1, Sx2), d(Su1, Sx1), d(Su2, Sx2))
which, in turn, implies that S is a proximal A-contraction of the second type. It
is easy to check that (4, 0) is the unique best proximity point of S and S is not
injective.
Example 2.13. In this example, we take the metric space (M, d) as above and
choose
G =
{
(x, y) ∈ R2 : x = 2, 0 ≤ y ≤ 3
}⋃{
(x, y) ∈ R2 : 0 ≤ x ≤ 2, y = 2
}
and
H =
{
(x, y) ∈ R2 : 0 ≤ x ≤ 1, 0 ≤ y ≤ 1
}
.
Then dist(G,H) = 1. We define S : G→ H by
S(x, y) =
(x
2
, 0
)
for all (x, y) ∈ R2. Also we choose f ∈ A′ which is defined by f(r, s, t) = 1
4
(s+ t).
Let u1, u2, x1, x2 ∈ G be such that d(u1, Sx1) = dist(G,H) = d(u2, Sx2). Then
we have
d
(
(u′1, u
′′
1),
(
x′1
2
, 0
))
= 1
=⇒
∣∣∣∣u′1 − x
′
1
2
∣∣∣∣+ |u′′1| = 1
which implies that u′′1 ≤ 1 and u′1 = 2.
Similarly, we get u′′2 ≤ 1 and u′2 = 2.
Now,
d(Su1, Su2) = d
((
u′1
2
, 0
)
,
(
u′2
2
, 0
))
=
∣∣∣∣u
′
1
2
− u
′
2
2
∣∣∣∣ = 0.
Therefore,
d(Su1, Su2) ≤ f(d(Sx1, Sx2), d(Sx1, u2), d(Sx2, u1))
whence S is a proximal A′-contraction of second type.
One can easily verify that (4, 0) is the unique best proximity point of S and S
is not injective.
Remark 2.14. In Theorem 2.9 and Theorem 2.10, the injectiveness of S can’t
be dropped, which follows from the following example.
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Example 2.15. Let us take M = R, d as the usual metric and G =
[−1,−1
2
] ∪[
1
2
,−1], H = {0}. We define S : G→ H by Sx = 0 for all x ∈ G. Then one can
check that S is proximal A, A′-contractions of the second type and S has two
best proximity points. It may be noted that S is not an injection.
Next, we come up with the notions of strong proximal contractions, and present
two results exhibiting the sufficient conditions in order to get best proximity
points of strong proximal contractions.
Definition 2.16. A mapping S : G→ H is said to be
(i) a strong proximal A-contraction if there exists an f ∈ A such that for all
u1, u2, x1, x2 ∈ G and for all γ ∈ [1, 2)
d(u1, Sx1) ≤ γdist(G,H)
d(u2, Sx2) ≤ γdist(G,H)
}
=⇒ d(u1, u2) ≤ f(d(x1, x2), d(u1, x1), d(u2, x2)) + (γ − 1)dist(G,H),
(ii) a strong proximal A′-contraction if there exists an f ∈ A′ such that for
all u1, u2, x1, x2 ∈ G and for all γ ∈ [1, 2)
d(u1, Sx1) ≤ γdist(G,H)
d(u2, Sx2) ≤ γdist(G,H)
}
=⇒ d(u1, u2) ≤ f(d(x1, x2), d(u1, x2), d(u2, x1)) + (γ − 1)dist(G,H).
Theorem 2.17. Suppose that (M, d) is complete, G,H are closed and dist(G,H) >
0. Let S : G→ H be a continuous strong proximal A-contraction such that there
exists a sequence {xn} in G with d(xn, Sxn) → dist(G,H) as n → ∞. Then S
has a unique best proximity point and {xn} has a subsequence converging to that
best proximity point.
Proof. For each p ∈ N, we define
Fp =
{
x ∈ G : d(x, Sx) ≤
(
1 +
1
p
)
dist(G,H)
}
.
Since d(xn, Sxn)→ dist(G,H), there exists an np ∈ N such that
d(xnp, Sxnp) ≤
(
1 +
1
p
)
dist(G,H)
which implies that Fp is non-empty for each p ∈ N. Since S is continuous, each
Fp is closed. It is also evident that Fp+1 ⊂ Fp for each p ∈ N.
If x and x∗ are two elements of Fp, then we have
d(x, Sx) ≤
(
1 +
1
p
)
dist(G,H)
and
d(x∗, Sx∗) ≤
(
1 +
1
p
)
dist(G,H).
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Since S is a strong proximal A-contraction, there exists f ∈ A such that
d(x, x∗) ≤ f(d(x, x∗), d(x, x), d(x∗, x∗)) + 1
p
dist(G,H)
= f(d(x, x∗), 0, 0) +
1
p
dist(G,H)
≤ αd(x, x∗) + 1
p
dist(G,H) for some α ∈ [0, 1).
Therefore, we get
d(x, x∗) ≤ 1
(1− α)pdist(G,H).
Hence diam(Ap)→ 0 as p→∞. Therefore by Cantor’s intersection theorem, we
have ⋂
p
Fp = {u}
for some u ∈ G.
From this we see that,
dist(G,H) ≤ d(u, Su) ≤
(
1 +
1
p
)
dist(G,H)
for each p. Hence we have
d(u, Su) = dist(G,H).
For the last part, it is to be noted that
d(xnp , u) ≤
1
(1− α)pdist(G,H).
Hence the subsequence {xnp} converges to u and the theorem follows. 
Remark 2.18. The conclusions of the above theorem also hold if S is a strong
proximal A′-contraction instead of strong proximal A-contraction. The proof
being similar to above theorem, we omit it.
We conclude this paper by presenting an example in support of Theorem 2.17
followed by a couple of remarks.
Example 2.19. Let us take (M, d) = (R, d), d being the usual metric; G = [0, 1]
and H = [5, 6] and take f ∈ A, where f(r, s, t) = 1
4
(r + s + t). We define
S : G→ H by Sx = 6− x for all x ∈ G.
Let u1, u2, x1, x2 ∈ G be such that d(u1, Sx1) ≤ γdist(G,H) and d(u2, Sx2) ≤
γdist(G,H) for all γ ∈ [1, 2]. Then
|u1 − Sx1| ≤ 4γ
=⇒ |u1 − 6 + x1| ≤ 4γ
=⇒ 6− u1 − x1 ≤ 4γ
=⇒ u1 ≥ 6− 4γ − x1.
Similarly,
u2 ≥ 6− 4γ − x2.
ON PROXIMAL CONTRACTIONS AND BEST PROXIMITY POINTS 15
Without loss of generality, we assume that u1 ≥ u2. Therefore,
d(u1, u2) = |u1 − u2|
= u1 − u2
≤ u1 − (6− 4γ − x2)
= u1 − 6 + 4γ + x2
≤ 1 + 1− 6 + 4γ
= 4(γ − 1) = (γ − 1)d(A,B).
So, we get
d(u1, u2) ≤ f(d(x1, x2), d(u1, x1), d(u2, x2)) + (γ − 1)dist(G,H)
for any f ∈ A which implies that S is a strong proximal A-contraction. Conse-
quently by Theorem 2.17, S has a unique best proximity point. Also, the unique
best proximity point is 1.
Remark 2.20. The best proximity point results of different kind proximal con-
tractions due to Sadiq Basha [3] can be obtained from our results by choosing
f(r, s, t) = αr, where α ∈ [0, 1).
Remark 2.21. By selecting different f in Theorem 2.2, Theorem 2.9 and Theo-
rem 2.17, we can obtain the best proximity point results of the proximal versions of
the contractions of Kannan [10]
(
f(r, s, t) = α(s+t), where 0 ≤ α < 1
2
)
, Reich [18](
f(r, s, t) = α1r+α2s+α3t, where 0 ≤ α1, α2, α3 < 1;α1+α2+α3 < 1
)
, Bianchini
[7]
(
f(r, s, t) = αmax{s, t}, where 0 ≤ α < 1) and Khan [11] (f(r, s, t) = α√st,
where 0 ≤ α < 1).
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