The evolution of reproductive isolation by flowering time displacement between two cytotypes that produce inviable hybrids was studied by computer simulations in an isolation-by-distance model. Flowering time distribution was stabilized by mass-action, both by the mating procedure and by pollen-limited seed-production in early or late flowering plants. Coexistence had to last long enough for flowering time divergence to evolve. This could only be achieved in a mosaic of local patches or parapatry. The model showed that flowering time displacement occurred despite the stabilizing effect of mass-action and the restricted width of the interaction zone. Initially an inverse dine for flowering time was formed but after 200 generations this dine had become monotonic. In contrast to the possible swamping effect by gene flow from outside the zone, there was a spread of genes into the allopatric ranges.
Introduction
In the grassland perennial Plantago media both diploid and tetraploid cytotypes occur. Almost all triploid hybrids between the cytotypes are inviable because of endosperm collapse (van Dijk & van Delden, 1990) . In an area in the Pyrenees where diploids and tetraploids are sympatric, the cytotypes are almost completely separated in flowering time (van Dijk, 1991; van Dijk ci' al., 1992) . This may explain the local coexistence of cytotypes because otherwise frequency-dependent production of inviable hybrids would lead to exclusion of the minority cytotype (Levin, 1975) . How could such flowering time differences evolve? Because P. media is wind-pollinated, flowering time differences cannot be explained by competition for insect pollinators as has been suggested by Levin & Anderson (1970) . Because P. media is strictly outcrossing due to self-incompatibility, the hybridization handicap might be severe and differences in flowering time might have evolved due to reproductive interactions between cyto-*Correspondence: Department of Plant Population Biology, Netherlands Institute for Ecological Research, P0 Box 40, NL-6666 ZG, Heteren, The Netherlands.
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types. In a sympatric cytotype population, seed-set was negatively correlated with flowering date in diploids but positively correlated in tetraploids (van Dijk et at., 1994) . This suggests selection for earlier flowering in diploids and for later flowering in tetraploids. Low seed-set was primarily due to seed abortion and endosperm collapse, suggesting that seed-set was reduced by cytotype hybridization.
A major problem in evolutionary studies is that the events often occur on a time scale beyond the observation period of the investigator. Theoretical models may then be the only possibility to gain insight into such evolutionary processes. In this article we investigate by computer simulation models whether flowering time differences could evolve as a consequence of reproductive interactions between cytotypes.
The view that natural selection may strengthen reproductive isolation between incipient species has been popularized principally by Dobzhansky (1951) . In Dobzhansky's words: 'if, for example, the hybrids between species A and B are partly sterile, it is advantageous for these species to modify their breeding seasons in such a way that as few such hybrids be produced as possible'. This evolutionary process has been described in the literature as reinforcement of reproductive isolation (reinforcement for short) (Blair, 1955) or reproductive character displacement (Levin, 1970) .
Since the concept originally dates back to Wallace, Grant (1966) has suggested the use of the term Wallace effect for it. Experiments, mainly with Drosophila species, have shown that pre-zygotic isolation can indeed be strengthened by selection against hybridization (e.g. Koopman, 1950) . In plants, Paterniani (1969) achieved complete flowering time separation between two corn varieties within five generations by selecting against hybrids. However, in these experiments no initial gene flow was allowed between the incipient species. Later theoretical studies have shown that strengthening of pre-zygotic isolation is unlikely if hybrids can backcross with the incipient species (e.g. Caisse & Antonovics, 1978; Felsenstein, 1981; Butlin, 1987; Sanderson, 1989) . Gene flow and recombination cause the breakdown of the associations between the genes for assortative mating and the genes that determine hybrid unfitness. Therefore, Butlin (1987 Butlin ( , 1989 has suggested a distinction between reinforcement of reproductive isolation, in which intial gene flow was possible, and reproductive character displacement, in which gene flow was blocked intially by post-zygotic barriers.
After reviewing cases of proposed reinforcement in nature, Butlin (1987 Butlin ( , 1989 concluded that, in agreement with theoretical considerations, well substantiated examples of reinforcement are lacking.
Although reproductive character displacement is not hindered by recombination between the incipient species, two main theoretical problems exist. Firstly, hybrid inviability or sterility itself causes instability of sympatric populations (e.g. Crosby, 1970; Levin, 1975; Spencer et al., 1986) . As hybrid production is frequency-dependent, the minority type will be rapidly eliminated, possibly before any significant character displacement has evolved. In experiments such as those of Koopman (1950) and Paterniani (1969) the ratios of the types were kept artificially constant. Two abutting parapatric cytotype populations will form a stable situation because across the border each cytotype experiences a minority disadvantage (Crosby, 1970; Butlin, 1987) . However, in this case the interaction will be restricted to a narrow contact zone. Character displacement may therefore also be restricted to the contact zone or possibly even here it may be swamped by the influx of genes from the allopatric areas (Barton & Hewitt, 1985; Sanderson, 1989) .
A second major problem in the evolution of flowering time displacement is that flowering time itself is likely to be under stabilizing selection and this will operate against displacement. Moore (1979 Moore ( , 1982 has argued that the less frequent genotypes are less likely to find mates in the population. For example, in plants seed-set may be limited early and late in the flowering season due to low pollen density. In so-called 'massaction' models, polymorphism at assortative mating loci is lost (Moore, 1979) , owing to frequency-dependent mating probabilities. In contrast, in so-called 'constant fraction' models a fraction of the population mates assortatively whereas the rest mates at random (Caisse & Antonovics, 1978; Felsenstein, 1981) . In these constant fraction models, there is no disadvantage for the minority mating type. Moore (1979) therefore considered these models as less realistic.
Flowering time is a special kind of mate recognition system because it affects both male and female components (Butlin, 1989) . Both single and multilocus models have been used for theoretical studies of flowering time evolution. Caisse & Antonovics (1978) used a single locus constant fraction model whereas Moore (1982) used a single locus mass-action model for flowering time. These were general models without a population structure. Multilocus flowering time simulation models have been used by Crosby (1970) and Stam (1982) , taking both flowering onset and duration into account. These models also included restricted gene flow and population structure. However, although they were not constant-fraction models, neither incorporated mass-action on flowering time.
Of these four studies only in those of Caisse & Antonovics (1978) and Crosby (1970) was selection for reproductive isolation by flowering time studied. Allowing initial gene flow, these models can be classified as reinforcement models. Moore (1982) was interested in the colonization of early flowering plants along a selection gradient whereas Stam (1982) studied how the environment could trigger flowering time differentiation. Caisse & Antonovics (1978) showed that the conditions for the evolution of flowering time isolation along a selective dine were quite restrictive. Crosby's simulations suggested that reinforcement by flowering time could occur, although this was a very slow and weak process. As Crosby only completed a single simulation run, it is not clear to what extent his model was affected by stochastic events. Crosby's simulation results are considered to exemplify that reinforcement may be possible (Butlin, 1987 (Butlin, , 1989 . However, when we used similar mating schemes to those of Crosby and Stam, the flowering time distributions had the tendency to segregate by themselves, in the absence of interactions with other cytotypes or with the environment. The inherent instability of the flowering time distributions may have affected the flowering time divergence in their models.
We are not aware of the existence of multilocus models of flowering time displacement incorporating mass-action. Here we describe stochastic multilocus models of flowering time in populations with restricted pollen and seed flow, both with and without massaction. Before investigating interactions between cyto-types, the stability of flowering time distributions in the absence of cytotype interactions was studied.
The model
We used a stochastic isolation-by-distance model, similar to those of Rohlf & Scimell (1971) , Turner et al. (1982) and Sokal & Wartenberg (1983) . A simplified flow diagram is given in Fig. 1 Unless otherwise indicated the initial frequencies of A and B were equal (0.50). Two different spatial starting patterns were used for the two-cytotype runs: parapatric and sympatric. In the sympatric starting pattern, cytotypes were randomly distributed over a lattice of 60 X 50. All sites were occupied; the total density therefore was constant. In the sympatric case the lattice was constructed as a complete torus, therefore there were no edge effects. The parapatric model consisted of two adjacent 50 x 30 lattices of different cytotype (see Fig. 8 ). In the parapatric model the upper and lower edges were connected by a torus construction. However, the left and right edges were not connected as this would have created two contact zones, which would have hindered the analysis of the processes. Plants near the left and right edges had fewer neighbours and received less pollen. In pollen limited simulations these plants produced less seeds than plants further away from these edges.
Each generation there were four stochastic events:
(i) the sampling of a female parent (weighted by its seed production); (ii) the sampling of a male parent; (iii) the sampling of a female gamete and (iv) the sampling of a male gamete. These samplings were carried out by use of the pseudo-random number generator of Turbo Individual flowering onset was determined by 14 additive, unlinked loci each with two alleles (0,1).
Three loci had a major effect on flowering onset (major genes: 4 flowering time units delay per 1-allele), four loci had a intermediate effect (medium genes: 2 units delay per 1-allele) while the remaining 7 loci had a minor effect (minor genes: 1 unit delay per 1-allele).
Consequently flowering onset could vary between 'day' 0 to 'day' 54 ( 2 X (3 X 4 + 4)< 2 + 7 X 1)). Although initial differences in flowering onset could be generated by stochastic variation, flowering onset in all plants of cytotype A was delayed 1 'day', to increase the rate of divergence. Initially alleles were sampled randomly from an allele frequency distribution of 0.50. Loci were stored as bits and manipulated by the methods described in Fraser & Burnell (1970) . Flowering duration was the same for all individuals but could be varied between runs (8, 16 or 32 'days'). Unless otherwise indicated flowering duration of all individuals was 16 'days'.
Both pollen and seed flow were restricted to neighbourhoods, within which mating was random with respect to distance. The neighbourhoods consisted of a sub-lattice centred on the individual to be pollinated or replaced, respectively. Individual seed production was a function of flowering synchrony within the pollen neighbourhood. In contrast to the models of Crosby (1970) and Stam (1982) , seed production was not (necessarily) equal for all plants. Therefore the mating procedure was run first to determine seed production per plant and second to choose a male partner of a female parent. The probability that offspring of a certain plant gained a regeneration site was equal to its proportion of the total seed load at that site.
For all plants the individual flowering period was calculated from its flowering onset genotype and the general flowering duration, which was the same for each plant in a simulation run. For each plant the flowering time overlap with every potential mate in the neighbourhood was computed. The overlap determined the number of pollen grains donated by that mate (maximum 64 pollen grains with exactly synchronous flowering). Pollen thus was uniformly distnbuted through the plant's neighbourhood and uniformly throughout the plant's flowering period. A separate fertilizing pool of A and of B pollen was determined. When the total pollen load within a pollen neighbourhood was larger than the number of ovules to be fertilized on the central individual, seed production was set equal to the proportion of con-cytotypic pollen times the ovule number. Otherwise seed production was equal to the con-cytotypic pollen load. The number of ovules per plant could be varied between runs (Table 1) . Increasing the numbers of ovules per plant caused a mass-effect because seed-set became pollen-limited in early and late flowering plants. Neigh- bourhood sizes of the different runs are given in Table  2 . These sizes were chosen because of the gene flow distances measured in Plantago lanceolata (Bos et at., 1986) and the densities of flowering Plantago media in sympatric cytotype populations in the Pyrenees (Van Dijk etal., 1994) .
Initially a number of runs were done with a single cytotype on a 50 x 30 lattice (complete torus) to analyse the evolution of flowering time in the absence of cytotypic interactions. In these single cytotype runs, two methods of choosing a partner were tested: (i) random mate choice weighted by its flowering time overlap with the seed parent (overlap weighted sampling), and (ii) randomly choosing a mate at a random moment during flowering of the seed parent (random moment sampling), comparable to the method of Stam (1982 6 In the parapatric model these data were recorded within 10 clinal blocks of 10 >< 30 lattice points (see Fig. 8 ).
Results and discussion
Flowering time evolution in single cyto type populations
We first simulated flowering time evolution in a single cytotype population of 1500 plants to see how the flowering time distribution developed in the absence of cytotype interactions. The inset of Fig. 2 shows the flowering onset distribution that was initially generated.
This distribution approximates to a normal distribution.
The strength of mass-action could be manipulated by changing the ovule/pollen ratios (0/P ratios). In CD pollen grains than ovules. Within the pollen neighbourhood mating is random with respect to distance and is only determined by the flowering times. As there are 120 potential partners in the pollen neighbourhood, even single flowering plants will be likely to receive enough pollen for the fertilization of all their ovules.
For 0/P= 0.01, then, there is pollen saturation and seed-set is pollen-unlimited (Fig. 2) . For 0/P= 0.40, each plant produces 2.5 times as much pollen as ovules. In this case, even the modal classes of flowering onset, on average, do not receive enough pollen grains for full seed-set. Seed-set in early and late flowering plants is strongly pollen-limited. For 0/P = 1.00 this effect is highly enhanced. Under pollen-saturation (0/P= 0.01), the evolution of the flowering onset distribution was markedly different between overlap weighted sampling and random moment sampling. Figure 4A shows the intial flowering onset distribution whereas ovule / pollen ratio Fig. 3 Single-cytotype simulations. The mean population seed-set after the first round of fertilization for different ovule/pollen (O/P) ratios. The other parameters were similar to those described in Fig. 2 .
are completely reproductively isolated by flowering period.
It is well known that positive assortative mating causes an increase in homozygosity. In a single locus model this is obvious; with perfect assortative mating of all the three genotypes, the percentage of heterozygotes is halved in each generation. In a multilocus model segregation will occur more slowly as many different genotypes will have the same phenotype but eventually the result will be multilocus homozygosity. Moreover, this segregation will also be slowed down because flowering duration allows mating of plants with different flowering onset dates.
How can the difference between the two mating schemes be explained? As intermediate flowering onset genotypes are the most frequent, these are the most likely pollen parents in either mating scheme. In the overlap weighted method the whole flowering period of the female plant is taken into consideration. This gives a stronger bias towards intermediate flowering partners than in the random moment method in which the moment chosen is independent of the number of plants flowering at that time. This is a massaction effect not caused by frequency-dependent seedset but by frequency-dependent mating. In the overlap weighted mating scheme this mass-effect overcomes the natural tendency of segregation of the flowering time distributions. In the random moment scheme, however, the mass-effect is not strong enough to pre- The rate of segregation was shown to depend on the flowering duration. When the flowering duration was reduced from 16 to 8 'days', the segregation tendency was much stronger for the random moment method and even under the overlap weighted method there was a tendency for segregation. By contrast, a duration of 32 'days' showed little segregation after 200 generations in either mating scheme. Figure 5 shows the change in the variation in flowering onset during the first 200 generations for random moment sampling under pollen saturation (O/P= 0.01) and for overlap weighted sampling under pollen saturation (O/P= 0.01) as well as under strong pollen limitation (O/P= 1.00). The standard deviation describes the variation of the distribution. Under pollen saturation the flowering onset variation initially increased for both mating schemes because of the development of local early and late flowering patches as the result of restricted gene flow. Local assortative mating enhanced initial chance differences and caused a patchy flowering onset landscape, as has been noticed before by Stam (1982) . This pattern must not be confused with the pattern of neutral genes caused by local genetic drift in isolation-by-distance models by Rohlf and Schnell (1971) While the variation in flowering onset also continued to increase after 20 generations in the random moment sampling method, it stabilized after 20 generations in the overlap weighted method (Fig. 5) and after 80 generations clearly decreased. After 200 generations the variation in flowering onset was less than the initial variation (see also Fig. 4C ). Under severe pollen limitation (O/P= 1.00), the initial differences between the local flowering time patches were much smaller than under pollen saturation. Variation in flowering time decreased rather rapidly because of stabilizing selection. At the same time the mean seed-set increased from 55 per cent in generation 0 to 80 per cent in generation 200. In this case the stabilizing effect on the flowering onset distribution was caused by the effect of mass-action by biased mating and frequencydependent seed-set.
The overlap method may be less realistic than the random moment method as in this model fertilization takes place at the end of the flowering period of a plant.
In reality early pollinations will pre-empt ovules for later pollinations. However, the random moment method of partner sampling cannot be used in a model with two cytotypes with inviable hybrids. Moreover, the overlap method causes a stabilizing force that prevents segregation and operates against differentiation. If despite this stabilizing force, flowering time displacement occurs, this is a robust result of the model.
Neither Crosby(1970) nor Stam(1982) reported on the stability of their flowering time distributions in the absence of the interactions they studied. Stam used a longer flowering time duration and therefore the segregation tendency in his model may not have been very strong. Crosby used a slightly different model, in which mating occurred on a weekly basis and was determined by only three onset genes and three duration genes.
During his simulation flowering duration became very short, possibly by selection against sub-species hybridization. As a consequence the flowering onset distribution probably became less stable. Moreover, plants that had no overlapping flowering partner in their neighbourhood were self-fertilized, which caused segregation at all heterozygous loci. It is hard to judge how much spontaneous segregation of the flowering time distributions may have affected Stam's and Crosby's results. At least it might have facilitated flowering time differentiation. In this light it is noteworthy that in Crosby's simulations flowering time differentiation became greater than was necessary for reproductive isolation. Obviously different alleles were fixed in the two subspecies suggesting an intrinsic instability of the flowering time scheme of his model. It was found that in a sympatric starting pattern when the frequency of one cytotype was less than 0.45, this minority cytotype was rapidly eliminated from the population. The rate of elimination was close to that in the deterministic random mating model of Levin (1975) (pollen saturation; no mass-action) (Fig. 6A ). Figure 7 shows the change in spatial pattern of a typical minority cytotype elimination. Some patchiness developed due to local minority cytotype exclusion but these patches were not stable enough to persist longer than a few generations. Obviously, restricted gene-flow does not expand time of co-existence significantly. However, when starting frequencies of the cytotypes were very close or equal to 0.50, occasionally a pseudo-stable pattern developed (Fig. 6B) . The random starting distribution caused local chance differences in cytotype frequencies. Due to the combined action of restricted gene flow and locally occurring minority cytotype elimination, discrete single cytotype patches developed. These patches became increasingly homogenous and tended to minimize the length of their contact zones, similar to the behaviour of tension zones (hybrid zones that are maintained by the balance between dispersal and selection against heterozygotes) (Barton & Hewitt, 1985) . This is to be expected, since in our simulations hybrids between cytotypes are inviable. At the same time the mean seedset of both cytotypes increased dramatically since the cytotype hybridization was reduced by distance isolation during this process.
This developing mosaic of different cytotype patches enabled co-existence of cytotypes for many generations. However, in simulations without genetic variation for flowering onset (P( i) = 1.00), the smaller patches disappeared in the long run and after 200 generations generally only a single cytotype persisted. Therefore this situation can be described as pseudostable. In simulations with genetic variation for flowering onset (P( i) = 0.50), flowering time divergence could occur before elimination of the minority type and stable coexistence was the result. The initial contraction of the cytotype patches during the first 15 generations was followed by expansion in later generations due to flowering onset differentiation. Sometimes complete flowering time separation was achieved within 30
generations. However, the development of stable sympatry was a matter of chance; often the stochastic deviations from 0.50 were too large to build up patches of approximately the same size and elimination of the minority cytotype occurred within 20-30 generations (Fig. 6B) , despite the presence of genetic variation for flowering time. In six out of 10 runs one of the cytotypes was eliminated before complete flowering time isolation was achieved.
Parapatiy. The process of flowering displacement can be better analysed in two abutting parapatric cytotype populations. In transects perpendicular to the contact zone, the progress of the displacement through the population can be monitored. The initial situation is shown in Fig. 8 in which the pollen and seed neighbourhood areas are also shown on the same scale. The zone of interaction is restricted to the seed and pollen neighbourhoods along the contact zone of the two-cytotype populations and is narrow compared with the areas without interaction. Without variation for flowering onset this parapatric distribution was shown to be stable. However, when one cytotype was given more ovules or pollen, the contact zone moved into the area of the cytotype with the fewest gametes. When a zone of 10 per cent density was modelled, this moving contact zone was trapped in the zone of low density (data not shown). This behaviour has been described for moving tension zones (Barton & Hewitt, 1985) . During our flowering time simulations, however, the cytotypes were equal except that flowering onset was delayed one 'day' in cytotype A. First the case of pollen saturation will be considered (O/P=0.01). Figure 8 shows the change in spatial pattern of a characteristic simulation run. The evolution of flowering time of the same run is shown in Figs  9 and 11 for the total population and for cross-sections of the population in Fig. 10 . In Fig. 10 it can be seen that at generation 25 in the interaction zone (blocks 5, 6 and 7) flowering time divergence has become much larger than between blocks 1 and 10. Clear inverse dines were established. On the gene level the inverse dine was much more pronounced for the major genes than for the minor genes. At the same time, intermingling was much stronger than can be explained by seed dispersal across the contact zone; obviously these intermingling cytotypes no longer hybridized because of flowering time separation. The flowering time differentiation progressed into the allopatric areas and gradually the inverse dines disappeared (Fig. 10) , while the intermingling progressed more and more (Fig. 8) . Figure 11 shows the divergence of the flowering onset during the first 200 generations. The rate of flowering time divergence was slower than in the sympatric scenario, as was expected because of the smaller interaction zone. While the cytotypes diverged in flowering onset, the variation in flowering onset within the cytotypes decreased because of the massaction caused by the overlap weighted mating scheme. Spencer et al. (1986) doubted whether the process of displacement would be completed as the selective FLOWERING TIME DISPLACEMENT 531 pressure would become weaker as the assortative mating characters are established. Although the rate of flowering time overlap reduction decreased, in the end, it was complete. It can be seen that there is no progress in flowering onset divergence after the average flowering time overlap had become zero (generation 160 in Fig. 11 ). At the same time, a considerable amount of genetic variation for flowering onset is still available as is indicated by the standard deviations in Fig. 11 . Thus the model has no tendency to segregate by itself. Probably mass-action accomplished the complete separation of the flowering time distributions.
Initially cytotype A was set to flower on average 1 'day' later than cytotype B, to initiate disruptive selection. In most cases cytotype B diverged towards earlier flowering and cytotype A towards later flowering.
However, the flowering sequence that evolved was occasionally inverse to the initial sequence, indicating that genetic drift was an important factor in creating an initial difference that could be enhanced by selection. Figure 12 shows the cross-sections of flowering onset after 200 generations under different 0/P ratios. It can be seen that the inverse dine under mass-action disappeared but that the divergence after 200 generations was less than under pollen saturation. Also the degree of intermingling was reduced under pollen limitation. With 0/P= 0.40 complete flowering time separation was achieved after 350-400 generations.
Strong pollen-limitation, hence mass-acton (0/ P= 1.00), prevented flowering time displacement completely during the first 500 generations (data not shown). Our simulations indicate that a polygenic assortative mating character can be displaced in populations with restricted gene flow, leading to complete pre-zygotic reproductive isolation and coexistence of cytotypes. Selection against hybridization was maximum due to 100 hybrid inviability. This is not unrealistic as hybrids in interploidy crosses are often inviable or sterile (Woodell & Valentine, 1961; Kay, 1969; Johnston et al., 1980; van Dijk & van Delden, 1990) .
The simulations indicate that long individual flowering periods will impede flowering time displacement. In species that have a long flowering season, flowering displacement is therefore unlikely to occur. In partially selfing species the amount of hybridization will be much reduced and consequently less flowering time 200 displacement than in outcrossing species is to be expected.
Our models did not include environmental or developmental variation for flowering time. These factors are likely to slow down the rate of flowering time divergence between the cytotypes. Rathcke & Lacey (1985) have argued that although flowering time can be easily altered as it is probably under simple genetic control, it is unlikely to cause effective isolation owing to phenotypic plasticity. Nevertheless, in Piantago media flowering time causes effective reproductive isolation between sympatric diploid and tetraploid cytotypes (van Dijk et al., 1994) . Flowering time displacement may be constrained by other selective forces acting on flowering time (Rathcke & Lacey 1985; Ollerton & Lack, 1992; Fox & Kelley, 1993) . Pollinator phenology in animal pollinated species and the seasonal development of the vegetation in windpollinated plants may also restrict flowering time divergence. Flowering time divergence may also be constrained by developmental correlations between flowering time and other phenological stages in the annual cycle (e.g. the timing of leaf development in spring or the seed germination period).
The process of reproductive character displacement can be demonstrated in sympatric populations by the enhanced fitness of positive assortative mating individuals, provided that the character is heritable (van Dijk eta!., 1994) . However, for the demonstration that reproductive characters are displaced (the products of character displacement), geographical comparisons of the reproductive character are necessary. As a consequence of reproductive character dis- (Millar, 1983) . These 0)
would be cases of reinforcement rather than character displacement as post-zygotic isolation was not corn-
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plete. However, alternative explanations may be equally likely (Stam, 1982; Butlin, 1989 In many plant species cytotypes occur that produce unfit hybrids. It is remarkable that there are only few reports in the literature on sympatric populations of such cytotypes. Although this may be due to poor sampling or to ignorance, it may also be that sympatric populations are rare because reproductive character displacement has not been strong enough to allow stable co-existence. Alternatively, niche overlap and competitive exclusion may have prevented co-existence. More population biological studies of such situations are needed to elucidate this interesting problem. 
