On an asymptotic behavior of the divisor function τ (n)
Introduction
Recall that the function τ (n) defined as the number of positive divisors of the given positive integer n has many investigated asymptotic properties and some of them are presented below.
1. ∀ǫ > 0 τ (n) = o(n ǫ ).
2. ∀ǫ > 0 ∃ infinitely many n ∈ N such that τ (n) > 2
(1−ǫ) ln(n) ln(ln(n)) and τ (n) < 2 
Basic assertions
For µ > 0 consider the sequence T n (µ) = max 1≤m≤ µ √ n {τ (n+m)} τ (n)
. Let us assume that (n k ) is a sequence of positive integers which has the property n k = p i k j k where p i k is prime and j k ∈ N for all k ∈ N. Also define θ = inf{λ > 0| The main results of this paper are the following theorems.
Preliminary statements
Obviously we may assume that µ ∈ N.
First of all let us presume that µ ∈ N is fixed, µ ≥ 2 and k = µm where m ∈ N. Let us define
Note that
where s ∈ {0, 1, . . . , k − 1} and p is a prime number. Furthemore
Indeed, if a is odd and a . . .b then (m a + 1) . . .(m b + 1) for every m ∈ N. Now let us consider the sum
. It is not hard to see that
Proof. Recalling the famous identity
where
and ǫ, δ, γ are positive constants.The lemma is proved.
Lemma 0.2. There exists a positive constant c such that
) by lemma 1. Thus let us estimate the rate of growing of C(k).
where X(m) ,Y (m) and Z(m) are the corresponding summands in the latter sum (they can differ from corresponding summands at most by sign).
Recall that the functions π(n),
are equivalent as n → ∞, where π(n) = card{1 ≤ k ≤ n|k is prime} for every n ∈ N.
it follows that
.
At first notice that
and that
, since there is α > 0 such that p k > αk ln(k) for every k ∈ N where p k is the k-th prime. Therefore using Stirling's formula ln(m!) = O(m ln(m)) we will get that
To estimate X(m) we use the fact that
for all n ≥ 2, n ∈ N, which exactly means that for all c ∈ (0, ) X(m) and consequently C(k) has the property C(k) ≥ cm 2 ln(ln(m)) eventually. Hence
eventually, as desired.
for m large enough. It follows that ∃s 0 ∈ {1, 2, . . . , m} such that
for m large enough. The lemma is proved.
For arbitrary m ∈ N and β > 0 let us define
Proof. If k − s = 2 l a, where a is odd and l > β ln(ln(m)) ⇒ a < 
Let us define
Let us estimate I 1 . Define
for m large enough. It is clear that l j ∈ T m for every j ∈ {1, 2, . . . , L * (m)}. Let us fix t ∈ T m and consider those s for which k − s = 2 t a, where a is odd. Since a takes values from a progression with difference 2it follows that 
for all t ∈ T m . Thus
Let us estimate I 2 .One has that
by Lemma 1 and the fact that a j ≤ [L(m)] for all j ∈ {1, 2, . . . , L * (m)}.
According to the equality L(m) = 2m ln(m) β ln(2) we will get that
In the long run I = I 1 + I 2 = o(m 2 ln(ln(m))) as m → ∞. The lemma is proved.
Lemma 0.4. For some λ > 0 and β > 0 it is always possible to select s 0 ∈ {1, 2, . . . , m} such that ν 2 (k − s 0 ) ≤ β ln(ln(m)) and (s 0 + 1)∆(k − s 0 ) ≥ ≥ λm ln(ln(m)) for all sufficiently large m ∈ N.
Proof. Define
Using lemmas 1 and 2 one has that ∃c > 0 and β > 0 such that the inequality
holds for sufficiently large m. Thus there is always s 0 ∈ {1, 2, . . . , m} such that
The lemma is proved.
Proof of the theorem 1
According to lemma 4
for sufficiently large m.
If (k − s 0 ) is odd then we are done, since as we have mentioned
when m is large enough.
Consider 3 cases:
Case 1. a has a prime factor q > 2µ.
Proof. In this case a = q · b, where b is odd thus b < µm 2q
. Hence ∃ odd r such that rb ∈ {(µ − 1)m, (µ − 1)m + 1, . . . , µm − 1}. Let us take the smallest such r and let s * is such that
By the way ∆(b) = ∆(a) − 1 > c 8
ln(ln(m)) (m is sufficiently large). Hence
Since k − s * = rb is odd we are done in this case.
Case 2. All prime factors of a are less then 2µ.
Proof.
To see what is going on in this case let us write the canonical factorisation of a. Let a = p
where p j is an odd prime less than 2µ and a j is a positive integer for every j ∈ {1, 2, . . . , t}. Assume that α 1 ≤ α 2 ≤ . . . ≤ α t .Thus we get that
ln(ln(m)).
Let us take b = p βt t and put it under the following conditions. 1)b < 2)β t ≥ ρ ln(ln(m)) for some ρ > 0. To satisfy the first condition it is enough to find β t from (2µ) βt < m 4
, or β t < (log 2µ ( m 4 )), thus it is enough to take
ln(ln(m))] for large m, to satisfy both conditions. To finish the proof we need only to repeat the last part of the solution of the case 1.
Case 3. a = 1.
Proof. In this case k − s 0 = 2 t a = 2 t so t ≥ log 2 ((µ − 1)m) > β ln(ln(m)) for large m. We have come to a contradiction. Case 3 is proved.
Notice that we have proved the theorem for k = µm only. So we need to prove it in any case.
Assume that k = µm − r for sufficiently large m and r ∈ {1, 2, . . . , µ − 1}. Therefore
But it is evident that we may assume s > 2µ. Indeed in the former summation the first 2µ summands do not influence upon the sum, since their sum is o(m 2 ln(ln(m))). So, if we take an s 0 which maximizes τ (p µm + p s ) we will get that
, since
when s > 2µ. Observing that µ(s 0 − r) ≤ µm − µr < µm − r the consequence now immediately follows. The theorem is now proved.
Proof of the theorem 2:
Lemma 0.5. Let (n k ) be a sequence of positive integers with the property
Proof. Using the formula Putting N = n k , k = 1, 2, . . .one has that when k → ∞
as well. The lemma is proved.
Now if we set n k = p i k j k where p k is prime and j k → ∞ for all k ∈ N and if k → ∞ we will get that
Combining the result of this lemma with theorem 1, the proof of theorem 2 is now straightforward.
In the end worth mentioning that for every µ > 0 this relation seems to be plausible lim n→∞ T n (µ) = ∞.
