Introduction
[2] The timing of future ozone recovery remains an important topic [e.g., World Meteorological Organization (WMO)/United Nations Environment Programme (UNEP), Newchurch et al., 2003; Steinbrecht et al., 2006; Yang et al., 2006; Miller et al., 2006] , driven by scientific questions such as: Will the Antarctic ozone hole recover and if so when?, Is a similar hole likely to form over the Arctic?, Will Arctic ozone decrease any further?, What are the influences of ozone change on the troposphere?, How is the Greenhouse effect influenced by future ozone recovery? The questions have become increasingly sophisticated over the years and now demand the use of coupled chemistry-climate models for their answer. These models have all the problems associated with climate models such as the need to have appropriate control runs and, to some degree, the need to carry out ensemble simulations, to ensure that model changes are a result of the changes in external parameters rather than internal model variability.
[3] Many processes affect atmospheric ozone concentrations. The direct chemical effect is via HO x , NO x , ClO x and BrO x reactions [e.g., Brasseur and Solomon, 1987] . Hence any process controlling the radical source molecules H 2 O, N 2 O, chlorofuorocarbons (CFCs) and halons is important. Ozone chemistry is temperature-dependent, so changes in concentrations of the well-mixed greenhouse gases (GHGs) are also significant, particularly CO 2 in the stratosphere. Hereafter we refer to GHGs as implying just the well-mixed greenhouse gases. Ozone itself and the source molecules are transport-dependent and hence any process affecting transport and its future change [e.g., Butchart and Scaife, 2001; Butchart et al., 2006] is likely to play a role in slowing or accelerating ozone depletion. Ozone is a radiatively active gas which tends to give rise to negative feedback. For example decreasing temperatures typically slows ozone catalytic destruction cycles which increases ozone leading to more solar heating. However, in the presence of polar stratospheric clouds (PSCs) reducing temperatures in the presence of large halogen amounts leads to increased ozone depletion [e.g. Austin et al., 1992] . There are also considerable uncertainties in the trends in water vapor [Randel et al., 2004] and models are typically unable to simulate the past evolution in concentrations. As well as having an impact on ozone in the gas phase, via HO x catalyzed destruction, the concentration of water vapor affects the distribution of PSCs. It is perhaps not surprising that when all these coupling processes have been included in models, a wide range of results has been produced, particularly for the polar regions where dynamical variability is large [WMO, 2003, chapter 3; Austin et al., 2003] .
[4] In this work, results from a new model are presented to address primarily the issue of ozone recovery. There are many definitions of ozone recovery, concentrating for example on the start of ozone recovery both using models and observations [Newchurch et al., 2003; Reinsel et al., 2005; Yang et al., 2006; Miller et al., 2006] . A cautious approach [Weatherhead et al., 2000] , takes recovery as being confirmed when a statistically significant ozone increase has been observed. Their conclusion was that at least fifteen years of observations are required before the start of ozone recovery can be confirmed. Caution concerning recovery has also been expressed by Steinbrecht et al. [2006] , while Steinbrecht et al. [2004] point out the difficulty of identifying ozone recovery in the context of solar variability.
[5] In this work, we address ozone recovery from a simpler point of view. The start of recovery is determined as the date of ozone minimum in the time averaged results and the date of full recovery as the time averaged return to 1980 total ozone amounts. Attributing ozone loss to halogens, built into some of the definitions of recovery, is here considered important but different from the issue of recovery itself. Instead, 11-year running means are used to reduce the effects of the solar cycle and internal model variability. While some ozone depletion took place before 1980 [e.g., Solomon et al., 2005] , as also shown in the model results presented here, it is a convenient definition of the start of ozone loss, as extensive stratospheric observations have existed only since the beginning of the satellite era.
Model Description and Simulations Completed
[6] The Geophysical Fluid Dynamics Laboratory (GFDL) Atmospheric Model with Transport and Chemistry (AM-TRAC), is described by Austin et al. [2006] and is a combination of the GFDL AM2 [Anderson et al., 2004] with chemistry from UMETRAC [Austin and Butchart, 2003] . The AM2 has since been updated with finite volume advection and the chemistry has been improved principally regarding the treatment of the long-lived tracers, as described in more detail by Austin et al. [2006] . The chemistry module is a comprehensive stratospheric scheme with simplified tropospheric chemistry and is fully coupled to the climate model. The photolysis rates are determined from the altitude, ozone column and solar zenith angle using a precomputed look-up table. The table was constructed using the methods of Groves and Tuck [1980] , but with updated photochemical data [Sander et al., 2003] in which the solar beam is followed through the atmosphere, with explicit account taken of the geometry of the path length. Photolysis rates are calculated for solar zenith angles which exceed 90°, but no allowance is made for refraction of the solar beam.
[7] The model resolution is 2°by 2.5°with 48 levels from 0.0017 hPa to the ground. The vertical grid spacing decreases steadily from the top of the atmosphere and in the upper stratosphere is about 4 km, decreasing to 1.5 km in the lower stratosphere. The nonorographic gravity wave forcing scheme due to Alexander and Dunkerton [1999] is included in the model.
[8] The model simulations are shown in Table 1 . Both time slice runs used sea surface temperatures and sea ice amounts (hereafter referred to jointly as SSTs) from a 1960 to 2000 climatology. The GHG concentrations were set to the values appropriate to the specific calendar year. A solar cycle was not present in the forcing and aerosol amounts were set to background levels.
[9] For the past runs, the model was forced with the same time-dependent prescription of GHG and CFC concentrations, tropospheric and volcanic aerosols, and the solar cycle as from Delworth et al. bromine amounts in the model are computed using empirical functions of the destruction rates for each significant CFC and halon. CFC and halon concentrations were taken from WMO [2003, chapter 1, reference profile A1]. However, because of model underprediction of age of air in comparison with measurements found in previous simulations of the model, it was found to be necessary to enhance the effective destruction rates of the CFCs by 25% to obtain more accurate Cl y concentrations. The Br y values were not corrected, since the age of air underprediction was found not to have a significant impact.
[10] Volcanic aerosol amounts were taken as background values and constant for the future. The optical depths were averaged from observations over the period 1996 to 1998 and the results were smoothly joined to the data from 1997 onward. This results in higher aerosol values than observed for the period 1997 to 2005. At these concentrations, the influence of aerosol changes on the results is small but, arguably, the values are more representative of a post volcanic atmosphere over the long term than, for example, the current very clean stratosphere. Sea surface temperatures and sea ice amounts were taken from a coupled atmosphereocean model simulation of the same core climate model, but with fewer vertical levels (simulation CM2.1 of Delworth et al. [2006] ). A solar cycle was maintained into the future by repeating the last 5 cycles for which detailed observations of 10.7 cm radio flux are available.
[11] The past runs were initialized from years 10, 20 and 30 of the 1960 time slice run. Unfortunately, because of different aerosol amounts and difference in the amount of solar forcing, the past runs still needed a few years to spin up to their balanced state. The future runs were initialized from 1 January 1990 of the corresponding past run. A fifteen year overlap between the past and future runs was set up to test the impact of the switch in sea surface temperatures from observation to model results. In most cases this had no impact on the model results.
Greenhouse Gas Concentrations and Long-Lived Species
[12] The main long-lived species which affect ozone are shown in Figure 1 . In Figure 1 (left) are shown the GHGs for the troposphere, which were specified. In Figure 1 (right), values are shown for long-lived chemical species computed by the model near the equatorial stratopause. All the values have been scaled to the values for 1980 (see Figure 1 caption for details). The CO 2 and N 2 O amounts are taken to increase steadily. Methane amounts are taken to increase in the early part of the integration and are taken to decrease from about 2050. The methane amounts, together with changes in the tropical tropopause temperature, give rise to the changes in water vapor amounts shown in Figure 1 (right). By 2060, water vapor amounts had increased by about 40% but did not decrease substantially in the final few decades despite lowering methane amounts.
[13] The Cl y and Br y concentrations at 1.3 hPa at the equator are shown in Figure 1 2050 for Cl y but not before the end of the simulations for Br y . The amount of NO y at 3.6 hPa at the equator, near the model peak, increased only slightly during the simulations.
Past Simulations of Ozone

Decadal Variation in Total Ozone
[14] Figure 2 (left) shows the decadal averages of simulated total ozone averaged over all three ensemble members. Tropical ozone decreased throughout the period from about 260 DU in the 1960s to below 240 DU by the 1990s. In the Northern Hemisphere, maximum ozone occurred over the North Pole in spring time with a distinct minimum over the Arctic during autumn. In the Southern Hemisphere, peak ozone values occurred in middle to high latitudes, with the Antarctic ozone hole occurring in the 1980s and 1990s. Ozone decreased everywhere during the simulations.
[15] Figure 2 (right) shows the range in the ensemble members. Data from each of the simulations was averaged over decade and over days in the month before calculating the range. There was considerable daily variability necessitating the monthly averaging before calculating the range in order to observe a clear signal. In the tropics and subtropics, the ensemble range is small, typically less than 2.5 DU. The range is much larger in the polar regions and exceeds 30DU over the South Pole in the later decades. This demonstrates the well-known behavior [e.g., WMO, 2003, chapter 3] that largest atmospheric variability and uncertainty occurs in the polar regions.
[16] Decadal averages from Total Ozone Mapping Spectrometer (TOMS) version 8 data [Wellemeyer et al., 2004 ; P. K. Bhartia and C. G. Wellemeyer, TOMS-V8 total O3 algorithm, available at http://toms.gsfc.nasa.gov/version8/ version8_update.html, document toms_atbd.pdf, 2005) and model biases are shown in Figure 3 (1963 ), Fernandina (1968 ), El Chichon (1982 and Pinatubo (1991) are indicated by the arrows on the abscissa.
in magnitude. The model's low bias increases steadily with latitude toward the North Pole, where it reaches about 15%.
Regionally Averaged Total Ozone
[17] Area averaged ozone for tropical and midlatitudes is shown in Figure 4 in comparison with TOMS version 8 data. TOMS (version 7) and ground-based data show similar trends [Fioletov et al., 2002] . Over the period 1980 -2000, the general pattern of the observations was reproduced, but the simulated ozone decreased by about 2% per decade globally relative to the observations. The impact of the eruptions of El Chichon and Mount Pinatubo are particularly apparent in the observed tropical values, resulting in a decrease of about 2% for El Chichon (May 1982) and more than 3% for Mount Pinatubo (June 1991), relative to the preeruption date. The model reproduced these features, but they are partially obscured by the overall model trend. During the eruption of Agung (March 1963) and Fernandina (November 1968) , model ozone values increased in accordance with the study of Tie and Brasseur [1995] . During the 1960s the impact of the heterogeneous reactions on the volcanic aerosol was to convert N 2 O 5 to HNO 3 which reduces catalytic ozone destruction by NO x . This mechanism is later superseded by halogen effects for which catalytic ozone destruction is increased by heterogeneous reactions. In comparison, Dameris et al. [2005] and C. Brühl et al. (personal communication, 2005) , obtain results which agree better with observations for the recent past, and show a smaller ozone increase from the Agung eruption. In that case the stratospheric temperature increase following the eruption was much larger than in AMTRAC and any reduction in NO x catalyzed destruction was counterbalanced by increased HO x catalyzed destruction.
[18] Ozone trends were computed for the period 1980 to 1999 by performing a least squares fit of the annually averaged ozone values against time. The results, as a function of latitude and pressure are shown in Figure 5 . The results are very similar to those obtained using a previous version of the chemical model, but a different climate model [Austin, 2002] . The results also agree well with observations over a broad spatial range ( Figure 6 ). In the upper stratosphere, the ozone reduction peaked at over 8% per decade in southern high latitudes, slightly more than observed, but in northern high latitudes, the reduction rate is slightly less than observed. The development of the ozone hole is prominent between 300 and 40 hPa and a similar large loss of up to 10% per decade occurred in the model Arctic compared with 5% per decade observed. Typically, trends exceeding about 1.5% per decade in the model, increasing to 4% per decade in the polar lower stratosphere are statistically different from zero.
[19] In the model results, ozone decreased everywhere, whereas in the observations there is additionally a band in the tropical middle stratosphere where the ozone increased slightly. This increase is not statistically significant. In general, although there are quantitative differences between observations and model, the model results show similar qualitative behavior as the observations, with less ozone depletion in the middle stratosphere than in the upper and lower stratosphere. In the troposphere, the observed trends are not significantly different from zero, but simulated ozone decreased by several percent per decade. In the model the results are influenced by downward transport from the ozone hole and increased HO x depletion arising from increased water vapor. The former could be due to numerical mixing, arising from the limited resolution in the vicinity of the tropopause. Increases in NO x would increase ozone in the troposphere and correct the model error, but in the model simulations NO x has been kept constant there. The results are expressed as a partial pressure so that areas between the curve and the ordinate over a given pressure range are proportional to the ozone column between those levels. Figure 7 shows that the development of the ozone hole at the pole is more prominent and deeper than observed in 2000. Model ozone reductions between 1980 and 2000 were also larger than observed in middle and high latitudes.
Vertical Profiles of Ozone
[21] In the subtropics and tropics, the model agrees better with observations throughout the pressure range. Nonetheless, the model tended to underpredict ozone in the upper troposphere and lower stratosphere. This was compensated in part by higher modeled ozone amounts in the middle and upper stratosphere. A similar level of agreement was 
Global Ozone Comparison for the Recent Past
[22] Figure 9 compares globally averaged ozone from the ensemble member ''A,'' runs TRANSA and FUTURA, during the 15-year overlap period 1990 -2005. The two simulations agree within about 2 DU throughout the period, indicating that there is no overall systematic difference between the two sets of simulations. The other ensemble members showed similar results. Absolute ozone amounts for TRANSA and FUTURA were about 5 DU higher than the time slice run SL2000 because of different sea surface temperatures (SSTs), solar cycle and aerosol amounts, which were fixed in run SL2000 but varying as observed in the other runs.
Future Simulations of Ozone
[23] While there are some discrepancies between model results and observations, as indicated in sections 4.1 to 4.3, apart from a 2%/decade trend bias, there is overall general agreement with absolute values and trends over the last 20 years. Thus it is suggested that the model can be used to provide a useful indication of future stratospheric change. The results of section 4.4 (and other diagnostics examined but not shown) concerning the period of overlap between the past and future simulations suggest also that the simulations may be joined to form a continuous time series of results, without significant loss of accuracy. 
Decadally Averaged Ozone
[24] Figure 10 shows the variation of total ozone averaged over selected decades as a function of latitude and day of the year (compare with Figure 2) . Results are presented every 3 decades, and the results evolved steadily in the intermediate decades. Minimum ozone occurred in the model results in the decade 2000 -2010 and ozone increased steadily thereafter. The seasonal ozone variation is very similar in the entire set of simulations, with a maximum in the Arctic spring at the pole and a minimum in the tropics and in the Arctic autumn. In the Southern Hemisphere, the midlatitude ozone maximum was prominent throughout the simulation and the ozone hole gradually subsided from its peak in the 2000-2010 decade. A small ozone hole was still present in the decade 2060 -2070, as discussed in section 5.2.
Low and Midlatitude Total Ozone
[25] Figure 11 shows the regionally averaged total ozone for the full time span of the experiments, expressed as a perturbation from the 1980 values (compare Figure 4) . As in the case of global ozone, there is very little systematic difference between the experiments during the overlap years as indicated by the barely noticeable increase in the spread of the plotted results during the 1990 to 2005 period. All four latitude ranges show similar results indicating a minimum in the ozone perturbation at about 2000 -2005, and recovery thereafter. Recovery of ozone to 1980 values occurs by about 2040, depending on the latitude, as discussed in more detail in section 6. For the near global average (Figure 11 , top left), regular oscillations are present, with peak to peak values of about 3% due to the 11-year solar cycle. This is consistent with results obtained [Labitzke et al., 2002] with the previous version of the model chemistry and with other models and observations [Shindell et al., 1999] . In common with those models, the change in ozone column due to the solar cycle agrees reasonably well with observations, but during solar maximum, ozone is overpredicted in the middle stratosphere and underpredicted in the upper stratosphere (see Shindell et al., Figure 3 ).
Polar Ozone
[26] The evolution of minimum spring ozone for the transient simulations is shown in Figure 12 in comparison with TOMS data. The spring periods are defined as September to November (Antarctic) and March to April (Arctic), and may be compared with the results of other models presented by Austin et al. [2003] [27] The ozone hole may be considered to have begun in the model when the minimum column dropped below 175 DU, indicated by the broken line parallel to the abscissa of Figure 12 . Rapid ozone loss occurred during the period 1980 to 2000. Minimum column ozone was linearly related to halogen amount to a very good approximation suggesting the dominance of chemical processes rather than climate or water vapor related issues. During the slower ozone recovery phase, ensemble and interannual variability increased markedly. Hence the timing of full recovery in the model is very sensitive to its definition, although the timing of the formation of the ozone hole is much clearer. For example, defining an ozone hole in the model as that below 175 DU (equivalent approximately to the classical definition of 220 DU for the real atmosphere, after allowing for model bias), the Antarctic ozone hole occurs from about 1979 onward but does not disappear until about 2065 on average. Choosing 190 DU gives a formation date of just one or two years earlier, but adds 20 years to the date of full recovery.
[28] Minimum ozone in the Arctic is biased low by about 30 DU. For the past, the overall model trend is in broad agreement with observations and indicates some dependency on the halogen amount. Model ozone reached its minimum during the period 2000 -2020 and then recovered. Recovery to 1980 values occurred by about 2040, but during the recovery phase, ozone was only weakly related to halogen amounts, with the difference due to interannual variability in the model dynamics. The minimum Arctic ozone in all the runs was 184 DU, or about 215 DU after correcting for the bias in the very low stratosphere, despite some 165 years of simulations in transient mode and 30 years of the 2000 time slice run, covering the period 1990-2030. In common with model results presented by Austin et al. [2003] and WMO [2003, chapter 3] , there is therefore no indication in any of the simulations of an Arctic ozone hole of comparable magnitude as occurs in Antarctica.
[29] The size of the ozone hole in the simulations, defined by the area within the 220 DU contour, averaged over the period 21 -30 September is shown in Figure 13 (left) Figure 9 . Globally averaged total ozone for the simulations TRANSA and FUTURA in comparison with the results from run SL2000, for the 15-year overlap between the experiments. together with observations from TOMS version 8 data [Newman et al., 2006] . This period corresponds approximately to when the area typically reaches its maximum size in the observations. The model results are in good agreement with observations, but the model low bias seen in Figure 12 has a significant effect on the results. In view of this bias, more appropriate results are shown in Figure 13 (right), which compares the observed areas for 220 DU and the model results for 175 DU, indicating that the model ozone hole is effectively too small.
[30] In general the results are a considerable improvement on many results of Austin et al. [2003] . These improve- ments have likely arisen from both improved Cl y distributions within the vortex and a balance of model errors between vortex temperature and vortex area. For example it is possible to adjust the model nonorographic gravity wave forcing parameters to obtain a larger vortex area in better agreement with observations, but the model lower stratosphere is then colder than observed during winter. With our current model version, it appears not to be possible to get simultaneous agreement with observations for both ozone hole area (or vortex area) and minimum ozone (or vortex temperatures). In the current model version the model wave dynamics are too active, leading to a small polar vortex, a feature that is common to other models (G. Roff, personal communication, 2005) .
[31] The annual development of the ozone hole, decade by decade, is illustrated in Figure 14 . The results were averaged over the three ensemble members for the whole of each decade indicated and the results were then plotted. The model ozone hole area peaked in the decade 2000 -2010 and then decreased further each decade, but a small ozone hole was still present in the 2060s. The broken lines indicate the timing of maximum ozone hole size. The date of the maximum is almost linearly related to the area, with peak depletion drifting from day 266 (23 September, 2000s) to day 278 (5 October, 2050s). The model is in qualitative agreement with observations [e.g., Bodeker et al., 2005] which indicate that the peak ozone hole area occurred on typically day 258 for the 2000s atmosphere and on about day 278 for the incipient ozone hole.
Ozone Recovery
[32] Here we consider the ''start of ozone recovery'' as the time of the minimum value, after smoothing over the 11-year solar cycle. We consider full ozone recovery as ''the return of solar cycle-averaged total column ozone to the 1980 values.'' This was calculated by taking the ratio of the evolving column ozone by the 1980 (solar cyclesmoothed) value, as functions of latitude. For each ensemble member the past simulation up to 1990 (run TRANSA, etc.) has been joined to the future simulation from 1990 onward (run FUTURA, etc.).
[33] The differences between the ensemble members were small and hence only the ensemble mean results are shown (Figure 15 ). High ozone prior to 1980 is clearly apparent over Antarctica, but otherwise, the past results have no (Figure 12 ), the possible implication is that climate change has little impact on the development of the Antarctic ozone hole. In contrast, in the Arctic, the relatively early return to 1980 conditions, suggests that climate change, primarily increases in CO 2 and in particular its impact in strengthening the Brewer-Dobson circulation [Butchart and Scaife, 2001] , speeds up ozone recovery through increased ozone transport. Clearly, this is just one model and these results need to be interpreted with caution following the demonstrated poor agreement between different models in the Arctic .
[34] Toward the end of the century, all three model simulations predicted ozone amounts which are substantially higher than simulated for 1980, particularly in the Arctic (Figure 15 ). This is due to the combined effects of decreased homogeneous ozone destruction from CO 2 cooling and further increased strength of the Brewer-Dobson circulation. There is close consistency between the three ensemble members (not shown). Some of the details, such as the precise location of the 1.0 ''full recovery'' contour in the tropics, suggest that the forcing data, especially the SSTs, are of prime importance.
[35] The results for each of the four seasons are shown in Figure 16 . The solstice seasons are similar to each other and to the annual average, in indicating global ozone loss from 1980 onward, especially in the polar regions. During these seasons, full ozone recovery is also established on the same time frame as in the annual average. However, for the equinox seasons, there are two main differences compared with the annual average relating to the failure of the simulated ozone to return to 1980 values in all latitudes before the year 2095. During northern spring, tropical ozone remained below 1980 levels in a narrow band. This is a small effect and bearing in mind the absence of a Quasibiennial Oscillation from the model dynamics may not be a reliable result. A possibly larger consequence is the incomplete recovery in spring ozone south of 75°S. The differences in timing between the various diagnostics shown here (Figures 11 -15 ) illustrate potential timing differences in the future real atmosphere. These differences indicate that atmospheric ozone will likely have a different distribution of ozone in the future than in the past, a point made on previous occasions [e.g., WMO, 2003, chapter 3] . The very late recovery in Antarctic spring indicated in Figure 16 may also simply be an idiosyncracy of our model, and hence we await confirmation or otherwise from other model simulations.
Conclusions and Discussion
[36] Ensemble simulations of a high-resolution coupled chemistry-climate model have been presented for the period 1960 to 2100. The period was split between the past (1960 to 2005) in which each ensemble member was forced with observed data (sea surface temperatures, SSTs; tropospheric and volcanic aerosol, solar cycle and well-mixed greenhouse gases, GHGs), and the ''future,'' covering the period 1990 to 2100. The future runs were forced with model SSTs, background stratospheric aerosol amounts beyond 1997, and the concentrations of the GHGs were taken from the A1B scenario. Results for the 15-year overlap period were found to be consistent for most quantities despite differences in SSTs.
[37] The past results were found to be sensitive to the volcanic aerosol present, but this depended on the concentration of chlorine, in accordance with the work of Tie and Brasseur [1995] . Ozone increased after the eruption of Agung, but reduced slightly after the eruption of El Chichon and more substantially following the eruption of Mount Pinatubo. Our results for the 1960s differ slightly from those of other recent model simulations [Dameris et al., 2005; C. Brühl, personal communication, 2005] which gave only a slight ozone increase during the Agung eruption. This could be related to the impact of HO x catalyzed ozone depletion which in our results is smaller due to a more muted radiative effect of the Agung volcanic aerosol itself.
[38] The solar cycle variation in ultraviolet also influenced ozone amounts making it difficult to separate the various factors controlling the global ozone amounts. To allow for these effects, ozone amounts were smoothed over the 11-year solar cycle period. Minimum ozone occurred between 1998 and 2005 depending on ensemble member with no clear latitudinal dependence. Modeled past total ozone decreases since 1980 were almost twice the observed values of about 2 -3% per decade outside the polar regions and the overall model ozone was biased low. Nonetheless, the model reproduced many of the observed features of the atmosphere. In particular, the Antarctic ozone hole developed rapidly in the model from about the late 1970s in good agreement with observations and peak depletion occurred by about 2000 -2005. [39] The simulated Antarctic ozone hole did not disappear until about 2065 and a small residual ozone hole was occasionally present up to a decade or more beyond that. During the recovery phase, interannual and ensemble variability of ozone was much larger than for the period of ozone hole formation, making the exact timing of recovery difficult to determine. For reasons partially related to interannual variability, the timing of the disappearance of the ozone hole depends critically on the precise definition adopted. Correcting for the total ozone bias is complex. Assuming the usual ozone hole definition of 220 DU and allowing for a 45 DU bias in our simulations, tests were applied using a 175 DU ozone hole. This gives the most favored recovery date of 2065 specified above. However, taking a 30 DU bias, or 190 DU ozone hole criterion would imply that the model ozone hole would not have disappeared until 2085. Even then, small ozone holes would be predicted until the end of the century.
[40] The definition of an ozone hole as that which occurs when the ozone decreases below 220 DU is an arbitrary one, but instead full recovery can be defined as the return to 1980 ozone values. If the model values are appropriately time-smoothed to eliminate solar effects and interannual variability in the dynamics, the model was found not to recover fully in the Antarctic spring prior to the end of the model simulation. This could be a highly model dependent result, or a highly significant one for the biosphere if it is realized in practice.
[41] In the Arctic, model total ozone recovered to the 1980 column amount by about 2030 for the zonally averaged quantity and about 2040 for the seasonal minimum quantity. By this time interannual variability was also very large, but there was no sign of severe ozone depletion, of Antarctic ozone hole standards, in any of the simulations covering some 195 years for the period 1990-2030. Therefore it is predicted that the lowest ozone has already occurred or will be a small perturbation from the current lowest levels. Again, AMTRAC is just one of many models that is undergoing continual development to obtain improved results. The model intercomparison of Austin et al. [2003] showed large differences in the Arctic, and such uncertainties will likely continue. All the same, it is important to note that there is a growing consensus ] that further severe Arctic ozone depletion is unlikely.
[42] On the multidecadal time frame, the impact of climate change is an important issue. In the atmosphere, there will likely be an increase in the strength of the Brewer Dobson circulation [Butchart and Scaife, 2001; Butchart et al., 2006] . This will increase the transport of CFCs into the stratosphere so that their atmospheric timescale will be reduced. The increased circulation is not fully taken into consideration by the tropospheric forcing values used in our model simulations and would advance the timing for ozone recovery by about a decade. Ozone recovery itself would respond by partially reducing the change in the BrewerDobson circulation [Austin et al., 2006] . A more direct impact of climate change may be deduced by considering the different recovery timescales in the Arctic and Antarctic. The results obtained here suggest that Arctic ozone will recover earlier than Antarctic ozone by some 25 to 35 years. The earlier Arctic recovery is a combined effect of both increased Brewer-Dobson circulation and reduced homogeneous ozone depletion in a cooler stratosphere. These processes affect the Arctic more than the Antarctic because the polar vortex is weaker and planetary waves transport more ozone into high latitudes. In comparison, the Antarctic ozone minimum follows closely the evolution of chlorine and bromine amounts, implying that the ozone hole is dominated by chemical changes. Before computing the total ozone ratios, 11-year running means were computed to reduce the impact of the solar cycle.
