Abstract Through adding a nonlinear self-feedback term in the evolution equations of neural network, we introduced a transiently chaotic neural network model. In order to utilize the transiently chaotic dynamics mechanism in optimization problem efficiently, we have analyzed the dynamical procedure of the transiently chaotic neural network model and studied the function of the crucial bifurcation parameter which governs the chaotic behavior of the system. Based on the dynamical analysis of the transiently chaotic neural network model, chaotic annealing algorithm is also examined and improved. As an example, we applied chaotic annealing method to the traveling salesman problem and obtained good results.
Introduction
Neural network is a nonlinear complex system which is composed of many neurons. It has tight relationship with chaotic dynamics. Therefore, it is natural that we think about the function of chaos at the information processing of neural system. Recently the applications of chaotic annealing to some combinatory optimization problems have received a great deal of attention. [1−3] The chaotic annealing bases on the transiently chaotic neural network (TCNN) and uses the chaotic wandering ability of the system as the heuristic mechanism so that it can jump from local minimum. And, through defining the search dynamics in a relative low-dimensional fractal space, the chaotic annealing realizes an efficient search for some optimization problems, especially the traveling salesman problem (TSP). In this paper, a TCNN model will be introduced by adding a nonlinear self-feedback term to evolution equations of the system, then we will reexamine the dynamical behavior of the TCNN and the efficiency of chaotic annealing. The TCNN model and its dynamics are discussed in Sec. 2. Then the performance of chaotic annealing is studied in Sec. 3 through a simple one-dimensional example and 10-city, 30-city, 40-city TSPs, and the further discussion is given in Sec. 4.
Transiently Chaotic Neural Network Model
In this section, through adding a self-feedback term to the state evolution equation, we introduce a TCNN model firstly. Then the dynamics of the TCNN model will be shown through the analysis of a single neuron with transient chaos.
The TCNN model can be described as follows:
where U i and V i (i = 1, 2, · · · , n) are the internal state and output of the ith neuron respectively; k is the damping factor of nerve membrane (0 ≤ k ≤ 1); W ij is the synaptic connection; I i is the input bias of neuron i and ε is the steepness parameter of the output function (ε > 0). The most important difference between TCNN model and conventional neural network model is the self-feedback term g[U i (t) − U i (t − 1)] which is on the right-hand side of Eq. (2). Unlike conventional neural network system converging to a stable state through gradient descent dynamics, the TCNN model has richer spatio-temporal dynamics because we introduce the nonlinear self-feedback term into the network evolution equation. Z(t) in Eq. (3) is self-feedback connection weight or refractory strength which governs the strength of the self-feedback term; β is a damping factor of the time-dependent Z(t) (0 ≤ β ≤ 1). At the beginning, when Z(t) is large enough, the neural network system will present the character of chaos, then with the exponent damping of Z i (t), the self-feedback term decreases gradually. Until the self-feedback term is too small to affect Eq. (2), the chaotic dynamics will disappear eventually and the system converges to a stable equilibrium solution. This is the dynamical evolution of TCNN model, which we want to acquire. From the above discussion, we know that the dynamics of TCNN model depends sensitively on the self-feedback term. Therefore, the form of the function g(x) which determines the characters of the evolution of the system is important. In this paper, g(x) is taken as [1, 2] g(
where p 1 and p 2 are adjustable parameters. In the following simulations p 1 and p 2 are taken as 5. The shape of function g(x) is shown in Fig. 1 . Noting that the self-feedback term in Eq. (2) [3] so the saturation of the function f = 1/[1 + e U i (t)/ε ] can be utilized, because a large ∆U i can only lead to a small ∆V i in the saturation parts of f . The properties of g(x) enable the system to reach those states corresponding to the minima of E, but will not stay at them indefinitely as in the Hopfield model. [1] The dynamics of the TCNN model will be shown through the analysis of a single neuron. For the sake of simplicity, we assume that the neuron only received the external input at the beginning, after that there is no external input at all. From Eqs (1) ∼ (3), the single neuron model is derived by the Euler method as follows:
Since there is only one neuron, the output of the neuron has no significance, we can only consider Eqs (6) and (7).
In the numerical simulation, we set the values of parameters in Eqs (6) and (7) as k = 0.9, Z(0) = 20.5, β = 0.0025 and U (0) = 0.5. Figure 2 shows the time evolutions of U (t), Z(t) and the largest Lyapunov exponent λ of the system. The Lyapunov exponent is a crucial index to identify orbital instability of deterministic chaos. From the variation of Lyapunov exponent λ, we can know the state evolution of the system. From Fig. 2c , we can see that the Lyapunov exponent λ is mostly positive before 300 iterations. This represents that the system is chaotic during this period. After that point, λ tends to negative value and the system converges to a stable state gradually. This is a typical dynamical procedure of transiently chaotic system.
The evolution of the neuron internal state U (t), which corresponds to the damping of refractory strength Z(t), also accords with the above analysis. First, U (t) behaves unpredictably during 300 iterations, then with the damping of Z(t), the chaotic fluctuations decrease gradually and eventually U (t) converges to a stable fixed point after 1200 iterations.
The parameter β in Eq. (7) can be regarded as the important index which governs the convergent speed of the system. In order to examine the influence of β on the neural dynamics, we alter the value of β in Eq. (7). Figures 3a and 3b are the time evolution of U (t), when β = 0.005 and 0.0015 respectively. In Fig. 3a the chaotic dynamics of system vanishes quickly and the value of U (t) converges to 0 around 600 iterations owing to the larger value of β. On the other hand, in Fig. 3b , the chaotic dynamics of U (t) in turn lasts too long to converge to a fixed point even until 1500 iterations due to the small value of β, which results in Z(t)'s decreasing too slowly. The convergence procedure of the TCNN is starting from deterministically chaotic dynamics, through some bifurcation route with decreasing the value of Z(t), finally reaching a stable equilibrium solution. This means that the system has obtained the ability of wandering chaotically in phase space and this wandering can be controlled by only altering the value of β simply. Therefore, this property can be utilized as the heuristic mechanism in combinatory optimization problems.
Chaotic Annealing and Its Application to Optimization
Through the above analyses, we know that the TCNN system has two characters: getting to the energy minimum states and escaping from the energy minimum states. The stronger the self-feedback terms is, the wider the searching range is so that minimum states can be visited frequently. In the following paragraphs, we will discuss chaotic annealing which is introduced in Refs [1] ∼ [3] .
In order to search performance of the chaotic annealing which is based on transiently chaotic dynamics, first, we choose a one-dimensional double-well potential as the energy function. Although it has very simple structure, the one-dimensional double-well potential is a typical example of the system which has local minimum, so it is usually used as the energy function when the performance of optimization algorithm is examined such as in Ref. [4] . The form of the one-dimensional double-well potential is taken as
The shape of the energy function is shown in Fig. 4 . Therefore, the corresponding chaotic system is built as [2] x(t + 1) We illustrate the dynamical behavior of the system and the procedure of chaotic annealing through Fig. 5. Figures 5a and 5b are the bifurcation diagram and the largest Lyapunov exponent λ with respect to time respectively. In the calculation, ε = 0.01, β = 0.0035, Z(0) = 7.5 and the initial state x(0) = 1.0 at which the system has higher energy, namely, the initial point locates in a shallow local minimum pit. From Fig. 5a , we know the evolution of x(t) as: starting from a point x(0) = 1.0, which locates in the shallow local minimum pit, x(t) wanders chaotically at first, then with damping of Z(t), x(t) converges to the point of global energy minimum through a Hopf bifurcation route. The variation of the largest Lyapunov exponent shown in Fig. 5b also supports the above analyses.
The evolution of energy is shown in Fig. 5c . We can clearly see that the system can escape the local minimum and reach the deeper one from an initial position in the shallow well.
Then we also examine the general performance of chaotic annealing. When 1000 initial states x(0) uniformly distributed on [−5, 5] are chosen randomly, it is found that 100% of them approaches the deeper minimum. This implies that the method has very high probability to approach the global minimum. Now a more complex form of energy example, TSP, will be discussed. Applying the chaotic annealing to this problem is more convictive.
The TSP is a classical and famous combinatory optimization problem. TSP is simple to be stated but difficult to be solved exactly due to the NP-hardness. With the increasing of the number of cities, the number of feasible path increases fast. And there are many energy local minima in the whole state space. We introduce the chaotic annealing mechanism to jump from the local minima.
In this paper, we adopt the formulation for TSP by Hopfield and Tank. [5] Assume V ij to be the neuron output which represents to visit city i in visiting order j. A computational energy function which is to minimize the total tour length while simultaneously satisfy all constraints takes the following form
where V i0 = V in and V in+1 = V i1 . W 1 and W 2 are the coupling parameters corresponding to the constraints and the cost function of the tour length, respectively, where d ij is the distance between city i and city j.
Therefore the difference equations describing the network dynamics of TCNN for the TSP are obtained as follows:
In order to improve the searching efficiency of the network, we introduce another initializing method [6] and a different temperature damping schedule. [1, 2] The initializing method is proposed by Wilson-Parley. It adds a bias in initializing equation. The bias equation is defined as bias (i, j) = cos arctan y i − 0.5
where x i , y i are the horizontal and vertical coordinates of city i respectively. The cooling schedule is taken as the form of Refs [1] and [2] in order to improve the convergent speed,
In the calculation, we adopt the city data of Hopfield and Tank [5] as the positions of the 10 cities and the values of parameters in Eqs (12) ∼ (14) are set as W 1 = 1.0, W 2 = 1/2, α = 0.08, k = 0.7 and ε = 1/250.
We choose 5000 initial conditions randomly under the same parameters in computation. As we set the initial value of Z(t) as 5.0, the result is that 4976 cases go to global minimum (tour length = 2.69), the other cases go to the local minima (tour length = 2.78, 2.83, · · ·) and there is no infeasible solution in 5000 cases, namely, the rate of arriving at global minimum is 99.52%. The average iterations for convergence of the system are 39. The result of the chaotic annealing is evidently better than that of Refs [1] and [2] . And compared with the algorithm mentioned in Ref. [3] which has the averaged convergent speed 100 ∼ 400 iterations, the method of this paper has faster convergent speed under the condition that solution satisfies enough.
We have also applied chaotic annealing in 30-city TSP and 40-city TSP. 
Discussion
Compared with some classical optimization algorithm, the mechanism which utilizes the chaotic dynamics to realize the global optimization is in exploring stage. In this case, the study of relatively simple model is very important. In Refs [1] and [2] , the self-feedback term is introduced into gradient descent system in order to construct chaotic neural network with simple structure. In this model, the dynamical behaviour of the system is governed by a few parameters so that the system can be controlled easily.
Faced a combinatory optimization problem which needs the searching in state space, we always hope that the chaotic dynamics acting as the heuristic mechanism exists temporarily, otherwise the system would move infinitely in phase space. When we withdraw chaotic dynamics and how we withdraw it are the critical and hardest problems in this field. While chaotic annealing makes the searching region decrease during the weakening of chaos, and until chaos disappears, the system converges to a stable state with minimum energy eventually. This just offers a feasible method for solving the two critical problems.
We study the dynamical behavior of TCNN more thoroughly, especially the influence of some important parameters such as β, Z(t). The efficiency of chaotic annealing is also examined and proved. However, our present discussions have based on the application results to relatively simple cases such as 10-city, 30-city and 40-city TSPs. By comparative studies about large-scale TSPs with various other approximate algorithms such as simulated annealing algorithm, evolutionary algorithm, the Tabu search algorithm etc., disadvantages and advantages of the present algorithm would be clarified. All these aspects are worth while to be discussed in future.
