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We present some structural and algorithmic results related to the parsimony haplotyping problem.
1 Preliminaries
A haplotype is a 0-1 vector h ∈ {0, 1}n. A genotype is a vector g ∈ {0, 1, 2}n . We say that a haplotype h
is consistent with a genotype g (or equivalently, that g is consistent with h) if h(i) = g(i) whenever g(i) ∈
{0, 1}. We say that two haplotypes h1 and h2 resolve (or parse) a genotype g if, for every i ∈ {1, . . . , n},
we have g(i) =
{
h1(i), if h1(i) = h2(i);
2, otherwise. We denote this relation by g = h1 ⊕ h2.
Fact 1. For any given pair of haplotypes h1, h2 in {0, 1}n , there is a unique genotype resolved by h1 and
h2. For every genotype g and for every haplotype h consistent with g, there is a unique haplotype h′ such
that g = h⊕ h′. Such a haplotype h′ is called the complement of h w.r.t. g. If g = h1⊕ h2 then both h1 and
h2 are consistent with g.
A genotype matrix G is a matrix whose rows are genotypes, that is, a matrix in {0, 1, 2}m×n . Similarly
is defined a haplotype matrix H. With a slight abuse of terminology, we shall identify every genotype matrix
with the set of genotypes defining it. We say that a set of haplotypes H resolves a set of genotypes G if, for
every genotype g ∈ G, there exist h1, h2 ∈ H such that g = h1 ⊕ h2.
The PARSIMONY HAPLOTYPING problem is the following: Given a set of genotypes G, find a set H of
haplotypes that resolves G and is of minimum cardinality.
This problem is known to be NP-hard in general, however, to the best of our knowledge, its complexity
is still undetermined for the case of (∗, 2)-bounded instances. A genotype matrix G is (k, l)-bounded, if it
has at most k 2s per row and at most l 2s per column. It is (k, ∗)-bounded, if it has at most k 2s per row, and
(∗, l)-bounded, if it has at most l 2s per column.
Two genotypes are said to be compatible if there exists a haplotype that is consistent with both. Thus, two
genotypes are compatible if and only if there is no position at which one genotype takes value 0 and the other
1. Given a set of genotypes G ∈ {0, 1, 2}m×n , its compatibility graph is the graph G = (V (G), E(G))
where V (G) = {g : g ∈ G} and E(G) = {{g, g′} : g and g′ are compatible}.
∗This work was supported by the Sofja Kovalevskaja Award 2004 of the Alexander von Humboldt Foundation and the Bun-
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We will say that a graph G is a (∗, 2)-bounded compatibility graph if it is isomorphic to the compatibility
graph of some (∗, 2)-bounded set of genotypes.
2 Structure of (∗, 2)-bounded compatibility graphs
In this section, we study the structure and properties of (∗, 2)-bounded compatibility graphs.
Let a, b be two vertices in a graph G. Following the terminology of Diestel [1], we say that two a-b paths
are independent if a and b are their only common vertices.
Lemma 1. A graph G is a (∗, 2)-bounded compatibility graph if and only if for every pair {x, y} of (distinct)
non-adjacent vertices in G, there are at most two independent x-y paths.
Proof. Let G be a (∗, 2)-bounded genotype matrix, and let G be its compatibility graph. Suppose that there
is a pair g, g′ of non-adjacent vertices in G with three independent g-g′ paths P1, P2, P3. Since g, g′ are
non-adjacent vertices in G, they are incompatible as genotypes, so there is a position j such that (up to
symmetry) g(j) = 0 and g′(j) = 1. It follows that each of the paths Pi must contain an internal vertex gi
such that gi(j) = 2. (Otherwise, there would be two consecutive vertices gr, gr+1 on P such that gr(j) = 0
and gr+1(j) = 1, which would contradict the fact that they are adjacent.) Since the paths are independent,
the genotypes g1, g2, g3 are all distinct. The fact that all of them have a 2 at position j contradicts the
assumption that the instance was (∗, 2)-bounded.
For the converse direction, suppose that G is a graph such that for every pair {x, y} of distinct non-
adjacent vertices in G, there are at most two independent x-y paths. We shall construct a (∗, 2)-bounded
genotype matrix G such that G is the compatibility graph of G.
If G is a complete graph, then G is the |V (G)| × |V (G)| matrix given by
Gi,j =
{
2, if i = j;
0, otherwise. .
Clearly, G satisfies the desired properties.
In the rest of the proof, we assume that G is not complete. We start with an empty matrix. For each pair
{x, y} of (distinct) non-adjacent vertices in G, we construct a column Cxy whose rows are indexed by the
vertices of G, and add Cxy to G.
We construct Cxy as follows. Since in G there are at most two independent x-y paths, Menger’s theorem
(see e.g. [1]) implies that there is a set S ⊆ V (G) with |S| ≤ 2 that separates x from y. Let Cx be the
connected component of G− S containing x. Then, for each vertex v ∈ V (G), we let
Cxy(v) =


2, if v ∈ S;
0, if v ∈ Cx;
1, otherwise.
It follows by construction that G has at most two 2’s per column. Let G′ be the compatibility graph of
G such that V (G′) = V (G). We need to show that G = G′. Suppose that x and y are adjacent in G. Then,
to see that x and y are also adjacent in G′, it is enough to observe that there is no column j of G such that
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{Gxj ,Gyj} = {0, 1}. Conversely, if x and y are non-adjacent in G, then x and y are also non-adjacent in
G′, since they will disagree in the column Cxy. The proof is complete.
Remark 1. The statement and the above proof of Lemma 1 generalize naturally to (∗, k)-bounded compat-
ibility graphs. For every k ≥ 1, a graph G is a (∗, k)-bounded compatibility graph if and only if for every
pair {x, y} of (distinct) non-adjacent vertices in G, there are at most k independent x-y paths.
Corollary 1. Every graph of maximum degree k is a (∗, k)-bounded compatibility graph.
For a pair {a, b} of (distinct) non-adjacent vertices in G, we will refer to an ({a, b}-)theta as the union
of three independent a-b paths. Therefore, Lemma 1 implies that no (∗, 2)-bounded compatibility graph
contains a theta.
We denote by ω(G) the size of a maximum clique in a graph G, and by tw(G) its tree-width. In the
following lemma, we show that the tree-width of (∗, 2)-bounded compatibility graphs can only be large due
to the presence of a large clique.
Lemma 2. For every k there is an N such that the tree-width of every (∗, 2)-bounded compatibility graph
G with ω(G) ≤ k is at most N .
Proof. (Sketch.) For k ≥ 1, let Gk denote the set of all (∗, 2)-bounded compatibility graphs G such that
ω(G) ≤ k. By a result of Robertson and Seymour [2], graphs of large tree-width must contain a large grid
as a minor. Therefore, to show that the tree-width of graphs in Gk is uniformly bounded, it is enough to
show that there is an integer f(k) such that no graph from Gk contains an f(k)× f(k) grid as a minor.
We will show that G ∈ Gk cannot contain a 3× (k + 1) grid as a minor. Suppose, by contradiction, that
there is a graph G ∈ Gk containing a 3× (k + 1) grid H = (V (H), E(H)) as a minor. Then, there exists a
collection C = {Vx : x ∈ V (H)} of pairwise disjoint subsets of V (G) each of which induces a connected
graph, and such that there is an edge from a vertex in Vx to a vertex in Vy whenever {x, y} ∈ E(H).
Let C′ ⊆ C denote the subset of C consisting of the 2k + 1 sets Vx corresponding to the middle row
of the grid. We enumerate the members of C′ as Vx1, . . . , Vxk+1 , and for each i ∈ {1, . . . , k + 1}, fix a
vertex vi ∈ Vxi such that G contains three paths Px, Py , Pz connecting vi to Vx, Vy, Vz respectively where
x, y, z are three distinct neighbors of xi in H , such that vi is the only common vertex of any two of the
paths Px, Py , Pz . Since ω(G) ≤ k, the set C = {v1, . . . , vk+1} ⊆ V (G) is not a clique. Thus, there exist
two non-adjacent vertices vi, vj in C . Using the defining property of the vertices vi and vj and the structure
of the grid, it is now possible to find to a {vi, vj}-theta in G. We leave to the reader the straightforward
verification of this claim.
By Lemma 1, the presence of a theta contradicts the fact that G is a (∗, 2)-bounded compatibility graph.
The proof is complete.
Remark 2. The analogue of Lemma 2 does not hold for (∗, 3)-bounded compatibility graphs. (There exist
triangle-free graphs of maximum degree 3 and of arbitrarily large tree-width.)
In the following lemma, we prove another property of these graphs. A simplicial vertex in a graph G is
a vertex of G whose neighborhood induces a complete graph. An edge e ∈ E(G) is a degree-2 edge if both
of its endpoints have degree two in G.
Lemma 3. Every (∗, 2)-bounded compatibility graph contains either a simplicial vertex or a degree-2 edge.
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Proof. We say that a (∗, 2)-bounded compatibility graph G is bad if it has no simplicial vertices and degree-
2 edges. Suppose that there exists a bad graph. Let n ≥ 1 be the smallest number of vertices that a bad
graph can have. Among all bad graphs on n vertices, let G be one with the maximum number of edges.
Then:
• G is connected.
This is clear since every connected component of a bad graph is bad.
• G has no vertices of degree at most 2.
Clearly, G cannot have a vertex of degree 0 or 1 since such a vertex would be simplicial.
Suppose that x ∈ V (G) is a vertex of degree 2, and let a, b denote the two neighbors of x. Then,
the vertices a and b are not adjacent (otherwise x would be simplicial). Moreover, since G has no
degree-2 edges, we have d(a) ≥ 3, d(b) ≥ 3.
We claim that x is the unique vertex in G that is adjacent only to a and b. Indeed, there is a y 6= x
with N(y) = {a, b}, then it is easy to verify that the graph G′ obtained from G by adding to it the
edge {x, y}, is a bad graph on n vertices and with more edges than G, contradicting the choice of G.
(Clearly, G′ cannot have a degree-2 edge. Suppose that v is a simplicial vertex in G′. Then v must
be adjacent to both x and y, so we may assume without loss of generality that v = a. However, the
degree of a is at least 3, so there is a vertex z that is adjacent to a but not to x, contradicting the
assumption that a was simplicial. Therefore, G′ has no simplicial vertices. Finally, suppose that G′
contains a {u, v}-theta T . Then, the edge {x, y} must appear in it, which in turn implies that the
vertices a, b, x, y must appear together either as (a, x, y, b) or as (a, y, x, b) on one of the u-v paths
in T . But then, replacing such a sequence of with (a, x, b) yields a {u, v}-theta in G, contrary to the
assumption that G is a (∗, 2)-bounded compatibility graph.)
Let G′ be the graph obtained from G by contracting the edge {a, x}. (Formally, V (G′) = V (G)\{x}
and E(G′) = E(G)\{{x, a}, {x, b}}∪{a, b}.) Then, since G′ has fewer vertices than G, it cannot be
bad. There are three possible reasons for this, and we will show that neither of them can occur. First,
note that G′ cannot contain a {u, v}-theta since replacing in such a theta the edge {a, b} (if it is there)
with the path (a, x, b) would result in a {u, v}-theta in G. Next, we see that G′ cannot have a degree-2
edge (as d(a) ≥ 3, d(b) ≥ 3, such an edge would have to be disjoint with {a, b} and would thus also
be a degree-2 edge in G). Thus, G′ must have a simplicial vertex v. Then, v must either coincide with
one of a, b, or be adjacent to both a and b. Suppose that v = a. (The case v = b is handled similarly.)
Since d(a) ≥ 3, there exist two distinct vertices u, u′ in N(a)\{b}. However, if a is simplicial, then
(a, x, b), (a, u, b) and (a, u′, b) are three independent {a, b} paths in G, a contradiction. Thus, v 6= a,
and v must be adjacent to both a and b. It follows from the above observation that x is the unique
vertex in G that is adjacent only to a and b, that v must be adjacent to a vertex c different from a and
b. Again, assuming that v is a simplicial vertex in G′, we conclude that (a, x, b), (a, v, b) and (a, c, b)
are three independent {a, b} paths in G, which is impossible.
• G has no cut vertices.
Suppose, for the sake of contradiction, that G contains a cut vertex x. Consider a pair C,D of two
distinct connected components of G − {x}, and let c and d denote two neighbors of x in C and D
respectively. Then, since x separates the vertices c and d in G, they cannot be adjacent. Let G′ be the
graph obtained from G by adding to it the edge {c, d}. Then:
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– G′ has no degree-2 edges (since its minimum degree is at least 3).
– G′ has no simplicial vertices. (Since the degree of c is at least three, there is a vertex adjacent
to c but not to d, which shows that c (and similarly d) cannot be simplicial in G′. Similarly x
cannot be simplicial since otherwise any neighbor of x other than c and d would have to adjacent
to both c and d, contradicting the fact that x separates c and d. Any simplicial vertex in G′ other
than c, d, x would also be simplicial in G.)
– G′ has no thetas. (Otherwise, let T be a {u, v}-theta in G′. Then, since T is not a theta in G,
it must use the edge {c, d}, which implies (up to symmetry) that u ∈ C and v ∈ D. However,
deleting the edge {c, d} as well as the vertex x from T leaves at least one u-v path in G′ (and
thus in G) avoiding x, contradicting the fact that x separates u and v.)
So, G′ is a bad graph on n vertices with more edges than G, contradicting the choice of G.
• G has no cutset consisting of two non-adjacent vertices.
Suppose that C = {a, b} is a cutset in G consisting of two non-adjacent vertices. Then, for every
connected component K of G − {a, b}, there must exist an a-b path PK whose internal vertices all
belong to K . (Otherwise, if K connected to {a, b} only through a (b), then a (b) would be a cut vertex
in G.)
Since each of these components contributes an a-b path whose internal vertices all belong to K , and
since G has no {a, b}-theta, we conclude that the graph G− {a, b} consists of at most two connected
components. On the other hand, since {a, b} is a cutset, there must be at least two such components.
Let us refer to these two components as K1 and K2. Let a1 denote a neighbor of a in K1; vertices
a2, b1, b2 are defined similarly.
Let G′ be the graph, obtained from G by adding to it the edge {a, b}.
Then:
– G′ has no degree-2 edges (since its minimum degree is at least 3).
– G′ has no simplicial vertices. (If a was simplicial in G′, then there would be an edge in G
connecting a1 to a2, which is impossible. Similarly, b cannot be simplicial. Suppose that a
vertex x ∈ K1 is simplicial. Then, since x is of degree at least 3, there is a vertex y in K1 that
is adjacent to x. But now, (a, x, b), (a, y, b) and an a-b path through K2 are three independent
{a, b} paths in G, which is impossible.)
– G′ has no thetas. (Otherwise, let T be a {u, v}-theta in G′. Clearly, G′ cannot contain three
independent paths linking a vertex of K1 to a vertex of K2 (since {a, b} is a cutset in G′). Up to
symmetry, this implies that {u, v} ∩ K2 = ∅. Since T is not a theta in G, it must use the edge
{a, b}, and therefore we conclude that V (T )∩K2 = ∅. However, replacing the edge {a, b} with
an a-b path in G through K2 results in a {u, v}-theta in G, a contradiction.)
So, G′ is a bad graph on n vertices with more edges than G, contradicting the choice of G.
• G is chordal.
Suppose not, and let C be an induced cycle in G of at least four vertices. Consider a vertex x on C
and its two neighbors a and b on the cycle. Then, by the previous observation, the set {a, b} cannot
separate x from the remainder of the cycle. Let P be a shortest path from x to V (C)\{x, a, b}, and
5
let q be the vertex that belongs to both P and C . Then, using the two x-q paths on C and the path
P , we can construct in G a {x, q}-theta, contradicting the assumption that G is a (∗, 2)-bounded
compatibility graph.
Since G is chordal, it must contain a simplicial vertex. This is however a contradiction to the fact that G is
bad. Thus, there are no bad graphs, and the proof is complete.
3 A polynomial reduction for (∗, 2)-bounded parsimony haplotyping
Lemma 4. Let G be a genotype matrix with at most two 2s per column, and let C be a clique of at least
three vertices in the compatibility graph of G. Then, there is a unique haplotype h that is consistent with
every genotype in C .
Proof. Let C be the submatrix of G defined by the rows in C . Consider the j-th column C(j) of C. Since
the genotypes in C form a clique, all the entries of C(j) different from 2 must be the same. Furthermore,
since G has at most two 2s per column, the same is true for C. It follows that for every column C(j) there
is a unique element h(j) ∈ {0, 1} that appears in that column (besides the possible 2s). This defines the
unique haplotype consistent with all genotypes in C .
Lemma 5. Let G be a genotype matrix with at most two 2s per column. Let g ∈ G be an input genotype,
and let g1, g2 ∈ G be two distinct input genotypes different from g that are compatible with g. Then, there
is at most one pair {h1, h2} of haplotypes that resolve g such that hi is consistent with gi for i = 1, 2.
Proof. By means of contradiction, suppose that g can be resolved by h1 and h2, as well as by h′1 and h′2,
where h1, h′1 are consistent with g1, and h2, h′2 are consistent with g2. Note that h1 6= h′1 (since otherwise
h2 = h
′
2 and we are done). Thus, there is a column j where h1 and h′1 differ. Without loss of generality, we
may assume that h1(j) = 0, h′1(j) = 1. Since h1 and h′1 are consistent with g1, we conclude that g1(j) = 2.
Next, we observe that h1 and h′1 are both consistent with g (since each of them can be used in a resolution
of g). This implies that g(j) = 2, which in turn implies h2(j) = 1, h′2(j) = 0. Therefore, since h2 and h′2
are consistent with g2, we get g2(j) = 2. However, we now have g1(j) = g2(j) = g(j) = 2 which is a
contradiction to the assumption that G is a (∗, 2)-bounded instance.
Lemma 6. Let G be the compatibility graph of a (∗, 2)-bounded instance G ∈ {0, 1, 2}m×n with |V (G)| =
m. Then, G has O(m) maximal cliques.
Proof. This is a direct consequence of Lemma 3, since every simplicial vertex is contained in only one
maximal clique, and every endpoint of a degree-2 edge is contained in precisely two maximal cliques. By
induction, it follows that G has at most 2m maximal cliques.
Lemma 7. Given a genotype matrix G ∈ {0, 1}m×n with at most two 2s per column, we can compute in
polynomial time a set H′ of O(m3) haplotypes such that there is an optimal solution H to the parsimony
haplotyping problem on G contained in H′.
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Proof. We give a constructive proof. We start with an empty collection H′ of haplotypes, and perform four
steps of additions of haplotypes to H′ as follows.
First, we add to H′ all the input genotypes that are haplotypes.
Second, we construct the compatibility graph G and compute all the clique haplotypes. This can be done
in polynomial time: by Lemma 6, G has O(m) maximal cliques, and they can be generated in polynomial
time e.g. by the algorithm of Tsukiyama et al. [4].
We add to H′ all the clique haplotypes hc and for every such haplotype hc and every input genotype g
containing hc, we add to H′ the complement of hc w.r.t. g.
Third, for every input genotype g ∈ G, we denote by P (g) the set of all pairs {g1, g2} of input genotypes
such that there exists a pair {h1, h2} of haplotypes that resolve g such that hi is consistent with gi for
i = 1, 2. By Lemma 5, {g1, g2} ∈ P (g) implies that there exists a unique pair p(g, g1, g2) = {h1, h2}
of haplotypes that resolve g such that hi is consistent with gi for i = 1, 2. Let H(g) = {h : there exists
{g1, g2} ∈ P (g) such that h ∈ p(g, g1, g2)}. Moreover, let H = ∪g∈GH(g). The set H can be computed
in polynomial time, and |H| = O(m3).
We add to H′ all the haplotypes in H and also, for every such haplotype h ∈ H and every input genotype
g containing h, we add to H′ the complement of h w.r.t. g.
Next, for each edge e = {g1, g2} of the compatibility graph, fix one haplotype h =: h(g1, g2) consistent
with g1 and g2 and set H(e) = {h(g1, g2), h1, h2} where h1 and h2 are the complements of h w.r.t. g1 and
g2.
For each e ∈ E(G), add to H′ the haplotypes in H(e).
Finally, for every input genotype g not resolved with the haplotypes added to H′ so far, add to H′ a pair
of haplotypes resolving g.
This completes the description of the construction of the set H′. This set satisfies the following property.
Property 1. For every input genotype g and every haplotype h consistent with it, if h ∈ H′ then h′ ∈ H′
where h′ is the haplotype that together with h resolves g.
It remains to show that there is an optimal solution to the parsimony haplotyping problem on G contained
in H′. To see this, let Hopt be an optimal solution to the parsimony haplotyping problem on G such that
|Hopt ∩H
′| is maximized. Suppose that there is a haplotype h contained in Hopt but not in H′.
We consider three exhaustive cases.
Case 1. h is consistent with three or more input genotypes.
Then, the set of genotypes h consistent with forms a clique of size at least 3 in the compatibility graph.
Thus, h is a clique haplotype and belongs to H′ by construction.
Case 2. h is consistent with exactly two input genotypes.
Let g1 and g2 be the two input genotypes consistent with h. Let h1 and h2 denote the complements of
h w.r.t. g1 and g2. By Property 1, neither h1 nor h2 belong to H′. Therefore, by construction of H′ and
Lemma 5, neither of h1 and h2 is consistent with an input genotype. (For example, if h1 was consistent with
an input genotype g′ 6= g1, then {h, h1} would belong to P (g1) and thus to H0.)
So we can replace the three haplotypes {h, h1, h2} with the three haplotypes {h(g1, g2), h′, h′′} where
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h′ and h′′ denote the complements of h(g1, g2) w.r.t. g1 and g2. This gives a set of haplotypes H′′ resolving
G such that |Hopt ∩H′′| > |Hopt ∩H′|, which contradicts the choice of Hopt.
Case 3. h is consistent with only one input genotype.
Let g ∈ G be the input genotype consistent with h. Let h′ ∈ Hopt be the complement of h w.r.t. g.
By Property 1, h′ does not belong to H′. Since Cases 1 and 2 are impossible, g is the only input genotype
consistent with h′. So we can replace the two haplotypes {h, h′} with any two haplotypes from H′ that
resolve g. This gives a set of haplotypes H′′ resolving G such that |Hopt ∩H′′| > |Hopt ∩H′|, contrary to
the choice of Hopt.
This completes the proof.
3.1 Parsimony haplotyping is polynomial on (∗, 2)-bounded instances of bounded tree-width
We recall the following theorem from [3].
Theorem 1 ([3]). There is a polynomial algorithm for parsimony haplotyping on enumerable instances such
that the compatibility graph has bounded tree-width.
In [3], the authors define an enumerable instance as an input genotype matrix with a polynomial number
of haplotypes that are consistent with any of its genotypes. However, the proof of Theorem 1 remains
valid if we relax this condition and only require that, given an input genotype matrix, we can compute
in polynomial time a polynomially-sized set of haplotypes that contains an optimal solution. Parsimony
haplotyping remains solvable in polynomial time for such instances whenever the compatibility graph has
bounded tree-width. Together with Lemma 7, this implies the following result.
Theorem 2. PH(∗, 2) is polynomially solvable on graphs of bounded tree-width.
4 Other results
Lemma 8 (Inference paths.). Let G be a genotype matrix with at most two 2s per column, and let g, g′ and
g′′ be three distinct genotypes from G such that there exist haplotypes h, h′ and h′′ such that g = h ⊕ h′,
g′ = h′ ⊕ h′′, and h′′ is consistent with g′′. Then, the haplotype h′ is uniquely determined by g, g′, g′′.
Moreover, the three haplotypes h, h′, h′′ can be computed in time O(n) where n is the number of columns
of G.
Proof. Since h′ is consistent with both g and g′, we have h′(j) = a whenever there is an a ∈ {0, 1} such
that g(j) = a or g′(j) = a. If g(j) = g′(j) = 2, then, since G has at most two 2s per column, we have
g′′(j) = a ∈ {0, 1}. Then, since h′′ is consistent with g′′, we must have h′′(j) = a, which in turn implies
h′(j) = 1− a (since g′(j) = 2). Therefore, h′ is uniquely determined by g, g′, g′′. To see that h, h′, h′′ can
be computed in linear time, observe that the haplotypes h and h′′ are uniquely determined by (h′, g) and
(h′, g′) respectively.
(Lemma 8 also follows directly from Lemma 5.)
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5 Parsimony haplotyping on trees
In this section, we will show that one can solve the parsimony haplotyping problem on trees by dynamic
programming. Under certain conditions, this approach leads to polynomial-time solutions.
Let G ∈ {0, 1, 2}m×n be an instance of parsimony haplotyping whose compatibility graph T is a tree.
To avoid trivialities, we assume m ≥ 3. We root the tree T at an arbitrary node r with at least two neighbors.
We shall develop a dynamic programming solution to the problem, which will consist in a single bottom-up
traversal of the tree.
We first introduce several definitions needed to describe the algorithm. For a node g of T , let G(g)
denote the instance of parsimony haplotyping consisting of the genotypes in G that belong to the subtree of
T rooted at g. Furthermore, let opt(g) denote the optimal value of G(g), that is, the minimum number of
haplotypes needed to resolve all the genotypes in G(g). For a node g of T different from the root, let C(g)
denote the set of all haplotypes consistent both with g and with its parent P (g), and let D(g) denote the set
of all haplotypes in C(g) that appear in some optimal solution to the parsimony haplotyping problem on
G(g).
Given a set W of haplotypes that are consistent with a genotype g, we denote by W (g) the set of their
complements with respect to g, that is, W (g) = {h : ∃h′ ∈ W such that h⊕ h′ = g}.
The algorithm is based on the following recursive formulas for opt(g) and D(g).
Lemma 9. If g is a leaf of T , then:
opt(g) =
{
1, if g ∈ {0, 1}n;
2, otherwise. (1)
D(g) = C(g) . (2)
Let g be an internal node of T , with children {g1, . . . , gk} (where k ≥ 1). Let W (g) = ∪ki=1D(gi).
Then:
opt(g) =
k∑
i=1
opt(gi) +


0, if ∃h, h′ ∈ W (g) such that g = h⊕ h′;
2, if W (g) = ∅;
1, otherwise.
(3)
D(g) =


∅, if ∃h, h′ ∈ W (g) such that g = h⊕ h′;
C(g), if W (g) = ∅;
C(g) ∩W (g)
(g)
, otherwise.
(4)
Proof. The equations (1) and (2) are straightforward.
Now, let g be an internal node of T , with children {g1, . . . , gk}, and let W (g) be defined as in the
lemma. We split the remainder of the proof into three cases, as in the above recursions.
Case 1: ∃h, h′ ∈ W (g) such that g = h⊕ h′.
First, we show that opt(g) =
∑k
i=1 opt(gi). Clearly, opt(g) ≥
∑k
i=1 opt(gi), since every set of haplo-
types optimally resolving G(g) must contain disjoint solutions to G(g1), . . . ,G(gk).
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For the converse inequality, let h, h′ ∈ W (g) such that g = h⊕h′. Let i1, i2 ∈ [k] such that h ∈ D(gi1),
h′ ∈ D(gi2). Suppose that i1 = i2. Then, every haplotype that is consistent with g is also consistent with
gi1 . In particular, since the children of g are pairwise inconsistent, this implies k = 1. Moreover, g must
be the root since otherwise the parent of g could not be inconsistent with gi1 . However, this contradicts our
choice of the root as a vertex with at least two neighbors.
Thus, i1 6= i2, and combining two sets of haplotypes that optimally resolve G(gi1) and G(gi2) and
contain h and h′ respectively with arbitrary optimal solutions to G(gi) for all other gi’s yields a solution to
G(g) of cardinality
∑k
i=1 opt(gi).
Next, we show that D(g) = ∅. The equality opt(g) =
∑k
i=1 opt(gi) implies that every set of haplotypes
optimally resolving G(g) must consist of disjoint solutions to G(g1), . . . ,G(gk). However, every h ∈ C(g)
is consistent with the parent of g, and therefore inconsistent with all genotypes from G(g1), . . . ,G(gk).
Therefore, h cannot belong to any optimal solution to the parsimony haplotyping problem on G(g). Conse-
quently, D(g) = ∅.
Case 2: W (g) = ∅.
First, we show that opt(g) =
∑k
i=1 opt(gi) + 2.
Suppose that opt(g) ≤
∑k
i=1 opt(gi) + 1, and let H be a set of haplotypes resolving G(g) such that
|H| ≤
∑k
i=1 opt(gi) + 1. For i = 1, . . . , k, let Hi be a minimal subset of H that resolves G(gi).
Suppose that H = ∪ki=1(Hi). Then, there must be two haplotypes h, h′ in ∪ki=1(Hi) that resolve g. Let
i1, i2 ∈ [k] such that h ∈ Hi1 , h′ ∈ Hi2 . Then, as in Case 1, we conclude that i1 6= i2. Moreover, since h
is consistent with both g and gi1 , h belongs to C(gi1). Similarly, h′ belongs to C(gi2). Since W (g) = ∅,
we conclude that h cannot belong to D(gi1) and h′ cannot belong to D(gi2). In particular, this implies that
|Hi1| ≥ opt(gi1) + 1 and |Hi2| ≥ opt(gi2) + 1. Therefore, |H| ≥
∑
i=1k |Hi| ≥
∑
i=1k opt(gi) + 2,
contradicting the assumption.
Therefore, there is a haplotype h such that H\
(
∪ki=1(Hi)
)
= {h}. Since the cardinality of H is at
most
∑k
i=1 opt(gi) + 1 and at least
∑k
i=1 |Hi|+ 1, we conclude that each of the Hi’s is optimal for G(gi).
Moreover, the fact that H is optimal for G(g) and the observation that h cannot be used in the resolution of
any genotype from G(g) other than g imply that h must be used in the resolution of g. Let h′ ∈ H be the
haplotype that together with h resolves g, and let j ∈ [k] such that h′ ∈ Hj . Since Hj is optimal for G(gj)
and since h′ ∈ C(gj), we conclude that h′ ∈ D(gj). However, this contradicts the assumption of the case.
This shows that opt(g) ≥
∑k
i=1 opt(gi) + 2. The converse inequality is considerably simpler. Com-
bining sets H1, . . . Hk of haplotypes that optimally resolve G(g1), . . . ,G(gk) together with two additional
haplotypes h, h′ that resolve g yields a solution to G(g) of cardinality
∑k
i=1 opt(gi) + 2. This observation
also implies that D(g) = C(g), as any h ∈ C(g) can be used in a resolution of g.
Case 3: Neither Case 1 nor Case 2.
First, we show that opt(g) =
∑k
i=1 opt(gi) + 1.
Suppose that opt(g) ≤
∑k
i=1 opt(gi), and let H be a set of haplotypes resolving G(g) such that |H| ≤∑k
i=1 opt(gi). Then, for any i = 1, . . . , k, the subset Hi of H that resolves G(gi) must be optimal for
G(gi). Therefore, g must be resolved by a pair h, h′ of haplotypes belonging to ∪ki=1Hi. By the optimality
of the Hi’s, we have h, h′ ∈ W (g), contradicting the fact that we are not in Case 1.
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Therefore, opt(g) ≥
∑k
i=1 opt(gi) + 1. For the converse inequality, let h be an arbitrary haplotype in
W (g), and let j ∈ [k] such that h ∈ D(gj). Combining a set of haplotypes containing h that optimally
resolves G(gj) with arbitrary optimal solutions to G(gi) for all other gi’s, together with the haplotype
h′ such that h ⊕ h′ = g yields a solution to G(g) of cardinality
∑k
i=1 opt(gi) + 1. This shows that
opt(g) =
∑k
i=1 opt(gi) + 1.
We now show D(g) = C(g) ∩W (g)(g) by proving both containments.
First, let h ∈ D(g). Then, h ∈ C(g), and there is an optimal solution H to G(g) that contains h. We
only need to show that h ∈ W (g)(g), that is, that the haplotype h′ satisfying h ⊕ h′ = g belongs to W (g).
Since h belongs to C(g), it cannot be used in the resolution of any genotype from G(g) other than g; thus,
h must be used in the resolution of g, therefore h′ belongs to H . For i ∈ [k], let Hi be a minimal subset of
H that resolves G(gi). Since opt(g) =
∑k
i=1 opt(gi)+1, each of the Hi’s is optimal for G(gi). Let j ∈ [k]
be the index of the set Hj that contains h′. Since Hj is optimal for G(gj), we conclude that h′ belongs to
D(gj). Thus, h′ belongs to W (g) and this shows that D(g) ⊆ C(g) ∩W (g)
(g)
.
To see the converse, let h ∈ C(g)∩W (g)(g). Therefore, the haplotype h′ such that h⊕h′ = g belongs to
W (g). Let j ∈ [k] be the index of the set D(gj) that contains h′. Combining a set of haplotypes containing
h′ that optimally resolves G(gj) with arbitrary optimal solutions to G(gi) for all other gi’s, together with
the haplotype h′ yields an optimal solution to G(g). Therefore, h belongs to D(g).
At each internal node g, the algorithm stores an integer opt(g) ∈ {1, . . . ,m}, and a (possibly empty)
matrix D(g) ∈ {0, 1, 2}p(g)×n whose p(g) rows represent the genotypes in D(g). The algorithm traverses
the tree bottom-up, using the recursive relations (1) − (4) from Lemma 9 to compute the values of opt(g)
and D(g).
The minimum number of haplotypes needed to resolve all the genotypes in G(g) is given by opt(r),
where r is the root of T . Also, an optimal set of haplotypes can be constructed by a simple backtracking
procedure, traversing the tree top-down. We omit the details.
Details of the implementation. Analysis of the running time.
The following observation is easily proved by induction on the height of g.
Claim 1. Each D(g) can be represented by a (possibly empty) set of pairwise incompatible genotypes.
Claim 2. Given genotypes g1, g2, g ∈ {0, 1, 2}n such that every haplotype consistent with g1 or g2 is
consistent with g, we can determine in time O(n) whether there exist haplotypes h and h′, each consistent
with either g1 or g2, such that g = h⊕ h′.
Proof. One only needs to verify that there is no column j such that g(j) = 2 and g1(j) = g2(j) ∈ {0, 1}.
At each leaf of the tree, the algorithms spends O(n) time.
Consider an internal node g of the tree, with children {g1, . . . , gk}. For each i ∈ [k], let the matrix D(gi)
be of dimensions pi × n.
11
Suppose that all pi’s are zero. Then W (g) = ∅, and the algorithm sets opt(g) =
∑k
i=1 opt(gi) + 2 and
(unless g is the root), sets D(g) to be the 1× n matrix given by
D(g)1,j =


0, if at least one of g(j), g′(j) is 0;
1, if at least one of g(j), g′(j) is 1;
2, otherwise.
for all j ∈ [n], where g′ is the parent of g.
Suppose that not all the pi’s are zero. Then W (g) 6= ∅. Let M(g) be the matrix of dimensions p × n
(where p =∑ki=1 pi) whose set of rows is the union of the sets of rows of the matrices D(g1) . . . ,D(gk).
For each of the
(
p
2
)
pairs {g1, g2} of rows of M(g), the algorithm verifies whether there exist haplotypes h
and h′, each consistent with either g1 or g2, such that g = h⊕h′. Using Claim 2, this can be verified in time
O(mp2).
If there exists such a pair of haplotypes h and h′, the algorithm sets opt(g) =
∑k
i=1 opt(gi) and (unless
g is the root) sets D(g) to be the empty matrix.
Otherwise, the algorithm sets opt(g) =
∑k
i=1 opt(gi) + 1 and (unless g is the root) computes D(g) as
follows. D(g) is initialized to be the empty matrix. For each row g′ of M(g), let g′′ be the complement of
g′ with respect to g, that is,
g′′(j) =


0, if either g(j) = 0, or g(j) = 2 and g′(j) = 1;
1, if either g(j) = 1, or g(j) = 2 and g′(j) = 0;
2, otherwise.
We have to verify whether g′′ is compatible with C(g), and if yes, to compute the set of haplotypes consistent
with both. If there is a column j such that C(g)(j) = 0 and g′′(j) = 1 or vice-versa, then g′′ is incompatible
with C(g), and we do nothing. Otherwise, we define a new row g˜ by
g˜(j) =


0, if at least one of C(g)(j), g′′(j) is 0;
1, if at least one of C(g)(j), g′′(j) is 1;
2, otherwise.
(5)
We add g˜ to D(g).
Overall, the amount of time the algorithm spends at node g is at most O(n · p(g)2). Therefore, the total
time complexity of the algorithm is O(n
∑
g∈T (p(g))
2).
It is easy to see that if g is an internal node at height h, then p(g) ≤ ∆h, where ∆ is the maximum degree
of a node in T . This shows that the time complexity of the algorithm is at most O(n∆2h), where h is the
height of the rooted tree T . This could result in an exponential worst-case time and space complexity.
5.1 Parsimony haplotyping is polynomial for trees of small diameter
The upper bound O(n∆2h) on the running time of the algorithm shows that the algorithm runs in polynomial
time for trees of diameter at most O
(
logm
log∆
)
. Also, note that for every node g with children {g1, . . . , gk}
such that all but one of the p(gi)’s are zero, we have p(g) ≤ max1≤i≤k p(gi). In particular, this implies that
the possibly exponential growth of p cannot be due to the nodes with only one children. Thus, we have the
following conclusion.
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Theorem 3. Parsimony haplotyping is solvable in polynomial time on trees of diameter O
(
logm
log∆
)
(where
m and ∆ denote the number of nodes and maximum vertex degree respectively), as well as on subdivisions
of such trees.
Corollary 2. Parsimony haplotyping is solvable in time O(mn) on paths.
5.2 Parsimony haplotyping on (∗, 2)-bounded tree instances: an alternative proof
In view of Theorem 2, parsimony haplotyping is polynomial on (∗, 2)-bounded tree instances. In this sub-
section we provide an alternative and direct proof of this fact, based on Lemma 9. In particular, we will
show that the recursive formulas from Lemma 9 lead to a polynomial time algorithm on arbitrary trees that
arise from (∗, 2)-bounded instances.
Let G be a (∗, 2)-bounded instance of parsimony haplotyping, whose compatibility graph T is a tree.
It is sufficient to show that for all internal nodes g different from the root, the values of p(g) are bounded
above by a polynomial in m. In fact, we will show that for every internal node g different from the root,
p(g) is bounded above by the number of children of g.
We start with an auxiliary lemma.
Lemma 10. Let g be an internal node of T different from the root that is of “Type 3” (that is, W (g) 6= ∅
and D(g) = C(g) ∩W (g)(g)). Then, each row of D(g) is a haplotype.
Proof. Let g˜ be a row of D(g), and suppose that there is a column j such that g˜(j) = 2. Then, g˜ is obtained
via (5) from C(g) and g′′, the complement of g′ with respect to g, where g′ is a genotype from (say) D(gi1)
for a child gi1 of g.
Since g˜(j) = 2, we have by (5) that C(g)(j) = g′′(j) = 2. Denoting by P (g) the parent of g, this implies
that g(j) = (P (g))(j) = gi1(j) = 2. This is a contradiction to the assumption that G is a (∗, 2)-bounded
instance.
Lemma 11. Let g be an internal node of T , different from the root, with children {g1, . . . , gk}. Then,
p(g) ≤ k.
Proof. Let us partition the set of children of g into two sets, as follows: C1 := {gi : 1 ≤ i ≤ k, p(gi) ≤ 1}
and C2 := {gi : 1 ≤ i ≤ k, p(gi) > 1}.
Consider an arbitrary gi ∈ C2. Clearly, gi is of “Type 3” (that is, W (g) 6= ∅ and D(g) = C(g) ∩
W (g)
(g)), for otherwise p(gi) would be at most 1. Therefore, by Lemma 10, each row of D(gi) is a
haplotype.
We now show that there is at most one row h of D(gi) such that the complement of h with respect to g
is consistent with C(g). Suppose not, and let h1, h2 be two rows of D(gi) such that both h′1 and h′2 (where
h1 ⊕ h
′
1 = h2 ⊕ h
′
2 = g) are consistent with C(g). Let j be a column such that h1(j) 6= h2(j). Then, since
both h1 and h2 are consistent with g, we have g(j) = 2, and similarly, gi(j) = 2. Next, h1(j) 6= h2(j)
implies that h′1(j) 6= h′2(j). Let P (g) denote the parent of g. Since by assumption both h′1 and h2 are
consistent with C(g) (and hence with P (g), we have (P (g))(j) = 2. However, this is impossible since G
is a (∗, 2)-bounded instance.
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It follows that each gi ∈ C2 contributes at most one row to D(g). Therefore, p(g) ≤
∑
gi∈C1
p(gi) +∑
gi∈C2
1 ≤ |C1|+ |C2| = k.
Theorem 4. PH(∗, 2) is polynomially solvable on trees.
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