This article addresses the relighting of outdoor and large indoor scenes illuminated by nondistant lights, which has seldom been discussed in previous works. We propose a method for users to interactively edit the illumination of a scene by moving existing lights and inserting synthetic lights into the scene that requires only a small amount of user annotation and a single low-dynamic range (LDR) image. We achieve this by adopting a top-down approach that estimates the scene reflectance by fitting a diffuse illumination model to a photograph. This approach gains stability and robustness by estimating the camera, scene geometry, and light sources in sequence and by using a confidence map, which is a per-pixel weight map. The results of our evaluation demonstrates that the proposed method can estimate a scene accurately enough for realistic relighting of images. Moreover, the experimental results of our user studies show that the synthesized images are so realistic as to be almost indistinguishable from real photographs. 
INTRODUCTION
Relighting of a single image is required by many applications pertaining to movie and photo editing, but it is difficult because the scene must be accurately estimated in advance. Many approaches have been developed to estimate outdoor scenes illuminated by a distant light source (i.e., the sun) that emits parallel light rays. In contrast to these methods, in this work we focus on outdoor and large indoor scenes illuminated by nondistant light sources, which is challenging because the light rays are nonparallel.
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In our method, first, the user is asked to specify a region that contains the illuminated bright light spot and to trace the boundaries between the walls and the ground. The method then estimates the luminance distribution of a 3D scene by finding the parameters of camera, light source, and scene reflectance that reproduce the luminance distribution in the image. A pseudo 3D scene is then created with the found parameters and the user can change the lighting in the image, after which the results are synthesized in real-time ( Figure 1 ).
The primary technical contribution of this article is our proposal of a top-down approach that stably and robustly estimates the luminance distribution and recovers the scene reflectance from one LDR image. This approach utilizes a physical-based model to describe the illumination in a photograph with several parameters and it estimates the parameters in sequence so that the estimation gains stability. It also adopts a confidence map, which is a per-pixel weight map that alleviates the effect of occlusions, shadows, overlapping, and highlight-clipping in LDR images by assigning low weight to the pixels influenced by these phenomena so that the estimation gains robustness. Our method is applicable to the removal of bright light spots, which are produced by non-distant light sources, from LDR images and works best for images of scenes in which the walls are perpendicular to the ground and the walls and ground are Lambertian and plane-like surfaces.
RELATED WORK

Light Source and Illumination Estimation
Many methods have been proposed to estimate light source, as it is an important issue in the field of computer graphics and computer vision. Cao and Shah [2005] proposed a method to recover the direction of a light source by using the relationship between the occluder and shadow in an image. More robust methods [Hara et al. 2008; Liu et al. 2009; Lopez-Moreno et al. 2010a; Chandraker and Ramamoorthi 2011; Lalonde et al. 2012] improved the estimation by taking the sky, ground, or coarse 3D geometries into consideration. However, the assumption utilized in these methods, namely, that the illumination was produced by one distant light source (i.e., the sun), prevents them from being applied to most indoor and nighttime outdoor scenes.
For nondistant light sources, specular reflections are explicit clues to the estimation of the light source [Hara et al. 2005; Fua 2006, 2008] . However, specular reflections are highly sensitive to the normal "vector" of object surfaces, and thus, it is difficult to estimate scenes with complex geometries, for example, grass, from specular reflections. Diffuse reflections, while also providing clues to help estimate light sources [Lopez-Moreno et al. 2013] , change much more smoothly than specular reflections. Therefore, we chose to estimate the light source by using diffuse reflections rather than specular ones.
Other methods [Zhou and Kambhamettu 2002; Matusik et al. 2003; Zickler et al. 2006; Xu and Wallace 2008; Tunwattanapong et al. 2011; Lombardi and Nishino 2012; Ren et al. 2015 ] require multiple input images or special equipment while capturing the image to collect the data required to estimate illumination. Our method differs from these in that it only needs a single LDR image and a small amount of user annotations and no access to geometry or any devices other than a digital camera.
For readers interested in state-of-the-art techniques of illumination estimation, please read the paper presented by Kronander et al. [2015] . This survey paper goes over the pros and cons of many methods in detail.
Recovery of Surface Reflectance
There have been many works [Shen et al. 2008; Hsu et al. 2008; Bousseau et al. 2009; Dong et al. 2011; Carroll et al. 2011; Garces et al. 2012] proposed to recover the reflectance of surfaces from an image. However, these methods do not take the 3D geometries into consideration, so the illumination is not changeable. Yu et al. [1999] , Boivin and Gagalowicz [2001] , Hachama et al. [2015] , and Shi et al. [2015] proposed methods to recover the reflectance from real photographs with pre-knowledge of real scene geometry, and the method proposed by Karsch et al. [2011] utilizes a semiautomatically created pseudo-3D geometry to improve the recovery of albedo. These methods assume that the illumination changes smoothly, which is usually not true for outdoor scenes illuminated by nondistant area light. In contrast, our illumination model allows sudden changes in illumination and is applicable to high-contrast lighting.
Image-based Modeling
Horn [1989] proposed a technique of shape-from-shading that estimates the surface normal of objects from photographs in which a Lambertian object is illuminated by light coming from different directions. Many approaches [Barron and Malik 2012; Li et al. 2013; Zoran et al. 2014] were subsequently presented to improve the shape-from-shading techniques. In contrast to these bottom-up approaches, which recover the 3D shape of objects by the relationships between nearby pixels, our top-down approach first defines a physically based illumination model and then identifies the parameters that reproduce the luminance distribution in the input photograph.
User assistance is also applicable to recover the 3D scene geometry from a single image [Criminisi et al. 2000; Oh et al. 2001; El-hakim et al. 2005; Colburn et al. 2013] . A simple but efficient method to construct the geometry of a scene was developed by Iizuka et al. [2011] . However, their method assumes that the focal length of the camera is known. This assumption makes it difficult for users who are not familiar with cameras to use their method. Zheng et al. [2012] proposed a method that generates a scene geometry by minimizing the difference between user annotations and the synthesized 3D geometry. In contrast, our method estimates scene geometries and the focal length of the camera by minimizing the error in diffuse illumination with limited user input.
OVERVIEW
In this article, we propose a method that estimates the luminance distribution in an image by finding the parameters of camera, albedo, and light source that minimize the pixel-wise difference between the luminance distribution in the synthesized image and that in an input photograph with user annotations that indicate the region of the illuminated bright light spots as well as the boundaries between the ground and walls, as shown in Figure 2 . After the parameters are estimated, the user is allowed to manipulate the light source to relight the scene.
We assume that the scene in a photograph is Lambertian, that the 3D geometry consists of one horizontal flat ground and zero or more planar walls perpendicular to the ground, that the camera is an ideal pinhole camera located at the origin with pitch rotation only, and that the scene is illuminated by one or more nondistant area light sources. With these assumptions, the illumination in the photograph is determined with the parameters of camera, albedo, and light source.
With the assumptions of 3D geometry and camera, it is sufficient to reconstruct the scene's 3D geometry with the camera parameters (focal length and pitch angle) and the user annotations [Hartley and Zisserman 2004; Jiang et al. 2009 ]. Let S(C), L, ρ, and L E denote the 3D geometry created with camera parameters C, the light source, the albedo, and the environment light, respectively. The synthetic color image, I , is composed of the diffuse illumination color, D, and the environment illumination color, E, by where
diff(S(C), L) returns the incident diffuse light emitted from L to the scene whose 3D geometry is S(C), and * denotes the per-pixel multiplication.
The basic concept underlying the proposed method is that the unknowns (C, L, ρ, and L E ) are solved by minimizing the overall difference within the user-specified region for light spot, which is denoted by R, between I and the input image I ; that is,
where α denotes the confidence map, a per-pixel weight that has low weight for pixels located in the shadow, the region overlapped with other light spots, or having a highlight-clipping effect due to the limited displayable range of the LDR image, and high weight otherwise. The confidence map contributes to the robustness of the estimation. The bold symbols α, I , S(C), ρ, I, D, and E denote per-pixel parameters; the nonbold uppercase symbols C, L, and L E are non-pixel-wise vector parameters; and the symbols with a superscripted star denote the parameters obtained through the estimation to make the equations easier to understand.
The unknown parameters are estimated by minimizing the objective function in Equation (2). However, there are three problems that make this estimation difficult.
The first problem is the ambiguity between L, L E , and ρ . The same image is synthesized if the intensity of L and L E is multiplied by a certain number n and ρ is divided by n, that is,
Instead of decomposing E into L E and ρ, we rewrite Equations (1) and (2) as
respectively, where L = L/L E . Since ρ and L E do not appear in Equation (4), the ambiguity is resolved. The second problem is the large number of unknown variables that E contains, since it consists of the environment illumination colors of each pixel within R. Estimating the environment illumination E p for each pixel p in R is very time-consuming and difficult because there are so many pixels (usually up to tens of thousands) and there is no pre-knowledge of the lighting coming from the surrounding environment.
Instead of estimating E p for each pixel p by minimizing the error in Equation (4), we choose to iteratively estimate C and L with the initial guess, E 0 , and then directly recover E * p with the estimated C * and L * . We took this approach because our method of generating the initial guess, which is detailed in the supplementary document, can create E 0 well enough, and the confidence map α helps to reduce the influence of regions that are not recovered in E 0 . Furthermore, there are far fewer errors produced by E p than by C and L in Equation (2), since C and L influence the diffuse illumination over the whole user-specified light spot region and E p only affects one pixel. Therefore, it is possible to estimate C and L with E 0 . The third problem is the instability of the optimization. I is the result of two projections (from the light to the 3D scene and from the 3D scene to the screen), so there exist local minima and the optimization is unstable.
To achieve a stable optimization, we introduce a constraint that the optical axis of the light source follows the camera and light position to reduce local minima. This constraint is expressed by the direction adjustment function T(·), which adjusts the optical axis of L in the 3D scene space to make it always direct to the corresponding position in the 3D scene of a fixed location in the 2D image (as discussed in Section 6.2), which guarantees that Equation (3) synthesizes the light spot at the same location in the 2D image. With the direction adjustment function T(·), the estimation of C and L by Equation (4) becomes stable.
With the solutions above, the unknown parameters can be estimated by Equation (4). Our optimization starts from initial guesses C 0 , L 0 , and E 0 , and then iteratively refines C and L . The refining of C and L is separated into two steps because C is a global parameter that affects the appearance in a 2D image of all synthetic light spots and L only controls the appearance of one light spot. The environment illumination E * is recovered by removing the diffuse illumination produced by the estimated C * and L * . The user interfaces to assign user inputs and relight the scene are presented in Section 4 of this article. The method that generates the confidence map α is introduced in Section 5, and we explain the estimation and relighting processes in Section 6. Sections 7 and 8 evaluate the proposed method by experiments and user studies, respectively. Section 9 demonstrates and discusses the results of this article, and we conclude in Section 10 with a brief summary and mention of future work.
USER INTERFACE
Annotation for estimates
Because it is extremely difficult and expensive to automatically detect the light spot areas in an image, the user is asked to specify them. The user specifies light spots by circling them one-by-one (Figure 2 ) and then annotates them by type in accordance with their shape (oval-shaped or comet-shaped, Figure 3) . The different types of light spots are estimated by the same process but different initial guesses are used. The user also inputs the lines along the boundaries between the walls and the ground, as shown in Figure 2 .
Manipulation for relighting
The user is allowed to move and rotate the light sources intuitively, as shown in the relighting phase of Figure 2 (top-right). The red, green, and blue lines correspond to the x-, y-, and z-axes, and the yellow quadrilaterals indicate the xy-, xz-, and yz-planes. Users move and rotate the light sources by dragging on these lines and planes. The other properties of the light source (e.g., color and beam angle) are controlled by slide bars in another control panel.
CONFIDENCE MAP
The light spots in photographs may be partially occluded or overlapped with other light spots. There is also a highlight-clipping effect at pixels whose intensity is higher than the storable range of LDR images. These may significantly reduce the estimation accuracy, so the confidence map α is proposed to alleviate their influence.
The idea is very straightforward. As shown in Figure 4 , an approximation of the luminance distribution of a light spot in an image, M, is defined and high weight is assigned to pixels whose intensity is close to M; low weight is assigned, otherwise.
As presented by Wang et al. [2007] , we define M with a 2D Gaussian function G l with a peak set to 1, a scaling term ω, and a shifting term m.
where the physical interpretation of G l , ω, and m are the approximation of the Lambert's cosine function, the intensity of the light source, and the environment illumination, respectively. p is the transformed position of pixel p after rotation centered at μ, which is the centroid of the pixels in R. This rotation is adopted to align the orientation of G l to that of the light spot in an image. The orientation of the light spot is analyzed by principal component analysis (PCA), and the position of pixel p is transformed by
• 18:5
R l denotes the rotation matrix that rotates the x-axis to the first principal component, and int(·) returns the intensity of the given RGB color. The mean of the 2D Gaussian function G l is set to μ. The two standard deviations σ lx and σ ly of G l , ω, and m are obtained by minimizing the difference between M and the input photograph; that is,
where λ p is the weight for preventing the influence of shadows and highlight-clipping effect, and is defined as
Here, threshold i is set to 254/255, while the intensity of the image is from 0 to 1. In our implementation, Equation (7) is solved by JCOBYLA [2012] , which is the Java implementation of Powell's method of nonlinear derivative-free constrained optimization [Powell 1964] . Another 1D Gaussian function G i is also adopted to model the effects of the texture and bumpiness of the surface as well as to evaluate the influence of the occlusion, overlapping with the other light spots, and highlight-clipping effect. The mean μ i and variance σ i of G i are computed by
Ideally, μ i should be zero if the initial guess of environment illumination, E 0 , which is used in Equation (6), is perfectly recovered as an unlit image. However, in our experiments, E 0 is usually different from the ground truth, so nonzero μ i helps fit the luminance distribution better.
With M and G i , the confidence of pixel p is defined as
Our method gains robustness and high estimation accuracy with the confidence map α as shown in Section 7.
ESTIMATION AND RELIGHTING
Our method estimates the camera and light source parameters by generating initial guesses and then refines them in sequence, and the environment illumination is then recovered by removing the diffuse illumination produced with the estimated camera and light source. Table I lists the parameters of the camera C and the light source L , which are also illustrated in Figure 5 . The symbols with uppercase subscript denote vectors and those with lowercase subscript are scalars. In this section, the model of the 3D geometry and diffuse illumination are introduced in Section 6.1 and the direction adjustment function T(·) is defined in Section 6.2. The methods that refine the parameters of camera and light source are explained in Section 6.3. Finally, the method to recover the environment illumination and generate a relit image is presented in Section 6.4. The decline rate of luminance from optical axis to slant L C The color ratio between the light emitted from light source and environment light 
Model of 3D Geometry and Diffuse Illumination
3D Geometry
By assuming that the ground is the plane of y = −1, along with assumptions for the camera and 3D geometry mentioned in Section 3, the corresponding position of p in a 3D scene is given by
where (p x , p y ) denote the coordinates of a pixel p in a 2D image, s and c are sin(C φ ) and cos(C φ ), respectively, and X b and Z b are the x-and z-coordinates of the position in a 3D scene corresponding to the pixel b, which is the intersection of the user-specified boundaries between the ground and wall and the straight line that passes through the y-axis vanishing point and the pixel p, as illustrated in Figure 6 . The supplementary document explains how to derive Equation (11).
The normal of a pixel, N p , in the 3D scene is obtained by normalizing the cross product of the tangent vectors at the surface, which are computed by the gradients of S(C) p along the x-and y-axis of the image. Fig. 6 . The x-coordinate and z-coordinate of the position in the 3D scene of a pixel p that is on the wall are the same as that of a pixel b, whose corresponding position in the 3D scene, S(C) b , is the point on the ground and is right below the corresponding position in the 3D scene of pixel p, S(C) p . Pixel b is the intersection of the user-annotated walls' boundaries (white line segments and cyan squares) and the straight line that passes through the y-axis vanishing point and p (black arrow).
Diffuse Illumination
The diffuse illumination is assumed to be produced by an area light source, which is approximated by a set of point light sources radially arrayed on an elliptic disk centered at L P , which is perpendicular to the optical axis L F and whose size is determined by L w and L h . The diffuse illumination of a pixel p is given by
where V l P denotes the vector from S(C) p to a point light source l and is defined as
l indicates the set of point lights that approximate the area light L , and l P is the relative position of each point light l to L P .
The first term in Equation (12) follows Lambert's cosine function, and the second term represents the inverse-square law that the intensity decreases over distance due to the spread of light rays. The third term Beam(·), which controls the decline of luminance from optical axis to slant in light cone, is defined as
where θ denotes the angle between vectors −V l P and L F and is computed as
Note that when L k = 0 and L a ≥ π , the value of Beam(·) is always one and Equation (12) is equivalent to an omni-directional area light source. This diffuse illumination model allows the synthesizing of diffuse illuminations produced by most kinds of light sources. Figure 7 (a) shows a room illuminated by an omni-directional light source such as a standing lamp, (b) shows the room illuminated by a fluorescent lamp-like light source, and in (c), a corner of the room is illuminated by a spotlight. In addition, it is also efficient for the estimation because there is only one solution that minimizes the objective function in Equation (4). The proof of the uniqueness of the solution to our diffuse illumination model is explained in the supplementary document.
Constraint of Optical Axis
In order to estimate the parameters stably while avoiding local minima, we propose the direction adjustment function T(·), which takes as input the camera parameters C, the centroid μ of the light spot in 2D image space, and the central position of the area light, L P , and returns the optical axis L F as
Setting L F to the vector from L P to S(C) μ guarantees that L emits light toward μ, so the centroid of the light spot is synthesized at the same location in 2D screen space, as shown in Figure 8 .
Estimation of Camera and Light Source
Let the symbols with the superscript k indicate the parameters refined after k iterations. The camera parameters C = {C f , C φ } are refined by
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L F is computed by Equation (14), and the other parameters L C , L a , L w , L h , and L k are the same as those of L k . The supplementary document explains Equation (16) in more detail.
After C k+1 is obtained and the 3D geometry of the scene is constructed, the parameters of light
JCOBYLA [Auders Gustafsson 2012] , which is used to solve Equation (7), is also adopted to solve Equations (15) and (17) in our implementation.
For the images in which more than one light spot region is specified by the user, C are first estimated by Equation (15) with the pixels within the region R j , where R j is the j -th user-specified light spot region. Then, the C k+1 j that minimizes the overall error of all light spots is chosen as the final camera parameter, that is,
where μ i is the centroid of the light spot in R i .
We found, through experimentation, that refining C and L once is sufficient to synthesize visually plausible results. Refining with more iterations improves the estimation accuracy a little bit but takes much more time. Figure 9(a) shows the input image and the environment illumination E * recovered with C k and L k , where k = 1, 10, and 20, and 9(b) illustrates the average error computed by our objective function, which is the average difference between the input photograph I and the image I that is synthesized with C k , L k , and E 0 in R. Since we aim to build an interactive method, we decided to refine C and L only once in all experiments in this article. Additional experimental results demonstrating that one iteration is sufficient are explained in Section 7.
Recovery of Environment Illumination and Relighting
Let C * and L * denote the estimated camera and the set of estimated light sources, respectively. The environment illumination is recovered by removing the diffuse illumination synthesized by Equation (4) as
After the environment illumination E * is recovered, users are allowed to relight the scene by adding and removing light sources and by changing their parameters. The new diffuse illumination, D , is synthesized as the sum of the diffuse illumination produced by each light source in L , which is the new set of light sources, and the final relit image I is obtained by adding D to E * , that is,
where
EVALUATIONS
We performed experiments to evaluate the accuracy and robustness of the estimation by our method. The estimation accuracy of camera and light parameters is evaluated in Section 7.1. The robustness against the condition of light spots captured incompletely is evaluated in Sections 7.2 and 7.3. The robustness against rough and sketchy user-specified light spot regions is evaluated in Section 7.4.
Estimation Accuracy of Parameters
We prepared 30 synthetic test images rendered by Blender [2015] for this experiment. Each test image was synthesized with one of two settings of 3D geometries (planes and bumpy surfaces), one of two kinds of material (with and without specularity), one of four textures (grass, carpet, brick, and wood plank), and one random illumination condition. Both direct and indirect illumination were synthesized to render realistic images. All 3D geometries consisted of a horizontal ground, a W-shaped vertical wall, and multiple vertical pillars embedded in the wall, and all illumination conditions were composed of the environment illumination and the diffuse illumination produced by one area light source. The parameters of the area light source were randomly generated to produce light spot(s) on the ground, the wall, and/or the pillars. The intensity of the brightest point in the light spot(s) produced by the area light source was from 4 to 8 times brighter than the average intensity of the unlit area, which was about the same ratio as that between the brightest point in the light spot region and the environment illumination in the photographs used in this article. The environment light was set to (1, 1, 1) .
The camera was an ideal pinhole camera set up to look at the center of the image plane. The focal length, angle of pitch rotation, and position of the camera were randomly generated. The resolution of test images was set to 1024 × 800. Figure 10 and Table II summarize the estimation errors of our method for different settings of 3D geometries and materials. The estimation error of C f is the difference between the field of view decided by the estimated C f and that decided by the ground truth. Errors of C φ , L a , and L k are the difference between the estimated results and the ground truth. The optical axis L F is evaluated by the Table II . Results for different 3D geometry and material settings are plotted separately in three columns and the numbers on the left of circles indicate the corresponding test images, which are shown in the supplementary document. The green lines and red rectangles on the right of the columns of circles visualize the mean and the range from the 25th percentile to 75th percentile, respectively. Enlarged plots are included in the supplementary document. angle between the estimated result and the ground truth. Errors of L P , L w , and L h are the differences in the position and size of the light source divided by camera height and the error of L C is the difference in intensity relative to that of environment illumination, as our method only estimates scaled position, size, and intensity for light sources. The estimation error of E * is the pixel-wise root-meansquare error (RMSE) in CIELAB color space. The computation of RMSE only takes pixels whose intensity is affected by the area spot light source into account.
From Figure 10 , we can see that the RMSE of all test images without specular reflections is less than or very close to 5, which means that the recovered E * is very similar to the ground truth. However, RMSE obviously increases for test images with specular reflections because the areas with strong specular reflections (see Figure 11 (a)) are usually too bright to capture the physical color and texture in LDR images and thus result in noticeable artifacts, as shown in Figure 11(b) .
In cases where specular reflections remain in diffuse removal results, post-processing with the PatchMatch algorithm [2009] is effective. Since our method is a top-down approach, it is robust enough to remove diffuse illumination. After removing the diffuse illumination, the specular reflection regions are easily specified by a mask image created by thresholds (Figure 11(c) ) and are successfully filled in by the PatchMatch algorithm because the patch distance it adopts is no longer affected by the diffuse illumination. Consequently, a visually plausible environment illumination (Figure 11(d) ) is produced. In contrast, if a large mask that covers the entire illuminated area (Figure 11(e) ) is applied to the PatchMatch algorithm, it is very difficult to produce a high-quality inpainted result (Figure 11(f) ). The numbers in parentheses in Table II Figure 10 (j) illustrates the RMSE of the inpainted results by magenta circles. As shown, the postprocessing with the PatchMatch algorithm obviously alleviates the RMSE of E * recovered from test images with specular reflections. From this experiment, we found that our method may underestimate the beam angle and result in large error (≥ 25 degrees) in L a when the light source has a beam angle larger than 140 degrees because the intensity of diffuse illumination on the outer side of the light spot is usually too low to be separated from the environment illumination. However, our method still produces visually plausible E * because people merely notice the difference on the outer side of the light spot.
RMSE of the inpainted results and
For the other parameters of camera and light source, the experimental results indicate that our method estimates them accurately enough for visually plausible relighting of images showing various 3D geometries and illumination conditions. From Figure 10 , we can see that the errors only slightly increase when the settings (i.e., bumpiness of surfaces and specularity) deviate from our assumptions. The errors of C φ and L F are within the tolerable ranges indicated by Jan J. Koenderink and Pont [2004] and Lopez-Moreno et al. [2010b] for all test images, but the parameters estimated from some of the test images are quite different from the ground truth. The results labeled 1 and 2 in Figure 10 show significantly large errors in L C , L w , and L h , which are caused by an incomplete light spot, and the C f estimated from the light spot on a plane that is almost parallel to the image plane is usually largely different from the ground truth because, in such cases, changing C f results in zooming in or zooming out from the light spot. However, our top-down approach optimizes the other parameters to produce light spots that are very similar to that in the input image, so we can still recover visually plausible E * even though some of the parameters of camera and light source are largely different from the ground truth.
We performed an extra evaluation of estimation accuracy in which we compared our method with the one proposed by Karsch et al. [2011] . Their method also estimates nondistant area light sources as well as the albedo, and both their method and ours rely on user inputs. For their method, we manually marked the shape and position of the light source in a 2D image, specified two pairs of line segments indicating the vanishing points, and aligned the corners of the pseudo 3D geometry to the corresponding corners in the image as shown in the second row of Figure 13 . Because their method only estimates the position, and because color for light source and these two parameters are the most important and fundamental parameters to produce illuminations, we only evaluate these two when estimating the light source. The albedo recovered by their method is multiplied by the intensity of environment illumination before computing RMSE. Figure 12 visualizes the distribution of estimation errors of Karsch et al.'s method (green circles) and ours (blue circles), and Table III summarizes the mean and standard deviation of the estimation errors, from which we can see that the errors of camera parameters estimated by their method are larger than ours for some test images, because in those test images (Figure 13(a) shows one of them), there are no clear edges for their method to find vanishing points from which to estimate camera parameters. In contrast, the luminance distribution of the light spot provides enough clues for our method to estimate camera parameters more accurately. Figure 12 also shows that the errors in parameters of light source estimated by their method are larger than those estimated by ours. These differences may be caused by the adopted assumptions of light source. Their assumption is that the light source is a flat polygon that is on plane(s) in the scene (such as the ceiling or walls), which is different from many kinds of light source in outdoor scenes (such as streetlamps). In contrast, our method does not have any such assumption for light source, so it estimates light source parameters more accurately. As for the albedo, Table III shows that the RMSE of the albedo produced by their method is larger than that of E * recovered by our method. This is because Color Retinex [Land et al. 1971; Grosse et al. 2009 ], which their method uses to create the initial guess, computes albedo by integrating pixel-wise derivatives, and the integration process accumulates small errors that occur on the boundaries of divided regions, as shown in the top row of Figure 13(b) , in which the ground is divided by the striped lines of the wooden texture, and results in the extremely bright region shown in the third row of Figure 13 (b). For images that do not contain divided regions as shown in Figure 13(c) , the RMSE of their results are The top row is a zoomed-in part of original images, the second row is E * recovered by our method, the third row is the results inpainted by PatchMatch, and the fourth row is the ground truth images. The percentages indicate the ratio of overbright areas in the light spot in original images.
less than or close to 5, but their pixel-wise intrinsic images decomposition algorithm produces blurred results, while ours are clear.
The experimental results show that our top-down approach works best for images that follow our assumption of planar and Lambertian surfaces, and although the estimation errors increase, it is applicable to uneven surfaces and specular reflections, which are beyond the assumption. In cases where specular reflections still remain in the diffuse removal result, the user can remove them by manually marking them with a threshold and then inpainting by the PatchMatch algorithm. The comparison of our method and Karsch et al.'s shows that our method produces a more visually plausible environment illumination than theirs does for images with bright light spots produced by a nondistant light source.
Robustness Against Highlight-Clipping Effect
The comet-shaped light spot with highlight-clipping effect is a difficult case for our method. The LDR image may not capture physical color and texture for the regions affected by the highlight-clipping effect, and the influence of the highlight-clipping effect may not be alleviated by the confidence map explained in Section 5 because the luminance distribution of a comet-shaped light spot may be different from the 2D Gaussian function G l in Equation (5). We performed the following experiment to evaluate the robustness of our method against such a case.
We prepared seven test images for this experiment. The test images were synthesized with the scene explained in Section 7.1 and a light source illuminating the ground at grazing angle. All parameters of the light source were fixed, except for the intensity, which was progressively increased to gradually saturate the brightness of the light spot.
As in Section 7.1, the pixel-wise RMSE in the CIELAB color space between E * and the ground truth image is computed. Note that only the pixels that are inside the user-specified light spot region R are used to compute the RMSE.
The line graph in Figure 15 shows the relationship between the percentage of overbright area and the RMSE of E * recovered by our method (blue) and that after inpainting by PatchMatch (magenta) for the test images. From this graph, we can see that the RMSE is lower than or very close to 5 for test images with a percentage of overbright area less than 4.7%, which means that the recovered E * s are very similar to the ground truth for these test images. For test images with a large percentage of overbright area, the RMSE increases, which indicates that our method is affected by the highlight-clipping effect. Zoomed-in parts of (b) and (f), where the columns from left to right are the original image, E * , and ground truth image. The rightmost columns illustrate pixels whose color difference in CIELAB color space between E * and the ground truth image is greater than 5 (marked with a white color).
Robustness Against Occlusion and Overlapping with Another Light Spot in Real Images
In this experiment, we examined how well our method can estimate a light spot whose appearance is incomplete or is overlapping with another light spot. We prepared five sets of test images and also their ground truth images. The images were taken with a Nikon D5300 digital camera and stored in Adobe RGB color space with 8bit JPEG format. The first two sets consist of test images taken in outdoor scenes in which there is a light spot on the ground that is produced by an (c) and (g), where the columns from left to right show the original image, E * , ground truth image, and the pixels whose color difference in CIELAB color space between E * and the ground truth image is greater than 5 (marked with a white color).
LED flashlight. The light spot is partially occluded by two different objects in these two sets. One of the objects is a tree that is darker than the ground and the other is a half-wall that is brighter than the ground. The test images in the third set show a scene lit by a standing pathway lamp instead of an LED flashlight and the light spot is occluded by an office chair placed at different locations. These three sets of test images and their ground truth images, in which there is no light spot, were prepared to evaluate the robustness against occlusion.
The remaining two sets were prepared for the evaluation of robustness against overlapping light spots. Both sets consist of test images featuring one fixed light spot and one varying light spot. The fixed light spot is always at the same location in all test images, and the varying light spot appears at different positions and overlaps with the fixed light spot. The light spots in the test images in these two sets appear on the ground made of two different materials: brick and asphalt. The ground truth images of these two sets show the same scene without any light spot on the ground.
The influence of incompleteness of light spots upon our main purpose, which is the relighting of one image, is first evaluated by visual plausibility, as shown in Figures 16 and 17 . The second rows in Figure 16 (a) to (l) and Figure 17 (a) to (h) show the recovered E * and the third rows are the ground truth images. The differences between E * and the ground truth images are barely visible, demonstrating that E * recovered by our method is quite similar to the ground truth.
Second, as in the experiment in Section 7.1, the pixel-wise RMSE in CIELAB color space between E * and the ground truth image is computed as an objective evaluation for this experiment. Note that only the pixels that are inside the user-specified light spot region R (or the union of Rs for the test images from the sets of overlapped light spots) are used to compute the RMSE.
In Figure 18 , the line graph illustrates the relationships between RMSE and the percentage of occluded or overlapping area for test images from the five sets. The dotted lines show the means and standard deviations of color difference (in CIELAB color space) of the pixels in the user-specified light spot region in each test image. From this figure, we can see that the RMSE is low (≤5) in every test image. This means that the estimated E * looks very similar to the ground truth image at most pixels. Large color differences occurred at the small bumps in Figure 16 (m) and (n), the gaps between bricks in Figure 17 (i), and the small concaves of the asphalt road in Figure 17 (j). Since our method reconstructs the scene with flat planes, these are inevitable errors. However, these errors are difficult to actually perceive due of the inability of humans to notice inconsistencies between the illumination and the surface normals, as pointed out by James T. Todd [1983] ; Yuri Ostrovsky and Sinha [2005] .
Influence of User Input
The estimation with our method depends heavily upon the annotations by users, especially those of the light spot region, which does not have clear boundaries in general. We explored how the user annotations of light spot regions affect the estimation results by means of an experiment with a variety of regions annotated by several users.
The same as the experiment in Section 7.3, this experiment evaluates visual plausibility by observing the recovered environment illumination E * . Figure 19 displays the E * obtained with different user annotations. As shown, our method can accurately estimate and remove the light spot even with rough and sketchy user annotations that circle a wide area. However, if the user strokes across the central part of the light spot (the two images at the bottom of Figure 19 (a), for instance), or if the user circles the light spot too tightly (the image at the bottom of Figure 19(d) ), the result becomes inaccurate. Fortunately, it only takes about 30 seconds to a few minutes for the user to annotate the image and see the estimated result, so the strokes can be redrawn to circle a wider region to obtain a better result.
USER STUDY
In addition to the comparisons with ground truth, we evaluated the quality of relit images and the usability of our method by user tests.
Side-by-Side User Test
With this test, we evaluated the quality of the relighting results generated by our method. Here, 22 photographs that include indoor scenes and outdoor landscapes taken from various viewpoints are relit by reducing or enhancing the intensity of light spots, or by moving/inserting synthetic lights. Figure 20 and percentage chosen as original photographs for the synthetic images that were relit by reducing, enhancing, or moving/inserting lights. The first row shows that the participants tended to choose the synthetic images that were relit by lights whose intensity was reduced. In contrast, enhancing the intensity of the light spots had the worst score, as shown in the second row. One reason that diminished the visual plausibility of the image relit by enhanced lights is the use of over-brightened lights, as suggested in Figure 21 . Another possible reason may be that the term "lighting" in the instruction "The lighting in one of these two images was modified. Please choose one that was not modified" in this test biased the answer and worked against the brighter images. Since the overall score of the three rows is close to the chance of random guess (50%), our relighting results are fairly realistic. Comments from some of the participants indicate that the noticeable inconsistency in an image is increased if there is a light spot but no corresponding light source, as with the light spot on the right in Figure 22 . These comments suggest that inserting a light source object into the image increases the visual plausibility of the results. Therefore, combining our method with an existing object-inserting method or tool would enable the synthesis of more realistic and consistent results.
Usability Test
We evaluated the effectiveness of our method as part of the image editing process by comparing the two fundamental processes for realistic relighting with the conventional Photoshop CS6 photoediting software. The two processes are 1) inserting a new light spot and 2) removing an existing light spot. We asked four participants to insert and remove the light spot in photographs by using our method and by using the conventional photo-editing software, and then we compared the results and time spent with both methods. All participants were familiar with the basic operations of the photoediting software, but it was the first time for most of them to use our method, so we briefly explained how to use it before the test began.
Figure 23(a) shows the results of inserting new light spots into a photograph by our method (top), by manual painting with the photo-editing software (middle), and by the lighting effect function in the photo-editing software (bottom). As shown, our result and the manually painted result are more visually acceptable than the rendering result of the lighting effect function because the latter does not consider the 3D geometry of the scene. From this experiment, we found that users can paint visually plausible light spots only if they know the exact appearance of the light spots in the scene; otherwise, they may create a visually unacceptable result. In contrast, our method parameterizes the light spots by several intuitive parameters (position, optical axis, color, etc.), enabling users to insert realistic light spots even without precise knowledge of their appearance.
Figure 23(b) shows the results of removing existing light spots from the photograph by our method (middle) and by manual painting with the stamp tool of the photo-editing software (bottom). Manual removal by the photo-editing software did not preserve the texture of the wall, while in contrast, our method produced a more visually plausible result.
With our method, it took participants 22 to 90 seconds to draw circles around the light spot regions and to specify the boundaries of the wall and 1 to 3.5 minutes for them to add and move one light, while with the photo-editing software, it took 10 to 20 minutes for them to paint a new light and about 20 minutes to erase one light spot.
These results show that our method is more effective for inserting new light spots and removing existing light spots and that it produces more visually pleasant results than conventional photoediting software.
RESULTS AND DISCUSSION
We implemented our method on an Intel i7-3770 3.4GHz, 16GB RAM machine with a GeForce GTX 660 graphics card. The resolution of all input images in this article ranged from 400k to 1M pixels. It takes 5 to 120 seconds to estimate the camera parameters and reconstruct the 3D geometry, and about 10 to 70 seconds to estimate one light source.
Our method is applicable to the relighting of photographs of outdoor and large indoor scenes illuminated by nondistant light sources, as shown in Figures 24 and 25 . In addition to these scenes, our method can be applied to light spots in the shadows in daytime scenes. Figure 26 shows the relit result of a daytime scene in which there are light spots in the shadow produced by sunlight leaking from the trees. However, our method cannot remove or reproduce the shadows because it adopts a simplified 3D geometry model. This may cause inconsistencies in the relit results, as shown around the pedestrians in the top-right of Figure 24 .
The experimental results indicate that for the images of scenes consisting of bumpy and/or non-Lambertian surfaces, although the error in E * increases, our method can still produce visually plausible E * . In the most difficult case for our method, which is the image containing comet-shaped light spots with overbright areas, artifacts may appear when the percentage of overbright areas in the light spots is more than 4.7%.
We also found through experiments that our method failed in three cases. The first case is when our method cannot handle the light spots appearing on complicated 3D geometries such as the statues on the wall in Figure 27 (a), although the experimental results in Section 7.1 had shown that our method is applicable for light spots on an uneven surface. The diffuse illumination on the statues at the center of the light spots is too different from that on a planar surface.
Therefore, it is difficult for our method to completely remove the diffuse illumination in such cases.
The second case is when the whole user-specified light spot region is illuminated by light sources other than white color. In such case, our method may generate incorrect environment illumination (Figure 27(b) ) because our optimization process estimates the color of the light source as the ratio of colors to the environment illumination instead of the absolute value. This same reason causes our method to sometimes generate incorrect diffuse illumination for images like the ones shown in Figure 27((c) top) , in which the whole ground is illuminated by green light. Our method recovers the environment illumination as green in this case, and the synthetic light spots on the ground only reflect the green color (Figure 27((c)  bottom) ).
The third case in which our method may fail is when the tone of the input photograph has been modified by nonlinear functions such as tone-mapping. Our illumination model cannot fit the luminance distribution in such photographs because the illumination in those photographs is different from the physical luminance distribution. An example of such a case is shown in Figure 27 (d).
CONCLUSION AND FUTURE WORK
We introduced an interactive method that estimates the luminance distribution and surface reflectance and produces visually plausible relit images. It requires only a few user annotations that are easy to specify and requires no information about the scene or any aid from special tools. We achieved it by the top-down approach, which defines simplified models of the area light, camera, and 3D geometry and finds the best parameters to reproduce the luminance distribution to fit that in an input photograph. The experimental results show that although the estimation error of environment illumination increases, it may still produce visually plausible environment illumination for images of scenes consisting of bumpy and/or nonLambertian surfaces, which means that the proposed method is robust enough for relighting images. The user studies show that the synthetic results are indistinguishable from real photographs and that the relighting process of our method is easy to use.
There are five topics that we would like to address in future work. First, the proposed method focuses on estimating diffuse illumination rather than removing the shadows and inserting the light source objects. The shadows and light source objects may cause inconsistencies in the relit results. Therefore, developing a method that combines the proposed method with shadow-removal methods such as Wu et al. [2007] and Panagopoulos et al. [2009] to remove the shadows and developing a method that can realistically insert light source objects into the image by using the estimation results of the proposed method may improve the quality of the resultant images.
Second, as stated in Section 7.1, the pixels affected by the highlight-clipping effect in LDR images (the specular reflections in Figure 11 (a) and the red square in the top row of Figure 23(b) ) may result in untextured blank regions in the recovered environment illumination. The PatchMatch algorithm [Barnes et al. 2009 ] is adopted to alleviate this artifact in our implementation. We think it is possible to improve the quality of the resultant images by taking the estimated light source and 3D geometry into account.
Third, adopting other methods such as Carroll et al. [2011] and Bell et al. [2014] may produce the initial guess of albedo more accurately. The estimated parameters of camera and light source may also be more accurate.
Then, the manipulation of the relighting process of the proposed method can be improved by combining it with lighting design methods such as Boyadzhiev et al. [2013] to create a more easy-to-use relighting system. Finally, as a possible application, our method provides a useful tool to calibrate the parameters of a camera with a single image for cases where there are no clues for 3D geometries. Image forgery detection (e.g., Johnson and Farid [2005] and [Kee et al. 2013] ) is another interesting potential application of our method. The process in our method that calculates the difference between the luminance distribution in an image and that produced by our physically wellapproximated models would be useful for such purpose.
