Abstract. In this paper we establish a geometric theory for abstract quasilinear parabolic equations. In particular, we study existence, uniqueness, and continuous dependence of solutions. Moreover, we give conditions for global existence and establish smoothness properties of solutions. The results are based on maximal regularity estimates in continuous interpolation spaces. An important new ingredient is that we are able to show that quasilinear parabolic evolution equations generate a smooth semiflow on the trace spaces associated with maximal regularity, which are the natural phase spaces in this framework.
Introduction
In this paper we consider the following abstract quasilinear parabolic evolution equation
(1.1)
Throughout we shall assume that (A, f ) is a mapping from V into H(E 1 , E 0 ) × E 0 .
Here, E 0 and E 1 are two given (real or complex) Banach spaces such that E 1 is densely embedded in E 0 , and V is a subset of E 0 . Moreover, H(E 1 , E 0 ) denotes the set of all bounded linear operators B ∈ L(E 1 , E 0 ) such that −B is the infinitesimal generator of a strongly continuous analytic semigroup on E 0 . Abstract quasilinear parabolic problems have been studied by many authors, including [1, 2, 3, 4, 6, 9, 10, 11, 16, 18, 19] , and different approaches have been devised to establish the existence of solutions. One approach is based on the concept of parabolic evolution operators and has in particular been used in [18] and in [1, 2, 3] . Another approach relies on the notion of maximal regularity and has for instance been applied in [4, 6, 16] .
The most general and flexible results for Problem (1.1) have been obtained in [2] , based on a careful and detailed analysis of parabolic evolution operators on interpolation spaces. The method based on maximal regularity has the drawback of requiring stronger assumptions on the geometry of the spaces E 0 and E 1 , but has the advantage that one can resort to the Implicit Function Theorem to establish additional properties of solutions. Moreover, it provides a natural setting for studying further geometric properties for the semiflow generated by (1.1). In fact, all results known to us concerning center manifolds for quasilinear (and even fully nonlinear) parabolic equations are tied to maximal regularity [8, 13, 15, 17] .
If the mapping (A, f ) is assumed to be continuously differentiable, then Problem (1.1) can be treated within the theory of fully nonlinear equations developed in [7] . However, since this approach does not take advantage of the quasilinear structure it does not provide the smoothing property of solutions which is an important feature of quasilinear parabolic evolution equations.
In [4] , the maximal regularity results of [7] were extended to include functions which admit a prescribed singularity at t = 0. This extension, in turn, allows to take advantage of the quasilinear structure of (1.1) and to establish the smoothing property, as was shown in [4] .
In [15, 16] the results of [4] were refined and the continuous and smooth dependence of solutions to (1.1) was established. Moreover, existence and exponential attractivity of center manifolds under appropriate assumptions was proved in [15, 17] . In particular, it was shown that the center manifolds attract solutions in the stronger norm of E 1 for solutions which start out in interpolation spaces between E 1 and E 0 , thus taking advantage of the smoothing property. This effect has important consequences for applications and cannot be observed in the approach of [8] .
In this paper we establish a geometric theory for the quasilinear parabolic equation (1.1). An important new ingredient is that we are able to show that (1.1) generates a (Lipschitz continuous or smooth) semiflow on the trace spaces associated with maximal regularity, which are the natural phase spaces in this framework. This provides a considerable improvement on the results obtained in [4, 15, 16] . A more detailed discussion is given in Remarks 5.2 and Remarks 6.2.
The paper is organized as follows. In Section 2 we state the results concerning maximal regularity for the linear theory which are used in the next sections. Local existence, uniqueness and continuous dependence of solutions to (1.1) is established in Section 3, Theorem 3.1. In Section 4, we investigate global existence and the main result is contained in Theorem 4.1. In Section 5 we show that Problem (1.1) generates a locally Lipschitz continuous semiflow on the trace spaces associated with maximal regularity. Finally, in Section 6 we establish smoothness properties of solutions, relying on the Implicit Function Theorem.
NOTATIONS. In the sequel we shall use the following notations. If E and F are two Banach spaces we write E → F if E is continuously embedded in F , and we write E d → F if E is, in addition, dense in F . If X and Y are metric spaces and f is a mapping from X into Y we say that f is locally Lipschitz continuous, and we use the notation f ∈ C 1− (X, Y ), if every point x ∈ X has a neighborhood U such that f | U is (globally) Lipschitz continuous.
Function spaces and maximal regularity
In the following we assume that µ ∈ (0, 1], that E is a (real or complex) Banach space, and that J = [0, T ] for some number T > 0. We consider functions defined onJ := J \{0} which have a prescribed singularity at 0. Let
It is easy to verify that BUC 1−µ (J, E), equipped with the norm · C 1−µ , is a Banach space. Next we introduce the following subspace of BUC 1−µ (J, E)
Moreover we set
If E 1 and E 0 are two Banach spaces such that E 1 is continuously embedded in E 0 we set
where E 1 (J ) is given the norm
which turns it into a Banach space. In the following we will use the notation
for the continuous interpolation spaces of DaPrato and Grisvard [7] , see [3, 4, 13] for more information.
with type(−A) < 0 and x ∈ E 0 , then the following characterization is well-known:
is an equivalent norm on E θ for θ ∈ (0, 1). (c) Suppose that A ∈ H(E 1 , E 0 ) and that type(−A) < 0. Let x ∈ E µ be given. Then [t → e −tA x] ∈ E 1 (J ) and there exists a constant c > 0 independent of J such that
Proof. (i) Let µ ∈ (0, 1) be fixed and let u(t) := e −tA x for t ∈ J . It follows from (2.3) that
where c does not depend on J . (ii) It remains to show that u ∈ E 1 (J ). Since E 1 is densely embedded in E µ we find a sequence x n in E 1 such that x n → x in E µ . Let u n (t) := e −tA x n for t ∈ J . It is easy to see that u n ∈ E 1 (J ) and it follows from (i) that
Since E 1 (J ) is a Banach space we readily conclude that u ∈ E 1 (J ). (iii) The remaining case µ = 1 is easy to show.
, is well-defined, linear and continuous.
Proof. Let v ∈ E 1 (J ) be given and let t be a fixed number inJ . Then
and we conclude that v(0) = lim s→0 + v(s) exists and admits the representation
The assertion follows now from this representation.
(e) According to Remark (d), any function v ∈ E 1 (J ) has a trace and we can introduce the trace space γ
It is easy to verify that γ E 1 (J ) is a Banach space and that γ ∈ L(E 1 (J ), γ E 1 (J )). Suppose that u ∈ E 1 (J ), γ u = 0 and let t ∈ J be given. If 0 < s ≤ t we obtain
If t < s then we use the formula u(t) = t 0u (τ ) dτ , see (2.6), to conclude that
The assertion is now a consequence of (2.3). 
The interpolation inequality, (2.5) and part (b) yield 
Moreover, the mapping is injective.
) is a pair of maximal regularity for A if and only if
) is a pair of maximal regularity for A and let f ∈ BUC 1−µ (J, E 0 ). Then
We conclude that K A f ∈ E 1 (J ) and the assertion follows from (a)-(b), from Remark 2.1(c), and from the open mapping theorem.
) is a pair of maximal regularity for some A ∈ H(E 1 , E 0 ). Then either E 1 = E 0 or E 0 contains a closed subspace which is isomorphic to the space c 0 of null sequences. In particular, if E 0 is reflexive then the set M µ (E 1 , E 0 ) will be empty.
Proof. This result follows from [5] and Lemma 2.6.
Proof. Let x ∈ E 0 be given and set f (t) := e −tA x. Then f ∈ C(J, E 0 ) and
If follows from our assumption that (f) We shall now describe a situation which shows that many interesting operators belong to the class
and let
11)
A θ := the maximal E θ -realization of A.
It is well-known that
is a pair of maximal regularity for A θ , that is,
where
Proof. This was proved by Da Prato and Grisvard [7] for µ = 1, and by Angenent [4] for the general case. We also refer to [3, Theorem III.3.4.1] and [15] .
i.e., the mapping is real analytic.
Then there exists a constant c such that
Proof. (a) Note that the mappings
The first assertion follows from the fact that Isom(
It is clear that the function [τ → τ µ−σ f (τ )] belongs to BUC 1−µ (J, E 0 ) and we conclude from Remark 2.4(c) that the first integral belongs to
For the second integral we have
and we can conclude that
and the assertion follows from (c).
We can assume that f (0) = 0. Otherwise we write
and we can now repeat the proof given in (i).
Proof. These results are contained in [4, Lemmas 2.3-2.5]. For the reader's convenience we include a proof. Then there exists a number n ∈ N * such that
E µ be given and let
for j = 1, . . . , n − 1. It follows from our assumptions and from Lemma 2.6 that
philippe clément and gieri simonett J.evol.equ.
for j = 1, . . . , n − 1. It is now easy to verify that the function v defined by
. The assertion follows from Remark 2.4(a), the open mapping theorem, and part (a) of the proof. (c) (i) A well-known perturbation result for generators of analytic semigroups yields
for any t ∈ J 1 and any
for t ∈ J 1 . It follows from Remark 2.1(c) and the Proof of Remark 2.4(c) that
and we conclude that (
(b) Suppose that the family {A(s); s ∈ J } satisfies the assumptions of (a) and that 
for any t 1 ∈J and t ∈ (0, t 1 ]. The estimates imply that
provided t 1 is sufficiently small and we conclude that
(ii) It follows from our assumptions and from Lemma 2.6 and Lemma 2.7(c) that the family {(A(
, satisfies the assumptions of part (a) with µ = 1. We conclude that
(iii) The assertion follows now from (i)-(ii).
REMARK 2.9. Lemma 2.2(a) was proved in [7] , see also [12, Appendix] . In these publications, the notation D A (θ) is usually used instead of E θ . Lemma 2.2(b) was first established in [15] , see also the remark following the proof of [ [4] for the case σ = 1.
Local existence and uniqueness
In this section we study the existence of solutions to the quasilinear parabolic Problem (1.1). To do so we will first introduce the notion of a solution. We assume that
where V is a nonempty subset of E 0 . Let x ∈ V be given and let J ⊂ R + := [0, ∞) be an interval which contains 0. By a solution u of (1.1) on J we mean a function
which satisfies
We are ready to prove the following fundamental local existence, uniqueness and continuity theorem for quasilinear parabolic evolution equations. 
for any β ∈ [0, α), where E β := (E 0 , E 1 ) β , and 
Proof. (a) In the following we set
where the meaning of the interval J will be evident from the context. It is clear that Problem (1.1) is equivalent to the evolution equation
) and that B(x 0 ) = 0. In the following we assume that E α is equipped with the (equivalent) norm
where ω is a fixed number such that type(−(ω + A)) < 0. Let T > 0 be fixed and let J := [0, T ]. It follows from Lemma 2.2(c) that there exists a constant
Moreover, we obtain
The first inequality in (3.9) follows from the strong continuity of the semigroup {e −tA ; t ≥ 0} on E α , whereas the second one is a consequence of Remark 2.1(c).
Let τ ≤ T 1 be given and set
and equip this set with the topology of E 1 (J τ ). 
(v(t))v(t)+f (v(t)) E
0 ≤ B(v(t)) L(E 1 ,E 0 ) t 1−α v(t) E 1 + t 1−α f (v(t)) E 0 (3.10) ≤ 1 4 K A M 1 v E 1 (J τ ) +τ 1−α b ≤ ε 0 4 K A M 1 + τ 1−α b, t ∈ J τ .
It follows from Lemma 2.2(b), the mapping properties of (B, f ), and the estimates above that B(v)v + f (v) ∈ E 0 (J τ ) for any v ∈ W x (J τ ). (2.9) and Remark 2.4(b)
imply that the mapping
is well defined for any x ∈B E α (0, ε).
(i) It follows from (3.6), (3.9)-(3.10), and from the strong continuity of the semigroup {e −tA ; t ≥ 0} on E α that
provided that x − x 0 E α ≤ ε for a sufficiently small number ε and provided that τ is small enough. We can always make τ smaller since the relevant constants and K A L(E 0 (J τ ),E 1 (J τ )) are independent of J τ ⊂ J , see Lemma 2.7(a). Additionally, we also obtain 
Moreover, we obtain from (3.6) that
This estimate together with (3.11) immediately yields
Next observe that
If follows from the definition of ε 0 and from (3.11)-(3.13) that there exists a constant c 2 > 0 such that
provided that τ is chosen small enough.
(iii) As a particular case we obtain from (3.14) that
(iv) It follows from (i)-(iii) and Banach's fixed point theorem that the mapping G x has a unique fixed point
ε). (3.2) and the additional regularity assertions follow now from (3.15) and Lemma 2.2(d). (v)
We infer from (3.14) that
and (3.4) follows from Lemma 2.2(d).
(vi) Suppose u 1 and u 2 are two solutions of (1.1) which satisfy (3.2). Let
Since u 1 and u 2 satisfy (3.2) we conclude that both belong to the set
provided τ * is sufficiently small. Banach's fixed point theorem provides a unique solution in this set and we conclude that τ 1 > 0. Assume that τ 1 < τ. It is clear that
If τ 2 is small enough, then v 1 and v 2 belong to the set
and we conclude once again that v 1 = v 2 . Therefore, u 1 (a) Theorem 3.1 shows that solutions of (1.1) starting out in E α immediately regularize and are in E 1 for any positive time t > 0. This is an important feature of quasilinear parabolic evolution equations which has far reaching consequences for questions related to global existence and the regularity of solutions. It should also be noted that (3.2) gives a precise statement about the rate of regularization as t approaches 0. 
Global existence
In order to formulate our next result on global existence we need to introduce some more notation. Assume J ⊂ R + is an interval which contains 0 and is right open. If µ ∈ (0, 1]
and E is a Banach space we set
and equip these spaces with the natural Fréchet topology induced by the topology of
, respectively. We recall that in case µ = 1 we obtain We are now ready to formulate our main result on global existence and uniqueness. 
(a) The quasilinear evolution equation (1.1) has for each initial value x ∈ V α a unique maximal solution
The maximal interval of existence J (x) is open in
(c) Let x ∈ V α be given and suppose that t + (x) := sup J (x) < ∞. Then the following alternatives hold:
(d) Suppose that the embedding E 1 → E 0 is compact. Let x ∈ V α be given and suppose that t + (x) < ∞. Then either
(e) Suppose that E 1 → E 0 is compact, that the orbit γ (x) is bounded in E δ for some δ > α and bounded away from
Proof. (a) (i) It follows from Theorem 3.1(a) that there exists a number τ 1 such that the quasilinear Problem (1.1) has a unique solution
. Then x 1 ∈ V α ∩ E 1 and we can apply Theorem 3.1(a) once again to obtain a unique solution
Clearly, u 2 solves the inhomogeneous linear Cauchy probleṁ
It follows from the mapping properties of (A, f ) that
In particular, note thatf ∈ BUC(J 2 , E 0 ) ⊂ E 0 (J 2 ). We infer from Lemma 2.8(a) that u 2 is the unique solution of (4.3) in E 1 (J 2 ). On the other side, we obtain from Lemma 2.6 thatĀ(s) ∈ M 1 (E 1 , E 0 ) for s ∈ J 2 , and Lemma 2.8(a) now yields
due to the fact that (f , x 1 ) ∈ BUC(J 2 , E 0 )×E 1 . By the uniqueness of solutions of (4.3) in E 1 (J 2 ) we conclude that
and set J = [0, τ 1 +τ 2 ]. If follows from (4.2) and (4.5) that u ∈ BUC 1−µ (J, E 1 ) .
and that u is a solution of (1.1) on J . 
and that v := u(·, x)| I is the unique solution of the inhomogeneous linear probleṁ
in the set (4.6). Lemma 2.6, Lemma 2.8(a) and (4.7), on the other side, yield
we conclude that v = w, that is, v has the same regularity as w. Since T ∈ J (x) can be chosen arbitrarily, the assertion follows from Lemma 2.2(b). (c) We argue by contradiction and assume that u ∈ UC([0, t + ), E α ), and that dist(u(t, x), ∂V α ) → 0 as t → t + , where
we conclude that S is compact in V α and it follows from Theorem 3.1(b) that there exists a number τ = τ (S) > 0 such that the quasilinear equation (1.1) has a unique solution
on [0, τ ] for any y ∈ S. We choose t 1 ∈ (0, t + ) such that t 1 + τ > t + and we set x 1 := u(t 1 , x) and v 1 := v(·, x 1 ). Since x 1 ∈ V α ∩ E 1 we infer from (4.8) and step (b) that v 1 enjoys the regularity property of u(·, x) , contradicting the maximality of u(·, x). (d) Suppose the claim is not correct. Then there exists a number δ ∈ (α, 1], numbers r, R > 0, a set U ⊂ V α , and a sequence (t k ) such that
Let S be the closure of {u(t k , x); k ∈ N} in E α . It follows from the compact embedding E δ → E α that S is a compact subset of V α . As in part (c) we conclude that the solution u(·, x) can be continued beyond t + (x), which leads to a contradiction. (e) It follows from part (d) of the theorem that t + (x) = ∞. Next, we infer from the compact embedding E δ → E α that γ (x) is relatively compact in V α . Since locally Lipschitz continuous functions are uniformly Lipschitz continuous on compact sets we conclude that there exists a constant L such that
In the sequel we set (Ā(t),f (t)) := A(u(t, x)), f (u(t, x)) for t ∈ R + . It is a consequence of (4.10) and our assumptions that
We infer from Lemma 2.5(b) and Lemma 2.6 that there exists a constant M ≥ 1 such that 12) where I := [0, 1]. It is then easy to see that 
Next we observe that u := u(·, x) is the unique solution of
Since u(τ ) ∈ E 1 for any τ > 0 we can, and will, assume that x ∈ E 1 . Let n ∈ N * be an arbitrary integer and let v j (t) := u(j T + t) for t ∈ [0, T ] and j ∈ {0, . . . , n}.
Then it is clear that v j is the unique solution of
where g j (t) := g(j T + t) for t ∈ [0, T ]. It follows from (4.12)-(4.14) that v j admits the following representation: , id E 1 ). Thanks to (4.13) and (4.14) we have
It follows now from the representation formula for v j and from (4.14) that u(nT ) = v n−1 (T ) satisfies the estimate
Let t > 0 be arbitrary. Then we find a number n ∈ N and a number τ ∈ [0, T ) such that t = nT + τ . Observing that u(t) = u(nT + τ ) = v n (τ ) we can use the representation formula for v n and (4.15) to conclude that
with a universal constant c.
The semiflow property
Let X = (X, d) be a metric space and let t + : X → (0, ∞] be a mapping. Then we define
For a given map ϕ : D → X we use the notation ϕ t (x) := ϕ(t, x). Then ϕ is called a continuous (local) semiflow on X if
We write ϕ 
Proof. Here we follow the arguments used in the proof of [1, Theorem 7.2] . Let (t 0 , x 0 ) ∈ D be given and let S := {u(t,
we conclude that S is compact in V α . According to Theorem 3.1(b) there exist numbers ε, τ, L > 0 such that
Without loss of generality we can assume that L ≥ 1. Next we fix numbers {τ j ; j = 0, . . . , m + 1} such that 0 =: τ 0 < τ 1 
for each x, y ∈B E α (u(τ j , x 0 ), ε j ) and j = 0, . . . , m. 
(ii) It follows from the second line of equation (5.3) that there exists a c such that
We have proved that the mapping [x → u(t, x)] :B E α (x 0 , ε 0 ) → V α is (globally) Lipschitz continuous, uniformly in t ∈ [0, t 0 + τ ]. Moreover, it follows from (5.5) that 
, and where V σ is equipped with the topology of E σ . Moreover, [9] to include situations were E σ is not necessarily an interpolation space between E 1 and E 0 .
Smoothness properties of solutions
Let ϕ : D → V α be the semiflow generated by the quasilinear evolution equation (1.1). Then we write ϕ
. . , k, and we call ϕ a C k -smooth semiflow. where J = [0, t + (x)). Moreover, Observe that (u λ , λ) = 0 for λ ∈ . It is well-known that the mapping properties of (A, f ) imply that It follows that (u λ (·, x), (λ, x)) = 0 for (λ, x) ∈ × B E α (x 0 , δ). As before, we conclude that the mapping is C k -smooth and that the Fréchet derivative with respect to the first variable is u 1 , (1, x 0 ) 
