A differentiable reformulation for E-optimal design of experiments in nonlinear dynamic biosystems by Telen, Dries et al.
 
 
 
This document contains the postprint pdf-version of the 
refereed paper: 
 
“A differentiable reformulation for E-optimal design of 
experiments in nonlinear dynamic biosystems” 
 
by Dries Telen, Nick Van Riet, Filip Logist, and Jan Van Impe  
 
which has been archived on the university repository Lirias 
(https://lirias.kuleuven.be/) of the KU Leuven.   
 
The content is identical to the content of the published 
paper. 
 
 
When referring to this work, please cite the full bibliographic 
info: 
 
D. Telen, N. Van Riet, F. Logist, and J. Van Impe (2015). A 
differentiable reformulation for E-optimal design of experiments 
in nonlinear dynamic biosystems, Mathematical Biosciences, 
264, 1-7.  
 
The journal and the original published paper can be found at: 
http://www.journals.elsevier.com/mathematical-biosciences/ 
http://www.sciencedirect.com/science/article/pii/S00255564150
00401 
 
The corresponding author can be contacted for additional info. 
 
Conditions for open access are available at: 
http://www.sherpa.ac.uk/romeo/  
Postprint version of paper published in Mathematical Biosciences 2015, vol. 264, p. 1-7. 
The content is identical to the published paper. 
Journal homepage: http://www.journals.elsevier.com/mathematical-biosciences/   
Original file available at: http://www.sciencedirect.com/science/article/pii/S0025556415000401  
  
 
 
A differentiable reformulation for E-optimal design of experiments in
nonlinear dynamic biosystems
D. Telena, N. Van Rieta, F. Logista, J. Van Impea,∗
aKU Leuven, Chemical Engineering Department, BioTeC & OPTEC,
W. de Croylaan 46, 3001 Leuven, Belgium
Abstract
Informative experiments are highly valuable for estimating parameters in nonlinear dynamic bio-
processes. Techniques for optimal experiment design ensure the systematic design of such informa-
tive experiments. The E-criterion which can be used as objective function in optimal experiment
design requires the maximization of the smallest eigenvalue of the Fisher information matrix.
However, one problem with the minimal eigenvalue function is that it can be nondifferentiable. In
addition, no closed form expression exists for the computation of eigenvalues of a matrix larger
than a 4 by 4 one. As eigenvalues are normally computed with iterative methods, state-of-the-art
optimal control solvers are not able to exploit automatic differentiation to compute the derivatives
with respect to the decision variables. In the current paper a reformulation strategy from the field
of convex optimization is suggested to circumvent these difficulties. This reformulation requires
the inclusion of a matrix inequality constraint involving positive semidefiniteness. In this pa-
per, this positive semidefiniteness constraint is imposed via Sylverster’s criterion. As a result the
maximization of the minimum eigenvalue function can be formulated in standard optimal control
solvers through the addition of nonlinear constraints. The presented methodology is successfully
illustrated with a case study from the field of predictive microbiology.
Keywords: Dynamic optimization, Minimum eigenvalue optimization, Nonlinear matrix
inequality, Sylvester’s criterion, Predictive microbiology
1. Introduction
Dynamic bioprocess models provide valuable insight for the bioprocess industry in view of
analysis, control and optimization of bioprocesses. After an accurate model structure has been
determined [1], parameter values have to be identified. It is, however, nontrivial to identify param-
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eters in biosystems as these systems often exhibit a strong nonlinear nature. Especially, for cost
intensive applications, it can be beneficial to design a dynamic control input in such a way that
the experiment yields as much information as possible. In the last decades, optimal experiment
design (OED) techniques have gained increasing attention in many bioprocess applications in view
of the experimental burden [2, 3, 4, 5, 6, 7, 8, 9]. The first paper to address optimal experiment
design for nonlinear dynamic systems is [10]. An overview of the state of the art can be found
in [11, 12, 13].
The uncertainty in the parameters is quantified by either (i) the inverse of the Fisher information
matrix (FIM) or (ii) another direct approximation technique of the parameter variance-covariance
matrix, e.g., the unscented transformation [5, 14, 15, 16]. If these matrices are to be used in an
optimization routine in view of designing informative experiments, a specific scalar function of
these matrices has to be used as an objective function. In the literature, several functions have
been proposed, e.g., minimizing the trace of the inverse of the FIM (A-criterion), maximizing
the determinant of the FIM (D-criterion) or maximizing the minimum eigenvalue of the FIM (E-
criterion) [11, 15]. Equivalent formulations for the variance-covariance matrix exist and can be
found in, e.g., [9]. For some practical applications it can be interesting to combine several design
criteria to mitigate the drawbacks of the individual criteria [4, 7, 17, 18].
If the Fisher information matrix approach is followed in optimal experiment design for nonlin-
ear dynamic systems, the parametric sensitivities have to be computed in addition to the original
state equations [4, 11, 15]. A first important work that examined the numerical optimization for-
mulation and computation of the variance-covariance matrix for optimal experiment design is [19].
The formulation of optimal experiment design using single shooting [20], multiple shooting [21]
or orthogonal collocation [22] has been discussed in depth in these papers. A severe issue is that
for nonlinear dynamic systems, the design depends on the current best guess for the parameter
value. So, it is important to make the information content of an experiment less dependent on
these parameters, i.e., robust optimal experiment design. Two type of approaches exist to tackle
this problem. In the first type of approaches an expected value [23, 24, 25] is used which incorpo-
rates knowledge on the parameter distribution while in the second approach a worst case max min
approach is followed [3, 26]. When optimization routines which exploit gradient based methods
are applied, the E-criterion poses numerical challenges. The advantage of gradient based schemes
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is that they are fast and can tackle a problem with a large number of decision variables. By
construction is the FIM or the variance-covariance matrix, symmetric and positive semidefinite.
So, all eigenvalues are nonnegative real numbers but the minimum eigenvalue function can be
nondifferentiable. Furthermore, no closed expression exists for eigenvalues of a matrix larger than
a 4 by 4 matrix. This means that state-of-the-art optimal control solvers can not exploit automatic
differentiation to compute the derivatives with respect to the decision variables as the eigenvalues
are normally computed with iterative methods. To overcome these problems a reformulation of the
problem can be used [27]. This reformulation involves a constraint requiring positive definiteness.
In the current paper these constraints are tackled using Sylvester’s criterion [28] in order to enable
the use of classic optimal control tools for solving the resulting large scale optimization problems.
The paper is structured as follows. In Section 2, dynamic systems and the mathematical formula-
tion of optimal experiment design is presented. Section 3 discusses the reformulation strategy and
how positive semidefiniteness can be enforced using Sylvester’s criterion. Section 4 introduces the
case study from the field of predictive microbiology. The numerical simulation and optimization
results are described in Section 5. Finally, the paper concludes with Section 6.
2. Mathematical formulation
This section discusses first the mathematical description of dynamic systems. In the second
part, the formulation of optimal experiment design is presented.
2.1. Dynamic systems
Assume that a system can be described by the following ordinary differential equations in the
interval t ∈ [0, tf ]:
x˙(t) = f(x(t), p, u(t), t) , (1)
x(0) = x0 , (2)
z(t) = h(x(t)) . (3)
Here, x(t) ∈ Rnx denotes the state vector, p ∈ Rnp a time-invariant parameter vector and u(t) ∈
R
nu is the control input. All these variables enter the right hand side function f in a possibly
nonlinear way. The vector x0 denotes the initial conditions of the system. The function h(x(t))
denotes the measurement function of th system which can be nonlinear but which is usually a
3
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subset of the states x(t). The vector z(t) is the measured output. If there are any path or terminal
constraints present, these can be formulated as:
0 ≥ cp(x(t), p, u(t), t) , (4)
0 ≥ ct(x(tf), p, tf) . (5)
The measurement error, ǫ(t) is assumed to be additive to h(x(t)) and normally distributed with
zero mean, and variance-covariance matrix Q(t). Note that in practice more complex error struc-
tures might be needed. A potential approach to transform the measured output to obtain tractable
error distributions and to achieve symmetry and constant variance is described in [29].
2.2. Optimal experiment design
In this paper optimal experiment design for parameter estimation is considered. The infor-
mation content in the experiment is quantified by a suitable measure of the Fisher information
matrix. This matrix is defined as:
F (tf) =
∫ tf
0
∂x
∂p
(t)
⊤
C(t)⊤Q(t)−1C(t)
∂x
∂p
(t)dt . (6)
As the true values for p are not exactly known, the Fisher information matrix is evaluated at the
current best guess. The expression C(t) = ∂h(x(t))
∂x
denotes the derivative of the measurement
function h(x(t)) with respect to the states, x. So, the Fisher information matrix combines infor-
mation about the variance-covariance matrix of the output error measurements, Q(t)−1 and the
sensitivities of the states with respect to small variations in the model parameters, ∂x
∂p
(t). These
sensitivities are computed as the solutions of the following additional differential equations:
d
dt
∂x
∂p
(t) =
∂f
∂x
∂x
∂p
(t) +
∂f
∂p
with
∂x
∂p
(0) =
∂x0
∂p
= 0. (7)
An interesting property of the Fisher information matrix is that under the assumption of unbiased
estimators and uncorrelated Gaussian noise, the inverse of F (tf) approximates the lower bound of
the parameter variance-covariance matrix, i.e, the Crame´r-Rao lower bound [15, 30].
In the literature several measures of the Fisher information matrix have been proposed for the
design of informative experiments [15], e.g., A-criterion (trace of the inverse of the Fisher informa-
tion matrix), D-criterion (determinant of th Fisher information matrix). I the current paper the
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focus is on the E-criterion, maximizing the smallest eigenvalue of the Fisher information matrix:
maxλmin (F ( tf)). (8)
This design criterion aims at minimizing the largest parameter error and corresponds to minimizing
the length of the largest uncertainty axis of the joint confidence region. The complete dynamic
optimization formulation is summarized in:
max
u(·),x(·),∂x
∂p
(·),F (·)
λmin(F (tf)) (9)
subject to:
dx
dt
(t) = f(x(t), p, u(t), t) with 0 = bc(x(0)), (10)
z(t) = h(x(t)), (11)
d
dt
∂x
∂p
(t) =
∂f
∂x
∂x
∂p
(t) +
∂f
∂p
with
∂x
∂p
(0) = 0, (12)
d
dt
F (t) =
∂x
∂p
(t)⊤C(t)⊤Q(t)−1C(t)
∂x
∂p
(t) with F (0) = 0, (13)
0 ≥ cp(x(t), p, u(t), t), (14)
0 ≥ ct(x(tf), p, tf) . (15)
The first two equations describe the actual system dynamics and the predicted output, the fol-
lowing two equations (12) and (13) are the required sensitivity equations and Fisher information
matrix equations. Note that the symmetry in F (t) can be exploited. Equations (14) and (15)
denote the constraints. The total number of states in the optimal experiment design optimization
formulation is nx + nxnp + np
nx+1
2 , where the second term is the number of sensitivity equations
and the third term is the number of Fisher information matrix elements.
This type of optimization problems are infinite dimensional, since for every point t in the in-
terval an optimal value has to be found for the control u(t). They can be solved by converting
them to a finite dimensional Nonlinear Programming (NLP) problem by means of discretization.
Two different approaches can be distinguished. A sequential direct method as Single Shooting
(e.g., [31]) discretizes only the controls while the simultaneous direct approaches discretize both
states and controls. Within these simultaneous approaches there exist: Multiple Shooting (e.g.,
5
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Figure 1: Illustration of the minimum eigenvalue function of the matrix A.
[32]) and Orthogonal Collocation (e.g., [33]). Each approach results in a NLP which can be solved
by SQP (e.g., [34]) or interior point algorithms (e.g., [35]). However, both type of algorithms
require the accurate computation of derivative information, e.g., jacobians of the constraints and
the hessian of the objective function.
For the E-criterion, there is, however, a problem with the use of the minimum eigenvalue function
in the derivative-based optimization routines. It is possible that the derivative does not exist.
Consider the following tutorial example, with a parametrized matrix A:
A =

1 0
0 k

 . (16)
The evolution of the minimum eigenvalue function as function of the parameter k is depicted
in Figure 1. It illustrates that the minimum eigenvalue function of the matrix A is continuous
everywhere but that it is not differentiable for k = 1. How this problem can be avoided, is discussed
in the following section.
3. Reformulation strategy
Using a well-known reformulation strategy from the field of convex optimization, the minimum
eigenvalue optimization is ref rmulated. An addition l parameter τ i introduced which is to be
6
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maximized. To relate τ with the minimum eigenvalue, a new constraint is added, see Equation (24).
The latter equation ensures that τ is bounded by the minimum eigenvalue of the Fisher information
matrix. The reformulated problem is described as follows [27]:
max
u(·),x(·),∂x
∂p
(·),F (·),τ
τ (17)
subject to:
dx
dt
(t) = f(x(t), p, u(t), t) with 0 = bc(x(0)), (18)
z(t) = h(x(t)), (19)
d
dt
∂x
∂p
(t) =
∂f
∂x
∂x
∂p
(t) +
∂f
∂p
with
∂x
∂p
(0) = 0, (20)
d
dt
F (t) =
∂x
∂p
(t)⊤C(t)⊤Q(t)−1C(t)
∂x
∂p
(t) with F (0) = 0, (21)
0 ≥ cp(x(t), p, u(t), t), (22)
0 ≥ ct(x(tf ), p, tf) , (23)
F (tf)− τI  0 . (24)
In this dynamic optimization formulation, the last equation, F (tf)−τI  0 denotes that F (tf)− τI
is required to be positive semidefinite, i.e., ∀z ∈ Rnp : z⊤ (F (tf)− τI) z ≥ 0. Equation (24) is
a nonlinear matrix inequality as the Fisher information matrix is nonlinearly dependent on the
decision variables. This optimization problem can be solved by linearization such that a linear
matrix inequality is obtained. This formulation allows the use of a semidefinite program solver
(e.g., SeDuMi [36]) such that the whole dynamic optimization problem can be solved by sequential
semidefinite programming [9]. The problem, however, is that standard optimal control tools do
not have dedicated semidefinite program solvers.
Positive semidefiniteness can also be guaranteed using a result from linear algebra. The Sylvester
criterion states that a matrix A is positive definite if the determinant of all its principal minors
are positive [28] or mathematically expressed:
det(A[(1 : i)× (1 : i)]) > 0 with i = 1, . . . , np. (25)
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This reformulation allows the nonlinear matrix inequality (24) to be rewritten in np additional
inequality constraints. This leads to the following problem formulation:
max
u(·),x(·),∂x
∂p
(·),F (·),τ
τ (26)
subject to:
dx
dt
(t) = f(x(t), p, u(t), t) with 0 = bc(x(0)), (27)
d
dt
∂x
∂p
(t) =
∂f
∂x
∂x
∂p
(t) +
∂f
∂p
with
∂x
∂p
(0) = 0, (28)
d
dt
F (t) =
∂x
∂p
(t)⊤C(t)⊤Q(t)−1C(t)
∂x
∂p
(t) with F (0) = 0, (29)
0 ≥ cp(x(t), p, u(t), t), (30)
0 ≥ ct(x(tf ), p, tf) , (31)
0 < det ((F (tf)− τI) [(1 : i)× (1 : i)]) with i = 1, . . . , np. (32)
The above formulation allows the incorporation of the maximization of the minimum eigenvalue in
standard optimal control tools. Problems with the nondifferentiability of the objective function are
avoided and positive semidefiniteness is ensured through the addition of np nonlinear constraints.
In order to solve the optimal control problems, the ACADO Toolkit is employed in the current
paper [37]. A multiple-shooting setting is adopted. The used integrator is a RK78 with absolute
and relative tolerance set to 10−6. The nonlinear program is solved by a SQP routine [34] with
tolerances set to 10−6.
Remarks
• In the current paper the information is quantified using the classic Fisher information matrix
approach. The reformulation of Equations (26) and (32) can also be used if a different
computational method for the approximation of the parameter variance-covariance is used,
e.g., the unscented transformation [5, 14]. However, the main advantage of the proposed
formulation is that problems with the computation of derivatives are avoided. But this does
not exclude the use of the proposed reformulation in optimization algorithm which do not
use derivatives, e.g., genetic algorithms, as np additional nonlinear constraints are easier
to ev luate han a nonlinear matrix nequality. However, the in lusion and satisfaction of
8
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nonlinear constraints in derivative free stochastic optimization routines is not always trivial.
• The presented approach of the current paper ensures positive definiteness by adding nonlinear
constraints. In [9] a formulation has been proposed to guarantee information increase or
variance-covariance decrease in a nonlinear matrix inequality way. Also the presence of a
matrix inverse (e.g., minimizing trace of the inverse of the Fisher information criterion, i.e.,
A-criterion) was tackled in [9]. The difference with the presented approach of the current
paper is in how the nonlinear matrix inequality is tackled. In the current paper, the matrix
inequality is cast in additional nonlinear constraints allowing the use of standard optimal
control tools while in [9], the problem is linearized and solved using dedicated semidefinite
programming solvers. In general, the presented reformulation of the current paper is also
able to tackle the problem formulations of [9].
4. Case study
The case study considered in this paper originates from the field of predictive microbiology.
In this field (dynamic) models are constructed to describe the growth, survival and inactivation
of micro-organisms in food products. The model concerns the Cardinal Temperature Model with
Inflection point (CTMI) [38]. This is an adaptation of the Baranyi and Roberts model which
describes microbial growth [39]. The dynamic model equations are:
dn(t)
dt
=
Q(t)
Q(t) + 1
µmax(T )[1− exp(n(t)− nmax)] , (33)
dQ(t)
dt
= µmax(T )Q(t) . (34)
In this set of equations n(t) [ln(CFU/ml)] expresses the logarithm of the cell density. The factor
containing Q(t) is a black-box factor which is introduced to describe the experimentally observed
lag phase. Q(t) is assumed to represent a physiological state of the cell population during the lag
or adaptation phase. Figure 2a shows the generic evolution of n(t) consisting of three phases, the
initial lag phase with little growth, the exponential growth phase with maximum growth and the
final stationary phase without growth.
The CTMI model describes the temperature dependency of the maximal growth rate, i.e., µmax(T ) [38].
The CTMI is illustrated in Figure 2b. If the temperature is below the minimum temperature for
growth Tmin or above the maximum t mperature for growth Tmax, the maximum specific growth
9
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µmax is set to 0. Figure 2b presents the presence of one inflection point between Tmin and Topt.
The mathematical expression of the CTMI is:


µmax(T ) = µoptγ(T ), ∀T ∈ [Tmin, Tmax] ,
γ(T ) = (T−Tmin)
2(T−Tmax)
(Topt−Tmin)((Topt−Tmin)(T−Topt)−(Topt−Tmax)(Topt+Tmin−2T ))
,
µmax(T ) = 0, ∀T 6∈ [Tmin, Tmax] .
(35)
In this paper microbial growth of Escherichia coli K12 is investigated. The parameters of the
CTMI model which are considered in the optimal experiment design are p = [Tmin, Tmax, Topt, µopt]
⊤
The current best guess for the parameter values for this micro-organism are [40]:
Tmin = 11.33
◦C, Tmax = 46.54
◦C,
Topt = 40.85
◦C, µopt = 2.397
1
h
.
The initial cell density n(0) is in the experiment design assumed to be 7 [ln(CFU/ml)] while the
maximum cell density nmax is taken to be 22.55 [ln(CFU/ml)]. The total time of the experiment is
set to 38 hours while the control variable in the experiment is the applied temperature profile, T (t).
This profile is discretized in 38 piecewise linear intervals. The temperature changes are bounded
between −5◦C/h and 5◦C/h to avoid intermediate lag phases, while the applied temperature is
constrained to T (t) ∈ [15◦C, 45◦C]. The cell density n(t) can be measured and the corresponding
measurement error variance is assumed to be equal to 3.2710−2 [40].
The extra constraints resulting from the formulation using Sylvester’s criterion are illustrated
10
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(a) Graphical representation of the model of Baranyi and Roberts.
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(b) Growth rate as a function of temperature, i.e., the CTMI.
Figure 2: Illustration of the Baranyi and Roberts growth model (top) and the CTMI (bottom).
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in Equation (36):
Constraint 1 : det(F11(tf)− τ) ≥ 0, (36a)
Constraint 2 : det

F11(tf)− τ F12(tf)
F12(tf) F22(tf)− τ

 ≥ 0, (36b)
Constraint 3 : det


F11(tf)− τ F12(tf) F13(tf)
F12(tf) F22(tf)− τ F23(tf)
F13(tf) F23(tf) F33(tf)− τ

 ≥ 0, (36c)
Constraint 4 :
det


F11(tf)− τ F12(tf) F13(tf) F14(tf)
F12(tf) F22(tf)− τ F23(tf) F24(tf)
F13(tf) F23(tf) F33(tf)− τ F34(tf)
F14(tf) F24(tf) F34(tf) F44(tf)− τ


≥ 0 . (36d)
Remark: A problem with E-optimality is that it is scale dependent, so some standardization
is required [41]. In the current paper the Fisher information element is divided by the Fisher
information element obtained the D-optimal design [41]. Another possibility is using sensitivities
relative to the parameter values as has been employed in, e.g., [42].
5. Optimization and simulation results
The obtained D- and E-optimal temperature profiles and the corresponding predicted cell den-
sities n(t) are illustrated in Figure 3a and 3b. Both temperature profiles of the D- and E-design in
Figure 3b start at the maximum allowed temperature of 45◦C and remain at this temperature for
2 hours. After 2 hours both profiles start decreasing for 2 hours with the E-design profile initially
at a higher rate than the D-design until 5 hours when the D-design temperature becomes lower
than the E-design at that time. Subsequently, the temperature profiles of both designs decrease
at the maximum allowed decrease. At 7 hours into the experiment, the D-design results in a small
increase in temperature while the E-design remains decreasing but after 8 hours at a slower rate.
The E-design reaches the lowest allowed temperature of 15◦C after 10 hours but has a gradual
increase (up to 17◦C at 20 hours into the experiment) and a gradual decrease again to 15◦C for the
remainder of the experiment. In contrast the D-design reaches the 15◦C later and more gradually
and re ains at this value for the remainder of the experiment.
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The different effect of the temperature profiles is also visible in the expected cell density profiles
of Figure 3a. The first 2 hours there is not much difference between the 2 cell density profiles.
As the temperature of the E-design decreases faster and thus closer to Topt, the E-design results
in a slightly larger cell density profile up to 8 hours into the experiment. For the effect of the
temperature on the growth rate, see also Figure 2b. At 8 hours the temperature profile of the
D-design remains longer close to 25◦C which results in an increase in the cell density. Due to the
fact that the E-design has again a gradual increase up to 17◦C, the cell density growth is larger
than the corresponding D-design, resulting around 20 hours in a larger cell density again for the
E-optimal design.
In order to illustrate the specific effect of the E-design, it is compared to the D-design. More
specifically, the following approach has been followed. For both the D-optimal and E-optimal pro-
file, 50 noise realizations are sampled with zero mean and measurement error variance as described
in the case study. Measurements are assumed to be taken each hour. This noise is added to the
expected state profile based on the current best guess for the parameters. So when performing
a parameter estimation, the assumed parameter values are ideally recovered. Hence, for each of
these realizations, a parameter estimation procedure is performed. The computed sample mean
and variance for the two designs are depicted in Table 1 and 2. As can be seen both designs lead to
an acceptable estimation of the initially assumed parameter values. Note that the variance on the
least certain parameter, i.e., Tmax is lower in the E-design than the D-design. This illustrates the
fact that the E-criterion focusses on improving the least certain parameter while the D-criterion
aims at minimizing the global uncertainty. The price to pay is a slight increase in the variances
of Tmin and Topt.
In practice, the system’s true parameter values are not known. So, the experiment has to be
informative in the neighborhood of the current estimate of the parameters. In order to investigate
whether the designed E-optimal temperature profile is robust in its information content, 8 differ-
ent parameter cases are considered. Each parameter is slightly perturbed in both positive and
negative sense (see Table 3 for an overview). For each of these cases, the previously determined
E-optimal temperature profile is used and the corresponding cell density is computed. For each of
these 8 cell densities, the parameters thus differ from the ones for which the optimal temperature
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(a) Cell density n(t) profile resulting from the E-optimal control profile (full line)
and from the D-optimal profile (dashed line).
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(b) Optimized control profile with 38 degrees of freedom for the E-optimal design
(full line) and the D-optimal design (dashed line).
Figure 3: The obtained temperature (bottom) and predicted cell density profile (top) from the
E-design and D-design.
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profile has been determined. For each case, 50 noise realizations are sampled and added to the
computed cell density profiles. A parameter estimation procedure is performed for a total of 400
in silico experiments.
The resulting mean and variances are presented in Table 4 and 5. From Table 4 it can be in-
ferred that the different mean values accurately approach the assumed parameter values for all
different cases. When the variances are investigated, some differences for µopt are observed. In
general, the computed variance for µopt is one order of magnitude bigger than predicted. For the
different temperatures Topt and Tmin, the variances are of the same order, but for Tmax there are
cases in which the variance increases strongly compared to the original case. Especially, the case
where Tmax and the case where Topt are larger than expected (Case 4 and 6), lead to a signifi-
cantly larger variance for Tmax (almost 13 times larger). The parameter Tmax is observed to be a
challenging one to estimate accurately, as in 6 cases, it is larger than in the E-design case. This
is also evident from the comparison with the original case (Table 2), where the E-design leads to
a decrease in the uncertainty of Tmax compared to the D-design. So, the E-design increases the
accuracy of the least certain parameter but is illustrated to be especially sensitive to its informa-
tion content if the parameter Tmax is larger than assumed. Remark also a notable exception with
Case 3 (a smaller Tmax) which leads to a decrease in uncertainty for all parameter values.
Table 1: Empirical mean values of the parameters for in silico parameter estimation with the D-
and E-optimal experiment.
Optimal experiments Tmin Tmax Topt µopt
D-criterion 11.38 46.67 40.84 2.400
E-criterion 11.42 46.71 40.75 2.392
Table 2: Empirical variances of the parameters for in silico parameter estimation with the D- and
E-optimal experiment.
Optimal experiments s2Tmin s
2
Tmax
s2Topt s
2
µopt
D-criterion 0.14 0.56 0.24 0.012
E-criterion 0.16 0.39 0.28 0.0060
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Table 3: Parameter combinations used for evaluating the optimal experiment.
Cases Tmin Tmax Topt µopt
Original 11.33 46.54 40.85 2.397
Case 1 9.00 46.54 40.85 2.397
Case 2 13.00 46.54 40.85 2.397
Case 3 11.33 45.00 40.85 2.397
Case 4 11.33 49.00 40.85 2.397
Case 5 11.33 46.54 39.00 2.397
Case 6 11.33 46.54 42.50 2.397
Case 7 11.33 46.54 40.85 2.300
Case 8 11.33 46.54 40.85 2.500
Table 4: Empirical mean values of the parameters for in silico parameter estimations with the
E-optimal temperature profile while the cell density profile is computed from the parameters in
Table 3.
Cases Tmin Tmax Topt µopt
Original 11.42 46.71 40.75 2.392
Case 1 9.075 46.78 40.81 2.394
Case 2 13.05 46.68 40.81 2.401
Case 3 11.37 45.00 40.82 2.404
Case 4 11.42 49.70 40.92 2.393
Case 5 11.30 46.55 39.09 2.411
Case 6 11.41 47.20 42.66 2.414
Case 7 11.36 46.67 40.86 2.312
Case 8 11.33 46.65 40.93 2.511
Table 5: Empirical variances of the parameters for in silico parameter estimations with the E-
optimal temperature profile while the cell density profile is computed from the parameters in
Table 3.
Cases s2Tmin s
2
Tmax
s2Topt s
2
µopt
Original 0.16 0.39 0.28 0.0060
Case 1 0.29 0.82 0.42 0.013
Case 2 0.12 0.49 0.38 0.010
Case 3 0.098 0.026 0.33 0.0034
Case 4 0.28 5.53 0.15 0.012
Case 5 0.14 0.37 0.42 0.011
Case 6 0.21 5.46 0.37 0.026
Case 7 0.18 0.83 0.52 0.012
Case 8 0.11 0.73 0.32 0.016
6. Conclusions
In this paper a reformulation strategy for minimum eigenvalue maximization in optimal ex-
periment design has been presented. The minimum eigenvalue maximization corresponds to the
E-criterion in optimal experiment design. This function can be nondifferentiable, no expression
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exists for matrices larger than a 4 by 4 and the accurate computation of the derivatives with
respect to the decision variables can be troublesome. In this paper a reformulation from the
field of convex optimization has been employed for designing optimal dynamic experiments. This
introduces a matrix inequality requiring positive semidefiniteness. Positive semidefiniteness can
be enforced using Sylvester’s criterion. This approach allows the maximization of the minimum
eigenvalue and ensures positive semidefiniteness in standard optimal control solvers by the addi-
tion of several nonlinear constraints. Consequently, accurate derivatives with respect to decision
variables can be obtained and numerical problems are avoided. The presented approach has been
successfully illustrated with a case study from the field of predictive microbiology.
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