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ii AGRADECIMIENTOS
Prólogo
El Análisis Térmico de materiales requiere del manejo de una gran canti-
dad de datos, para lo que hace uso de vazias técnicas estadísticas. La actual
utilización de potentes ordenadores conectados a sofisticados aparatos de labo-
ratorio permite analizar toda una serie de vasiables, que hace poco tiempo sería
imposible. Sin embazgo, este análisis de datos no siempre emplea los mejores
métodos estadfsticos. Así, por ejemplo, en el estudio de curvas procedentes del
estudio térmico, el interés suele recaer en el ajuste de una determinada variable
a lo lazgo del tiempo. En estos casos se requiere formular un modelo matemático
adecuado que explique la posible relación funcional existente entre las variables
de estudio, y que tenga en cuenta el efecto de la dependencia de los datos.
La primera finalidad de este trabajo es la de construir un modelo que for-
malice matemática.mente la complejidad existente en la realidad de los datos de
estudios de laboratorio, concretamente el comportamiento de variables usadas
en el estudio térmico de materiales. Una vez que el modelo sea formulado, y
validado adecuadamente, éste podrá utilizazse para estimar y predecir curvas o
casacterísticas de interés. Otro fin, y no menos importante cuestión, es la pro-
gramación de los modelos presentados mediante algoritmos computacionales,
que permitan su incorporación a otros programas de software existentes y que,
en la actualidad, carecen de este tipo de herramientas en este contexto.
Para este primer objetivo emplearemos diferentes métodos del Análisis de
Regr^si6n., que es la parte de la estadística que se encarga de tratar proble-
mas como los comentados anteriormente. Concretamente, en esta memoria
abordaremos el problema de la implementación de estimadores paramétricos
y no paramétricos de tipo polinómico local bajo condiciones de dependencia.
Además, estudiaremos el caso del ajuste, no sólo de la función de regresión,
sino también de determinadas funciones asociadas a ella como son la primera
y segunda derivadas, que aportan información adicional al estudio térmico de
materiales.
Un último objetivo de esta memoria es la clasificación de materiales a paztir
de curvas procedentes de su análisis térmico. Concretamente, presentazemos un
método de tipo no pazamétrico funcional para la discriminación entre distin-
tas muestras. El empleo de este método permitirá la comparación de espectros
paza clasificar adecuadamente una nueva muestra dentro de una gama de ma-
teriales conocida. La novedad del modelo de clasificación radica en el uso de
toda la información de la muestra, mediante el empleo de modelos de regresión
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denominados de dimensión infinita o funcionales, por cuanto usan curvas como
variables regresoras.
La memoria consta de seis capftulos. En el primero de ellos presentamos
el Análisis Térmico de materiales mediante una breve introducción histórica,
donde hacemos hincapié en la importancia del estudio térmico en la apazición
de nuevos materiales. Introducimos las distintas técnicas empleadas en este
campo y se enfatiza la importancia que tiene el correcto ajuste de las curvas
mostrando una serie de ejemplos de experimentos analizados en función de la
información que muestran las correspondientes gráficas.
En el segundo capítulo analizamos los diferentes modelos de regresión ha-
ciendo un repaso a las distintas técnicas de inferencia funcional. Destacamos
la importancia que tiene la adecuada elección del pazámetro de suavizado en el
caso de la regresión no pazamétrica, y desarrollamos con mayor detalle el mod-
elo no paramétrico de tipo polinómico local, que será el elegido paza el ajuste
de nuestros datos.
El capítulo 3 introduce la cinética de la descomposición térmica, exponiendo
los diferentes métodos cinéticos y sus problemas. A continuación planteamos
un método alternativo de tipo paramétrico logístico que aplicaremos a distintas
muestras.
En el ca.pítulo 4 proponemos un método de tipo no paramétrico para el
suavizado de curvas, aplicado a la mayoría de los espectros obtenidos en Análisis
Térmico. Este nuevo método, con selector del parámetro de suavizado de tipo
plug-in en dos etápas, permite realizar un ajuste automático de los datos paza
lo que tiene en cuenta la expresión del parámetro óptimo de suvizado.
En el capítulo 5 exponemos un método para la clasificación de materiales
basa.do en el anklisis no paramétrico discriminante. Como ejemplo lo aplica.re-
mos a muestras de madera y de PVC que, debido a su naturaleza, presentan
una dificultad añadida de clasificación.
En el capítulo 6 recogemos las conclusiones de mayor relevancia a las que
hemos llegado con nuestro estudio, proponiendo nuevas lineas de investigación:
por una parte aplicaciones de los modelos propuestos, y por otra, ampliación de
los modelos de suavización de curvas y de clasificación de materiales mediante
el empleo de espectros tridimensionales de infrarrojos. Finalmente, se completa
la memoria con un anexo final que contiene algunos de los cálculos empleados
en el desarrollo de este trabajo y los esquemas de los programas informáticos
desarrollados.
Capítulo 1
E1 Análisis Térmico
1.1 Introducción
El Análisis Térmico se ocupa del estudio de las propiedades frsicas y termo-
dinámicas de los materiales en función de la temperatura o del tiempo. La
ICTAC (Confederación Internacional paza el Análisis Térmico y la Calorimetrfa)
lo define como: "conjunto de técnicas mediante las cuales, una propiedad ffsica
o química de un material es medida en función de la temperatura o del tiempo" .
La Calorimetría, que es una de las técnicas de Análisis Térmico con mayor
tradición, se interesa por la medición cuantitativa de un intercambio de calor,
es decir, estudia la energía que se transfiere de un cuerpo a otro debida a la
diferencia de temperatura.
El Análisis Térmico forma pazte de la Ciencia de los Materiales, entendiendo
ésta como la parte del saber que trata del estudio de la composición, estructura
y procesado de los materiales con objeto de aplicarlos para distintos fines tec-
nológicos. Así, el COSMAT (Committe on the Survey of Material Science and
Engineering of the United States), define la Ciencia de los Materiales como la
pazte del conocimiento necesazia paza el progzeso en los materiales, y en pazticu-
laz, para resolver problemas tecnológicos complejos que, a menudo, no coinciden
con los objetivos de las disciplinas tradicionales.
La Ciencia de los Materiales se cazacteriza por ser interdisciplinar, abazcan-
do no sólo campos tradicionales como la Química o la Física, sino también la
mayoría de las ramas de la ingeniería, que están involucradas en su desarrollo.
Desde los primeros calorímetros, hasta los sofisticados aparatos de laborato-
rio asociados a potentes programas de ordenador de hoy día, se han producido
toda una serie de avances científicos en este campo, propiciados, en gran medida,
por la revolución informática. Paza acerca.rnos al estudio actual intentaremos,
mediante un recorrido histórico, resaltaz algunos de los avances que se han ido
produciento en el campo de la Ciencia de los Materiales, vinculándolos a sus
propiedades térmicas.
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1.2 Breve reseña histórica
Uno de los grandes ava,nces de la humanidad fue el descubrimiento de que
se podía alteraz la naturaleza de los materiales mediante la aplicación de calor.
Los cerámicos fueron los primeros materiales inorgánicos en ser alterados por el
ser humano.
La siguiente destreza (tecnología, diríamos ahora) para manejaz materiales
inorgánicos fue probablemente la selección y molienda de colores minerales paza
pigmentos, que fueron utilizados con carácter decorativo o ceremonial. En el
antiguo Egipto se utilizaban las propiedades térmicas paza la fabricación de
pigmentos, como el clásico azul egipcio. Este compuesto, cuya fórmula es
CaCu(Si4010), se puede sintetizar fácilmente en el laboratorio mediante una
termobalanza calentando una mezcla de cuarzo, óxido cúprico (Cu0), calcita
(CaC03) y un agente fundente (Na2C03, bórax o Pb0). Paza su obtención es
necesario controlar adecuadamente la temperatura de calentamiento, pues sin la
temperatura adecuada la reacción es muy lenta, dando lugar a un producto muy
impuro, finamente dividido, sin el color azul intenso de los antiguos grabados.
En China, durante el denominado perfodo Heian (794-1192 de nuestra era),
fue famosa su cerámica, asociada a la ceremonia del té. Se trataba de piezas
que incorporaban metales para su ornamentación. También, en Japón, a finales
del siglo XVI, apazece la cerámica rakú, una. porcelana vidriada con plomo, que
se cocía en un horno a bajas temperaturas. Estas piezas se fabrican a partir de
la caolinita, cuya fórmula moleculaz es A12 Si205(OH)4. Para su elaboración se
requiere el conocimiento de sus propiedades térmicas. Hoy en día, la caolinita,
sigue usándose paza el mismo fin, teniendo gran importancia en la industria.
En la fabricación de morteros paza la construcción de las pirámides también
se tenía un amplio conocimiento de la influencia del calor en los materiales.
Este hecho lo confirman autores como Wallace (1865), quien demostró que los
morteros de las grandes pirámides tenían un 81.5% de yeso (CaSO4) y un 9.5%
de carbonato de calcio, lo que confirma el conocimiento de sus propiedades
térmicas.
En la construcción de las catedrales medievales, normalmente, se prepazaba
el mortero mezclando óxido de calcio (Ca0), que se obtenía calcinando la caliza,
con agua y agregados. En ciertas catedrales, como la de Chaztres y Bourges,
en F^ancia, se encontraron morteros de caliza y yeso; en principio se atribuía el
yeso al efecto de la contaminación atmosférica por S02, sin embargo, autores
como Adams (véase Adams, Kneller y Dollimore (1992)) demostrazon que su
existencia se debe al proceso de fabricación del mortero.
A1 descubrimiento del endurecimiento de las arcillas por el calor siguió el
descubrimiento y uso de los metales. Evidentemente, los primeros metales en
ser usados fueron aquellos que se encuentran en su estado nativo como el cobre
y el oro (cuarto milenio antes de Cristo).
La importancia del descubrimiento y tratamiento térmico de los metales
queda patente en la denominación de los períodos de la prehistoria: Edad de
Bronce, Edad de Hierro. Uno de los criterios más utilizados paza distinguir los
distintos metales es, sin lugar a dudas, la temperatura a la cual ocurren sus
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transformaciones cazacterísticas. La Edad del Cobre precedió a la Edad del
Hierro debido a que el cobre funde a una temperatura (1083 °C) inferior a la
del hierro (1537°C).
La humanidad, que se enfrentó primero al problema de la fundición, no se
encontró con materiales aislados que funden a temperaturas bien definidas. Por
el contrazio, tuvo frente a sí a todos los materiales, y sin saberlo fue testigo de
hechos como estos: a 100°C, en algunos materiales aparecen capas de óxido;
las piritas y el óxido de plata empiezan a descomponerse a 330°C, mientras
que el estaño y el plomo puros ya se fundieron; 500°C es la temperatura a la
que recristalizan y se reblandecen el cobre y el bronce; al alcanzaz 600° C, los
bazros de alfazerfa se endurecen, algunos de ellos presentan un acabado vftreo
y algunos vidrios ya se pueden moldeaz a esta temperatura.
Flie asf, de manera empírica, como se fueron descubriendo materiales, y la
manera de producir cambios en ellos. La importancia de muchos de estos ma-
teriales y procesos debib pasar inadvertida hasta que algún hecho repetido de
manera casual o premeditadamente les dio la relevancia que ahora tienen. Tal
vez, el caso más sobresaliente corresponde al zinc, que fue utilizado largo tiempo
y sin saberlo en una aleación (el latón), mucho antes de que se le descubriera
como metal. Digno también de atención resulta el estaño, cuyos orfgenes son
sumamente nebulosos. Sin embargo, su importancia en el desarrollo de la hu-
manidad llega al punto de mazcar, en una aleación con el cobre, toda una era:
la Edad del Bronce.
El acero tiene su orígen en el calentamiento de hierro y carbono. La fabri-
ca.ción del acero fue sencilla; sin embazgo, el reconocimiento de que se trataba
de una aleación y no un metal puro llegó mucho más tazde. Así, a diferencia
del bronce en el que la mezcla de cobre y estaño se hacia de modo consciente, el
acero se producía de modo accidental ya que el carbono se absorbía en el hierro
sin conocimiento del metalurgista.
La presencia del carbono en el acero y en el hierro colado no fue detectada
hasta 1774. Aunque la fecha en que se empezaron a controlar los tratamientos
térmicos del acero es todavía incierta, son resaltables aplicaciones como las
espadas hechas con acero de Damasco o las tradicionales espadas (kiris) cons-
truidas en Japón, durante el dominio de los guerreros samurais (período Edo:
1616-1868 de nuestra era); la calidad de estas armas demuestra el alto grado de
conocimiento del tratamiento térmico de los metales.
El desarrollo de los polímeros ha estado muy ligado al estudio de sus propie-
dades térmicas. Antecedentes de los polimeros sintéticos de hoy dia son el asta
natural y los capazazones de tortuga. Desde el antiguo Egipto se venía usando
el asta natural y los capazazones de tortuga paza la fabricación de ornamentos
y utensilios, siendo en el Medievo donde el oficio de astero alcanzaría una gran
releva.ncia en toda Europa.
Un polimero natural, antecedente de los plásticos sintéticos, es la goma laca,
traída a Europa desde la India, por Marco Polo, en torno al año 1290. La goma
laca. se obtenía a paztir de un líquido segregado por un insecto llamado lac, en su
proceso de reproducción, en los árboles de la especie rhus succedanea: mediante
la aplicación de calor este polimero natural podía moldearse para la fabricación
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de piezas. La industría de la goma laca, que alcanzó su apogeo en la China de la
dinastía Ming, se mantuvo hasta que en 1930 aparecen los polímeros sintéticos
superando, con creces, sus cualidades.
Otro polímero natural, que tuvo gran repercusión en el pasado, es la gutaper-
cha, material que se obtenía a partir de los árboles Palaquium gutta originazios
de la penfnsula de Malasia. En 1843, William Montgomery informó de que en
este territorio, se utilizaba gutapercha para la fabricación de mangos de cuchi-
llos. Su informe condujo al nacimiento de la Gutta Percha Company, que se
mantuvo activa hasta 1930. La gutapercha es un material que al ser calentado
puede estirarse en tiras lazgas y, dado que era de fácil moldeo, se utilizó paza la
fabrica,ción de diversas piezas. Su inercia ante el ataque de productos químicos
la conviertió en un excelente aislante paza cables y conductores eléctricos. Así,
la primera conexión por cable telegráfico bajo el agua, que se hizo en el Canal
de la Mancha, debe su éxito al aislamiento con gutapercha. Asimismo, la guta-
percha fue empleada paza proteger el primer cable transatlántico que se tendió
en 1866.
En 1862, Alexander Pazkes, un hombre de negocios inglés, con gran experien-
cia en la manipulación de polimeros naturales, como la gutapercha o el caucho,
anunció el descubrimiento de un nuevo material al que denominó parkesina:
obtuvo un material sólido que, al calentarse, se volvía maleable. Aseguraba que
se trataba de un material que compartía las propiedades del mazfil, la concha
de tortuga, el asta natural, el caucho, la gutapercha, etc., y que habría de susti-
tuir a dichos materiales. )~lmdó una empresa para comercializaz dicho material
pero sus expectativas no se cumplieron ya que este nuevo plástico se contraía
en exceso.
Otro intento por descubrir materiales con mejores condiciones que los na-
turales lo dio Jhon Hyatt, quien en 1870 patentó el celuloide, que se obtenfa
mediante la mezcla de piroxilina en polvo con goma de alcanfor pulverizada. El
celuloide resultó ser un buen producto para el moldeo, fabricándose distintos
aztículos como peines, espejos, cepillos, etc. Sin embazgo, su nombre quedó
asociado a la fabricación de pelfculas cinematográficas. Un inconveniente de
este material era su inflamabilidad, lo que produjo varios accidentes en salas de
proyección.
Un cambio sustancial en el desazrollo de los materiales lo supuso la modifi-
cación de materias naturales. Un ejemplo clazo es el procesado del ca.ucho. Este
compuesto se obtiene del látex natural que se encuentra en la savia de algunos
árboles, como el hevea brasiliensis. El caucho es muy sensible a la temperatu-
ra: en condiciones climatológicas cálidas se ablanda y en ambiente frío se vuelve
rígido. En 1939, Chazles Goodyeaz descubrió que al calentar la mezcla de azufre
en polvo con caucho, el compuesto resultante era más resistente y duro, menos
sensible a la temperatura y más elástico. Apareció así la vulcanización de la
goma de ca.ucho, que se convertiría en un importante polímero industrial.
En 1907, el qufmico Leo Baekeland, que dedicó su trabajo a la búsqueda de
un sustituto paza la goma laca, descubrió un material plástico que denominb
baquelita. Este material lo obtuvo a paztir del fenol y del formaldehfdo, pro-
ductos que provenían de la industria química, lo que marcó una diferencia con
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otros plásticos naturales modificados.
Con la baquelita comenzóla nueva era de los plásticos, demostrando que era
posible reproducir en laboratorio lo que los insectos lac o los árboles del caucho
hacfan en la naturaleza. La baquelita dejó abierta la puerta paza el desarrollo
de los polfineros sintéticos, muchos de ellos adaptados para satisfacer requisi-
tos específicos. De hecho, Leo Baekeland previó el potencial sin límites de los
plásticos fenólicos utilizando el sfmbolo infinito (oo) paza representaz sus usos.
Así, a mediados del pasado siglo fueron apazeciendo otros polimeros de gran
uso en la industria, como el caso del policloruro de vinilo (1927), el poliestireno
(1938), el poliéster (1942), el polietileno (1943), las resinas epoxídicas (1947)
o el polipropileno (1957). Las propiedades y aplicaciones de estos materiales
están ligadas a su comportamiento térmico.
Con respecto a la invención de los apazatos de laboratorio, cabe destacar,
que los primeros estudios usando un calorímetro parten de Lavoisier y Laplace
(1783). También son resaltables la apazición del primer calorímetro con bom-
ba inventado por Berthelot (1864) y los calorimetros adiabáticos de Dickinson
(1915) y de Washburn (1933). Es en la década de los 50, a partir de la aparición
de la bomba rotatoria de Sunner (1949), cuando da comienzo la era moderna en
esta ciencia. Como fechas destaca,bles en esta nueva visión del Análisis Térmico,
puede mencionarse que el primer equipo DTA comercial apazece en el año 1960
y el DSC en el año 1964. En 1969 se publica el primer número de la revista
Journal of Thermal Analysis y el año siguiente apazece la revista Thermochi-
mica, Acta, que hoy en dfa siguen siendo importantes referentes de publicaciones
en este campo.
1.3 Técnicas de Análisis Térmico
Los estudios actuales en el campo del Análisis Térmico se apoyan en el mane-
jo de potentes aparatos de laboratorio. Estos instrumentos permiten obtener
series de puntos que relacionan algún tipo de variable dependiente (flujo de
calor, pérdida de masa, etc...) frente a la temperatura o el tiempo. Esta gran
ca.ntidad de datos requiere un adecuado tratamiento estadístico con el fin de
suavizar adecuadamente las distintas gráficas y hacer una interpretación correc-
ta de las mismas, que es uno de los objetiws de este trabajo. La aplicación de
estas herramientas estadisticas depende del tipo de análisis requerido en cada
experimento. En esta sección se introducirán las principales técnicas empleadas
en el estudio térmico de materiales.
Las técnicas de Análisis Térmico suelen clasificarse en función del apazato
que se utilice. Para ello se acostumbra a nombrarlas mediante sus siglas: DTA
(Differential Thermal Analysis), DSC (Differential Scanning Calorimetry), TGA
(Thermal Gravimetric Analysis), STA (Simultaneous Thermal Analysis), DMA
(Dynamic Mechanical Analysis) y DMTA (Dynamic Mechanical Thermal Anal-
ysis). Es frecuente el uso de estas siglas, no sólo paza denominar a la técnica en
cuestión, sino también paza nombrar el apazato que se utiliza. A continuación
describimos las cazacteristicas básicas de cada una de estas técnicas.
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1.3.1 Análisis Térmico Diferencial (DTA)
La técnica DTA permite medir la diferencia de temperatura entre una mues-
tra y un material de referencia cuando ambos son sometidos a un programa
térmico. Las resultados obtenidos mediante el empleo de esta técnica permiten
observa.r procesos endotérmicos y exotérmicos, así como cambios en la capacidad
calorífica. de la muestra. Esto ayuda a identificar puntos de interés como la tem-
peratura de transición vítrea (Tg), en aquellos materiales susceptibles de sufrir
un proceso de cristalización, como los polimeros. También se pueden identificar
procesos endotérmicos como la temperatura de fusión y procesos exotérmicos
como la cristalización o el curado.
El inconveniente que presentan las técnicas DTA es que no permiten cuan-
tificar la entalpía del proceso ni la capacidad calorífica.
1.3.2 Calorimetría Diferencial de Barrido (DSC)
La técnica DSC es similar a la DTA, con la importante diferencia de que en
en este caso, en lugar de medir la diferencia de temperatura entre la muestra y
una referencia, se mide la diferencia de flujo de calor que experimentan ambas al
ser sometidas al mismo programa de temperatura. La evolución de la muestra
puede obtenerse en función de la temperatura o del tiempo, según el programa
establecido.
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Figura 1.1: Eventos que pueden observa.rse en una curva D5C.
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Con esta técnica se pueden identificar los mismos eventos que con la DTA y,
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además, permite medir cuantitativamente tanto ias entalpfas como las capaci-
dades calorfficas (véase figura 1.1).
1.3.3 Análisis Termogravimétrico (TGA)
La técnica TGA permitc medir la masa dc la muestra micntras está sicndu
sometida a un programa térmico (isotérmico o cn rampa) cn atmósfcra controla-
da. l^ormalmente, a esta técnica se le denomina termogravimetrfa, llamhndasc
tcrmograma.^ a los gráficos resultantes.
Se puede utilizar un m,étodo diná^nico si se estudia el comportamiento cíc
la muestra mientras es sometida a un programa de temperattiras con una de-
terminada velocidad de calentamiento. Si, por el contrario, se mantiene fija la
temperatura y se estudia la variación de la masa con el tiempo, se hablará de
mét,odo isot,ermo. En cualquicr caso, sicmprc cs posiblc rcHejar cl camhio dc^
masa de la muestra como una serie temporal, ya que, atín en el caso dinámico,
se conoce la evolución de la tempcratura con el tiempo.
La curva que representa la velocidad de variación de masa, es la derivada
dc la curva TGA, y se denomina DTG (Derivative Termogravimetry). Es tam-
hién de gran interés, ya que permite determinar puntos crfticos, como son los
instantes de velocidad máxima de pérdida de masa. Ademá.ti, la velocidad de la
pérdida de masa del material se utiliza para los estudios cinéticos, es decir, el
análisis de la velocidad con que ocurren las t,ransformaciones en función de la
temperatura.
Cna tcrmobalanza o cquipo TGA cstá compuesta por ttna microbalanra, un
horno y un procesador de temperaturas; tamhién dispone de un circuito de gas
de purga (normalmente aire o 1\2). Añadido a este aparato suelc utiliiarse un
orde.nador con su correspondiente programa de procesado de datos.
Las aplicaciones más tfpicas de esta técnica incluyen la determinación cuan-
t,itativa de componentes que se volatiliian a temperaturas caracterfsticas, tales
como la htuncdad. Tamhién es un método idónco para crvaluar la cstahilidad
térmica de materiales.
1.3.4 Análisis Térmico Simultáneo (STA)
La técnica STA combina 1a.5 dos principales técnicas de análisis tbrmico, DSC
y TGA, simultáneamente, sohre una misma muestra. Presenta la ventaja dc^
eliminar la variación debida a diferencias de formulación, orientación o ambic^nte,
siendo más rápida y más eficient,e en cuanto a costes.
Como pucde observarse en la figura 1.2, sc represcntan las curvas DSC y
TGA frente al tiempo, obtenidas a partir de una muestra da oxalato de calcio
en un aparato STA. Se ha mantenido una velocidad de calentamiento constante
y^e observa cómo cada tmo de los escalones que presenta la gráfica TGA,
corresponde a diferentes camhios experimentados por la muestra. En el primc^r
escalón se aprecia la pérdida de agua, en cl scgundo escalcín se picrdc CO, cn cl
tercero COz y. al finalizar, se obtiene ó^cido de calcio.
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Figura 1.2: Curva TGA (en rojo) y DSC (en azul) dcl oxalato de calcio.
1.3.5 Análisis Mecanodinámico (DMA) y Termomecánico-
dinámico (DMTA)
E1 estudio din^ímico se basa en el hecho de que al aplicar una fuerza si-
nusoidal, variablc en ftutción del tiempo, f., con una determinada frccuencia
angular, ^, produce una deformación también variable sinusoidalmcnte.
El D1^'ITA combina la reología de sólidos con el análisis térmico y permite la
medida de propiedades mecánicas, mientras sc somete la muestra a un programa
térmico. Esta técnica ofrece la posibilidad de trabajar a temperatura constante,
obteniendo la respucsta en función del tiempo, o dc otras variables, como puede
ser la amplitud de la deformación o la frecucncia. Además, e^ciste la posibilidad
de operar en modo estacionario y, en este caso, los resultados también se pueden
representar en fimción dcl tiempo.
En lo que se rcfiere al empleo de esta tt^cnica (D:^1TA), las mediciones más
típicas son la temperatura dc transición vítrea y temperaturas características
de otras relajaciones secundarias. En estos casos se suele variar la tcmperatura
en forma dc rampa.
La tensión (rr) y la deformación (s) pueden expresarse mediante:
^(t) = rro sin(^t + b) (1.1)
^(t,) _ ^o sin ^;,t,,
donde ^o Y ‚o son la amplitud dc la tensión y dc la deformación máximas,
100 0
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respectivamente, siendo b una constante que representa la magnitud de la dife-
rencia de fase entre la tensión aplicada y la deformación producida, dependiente
de cada material a estudio.
Las ecuaciones de la expresión (1.1) suelen relacionazse, teniendo en cuenta
la teorfa lineal de la visccelasticidad, mediante la expresión:
^(t) = E'(p)^(t)
E`(ra) = E' + iE".
El valor E' (za) se denomina módulo dinamomecánico complejo, siendo E'
el módulo de alma.cena.miento (razón entre la tensión y la deformación) y E" el
módulo de pérdidas (componente desfasada 90°de la razón antes citada).
La razón entre las dos componentes E" y E' es la tangente del ángulo de
desfase, denominado factor de pérdidas, o tan b, donde:
E"
tan b = ^, .
EI módulo de almacenamiento es uno de los parámetros más utilizados para
estudiar los cambios del material en función de la temperatura o del tiempo.
1.3.6 Técnicas complementarias
En general se considera que las distintas técnicas analfticas que existen son
complementazias unas de otras, ya que permiten obtener diferentes propiedades
del material sujeto a estudio. Sin embargo, existen tres técnicas que normal-
mente se combinan con el TGA para identifica.r los componentes en los que se ha
descompuesto la muestra por efecto del tratamiento térmico: cromatografía de
gases (GC), espectrometrfa de infrarrojos por transformada de Fourier (FTIR)
y espectrometrfa de masas (MS). La GC permite sepazar las componentes de
una muestra gaseosa., las cuáles pueden analizarse posteriormente mediante MS
o FTIR.
La utilización combinada de estas técnicas con el TGA o el STA permite
conocer, simultáneamente, en qué sustancias se descompone la muestra en cada
instante del tratamiento térmico y cuáles son los cambios térmicos asociados a
ca.da proceso de transformación.
Usada de forma independiente, la técnica FTIR es el mejor complemento al
análisis térmico: permite identificar estructuras moleculares en la muestra, y,
a paztĜ de esta identificación, es posible, por ejemplo, determinaz cinéticas del
curado. Consiste básicamente en hacer un bazrido de frecuencias en la zona IR
del espectro, de forma que el haz de luz IR atraviese la muestra. Finalmente,
a los datos obtenidos se les aplica una transformada de Fourier. Se obtiene
un espectro de absorvancias en función de la longitud de onda o de la frecuen-
cia, que es ca.racteristica de cada compuesto, y que permite identificar grupos
funcionales, siendo usada paza la clasificación de materiales.
Otra técnica complementaria es la microscopía electrónica de bazrido (SEM)
que proporciona imágenes de alta resolución espacial, y posibilita la observación
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y estudio de superficies muy reducidas de cualquier pazte del material. Si además
se cuenta con un sistema de análisis de energías dispersas de rayos X(EDX), se
pueden identificaz los elementos en las áreas de observación. La imagen se genera
por la interacción de un haz electrones que barre un área determinada sobre la
superficie de la muestra. El uso más frecuente de esta técnica es la observación
de la microestructura de las composiciones de las mezclas y el estudio de las
superficies de fractura.
Como prueba complementaria al análisis térmico, a veces suelen hacerse
ensayos mecá.nicos, que tienen por finalidad medir propiedades como la elasti-
cidad o la plasticidad. La elasticidad manifiesta la capacidad de recuperaz la
forma primitiva al cesaz el esfuerzo deformante, mientras la plasticidad mani-
fiesta la capacidad de adquirir deformaciones permanentes. Estas propiedades
se analizan mediante ensayos de tracción y flexión, que pueden ser estáticos o
estacionazios. La mayoría de estos ensayos mecánicos se encuentran normaliza-
dos, y apazecen publicados en normas internacionales como las ISO o las ASTM.
Paza cada material existe una versión de estas normas, que se relacionan me-
diante códigos, concretamente para los polfineros se aplican la ISO/DIS 527 0
la ASTM D638M en los ensayos de tensión.
1.4 Campos de aplicación del Análisis Térmico
Las aplicaciones del análisis térmico abarcan la mayoria de los materiales.
Los materiales paza la ingenieria suelen clasificarse en tres grandes grupos:
cerá.micos, metales y polimeros. Esta clasificación se basa en la diferencia que
hay en el enlace entre átomos y grupos atómicos. A esta clasificación suele
añadirse un cuarto grupo, los materiales compuestos, que resultan de integrar
dos o más materiales distintos en otro con propiedades diferentes a las que ten-
drfa cada uno por sepazado, pero manteniéndose los elementos integrantes en
fases sepazadas.
1.4.1 Cerámicos y vidrios
La mayorfa de los cerámicos de uso industrial incluyen compuestos inorgáni-
cos con más de dos elementos, constituídos por, al menos, un elemento metálico
y uno no metálico (C, N, O, P o S).
E1óxido de aluminio (A1203) es uno de los materiales cerámicos más impor-
tantes en ingeniería, que posee dos grandes ventajas con respecto al aluminio
metálico: en primer lugaz es quimicamente estable en una gran variedad de
ambientes severos, en segundo lugar tiene una temperatura de fusión significati-
vamente mayor (2020°C) que el aluminio metálico (660°C); esto hace del A1203
un refractario bastante común, esto es, un material resistente a altas tempera-
turas, ampliamente utilizado en la construcción de hornos.
La caolinita, que se usa desde antiguo en la fabricación de piezas cerámi-
cas, se sigue usando hoy en dfa, tanto en la industria (porcelanas, gres, loza,
electrocerámica), como en la construcción (fabrica.ción de aislantes y cementos).
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Los cerámicos, al igual que los metales, que tratazemos más adelante, tienen
la propiedad de ser cristalinos, lo que significa que sus átomos están unidos según
una distribución regulaz y repetida. Mediante técnicas de procesado bastante
simples, muchos cerámicos pueden fabricarse de forma no cristalina, es decir, sus
átomos están dispuestos de forma irregular y aleatoria, denominándose vidrios.
La mayorfa de los vidrios comunes son silicatos; el vidrio utilizado para ventanas
está compuesto por, aproximadamente, el 72% de peso de sflice (Si02), siendo
el resto óxido de sódio (Na20) y óxido de calcio (Ca0). La importancia de los
vidrios en ingenierfa reside en su capacidad paza transmitir la luz visible (asf
como la radiación ultravioleta e infrazro ja) y su inercia química.
Los recientes desarrollos en la tecnología de los cerámicos están haciendo
aumentaz su empleo en aplicaciones estructurales, eliminando su inherente fragi-
lidad y aumentando su resistencia a la fractura.
Finalmente, cabe resaltaz un desazrollo reciente en este grupo de materiales:
los vitrocerámicos. La base de los vitrocerámicos está en la propiedad que
tienen algunas formulaciones de vidrio (como los aluminosilicatos de litio) de
poder disvitrificarse totalmente (esto es, experimentan una transformación del
estado vítreo al estado cristalino) mediante un tratamiento térmico adecuado,
que los hace más resistentes a la fractura por cambios de temperatura.
1.4.2 Metales y aleaciones
Los materiales metálicos se caracterizan por el enlace denominado metálico,
en el cual existe un gran níunero de electrones deslocalizados que no pertenecen
a un átomo en particulaz sino al conjunto de ellos. Son buenos conductores de
electricidad y del calor, tienen interesantes propiedades mecánicas como duc-
tilidad o conformabilidad, resistencia mecánica, resistencia al impacto y alta
rigidez. Aunque ocasionalmente se utilizan en forma pura, se prefiere, normal-
mente, el empleo de sus combinaciones, denominadas aleaciones, para mejoraz
ciertas propiedades deseadas o permitir una combinación de las mismas.
Los metales forman un grupo de materiales de gran uso industrial, con un
desazrollo ligado a sus propiedades térmicas. La mayorfa de los metales emplea-
dos en la industria son aleaciones férreas y, en la práctica, estas aleaciones se
dividen en dos grandes categorías dependiendo de la cantidad de carbono: los
aceros, que generalmente tienen un contenido en cazbono comprendido entre un
0.05% y un 2% de su peso, y las fundiciones, que contienen entre un 2% y un
4.5% en peso de carbono. Además, pueden empleazse otro tipo de elementos
distintos al carbono y al hierro, lo que dazfa lugaz a aceros y fundiciones aleadas:
una concentración de un 5% en peso de elementos aleantes distintos del cazbono
marcazfa la frontera entre aceros de baja aleación y aceros de alta aleación.
Los materiales metálicos, al tener su microestructura condicionada, no sólo
por la temperatura, sino también por las condiciones de elaboración (velocidades
de calentamiento y enfriamiento), se prestan a la aplicación de las técnicas de
análisis térmico. Asi, se pueden determinar temperaturas de fusión, transfor-
maciones alotrópicas, cambios en el comportamiento magnético, va.riación del
calor especffico, estabilidad térmica., etc.
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En la década de los setenta es cuando comienza a aplicarse, con ca.rácter más
o menos general, el estudio térmico a los metales. En este tiempo, ya se habían
producido grandes avances sobre el comportamiento de los mismos, fundamen-
talmente en el caso de las aleaciones de mayor demanda industrial, como los
aceros empleados en construcción naval, o de aleaciones ligeras como las de alu-
minio. Instituciones del prestigio de la ASM (American Society for Metals) han
elaborado y publicado atlas de curvas TTT (Temperatura, Tiempo, Transfor-
mación) y TTC (Temperatura, Tiempo, Continuo) para los aceros comerciales,
aplicando para ello técnicas de metalografra y dilatometría (técnica que mide la
va.riación en las dimensiones de la muestra frente a la temperatura).
Entre las aplicaciones específicas de las técnicas de análisis térmico cabe
destacar la aplicacíón de técnicas DSC a materiales con memoria de forma para
la determinación de temperaturas características y cambios de entalpía. Otra
gran aplicación del análisis térmico se encuentra en el estudio del acero estruc-
tural, utilizado por ejemplo en la construcción naval. Es bien conocido el efecto
que tienen las bajas temperaturas en el comportamiento del acero, al menos
desde el fatídico suceso del Titanic, que puede estar relacionado con la baja
calidad del acero empleado (véase Naya (2001)).
Las aleaciones más empleadas en ingenierfa son: las de aluminio, magnesio,
titanio, nfquel, cinc y las de cobre. Un subgrupo dentro de la aleaciones lo
constituyen las superaleaciones que contienen una amplia gama de metales con
resistencia extraordinazia a altas temperaturas (incluso por encima de 1000°C).
Son destaca.bles las superaleaciones de base cobalto y de base niquel (véase
Artiaga et al. (2002)).
1.4.3 Polímeros
Los polimeros han cobrado importancia con posterioridad a los metales y
cerámicos. Su nombre proviene de la composión de los vocablos griegos poly
(muchos) y meros (paztes). Son sustancias de alto peso molecular, constitufdas
por repetición múltiple de unidades estructurales iguales obtenidas por reacción
de compuestos sencillos, llamados monómeros, que se unen formando cadenas.
Los cambios de temperatura provocan que estas cadenas cambien de conforma-
ción o incluso se degraden, lo que hace de gran interés el estudio de la influencia
del calor en los cambios de estructura y, por tanto, justifica, de forma especial,
su estudio térmico.
Según su estructura moleculaz se clasifican en termoplásticos, termoestables
y elastómeros.
Los termoplásticos, como el polietileno (-(-C2H4-)-ri), están formados por
cadenas lineales o ramificadas. Las fuerzas intermoleculares son débiles y se
reducen por efecto del calor, volviéndose moldeables: el calentamiento hace que
se ablanden.
Los termoestables, como el poliéster, están compuestos por macromoléculas
con un grado de reticulación muy elevado. A temperatura ambiente son duros
y a diferencia de los termoplásticos, arden con el fuego, pero no se ablandan.
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Algunos elastómeros tienen un grado de reticulación bajo. A temperatura
ambiente se comportan como el caucho y no son fundibles ni solubles. Otros
son del tipo termoplástico y se les suele conocer como termoelastómeros.
Otra posible clasificación se obtiene teniendo en cuenta el mecanismo de
polimerización o procedimiento utilizado para su obtención: polimerización por
adición (como el poliestireno), por apertura de anillo (como el polieter) o por
condensación (como el nylon o el poliester).
También es posible agruparlos según su origen en naturales como el caucho,
o polimeros sintéticos como el polipropileno.
Una propiedad importante de algunos polímeros es la posibilidad de pasaz
del estado vítreo al cristalino (cristalización), convirtiéndose en un material más
rígido. Mediante las técnicas de DSC es posible encontraz el punto crítico en
el que se produce esta cristalización, denominado temperatura de cristalización
(Tc).
Desde que los polimeros han comenzado a ser utilizados masivamente por
la industria (como el polietileno), han suscitado gran interés por pazte de la
comunidad científica. La preocupación por el envejecimiento y reciclaje de estos
materiales es bien evidente hoy día. Por efecto del entorno pueden experimen-
taz cambios irreversibles en su estructura, y, por este motivo, el estudio de su
degradación es un tema de gran actualidad como puede verse en el trabajo de
Pagés et al. (1996).
1.4.4 Materiales heterogéneos de base polimérica (mez-
clas, maderas y otros productos naturales)
Las tres categorías anteriores de materiales empleados en ingeniería (cerámi-
cos y vidrios, metales y polimeros) engloban una gran cantidad de ejemplos. Sin
embazgo, existen materiales que no pueden ser catalogados en estas tres clases,
y que llamazemos materiales compuestos, y quizá, los mejores ejemplos los cons-
tituyen el plástico reforzado con fibra de vidrio o carbono y el hormigón.
El hormigón es un material compuesto de gran uso en la construcción, que se
forma por la. mezcla del clínker de cemento con agua y yeso, pudiendo agregazse
también cuarzo, caliza, dolomita y escorias. El clinker se forma por reacción
de óxido de calcio (Ca0), sflice (Si02), aliímina (A1203) y óxido de hierro al
ser calentado a una temperatura de 1500°C aproximadamente. La aplicación
del análisis termogravimétrico a muestras de cemento nos proporciona las dife-
rentes etapas en que este se descompone.
Los plásticos reforzados con fibras (FR.P) están formados por una serie de
fibras de vídrio o cazbono embebidas en una matriz polimérica. Su utilización
se ha extendido en los últimos tiempos debido a sus excelentes propiedades.
El plástico reforzado con fibra de vidrio reúne lo mejor de sus componentes
por separado: la alta resistencia de las fibras se combina con la ductilidad de la
matriz polimérica paza producir un material resistente que es de gran aplicación
en la industria.
Desde la déca.da de los cincuenta, en que se empezaron a explotaz comercial-
mente, las resinas epoxídicas han experimentado un continuo desazrollo, siendo
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hoy una de las familias de polfineros de condensación más importantes y consti-
tuyen el material de matriz más utilizado en los materiales compuestos. Como
características de sus altas prestaciones caben destacas sus propiedades de adhe-
sión, resistencia, baja contracción, protección frente a la corrosión y versatilidad
en el procesado.
El estudio de estos materiales se dirige últimamente a mejorar las formu-
laciones, con el fin de acomodaz en lo posible las características de las resinas
conocidas a nuevas aplicaciones en las que entran en competencia con otros ma-
teriales como las poliamidas. Las tendencias actuales se interesan por la mejora
de las propiedades térmicas, resistencia a la humedad, resistencia a la llama,
nuevos sistemas de curado y mejora de las propiedades mecánicas.
Las resinas epoxi tienen aplicación en campos tan diversos como los re-
cubrimientos, adhesivos, fabricación de embarcaciones deportivas, matrices de
materiales compuestos o encapsulación de componentes electrónicos.
Paza la obtención de materiales compuestos, estas resinas se combinan con
una enorme variedad de refuerzos (fibras de vidrio, ca.rbono, aramida, etc.), por
distintas técnicas: laminado manual, con sa.co a vacío, bobinado de filamentos,
moldeado en prensa, etc.
En la microencapsulación de componentes electrónicos ca.da vez se exigen
mejores propiedades de resistencia a la temperatura, y en este tipo de apli-
cación las propiedades termomecánicas cobran una especial relevancia. Así, por
ejemplo, el comportamiento del adhesivo que une el microprocesador Pentium
con el disipador de calor, debe ser adecuado para soportar temperaturas mode-
radamente altas, durante largos períodos de tiempo, y adaptarse a los cambios
dimensionales de las componentes a unir, que se producen debido a la diferencia
de temperatura entre el estado de "encendido" y"apagado".
La madera es un excelente ejemplo de un material natural con propiedades
mecá.nicas útiles debido a su estructura reforzada de fibras. Sería interesante
poder identifica.r el tipo de madera a partir de su estudio mediante análisis
térmico.
1.4.5 Ejemplo de aplicación de varias técnicas de Análisis
Térmico
Se ha elegido una resina epoxi como ejemplo de material cuya caracte-
rización requiere varias técnicas de análisis térmico. Se trata de un material
termoendurecible, por lo que será útil el estudio del proceso de curado y las
propiedades del material ya curado. Las distintas fases y técnicas aplicables se
describen a continuación:
1. Determinar mediante DSC la entalpía de curado de las distintas for-
mulaciones. Esta característica., aunque en algunos casos puede no ser muy
importante, en otros puede ser crítica (adhesivos paza explosivos, encapsulación
de microchips).
2. Determinar mediante TGA la estabilidad térmica de la resina utilizando
distintas proporciones de diluyente. La determinación se realizazá tanto en
atmósfera oxidante como inerte, lo que permite seleccionar las formulaciones más
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adecuadas, desde el punto de vista de la estabilidad térmica., para aplicaciones de
elevada exigencia térmica como la encapsulación de componentes electrónicos.
3. Cazacterizacián mecanodinámica de los materiales obtenidos. El estudio
de las propiedades mecánicas a distintas temperaturas es de vital importancia
para predecir el comportamiento en servicio de estos materiales.
4. Establecer correlaciones entre las propiedades térmicas y mecánicas con
la composición. Estas correlaciones nos permitirán diseñar formulaciones es-
pecíficas para aplicaciones concretas, teniendo en cuenta el tipo de condiciones
mecánicas que deberá soportar el material, el ambiente en el que deberá traba-
jar y los intervalos de temperaturas y picos térmicos que se pueden presentaz
en servicio.
En tales circunstancias, un objetivo primordial es la utilización del análisis
térmico simultáneo (STA) para realizaz un curado dinámico y comprobar la
estabilidad térmica de dichos materiales en ambientes oxidantes y no oxidantes.
Con tal fin, el análisis de las curvas DSC y TGA, obtenidas mediante la citada
técnica, permite observar no sólo cómo afecta la cantidad de diluyente a la
estabilidad térmica, sino también clarificaz cómo se incorpora el diluyente a
la estructura tridimensional entrecruzada. En este aspecto es fundamental el
correcto ajuste de las curvas, mediante técnicas de suavización muy precisas,
objeto de capítulos posteriores en esta memoria, pues los datos registrados por
el calorfinetro se hallan sujetos a error experimental.
1.5 Comportamientos en Análisis Térmico
Existe un níunero reducido de eventos tfpicos individuales que pueden apare-
cer combinados de distintas maneras dependiendo del material que se analiza.
Con vistas a consideraz la mayor parte de las situaciones que pueden dazse
en análisis térmico, se hizo una revisión de los experimentos realizados a lo
largo de los últimos seis años en el laboratorio de Ciencia de Materiales de la
Escuela Politécnica. Superior de Ferrol, extrayéndose unos cuantos ejemplos, con
la intención de representaz distintas casuisticas reales que se han observado y
que merecen ser tenidas en cuenta, con el fin de justificaz el adecuado ajuste de
los datos que abordaremos en los próximos ca.pítulos de esta memoria.
1.5.1 Evaporación del Anhídrido Hexahidroftálico
En la figura 1.3 se observa la aplicación de la técnica STA a una muestra
de anhídrido hexahidroftálico. La curva DSC (en azul) indica. la existencia de
dos procesos endotérmicos, y la correspondiente curva TGA (en rojo) confirma
que en el segundo proceso hay una pérdida de masa de la muestra. Además,
la forma del segundo pico, mínimo absoluto de la curva DSC, indica que la
máxima velocidad se manifiesta al final del proceso. Todo ello permite afirmaz
que el primer pico corresponde a una fusión, mientras que el segundo es una
evaporación.
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1.5.2 Descomposición térmica de minerales
El estudio de un mortero románico (procedente de la catedral de Mon-
doñedo) nos servirá como ejemplo de la descomposición térmica de minerales.
En la figura 1.4 pueden observarse las gráficas DSC (azul), TGA (rojo) y
DTGA (verde), correspondiente a una muestra de mortero, en función de la
temperatura. Se aprecia cómo se descompone el carbonato cálcico en torno
a 700°C. Además, en una primera parte (zonas A y B), se puede observar la
pérdida de agua debida a la hidratación del yeso alrededor de 120°C (zona B), y
a temperaturas inferiores pérdidas de masa debidas, posiblemente, a la humedad
no ligada (zona A). Finalmente, se aprecian otras tres zonas diferenciadas: una
parte de estabilidad de la muestra (zona C), una pérdida rápida de peso (zona
D) y una última zona de desintegración de la muestra (zona E).
1.5.3 Comportamiento de una superaleación a altas tem-
peraturas
En la figura 1.5 se representan las curvas DSC (azul) y TGA (rojo) obtenidas
en el estudio de una superaleación de base níquel. El estudio STA en el intervalo
de 50°C a 1400°C permitió evaluar la capacidad calorffica del material mediante
la comparación de los datos del flujo de ca,lor de la muestra con los del zafiro,
que se utilizó como material estándar de referencia.
Este estudio permitió observar aumentos de peso a temperaturas superiores
a 1000°C, que hemos atribuído a un proceso de oxidación por el oxfgeno del
aire. También se han detectado dos procesos endotérmicos que indican fusiones
producidas en algunas fases del experimento.
1.5.4 F^sión y cristalización de un polímero cristalino
En la figura 1.6 se detalla un proceso de fusión del polímero cristalino PET.
La fusión y cristalización son fenómenos irreversibles que presentan los pollmeros
cristalinos. En la correspondiente curva DSC se puede observa.r que el área del
primer pico de cristalización es inferior a la del pico de fusión, lo cual per-
mite deducir que el material se encontraba parcialmente cristalizado al iniciar
el experimento. Este dato proporciona información de interés sobre la historia
térmica del material. Se han señalado, en la propia figura, puntos de interés que
se pueden observar a partir del estudio DSC.
1.5.5 Pirólisis de un polímero termoestable
La pirólisis es la conversión de la muestra en otra sustancia por medio del
calor, y, en sentido estricto, debe de realizarse en ausencia de oxfgeno. Este
proceso puede conducir a moléculas de menor masa, debido a la fisión térmica,
o puede desembocar en un aumento del peso molecular por medio de reacciones
intermoleculares, dependiendo de las condiciones elegidas (véase Conesa (2000)).
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En la figura 1.7 puede observarse la degradación térmica dc una resina
epoxi en atmósfera incrte. En este caso, al no haber presencia de oxfgeno,
es normal que predominen los procesos endotérnticos de pirólisis, es decir. las
macromoléculas rompen en moléculas más pequeña.s, algimas de las cuales se
volatilizan a las temperaturas del experimento. Este es un proccso que consumc
calor.
1.5.6 Degradación de un termoestable en aire
Comparamos en este caso la misma resina epoxi del caso anterior, pero en
corricnte de aire seco. Puede observarsc en la figura 1.8 que buena parte del
proceso degradativo (pérdida dc masa) va acompañado de un pico exot^rmico.
Esto sc debe a que los "trozos" de molécula quc se volatilizan arden a esas
temperaturas en presencia de oxígeno.
1.5.7 Determinación de la temperatura de transición vftrea
(Tg)
La temperatura de transición vftrea (Tg), entre otras cosas y con cierta., ma-
tizaciones, indica un cambio de comportamiento de la muestra de rfgido a hlan-
do. Los polfineros presentan un comportamiento rfgido y frágil a tempcrat^uas
inferiores a la Tg, micntra.s que a temperaturas superiores su comportamicnto
es más blando y tenar.
La Tg puedc determinarse por varias tFcnicas, siendo la más extendida la
DSC. Sin embargo, el D^IA permite localizar más fácilmente esa relajación del
material (propiamente no se considera una t,ransición, a pesar del nomhre).
En la figura 1.9 puede observarsc como aparece la Tg del PVC por las dos
t,écnicas mencionadas, normalmente la Tg aparece a temperaturas inferiores por
DSC quc por D^IA, debido a que las dos técnicas detectan cambios de material
a distinta cscala.
1.5.8 Dos transiciones vítreas en una sola muestra
En la figura 1.10 se puede observar una muestra procedente de ^m trozo
de una hoja de transparencia de las usadas para impresoras de chorro de tinta
(concretamente la catalogada como 639-31-A^ de la casa Stacdtler). En la
gráfica de tan ó se pueden observar dos picos que se pueden atribtúr a dos Tgs.
Cada Tg corresponde a un polímero: el PET y un recubrimiento superficial en
una de las caras, quc permite quc se fijc la tinta.
1.5.9 Comparación de maderas
Las macíeras, como material lignocehclósico, presentan complejos mec^nis-
mos de reacción térmica. l^ormalmente, en materiales de las denominadas
biomasa, como el caso dc la madera, suelen estudiarse por separado sus compo-
nentes: hemicelulosa, celulosa y lignina.
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La pirólisis de celulosa ha sido ampliamente investigada y, sin embargo, no
se conocen completamente la cinética ni el mecanismo de esta pirolisis, dehido
probablemente a la compleja naturaleza de la reacción. En la figura 1.11 se
aprecian las curvas TGA de dos muestras de madera (eucalipto y castaño),
que como puede verse presentan una forma muy similar, en cuanto a escalones,
aunque a diferentes tiempos. La clasificación de estas y otras maderas y de otro
tipo de matcriales scrá abordada, con detalle, en el capítailo 5 de csta memoria.
1.5.10 Comparación de residuos forestales
Las técnicas DSC y TGA permiten evaluar 1a.5 propiedades térmicas de
los residuos forestalcs, con intención de evaluar parámctros necesarios para la
lucha contra los incendios. Además, dado que cada tipo de residuo presenta
un comportamiento térmico diferente, es posible identificar las distintas clases
a partir dc estas técnicas (véasc figura 1.12).
Así, en la figura 1.13 puede observarse la comparación de dos muestras proce-
dentes de residuos forestales de bosques canadienses. Se aprecia que, aunque el
comportamiento general es muy parecido (en los dos casos predomina la celulosa
y la lignina), cxisten diferencias que pcrmiten distinguir ambas muestras.
1.6 Gráficas de distintos comportamientos tér-
micos
Figura 1.3: Fueión y evaporación dcl hcxahidroft,álico.
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Figura 1.^: Estudio dcl mortero de la catedral de ^Iondoñedo.
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Figura 1.^: Superaleación de base niquel.
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Figura 1.6: Proceso de fusión del PET.
Figtira 1.7: Pirólisis de un polimero termoest,able.
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Figura 1.8: Degradación de un termoestable en aire.
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Figura 1.9: Dctallc de Tg con D^IA y DSC.
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Figtira 1.10: Det.alle de dos transicioncs vítreas.
Figura 1.11: Comp^ración de do5 muestra5 de madera.
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Figura 1.12: Curva TGA (en rojo) y DS(' (en azul) correspondicntes a una
muctitra dc residuos forestalcs del Cana^lri
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Figura 1.13: D^^s curv^s TGA correspondientes a dos niuestras distintas de
residuoti forestal^^^ del C^nad^í.
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Capítulo 2
Modelos de regresión
2.1 Introducción al suavizado de datos en Análi-
sis Térmico
Como se ha puesto de manifiesto en el capítulo I de csta memoria, la infor-
mación quc aportan la5 distintas gráficas usadas en análisis térmico cs crucial
y, por tanto, estas señales deben tencr la mayor calidad posiblo. Para este fin,
es necesario cl empleo correcto de las técnicas estadísticas de cara a encontrar
el mejor método de suavización de las curvas DSC y TGA, así como las de sus
derivadas.
Sin embargo, la mayoría dcl software existente para cl tratamicnto dc estos
datos no tiene en cuenta muchos de los avances aparecidos dentro del campo
de la regresión, como es el caso de considerar la dependencia de los errores o el
buscar im suavirado óptimo de las ciirvas y dc sus derivadas.
Como primer ejemplo podemos ver, en la figura 2.1, directamentc la salida
grá.fica proporcionada por uno de los programas habituales en el tratamiento de
datos procedent,es de análisis térmico. Concretamente, se ha usado el software
RSI Orchestrator (Rheometric Scientific (2001)), quc constituye uno de los es-
tándares para el estudio de experimentos basados en el STA. Dicho software, al
igual quc otros dc distintas marcas, no ofrccc métodos dc suavización todo lo
precisos que serían deseables, especialmente en lo referent^ al suavizado de la
primcra y segunda dcrivadas dc las curvas DSC y TGA.
En la figura 2.1 podemos observar en rojo la curva TGA, obtenida a partir
de un experimento realizado con una muest,ra de oxalato de calcio. En azul, a su
vez, la primera derivada de la curva TGA, pudiendo apreciar claram<^nte cómo
presenta un clarísimo problema dc suavizado lo que limita, cn gran mcdida, su
análisis posterior a fin de obtener algún tipo de conclusión.
EI software RSI Orchestrator incorpora diferentes métodos de suavización
de datos: reducción de datos aplicando medias móviles, técnicas de suavizado
FFT (Fast Fouricr Transform) y tbcnicas d^ suavización no paramétricas dc tipo
lineal local.
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Figura 2.1: Curva TGA (en rojo) y su primera derivada (cn azul) para el oxalato
de calcio.
Este programa incluye como posibilidad la modificación manual del parámetro
de suavizado o parárnetro ventana (h) a trav^s del teclado. En nucstra opinión
esto puede mejorarse, incluyendo la posihilidad de la estimación del valor óp-
timo del parámetro ventana, basándo5e única y exclusivamente, en los propios
datos de la función a suavizar.
L; na prioridad de esta memoria es encontrar un algoritmo que pcrmita est,i-
mar matematicamente la relación entre el tiempo (o la temperatura), denotada
por la variable .X, y el peso o la diferencia de calor, denotado por la variable
Y. Este problema se engloba en cl contexto de un modelo general de regresión
mediante la expresión Y= m,(X) + ^, donde rra es la función de regresión de Y
dado .Y, y e es tuta variahle aleatoria que representa el error de observación.
Este capítulo tiene como objetivo introducir los diferentes tipos de modelos
de regresión. Se abordará con mayor intensidad, en una tíltima sección, el
modelo de regresión no paramétrico de tipo polinómico local, que será el elegido
para la suaviiación de las curvas procedentes de Análisis T^rmico, entre ellas
lati curvas DSC v TGA.
2.2 Introducción a los modelos de regresión
El análisis clásico de regresión estudia las asociaciones cuantitativas entre
tma o varias variahles explicativas X(alcatorias o no), y tma v^ariable aleatoria
respuesta o depcndicnte Y, de modo quc, a partir de tm conjunto de ohserva-
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ciones {(X2,Y)}i 1, la relacibn de regresión puede modelizarse como:
Y= = m(Xi) + E;, i= 1, 2, ... , n, (2.1)
donde m(•) representa la función de regresión desconocida y e el error de ob-
servación que se supone de media cero. Uno de los objetivos del análisis de
regresión es obtener una aproximación razonable de la función desconocida m,
reduciendo el error de las observaciones y centrándose en la respuesta media de
Y, condicionada a X, lo que se puede expresaz como una esperanza condicionada:
m(x) = E(Y^X = x). (2.2)
En nuestro caso, al modelizar curvas procedentes de experimentos de análisis
térmico, va a ser de interés aproximaz ciertas cazacterfsticas de la función de
regresión como, por ejemplo, sus deriva.das.
El proceso de estimaz la función desconocida m(-) se puede llevar a cabo de
diferentes formas, en función del tipo de datos disponibles y del enfoque elegido,
dando nombre a los modelos: diseño fijo o aleatorio, modelos pazamétricos y no
pazamétricos, regresibn de vasiables reales, vectoriales o funcionales.
2.3 Modelos de diseño aleatorio y de diseño fijo
La forma de generaz los datos {(Xi,Yt)}= 1 da lugar a dos tipos de situa-
ciones. En la primera de ellas, las variables regresoras, Xi, son estocásticas
y se conoce como modelo de diseño aleatorio. Los datos corresponden a va-
riables aleatorias idénticamente distribuidas que pueden ser independientes o
dependientes, según la naturaleza del problema.
En el llamado modelo de diseño fijo la variable X no es estocástica, sino que
está controlada por el experimentador y suelen denotarse, con la intención de
diferenciazla de las de diseño aleatorio, como x=.
En el supuesto de que esta variable explicativa, x=, i= 1, 2, ... , n, esté
equiespaciada en el intervalo [a, 6] (sin pérdida de generalidad, el [0,1] ) y, por
tanto, xt = ñ, i = 1, 2, ..., n, se llama modelo de regresión de diseño fijo
equiespaciado. Existe también la opción de consideraz la posibilidad de diseño
fijo no equiespaciado, con una determinada función de densidad del diseño f, lo
que significa que:
x' 1f(t)dt =^, i = 1, 2, ..., n; xo =-oo.
t;_,
Ejemplos de modelos de regresión de diseño fijo son las series de tiempo con
tendencia y, como caso pazticular, las curvas DSC y TGA objeto de nuestro
estudio.
Obsérvese que cuando las va.riables explicativas están controladas por el ex-
perimentador, la aleatoriedad de las respuestas proviene, únicamente, de los
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errores, {e2}i 1, exigiéndose que sean vasiables aleatorias de media cero y
frecuentemente de varianza constante Q2 (homocedasticidad). Estas variables
pueden ser independientes o bien presentar algún tipo de dependencia, lo que
generazía un problema añadido a la estimación.
2.4 Modelos de regresión según el tipo de va-
riables
El modelo de regresión Y= m(X )+ e depende del espacio funcional al
que pertenezca m y de la clasificación de las va.riables X e Y. La clasificación
de los modelos en base al tipo de va.riables sobre las que se realiza el estudio
considera: modelos con variables reales, con variables vectoriales y con variables
funcionales.
2.4.1 Modelos con variables reales
Es el caso más simple en que asumimos que la va.riable explicativa X es una
va.riable real. Las distintas técnicas estadísticas se clasifica.n, como se comentó
anteriormente, en modelos paramétricos y no paramétricos que estudiaremos con
más detalle en la siguiente sección. También tendríamos una serie de modelos
intermedios como, por ejemplo, los semiparamétricos.
Como aplicación de estos modelos veremos el ajuste a curvas DSC y TGA
en los capítulos 3 y 4 de esta memoria en el que se considera que la vaziable X
es real: tiempo o temperatura de experimentos de análisis térmico.
2.4.2 Modelos con variables vectoriales y funcionles
Es el supuesto de que la variable X sea un vector, es decir X toma valores
en 1[^p, m será una función de ]f8p en ]E^.
Si la vaziable X es de tipo funcional, es decir, toma valores en un espacio de
funciones de dimensión infuiita, E, el modelo se dirá funcional o de dimensión
infinita. Este tipo de modelos funcionales, bastante más recientes, está recibien-
do una atención creciente por parte de la comunidad investigadora, no sólo en
lo que se refiere a la regresión funcional sino, de forma más general, a todos los
problemas que tienen que ver con las variables de tipo funcional.
Existen dos razones que influyen en el interés reciente por las variables de
tipo funcional: el desazrollo de nuevos e interesantes instrumentos teóricos y
el inmenso potencial paza este tipo de modelos gracias al avance informático
(tratamiento de imágenes, espectrometría, econometría, etc). Son destacables
las aportaciones teóricas de las monografías de Ramsay y Silverman (1997, 2002)
y las de Ferraty, Núñez-Antón y Vieu (2001). Como ejemplo de aplicación de
estas técnicas destacan las de Besse et al. (1997) y Ferraty y Vieu (2002a, 2002b
y 2003).
Como aplicación de regresión funcional se estudiazá, en el capítulo 5 de esta
memoria, la clasificación de materiales. Se tomará como vasiable X las distintas
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curvas TGA (funciones) procedentes de los experimentos de laboratorio, y como
vaziable Y; indica.dores de pertenencia a los diferentes grupos en los que pueden
clasificarse los materiales a estudio.
2.5 Modelos paramétricos
Un modelo de regresión pazamétrico es aquel en que la curva de regresión
teórica m pertenece a una familia indicada por un pazámetro finito dimensional
(por ejemplo, un polinomio). Una vez realizada esta suposición, las técnicas
pazamétricas se basan en utilizar la muestra para estimaz los parámetros des-
conocidos (como los coeficientes del polinomio) usando, por ejemplo, el método
de mfnimos cuadrados.
Los modelos de regresión de tipo paramétrico vienen usándose desde antiguo
paza encontrar relaciones entre distintas variables estadísticas. Algunos autores,
como el historiador Carl Boyer, datan sus principios en el cálculo de órbitas de
planetas desarrollado por Gauss en el año 1800, quien, por vez primera utiliza
el método de mínimos cuadrados. Sin embazgo el nombre de regresión lo utiliza
por vez primera Francis Galton en sus trabajos de Biología a finales del siglo
XIX.
A partir de los primeros estudios de regresión fueron muchos los estadisticos
que aportazon resultados importantes, resaltando Karl Pearson ( 1925) que in-
troduce el método de ajuste ortogonal por mínimos cuadrados. En 1930 Wiener
y Kolmogorov demuestran que el método de los mínimos cuadrados propor-
ciona estimadores óptimos, aunque será el conocido teorema de Gauss-Markov
el fundamento teórico principal que justifica la utilización de este método. Fi-
nalmente, Ronald Fisher ( 1935) estudia las transformaciones del coeficiente de
correlación, dando métodos para la construcción de intervalos de confianza. y
constrastes de hipótesis paza los pazámetros del modelo.
El método de mínimos cuadrados consiste en encontraz los valores de aque-
llos pazámetros que mejor ajustan la nube de puntos de los datos muestrales,
minimizando la suma de las distancias al cuadrado de la expresión siguiente:
n
^(^Ji - m(xi))2. (2.3)
:-i
La elección de m(x) estará marcada por el problema particulaz que se analice.
Paza cualquier especifica.ción funcional: m(x) = m(ao, al, a2, ..., ap; x), siendo
los coeficientes ao, al, a2, ..., ap, los pazámetros del modelo.
Una posible clasificación de los modelos paramétricos los divide en modelos
lineales y no lineales, entendiendo que la linealidad se observa.rá en la expresión
de la va.riable explica.tiva X.
2.5.1 Modelos paramétricos lineales
Los modelos lineales serán aquellos en que se supone que la media de la dis-
tribución de la variable Y, para cada valor x fijo, crece linealmente con x. Esta
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hipótesis debe ser contrastada siempre, ya que condiciona toda la construcción
del modelo. La utilidad de este modelo radica. en que muchas relaciones no
lineales se pueden convertir en lineales transformando las variables adecuada-
mente.
La metodología a seguir para la aplicación de este modelo es la siguiente:
• Estimación de los parámetros y cálculo de las propiedades de los esti-
madores.
• Cálculo de intervalos de confianza y realización de contrastes sobre los
pazámetros.
• Diagnosis del modelo mediante el análisis de las hipótesis del modelo por
medio de los residuos (diferencia entre valores pronosticados y observados).
Como caso particular del modelo lineal, está el de suponer un modelo poli-
nómico de grado uno para la relación; en este caso, basta escoger a y b de tal
forma que se haga mfnima la cantidad siguiente:
n
2(yZ - a - bxt) .
t-i
A1 optimizar la suma de errores cuadráticos en la predicción dada en (2.4),
el óptimo se alcanza en
b = ^X TXY, á=y-b^,
que se llaman coeficientes de la regresión lineal, y donde SX y SY son, respecti-
va.mente, las desviaciones típicas de las va.riables X e Y, siendo rXY el cceficiente
de correlación lineal entre ambas variables.
Otros ejemplos de modelos de tipo polinómico son el que considera una
regresión cuadrática, donde se asumirá que m(x) = a+ bx + cx2, y el de pre-
dicción cúbica. donde m(x) = a+ bx + cx2 + dx3. En general, se puede definir
para polinomios de cualquier grado, p, fijo; este caso, de suponer una regresión
polinómica de grado p, se puede expresar de forma matricial como Y= á X,
donde:
ao 1 xl xi ... xP yo
al 1 x2 x2 ... xá y2
á = , X= . . . , Y=
ap 1 xn xñ .. . xñ yn
La solución al problema de estimación paramétrica de minimización de (2.3),
está ampliamente estudiada pudiendo expresarse el vector de pazámetros esti-
mados en forma matricial como:
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á = (XtX)-1 XtY
Un estudio detallado de este tipo de modelos puede verse, por ejemplo, en
Peña (1987).
2.5.2 Modelos paramétricos no lineales
También existen otros modelos, ya no de tipo lineal, en donde la expresión
de la relación de la variable Y no se adapta a la hipótesis de linealidad. En
nuestro estudio utilizazemos modelos no lineales para el ajuste de curvas TGA
de diversos materiales. Concretamente, se aplicará un modelo logístico dado
por la expresión siguiente:
ep^x)
m(2) ° 1 + eP(x)
Este tipo de modelos, supone que P(^) es un polinomio de grado p, y para la
estimación de los parámetros se hace uso del método de mínimos cuadrados no
lineales. Los fundamentos teóricos de este método pueden verse en Gay (1984).
La dificultad paza muchos de estos modelos no lineales consiste en el cálculo
de los parámetros por mínimos cuadrados, debido a que en ocasiones es nece-
sazia la utilización de métodos numéricos que pueden no converger a la solución
buscada, siendo necesazio partir de unos valores previos paza el algoritmo de
aproximación.
Uno de los métodos más usados, en el caso no lineal, paza el cálculo de los
valores de los pazámetros es el método de Levenberg-Mazquart. Este método
trata de generar una secuencia de aproximación al punto mínimo basada en el
algoritmo de la "trust region", siendo tratado en textos como el de Gay (1984).
La suposición, a priori, de una cierta forma funcional de la curva descono-
cida es muy útil si la función realmente se ajusta a esa forma supuesta pero,
en muchos casos, esto puede ser muy distinto de la realidad con lo que se es-
tarán cometiendo grandes errores. Así, se podría estar ajustando una recta de
regresión a una nube de puntos que no tengan relación lineal, sino parabólica.
2.6 Modelos no paramétricos
Los métodos de estimación no parámetrica de la regresión intentan estimar
directamente la forma de la función de ajuste m, sin necesidad de especificaz, a
priori, su estructura. La filosoffa de estos métodos se basa en la idea de dejaz
que los datos hablen por si mismos.
Estas técnicas estiman la curva punto a punto, con lo que, en principio,
presentan la desventaja del gran coste computacional que tienen, si bien esto
es, hoy en día, un asunto menor debido al gran avance informático.
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Las técnicas de estimación no paramétricas empiezan a usarse a partir de
1940, pero es a partir de 1980 cuando su expansión y uso empieza a hacerse
patente. Publicaciones como las de H^.rdle (1990), Fan y Gijbels (1996) y Wand
y Jones, entre ochas muchas, no hacen más que confirmaz el desarrollo de esta
nueva metodología.
Se puede citaz un gran níunero de ventajas de los estimadores no paramétri-
cos, así H^.rdle (1990) menciona como puntos a destacar los siguientes: propor-
cionan un método versátil paza explorar una relación general entre las variables,
predicen observaciones sin referencia a un modelo paramétrico fijo, proporcionan
una herramienta para encontraz datos atípicos y constituyen un método flexible
de sustitución para valores perdidos o interpolación de valores adyacentes de la
variable explicativa.
Los estimadores no paramétricos de la función de regresión suelen tener
una estructura lineal en la va.riable respuesta. La idea de estos estimadores
no pazamétricos lineales se basa en realizaz promedios locales: si la función de
regresión, m, se considera suave, entonces las observa.ciones con variable respues-
ta asociada con los Xi cercanos a un punto x contendrán información acerca del
valor de m(x), y su promedio, debidamente ponderado, podrá utilizazse para
construir un estimador de m(x) :
1 n
mn(x) _ ^ ^Wni(x)Yi^ (2.7)
i=1
donde Wni(x), i = 1, 2, ..., n, es una sucesión de pesos que depende de las
observaciones Xl, X2, . . . , Xn.
Imponemos que los pesos, Wni(x), i= 1, 2, ..., n, sean positivos y estén
normalizados para todo x, es decir,
1
- ^Wni(x) = 1^
n i=1
n
el estimador mn(x) se puede obtener como solución de un problema de mínimos
cuadrados ponderado localmente, es decir, se puede escribir r"r^(x) como una
solución del siguiente problema de minimización:
r éin ñ ^Wni(x)(Y - B)2. (2.8)
i=1
Esta expresión, como promedios locales, es equivalente al procedimiento de
calcular un estimador de mínimos cuadrados ponderados localmente.
EI estimador mn(x), propuesto en (2.7), es un promedio de las observaciones
en un entorno del punto de interés. El modo de promediar las observaciones está
controlado por los pesos Wni(x), i= 1, 2, ... , n, los cuales, a su vez, dependen
de un pazámetro de suavizado que regula el tamaño del entorno de x donde
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se considerarán las observaciones Xt utilizadas para estimaz m(x). Si dicho
pazámetro de suavizado es grande, el promedio local se realizazá con un número
grande de observaciones y la curva obtenida estazá sob^suavizada, dando lugaz
a un estimador, mn(x), sesgado. Por el contrazio, si el pazámetro de suavizado
es pequeño, podría ocurrir que el número de observaciones utilizadas para la
construcción de mn fuera también muy pequeño, lo cual aumentazá la varianza
de m.,, y producirá una curva demasiado rugosa.
Una finalidad de esta memoria es realizaz una buena selección del pazámetro
de suavizado, paza trataz de encontraz el punto justo entre sobresuavización e
infrasuavización, en el contexto de datos procedentes de análisis térmico.
2.7 Métodos de suavización tipo núcleo
En general, la función de pesos Wni(x) viene caracterizada por una forma y
una escala. Dependiendo de cómo se considere esta forma, se obtienen diferentes
tipos de estimadores.
Una forma, conceptualmente simple, de generaz la sucesión de pesos es uti-
lizaz una función de densidad, función núcleo, a la que se suele denotar por K
(kernel), con un parámetro de escala, pazámetro de suavizado o ventana, que
ajusta el tamaño y la forma de las ponderaciones cerca del punto ^.
La función núcleo, K, suele ser una función continua, acotada, simétrica y
con integral igual a uno. La tabla 2.1 muestra alguna de las funciones núcleo
más comúnmente utilizadas:
Núcleo K(u)
Uniforme (1/2) I (^u^ <_ 1)
Cuártico ( 15/16) 1 - u2 I(^u^ <_ 1)
Gausiano (2^r)-1 exp -u2/2
Epanechnikov (3/4) 1 - u I (^u^ < 1)
Tabla 2.1: Ejemplo de funciones tipo núcleo.
Entre los estimadores más usados, dentro de los de tipo núcleo, están los que
se presentan en los siguientes apartados.
Estimador de Nadaraya-Watson (NW)
Este estimador, que fue propuesto por Nadaraya (1964) y Watson (1964),
tiene como sucesión de pesos núcleo:
WNW(x) = 1 Kh 1Xi - ^) ^
fh(^)
donde Kh (u) = ĜK (u/h) y fh(x) = ñ^= 1 Kh (Xi -^) es el denominado
estimador núcleo de la densidad de Rosenblatt-Pazzen (Rosenblatt (1956) y
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Parzen (1962)); por tanto, se obtiene como expresión para este estimador, que
denotazemos por mNw,
mNW (x) _ ^i nl
Kh (Xi - x) Yi
^i=1 Kh (Xi - x) .
(2.10)
La forma de los pesos, (2.9), está determinada por la forma de la función
núcleo K, y el tamaño de éstos está dado por el parámetro de escala h=
hn. Obsérvese que la normalización de los pesos mediante fh(x) hace posible
adaptarlos a la intensidad local de las vaziables Xi, a la vez que gazantiza que
su suma es uno.
Estimador de Gasser-Miiller (GM)
Este estimador propuesto por Gasser y Miiller (1979) tiene como pesos los
siguientes:
WcM(x) = n ^ S Kh (u - x) du, (2.11)
JS; t,
donde so =-oo, sn = oo, xi_1 <_ si <_ xi, i = 1, 2, ... , n- 1, se eligen entre los
datos, y los pares {(xi, Y)} 2 1 se han ordenado previamente de manera creciente
con respecto a la va.riable X.
La expresión de este estimador será, por tanto:
n ^• s^
^,y(x) _^ J t_ Kh (u - x) du Yi. (2.12)i=1 S ^
Este estimador fue diseñado originalmente para el supuesto de diseño fijo,
aunque puede emplearse en el caso de diseño aleatorio sin más que sustituir xi
por Xii^, el i-ésimo estadístico ordenado de la variable explicativa, e Y por
Y^i^, la correspondiente variable respuesta.
Estimador de Priestley-Chao (PC)
El estimador de Priestley y Chao (1972) está muy relacionado con los dos
anteriores, siendo su sucesión de pesos:
Wpc(x) = n(xi - xi-1) Kh (xi - x) , con xo = 0, (2.13)
donde también se suponen ordenados los datos según la variable X en el contexto
de diseño fijo en el intervalo [0,1^. Es fácil interpretar (2.13) en términos de (2.9),
tomando fh(x) _(n (xi - xz-1))-1 Paza x E (xi-1, xiJ •
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2.7.1 Otros estimadores no paramétricos de la regresión
Si bien los estimadores no paramétricos tipo núcleo, presentados en la sec-
ción anterior, han sido los más utilizados y estudiados, otras muchas técnicas
no paramétricas de estimación de la función de regresión han sido definidas e
investigadas en la literatura especializada. En esta sección se explican somera-
mente tres de ellas: los estimadores de series ortogonales, los métodos spline y
los métodos basados en redes neuronales.
Finalmente abordaremos, con mayor detalle en la siguiente sección, el esti-
mador polinómico local, que será el que utilizazemos en nuestro problema de
ajuste de curvas calorimétricas.
Estimadores de series ortogonales
Esta técnica pazte de suponer que la función de regresión puede represen-
tazse como una serie de Fourier:
^
Tn(x) _ ^l3j^Pj(^), (2.14)
j=o
donde {cpj }^ o es una base de funciones conocida y {,^j }^ o son los coeficientes
de Fourier desconocidos. Una vez que las funciones base se han fijado, el proble-
j j=o.ma de estimaz m se reduce a estimar los coeficientes de Fourier {/3 }^ Dada
una muestra finita de tamaño n, únicamente un subconjunto finito de tales
coeficientes puede ser efectiva.mente estimado.
Por comodidad en la representación, se supone que la vaziable explicativa.,
X, tiene por soporte el intervalo [-1,1J y que las observaciones {Y2}2 I se han
recogido en puntos {Xi}^ I, en este intervalo. Si el sistema de funciones {cpj}
constituye una base ortonormal en [-1,1J , es decir,
f I j 0 si j#k
J ^j(^)^k(^)^ = bjk = 1 1 SI ^_%C1 ll
entonces, el coeficiente de Fourier ^j puede ser calculado como:
k=0
_ ^Nk J I ^kl^)^jl^)^
k=0 I
f I
= J m(^)cpj(x)dx.I (2.15)
Obsérvese que en la integral dada en (2.15) apazecen no sólo las funciones
base conocidas, sino también la función de regresión desconocida, m(x). Si esta
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función m se estima de un modo razonable entonces automáticamente se tiene
un estimador para /3^.
Paza estimar m se pazte de {A2}^ 1, un conjunto de intervalos disjuntos
tales que
n
U Az = [-1, lj ,
i-1
Xi E Ai, i= 1, 2, ... , n.
Con este cambio de valores, la fórmula (2.15) se puede aproximar de la
siguiente manera:
n
^^ m(x)^p^(x)dx
A:
^m(X^) fAi^P^(x)dx, (2.16)
^-i
si paza cada i, el intervalo Ai está concentrado en torno a X^. Sustituyendo en
(2.16) m(XZ) por Y=, se tiene un estimador, (^^, de ,^^, dado por:
n
^Yi ^ cp^(x)dx.
i-1 f1:
Puesto que sólo se dispone de un níunero finito de observaciones, no se
pueden estimar a la vez todos los cceficientes de Fourier. 5i se consideran N(n)
términos en la representación (2.14), la función de regresión se aproxima por:
N(n)
rnN(x) _ ^ ^i^cP^(x).
;=o
(2.17)
Este estimador se denomina estimador de series ortogonales de m. Se trata
también de un suavizador lineal de la variable respuesta, con pesos:
N(n) / r \
WN^ (x) = n ^ I J cp^ (u)du I cp^ (x),; n \ A: /
y el pazámetro de suavizado en este caso es N(n); el níunero de coeficientes de
Fourier que aparecen en (2.17).
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Métodos Spline
Los métodos tipo Spline se basan en selecciona.r como estimador de la fun-
ción de regresión, la función, g, que minimice el funcional:
Sa(g) _ ^ (Y - g(Xz))2 + ^ J (9 ^(^))2 ^, (2.18)ti=i
donde a denota el parámetro de suavización. Este pazámetro representa una
forma de compensaz el error residual, dado por el primer sumando de (2.18), y
la variablidad de la curva. g, dado por el segundo sumando de esta igualdad.
El problema de minimizar Sa (•) sobre la clase de todas las funciones dife-
renciables en el intervalo [a, b^ _^X^li, Xín^^ tiene una única solución, rna(x),
que se denomina spline cúbico (véase Eubank (1988)). Este estimador tiene las
siguientes propiedades:
1. m,a(x) es un polinomio cúbico entre dos valores sucesivos de la variable X.
2. En cada observación, X21 la curva m.a(x) y sus primeras dos derivadas son
continuas, pero no así la tercera derivada.
3. En los puntos extremos X^li y Xín^ la segunda deriva.da de ma(^) es cero.
Estas propiedades se siguen de la elección de la función de penalización,
f(g"(^))2 dx, en términos de la segunda derivada. Si esta penalización se mi-
diese por derivadas de mayor orden, las propiedades ca.mbiarfan.
La dificultad conceptual de las técnicas de suavización tipo spline está en el
hecho de que ma está definida implicitamente como la solución de un problema
de minimización funcional, por lo que puede resultaz complicada la obtención
de propiedades estadísticas del estimador.
Métodos basados en redes neuronales
Las redes neuronales surgen a mediados del pasado siglo sobre la idea de
imitar al cerebro humano, con la intención de simulaz su inteligencia y así poder
tomar decisiones tras un período de aprendizaje.
Una red neuronal está constituida por un conjunto de neuronas, también
llamadas nodos, distribuidas en capas. La capa de entrada es aquella en que los
datos se presentan en la red; las va.riables que conforman estos datos reciben
el nombre de inputs; la capa de salida será aquella que dewelve la respuesta y
recibe el nombre de output. Las capas intermedias se denominan capas ocultas.
La información que porporcionan las diferentes observa.ciones se almacena en
las conexiones que comunican los nodos, llamadas pesos. Es frecuente el uso
de redes neuronales que consideran que los nodos de una capa están conectados
sólo con los de la capa inmediatamente superior, considerando la primera capa
la. de entrada, y como última, la de salida.
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El funcionamiento de la red es el siguiente: se dispone de una serie de datos
(situaciones del pasa.do) y asociados a ellos la respuesta deseable de la red ( train-
ing set). La red, observando estos datos aprende de ellos (entrenamiento 0
aprendizaje), paza finalmente eva,luazse en nuevos datos (validation set).
Las redes neuronales pueden usarse para estimar la regresi6n (véase, por
ejemplo, Broomhead y Lowe (1988)). Su fundamento teórico se apoya en el
teorema de Kolmogoroff (1957), que afirma que una función de k-va.riables, m,
puede expresarse como suma de funciones unidimensionales, g„^, evaluadas en
combinaciones lineales de funciones, cpj, dependientes de las coordenadas del
vector. Una expresión de este resultado es la siguiente:
2k+1 k
m\xl ^ x2^ ..., xk) _ ^ gm. ^^dY^j(^i) .
j=1 i=1
En algunos casos, las redes neuronales presentan ventajas frente a los es-
timadores tipo núcleo tradicionales al no estaz sometidas a la rigidez de una
función núcleo fija para toda la muestra. Sin embazgo, una desventaja es la
dificultad de implementación computacional para la estimación de la regresibn
y sus derivadas.
2.8 Estimador polinómico local (RPL)
La idea del estimador RPL se basa en realizaz ajustes locales ponderados por
pesos tipo núcleo, utilizando mfnimos cuadrados de funciones polinómicas. Esta
idea se aplicaba desde hacía tiempo en el contexto de series de tiempo, (Macauley
(1931)), y fue posteriormente introducida en el contexto de la regresi6n no
paramétrica por Stone (1977) y Cleveland (1979), este último con la técnica.
LOWESS, que combina las ideas de los estimadores polinómico locales y la de
estimadores robustos.
En los últimos años los estimadores de tipo polinómico local han gana-
do una gran populazidad entre la comunidad estadística, debido a las buenas
propiedades tanto teóricas como aplicadas que han sido mostradas en numerosos
aztículos. Es a paztir de los trabajos de Fan y Gijbels, en la década de los 90,
cuando este tipo de estimadores han vuelto a llamaz la atención, ya que se ha
demostrado que presentan numerosas ventajas sobre los estimadores núcleo más
clásicos. En este sentido cabe destacaz: Fan (1992, 1993), Fan y Gijbels (1992,
1995), Fan et al. (1997) y Rupert y Wand (1994).
La idea básica del estimador polinómico local es la siguiente: si se supone que
existe la derivada de orden p+ 1 de la función de regresión en un punto x E][8,
utilizando un desarrollo Taylor de la función de regresión, se puede aproximar
m(t) localmente por un polinomio de grado p,
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m(t) ^ m^^-}- ^(r(x - xp) + • - • + m(pi(^) (x - xp)p. (2.19)
^oíT) lji^x)
`^Yi
Qp^x^
Por tanto, se puede estimaz el vector ,Q(x) _ (Qp(x), ^31(x), • • • , ^3p(x))L,
donde ,Qj(x) = m^^^(x)/(j!) con j = 0,1, ... , p, minimizando la función
n p
`F(Q(^)) _ ^ YL - ^^j(x)(Xt -
L=1 j=0 )' ^n,t r (2.20)
donde cvn,t = n-1Kh(xL - x) son los pesos. Si ^3j(x), j = 0,1, ... , p, denota la
solución del problema anterior de mínimos cuadrados locales ponderados, está
clazo que a partĜ de la aproximación (2.19), el estimador de m(x) es ,Qp(x).
Si el polinomio a ajustar es una constante, es decir p= 0, el estimador de la
función de regresión obtenido concide con el de Nadazaya-Watson (2.10). Otro
caso interesante es aquel en el que el polinomio a ajustaz localmente es una
recta, es decĜ p= 1; en este caso el estimador recibe el nombre de estimador
local lineal (RLL) y ha sido ampliamente estudiado en los trabajos de Fan y
Gijbels antes mencionados. Su expresión analitica es:
n
mRLL(x) _ ^ ^Wni,RLL(^)Yi,
t=i
(2.21)
donde
Wni,RLL( ) _ ( )
S2,n(2) - (Xi - 2)21,n(2) '
2 I^h i^t - 2 S
O,n(^)S2,n(^)
- Sl,n(^)
siendo
n1
Sj,n(^) _ - ^ (Xt - ^)^ Kh (Xt - ^) ^ .^ = 0,1, 2.n t=i
Para estimar la función de regresión, el orden del polinomio a ajustaz suele
tomazse 1, o, en ocasiones, 3. En general, el ajuste de orden impar mejora el
ajuste de orden par. Así, el estimador polinómico local lineal funciona mejor
que el ajuste constante local, y el de orden 3 proporciona mejores resultados
que el de orden 2, en el sentido de que al pasaz de un grado par de polinomio al
siguiente impar provoca una reducción en el sesgo, sin pérdida en términos de
varianza.
Como grado p paza el polinomio, Fan y Gijbels (1996) recomiendan que sea
impar y exceda en, al menos, una unidad al orden de la deriva.da a estimaz. Así,
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si se quiere estimaz la función de regresión, bastarfa con elegir un polinomio de
grado 1, siendo necesario uno de grado 3 para estimaz la segunda derivada. En
general, si se quiere estimaz la derivada de grado j de la función de regresión
se tomazá el grado p del polinomio de forma que p- j sea 1 6 3. En gene-
ral, aumentar el grado del polinomio, paza un mismo parámetro de suavizado,
provoca una reducción en el sesgo y un aumento en la vazianza asf como una
mayor carga computacional.
Con respecto a la selección de la función núcleo de asignación de pesos (fun-
ción núcleo K), se puede establecer teóricamente en el contexto de la regresión
local la recomendación de utilizar una función de asignación de pesos no nega-
tivos, simétrica y con integral la unidad.
Gasser, Miiller y Mammitzsch (1985) recomiendan tomar como función nú-
cleo la de Epanechnikov, demostrando que minimiza el error cuadrático medio
(MSE) asintótico.
De todos modos, estos aspectos, grado del polinomio y función núcleo, ad-
quieren menor relevancia si se consiguen controlaz el sesgo y la vazianza mediante
una correcta elección del parámetro ventana. En nuestro caso, dedicaremos el
capítulo 4 de esta memoria a la selección de la ventana para el ajuste de curvas
TGA y DSC.
2.8.1 Ventajas del estimador de regresión polinómico local
Las ventajas de los estimadores polinómicos locales con respecto a otras
familias de estimadores están en sus excelentes propiedades teóricas y prácti-
cas. Otros estimadores basados en funciones núcleo, entre los cuales podemos
incluir el estimador de Nadayaza-Watson o el estimador de Gasser-Miiller, pre-
sentan inconvenientes, como pueden ser la apazición de un sesgo indeseable y el
incremento de la va.rianza al trabajaz con experimentos de diseño aleatorio.
Podemos resumir sus ventajas en los siguientes apartados:
• Este estimador es óptimo en el sentido de minimización asintótica del error.
Stone (1980, 1982) estudib las tasas de convergencia en la regresión no
pazamétrica y demostró que la regresión local es óptima en estos términos.
Por otra parte, Fan (1993) estableció resultados sobre la eficiencia del
estimador local lineal en sentido minimax.
• Desde un punto de vista meramente computacional, el método sigue pre-
sentado unas casacterísticas verdaderamente atractivas, dada su simpli-
cidad de cálculo en relación a otros estimadores. Siempre es deseable el
incremento de la velocidad de los cálculos, lo cual cobra sún mayor in-
terés si éstos son realmente intensos (cálculo de la ventana de estimación
o parámetro h). A este respecto, Fan y Mazron (1994) establecieron que
el método de ajuste polinómico local es, cuando menos, tan rápido com-
putacionalmente como cualquiera de los otros métodos conocidos.
. Ausencia de problemas en los limites del soporte de la función a ajustaz,
problema conocido como efecto Írontera, que surge con otro tipo de esti-
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madores y consiste en un aumento del sesgo en los puntos extremos del
soporte de la función a estimaz. El problema se presenta en aquellos casos
en los cuales nos encontramos con que, para la estimacion de rn^^^(xo),
constituyendo xo un punto cercano a los lfmites del intervalo de defini-
ción de la función, el vecino local xo f h (siendo h el pazámetro ventana),
caiga fuera del ámbito de definición de la función a ajustar. Es por ésto
que muchos supuestos válidos para puntos interiores no se pueden aplica.r
de forma tan inmediata a puntos limítrofes, derivando todo ello en un
incremento del sesgo en dichos puntos. Se ha trabajado en el desarrollo
de dos aproximaciones que solucionen este problema: métodos basados en
funciones núcleo específicas y métodos de reflexión. Pero ninguno de estos
métodos alcanza la simplicidad y eficiencia de la corrección automática
del efecto frontera proporcionada por el ajuste polinómico local. El méto-
do polinómico local evita tener que usaz funciones núcleo especfficamente
diseñadas paza evitar esta situación, comportándose el sesgo de igual modo
en puntos interiores del soporte que en puntos de la frontera.
• Por último, destacar que la técnica. de estimación polinómico local no
sólo permite obtener estimadores de la función de regresión, sino tam-
bién de sus derivadas. Asf, teniendo en cuenta (2.19), un estimador para
m!^> (x) serfa (j!) /^^ (x). Esto contrasta con las versiones más complicadas
de estimadores de las derivadas de la función de regresión basadas en los
estimadores de NW o GM.
Este estimador también presenta pequeños inconvenientes, como los apunta-
dos en Seifert y Gasser (1996), donde se comenta que la va.rianza condicional de
este estimador se va a infinito cuando en el entorno de puntos en que se realiza
el promedio ponderado no hay al menos p+3 puntos; incluso con ese número de
datos no se puede aseguraz que dicha varianza esté acotada. Es decir, en diseños
con pocos datos, o datos agrupados en ciertas zonas del diseño, la varianza del
estimador se hace muy grande. Estos autores resuelven este problema presen-
tando dos modificaciones de los polinomios locales: un incremento local de la
ventana en las regiones con pocos datos del diseño, y el uso de estimadores de
tipo contraído (ridge), combinados con las técnicas polinómico locales.
2.8.2 Desarrollo matricial del modelo
A continuación incluímos una versión matricial del modelo, aproximación
que utilizaremos paza la implementación computacional.
Denotaremos por:
1 (Xl - xp) ... (Xl - xp)p
`i - : . • : '
1 (Xn - xp) ... (Xn - xp)p
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ao
, Q= ^ ,
áp
y finalmente llamemos W a la matriz diagonal de dimensiones n x n que pro-
porciona los pesos asignados a cada punto:
W = diag{Kh(Xi - xo)}.
A partir de dicha notación matricial, el problema de mínimos cuadrados
ponderados puede ser expresado del siguiente modo:
^in(Y - X^3)LW(Y - X^3), con ,Q = (Qo, ...,,Qp)t.
El vector solución puede obtenerse a través del siguiente cálculo matricial:
,0 = (XtWX)-1XtWY (2.22)
2.9 Estimación con datos dependientes
Cuando los datos presentan dependencia, como es el caso de curvas pro-
cedentes de análisis térmico, se pueden adaptar los resultados obtenidos en
independencia, estimando previamente el grado de autocorrelación de las obser-
va,ciones.
El problema que aparece en estos casos es que si realmente los datos son
correlados y esta correlación no se tiene en cuenta (es decir, se tratan los datos
como si fueran independientes), las estimaciones no paramétricas de la función
de regresión pueden ser bastante pobres; en estos casos las ventanas obtenidas
pueden diferir mucho de las mejores posibles, puesto que la correlación existente
entre las observaciones puede ser interpretada como parte de la curva de regre-
sión. Por ejemplo, si la correlación fuera positiva y no se tuviera en cuenta este
hecho, las ventanas obtenidas seguramente serán bastante más pequeñas de lo
que deberían de ser, con lo que la estimación no paramétrica de la regresión será
una curva muy variaóle.
Se puede considerar que el modelo de regresión es del tipo:
Y:,n = m(Xs,n) + Ei^n, 2= 1, 2, ... , n,
donde los errores, {Ein}, están conelados y los puntos del diseño, {Xi,n}, pueden
ser fijos o aleatorios.
En Hart y Vieu ( 1990) se estudia un método de selección del parámetro de
suavizado para el estimador NW, bajo la suposición de dependencia de tipo
a-mixing. En Quintela ( 1992) se realiza un estudio somero sobre el cálculo del
parámetro de suavización bajo distintas condiciones de dependencia.
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En relación al estimador polinómico local, H^.rdle (1986) y H^.rdle y Tsy-
bakov (1997), estiman la media condicional y la va.rianza condicional en series
de tiempo. Masry y Fan (1997) obtienen propiedades asintóticas de sesgo, va.-
rianza y normalidad del estimador polinómico local suponiendo que la muestra
{(Xt, Y)} es de tipo mixing. Bajo estas mismas hipótesis, en Masry (1996a) se
generalizan los resultados al caso multiva.riante, y en Masry (1996b) se obtienen
propiedades de consistencia fuerte.
Roussas (1989, 1990) y Roussas et al. (1992) estudian propiedades de con-
sistencia y normalidad asintótica de suavizadores no paramétricos, en el caso de
diseño fijo y errores de tipo mixing.
Vilar-Fernández y Vilaz-Fernández (1998, 2000) obtienen propiedades asin-
tóticas para una versión recursiva del estimador polinómico local, y estudian
propiedades de consistencia para este estimador bajo dependencia.
Finalmente, menciona.r la memoria correspondiente a la tesis doctoral del
profesor Francisco-Fernández (2001), como un referente sobre la estimación poli-
nómica local en diseño fijo con dependencia.
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Capítulo 3
Estimación paramétrica de
curvas TGA
3.1 Estudio cinético
El estudio cinético de los materiales por termogravimetría dinámica se basa
en llevaz a cabo reacciones de descomposición térmica a temperatura variable,
con el fin de analizar la velocidad a la que el material pierde peso. La pérdida de
peso de la muestra puede considerazse como la suma de diferentes procesos de
descomposición isotérmicos, como queda de manifiesto en textos clásicos como
el de 11ui (1997).
Uno de los objetivos del estudio cinético es conocer si existen uno o varios
procesos y cuáles son las constantes de reacción características de éstos. La
utilidad industrial de estos estudios es el aprovechamiento de los productos
qufmicos que se puedan generaz, el aprovechamiento energético, o simplemente,
la eliminación de determinados materiales.
A1 aumentar la velocidad de calefacción existe un desplazamiento de las
curvas TGA que ha sido ampliamente estudiado en la literatura (véase, por ejem-
plo, Turi ( 1997)). Hay diversos azgumentos paza explicaz estos desplazaznientos.
Algunos autores consideran que este desplazamiento puede ser explicado por
las expresiones matemáticas de las leyes de la cinética.. Obviamente, un mo-
delo matemático que represente un conjunto de experimentos debe ser ca.paz
de explicar tales desplazamientos a varias velocidades de calefacción (Conesa
(2000)). Sin embazgo, es posible ajustar las mismas curvas TGA a diferentes
expresiones, dependiendo del modelo cinético elegido, lo cual representa un serio
problema.
En principio, los métodos cinéticos suelen clasificarse en endotermos e isoter-
mos, con una o con varias velocidades de calentamiento. También cabe la clasi-
ficación en métodos derivativos o integrales, dependiendo del procedimiento que
se emplee paza el cálculo de los pazámetros.
La utilización de la derivada de la curva TGA (DTG), en lugar de la propia
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curva, tiene la ventaja de que un pequeño cambio en la TGA es aumentado
en su derivada. Otras ventajas de la termogravimetria dinámica, con respecto
al estudio en procesos isotermos, según puede verse en trabajos como el de
Carrasco y Costa (1989), son las siguientes:
• Tiempos de manipulación inferiores permitiendo, con un solo experimento,
determinar los parámetros cinéticos.
• S61o se utiliza una muestra, con lo cual se evitan los problemas inherentes
al cambio de muestra necesarios en los procesos isotérmicos.
• La cinética global aparente puede determinarse en una gran gama de tem-
peraturas de forma continua.
• En los procesos isotermos se requiere un precalentamiento previo, antes de
alcanzarse la temperatura de reacción. Durante este período transitorio
pueden obtenerse conversiones no nulas, de tal forma que se falsearía el
análisis cinético.
• Es posible determinar con precisión la temperatura umbral de descom-
posición.
Uno de los problemas de los métodos empleados para el estudio cinético es la
dificultad de ajustar los datos al modelo usado, normalmente de tipo Arrhenius.
3.2 Modelos cinéticos tipo Arrhenius
La forma clásica de estudiar la descomposición térmica de la muestra se
basa en suponer que la velocidad de pérdida de peso de las reacciones de des-
composición térmica dependen de la masa y de la temperatura, cuya expresión
general sería:
m' = dm/dt = - f (m)k(T)q(m, T). (3.1)
En la expresión (3.1) la función f(m) se toma como mt , lo que comíuunente
se interpreta diciendo que la pérdida de peso de la muestra obedece a una
cinética de orden n, donde mt es la masa de la muestra en el tiempo t.
Esta suposición del orden de reacción es aplicable a reacciones homogéneas
y a algunas reacciones heterogéneas que se llevan a cabo en fase condensada.
Sin embargo, algunos polimeros que se degradan siguiendo un mecanismo de
escisión aleatoria de enlaces, no poseen un orden de reacción constante, de tal
forma que sería erróneo el uso de esta expresión (3.1), dado que los parámetros
estarian sobreestimados (véase Conesa (2000)).
En todo caso, la hipótesis fundamental de la relación (3.1) se basa en suponer
que la pérdida de masa sigue la Ley de Arrhenius representada por la ecuación
siguiente:
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k(T) = A exp ^- ^, I .
La ecuación de Arrhenius (3.2) expresa la vaziación de la velocidad de reac-
ción (k) con la temperatura (T), y parte de la suposición de que la velocidad de
descomposición del proceso aumenta exponencialmente con la temperatura. La
constante A, llamada constante preexponencial, es independiente de la tempe-
ratura; EQ es la denominada energía de activación y R es la constante de los
gases y proviene del papel que juega en la ley de los gases perfectos (pV = nRT).
El nombre se debe a que, en principio, esta ecuación fue propuesta por el quí-
mico sueco Svante August Arrhenius paza la velocidad de reacción química en
los gases.
Finalmente, el término q(m,T) de la expresión (3.1) indica la interacción
entre la masa y la temperatura, y, aunque en muchos procesos se considera igual
a uno, en ocasiones no se puede hacer esta suposición y su estimación puede
resultar complicada. Estas interacciones entre masa y temperatura pueden estaz
originadas por los siguientes fenómenos (Cazrasco y Costa ( 1989)):
• Modificación de las propiedades físicas de la muestra durante la descom-
posición térmica..
• Existencia de reacciones competitivas debidas a que la energía de acti-
vación y el factor preexponencial puedan vaziar con la conversión.
Existe algún otro método alternativo a la ley de Arrhenius, como el que se
basa en suponer que la energía de activación Ea no es constante, sino que puede
representarse por una distribución de probabilidad normal, como el presentado
por Cazrasco y Costa (1989).
3.2.1 Cálculo de los parámetros de la ecuación de Arrhe-
nius
Con el objeto de exponer los problemas que presenta el cálculo de los
pazámetros cinéticos, hazemos a continuación una revisión de los modelos más
utilizados para este estudio.
Para la determinación de los distintos pazámetros existentes en la ecuación
de Arrhenius (3.2), es necesazio llevar a cabo una serie de transformaciones que
se basan en expresar dicha ecuación en forma logazítmica:
ln(k(T)) =1nA- Ra ^.
Esta ecuación (3.3) permite, mediante una representación de ln(k(T)) frente
al inverso de la temperatura absoluta ( T), calcular los parámetros deseados.
En la práctica,, basta con calculaz la recta de regresión de ln(k(T)) frente al
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inverso de la temperatura absoluta ( T) paza, al menos, dos experimentos (hay
que determinar dos constantes de la recta). La pendiente de dicha recta es
la estimación del cociente - R, mientras que la ordenada en el orígen es una
estimación de ln A.
Habitualmente se usa este método para la determinación de la energía de
activación a partir de la pendiente de la recta de regresión. Este hecho tiene el
fundamento teórico en que la energía de activación, que tiene unidades de energía
por mol, es posible expresarla mediante la propia ecuación de Arrhenius, sin más
que dividir Ea y R entre el ntimero de Avogrado (NA^), obteniéndose:
k(T) = Cexp(-q/kT), (3.4)
donde q = Ea /NA^ es la energía de activación por unidad de escala atómica y
k= R/NA^ es la constante de Boltzmann (13.8 x 1024J/K).
Además, la expresión (3.4) permite realizar una comparación con el extremo
de alta energía de la distribución de Maxwell-Boltzmann de energías moleculazes
de los gases, dada por:
p a exp ^- ^T 1 . (3.5)
La ecuación de Maxwell-Boltzmann (3.5) expresa la probabilidad p de encon-
traz una molécula con una energía DE mayor que la energía media característica
correspondiente a una temperatura T. Este hecho es el que permite interpretar
la energía de activación Ea como la banera energética que debe de ser superada
mediante la activación térmica.. Aunque la ecuación (3.5) se desazrolló inicial-
mente paza gases, también es aplicable a sólidos.
3.2.2 Cálculo del orden n de la reacción
En la expresión (3.1), una de las suposiciones más simples paza la función
f es suponer que f(m) = m^ , cinética. de orden n. Para el cálculo del orden de
reacción, n, se supone que la masa en el instante t, mt, está relacionada con la
conversión mediante la ecuación:
mt = mo(1 - a). (3.6)
Existen diferentes formas lineales paza la expresión de la función f, desta-
cando los métodos de F^eeman y Carol, Newkirk, Horowitz y Metzger, Coats y
R,edfern, Vachuska y Voboril y F^iedman (Turi (2000)). Conesa, (2000) enumera
los siguientes inconvenientes de estos métodos:
• Se manipulan muchos datos obtenidos en el equipo, por lo que el reiterado
abuso de logazitmos de logazitmos puede esconder los verdaderos datos de
la señal TGA.
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. Estos métodos son válidos para descomposiciones que tengan lugaz en un
proceso simple. Si se observa. más de un proceso, es necesazio realizar una
deconvolución "visual" antes de aplicar el método.
. En lugaz de la relación experimental T= f(t), se utiliza la velocidad
de calefacción programada T= To +(^ t, donde ,Q es la velocidad real de
calefacción: este hecho produce situaciones alejadas de la realidad, por
cuanto que la temperatura experimental (leída por el termopaz) puede
desviazse puntualmente de la programada.
• La mayorfa de estos métodos (todos los citados anteriormente excepto el de
F^iedman) utilizan sólo los datos obtenidos a una velocidad de calefaccián.
3.2.3 Método de F^iedman
A paztir de experimentos realizados a va.rias velocidades de calefacción, el
método de F^iedma.n (1964) se basa en la representación del valor log ái frente
a 1/T paza diferentes valores de a; se buscará el mejor ajuste lineal, siendo la
pendiente de la recta una estimación de EQ/R.
Cuando el análisis termogravimétrico se lleva a cabo en condiciones de pro-
gramación lineal con la temperatura, esta última y el tiempo de reacción están
vinculados por la velocidad de calentamiento:
Puesto que la masa en el instante t, m.^, está relacionada unívocamente con
la conversión, se sigue que:
f (m) = h(a)mó. (3.8)
Teniendo en cuenta las ecuaciones (3.1, 3.2, 3.6 y 3.7), y previa sepazación
de variables, se obtiene la expresión siguiente:
Ĝ° da _ Amó-1 rT
exp ^-Ea I dT. (3.9)
f^-0 hla) Q JT(«=0) RT /
En la ecuación (3.9) la integral no posee primitiva. analitica. Utilizando el
método numérico de aproxima.ción de Coats-Redfern, basa,do en la expresión
truncada del desazrollo en serie de Taylor, se obtiene como resultado:
T / \ \
^T(^_o) exp (
^ 1 dT =^ I 1- 2^ I exp ^^ I. (3.10)
Además, la integr\al que/ depende de 1\a conversió/n en la ecua/ción (3.9), tiene
una primitiva que puede expresarse como:
50 CAPÍTULO 3. ESTIMACIÓN PARAMÉTRICA DE CURVAS TGA
a da
f _o ^(a) = 9(a). (3.11)
Introduciendo estos resultados (3.10 y 3.11) en la expresión (3.9), y linea-
lizando la ecuación resultante, se llega a la expresión final siguiente:
g(a)
_ r A*R _ EQ 1
log
T2(1 - 2RT/Ea), - log I^Ea, R T,
donde A' = Amó -1. L
Finalmente, mediante regresión lineal, como se expuso anteriormente, puede
calcularse la energía de activación y el factor preexponencial a partir de la pen-
diente y de la ordenada en el orígen de dicha recta, respectivamente. Cabe
resaltaz que paza conocer la ordenada se necesita conocer la energía de acti-
vación, lo que precisa de un método iterativo.
Además, la linealización de la ecuación cinética engendra errores propios de
la estimación de la recta de regresión. Una forma de atenuar dichos errores es
usar un método de regresión lineal ponderada, en el cual se aplica. un factor o
peso multiplicativo a los puntos experimentales.
Autores como Várhegyi (1987) afirman que los pazámetros cinéticos son muy
sensibles a los datos del principio y del fmal de la curva TGA, mientras que su
sensibilidad es mínima en las proximidades de la zona de máxima velocidad de
reacción lo que justificaría utilizar pesos en el ajuste lineal ponderado del tipo
de:
w- \aa/T2- \9^a)/2
(3.12)
En cualquier caso, siempre puede ocurrir que dentro del material puedan
tener lugaz vazios meca.nismos simultáneamente, y cada mecanismo podría tener
una energfa de activación Ea característica, por lo que resulta difícil encontrar
los parámetros paza este tipo de modelos basados en la ley de Anhenius.
Los diferentes métodos para el cálculo de dichos parámetros necesitan de
aproximaciones numéricas, para integrales o derivadas, lo cual permite clasificaz
estos métodos en integrativos y derivativos.
3.2.4 Otros modelos propuestos para la cinética
Existen otros modelos paza la cinética que partiendo de la ecuación de Arrhe-
nius llegan a distintas expresiones. A continuación expondremos, someramente,
algunos de los más resaltables.
La mayoría de estas modificaciones de la ecuación general (3.1) pueden
obtenerse a paztir del modelo propuesto por Sesták y Berggren (1971), cuya
forma general sigue la ecuación:
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da _
dt
k(a)n`(1 - a)n (-ln(1 - a)Jp, (3.13)
donde n, m y p son constantes. Obsérvese que paza m= p= 0 se reduce a la
expresión vista anteriormente paza el cálculo del orden de reacción.
Braun y Burnham (1987) introducen un nuevo pazámetro q, en la expresión
(3.13) obteniendo una nueva. variante, dada por:
^ = k ((1 - q)(1 - a))n`(1 - a)n (3.14)
Para el cálculo de los pazámetros de las ecuaciones de los distintos modelos
es necesario estimaz valores mediante una regresión lineal. Así, hay autores
que estiman estos números mediante el ajuste de log(a) frente a 1/T, como
el caso de Ozawa ( 1965), y en otros casos se opta por la estimación de estos
pazámetros mediante el método Kissinger, que se basa en obtener el ajuste
mediante regresión lineal de log(/^/7m^) frente a 1/Tm^.
Otros modelos, de tipo derivativo, como los basados en la ecuación de F^ee-
man y Cazroll ( 1958), asumen la expresión f(a) _(1- a)n, y buscan relacionaz
1- a con 1/T mediante la ecuación:
^1nldTl=n^ln(1-a)-I^I^(TI. (3.15)
3.3 Métodos númericos en análisis cinético
A partir de 1985 se extiende el empleo de los denominados métodos numéri-
cos de análisis cinético, auspiciados sobre todo por la apazición de programas in-
formáticos acoplados a calorímetros. Estos métodos emplean algoritmos numéri-
cos como los de Euler o el de Runge-Kutta (Tlu^i (2000)).
La idea de estas aproximaciones numéricas pazte de una expresión para f(m),
y se integran las ecuaciones paza unos determinados valores de los parámetros
cinéticos; se compara la curva calculada con la experimental mediante una fun-
ción objetivo, y se calculan aquellos valores que optimizan dicha función objetivo
mediante el empleo de métodos como el siTnple^ fiexible.
El criterio más utilizado es el método de mfnimos cuadrados, siendo sus
expresiones más habituales:
^^ ( l2
min m^(i^7) - meXP(t^.9)/ +
t ;
(3.16)
a
f dm^t(ti..i) _ meXv(t,i) (3.17)
^n ^ 1^ ( dt dt ^
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A1 primer método (3.16) se le denomina integral y al segundo método (3.17)
diferencial. En ambas expresiones m^a^^^,^^ y meXp^^,^^ representan los valores
calculados con los diferentes modelos cinéticos y los valores experimentales de
la masa de la muestra. El factor f2 es un parámetro de escala, incluido paza
aseguraz que todos los experimentos tienen el mismo peso en la función objetivo.
Para obtener el mínimo de las expresiones anteriores (3.16) y(3.17) suele
emplearse el método del simplex flexible. Se trata de una técnica de optimización
paza funciones no lineales desarrollada por Nedler y Mead en 1965, que no
necesita utilizar las derivadas para el cálculo del mín.imo, sino que evalúa la
función en cada uno de los n+ 1 vértices de un hiperpoliedro, y va eliminando
aquellos vértices que dan valores más altos, la iteración de este proceso permite
obtener el mínimo buscado.
Existen también propuestas que no se ajustan al modelo inicial propuesto en
(3.1). En este sentido cabe mencionaz los métodos cinéticos de típo no paro.métri-
co (NPK) propuestos por Nomen y Sampere. Este método se basa en suponer
que la reacción se puede expresar mediante el producto de dos funciones in-
dependientes, f(a) y f'(T). La función f(a) representa la cinética y f'(T) la
dependencia de la temperatura. El modelo se expresaría mediante una matriz
A, de rango n x m con A2,^ = f (aZ ) f' (T^ ), según la expresión A= abt , siendo
los vectores a= { f(ai), f(a2), ..., Ĝ (an)}t Y 6= {Ĝ^(Ti), Ĝ^(T2), ..., f'(Tm)}t •
Este método tiene dos inconvenientes: por un lado necesita un número muy ele-
vado de cálculos paza la estimación de los pazámetros mediante algoritmos de
aproximación y, por otra pazte, tiene que tomaz vazios experiementos a distintas
temperaturas Ti, T2í ..., Ttt paza la determinación de un modelo.
Finalmente, destacar el modelo propuesto por Carrasco y Costa ( 1989) paza
el caso del estudio cinético del poliestireno. Si bien realizan un estudio estadísti-
co detallado del ajuste de la ecuación mediante contrastes de hipótesis, modelo
ANOVA, pazten de la misma idea basada en la ecuación de Arrhenius, lo que
hace un modelo difícil de calculaz, con una metodología laboriosa.
3.3.1 Inconvenientes de los métodos actuales
Los distintos métodos mencionados anteriormente tienen como gran incon-
veniente proporcionaz resultados diferentes paza los parámetros de un mismo
modelo. Este hecho fue manifestado por vazios científicos, como el caso de Vya-
zovkin (1996), como el mayor inconveniente en la aplicación de métodos tipo
Arrhenius.
Este problema se ha puesto de manifiesto en diversos aztículos, pero fue sin
duda en el congreso internacional de la ICTAC (Confederación Internacional
de Análisis Térmico y Calorimetría) celebrado en Filadelfia, USA, en agosto de
1996, donde se ha dado a conocer a la comunidad científica.. En este foro, se
puso en evidencia la diferencia en el ajuste de modelos cinéticos a una misma
muestra dependiendo del método usado. Se propuso la aplicación a diferentes
experimentos con carbonato de calcio (CC) a participantes invitados, y los re-
sultados obtenidos se recogen en una seríe de aztículos de Brown et al. (2000)
en la revista Thermochimica. Acta. En ellos se constatan las grandes diferen-
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cias entre los valores obtenidos, tanto para la energía de activación (E^L) como
para la constante preexponencial A. Cabe resaltar que en estos trahajos parti-
ciparon también los cióntificos l^omen y Sampere, quienes aplicaron a los datos
su método no paramétrico, resultando estimaciones con grandes diferencias con
respecto a métodos más clásicos tipo Freedman, Ozawa, Kissinger y otros. Otros
resultados similares pueden verse en Arnold et al. (1982) y en Doyle (19G1).
Las diferencias entre los parámetros encont.rados por cada autor para un
mismo experimento corroboran la poca eficacia de los modelos existentes para
est,e tipo de ajustcs, lo que nos llevó a la busqucda de un modelo alternativo
quc será expuesto en este capítulo.
3.4 Modelo paramétrico con mezcla de logísticas
En esta sección proponema5 descomponer la curva TGA en diferentes fim-
ciones logfsticas (modelo con mezcla de logíst,icas), basándonos en la idea de
que cada una representa la cinética de descomposición de los distinta5 mate-
riales simplcs de los quc está compucsta la mucstra inicial. Proponemos la
siguiente expresión para modclizar las pérdidas de peso dcl material }'(t), con
cl tiempo t,:
k
^'(t,) - ^z^,^f(^^ + b^t,),
Z=i
f(t) =
expt
1 + exp t '
(3.18)
donde ioi son parámetros que representan pérdidas de peso en cada proceso; ai
son parámetros de localización y 6i representa la velocidad de pérdida de peso,
para 1ca5 k escalones que presente la función Y(t,).
La idea inicial parte de huscar tma función matemática que se ajuste lo
mejor posible a los datos reales obtenidos para las curvas termogravimétrica.5.
Las funciones candidatas a estimar estas curvas (t, (Y(t)) , deben de verificar
que para valores grandes de t(t, -+ c^e) las respuestas (Y(t)) deben tender a 0,
lo quc ohliga a que los parámetras 6i tienen quc scr negativos, mientras quc al
inicio del proceso (t, = 0) la función debe tender al peso de la muestra en cada
momento; por tanto, la5 valores tn^ representan, aproximadamente, las pérdidas
de masa en cl i-ésimo proceso. Los distintos procesos estarían marcados por
los "escalones" de cada experimento.
Para una primera aproximación al mFtodo propuesto veamos tm caso de
ajuste a un material, como el anhídrido hexahidroftálico, que sólo presenta un
escalón, lo que simplifica la expresión (3.18) (ver figura 3.1). Supondremos, sin
pérdida de generalidad, que el peso de la mucstra es la unidad ( in = 1) , y que
n, = 12 y 6=-^1. Las expresiones de este modclo y dc sus derivadas sc>n las
siguientes:
^^1 C.^PÍTULO ^. ESTIíIl.-iC7^N P^R^1í1IÉTRIC.-1 DE CURV.^S TGA
I
0.5
u
^O.S
Y'(t) -
Y"(t) _
et2-^r.
1 + e«-^tr
et2-^r.
-^1 (1 + ei2--tr)2
-1 + et2-^r.
-16et2-v.
(1 + e12-4c)3
l 3 3
x
4
(3.19)
Figura 3.1: ^Iodelo logístico para un sólo escalón con su primera derivada (rojo)
y su segtmda cicrivada (vcrdc).
En el supuesto, más general, de mat^riales con varios escalones será necesario
un ajuste a cada trozo de curva según la expresión (3.18). Partiendo de una
mucstra dc PVC, quc prescnta ^ cscaloncs (por tanto 1,^ _-1), una primcra
modclización, observando la nuhe de puntos, nos lleva a un modclo del tipo:
et2-ae P14-26 r,a3--1r ets-r.
Y(t) J 1+ et2- te +^ 1+ e^ a-2e + 71 + e-ts-sr. + 1+ els-r. (3.20)
En la figttra 3.2 se puede ohservar el modelo de cuatro componentes (3.20),
donde se representan las distintas fitnciones logísticas Y^(t,)^! t con distintas co-
lores (granate, rojo, verde y aittl) correponclientes a cada una de la, ^ ecuaciones
logísticas.
L^na ve^ estimados los parámetros de la curva TGA, resulta inmediato cl
cálculo dc las distintas dcrivadas y, por tanto, de sus gráfica.5.
En las figuras 3.3 y 3.1 podemos observar la estimación de la cttrva TGA y
dc su primcra y segtmda dcrivada.
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Figura 3.2: :^Iodelo logfstico para el PVC y sus ctiatro coniponentes.
Figura 3.3: EstimaciGn dc la TGA (cn rojo) y dc tiu primcra dcrivada (cn negro).
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Figura 3.^: Estimación de la curva TGA (en arul) y de su segtmda derivada (en
ncgro).
3.4.1 Estimación de los parámetros del modelo
Para el ajuste de los datos a una curva logística es necesario calcular los
valores de los parámetros que intervienen en la ecuación, y para ello hacemos
uso de algún programa estadístico, en nuestro caso el S-plus y, en particular,
usaremos el módulo de regresión no lineal.
El algoritmo dc regresión no lincal para cstimar los parámctros aplica cl
método de mínimos cuadradas no lineales. Los fiindamentos teórica5 de este pro-
cedimiento, pueden verse en Gay (198^), y se basan en el método de Levenberg-
^Iarquart para generar la secuencia de aproximación al pttnto mínimo hasada
en el algoritmo de la "trust rcgion" , sicndo discutido en los lihros de Chamhers
y Hastie (1992) y en Dennis et al. (1981).
L"no de los problemas a la hora cicl ajuste es partir de puntos iniciales para
los distintos pará,metros a e5timar. Para cstc fin puedc ohservarsc la propia
curva TGA, e intentar estimar el punto en que presenta cambios de curvaY,ttra
(escalones). Con el fin de encontrar tutos parámetros iniciales para el algoritmo
dc apro^cimación harcmos uso dc la ftutción logit (logit(ri) = log i"^^ ). La idca
cs ajustar una recta a los puntos logit(Y^(t,)^^n^), para cada tramo dc valores cn
que la función tiene escalones. La ordenada en el origen de este ajuste lineal
cs cl valor para iniciar cl algoritmo para est,imar cl parámctro buscado (ai ) y
la pendiente de dicho ajuste lineal será el valor para iniciar el algoritmo para
cstimar el parámetro 6;. El motivo dc cstc ajustc lincal sc cxplica mcdiantc la
cxpresión (3.21):

d8 C.-IPÍTULO 3. ESTI.lIACION P.-1R.-11IÉTRICI DE CUIIVAS TG.-^
0 100 200 300 400 500 600 700 800
7ime
Figura 3.^: Ajustc logístico (azul) dc los datos de hcxahidroftálico (rojo).
En este caso, el primer escalón abarca los tiempos de 0 a 700, y, para hacer el
ajuste lineal, tendremos en cuent,a quc en valores próximos al 0 y a 700 pucden
resultar valores con el logaritmo de 0 por lo que eliminamos 10 puntos en cada
lado del intervalo. Ajustamos linealmente una recta entre 10 y 690 resultando:
wl = 8.5, o,l = ^.12 y 6i = 0.012 (ver figura 3.6). Estos serán los valores quc sc
utilizarán para iniciar cl modelo.
Se procede de igual forma para cl siguiente intervalo (700:16^0], en dondc
present,a el otro escalón, result.ando como valores del ajuste lineal de la función
logit az = 9.175879, b•, _-O.OOd^^113^. Los valores u^i y cnZ corresponden a las
di4'erencias entre el máximo valor y el mínimo valor de Y(t) en cada subintervalo.
Finalmente, con cstos valores inicialcs se ajusta el modclo (6.1) resultando:
i=1 i,=2
u^^ 10.^3^2 89.90^
n.^ 3.7^J1 12.G36
b^ -0.0076^ -0.00^7
Tabla 3.1: Parámetros del modelo mezcla de logísticas para el ciprés.
La gráfica correspondiente al ajuste logístico dado en la tabla 3.1, que se
obtuvo a partir de los datos del ciprés, se puede observar en la figura 3.7.
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Figura 3.6: Ajuste lineal en cl intervalo [0,700^.
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Figt>ra 3.7: Ajuste logístico (en rojo) para los datos de ciprés (en negro), donde
a, es el tiempo e y cl peso.
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Figura 3.8: Ajuste logfstico (en rojo) para una muestra de eucalipto (en azul).
3.5.3 Ajuste para una muestra de madera de eucalipto
Ajustaremos ahora el modelo logístico con tres componentes para ttna curva
TGA correspondiente a una muestra de madera de eucalipto. A1 igual que en
el caso anterior del ciprés, observando la figura 3.8 descubrimos los distintos
escalones que marcarán los tres subintervalos para el ajuste lineal de la ftmción
logit. Finalmente, resultan los parámetros siguientes:
i^=1 i,=2 i=3
t^^z 13.0^7 ^1.09^ 22. ^3^
a^ 3.067 ^.^58 162.17
bi -0.0113 -0.OO8;J -O.OSJ6
Tabla 3.2: Parámetras del ajuste con 3 logísticas para el eucalipto.
La gráfica corresponclicnte al ajuste logfstico dado en la tabla 3.2 para los
dat.a5 del eucalipto en el intervalo [0, 18^0], se puede ohservar en (3.8).
3.5.4 Ajuste para una muestra de PVC
Finalmente ajustaremos el modelo logíst,ico con cuatro componentes para
una curva TGA correspondiente a tma muestra de PVG. En este caso ajustara-
mos los datos de la muestra inicial que hemos usado para la introducción del
modelo ( 3.20). Después de efectuar las cuatro regresiones lineales con la ftmción
logit., se oht.ic^nen los valores para el inicio del algoritmo de mínimos cuadrados
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no lineales. A partir de estos valores iniciales, mediante las correspondientes
itcraciones sc oht.iencn los parámctros d<^l modclo quc sc ohscrvan ^^n la tal^^la
3.3.
i=1 i,=2 i,=3 i,=^
^u^ 3.27^ 6.8^6 2.283 2.063
nZ 1-1.^81 36.721 0.63^ 22.06
6^ -0.011 -0.012 -0.00047 -0.013
Tabla 3.3: Parámetros del ajuste con cuatro logisticas para el PVC.
La gráfica correspondiente a este modelo de cuatro escalones de PVC es la
figura 3.9. En ella se puede apreciar el buen ajuste de los datos (en rojo) al
modclo (en azul).
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Figura 3.9: Ajuste logístico ( azul) dc los datos dc PVC ( rojo).
3.6 Interpretación del modelo mezcla de logísti-
cas
De cara a interpretar las distintas componentes logísticas en las que se puede
descomponer el modelo (3.18) analizaremos tma muestra de residuos forestales.
Los residuos forastales, al igual quc la madera, son materiales pertenecientes al
grupo de hiomasas. La dificultad de interpretar los procesos que experimentan
estos materiales al ser calentados mediante los modelos cinLticaS clásicos nos ha
Ilevado a la aplicación de nuestro mét,odo.
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^Iucst,ra de residuo forestal del Canadá.
Figura 3.10: Gr^ficas correspondicntes a residuo forestal dcl Canadá, TGA (en
rojo), DSC (en arul) y DTGA (en verde).
Estamos interesados en el estudio del matcrial hasta las 170°C (véase figura
3.10), en el que ya se ha producido un primer proceso, asociado normalmente
a la volatilización dcl agua existente en la mucstra. Sin embargo, pensamos
quc aparte dcl agua se pierden otra5 sustancias, pucs el estudio de la primera
clerivada de la curva TGA en este primer tramo dc temperaturas, denota dos o
tres puntos críticos.
Con el fin de discernir entre los dos casos posibles: que se pierda agua y otra
sustancia o que se pierda agua y otras dos sustancias, aplicaremos el ajuste del
modelo (3.18) y analiiaremos los resultados obtenidos.
3.6.1 Ajuste del modelo con 2 componentes
Suponiendo que en el primer tramo se picrde agua y otra sustancia, sus pesos
vendrían dados por las constantes ini y zu2, mientras que los valores iniciales de
(al, bl ) y(nz, bz) corresponderían al modelo lineal que ajusta la función logit
(3.21). Los parámetros finales para este primer caso son:
i=1 i,=2
^n;, 7.18^28 0.87873
^; 12.178^ 8.17382
6i -0.(1OG78 -0.010^31
Tabla 3.^1: Paramétros para cl modelo dc dos logísticas.
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3.6.2 Ajuste del modelo con 3 componentes
Si suponemos ahora quc en el primer tramo se picrdc agua y otras dos
sustancias, los parámetros para cstc segtmdo caso se muestran en la tahla 3.^.
i=1 i=2 i=3
wi -0.18012 7.61532 0.791J2
ai O.J4879 3.^17303 8.13^18^
6i -0.00^87 -0.00073 -0.0107^
Tabla 3.5: Paramétros para el modelo de tres logfsticas.
Obsérvesc cómo al imponer tres componentes, la primera componente re-
sulta con constante ^i^l =--0.18012, que indicarfa una ganancia de peso de la
muestra al principio del experimento. Este hecho pucdc apreciarse visualiian-
do los propios datos c indicaría un pequcño error de la termobalanza que scría
dctcctado por nucstro modelo al intentar el ajuste con tres componentes. Sin
embargo, de cara a la interpretación, este hecho no debe de ser tenido en cuenta,
pucs cl error residual de los dos modelos es prácticamcnte el mismo: 0.00023 y
0.00016, respectivamente, para el primer y cl segundo modelo.
Figura 3.11: Parte ajustada de la curva TGA (hasta 172.72 °C).
Finalmcntc, se elegirá el modelo con dos logísticas cuyos parámetros figuran
en la tabla 3.^1. La interprct,ación de estos resultados nos permite concluir que
pucsto que la masa de la muestra quc se picrde en este tramo analizado es dc
8.0^109 mg, dcducimos que To i= 7.18^28 mg corresponden a la pérdida de agua,
mientras que w2 = 0.87873 corresponden a otras sustancias. En la figura 3.11
se puede aprcciar la incorporación del ajuste logfstico a la partc corresponcliente
(hasta 172.72 °C) dc la curva TGA .
3.? Ventajas del método propuesto
Podríamos enumerar las siguicntes ventajas del modelo propuesto:
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1. Nttestro método cuhrc toda la gama dc convcrsioncs. El modclo (3.18)
pucdc scr usado para cl estudio dc cualquicr tipo dc matcrial, tanto si c5t^ rcgido
por una sola lcy cinética como si lo está por varias.
2. Permite representar tanto la velocidad de pf^rdida de masa como el ajutite
de esta con el tiempo mcdiantc una ecuación ímica para cada proceso.
3. 1\o sc basa en una ley prccstablecida tipo Arrhenius, lo quc pcrmite
compararlo con otros modclos al uso.
^. Proporciona medios estadísticos que permitirán mediant,e contrast.es de
significación valorar la bondad dcl ajustc dcl modclo propucst,o.
6. Pcrmite la aplicación de modelos cinéticos clásicos del tipo Arnc^nius a
cada una de las ftmciones de degradación individuales para su comparación con
matcriales ya cstudiados.
7. Se reproduce perfectamente el carácter asintótico al final de cada proceso
degradat,ivo.
Itcsumicndo, cl método quc proponemos dc ajustc dc las curvas TGA, basado
en la composición de tanta.5 funciones logística.5 como procesos distintos sufra la
muestra, suponc tm modelo alternativo a los existentes para la explicación de la
cinética. Este método nos parece más simple, en cuant,o a la fácil interpretación,
que los anteriores basados en la ley de Arrhenius.
En cuanto a su validación, una primera versión del modelo, concretamentc
la aplicación a procesos simples, lo hemos presentado en el V Congreso Gallego
de Estadística e Invcstigación Operativa (I^aya, Cao y Artiaga 2001) y en al
^^h ^Icditerrancan Conference on Calorimetry and Thermal Analysis (Artiaga,
Cao y 1^aya 2001). La aplicación al hexahidroftálico fue enviada a la revista
Thermochimica Acta siendo recomendada su publicación (1\aya, Cao y Artiaga
(2003a)). El modclo con mezcla dc, logísticas, con aplicaciones a distintos ca-
sos, se ha cnviado a la revista Journal of Chemometrics (Naya, Cao, Artiaga,
Barbadillo y Lópcz dc L;llibarri (2003)).
Capítulo 4
Estimación no paramétrica
de curvas
4.1 Introducción
El modelo param^trico propuesto en el capítulo anterior para curvas TGA
es aplicable a un gran número de experimcntos. Sin embargo, en aquellos ma-
teriales que presenten caídas bruscas de peso, el modelo paramétrico logfstico
no se ajusta bien. Por este motivo, en este capítulo, propondremos un ajuste
de tipo no param^trico para esta.s curvas. Además, será aplicable al resto de
señales, como el caso de las DSC. D1ITA e, incluso, para espectros procedentcs
de estudios mediante técnicas de infrarrojos.
Los primeros métodos usadas para cl suavizado dc curvas DSC o TGA sc
basaban en suavizado mediante medias móviles, como cl propuesto por Savitzky
y Golay (196^). Hoy en dfa el software disponihlc para Análisis Térmico permite
cl suavizado mcdiantc métodas no paramétricos. Sin embargo, en lo rclativo a
la estimación de las derivadas, suelen utilizarse métoda5 de derivación numérica
lo que provoca mucho ruido en la señal, y, por consigtllente, un pésimo ajuste.
4.1.1 Inconvenientes del modelo logístico
Aunque en la mayoría cle los casos est,uciiados se puecle encontrar un huen
ajuste dcl modelo logístico (figura 3.9) a los datos reales, existen muestras en
donde los escalones presentan curvaturas "poco suaves" dificult,ando el buen
ajuste. Como ejemplos de estos casos cn quc el ajuste no fimciona del todo
hien, veremos los datos del eucalipto y del hexahidroftálico usados en el capftiilo
antcrior con la mucstra completa.
En el caso de la curva TGA correspondiente a una muestra de madera dc
eucalipto se observa que presenta un caída hrusca de peso, alrededor de 2d00,
lo que hace que el ajuste en esta parte de la curva no sea del todo hueno, como
pucdc apreciarsc c^n la figura ^.1.
()J
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Figura ^.1: Ajuste paramétrico logístico (en rojo) de toda la muestra de eti-
calipto (en negro).
En el caso en que la curva TGA sufra una caída brusca de peso, el ajuste
logfstico no recoge bien esta caída, este inconveniente se manifiesta con mayor
claridad en la estimación de la primera derivada. Como ejemplo podemos oh-
scrvar la figura -1.2, en la que se destaca la primera derivada obtenida por el
mátodo logístico y la estimada mediante un programa convencional como es el
Orchestrator^ de R.heometric Scientific Incorporation^.
La muestra analizada, que corresponde a anhídrido hexahidroftálico, tiene
como ecuación de ajuste del modelo logfstico ( m.^(t)) y como primera derivada
(rñ^(t))•
exp (16.7382 - 0.013-17-12t)
m^(t) =
13.31681+cxp(1G.7382-0.013-17^12t)'
m i(1) = 13 exp (16.73ó2 - 0.013^17^12t)0 179. 2. - (1 + exp (16.7sa2 - o.ols^7.^2t))
4.1.2 Inconvenientes del software actual
El software actual para el suaviiado de datos procedentes de análisis térmico
permite realizar estimaciones no paramt^tricas, tanto de la regresión como de sus
derivadas. Sin embargo, esta.s cstimacioncs, en algunos casos presentan scria.ti
deficiencias, que son m^ís destacables en el caso de la estimacicín de las derivada.,.
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Figura ^.2: Curva TGA (en negro), primera derivada estimada por mí^todo
logístico (cn rojo) y primera derivada estimada por Orchestrator (en azul).
En la figura ^.3 podemos ver la curva TGA y su primcra derivacia, para una
muestra de oxalato de calcio, usando el programa Orchestrator^ de Rheometric
Scicntific Incorporation®. Estc programa pcrmitc un suavizado a mano dc la
curva, lo que suele conllevar un sobresuavizado dc la señal. Por otra parte, en
cl caso de utilizar los métodos no paramétricos aportados por dicho programa,
estos no tienen en cuenta la dependencia de los datos.
En est,e capítulo nos centraremos en el cálculo de la ventana óptima mediantc
im método plug-in en dos etapas y finalmcnte ahorclaremos los prohlemas para la
adaptación de dicho método a un programa de ordenador. Esta implementación
se ha realizado en lenguaje C++, con la ayuda del informático Javier Trillo,
quien lo prescntó como Proyecto de Fin de Carrcra ( ví a.5e T^illo ( 2001) ).
Por otra parte, estamos a la espera de integrar este modulo en cl propio
programa Orchcstrator©, ya quc la empresa nos ha manifestado su interós por
disponer de este método de ajustc automático de datos para incorporarlo a la
nucva vcrsión dcl programa.
4.2 Estimación no paramétrica de curvas DSC
y TGA
Como se indicó en el capítulo 2, los métodos de regresión no parambt.ri-
ca para estimar la función nz no necesitan especificar n priori ningtín modelo
param^trica La idea es asumir quc n7 es una función suave que puede apmxi-
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Figura -1.3: Curva TGA (cn rojo) y su primcra dcrivada (cn azul) para cl oxalato
dc calciu.
marse, en cada :r, por m.(a^), haciendo medias ponderadas de las Y-observaciones
más próximas al ptmto .r, lo que expresamos como:
a a
f1l(.)') _ ^tiVni(^')}i, COn ^tiVni(.r) = 1, (^.1)
i=1 i=l
dondc Wnt(^r) cs cl pcso de la i-ésima obscrvación correspondicntc al punto a^.
Estos pesos dependen del parámetro de suavizado h y dc la función núcleo K.
En nucstro ca.5o, de las distintos métodos no paramétricos cxpucsta5 cn cl
capítulo 2, elegirema5 el método de estimación polincínĜco local por sus hue-
nas propiedades para la estimación dc las derivadas y su fácil implementación.
Adcmás usarcmos la versión de este cstimador para datos dependicntes, ya quc,
analizados diferentes experimentos, comprohamos la clepenclencia existente en-
tre la5 datos. Concretamente, hemos verificado que los errores siguen ^m modelo
autorregresivo dc ordcn 1.
4.2.1 Estimador polinómico local para curvas TGA y DSC
El estimador polinómico local introducido por Stone (1977) y Cleveland
(1J7J) ha sido ampliamente estudiado por otros autores como el caso de Rup-
pert y Wand (199^) y Fan y Gijhcls (199^). Este estimador, como se puso dc
manifiesto en el capítulo 2, estima la ftutción de regresión ( j= 0) y sus derivada.5
( j = 1. 2. ..., p) , localmente en cada punt.o .r, mediante la expresión:
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m(i) (x) = j^ ^ Q^, j = 0,1, 2, ..., p,
donde
^ _ (^p, . . . , (^ p) = arg ^n(Y - X,6)LW (Y - X,0),
1 (Xl - xp) ... (Xl - xp)p Yl
X= . . • . ^ Y= . ^
1 (Xn - xp) . .. (Xn - xp)p Yn
y W =diag{Kh(xti - x)} es la matriz n x n de pesos. La expresión para el vector
estimado (3 es:
,Q = (XtWX)-1XtWY. (4.3)
4.2.2 Elección de la función núcleo y del grado del poli-
nomio
Para el cálculo del estimador polinómico local (4.2) es necesario elegir una
función núcleo o kernel, K, el grado del polinomio, p, y la ventana, h. La elección
de K y p es un problema secundario con respecto al pazámetro de suavizado h.
Fan y Gijbels ( 1996) recomiendan el uso del núcleo de Epanechnikov, puesto que
minimiza el error cuadrático medio asintótico para la ventana óptima. También
sugieren que se elija p en función del orden de la derivada a estimaz, j, de forma
que p - j sea impaz. Por tanto, tomazemos p= 1 para estimaz la función
de regresión, y p= 3 para la estimación de la segunda deriva.da de la función
de regresión. En general, basándonos en el hecho de que el sesgo decrece y la
varianza crece con p, una recomendación práctica. es tomar p- j = 1 ó 3. El
problema de la elección de la ventana lo tratazemos con mayor detalle en un
apartado posterior.
Un incoveniente del estimador polinómico local es que la vasianza condicional
tienda a infinito, cuando la ventana usada para la estimación (con un núcleo de
soporte compacto) no contenga más de p + 3 puntos. Este problema, apunta-
do por Seifert y Gasser ( 1996), puede resolverse aumentando el parámetro de
suavizado en estos valores, tema que trataremos al final del capítulo.
En el supuesto de tener datos dependientes, como es el caso que nos ocupa,
el estimador polinómico local clásico puede también usasse, teniendo en cuenta
que el error cuadrático medio asintótico depende de la suma de las covarianzas
de los enores. Una alternativa. para el caso de dependencia ha sido propuesta
por Francisco-Fernández y Vilar-Fernández (2001), mediante una adaptación de
las ideas presentadas en Fan y Gijbels (1996) para el caso de datos dependientes.
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4.3 Estimación de la ventana óptima
Siempre que se realiza una estimación no paramétrica, como se puso de
manifiesto en sección anterior y en el capítulo 2 de esta memoria, la elección del
parámetro de suavizado o parámetro ventana es crucial para el correcto ajuste
de los datos. La selección de este parámetro decidirá las propiedades que tendrá
el estimador usado.
Una elección de la ventana demasiado pequeña dazá lugaz a estimadores con
mucha varianza, mientras que si el valor es demasiado grande proporcionará esti-
madores con mucho sesgo. Por tanto, en la selección correcta de dicho pazámetro
se tendrá que llegar a una situación intermedia que permita minimizar el error
cuadrático medio (suma de la varianza y del cuadrado del sesgo). En nuestro
caso usaremos el método plug-in.
4.3.1 Tipos de error
Puesto que los diferentes métodos paza elegir el grado de suavizado se basan
en minimizar algún tipo de error cometido en la estimación, es importante revi-
saz los diferentes tipos de error. En todo caso, nos centrazemos en esta sección,
en aquellos errores, para la estimación de la función de regresión, útiles en la
selección de la ventana.
En primer lugaz tenemos el error cuadrático medio (Mean Squared Error)
para la estimación en un punto (error local) definido en cada punto x como:
MSEx(mh) = E (m,h(x) - m(x))2 . (4.4)
Paza el caso de la estimación de la derivada v-ésima se tiene:
2
MSEx (m.hvl) = E (mhv^(x) - m(x)^vl ) . (4.5)
Descomponiendo el cuadrado y aplicando las propiedades de la media y va-
rianza se obtiene la expresión del MSE, como función del sesgo y de la varianza
del estimador del modo siguiente:
MSEx(m.h) _ (E (m,h(x)) - m(x))2 + Var (m,h(x)) •
El error cuadrático integrado ISE (Integrated Squared Error) se define como:
ISE (^n,h) = J (mh (x) - m (x))2 w (x) dx.
Una vez definida la medida del error local para cada punto x, es fácil ex-
tender ésta al caso global, sin más que consideraz la integral de las diferencias
al cuadrado en cada punto, ponderada por alguna función de pesos no negativa.
w, y luego tomar la media de estas integrales obteniendo el error cua.drático
medio integrado MISE (Mean Integrated Squared Error), que viene a ser el
valor esperado del ISE, y que tendrá la fórmula siguiente:
MISE (rnh) = E J (mhv^ (x) - m(x)^v^)2 w(x) dx, (4.6)
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donde w es una función de ponderación que permite otorgaz distinto peso a
cada punto en el que se está realizando la estimación. Este error de medida fue
introducido por Rosenblatt ( 1956).
El error cuadrático promedio, ASE ( Avemge Sqriare Error) se define como:
ASE (mh) _ ^ ^ (mh (Xt) - m (Xt))2 w (X=) •
^_i
También es posible definir otros tipos de error considerando en vez de crite-
rios cuadráticos, otras normas como por ejemplo la norma L1, que daría lugar
al valor absoluto integrado IAE y su correspondiente valor esperado MIAE.
La importancia del MISE está en que permite un estudio asintótico me-
diante la descomposición del error en suma de la varianza y del sesgo, lo que
justifica la influencia de la ventana h en el suavizado de los datos, en el sentido
de que ventanas pequeiias producen infrasuavización (poco sesgo y mucha va-
rianza) y ventanas grandes producen sobresuavización (poca varianza y mucho
sesgo).
4.3.2 Métodos para la estimación de la ventana óptima
Paza la selección de la ventana se puede recurrir a dos vías. Una consiste
en estimaz de manera consistente alguna medida de error y seleccionaz como
pazámetro aquel que minimice dicha estimación; esta idea es usada, por ejem-
plo, por los métodos de validación cruzada. La otra vía se basa en encontraz
una expresión asintótica de una medida de error, paza después obtener como
pazámetro aquel que minimice los términos de mayor orden de dicha expresión.
En este caso, la expresión de esta medida va a depender de ca.ntidades descono-
cidas lo que obligará a una primera estimación de estas. Los métodos basados
en esta idea son los denominados métodos plug-in, debido a que es necesario
una estimación previa y luego introducir esta estimación ( "enchufarla" ) para el
cálculo final de la ventana óptima.
Los métodos de validación cruzada ( c^ss-validation), propuestos por Rude-
mo (1982) y Bowman ( 1984) paza la estimación de la densidad, se basan en
seleccionaz el valor de h que minimice una estimación del ISE (mh). Aunque
en un principio estos métodos fueron usados paza el caso de independencia de
los errores se pueden utilizaz mediante una ligera modificación, propuesta por
Hazt y Vieu ( 1990), paza el caso de dependencia.
Los métodos de tipo plug-in se basan en elegir aquel pazámetro ventana que
minimice, en cada punto x, el error cuadrático medio, MSEx(h), tanto asin-
tótico como teórico, entre la estimación no paramétrica de la v-ésima derivada
de la función de regresion y su valor en el punto x:
MSET(h) = E (^nhv^(x) - m(x)^vi)2 . (4.7)
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Asf, utilizando el MSEx(h), se obtendrfa la ventana óptima local, y paza
la obtención de una ventana global paza toda la muestra, consideraremos el
MISE, que tiene en cuenta las distancias entre el estimador y la verdadera
curva del modo siguiente:
MISE (h) = EJ (^rr,hv)(x) - m(x)^v))2 w(x) dx, (4.8)
para alguna función de pesos w. La expresión (4.8) puede fácilmente descom-
ponerse en la suma de la integral de la varianza y en la integral del cuadrado
del sesgo.
En el supuesto de diseño fijo, independencia en la estructura de los errores y
tomando v+p impaz, Fan y Gijbels ( 1996) expresan el sesgo y la varianza paza
el estimador polinómico local de la forma:
Ses9o(miv)(x)) = m^^l> (x)h^l-v v!B„(1 + 0(1)), (4.9)(p + 1)!
V ^v^ 2 V (l +! (1)) (4 10)ar(m (x)) = v 0) ,nhñ +l f(^(v
.
donde f es la densidad del diseño de los datos y los valores B„ y V„ dependen de
la función núcleo usada para v = 0,1, ... , p (véase Ruppert, Sheather y Wand
(1995) paza más detalles). Usando las expresiones (4.9) y(4.10) el pazámetro
de suavizado que minimiza la expresión asintótica del error dada en (4.8) puede
fácilmente calculazse mediante la expresión:
Q2 2D+'
hAMISE
= Cv^P(K) 1 ,rLf(m^P+l)(x))Zw(x)Í^(x)dx/
,
donde Q2 es la varianza del error (supuesto homocedástico) y Cv,p son constantes
que pueden obtenerse mediante:
C,,.p(K) __ (p+
1)jz(2v+ 1) f K;,2(t)dt ^y+3
2(p+ 1- v) { f t^1KL(t)dt}2 ^
con K^ (t) _(^Q o SLPte) K( t), SUe son los elementos de la matriz S-1 y
S=(µ^+p)p , con µ^ = f u^K (u) du.i,e=o
En el caso de dependencia de los errores se obtienen fórmulas similazes basán-
dose en expresiones pazalelas del sesgo (4.9) y de la vazianza (4.10). Así, para el
error cuadrático medio asintótico (véase Francisco-Fernández y Vilar-Fernández
(2001) paza más detalles) se obtiene la expresión siguiente del AMSE(h):
/ (v+i) 2
AMSE(h) = I h^l-v
^p+ 1)^)v!Bv) + nh? +i f( )(v!)2Vv, (4.11)
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+ao
donde c(E) _ ^ c(k) y c(k) es la autocovarianza de orden k de los errores E^.
k--oo
Por tanto, la ventana optima asintótica (en el sentido del AMSE) paza estimar
la v^sima derivada de la función de regresión es:
/ c(E) 2^
hopt,L = Cv,PIK) ^n(^^P+1)1^))2flx)d^^ (4.12)
Una expresión similaz paza (4.11) puede obtenerse para el AMISE (h), y la
ventana óptima (en el sentido del AMISE) será:
C(E) ^^
hopt,G = Cv,P(K) ^,^.LJ (,^^.t^P+l)(^))2w1^)f1x)d^^
(4.13)
Las fórmulas anteriores son válidas si v+ p es impaz. En el supuesto de que
v+ p sea par, las expresiones para las ventanas óptimas son:
r C(E) ln+s
) .
= Ch (K) (4.14)opt,L v,P 1
,^L(m^P..F2)(^))2f(^)dx
C(E) 2^3
h = C (K) ^
^
. (4.15)opt,c v,P
^ ('(,,L(P+2)(^))2Tl,(x)?(^)d^
4.4 Metódo plug-in en dos etapas bajo depen-
dencia
Para la estimación de la ventana con el método polinómico local bajo de-
pendencia, las ventanas asintóticamente óptimas local y global están dadas en
las expresiones (4.12) y(4.13) 6(4.14) y(4.15). Para la estimación de estas
expresiones uno de los problemas consiste en estimaz c(E), la suma de autoco-
varianzas, y la (p + 1)-ésima derivada de la función de regresión. Estos dos
aspectos serán tratados a continuación.
4.4.1 Estimación de la suma de autocovarianzas
Aunque c(E) puede estimarse a través de la densidad espectral de los eno-
res E^, nuestro primer método será algo más simple. Asumiremos, en base a
distintos modelos de muestras estudiados, que los errores E2 siguen un proceso
autorregresivo de orden 1(AR(1)) con coeficiente de autocorrelación p.
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Método 1
En un primer método utilizaremos que, en un AR(1), c(e) puede expresarse,
en términos de la varianza del error, Q2, y del coeficiente de autocorrelación,
como:
+oo +^ +oo
c(e) _ ^ c (^) _ ^ ^2P(k) = Q2 1 + 2^pk = 021 + ^. (4.16)
k=-oo k=-oo k=1
Podemos calcular los residuos €i = Yi - mh (xi), usando un parámetro de
suavizado preliminar h, y después hallar la va.rianza estimada, que vendrá dada
por:
Q2 = 1 ^ (Éi - É)2 ,
7l
i=1
donde F= ñ^^ 1 ^i. El estimador del primer cceficiente de autocorrelación que
usaremos es:
P -_ Li=11 (Ei - E) (^i-^1 - E) .
^i=1 (Ĝi - E)2
Finalmente, estos valores se usarán para el cálculo del estimador de c(E):
Ĝ (e) = Q21 + P (4.17)
1-p^
Método 2
El segundo método es también muy simple. Se basa en el hecho de que
los datos que aparecen en la mayoría de los experimentos termogravimétricos
presentan valores contiguos muy próximos de la vasiable explicativa., en los que
la funcióm m ^o fluctúa demasiado.
Puesto que los Ei no son observa.bles, calculamos las diferencias de orden
uno, Yi - Yi_1. Debido a la cercanía entre los datos xi y xi_1, podemos asumir
que m(xi) - m(xi_1) ^^ 0, y por tanto la serie de las diferencias Y- Y_1 es
aproximadamente igual a la serie ei = ei - ei-1i obteniendo Yi - Y-1 ^^ ei,
donde ei = ei - Ei_i.
Asumiendo también que los ei siguen un proceso AR(1), mediante la expre-
sión: ei = pei_1 -}-ai (siendo ai ruido blanco), escribiendo la va.rianza de ei, Qé,
y el primer coeficiente de autocorrelación de ei, pe, mediante propiedades de los
modelos AR(1) se sigue que:
Q2
vÉ = P2QÉ + Qa, lo que implica que QÉ = 1- p2 ,
,^
Qé = Var (ei - ei-i) = Var ((P - 1) ei_1 + ai) _(P - 1)2 QÉ + vá.
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De las expresiones anteriores se obtiene:
Qé = 2 (1 - p) QÉ,
o, equivalentemente:
^2 = ^e (4.18)E 2(1_p)•
El primer cceficiente de autocorrelación puede obtenerse teniendo en cuenta
que:
rye -
así que:
COZJ(ei, eá+1) = E((Ei - Ei-1) (Ei+l - ei))
E^((P - 1) Et-i + a:) ((P - 1) ei + ai+i )^ _
(P-1)2E(Ei-Et-^)+(P-1)E(E='at)=(P-1)27e+(P-1)Qá=
(P-1)ZP^E+(P-1)^E^1-P2)=^E(P-1)(1-P)^
7e _ ^É(P-1)(1-p) - p-1
Pe = ^é - 2(1 - p) aÉ 2 ^
p = 1 + 2pe. (4.19)
En la práctica, aunque asumimos que m(xt) - m(xi_1) ^^ 0, para alguna
ventana piloto g, podemos calcular un estimador de la regresión polinómico local
con la intención de estimar las diferencias:
^_ = YZ - Y_i - (m9(xt) - ^9(^^-i))
Entonces dados los estimadores
1 [n^ _ _ 1 [n^
^e = [^e? - (e)2' e = [^e=n-1s-2
n-li-2
n-1
1 e.^.
_
n-2 ^ ^t t+i
i=2
Pe = ,.2 +
^e
y considerando las expresiones (4.18) y (4.19) se obtiene:
Pe = p = 1 + 2pe, (4.20)
^2
^2 = e
^ (4.21)
E 2(1-PE)
Finalmente, sustituyendo (4.20) y(4.21) en (4.16) se obtiene el estimador para
la suma de autocovarianzas:
_ +oo
c(E) _^ c(k) = vÉ i+ P (4.22)
k__^ P
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4.4.2 Selección de las ventanas piloto
El método plug-in requiere de la estimación de cantidades desconocidas en
las fórmulas (4.12) y(4.13), mediante parámetros de suavizado que denominaze-
mos hpl,L y hpl,G (ventana piloto local y ventana piloto global). Para un valor
fijo, v, el método necesita estimaz m^^> usando un polinomio de grado p.
La estimación de c(e), según se ha puesto de manifiesto en la sección previa,
requiere de la elección de una ventana preliminaz hl, paza el cálculo de los resi-
duos. Su elección se tratazá en el párrafo siguiente. Además, la ventana plug-in
también necesita estimaz la (p + 1)-ésima derivada de la función de regresión,
m. La estimación polinómica local necesita, para estimaz la vl-ésima derivada
(vl = p+ 1), el empleo de un polinomio de grado pl = p+ 2. Esto requiere
la elección de una ventana prelimina.r piloto, h21^. Paza su determinación se
observa. que, en la fórmula para las ventanas (local o global) asintóticamente
óptimas para esta nueva situación, aparecen de nuevo dos cantidades descono-
cidas: c(e), no problemática, como veremos, y la derivada (pl + 1)-ésima de m
(es decir m^^3>). La idea del método plug-in en dos etapas consiste en observar
que la fórmula de la ventana asintóticamente óptima para este nuevo problema
(ventana pre-piloto), h2°^, proporciona un valor:
h2°^ = C2bn- ^a^+^ = C2bn- l^, (4.23)
donde b es un factor de escala y CZ es una constante que se obtiene de forma
heurística. a paztir de los datos.
Supongamos un determinado experimento termogravimétrico con datos equi-
espaciados, o casi equiespaciados. Elegiremos b=(xn -^1)/(n - 1). Paza la
elección de hl (ventana piloto para los residuos) usaremos un estimador lineal
(pl = 1) y estableceremos su valor inicial, utilizando directamente la expresión
de su valor asintóticamente óptimo:
hl = Cl bn- 2y^ 3 = Cl bn- Ĝ , (4.24)
para alguna constante Cl que obtendremos de forma heurística.
Para la obtención de las constantes Cl y C2 utilizaremos una parte de una
curva DSC correspondiente al experimento con oxalato de calcio. Tomando
n= 950 y usando como ventana inicial hl = 6, calculamos los residuos paza
la estimación de la suma de autocovarianzas, seleccionando distintos valores de
la ventana prepiloto h2°^ para la obtención de las ventanas mediante el proce-
dimiento plug-in en dos etapas.
Los resultados para este ejemplo pueden verse en las tablas 4.1 y 4.2. Estas
muestran que la influencia de la ventanta prepiloto h2°^ en la elección de la
ventana piloto, h21^, es muy pequeña. Cuando estimamos la ventana piloto,
paztiendo de una ventana prepiloto 10 veces mayor (pasamos de 10 a 100) el
valor de h21^ queda multiplicado por 4, teniendo un aumento de 1.5 veces en la
ventana. plug-in hpl. Paza la estimación de la primera y segunda derivadas, la
ventana plug-in es todavía más estable con respecto a la selección de la ventana
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prepiloto. Hemos comprobado que resi^ltada5 similares se obticnc^n con utras
muestras dc matcrial y con otros valores inicialcs para hi, fijando cl valor dc^
h^°^.Z
m m, m.' m.'
h2 ih h^^,^ ih. hrr,c
^^=2,P=3 z^=0,p=1 i^=3,p=^ t^=1.p=2
10 6.860839 1.01116 ^.^G602 2.63^G
20 9.^92215 1.07833 7.61298 3.271^
30 11.92819^ 1.13^128 9.6767^ 3.^^1-1
^0 1-1.038808 1.18^31 11.^6-1G 3.7621
^0 16.37J^W^ 1.239^0 12.8962 3.J113
100 2G.760712 1.-17904 22.^J09 ^1.9377
Tabla -1.1. Vcntanas piloto en dos etapas para el método plug-in para la ^^sti
mación dc m,^^>, v = 0. 1. con h^ = G.
n].ri nZir
h 1h. hrr,^
v=^,p=5 c^=2,p=3
10 ^.3589 2.7163
20 J.060^1 ^1.6G^3
30 11.J02^ J.3JJO
^0 13.710^ ^.7591
30 16.059^ 6.2(H)^
100 28.3773 8.3^9^1
Tabla ^.2. Ventanas piloto en da5 etapas para cl método plug-in para la esti
mación de m,", con h i - 6.
Observando las figuras ^.^, -1.6 y-1.6 se puede apreciar cómo se estabiliia el
valor dc la vcntana en la segunda ctapa cn función dcl aumcnto dc las vent,anas
dc la primera etapa. Del estudio dc estos resultados experimentales obtenemati
quc un buen valor inicial es tomar hi = 6. En cl mismo orden, valores dc^
h2°^ ^_^ 30, para na, h2°^ ^- 28, para rĜz' y h2°^ ^- 30, para m", resultan adecuacla^
para la ventana prepiloto h2°^.
La tabla ^.3 mucstra las fórmulas hcurfstica.5 a utilizar para el cálculo dc las
ventanas piloto hi y prepiloto hz°^ en función dcl tamaño muestral ( n) y dc la
distancia media entre observaciones contiguas (S =(^;,^ - a^i) ^(n 1)).
v 0 1 2
Ci 2^ 2-1 2-1
Cz 6^ J2 J1
hi Clón-' Cibn-' Cibn.- ^
hz Cztin,- ^ Czbn- ^^^ C•zón- ^^^;
Tabla ^.3. Valores utilizados para Ci , Cz, h i y hz°1 para cstimar m.("1.
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Figura -1.^1: Relación entre 1a.5 ventanas en dos etapas para el caso de la regresión
con p= 3. Vcntana primera etapa (cn arul) y ventana scgunda ctapa (en rosa).
4.5 Aspectos Computacionales
L'no de los problemas cuando se int,enta implementar el cálculo del estimador
polinómico local es quc la matrii X^ 4V X sca singular. Esto pucdc ocurrir cuan-
do el ntícleo es de soporte compacto, el diseño es equiespaciado y la ventana es
pequeña. Consicíeremos un punto concreto, rp, donde la estimación se ha lleva-
do a cabo con una ventanta h. Asumiremos que el soporte de la función núcleo
es el intervalo (-1, 1], cntonces sólo usaremos los valores .r^'s pertenecientes al
intervalo [:rp - h., .r;o + h] para la ohtención de la estimación cn el punto :rrp.
En estas situaciones, nos encontrama5 con que el número de puntos utilizados
para la estimación dc :ro puede ser demasiado pequcño, y por tanto, resultar
imposihle el cálculo del vector de soluciones cíel problema de mínimos cuacírados
localeti:
^ _ ^ ^,r.y^,^,^-t ^r.LVY.
Seifert y Gasser ( 1996) han estudiado el caso en que det(_K'^GVX) = 0(caso
en que no podrfamos obtener (.X^GVX)-^ ), dando las siguientes condiciones
para cl est.imador polinómico local:
1. Para la estimación en el punto :a;o sc rcquiere, al menos, p+ 1 puntas en
el intervalo [ap - h..rp + h]. Esta condición es más o menos restrictiva al
incrementar el valor dcl grado del polinomio p.
2. Para garant.izar quc la variania del estimador sca finita, es necesario tomar
al menos p+ 3 datos en cl intervalo [:r^o - h, :ro + h].
En los mf^todos de regresión polinómica local, cuando trabajamos con fim-
ciones mícleo cíe tioporte compacto (como son el núcleo de Epanechnikov y el
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Figura 4.5: Ii.elación entre las vcntanas en dos etapas para el caso de la derivada
primera con p=^f. Ventana primera ctapa (en azul) y ventana segunda ctapa
(cn rosa).
cuá.rtico), nos podemos encontrar en la situación de que la varianza sea infini-
ta. l^o obstante, cl cmpleo de este tipo dc funciones siguc resultando atractivo,
ya que facilitan la labor dc interprctación dcl modelo, además de permitir el
desarrollo de algoritmos más rápidos en comparación con los algoritmos con-
vencionales (en un orden dc 50-100 veces en muchos de nuestros ejemplos con
datos reales).
Con el objetivo de respet,ar las afirmaciones de Seifter y Gasser, hemos in-
cluido cn la rutina de suavizado, comprobaciones del tamaño mínimo requerido
para el parámetro de suavizado h, a fin dc quc permita considerar los p+ 3
puntos e^gidos cn cl intervalo .r.p f h, utilizado para la estimación del propio
punto xo.
4.6 Elección de ventana global o local
A lo largo dc estc capítulo, hemos comentado la posibilidad de usar dos tipos
de ventanas plug-in: local y global. La ventaja de usar vcntana.s dc tipo glohal
es que requiere menos tiempo computacional para la estimación. En algunos
casos, la ventana global puedc presentar, como se ha comentado en la sección
anterior, problemas de tipo frontera. En estos puntos frontcra sc puedc optar
por el emplco dc ventanas de t,ipo local.
En principio, la elección dc una vcntana dc tipo local parccc mucho más
correcta para la estimación dc la regresión y sus derivadas, al considerar un
suavizado distinto en cada punt,o a estimar. Sin embargo, el algoritmo com-
putacional para su cálctilo requicre más t,iempo de ejecución, debido a quc tiene
quc calcular una ventana nucva para cada valor consiclcrado.
Es evidcnte que, usando un mismo parámctro de suavizado (ventana glo-
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Figura -1.6: Rclación entre las ventanas en dos etapas para el caso de la derivada
segunda con p= ^. Vcntana primera etapa (en aiul) y ventana segunda etapa
(cn rosa).
bal) en lugar de uno diferente para cada punto se ahorra ticmpo. Sin embargo,
es necesario considerar alg^mos aspectos con respecto a la programación clel
algoritmo dc la ventana glohal en aras de hacerlo más eficiente para el caso
dc datos equiespaciados, en el que nos centraremos en este apartado. En este
caso, la matrir (X ^ W X)-^ no cambia cuando el estimador es evaluado en cada
punto interior dcl diseño, :r., tal quc xi <:r. - h y i+ h< r.,^. La razón es que
las distancias entre :r, y los a^^'s que caen dentro del intervalo [r - h, ar + h] no
cambian cuando x• E (r. ^+ h, :^r„ - h) y a^ es uno de los x^ de la muestra. Esto
lleva a que la matrir (XrWX)i ^ usada para calcular el estimador polinómico
local para i^ no cambia para i = e, Q+ 1, ... , u- 1, u dondc ^_ ^h/b^ + 2 y
u= n-^h/Sl - 1. Para cada i fuera de estc rango, scrá necesario calcular
explícitamente la matriz ( Y^ W'_}C)^ ^.
Con cl ob jeto de agilizar los cálculos computacionales para los estimadores
en cada ptuito :r = a^y, obsérvese quc cada elemento (i., j)-^simo de la matrii
(X^WX) se pue,de expresar como:
(X^W.K)^; _ ^^)^GV(^)(:^rr -:^:n) - xp)^+il,V(n) (^.26)
r=l r=1
dondc GV^p^ = Kh (xr - ^:p) es el ^r-ésimo elemento de la diagonal dc W. Csare-
mos una función mícleo con soporte en [-1, 1] , es decir, que verifique K(u) = 0,
^/u ^ [-1, 1] y obtenemos quc
;Tr - J'p
^P) _h > 1 ^ l^Vr - ^..
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o, equivalentemente:
W^P) ^ 0^ xr - xP E[-h, hJ t^ (r - p)b E[-h, hJ
t^ r E^p- ^b I^p+ I b IJ
Definiendo los fndices sl = p-^ 6 ^ y s2 = p+ ^Ĝ ^ podemos obtener una
expresión paza el cálculo rápido del (i, j)-ésimo elemento de la matriz (XtWX):
e^ bt+i ^$^ / kb l
^ (x x )i+iW(P) _ ^ ^ ks+^K I ^ I .
r P r \ /r=s,
k=-^^^
De forma similaz, el término:
n
(XLWY)2 = ^(xr - xP)tWrP)yr,
r-1
puede escribirse como:
8,
^ (2r - 2P)sW^P)yr =
r-s 1
f^l
^ k`K ( ^ 1 Y^k.
k__ r^l \ /
Esta implementación reduce el número de cálculos necesazios paza obtener
el estimador del orden de O(n) hasta O( á^. Esta reducción es especialmente
importante paza ventanas pequeñas. En la práctica, en la mayorfa de experi-
mentos con datos termogravimétricos, el tiempo de reducción computacional ha
sido del orden de 10 a 20 veces.
4.7 Aplicación a un caso práctico
Nuestro objetivo primordial era obtener unos resultados de suavización que
superen los proporcionados por el softwaze existente, que, como comentamos al
principio de esta memoria, presenta importantes problemas de suavización.
A fin de constataz las mejoras que presenta nuestra rutina de suavizado,
realizaremos una compazación de los resultados que obtenemos una vez aplicado
nuestro algoritmo de suaviza.ción, en contraste con los obtenidos previamente.
Paza ello utilizaremos la muestra de oxalato de calcio.
En la figura 4.7, podemos observar, como ya se ha comentado, los graves
problemas de suavizado en la estimación de la primera derivada, que en el caso
de la segunda derivada todavia se incrementan más, no siendo posible apreciaz
ninguna tendencia. El softwaze disponible (como el caso del Orchestrator),
permite modificar manualmente el parámetro de suavizado y obtener una curva,
en apaziencia, mucho más precisa.
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A simple vista parece que el Orchestrator nos ha permitido obtener una
curva. en base a la cual, podamos esta vez si, obtener algún tipo de conclusión
con un cierto rigor. Realmente, ésto no es así, observando con detalle esta curva
(figura 4.8) se pueden apreciaz graves deficiencias.
El problema que se presenta, deriva, del hecho de haber realizado una so-
bresuavización de la curva (parámetro de suavizado demasiado grande). La
gravedad de este hecho, queda resaltado de forma especialmente relevante en
las zonas destacadas en la figura 4.9, ya que podemos observar como la pro-
fundidad de los picos se ha visto claramente reducida en comparación con la
primera infrasuavización (figura 4.8). Ésto cobra una gran importancia debido
a que el área comprendida en dichas zonas, resaltadas en la figura 4.9, aporta
una información en cuanto a las pérdidas o liberaciones de energía durante el
desazrollo del experimento.
En las figuras 4.10 y 4.11 presentamos nuestros resultados de suavización,
mediante el empleo de ventana global o local. La primera de ellas permite visua-
lizaz la suavización obtenida mediante la va.riante de ventana global. Podemos
constatar cómo el problema de sobresuavización de los picos ha sido resuelto y
afirmaz, a su vez, que la curva no presenta las graves deficiencias de suavización
obtenidas mediante el Orchestrator en primera instancia.
En el supuesto del empleo de ventana local (figura 4.11), podemos ver que
de nuevo los picos no presentan problemas de sobresuavización, y se obtiene
una aparente mejora en la suavización de las zonas más planas de la curva con
respecto a la variante de ventana global.
Finalmente, este hecho lo hemos contrastado con los picos de la curva DSC
correspondiente, comprobando que en nuestro caso sí son del mismo orden de
amplitud. Además, como comprobación adicional, hemos compazado la esti-
mación proporcionada con nuestro método con el ajuste paramétrico logisti-
co visto en el capítulo 3 de esta memoria, para muestras susceptibles de ser
ajustadas correctamente por este modelo pazamétrico, observando la aparente
igualdad de las gráficas resultantes.
4.8 Estudio de simulación
En esta sección realizazemos un estudio de simulación con el objeto de es-
tudiar cómo se comporta el estimador no pazamétrico propuesto. Analizaremos
diferentes grados de dependencia y estudiazemos las ventajas e incovenientes del
empleo de la ventana local o global en el suavizado.
Puesto que queremos simular diferentes grados de dependencia entre los
errores, y estos sólo dependen del apazato que se esté usando, no del tipo de
curva que se analice, centrazemos nuestro estudio en la simulación de curvas
TGA, paza las cuales hemos visto en el capítulo 2 cómo obtener un modelo
pazamétrico adecuado, el de suma de funciones logísticas.
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Figura ^.7: Gráficas del experimento con oxalato de calcio.
Con el fin de generar un modelo para la dependencia de los errores se aplicará
un método similar al empleado en otros trabajos, concretamente, aplicaremos
cl tambiFn usado por Cao, Quintela y Vilar-Fernández (1993), entre otros.
Entre los distintos materiales que podríamos modelizar nos centraremos en
aquellos que tienen una curva con varios escalones, como es el caso de algtmos
polímeros. Concretament,e simularemos diferentes muestras para tma fimción
que refleja la forma que tiene la curva de PVC. En cualquier caso la función
usada para la modelización paramétrica de una curva TGA de tm material
simple se modelizará como:
e^
1 + e^
Partiendo de esta ftmción f podemos obtener la fimción m, mediante una
composición de funciones f con diferentes pesos, mediante la expretiión:
k
nz(.r,) _ ^ ioi Ĝ (n^ + bia:) (`1•`?^)
^=t
donde: k es el ntímero de componentes logfsticas empleadas, ur^ es el peso dr.
la i-ésima componente, ai es el parámetro de localización y 6i es el parámetro
que indica la velocidad de la caída del peso en cada proceso.
En la figura ^.12, se representa la gráfica obtenida para tratar de aproximarsc
a una nube de puntos del termograma de PVC, resulta de la comhinación de
cuatro fimciones logísticas:
m.(r)=3f(12-^^)+^f(1^-2a:)+7f(^3--1.8.r)+lf(16 .^;) (^.27)
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A fin dc podcr sinnilar la primcra y segtmda dcrivada dc la función a suavirar
ohtenemas a su vez la primera y segunda derivada de la ftmción dada por (-1.12),
obteniendo las expresiones siguientes para la primera y segunda derivadas dc m.:
^
m,'(x) _ ^ ^rn^6^ Ĝ (a^ + 6^r) (^.28)
i-r
k:
n^"(a^) - ^ rnib? f„ (n,^ + 62a') (-1.29)
^=i
A partir dc las cxpresiones (^.28) y(-1.29) sc ohticnen las gráficas de la
primera y segunda derivada de la función m., respectivamente (ver figuras ^.13
y -1.1^).
4.8.1 Generación de datos
El modclo empleado para generar los experimentos de simulación siguc la
pauta y^ = m.(.r,) +^^ siendo m,(:r^) la función suma de logísticas que hemati
creado mediante la expresión (-1.27), y donde ^i son los errores dcl modelo.
Por tanto, a fin de ohtener una simulación de la curva con ruido, hemos de
seguir los sigtúcntes pasos:
1. Sicndo a el tamaño de la mucstra, gencrar los valores x i, arz, .....r,^, a
partir del valor de ^i, que representa la distancia entre dos puntos conse-
cutivos. De este modo podemos establecer:
^ti=b•i. i=1,...
2. L'na vez ohtenidos dichos valores :L ^, a;z, ... ,:rn, y a partir de la especifi-
cación de h- componentes logísticas, podremos simular la señal nz(a?t) para
i= 1. 2, ... . a, segím (-f.27).
3. Se ohticne los valores de la señal con ruido; Y^ = n^(a:^) +^^, dondo t^
son simulados imitando el crror producido por cl aparato STA. Estudios
previa^ han permitido ajustar dicho crror a un modelo AR(1 J: ^^ = pe^_i +
al, con p E(-1, 1) y los a^ son valores independientes simulados de una
N(0, rr^), con ^^ = rr^ ^1 - p^^.
La simulación de cada component.e ai se ha llevado a caho haciendo uso del
mí^todo dcl Tmrema Central del Límit.e (véase Cao (2002)).
4.8.2 Estimación en los extremos (efecto frontera)
Como com<^nt.amos en la sección ^.8, nos hemos encont.racío con un prohlema
a la hora dc cstimar los valores dc la señal en los puntos ext,rcmos dcl intervalo,
prohlema quc ha sido sometido a un profiindo estudio por partc de Scifter y
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Gasser ( 1996), y que encuentra su fundamento teórico en la escasez de puntos a
paztĜ de los cuales obtener la estimación en un punto dado, xo, cuando, debido
al valor del pazámetro de suavizado h, xo f h no contiene suficientes puntos, lo
que se denomina efecto frontera.
Seifter y Gasser afirman que en dichos casos, con el fin de garantizaz una
varianza fmita en la estimacíon, se ha de exigir la existencia de al menos p+ 3
puntos en el intervalo de suavizado. Sin embazgo, aunque imponiendo esta
restricción garantizamos una varianza finita, ésta puede ser elevada, viéndose
gravemente afectado el valor del AMSE (Average Mean Squazed Error) que
obtenemos mediante:
- 1 n
AMSE _ ^ ^ MSE(m(x=)),
^=i
donde:
T
MSE(m(x^)) = 7, ^ (m.i (x:) - m (x^))2 ,
^=i
siendo n el número de instantes de muestreo de la señal, T el número de simu-
laciones realizadas y m^ el estimador de la función de regresión construido con
la j -ésima muestra simulada.
Teniendo en cuenta que el MSE se puede obtener a su vez a partir de:
MSE(m(xi)) _ [Sesgo (m(xi))^2 + Var ( m(xi)) ,
es obvio que la varianza introducida por los puntos extremos influye de forma
claza en el valor obtenido del AMSE.
Con el objetiw de que los valores estimados en los puntos extremos de las
señales (véase figura 4.18), no nos impidan realizar un estudio riguroso de los
resultados obtenidos mediante las simulaciones, hemos incluído la posibilidad
de no consideraz dichos puntos en el cálculo del AMSE que denotaremos como
AMSES'°. Como consecuencia, en las simulaciones hemos permitido la posibili-
dad de fijaz el níunero de puntos extremos a descartar (d) y expresaz, por tanto,
el AMSES'° de la forma:
AMSES'° _
1 n-d
^ MSE(m(x;))
=1+d
(n - 2d)
Realizamos una ampliación del área indicada para poder observar con mayor
detalle el problema reseñado. La figura 4.19 muestra los primeros 50 puntos, lo
que nos permite apreciaz cómo apazecen en el extremo inicial unos valores de la
estimación clazamente atfpicos. De igual modo, podemos observar que el mismo
tipo de problema se produce en los puntos extremos por la derecha de la señal
(figura 4.20).
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4.8.3 Resultados de las simulaciones
Hemos simulado un total de T= 500 muestras, de tamaño n = 800 con
el fin de estudiar la influencia de los dos selectores de ventana propuestos en
el capítulo 4. La varianza del error la hemos tomado como Q2 = 0.05 y los
diferentes valores del coeficiente de coorrelación se han va.riado desde -0.9 hasta
0.9. Además se ha considerado que los datos están generados mediante un diseño
fijo equiespaciado, con S= 0.025. El criterio usado para medir el ajuste ha sido
el del promedio del error cuadrático medio:
AMSE = 1 ^ E ((fi-c(xz) - Tn(xt))2) = E ^ 1 ^ (rrm
n i-1 n i-1
que se ha estimado mediante la expresión:
_ n T
AMSE _ ^ ^ T ^ (mi (^^) - m (^z))2 ^
i-i ^=i
- m(^:))2 ,
donde m^ (xi) es el estimador de la regresión en el i-ésimo punto del diseño
usando la j^sima muestra simulada. Para medir la influencia de la eliminación
de puntos en torno a la frontera, hemos considerado una modificación mediante
^^ s;n
la versión AMSE :
^^ SIII
AMSE _
1 n-d
^ MSE(m(xt)),(n - 2d)
i=1+d
donde d es el número de puntos que eliminamos en cada extremo. En la práctica
tomaremos d = 10. _
Emplearemos, además, la siguiente notación: AMSEL,1 y AMSEL,2 re-
presentan el error para el estimador polinómico local obtenido con el método
plug-in en dos etapas y con ventana local incorporando la estimación de la suma
de autocovarianzas mediante los métodos 1 y 2(véanse (4.17) y(4.22)), respec-
tivamente, introducidas en la sección 4.4. En el caso de usar ventana global
emplearemos la notación AMSEG,1 y AMSEc,2. Similar notación usaremos
^^ sin ^^ sin ^^ sin ^^ sin
para el caso de elimar puntos AMSEL,1, AMSEL,2, AMSEc,l y AMSEc,2.
En las tablas 4.4 a 4.9 se puede apreciaz la tendencia decreciente del AMSE
y de la versión sin los extremos al disminuir el valor del coeficiente de correlación.
Las diferencias en tiempo de cálculo entre las ventanas global y local, son
apreciables ya que la ventana global necesita menos tiempo de CPU (del orden
de 6 veces menos) que la ventana local.
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p AMSEL 1 AMSEL 2
0.9 0.009300 0.009334
0.6 0.001036 0.001048
0.3 0.000381 0.000381
0 0.000203 0.000205
-0.3 0.000134 0.000133
-0.6 0.000097 0.000105
-0.9 0.000075 0.000078
Tabla 4.4. AMSE para la ventana plug-in tipo local con los dos métodos.
p AMSE^ 1 AMSE^ 2
0.9 0.010242 0.010230
0.6 0.001397 0.001396
0.3 0.000567 0.000564
0 0.000319 0.000317
-0.3 0.000210 0.000209
-0.6 0.000151 0.000151
-0.9 0.000122 0.000122
Tabla 4.5. AMSE para las ventanas plug-in globales con los dos métodos sin
puntos extremos.
p
^^ sin
AMSEL 1
- s^n
AMSEL 2
0.9 0.009376 0.009357
0.6 0.001015 0.001028
0.3 0.000369 0.000368
0 0.000195 0.000197
-0.3 0.000128 0.000127
-0.6 0.000092 0.000101
-0.9 0.000071 0.000070
Tabla 4.6. AMSE para las ventanas plug-in locales con los dos métodos sin
puntos extremos.
p
- sin
AMSE^ 1
^^ s^n
AMSE^ 2
0.9 0.010080 0.010072
0.6 0.001392 0.001393
0.3 0.000562 0.000565
0 0.00316 0.000317
-0.3 0.000208 0.000209
-0.6 0.000151 0.000151
-0.9 0.000119 0.000119
Table 4.7. AMSE para las ventanas plug-in globales con los dos métodos sin
puntos extremos para la primera deriva,da.
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p AMSEL 1 AMSEL z
0.9 0.185815 0.354937
0.6 0.038992 0.166503
0.3 0.014042 0.092983
0 0.007527 0.059680
-0.3 0.004930 0.043556
-0.6 0.003606 0.036175
-0.9 0.002838 0.058530
Tabla 4.8: Resultados para ventanas locales al estimar la primera derivada.
p `4S L 1 AS L 2
0.9 7.921071 8.485327
0.6 1.903320 2.016023
0.3 0.704224 0.952018
0 0.392530 0.536148
-0.3 0.268913 0.385504
-0.6 0.205573 0.310128
-0.9 0.169449 0.285341
Tabla 4.9: Resultados paza ventanas locales al estimar la segunda derivada.
Observando los valores de las tablas anteriores (tablas de 4.4 a 4.9) se puede
apreciaz la disminución del AMSE al pasar de dependencia grande entre los
datos (p = 0.9) a independencia (p = 0). Paza el caso de dependencias negativas
se observa cómo disminuye al aumentar el valor absoluto de la correlación.
Como consecuencia del estudio de simulación hemos tomado las siguientes
decisiones:
• Empleo del método 1 para la estimación de la suma de autocovasianzas
en detrimento del método 2.
• Posibilidad de trabajaz con ventana local o global, en función de los re-
sultados que se quieran obtener, es decir, basándose en un criterio de
precisión frente a tiempo de ejecución.
4.8.4 Algunos resultados gráficos
Mostramos a continuación una serie de gráficas, a modo de ejemplo, donde
podemos observar las funciones que obtenemos mediante simulación, partiendo
del modelo (4.26) y va.riando los valores de los pazámetros p y Q2, es decir,
va.riando el factor de dependencia o correlación de orden uno y la varianza del
error.
En la gráfica de la figura 4.15 hemos utilizado un valor de p= 0.25 con
a2 = 0.007. Como vemos en la vista general de la función, el error introducido
es inapreciable, por lo que realizaremos una ampliación de la curva en el punto
indicado.
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A fin de observar la relevancia de la dependencia en el modelo de sinnilación.
analizamos a continuación los efcctas producidos por la modificación dc dicho
parámetro. Inicialmente hemos tomado un valor de p= 0.9, quc indica ^ma
dcpendencia positiva muy elevada, lo quc contribuye a quc cl crror cn un punto
mantenga la tendencia del anterior en este caso la curva con error se maticne
por debajo de la original a lo largo de todo el intervalo de definición. En el caso
contrario, es decir tomando un valor del coeficiente de correlación negativo.
p=- 0.9, que indica una dependencia negativa elevada, observemos cómo la
curva con crror oscila en torno a la original a lo largo dc todo cl intcrvalo dc
dcfinición ( figura ^1.17). Por otra partc la influencia dc la varianza cn cl modclo
también queda patentc cn la ^,ona ampliada de la.s figuras ^.16 y^1.17, observamos
como es lógico, ^m incremento considerable del ruido al incrementar la varianza.
Finalmente, presentamos otras salid^s gráficas en la.s quc se reHejan partc
de los resultados de la.s simulaciones comentados y ya expuestos en las t.ahl^.,
^.^1 a ^.9.
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Figura 4.14: Seg^inda dcrivada de la función simulada.
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Figura ^.16: Zona ampliada de la curva con ruido (p = 0.2^ y^^ = 0.007).
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Figura -1.21: Comparación dc los dos métoda5 con vcntanas localcs para la
^^stitna^^i^n d^^ la regresión. En rosa A:IISE con cl método 2 y en arul A^^ISE
^•^^n ^^l tuétodu 1.
4.^. EST UDIO DE Sl^ll ULACIÓN ^7
,2
a6
06
0.4
02
-0.8 ^0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8
Figura ^.22: Comparación del AlI^I SE para ventana local frente a glohal para
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A^ISE con ventana local.
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Capítulo 5
Clasificación de materiales
5.1 Introducción
Uno de los problemas a los que se enfrentan los investigadores es el de
clasificación de los materiales y, para este fin, suelen usar curvas procedentes de
espectrometrfa. Los inconvenientes que tiene el manejo de estas curvas es, por
un lado, el eleva.do coste de estos equipos, y por otro, la dificultad de clasificaz
ciertos materiales debido al requerimiento de que las muestras a estudio deben
ser lo más homogéneas posibles.
Puesto que las curvas TGA permiten medir la masa de la muestra mien-
tras está siendo sometida a un programa térmico, describen el comportamiento
del material al ser calentado, siendo únicas paza cada clase de material. Esta
propiedad nos llevó a la idea de usa.r estas señales paza la clasificación de los
materiales.
En este capítulo hazemos una introducción a distintas técnicas de clasifi-
cación con el objeto de presentar un método que nos permita la clasificación de
materiales. En el contexto de clasificación, necesitamos tener una información
de muestras de las que se conozca, su procedencia para, a partir de ellas, poder
clasificar otras nuevas. En nuestro caso, trabajaremos con distintas muestras de
madera y de PVC, si bien, podría extrapolarse el estudio a cualquier material
susceptible de ser tratado mediante análisis térmico. Presentaremos un método
de clasificación basado en la regresión no paramétrica funcional, utilizando co-
mo datos las curvas TGA. Finalmente, con el fin de estudiaz el comportamiento
del método de discriminación propuesto, se realizará un estudio de simulación.
5.2 Clasificación de datos
El problema general de clasificación estudia cómo asignaz una observa.ción
a una clase de un conjunto finito de ellas. Este problema recibe diferentes
nombres según la perspectiva de estudio: en informática se conoce como teoría
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de aprendizaje, en ingenierfa se suele denominar reconocimiento de patrones y
en estadistíca se engloba dentro del problema de clasificación.
En el campo de la informática el problema de clasificación se engloba dentro
de la teoría del aprendizaje, dividiéndolo en dos fases: entrena^niento y apren-
dizaje. En la fase de entrenamiento, se diseña un extractor de caracterfsticas
para representar los patrones de entrada y se entrena al clasificador con un con-
junto de datos, llamados de entrenamiento, de forma que el níunero de patrones
mal identificados se minimice. En el modo de reconocimiento, el clasificador
ya entrenado toma como entrada un nuevo elemento desconocido y lo asigna
a una de las clases. En este campo suele empleazse técnicas denominadas de
neurocomputación cuya base está en la teoría de las redes neuronales artificiales
(véase Werbos (1991)).
En el contexto de la ingeniería un patrón se define (Watanabe (1985)) como
una entidad a la que se le puede dar un nombre y que está representada por un
conjunto de propiedades medibles; como ejemplo de patrón podría considerazse
las curvas TGA. Un sistema de reconocimiento de patrones tiene dos ob jetivos:
identificar el patrón como miembro de una clase predefinida ( clasificación sv,-
peruisada) o asignar el patrón a una clase todavía no definida (clasificación no
superirisada o clustering). En cualquier caso, el diseño de un sistema de re-
conocimiento de patrones requiere tres fases: adquisición y procesamiento de
datos, extracción de características y toma de decisiones.
En el contexto de la estadística, las técnicas de clasificación se estudian den-
tro del análisis discriminante. El análisis discriminante se utiliza paza clasificar
individuos en grupos o poblaciones a partir de los valores de un conjunto de
va.riables sobre los individuos a los que se pretende clasificaz (Uriel (1991)). La
pertenencia a uno u otro grupo se introduce en el análisis mediante una va.riable
categórica, que toma tantos valores como grupos existentes, jugando también
el papel de variable dependiente. A1 igual que ocurría en el ca.mpo de la regre-
sión, el análisis discriminante puede hacerse en un contexto paramétrico o no
paramétrico.
En el análisis discriminante paramétrico existen va.rios métodos, destacando,
entre ellos, el análisis discriminante lineal de Fisher, el análisis factorial discrimi-
nante (FDA), el análisis discriminante con penalización (PDA) propuesto por
Hastie et al. (1995) o su versión generalizada propuesta por Marx y Eilers
(1999).
Dentro de los modelos de tipo no pazamétrico, que no necesitan de la esti-
mación previa de ningún parámetro, destacaremos el método discriminante tipo
núcleo, que está dando excelentes resultados en su aplicación a la clasicación
de curvas, como constatan Ferraty y Vieu (2003). Estos autores aplican va.rias
técnicas a 160 espectros, obtenidos del análisis de muestras de carne, con el fin
de clasifica.rlos por su contenido en grasa. En su trabajo comparan métodos
conocidos, como el FDA o el PDA, con el método no paramétrico discriminante
(NPCD), resultando éste mucho mejor, en cuanto a presentar menor probabili-
dad de clasificación incorrecta.
En nuestro caso, puesto que hemos visto que la estimación paramétrica. de
las curvas TGA puede no ser adecuada paza algunos materiales, y teniendo en
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cuenta que disponemos de un procedimiento automático para la estimación no
paramétrica de dichas curvas (expuesto en el capítulo 4), hemos optado por un
modelo no paramétrico de clasificación.
En cualquier caso, el modelo matemático se puede expresar en términos de
una variable aleatoria funcional, X, que toma valores en el espacio de posibles
curvas TGA, y una variable aleatoria Y que toma valores en un conjunto finito
de clases {0,1, . . . , G} .
5.2.1 Reglas de clasificación
Una regla de clasificación es una función 1; que asigna a cada observación
una clase. Cuando la observación consta de d componentes se trata de:
1;:Rd-^{0,1,...,G}.
La calidad de una determinada regla de clasificación se medirá mediante la
probabilidad de cometer un error en la clasificación:
L(1;) = P (^(X) # Y) .
Se tratazá de minimiza.r L(^). En el caso en que tengamos sólo dos posibles
clases, G= 1, y definiendo ^(x) = P(Y = 1/X = x) la regla de clasificación de
Bayes, 1;', definida como:
^" (^) _ { ó si rl(x) > ^si ^(^) < 2
resulta ser bptima, en el sentido de que para cualquier otra posible regla ^ se
verifica que L(1;) > L(^'). A1 valor L(1;`) suele denominazse error Bayes.
Obsérvese que en el caso de dos clases, G= 1, se tiene que:
^(z) = E(Y/X = x) = P (Y = 1/X = ^) ,
es una función de regresión. Si pudiésemos estimar esta función de regresión
tendríamos resuelto el problema de la clasificación.
5.2.2 Regla de máxima verosimilitud
Supóngase conocida la distribución del vector aleatorio de interés condi-
cionada a cada uno de los grupos: X ^ y=i, i = 0,1, ..., G, y denótese por
Li (^) el valor de la función de verosimilitud (función de masa de probabilidad,
en el caso discreto, o de densidad, en el caso continuo) del grupo i, es decir
Li (^) = P(X = x^y=i), o bien Li (^) = f (2ly=i)• La regla discriminante de
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máxima verosimilitud consiste en asignar a cada posible futura observación, ^,
el índice j para el cual
L^ (x) = max Li (x) ,
aE {0,1,... ,G}
decidiendo arbitrariamente en caso de empate en el máximo.
5.2.3 Regla Bayes
La regla Bayes se basa en calcular las probabilidades de pertenencia, a
posteriori, a cada clase, dada una nueva observa.ción:
P(Y = i/X = x) = Ĝ (X/Y = i) pti . (5.1)
^ • (X/Y = i) p^
;-o
donde f(X/Y = i) es la función de densidad condicionada de la va.riable X
dado el valor Y= i y p^ es la probabilidad de pertenencia a la clase j de una
observa,ción elegida al azar de la población. En el caso discreto las funciones
de densidad condicionadas f(X/Y = i) serán sustituidas por las probabilidades
condicionadas P(X = x/Y = i).
La clasificación de cada individuo se puede realizar mediante la comparación
de las probabilidades "a posteriori" dadas en (5.1). Así, se asignará un individuo
al grupo para el cual sea mayor su probabilidad a posteriori.
La regla discriminante de má^dma verosimilitud y la regla Bayes pueden ex-
tenderse fácilmente a un contexto no paramétrico, sustituyendo los estimadores
paramétricos de la función de masa de probabilidad o de densidad del vector
aleatorio por estimadores no paramétricos.
Como se ha comentado anteriormente, nuestro interés está en obtener un
método que permita la clasificación de materiales a partir de sus termogramas,
más concretamente, partiremos de un conjunto de materiales para los que cono-
cemos a qué grupo pertenecen e intentaremos, dado un nuevo material, mediante
su curva TGA, asignarlo a una de las clases. Puesto que trabajaremos con cur-
vas como va.riables clasificadoras y pretendemos usar un método discriminante
no paramétrico, haremos una pequeña introducción, en la siguiente sección, a
la regresión no paramétrica funcional.
5.3 Modelo no paramétrico de regresión funcio-
nal
Dada una variable respuesta aleatoria real Y y otra variable explicativa. X
que toma valores en un espacio vectorial, en el que se ha definido una seminorma
I I' I I deseamos estimar el operador funcional y definido por Y= r(X )+ e, donde
E es una variable real de media cero e independiente de X y r es suave.
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Una vez medida la distancia entre curvas mediante una seminorma, cuya
elección es un problema de índole no menor, se enfocará la clasificación oomo
una consecuencia del problema de regresión de tipo funcional, en el que para
estimar r se hará uso del estimador tipo núcleo Th(x) siguiente:
_ _ ^^YiK\^x_X^ 1 _rh(x) ^1 K ( ^Z_Xt ` (5 2)
En la expresión anterior rn(x) es una versión d)el estimador de Nadaraya-
Watson para regresión funcional y hn(x) representa el parámetro ventana que
puede depender de ca,da valor x, en el oontexto de estimación local, y que tam-
bién se puede expresar en su versión globaL Este estimador ha sido usado por
autores como Ferraty y^eu (2002a) para el estudio de espectras donde han
utilizado el núcleo de Epanechnikov K(x) _^(1 - x2) Il^y^^l^.
En la formulación del problema, en e1 contexto de la estimación de la regre-
sión, se considera que la variable Y es de tipo escalar y la variable X es de tipo
funcional con una seminorma asociada ^ ^• ^ ^. Un caso particular de este modelo
es aquel en que X pertenece a un espacio de Hilbert (véase Ramsay y Silverman
(1997), como es el de las funciones continuas en un intervalo, caso también de
las curvas TGA usadas en este trabajo. (X E L2 ([O,T])) .
La idea de la estimación consiste en ^^^mir condiciones de regiilaridad para
r y utilizar un suavi^.ado tipo núcleo. Para medir la proximidad entre curvas
utilizatemos una seminorma ^ ^• ^ ^. A1 igual que en la estimación no paramétrica
real, en este contexto funcional, es también crucial la adecuada selección de la
ventana.
5.3.1 Selección de la ventana de suavizado
Entre los métodos existentes para estimar la ventana óptima está el de vali-
dación cruzada de minimos cuadradas, propuesto por Rudemo ( 1982) y Bowman
(1984), este método consiste en seleccionar el valor de h que minimice una
estimación del error c^adrátioo integrado (ISE(rh)).
ISE (Th) = J (Th (x) - r (x))2 dx.
El parámetro ventana será aquel h que minimice la función de validación
cruzada general CV (h)
z
CV(h) = n-1 ^ (Y^ - rh'(X^)) , (5.3)
^_i
siendo Th ' el estimador calculado con la muestra sin el dato (X„ Y^ ). H^rdle y
Marron ( 1985) demuestran la optimalidad asintótica de la ventana elegida por
este criterio en el caso de una va.riable explicativa real.
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En nuestro caso, puesto que lo que nos interesa es clasificas adecuadamente
los materiales, utilizazemos una modificación del método de validación cruzada
basado en minimizar la probabilidad de clasificación incorrecta que denotare-
mos por CV(h). Esta probabilidad dependerá de la regla de decisión empleada
d. Usazemos la regla que maximice la probabilidad estimada de pertenencia a
posteriori (rh^)), lo que equivale al empleo de la regla Bayes no paramétrica.
Estimaremos rĜ°), rhl), ..., rĜc) para una rejilla de valores de h, para final-
mente calcular el máximo de estas estimaciones en el punto en cuestión:
dh(x) = azgmax {rh^)(^)} .
o<;<c
Finalmente, se definirá la función de validación cruzada modifica.da como
_ n
CV(h) = n-1 ^ 1{Yi^di.' (X^)}^ (5.4)
;_i
donde d^^ denota la regla de clasificación construída sin la j-ésima observación.
La ventana de va.lidación cruzada, que denotaremos pon c^v, será aquella
que minimice la expresión anterior. Obsérvese que esto trata de estimaz aquel
parámetro que minimiza la probabilidad de clasificar mal una futura obser-
vación.
5.3.2 Elección de la seminorma
Otro problema distinto es encontrar cuál es la "distancia" que debemos usaz
de cara a que curvas del mismo material no presenten distancias eleva.das y sí
las tengan pazes de curvas procedentes de materiales distintos. En el estimador
usado, Th(x), la distancia entre las funciones, curvas TGA en nuestro ejemplo,
se mide a través de una seminorma ^^•^^.
En nuestro caso la elección de la seminorma dependerá de los datos a usar.
En un principio usaremos la norma L1, pero en caso de observar problemas de
ca.mbios de escala intentaremos ver qué mejoras se obtienen con el uso de las
"distancias" entre la deriva.das (hasta un orden k) de las curvas TGA, en vez de
usaz la propia función de regresión, para ello se podrían usaz seminormas que
dependan de la derivada v-ésima, que podemos agrupar dentro de la familia
Nk siguiente:
2 \ 1/2
Nk = {^^•^^v;v =0,1,2,...,k} con ^^f^^„ _
\^ \f (v)(t)) dt I .
Como caso particular está el caso v= 0, denominada norma euc/lidea o norma
LZ :
i/a
^^f ^^o = ( f • (t)2dtl .
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5.4 Programa para clasificar materiales
Con el objeto de implementaz nuestro método de clasificación de curvas es
necesazio realizar una serie de cálculos que a continuación se detallan.
5.4.1 Cálculo de las distancias entre las curvas
En primer lugaz tenemos que hallar las distancias entre todas las curvas a
clasificar. Para este fín necesitamos realizar una serie de pasos. En un principio,
las diferentes curvas TGA no están evaluadas sobre el mismo conjunto de pun-
tos, por tanto, un primer paso consiste en situar las gráficas en una misma rejilla
(o partición). Para el eje de abscisas, que correspondería con la va.riable tiempo,
elegimos m= 3000 puntos; para el de ordenadas situamos todas las muestras
en función del tanto por ciento de peso, reescalando el peso de la muestra con-
siderada al 100%. Finalmente, después de estudiar alguna situación real, hemos
considerado que es suficiente consideraz las curvas hasta que pierden el 60% de
su masa, por lo que se ha eliminado del estudio la parte final de cada espectro.
A continuación hemos procedido al cálculo de las distancias entre todas las
curvas a estudio, para lo que usamos la norma Ll:
Ilf - gli = f I(f(t) - g(t))I dt ^^ I f(t=) - g(tz)I ( tt - ti-^) ,
i-2
siendo tl < t2 <...< t,,,, los puntos en cuestión elegidos, de forma única, para
el conjunto de todas las curvas.
Finalmente, con el objeto de ca.lculaz las diferencias I f(t^) - g(tt)I , se han
interpolado los valores de aquellas curvas TGA de la muestra que no estaban
evaluadas en cada punto de la paztición tl < t2 <...< t71.
5.4.2 Determinación de la ventana de validación cruzada
Una vez halladas las distancias para cada par de curvas, esto es, II X= - X^ II ,
paza cada i^ j, se procede al cálculo de los valores rĜi)(k) con el fin de calcular
la ventana por el método de validación cruzada:
^ K ( X^hX ) 1{Y^=k}
-^(-=)(k) _ i=1.^#= (5.5)rh - n ,^ K ^ X^-X ^
h)=1,^^2
para cada k E{0, 1, ..., G} , haciendo que h recorra una rejilla de valores. Con-
cretamente hemos elegido diferentes valores para h, entre el mínimo de todas
las distancias IIXt - X^ II paza i# j, y el triple del máximo de estas distancias,
tomados a intervalos de 1.5 veces el anterior (es decir, una paztición con paso
multiplicativo),
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hE ^min^^.Y2-.Y^^^,3max^^Xt-X^^^ 1 ._^^
Finalmente, se elegirá aquel h que minimice la función CV(h) definida en (5.4),
que resulta ser n'1^^ 1 1 {Y; ^d^, ;^X; ^} donde:
dh^ (X^) = arg max {TĜ-7)(k)1 ,
0<k<G )
eligiendo la media entre el mínimo y el máximo valor de la ventana que presenten
un valor mínimo de CV(h) en caso de haber más de uno.
Conviene resaltar que las distancias entre las curvas TGA, ^^Xi - X^ ^^ para
i# j, se calculan una sola vez, y se almacenan en una matriz al objeto de
evitar cálculos repetitivos de distancias entre un mismo par de curvas (obsérvese
que finalmente tendremos un método iterativo que va "probando" con distintos
valores de h). La función núcleo utilizada ha sido la de Epanechnikov.
5.4.3 Clasificación de un nuevo material
Dada una nueva muestra que nos interese clasificar, calcularemos las dis-
tancias entre su curva TGA, previamente reescalada, con las demás curvas de
nuestra base de datos. Así, si llamamos x a esta nueva, curva. a clasificar, calcu-
laremos ^^x - X^ ^^ , Para j = 1, 2, ..., n, a continuación ca.lculamos rhk^ (x) para
cada clase de valores k E{0,1, ..., G} , eligiendo aquella clase k que maximice
hk^(x).
Este método de clasificación se ha implementado en lenguaje C, forman-
do parte del Proyecto de Fin de Carrera de Ingeniería Informática de Carlos
Dominguez Salgueiro (Dominguez (2003)).
5.5 Aplicación a muestras de maderas
5.5.1 Características específicas de las muestras a analizar
Las muestras de madera presentan una gran dificultad de clasificación, de-
bido a la gran va.riabilidad existente dentro de un mismo grupo: humedad dife-
rente, edad, tiempo desde el corte, etc.
Las maderas forman parte del grupo de materiales lignocelulósicos. Sus
componentes principales son: celulosa, hemicelulosa y lignina. Los estudios
térmicos de cada componente por separado vienen realizándose desde la década
de los 60, destacando los trabajos de Chatterjee y Conrad (1970), que sientan las
bases de estudios posteriores. Estos autores analizan la pirólisis de la celulosa,
que a temperaturas por debajo de 280°C se ve favorecida por la formación de
residuos sólidos y gases, mientras que a temperaturas superiores se favorece la
formación de alquitranes.
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Lna cucstión tratada ampliamente es si es pa5iblc representar la pirólisis
de materiales lignocelulósicos como la suma simple dc sus componentes, o si
estos componentes interaccionan físicamente, provocando que el material ligno-
cclulósico sc comportc dc forma única durantc su degradación térmica.
Figura ^.1: Comparación dc tres muest,ras de la misma madera (pino), una con
distinta humedad (vcrdc).
Los estudios de la cinética de celulosa, lignina y hemicelulosa por separado
han revelado que las intcracciones entre las fracciones son importantes, y el
comportamiento de la madera en su pirólisis no se puede considerar tĜna adición
dc sus componentes. Además el proceso de separación dc la lignina, celulosa y
hemicelulosa puede alterar la estructura del material de partida. En particular
Chatterjee y Conrad (1970) afirman quc es imposiblc aislar la lignina dc la
madera sin cambiar su estructura, incluso utilizando el mismo método, es difícil
obtener muestras idénticas. Sin embargo, en cl análisis en la termohalanza dc
materiales lignocelulósicos generalrnente aparecen dos o tres pic.os (o procesos),
que pueden identificarse con hemicelulosa, cclulosa y lignina, indicando que,
atmque existen interacciones entre las fracciones, se manticne su identidad (veáse
figura ^.1). Estos comentarios ponen de relieve la difictiltad de establecer un
buen método para la clasificación de tipos de madera.
Aplicación a un caso práctico
Partiendo dc tm total dc 1J muestras de 7 clases dc^ madcra, hemos vcri-
ficado nucstro programa de clasificación cle materiales en base a los espectros
dc sus curvas TGA. Tencmos distint,as mucstra5 de cada tipo de madera quc sc
mcncionan en la tabla ^.1.
lOS C.^PÍTULO ^. CLASIFIC.-^CION DE ilL4TERL-^LES
Gru^o Gla se ILI t^estra.^
1 ra.çtaño ^1
2 ciprés 3
3 hi.g^^,era ^1
^ m,an.za^no 2
^ olivo 2
6 ^ino 2
7 roble 2
Tahla ^.1: ^Iucstras de madcra estudiadas.
Se han utili•r,ado tres tipos de distancias entre las dist.intas combinaciones
de pares de las 19 muestras: la dist,ancia entre las curvas TGA, la distancia
entre las derivadas primeras de estas curvas y la clist,ancia entre las derivadas de
segundo orden. Hemos comprobado que no existe gran diferencia en el empleo
dc estas distancias.
,,,
ioi
s
L_
i
U
!^ J`'2999 s8?s9s^s^22^^s2'29'ti)^ ^30O^u' `^e^^s4s 1^eB^s)OS1sp^'es^s
d` 7 ^
h
Figura ^.2: Función dc valiclación cruzada para las madcras.
En la figura ^.2 se puede ohservar la fimción de validación cruzada para este
ejemplo, en la que para la ventana óptima se obtiene un valor 0.64 de CV(h).
En tm principio, nos ha parecido que estos resultados no eran lo bucno que cabe
esperar, sin embargo, otros métodos de clasificación de materiales existentes,
como la utilización de espectrometría, no mejoran estos porcentajes. i;no de los
posibles motivos que dificulta atunentar el porcentaje de clasificación correcta es
quc se disponía de un mímero muy reducido de experimentos, por lo que hemos
verificado nuestro método mediant,e un estudio de simulación que se detallará
en una sección posterior.
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Figura ^.3: Comparación de 6 muestras de madera de cios clases distintas, una
formada por las curvas en rosa y amarillo y otra por las restantes.
5.6 Aplicación a muestras de PVC
5.6.1 Caracterfsticas específicas de las muestras a analizar
Como una segunda aplicación del método propuesto de clasificación hemos
elegido 16 muestras de PVC, difercnciadas entrc rígidos y fle^cibles, elegidoti a
partes iguales y que serán las dos clases a considerar . Se tomaron muestras con
un pcso aproximado de 3^ mg, y fueron sometidas a una rampa de calentamiento
en aire desde 2^°C hasta 600°C a una velocidad constante de 10°C por minuto.
Posteriormente se sometieron a una etapa isoterma a 600°C para asegurar su
combustión.
En la figura 5.^ se aprecia la diferencia entre una muestra de PVC rígido
frente a otro Hexiblc. Sc pucde obscrvar las dos etapas ftuzdamentalcs de la
degradación del PVC. La primera, proceso primario, se debe a la inestabilidad
de determinados átomos de cloro quc conduce a la eliminación de la molécula
de HCl y la formación de un doble enlace. En la segunda etapa es cuando el
polímero residual ardc.
La.s mucstras analizadas permanecieron estables por debajo dc los 180°C,
siendo, apro3cimadamente, a esta temperatura cuando se inicia la degradación.
Como diferencias entre las muestras de PVC rfgido y flcxible quc sc^ puedcn
apreciar, mediante el estudio termogravimbtrico, cah<^ resaltar:
• En las curvas TGA dc las mucstras rígidas sc aprccian, con mayor claridad,
dos escalones en la segunda etapa de degradación.
110 CAPÍTULO 5. CLASIFICACION DE iIL^TEIZIALES
azs o „oo
,ooo
^o
soo 0
^o
^
^I200 0
i 1000
2^.0` . , . . , , . ^,^.0 ^OD
00 ^oo ^0 30o aoo soo ®a roo eoo
time ^minj
Figura 5.-1: Curvas TGA y DSC para dos clases de PVC (en rojo rígido y en
a•r,ul Hexible).
• El calor generacio en la combustión está entre 8 y 20 mW en las muestras
flexibles y entre 22^ y 330 mW en las rígidas.
• La pérdida de peso en la primera etapa varía cntre el ^10% y cl ^0% del
PVC rígido, mientras en el flexiblc la variación está entre el ^0% y el 60%
(tiene mayor contenido de plastificante).
Teniendo en cuenta estas difcrencias pensamos que es posible la correcta
clasificación analizando el proceso hasta la pérdida del 60% del peso de las
muestras (véa.,e figura ^.6).
Resultados obtenidos
En este caso mostramos la fimción de validación crtuacla para las 16 nnies-
tras analizadas (véase figura ^.^). Observando que la estimación dc la proba-
bilidad dc clasificación corrccta de una nucva obscrvación, utilizando cl método
de clasificación no paramétrico con ventana hc^^^ sería del 99.^°Jo.
5.7 Estudios de simulación
Con objeto de verificar cl método presentado en la sección anterior he.mos
llevado a cabo un estudio de simttlación. Considerando tres tipos de materiales
de difícil clasificación (maderas de ciprés, eucalipto y roble) hemos simulado
muetitras de curvas TGA, mediante la modelización como mezcla de logística`s,
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Figura ^.^: Función de validación criirada para cl PVC.
para lo cual fue necesario analiiar muestras reales de estas maderas con el fin
de estimar sus parámetros (véanse las tablas de ^.1 a ^.9).
5.7.1 Pasos para las simulaciones
L'saremos el modelo de mezcla de logfsticas, presentado en el capfttilo 3,
sicndo los pasos para las simulaciones:
1. Para cada tamaño, n, ge.nerar datos equiespaciados rl,.r,z, .. . ,^^n, usando
algiín valor ti > 0, quc representa cl tiempo entre instantes de muestrco
dcl cxpcrimcnto tcrmogravimétrico: ^•, = f^ • i i= 1, ..., n.
2. En cada punto ^i ,.rz, ..., a:,^, calculamos la scñal ni,(x^), para i= 1, ..., n,
usando el modelo de mezcla de logísticas c•on los parámetrov ohtc^nicíos en
las rahlas ^.10 a 5.12.
3. Consideraremos dos situaciones dist.intas con respecto a la posible depen-
dencia entre la5 parámetra5 (aleatorios) del modelo de mezcla de Logístic^.5
simulado, utilizando distintas varianzas y covariarv.as ^ntxc parámctros.
5.7.2 Muestras simuladas
Simularemos distintas maderas para lo que ajustamos 3 clases (ciprFs, eu-
calipto y roble) mediante un modclo dc rcgresión paramétrico con mczclas dc
logística.s. Como tomama5 muestras con el peso en porcentajc todcati los pcsos
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Figura ^.6: Cttrvas TGA correspondientes a 18 tipos de PVC.
sumarán 100. Supondremos quc tenemos G+ 1 g-rupos i= 0, 1, ..., G, con G= 2
en este caso. Consideraremos como señal para el grupo r-ésimo las funciones
^pi^^(^) siguicntes:
Cp^^^^^^ _ ^'lll^.^^ f^(1^^^ +Ó^^^^.T Ĝ ,
ILL=^^i
dondc los parámctros dcl modclo,
^ ^2D^^^, CL^^^, 6^^^^ , ^102^^, (L2^^, 62^^^ ...., ^^lll^r^, (1^^^.Ó^^^^ ^ ^
se suponen variables aleatorias con distrihución diferente para cada tipo de
madcra simtilado.
Para cl grupo r-ésimo sc simulará:
^(^'i•yi, z^,...,^^,yk•zk)=Nsk µ^^^,E^^^ .
con la condición de que si 3j/z^ < 0 entonces se volverá a simular de nuevo.
Lucgo sc definc:
n^^^ _•r^, b^^i = y^, zu^.^^ - k' 100, j = 1. 2, ..., k
^ zt
t=i
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Se han considerado dos situaciones al respecto de la posible dependencia
entre los pazámetros del modelo de mezcla de logfsticas:
1.- Suponer independencia entre los parámetros del modelo.
i^ E(r) 0
0 E(r)(^^
con
0 \
0 I
..
^(r)(^^ /
2
^l,j 0 0
^(r)(i) - 0 lT2,j 0 .
20 0 a3,j
2.- Suponer dependencia entre los pazámetros del modelo con coeficiente de
correlación pj.
( ^cr)(i, ^
I ^ ^(r)(z)
ol
0
...
^(r)(k) /
con
^l,j pj^1,jQ2,j
^(r)(i^ - pj°1,j^2,j ^2,j
pjal,ja3,j pja2,ja3,j
pj^l,j^3,j
p j ^2,j ^3,j
2
^3,j
A continuacibn presentamos las tablas con los valores obtenidos del ajuste
mediante el modelo de mezcla de logísticas paza 3 muestras de madera de cada
una de las tres clases consideradas, con objeto de estimaz los parámetros de las
distribuciones normales multivariantes Nak (µ(r), ^(r)) .
i 1 2 3
wz 8.5 32.75 47.60
a^ 5.12 105.01 13.45
bi -0.012 -0.056 -0.008
2
Tabla 5.2. Valores de los pazámetros de la mezcla de logísticas de la curva TGA
paza ciprés-1.
114 CAPÍT ULO 5. CLASIFICACIÓN DE MATERIALES
i 1 2 3
wi 10.5 34.65 48.40
a2 4.7 98.02 15.85
bi -0.02 -0.048 -0.015
Tabla 5.3. Valores de los pazámetros de la mezcla de logísticas de la curva TGA
para ciprés-2.
i 1 2 3
w= 13.5 37.35 39.57
ai 5.5 101.5 23.42
b2 -0.012 -0.058 -0.005
Tabla 5.4. Valores de los parámetros de la mezcla de logísticas de la curva, TGA
para ciprés-3.
i 1 2 3 4
wi 13.27 18.81 32.75 33.40
at 5.31 14.02 105.01 14.47
bt -0.012 -0.008 -0.056 -0.006
Tabla 5.5. Valores de los parámetros de la mezcla de logísticas de la curva TGA
para eucalipto-l.
i 1 2 3 4
wi 12.2 17.5 30.5 34.50
az 4.35 13.05 101.5 16.5
bi -0.016 -0.007 -0.045 -0.01
Tabla 5.6. Valores de los pazámetros de la mezcla de logísticas de la curva, TGA
para eucalipto-2.
i 1 2 3 4
w2 14.5 16.5 34.5 35.60
ai 7.33 13.05 102.5 13.5
bi -0.02 -0.01 -0.06 -0.008
Tabla 5.7. Valores de los pazámetros de la mezcla de logísticas de la curva TGA
para eucalipto-3.
i 1 2 3
w^ 5.12 55.7 38.75
aZ 7.35 78.5 10.01
bi -0.02 -0.07 -0.001
Tabla 5.8. Valores de los parámetros de la mezcla de logísticas de la curva TGA
para roble-1.
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i 1 2 3
wZ 6.6 57.5 33.6
a2 5.5 87.5 11.5
b2 -0.021 -0.07 -0.005
Tabla 5.9. Valores de los parámetros de la mezcla de logísticas de la curva TGA
paza roble-2.
i 1 2 3
wi 5.8 56.5 30.5
ai 9.5 67.05 12.5
bi -0.008 -0.06 -0.007
Tabla 5.10. Valores de los parámetros de la de mezcla de logísticas de la curva.
TGA paza roble-3.
A partir de estos valores se pueden calculaz las medias y varianzas para cada
tipo de madera, así como los valores estimados para el coeficiente de correlación
empleados para el segundo método.
Media Desviación típica
w 1 11.9067 2.7464
a 1 5.1067 0.4002
b 1 -0.0147 0.0046
w 1 38.402 2.5176
a 1 101.51 3.4954
61 -0.0540 0.0053
w 1 49.6907 5.2152
a 1 17.573 5.2036
b' -0.0093 0.0051
Tabla 5.11. Valores de las medias y desviaciones típicas para las simulaciones
de muestras de ciprés.
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Media Desviación típica
w1 13.578 0.7318
al 5.6633 1.5211
b12 -0.0160 0.0041
w2 17.9827 1.4784
a2 13.3733 0.5601
b2 -0.0083 0.0015
w 33.2240 0.9643
a 2 103.0033 1.8083
b -0.0537 0.0078
w 35.2153 1.2145
a4 14.8233 1.5309
b -0.0080 0.0020
Tabla 5.11. Valores de las medias y desviaciones típicas para las simulaciones
de muestras de eucalipto.
Media Desviación típica
w 6.0497 0.8251
a 3 7.4507 2.0019
b -0.0163 0.0072
w 58.5593 2.4852
a 77.6833 10.2494
6 3 -0.0667 0.0057
w 35.3913 3.1471
a 11.3367 1.2536
b -0.0043 0.0031
Tabla 5.12. Valores de las medias y desviaciones típicas para las simulaciones
de muestras de roble.
l l blw a
w 1 1 0.653 0.215
a11 0.653 1 0.880
b I 0.215 0.880 1
Tabla 5.13. Matriz de correlaciones para las primeras componentes de ciprés.
l l blw a2 2
w21 1 -0.038 -0.627
a21 -0.038 1 -0.754
b 1 -0.627 -0.754 1
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Tabla 5.14. Matriz de correlaciones para las segundas componentes de ciprés.
wl al bl
w 1 1 -0.998 -0.600
a 1 -0.998 1 -0.554
b 1 -0.600 -0.554 1
Tabla 5.15. Matriz de correlaciones para las terceras componentes de ciprés.
wl al b
wl 1 0.993 -0.569
a ^ 0.993 1 -0.664
bl -0.569 -0.664 1
Tabla 5.16. Matriz de correlaciones para las primeras componentes de eucalipto.
w a b
w 1 0.683 0.846
a 0.683 1 0.189
b 0.846 0.189 1
Tabla 5.17. Matriz de correlaciones para las segundas componentes de eucalipto.
w2 a b2
w 1 0.375 -0.987
a 0.375 1 -0.517
b -0.987 -0.517 1
Tabla 5.18. Matriz de correlaciones para las terceras componentes de eucalipto.
w a b
w4 1 0.664 -1
a 0.664 1 -0.663
b 2 -1 -0.663 1
Tabla 5.19. Matriz de correlaciones para las cuaztas componentes de eucalipto.
w al b
wl 1 -0.265 0.143
al -0.265 1 0.917
bl 0.143 0.917 1
Tabla 5.20. Matriz de correlaciones para las primeras componentes de roble.
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w a2 b2
w2 1 -0.470 0.810
a2 -0.470 1 -0.898
b2 0.810 -0.898 1
Tabla 5.21. Matriz de correlaciones para las segundas componentes de roble.
w a b
w 1 -0.986 0.996
a 3 -0.986 1 -0.997
b 0.996 -0.997 1
Tabla 5.22. Matriz de correlaciones para las terceras componentes de roble.
A partir de los datos de las tablas 5.13 a 5.15 obtuvimos los valores para
la estimación del coeficiente de conelación utilizando la mediana de las correla-
ciones, así para la muestra de ciprés, con correlaciones 0.653, 0.215 y 0.880,
utilizamos p = 0.653.
5.7.3 Resultados de las simulaciones
Hemos simulado una muestra de 90 curvas TGA con igual probabilidad 1/3
de cada tipo de madera, encontrándose la ventana hc^ y el mínimo de la función
de cross-validation (que se incluye en las dos últimas columnas de la tabla 5.23).
Luego se han simulado 1000 nuevas curvas, que con las mismas probabilidades
especificadas anteriormente serán de cada tipo, comprobándose a qué grupo las
clasifica, cada una de ellas, la regla Bayes estimada no paramétricamente con
ventana hc^ y confrontándolo con el grupo del que se ha simulado dicha curva.
En base a todo ello se ha estimado la probabilidad de clasificación correcta,
mediante el porcentaje de esas 1000 curvas que se han clasificado correctamente,
tanto bajo dependencia (PCCDep) como bajo independencia (PCClndep), que
se presenta en la segunda y tercera columna de la tabla 5.23.
Varianza PCClndep. PCCDep. CV(hc^)Indep. CV(hcv)Dep.
4cr 64.8 72.2 0.38 0.33
2a 73.6 75.9 0.26 0.22
Q 77.8 82 0.15 0.14
v/2 75.2 87 0.07 0.07
^/4 89.5 88.5 0.05 0.03
Q/8 92.4 95.4 0.03 0.01
cr/10 92.4 97.8 0.01 0.01
Q/20 94.3 99.8 0.01 0
^r/40 98.9 100 0 0
^ .=^u 99.5 100 ^ i u ^
Tabla 5.23: Porcentajes de clasificación correcta (PCC) en función del método
utilizado, con dependecia (PCCDep) o independencia (PCClndep).
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Correlación PCC CV(hcv)
1.4p 78.6 0.12
p 80.7 0.15
p/2 79.9 0.16
p/4 78.2 0.16
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Tabla 5.24: Influencia del coeficiente de correlacibn p en el método con depen-
dencia.
Como era de prever, el porcentaje de clasificación correcta aumenta según
disminuyen las varianzas del modelo, llegando a cotas de192%-95% con factores
de 1/8 de las varianzas originales. Para aumentos de hasta 4 veces la va.rianza
las probabilidades de clasificación correcta bajan hasta valores de un 62%- 72%.
En general, los resultados son presencia de correlación son algo mejores que bajo
independencia, aunque si la correlación es elevada el efecto puede ser contrazio
(ver tabla 5.24).
Hemos variado las proporciones de pertenencia a cada grupo observando
que disminuye el porcentaje de clasificación correcta al tomaz las muestras con
proporciones más desiguales, como por ejemplo (1/4,1/4,1/2), lo que nos indica,
que se obtiene una mejor clasi&cacibn cuando los grupos de materiales tienen la
misma probabilidad de salir elegidos.
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Capítulo 6
Conclusiones y líneas
fut uras
6.1 Conclusiones y objetivos alcanzados
6.1.1 Método paramétrico de mezcla de funciones logísti-
cas
Un primer objetivo que hemos conseguido, y que se detalla en el capítulo
3 de esta memoria, es encontrar un método para el ajuste pazamétrico de las
curvas TGA. El método propuesto se basa en el ajuste de la curva. mediante
el empleo de diferentes funciones logísticas (modelo con mezcla de logísticas),
basándonos en la idea de que cada una representa la cinética de descomposición
de los distintos materiales simples de los que está compuesta la muestra inicial.
Hemos propuesto la expresión (6.1) para modelizar la evolución de la masa de
la muestra Y(t), con el tiempo t:
k
Y(t) _ ^wi f (ai + bit), (6.1)
^_i
Í(t) _ expt
1 + exp t '
donde w= son pazámetros que representan las cantidades globales de pérdidas
de peso en cada proceso, ai son parámetros de localización y bt representa la
velocidad de pérdida de peso, para los k escalones que presente la función Y(t).
Las ventajas del método propuesto frente a otros existentes son:
1. Nuestro método cubre toda la gama de conversiones. El modelo (6.1)
puede ser usado paza el estudio de cualquier tipo de material, tanto si está
regido por una sola ley cinética como por varias.
2. Permite representaz, tanto la velocidad de pérdida de masa como el ajuste
de ésta con el tiempo, mediante una ecuación única paza cada proceso.
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3. Posibilita el empleo de medios estadísticos que permiten, mediante con-
trastes de significación, valorar la bondad del ajuste del modelo propuesto.
4. Permite, para su comparación con materiales ya estudiados, la aplicación
de modelos cinéticos clásicos del tipo Arrhenius a cada una de las funciones de
degradación individuales.
5. Reproduce perfectamente el comportamiento asintótico al final de cada
proceso degradativo.
6. Puesto que se obtiene una función paramétrica de ajuste, se pueden
calculaz las demás derivadas de esta función, sin que presenten el ruido típico
de la derivación numérica usada en otros métodos.
Por tanto, este primer método que proponemos de ajuste de las curvas TGA,
supone un modelo alternativo a los existentes para la explicación de la cinética.
Finalmente, comentar que esta metodología ha sido presentada en distin-
tos foros científicos como el Congreso Gallego de Estadística e Investigación
Operativa. o el Congreso TERMEC. Además, una primera versión del méto-
do, concretamente el caso de aplicación a procesos de descomposición simples
(con un solo escalón) ha sido admitido paza su publicación por la revista Ther-
mochimica Acta (véase Naya, Cao y Artiaga (2003a)) resaltando el interés como
aplicación al Análisis Térmico por uno de los referees de esta revista. La versión
completa del modelo de mezcla de logísticas ha sido enviada a la revista Journal
of Chemometrics (véase Naya, Cao, Artiaga, Barbadillo y López de Ullibazri
(2003)) y será presentada en el ICCE10 (véase Artiaga et al. (2003)).
6.1.2 Suavizado automático de curvas de Análisis Térmico
Con los métodos existentes actualmente en el Software comercial, el obtener
un buen suavizado se convierte en una cuestión de aste que depende, en gran
medida, de la pericia del usuazio. A1 final no existe un método matemático que
indique el grado de bondad del suavizado siendo la "estética" de la curva, la que
nos puede indicas si hay un infrasuavizado. El problema de sobresuavización
es más difícil de identificar visualmente. El método que hemos propuesto re-
suelve este problema al seleccionar, mediante criterios estadísticos, el grado de
suavizado óptimo en cada momento.
Otro de los objetivos alcanzados en esta tesis fue el de diseñaz un método
paza el suavizado de curvas, que permite, mediante el empleo de una ventana
plug-in en dos etapas, la elección automática del grado de suavizado, implemen-
tando el correspondiente programa informático para su aplicación a datos reales.
Este método lo hemos verificado con distintos experimentos y concluimos que
mejora sustancialmente otros empleados actualmente en distintos programas de
software.
El objetivo era obtener unos resultados de suavización que superasen a los
proporcionados por el softwaze existente, que, como comentamos al principio de
esta memoria, presenta problemas importantes de suavización.
A fin de constataz las mejoras, que presenta nuestra rutina de suavizado,
realizamos, en el capítulo 4 de esta memoria, una compa.rativa de los resultados
que obtenemos una vez aplicado nuestro algoritmo de suaviza.ción, en contraste
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con los obtenidos previamente. Para ello utilizamos la muestra de oxalato de
calcio en la que pudimos observaz los graves problemas de suavizado en la esti-
mación de la primera derivada, que en el caso de la segunda derivada todavía
se incrementaron más, no siendo posible apreciaz ninguna tendencia.
El problema que presentan los programas de suavizado existentes, deriva
del hecho de realizar una sobresuavización de la curva (parámetro de suavizado
demasiado grande). La gravedad de este hecho, quedaba resaltado en las zonas
mazcadas en la figura 4.9, ya que podemos observar como la profundidad de
los picos se ha visto clazamente reducida en compazación con la suavización que
proponemos obtenida mediante la adecuada elección de la ventana de suavizado.
En base a todo ello, presentamos nuestros resultados de suavización, in-
cluyendo la utilización de ventana local o ventana global.
Podemos constatar como el problema de sobresuavización de los picos de la
figura 4.9, ha sido resuelto y afirmaz a su vez que la curva no presenta las graves
deficiencias de suavización obtenidas por los programas existentes. Además
hemos aplicado nuestro método a otras muestras observando su buen ajuste.
Finalmente, este hecho lo hemos contrastado comparando los picos de la
curva DTG con los picos de la curva DSC correspondiente, comprobando que
en nuestro caso sí tienen la misma relación de amplitudes. Además, como com-
probación adicional, hemos comparado la estimación proporcionada por nuestro
método con el ajuste pazamétrico logístico visto en el capítulo 3 de esta memo-
ria, paza muestras susceptibles de ser ajustadas correctamente por este modelo
pazamétrico, observando la igualdad de las gráficas resultantes.
Este método para el suavizado automático de curvas, para el caso de la
estimación de la primera derivada, lo hemos presentado en el Congreso Nacional
de Ingeniería Mecánica (Naya et al. 2002). Un estudio más completo, con los
resultados de las simulaciones realizadas, lo hemos enviado a la revista Journal
of Statistical Computation and Simulation (véase Artiaga, Cao, Naya y T^illo
(2003)).
6.1.3 Método de clasificación de materiales
En el capítulo 5 de esta memoria hemos presentado un nuevo método de
clasificación de materiales mediante el empleo de regresión funcional.
El método propuesto de clasificación está basado en minimizar la probabili-
dad de clasificación incorrecta utilizando la regla Bayes.
Hemos aplicado esta técnica a la discriminación de maderas y de otros
polímeros, debido a que estos materiales presentan una dificultad, constatada
por distintos autores, de clasificación.
Con el fin de verificar el método de reconocimiento de materiales hemos
realizado simulaciones imitando el comportamiento de distintos experimentos
concluyendo que el porcentaje de clasificación correcta depende de la variabili-
dad de las muestras de cada tipo de material.
A1 igual que el caso del suavizado de curvas, hemos implementado este
método de clasificación en un programa en lenguaje C++ (Dominguez (2003)).
Además, una aplicación al reconocimiento de maderas ha sido presentado en la
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IX Conferencia Española de Biometría (véase Naya, Cao, Artiaga, Dominguez
y Losada (2003)) y una aplicación al reconocimiento de PVCs la presentaremos
en el Congreso Internacional de Ingeniería de Materiales Compuestos (ICCEIO)
que se celebrará en Nueva Orleáns en el próximo mes de julio (Naya, Cao y Ar-
tiaga (2003b)).
6.2 Líneas futuras
Todo trabajo de investigación abre el camino a nuevos problemas, así, hemos
encontrado una serie de posibles extensiones de algunos de los resultados ex-
puestos en esta memoria, y que podrían constituir futuras lineas de investigación
que se enumeran a continuación:
• Extensión del modelo de mezcla de logísticas.
• Suavización de espectros tridimensionales.
• Ampliación del método de clasificación de materiales.
6.2.1 Extensión del modelo de mezcla de logísticas
Como primera linea de futura investigación proponemos extender el modelo
de mezcla de logísticas, presentado en el capítulo 3 de esta memoria, mediante la
posibilidad de contemplar composiciones de la función logística con polinomios
de grado mayor a 1. Suponiendo que la curva TGA tome valores entre un
mínimo (A) y un máximo (B) podemos de reescalar la expresión del modelo de
regresión logística sin más que considerar la nueva ecuación siguiente:
y= l+exp(Pk(x)) '
B+Aexp(P^(x))
donde Pk(x) es un polinomio de grado k. Los parámetros del modelo (6.2)
pueden estimarse mediante un ajuste paramétrico del modo siguiente:
Pk(x) =1og (B- A) .
EI polinomio buscado Pk será el que ajuste la nube de puntos en los que
la variable independiente sigue siendo la X, en nuestro caso el tiempo de la
reacción o la temperatura, y donde la variable respuesta es ahora el logarítmo
del cociente ^.
Finalmente, proponemos elaborar un contraste, de bondad de ajuste, de
tipo no paramétrico para este tipo de modelos basándonos en los propuestos
por Vilar-Fernández y González-Manteiga (1995) y Vilar-Fernández y González-
Manteiga (2000).
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6.2.2 Suavización de espectros tridimensionales
Una segunda linea de futura investigación que proponemos es el estudio
del suavizado, mediante métodos no paramétricos, de espectros FTIR tridimen-
sionales obtenidos a paztir de los gases de salida del TGA. Estos espectros son
funciones de ][FZ en 1[^ en las que se representa la absorvancia respecto a la lon-
gitud de onda y al tiempo. Paza conseguir un suavizado correcto es necesario
hacer uso de técnicas de regresión bidimensional.
Estos modelos de regresión pazten de muestras del tipo {(Xi,Y)}i 1 que
corresponden con puntos de ll^d+l, donde Yt son las observaciones de la variable
respuesta de tipo escalaz y Xi son 118d-vaziables independientes que tienen en
común una densidad f con soporte en un cierto espacio S2 C_ ]I^d. La función de
regresión, a estimaz de modo no pazamétrico, se puede expresaz en este caso
mediante:
m(x) = E (Y^ X = x)
paza un vector dado x E St sin la imposición de que m se ajuste a una familia
pazamétrica de funciones. Asumiremos el modelo:
Y: = m (Xz) + ei, i= 1, 2, ... , n,
donde
E( Ei ^ Xz )_ ^,
Var (ei^ X1) = Q2,
siendo posible la consideración de dependencia entre los errores.
El estimador lineal local de la regresión m será el á, que es solución paza n
del siguiente problema de minimización:
n
min ^ {Yi - a - (3`(Xt - x) }2 KH(Xi - x), (6.3)
z_i
donde H es una matriz d x d simétrica positiva. dependiente de n; K es el núcleo
en dimensión d con f K(u)du = 1; y KH(u) _ ^H^-1 K(H-lu). Igual que
en el contexto univariante tendremos que calculaz el grado de suavización que
en este caso multiva.riante se trata de una matriz H, y que jugará un papel
similaz de control del número de valores escogidos en cada entorno del punto a
estimaz, usados en la estimación de m(x). A1 igual que en el caso univariante,
la selección de esta matriz va a ser crucial para la correcta estimación de la
función de regresión. Asumiendo que XyWyXx es no singular, la solución del
problema (6.3) es:
126 CAPÍTULO 6. CONCLUSIONES Y LÍNEAS FUTURAS
\ 1 (X1 - x)LC ^ I = (X2WxXx)-1 XyWxY con Xx = : : ,
/ 1 (Xn - X)L
y Wx =diag{KH(Xl - x), ... ,KH(Xn - x)}. El estimador lineal local paza
rri(x) es:
m(x; H) = ei (XyWxXx)-1 X2WxY, (6.4)
donde el es el (d+ 1) x 1 vector que toma el valor 1 en su primera coordenada
y todas las demás el valor 0.
En este caso multiva.riante es también posible encontrar métodos para el cál-
culo óptimo de la ventana mediante criterios similares a los vistos en el capítulo
3 de esta memoria para el caso unidimensional.
Como un primer caso de estudio hemos ajustado una parte del espectro
correspondiente a una muestra de madera de castaño, utilizando el método de
validación cruzada generalizado para la obtención del selector de la ventana
(véase Liu (2001)). Obteniendo como resultando para la ventana la matriz
siguiente:
H^ ^ 0.035645 0.001791 1
cv = 0.001791 0.964132 J '
y como gráfico suavizado del espectro el de la figura 6.1, con su correspondiente
gráfico de curvas de nivel dado en la figura 6.2.
6.2.3 Ampliación del método de clasificación de materiales
Una última propuesta de trabajo consiste en la extensión del método de
clasificación a otro tipo de curvas, como el caso de las curvas DSC o los espec-
tros obtenidos por técnicas FTIR, puesto que únicamente se necesita disponer
de diferentes muestras ya clasificadas. Incluso se podría extender al caso de
espectros tridimensionales mediante la adecuada elección de la seminorma (que,
obviamente, mediría volúmenes entre las distintas superficies).
Otro aspecto, que nos parece interesante, es encontrar un método que per-
mita la clasificación de maderas independientemente de su grado de humedad.
Hemos comprobado que maderas del mismo tipo pero con distinto grado de
humedad presentan curvas TGA diferentes, que difieren en un polinomio de
grado 2, por lo que un estudio de sus derivadas puede ser de gran utilidad paza
su clasificación (véase la figura 6.3).
Estas deriva.das de las curvas están desplazadas horizontalmente, lo que
sugiere que utilizando un cambio de escala se podrían conseguir distancias
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pequeñas entre matcriales dcl mismo tipo. Como tma línca de fiitura invcs-
tigación sugerimos experimentar con distintos casos de maderas, con diferente
grado de humedad, mcdiantc la "distancia" siguiente:
^^Í - 9^^R = ^nf ^ .f^^l^'^ - yrr ^^^ ^ ^^ l1.2'.
Podemos apmciar como las gráficas TGA de la figtua 6.3 son distintas entre
sí, atmque ofrecen tma forma similar. Las dos pertenecen al mismo tipo de
madera, pero con una humedad distinta. En las figuras 6.^1 y 6.^ podemos
observar las primeras y segundas derivadas. resp^ctivamente, de las ctuvas TGA.
6.2.4 Salidas gráficas
Figura 6.1: Espectro de una muestra de madera de castaño, en donde los valores
de los ejes se han rcrscalado.
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Figura (i.2: Curvas de nivel corresopondientes al suavizado del espectro de FTIR..
Figura 6.3: Comparación de dos muestras de madera de avellano con distinta
humedad (se msalt,a el ásca cntre sus curvas TGA).
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Figura G.^: Comparación de las primera5 derivadas para el avellano.
Figura 6.^: Comparación de las segtmdas derivada.s para el avellano.
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Anexos
Cálculo de las constantes C,,,p
A continuación, en este primer anexo, incluímos los cálculos realizados para
la obtención de las constantes C,,,p necesarias paza estimar el valor óptimo del
pazámetro de suavizado, a partir de las expresiones dadas en el capítulo 4.
En lo que sigue v será el orden de la deriva.da que desamos estimar, y p el
orden del polinomio empleado en la estimación.
Si v+ p es impar, utilizazemos la expresión:
^
_ (p + 1)j2 (2v + 1) f Kv2 (t) dt 2P+'
Cv'P(K)
2(p+l-v){f t^1Kv(t)dt}2
Si v+ p es paz, dado que f t^1 Kv (t) dt es igual a cero, empleazemos la
fórmula:
i
(p + 2)j2 (2v + 1) f Kv2 (t) dt 1p+5
Cv,P (K) - .2(p+2-v) { f t^zK;, (t)dt}2
Para el cálculo de estos valores, una vez hallados los valores µ^ = f u^ K(u) du,
son necesazias las siguientes matrices y funciones auxilires:
S _ (µ )e=o,... ,p s-i = (Sve^e=o,...,v Kv (t) _ ^^é o Svete^ K (t) ,
- ^+e ;-o,... ,p v=o,....p
donde K es la función núcleo. En este apartado hemos utilizado el núcleo
de Epanechnikov, cuya expresión es K(t) = 4(1 - t2 ^ I^ ^ t ^^_ 1 ^, también hemos
repetido los cálculos paza el núcleo cuártico, recogiéndose al final de esta sección.
• Cálculo de las constantes C,,,p (K) paza p= 6
µo = f 11 u°K (u) du = 1
µl = f 11 ul K(u) du = 0
_ f^
µ2 - 1 u2K (u) du = Ĝ
µ3= f11u3K(u)du=0
i
µa = f i u4K (u) du - 3s
µs= f11usK(u)du=0
131
132 ANEXOS Y BIBLIOGRAFÍA
_ fl
µs - 1 u6K (u) du = 21
1
µ7= f lu7K(u)du=0
i
{^8 = f 1 u8K (u) du = 33
µ9= f11u9K(u)du=0
('i
µlo = J-1 uloK (u) du = 143
µll = f 11 ^,11K (u) du = 0
/'i
µ12 = J-1 u12Kl^1 d^ = Ĝ5
A partir de estos valores obtenemos la matriz S:
S=
3
35
^
21
^
1
33
^
3
143
21
^
1
33
^
3
143
1
21
Obtenemos la matriz (Sv^^) invirtiendo la matriz S:
3675
1024
^
_ 40 425
1024
S-1 = ^
105105
1024
^
_ 75 075
1024
36075
64
^
8085_
32
^
15 O15
64
^
_ 40 425
1024
^
832 755
1024
^
2597 595
1024
^
2027 025
1024
_ 085
32
0
21945
16
^
45 045
32
0
105 105
1024
^
_ 2597 595
1024
^
8963 955
1024
^
_ 7432 425
1024
Paztiendo de los términos Sv^l y de la expresión:
^
Kv (t) _ ^ Svete K (t)
P=0
1
75 075 \
1024 115 O15
64 ^2027 025
^ 1024
45 045
^
_
32 7432 425
^
_
102499 099
64 06441 435
^ 1024
obtenemos las funciones Kv (t) para v= 0,1, .., 6:
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K• t / 3675 - 40 425 t2 + 105 105 t4 - 75 075 t6 K t0()- l 1024 1024 1024 1024 ^ ()
Kl (t) = 13645t - 8325t3 + 1 6415t5^ K(t)
K2 (t) _( 4024 + 810245t2 _ 25 024 St4 + 201024 St6^ K(t)
K3 (t) _ (_ 8085t + 21945t3 _ 45045t51 K(t)l 32 16 32 1
. _ ( 105 105 _ 2597 595 2 8963 955 4- 7432 425 6
K4 (t) - l 1024 1024 t + 1024 t 1024 t) K(t)
KĜ /t) __ ( 15015t - 45045t3 + 99099t5) K/t)l 64 32 64 \
^ _ 75 075 2027 025 2- 7432 425 4 6441 435 6
K6 (t) -( 1024 + 1024 t 1024 t+ 1024 t) K(t)
Una vez obtenidas las funciones Kv (t) para v= 0,1, .., 6 podemos calcular
los valores de f Kv2 ( t) dt, de ( f tp+1Kv (t) dt)2 y de ( f t^2Kv (t) dt^2siendo,
en este caso, p= 6 y v= 0,1, .., 6:
/'1 ó()2 /'1 ^3675 - 40425 2 105105 4
f 1 K t dt = J 1
1024 1024 t+ 1024 t
_ 75 075 612 2 11025
1024 t
J K(t) dt = 4352
1 1 3675 8085 15 015 \ 2f Ki (t)2 dt
=
^\ 64 t
- 32 t3 + ^ t5 I K (t)2 dt
1 1 /
2205
64
1
f K3 (t)2 dt =
1
1 2()2 1 40 425 832 755 2 2597 595 4
^ 1 K t dt = f 1(-
1024 + 1024 t 1024 t
2027 025 6 2 2 1964 655
+ 1024 t 1
K(t) dt =
4352
fl ^-8085t+21 •45t3-4325t512K(t)2dt
f 1 /
10 395
16
/'1 4()2 jl r 105105 - 2597 595 2 8963 955 4
J 1 K t dt = f 1 l 1024 1024 t+ 1024 t
7432 425 612 2 17 342 325
1024
t J K(t) dt = 4352
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1 , 2 _ Ĝ 1 ( 15 015 45 045 3 99 099 5 2 2
^ i Ks (t) dt
- J-i \ 64
t- 32 t+ 64 t 1 K(t) dt
_ 189189 /
320
1 • ()2 1 75 075 2027 025 2 7432 425 4
^ 1 K t dt = f 1(- 1024 + 1024 t 1024 t
6441435 2 10 405 395
+ 1024 tsl
K(t)2 dt =
4352
P+I „ 2 1 7 3675 40 425 2 105105 4^^ t Ko (t) dt ^_^ f 1 t (1024 1024 t+ 1024 t
_ 75 075 t61 K(t) dtl 2= 0
1024
^^
^ 2=^ f 1 / 3675 8085tn+1Ki ( t) dt J t7 I\ 64 t- 32 tsi
15015 2 49
+ 64 tsl K(t) dtl
= 20 449
p+l „ 2 / /' 1 7 40 425 832 755 2 2597 595 4^^ t KZ (t) dt ^= I J 1 t (- 1024 + 1024 t 1024 t
+2027025t6^ K (t) dtl2 = 0
1024 /// /
^^t^1K` t dt^2 = (^1 t7 ^_8085t+ 21945t33 ( ) \ 32 16i
4 32 5t51 K(t) dt12 69
p+i „ 2 1 7 105105 2597 595 2 8963 955 4^^ t K4 (t ) dt ^_^ f 1 t ( 1024 1024 t+ 1024 t
_ 7432 425 tsl K(t) dtl 2= 0
1024 / /
S f t^1K• (t) dt 1
2
_ / /'1 7 ^15015 45045 3
I\J i t 64 t 32 t
99 099 2
+ ^ tsl K (t) dtl 49
25
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^ 1 ,. 2 1 7 75 075 2027 025 2 7432 425 4
^ r t Ks (t) dt^ _^ f 1 t (- 1024 + 1024 t 1024 t
+6441435t61
K (t) dtl2 = 0
1024 / /
{^ t^2 K` t dt ^ 2=( r 1 t$ ( 3675 _ 40 425 t2 + 105105 t4
l °O `f l 1024 1024 1024i
_75075t6
I K(t)dt
1024 ///
{ f t^2Ki (t) dt}
a
) ' - 495909 761
1 t8 3675 t_ 8085 t3
(,^ 1 ( 64 32
15 015 2
+ ^ tsl K (t) dtl = 0
^2 2 / I$ 40 425 832 755 2 2597 595 4
^^t K2(t)dt^ =( f lt (- 1024 + 1024 t 1024 t
2027\025 \ 2 784
+ 1024 tsl K(t) dt I = 48 841
{ J t^2K` t dt }2 = (^1 t8 ^_8085t + 21945t3lll 3() JJJ \ 32 16i
45 045 2
- 32 t5K ( t) dtl 1= 0
^ r tp+2 K' t dt ^ 2= (% 1 t8 ^ 105105 _ 2597 595 t2 + 8963 955 t4
J 4() \,J 1 1024 1024 1024
- 7432 425 t
K t dt 2_ 196
1024 6) ( ) ) 289
^^t K t dt^2= (^1 t$ ^15015t- 45045t3^2 Ĝ ( ) J \ 1 64 32
+9Ĝ^9t51 K (t) dtl2 = 0
^2 ^ 2 / 1 8dtt K t = t
75 075
-
2027 025 2
+ t
7432 425 4
t
^^^ s ( ) 1 f l
\
( 1024 1024 1024
6441435
ts K t d _ 784t2
+ 1024 ( ) 289
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Finalmente, sustituiremos los valores obtenidos anteriormente en la expre-
sión:
C,v, (K) -_ (p + 1)!2 (2v + 1) f Kv2 (t) dt2 ^n+' '
P 2(p + 1 - v) { f tp+1K;, (t) dt}
o bien en la expresión:
(p + 2)!2 (2v + 1) f Kv2 (t) dt ^p+^
Cv'p (K) = 2(p + 2- v) { f tp+2Kv ( t) dt}2
en función de si v+ p es impaz o par, respectiva.mente.
8j2 (0 + 1) f 1 Kó2 (t) dt
i
»
Co,s (K) _ -1 2 =
2(8 - 0) {f11 t8Kó (t) dt} J
8!2 (4 + 1) lss4sss ^ ^r 43sz
= 6. 217 9
l 2 (ó - 2) 48841
1
7!2 (2 + 1) f 11 Ki2 ( t) dt J_ 7!2 (2 + 1) 2645 i
Cl's (K) 1 2 -[ 2(7 - 1) zó ás J = 5. 3792(7 - 1) {f 1 t7Ki (t) dt}
C2,s (K) _
^
_ 8!2 (4 + 1) lss4sss ^'-78j2 (4 + 1) f 11 K22 (t) dt f 4352
2 - I ( ) 784
2 ó- 2 48 8412(8-2){fllt$K2(t)dt} L
= n nai 4
,
7!2 (6 + 1) f 11 K32 (t) dt J_ 7!2 (6 + 1) lolsss ^'-^
Cs,s (K) 2
- L ( ) 49 ]
= 5.166
2(7-3){f'1t7K3(t)dt} 2 7-3 lss
8j2 (8 + 1) f 11 K42 ( t) dt 17 8!2 (8 + 1) 17ás
Ĝ225 ^
C4's (K) 1 2 -[ 2(8 - 4) zá
Ĝ
] = 5. 8418
2(8 - 4) { f 1 t$K4 (t) dt}
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i^5 ^
7!2 (10 + 1) f 11 KĜ2 ( t) dt 7!2 (10 + 1) lss lss ,^
CS'6 (K) 1 2 - L 2(7 - 5) z
•
20 , = 4. 878
2(7 - 5) {f 1 t7K• (t) dt ‚
8j2(12+1) fl K•2(t)dt
C6 6(K) _ - 1 2 = 5. 5614
2(8-6){f11t8K6(t)dt} ^
• Cálculo de las constantes C,,,p (K) para p= 5
Procedemos de igual modo que paza el caso p= 6. Calculados los ele-
mentos (µ^+Q) ^,i=p.,p se obtiene la matriz S paza p= 5:
S=
S-1 =
175
64
^
_ 525
32
^
1155
^\ ^
0
3
35
^
3 ^
143
O _ 525 0 1155 O
3675 ^ 2 _ 8085 ^ 15 O15
^ 3045 Q 2 _ 8085 ^
_ 8085 ^ 21 945 ó 2 _ 45 045
Ó 2 _ 8085 ^ 24 255 Q 2
15 O15 ó 2 _ 45 045 ^ 99 099
64 32 64
Kó (t) - 175 _ 525t2 + 1155t4 K(t)
64 32 64
Ki (t) _ (3^5t - 8325t3 + 1 64 5t5) K(t)
K2 (t) _ (_525 + 3045t2 _ 8085t41 K(t)
l 32 16 32 JJ
K` t_ 8085t+ 21945t3 _ 45045t5 K t3 ( ) - (- 32 16 32 ( )
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K` t-
1155 - 8085tz + 24255t4 K(t)
4 ( ) - ( 64 32 64
/15 015 45 045 99 099
KĜ (t) = I 64 t- 32 t3 + ^ ts K(t)
1 ^ z f 1 / 175 525 z 1155 4 2 z 1575
^ Ka (t) dt = J I ^- 32 t+ ^ t 1 K(t) dt = 832i i\ /
1 „ z _' 3675 8085 3 15 015 5 z z 2205
^ i Ki (t) dt -^ i(^ t- 32 t+ 64 t) K(t) dt = 64
1 , z _' 525 3045 z 8085 4 z z _ 19 845
^ Kz (t) dt -,^ ^ 32 + 16 t 32 t 1 K(t) dt 208i i\ /
8085 21945 45 045 z z 10 395
^1 K3 (t)z dt = f 1(- 32 t+ 16 t3 32 ts) K(t) dt = 16^ i
1 1 1155 8085 24 255 z z 121275
f Ká (t)z dt =^ ( 64 32 tz + 64 t4) K(t) dt = 832i i
/ 15 015 45 045 99 099 z z 189189
^1 KĜ (t)z dt =^1 I ^ t- 32 t3 + ^ tsl K(t) dt = 320i i\ /
z 1 175
^^ t^1Kó (t) dt^ -\^ i ts \ 64
525t + 1155t
K t dt z_
25
32 z 64 4) () ) 184041
z i \
_ 3675 8085 15015 z
^^ t^ 1 Ki (t) dt ^ -\^ i ts \^ t 32 t3 + 64 ts) K(t) dt I
= 0
t^IKZ (t) dt z= ^1 ts ^-525 + 3045tz - 8085t41 K(t) dtl z= 2025{ f } ( 1 32 16 32 / / 20 449
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^ 1
^^t^'K3 (t)dt^ _ ( tC,
t
_1^J t^IK4 (t)dt^L - \^1
a i
{ f t^'KĜ (t) dt}
_(^ i ts
2
J^tp+2l{ó (t)dtl
s
s
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C -8325t + 2 16 5t3 4 32 5t5 I K t dt12 = 0// () /
(1645 8325 t2 + 2 64 5 t4 ) K(t) dt) z 169
C 15^015t-4325t3+9^9t51K t dt12=0
// () /J
_ 1 t7 175 - 525 t2 + 1155 t4 K t dt 2= 0
- (,^ 1 ( 64 32 64 ) ( ) )
2 1 3675 8085 15 015 2 49
t^2Ki (t) dt t7 t-{ f }-(f ( t3 +
_
ts K(t)
, , 1 64 32 64 20 449
2 /' 1
^2 7
525 3045
t2
8085 2
t41 K(t) dtl = 0
iK2 (t) dt^ _\J t^^ t \- 32 + 16 32 / /
2 1 8085 21945 45 045 2_ 49
^^ t^2K3 (t) dt^ _\^ t7 C- 32 t+ 16 t3 32 ts) K(t)) 169i
_ ( 1155 8085 24 255 2
^^ t^2K4 (t) dt^2 - \^1 t7 \ 64 32 t2 + 64 t41
K(t) dtl = 0
i / /
_ 15 015 45 045 99 099 2_ 49
^^ t^2KĜ (t) dt^2 - \^1 t7 \ 64 t 32 t3 + 64 ts) K(t)) 25i
De forma similar calculamos los valores para Cv,s (K)
i
13 1
6!2 (0 + 1) f 11 Ko2 (t) dt _ 6!2 (0 + 1) ^32 "
Co,s (K) 2 -[ ( ) 25 ] = 4. 735 4
2(6-0){f11t6Kó(t)dt} 2 6-0 184041
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Cl,s (K) _ 7!2(2+1) f11Ki2(t)dt z
2(7 - 1) {f 11 t7Ki (t) dt}
i^
5
= 5. 379
i
1 *2 13
C25(K)- 6!2(4+1) f 1K2 (t)dt2
=4.5021
2(6 - 2) {f 11 t6K2 (t) dt}
,
7!2 (6 + 1) f 1 K*2 (t) dt iJ
Cs,s (K) = 1 3 2 = 5.166
2(7 - 3) {f 11 t7K3 (t) dt}
^
6!2 (8 + 1) f 11 K42 (t) dt
C4,s (K) _
2(6 - 4) { f 11 t6K4 (t) dt}2
7!2 (10 + 1) f 1 KĜ2 (t) dt
= 4. 202 9
Cs s (K) _ -' = 4. 8782
2(7 - 5) {f 11 t7KĜ (t) dt}
• Cálculo de las constantes C,,,p (K) para p= 4
Procediendo de forma similar a los caso p= 6, 5 obtenemos los siguientes
resultados:
6j2 (0 + 1) f 11 Kó2 (t) dt
_ 6j2 (0 + 1) ls Zs ,1-
C^^4 (K) - 2 2Ĝ l = 4. 7354
2(6 - 0) f 1 tsKó (t) dt 2(6 - 0) ls4on1 J{ 1 }
5!2 (2 + 1) f' K*2 (t) dt i^
C1,4 (K) = 1 1 2 = 3. 856 5
2(5 - 1) {f 11 tsKi (t) dt}
i^
3
6!2 (4 + 1) f 11 K22 (t) dt
C2,4 (K) = 2 = 4. 5021
2(6 - 2) {f il t6Kz (t) dt}
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5jz (6 + 1) f 1 K3z (t) dt
C3 4(K) _ -1 z = 2. 944 6
2(5 - 3) {f 11 t5K3 (t) dt} J
i
13
6!z (8 + 1) f 1 K`z (t) dt
C4,4 (K) = 1 4 z = 4. 202
2(6 - 4) { f 11 t6K4 (t) dt}
• Cálculo de las constantes C,,,p (K) para p= 3
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i9 1
4!z(0+1) f11Kóz(t)dt - (4!z(0+1)4^y
C0's (K) 1 z IL2 (4 - 0) 4á1 3. 2431
2(4 - 0) {f 1 t4Kó (t) dt}
5!z (2 + 1) f 1 Kiz (t) dt
,1
C1,3 (K) _ -1 z = 3.8565
2(5 - 1) {f 11 tSKi (t) dt} ^
KZZ (t) dt4!z (4 + 1) f 1 1
Cz,3 (K) = z = 2.8925
2(4-2){fllt'K2 (t)dt}
4
^
(6)!z (6 + 1) f K;,z (t) dt 11 = 3.539C3.3 (K) = 2(2) { f tSKv ( t) dt}z
• Cálculo de las constantes Cv,P (K) para p= 2
i9 1
4jz(0+1) f11Kóz(t)dt
_ 4!z(0+1)4 ^ =3.2431
Co.2 (K) 2
- L ( ) 1 ^2(4-0){f11t4Ko(t)dt} 2 4-0 441
3jz(2+1) f11Kiz(t)dt
=2.2746Ci,z (K) = z
2(3 - 1) {f 11 t3Ki (t) dt}
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i9
4!2 (4 + 1) f 1 K`2 (t) dt
C2,2 (K) = 1 2 2 = 2. 892 5
2(4 - 2) {f 11 t4K2 (t) dt}
• Cálculo de las constantes C,,,p (K) para p= 1
En este último caso obtenemos:
2!2(0+1) f11Kó2(t)dt
Co,i (K) = 2
2 (2 - 0) {f'1 t2Kó (t) dt}
3. 2+1 11 i t t
Cii(K)- j2( )f K 2( )d 2
_ 3j2(2+1)97
^=2.2746
- [ 2 (3 - 1) 4s ^12(3 - 1) {f 1 t2Ki (t) dt}
,
- r2j2(0+1) Ĝ ^^
IL = 1.7188
2(2-0)25
1
1
7
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Resumen de resultados obtenidos
A continuación, resumimos, en la tabla 7.1, los valores de las constantes Cv,p
obtenidos anteriormente para la función núcleo de Epanechnikov. Presentamos,
también, los valores calculados con la función núcleo cuártico, cuya expresión
es K(t)
= iĜ ^^1 -t2^^2I^^t^^i^.
v p C,,, Epanechnikov Cv, Cuártico
0 1 1. 719 2. 036
1 1 2. 275 2. 586
0 2 3.243 3.633
1 2 2.275 2.586
2 2 2.893 3.208
0 3 3.243 3.633
1 3 3.857 4.234
2 3 2.893 3.208
3 3 3.539 3.860
0 4 4.735 5.158
1 4 3.857 4.234
2 4 4.502 4.874
3 4 2.945 3.860
4 4 4.203 4.530
0 5 4.735 5.158
1 5 5.379 5.789
2 5 4.502 4.874
3 5 5.166 5.536
4 5 4.203 4.530
5 5 4.878 5. 210
0 6 6. 218 6. 659
1 6 5.379 5.789
2 6 6.042 6.444
3 6 5.166 5.536
4 6 5.842 6.211
5 6 4.878 5.210
6 6 5. 561 5. 898
Tabla 7.1: Constantes para el cálculo de la ventana óptima.
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Algoritmos computacionales
Para la implementación de los programas de ordenador, hemos utilizado el
lenguaje de programación C++ (compilador DJGPP). El principal motivo de
esta elección, radica en el hecho de que la casa Rheometric Scientific ha empleado
este lenguaje en el desarrollo del software que acompaña a los aparatos STA,
sugiriéndonos el empleo de este lenguaje con el objeto de integrar, en un futuro,
nuestra rutinas de suavizado en la nueva versión software en desarrollo.
Mostraremos algunos de los diagramas de flujo que nos ayudan a comprender
la lógica de las rutinas implementadas y determinar la secuencia de acciones
a realizar para generar los algoritmos de suavizado. Nos hemos centrado en
aquellos procedimientos o funciones específicas más relevantes de cada uno de
los métodos empleados, intentando que los diagramas de flujo reflejen la lógica
de los programas generados. Indicar que p representa el grado del polinomio
utilizado para la estimación y nu indica el orden de la derivada que queremos
obtener.
Programas desarrollados
Hemos creado va.rios programas cuyas tareas principales y diagramas de
flujo se enumeran, resumidamente, a continuación:
• Estimación automática de la curva y sus derivadas con ventana local (fi-
guras 6.6 a 6.10).
• Estimación automática de la curva, y sus derivadas con ventana global
(figuras 6.11 y 6.16)..
• Clasificación de materiales mediante discriminación no paramétrica (figu-
ras6.17,6.18y6.19).
• Simulación de curvas TGA de mediante mezcla de funciones logísticas
(figura 6.20).
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Figura 6.6: Diagrama de flujo paza la suavización con ventana local (Parte I).
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Figura 6.7: Diagrama de flujo para la suavización con ventana local (Parte II).
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Figura 6.8: Diagrama de flujo para la suavización con ventana local (Parte III).
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Figura 6.9: Diagrama de flujo para el cálculo de la ventana local (Parte I).
ANEXOS Y BIBLIOGRAFÍA
k.1
:^.^_^.^.^„^e^^«.»
Me^ N^AOr
. M i
4
iWice kfsiQ^<.1
I^IOnp11W ^s'LI
V
iWlce ^uperiorcappj^yp w^
GkVr r11eE1^^7.
íMC^_^Iwia. íiOCe_^upwv)
NI^Vr^^
6
n2liWtirra^ru
nx^w^a.^.
FIN
149
Figura 6.10: Diagrama de flujo para el cálculo de la ventana local (Parte II).
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Figura 6.11: Diagrama de flujo para la suavización con ventana global.
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Figura 6.12: Diagrama de flujo para el cálculo de la ventana global.
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Figura 6.13: Diagrama de flujo para el cálculo del vector de estimaciones (Pazte
I).
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Figura 6.14: Diagrama de flujo para el cálculo del vector de estimaciones (Parte
II).
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Figura 6.15: Diagrama de flujo para el cálculo del estimador de la suma de
autocovarianzas (Pazte I).
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Figura 6.16: Diagrama de flujo paza el cálculo del estimador de la suma de
autocovarianzas (Parte II).
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Figura 6.17: Diagrama de flujo para la lectura de datos y manipulaciones ini-
ciales en la clasificación de materiales.
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Figura 6.18: Diagrama de flujo para el cálculo de la distancia entre curvas en
la clasificación de materiales.
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Figura 6.19: Diagrama de flujo general para clasificación de materiales.
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Figura 6.20: Diagrama de flujo para la simulación de curvas TGA.
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