Abstract-The increasing shift of various critical services towards Infrastructure-as-a-Service (IaaS) cloud data centers (CDCs) creates a need for analyzing CDCs' availability, which is affected by various factors including repair policy and system parameters. This paper aims to apply analytical modeling and sensitivity analysis techniques to investigate the impact of these factors on the availability of a large-scale IaaS CDC, which (1) consists of active and two kinds of standby physical machines (PMs), (2) allows PM moving among active and two kinds of standby PM pools, and (3) allows active and two kinds of standby PMs to have different mean repair times. Two repair policies are considered: (P1) all pools share a repair station and (P2) each pool uses its own repair station. We develop monolithic availability models for each repair policy by using Stochastic Reward Nets and also develop the corresponding scalable two-level models in order to overcome the monolithic model's limitations, caused by the large-scale feature of a CDC and the complicated interactions among CDC components. We also explore how to apply differential sensitivity analysis technique to conduct parametric sensitivity analysis in the case of interacting submodels. Numerical results of monolithic models and simulation results are used to verify the approximate accuracy of interacting sub-models, which are further applied to examine the sensitivity of the large-scale CDC availability with respect to repair policy and system parameters.
INTRODUCTION
The past few years have witnessed fundamental changes caused by cloud computing to business computing models. Infrastructure as a Service (IaaS) is one of the basic cloud services. This cloud service is provisioned to customers in the form of virtual machines (VMs), which are deployed on physical machines (PMs). Each VM has specific characteristics in terms of number of CPU cores, amount of memory and amount of storage. It was reported that global spending on IaaS cloud services is expected to reach 56 Billion USD by 2020 [1] . The ever-increasing demands for IaaS cloud services have created the need for cloud service providers (CSPs) to analyze cloud infrastructure availability in order to maintain high cloud service availability [2] while reducing various costs. Service availability is commonly specified via Service Level Agreements (SLAs) [3] - [5] . Any availability violation may cause the loss of revenue. In addition, some common IaaS cloud management tools, such as OpenStack [6] , have allowed configuring standby PMs for high availability. However, there is no suggestion about how to configure. System availability is affected by various factors, such as system parameters and repair policy. The latter one determines how quickly PMs get repaired upon their failure. Repair policy analysis is significant to the CDC design with respect to CDC availability. State-space models are popular and found effective for system availability analysis [7] . They also allow the derivation of sensitivity functions of the measures of interest with respect to various system parameters, which are assigned in a continuous domain. These functions could be applied to assess the impact of each of these parameters on system quality of service (QoS) and then to identify the QoS bottlenecks for systems of interest. This paper aims to explore analytical modeling and sensitivity analysis techniques to improve the availability of a large-scale IaaS cloud data center (CDC). Following Ghosh et al. [12] , we assume that there are three PM pools, namely hot (running PMs), warm (turned on, but not ready PMs) and cold (turned off PMs). Thus, there are two kinds of standby PMs, warm-standby and cold-standby. A small provisioning delay is needed for deploying default VM images on hot PMs. Additional provisioning time (to make the PM ready) is required for the VM deployment on a warm PM. Further delay is added when PMs in the cold pool are used, since they need to be turned on before being used. PMs can move among pools due to failure/repair events. PM repair times of different PM pools may be different. The main reason of considering the CDC with three PM pools in this paper is that the modeling approach of this scenario could be applied directly to scenarios with arbitrary number of pools. Note that although IaaS CSPs in production CDCs have offered standby PMs for disaster recovery [8] , there is no published information about the number of PM pools.
Large scale is a feature of CDCs, leading to the wellknown largeness problem [8] associated with a monolithic or one-level Markov chain for the availability analysis of an IaaS CDC. Moreover, complex interactions among CDC components and different failure/repair behaviors further exacerbate the largeness problem. Our numerical results show that the monolithic model cannot be solved when each pool size is larger than six. Even Stochastic Petri Nets (SPN) [10] , which could automate the generation of Markov models, still faces the issues of generating, storing and solving large models. A scalable model could be obtained by resorting to a two-level hierarchical model.
In this paper, we consider two kinds of repair policies: 1) each pool has its own Independent Repair Station (IRS), and 2) all pools Share a Repair Station (denoted as SRS). The repair rates of different PM pools are different. We develop monolithic availability models for each repair policy by using Stochastic Reward Nets (SRNs) [10] and also develop the corresponding scalable two-level models in order to overcome the monolithic model's limitations, caused by the large-scale feature of a CDC and the complicated interactions among CDC components. Experiments under various settings are carried out to verify the approximate accuracy of hierarchical models by comparison with numerical results of monolithic models and simulation results. Further, we apply the proposed hierarchical models to investigate the sensitivity of the largescale CDC availability with respect to repair policy and system parameters.
The major contributions are summarized as follows: 1). For each repair policy, we develop a monolithic model and scalable interacting sub-models. Note that the work in [12] is close to ours but there is difference not only in the modeled system (namely, the repair policy) but also in the model design (namely, the modeling of PM failure). Section 2 details the difference. As mentioned in [12] , a small change to the modeled system will make the modeling more complex. We detail the design and verify the approximate accuracy.
2). Differential analysis method [26] is explored to conduct parametric sensitivity analysis of system availability based on interacting SRN sub-models. To our best knowledge, it is the first time to investigate the ability of differential analysis method in parametric sensitivity analysis [11] of interacting-type hierarchical models. In Section 6, we show that without calculating the exact derivatives of the overall system availability with respect to each system input parameter, we could identify parameters which have greatest impact on system QoS. It is done by applying differential sensitivity analysis method to each sub-model.
The rest of the paper is organized as follows. Section 2 presents related work and background knowledge of sensitivity analysis. Section 3 introduces system architecture considered in this paper. Section 4 and 5 describe models for each repair policy. Numerical results and discussions are presented in Section 6. Finally, Section 7 concludes this paper and discusses future work.
RELATED WORK
This section first presents related work on modeling cloud data centers. Then methods for analyzing the sensitivity of system metrics with respect to parameters are presented.
Model-based for CDC Availability
Monolithic analytical models for investigating the availability of virtualized systems with detailed failures have been proposed [14] , [15] . These models focused on the evaluation of VM and assumed all PMs are homogeneous. Our work in this paper analyzed PM availability and distinguished the difference among PMs in terms of repair rate and state. In [16] , SPNs and reliability block diagrams were used for quantification of sustainability impact, cost and dependability of data center cooling infrastructures, but focusing only on the cooling system. A monolithic Markov model for a large-scale system may face largeness and stiffness problems. These modeling papers ignored scalability issues in availability evaluation and hence were not suitable for large-scale CDCs.
The authors in [18] explored the PM availability analysis in the same situation as our paper. They proposed a monolithic model without thinking the scalability issue, which is our main focus in this paper. Decomposition is an effective approach to overcome these problems [25] . The authors in [20] ignored the moving delay and constructed scalable interacting SRN sub-models in order to reduce the analysis complexity of a monolithic model. Dependencies among these SRN submodels were resolved using fixed-point iteration technique [24] . They, in [12] , further extended their modeling to the scenario with the PM moving delay, which made the availability model more complex to be analyzed. In [12] , they assumed that (Ri) each pool has its own repair station, (Rii) PM repair time for each pool must be same, and (Riii) a failed hot PM can be repaired by a warm/cold repair facility. There are two major differences between [12] and our work as follows: Difference 1. The first is the repair policy. The assumptions about repairing PMs in [12] simplified the construction of the interacting SRN sub-models. By simplified, we mean that our sub-models and sub-model interaction are more complicated than in [12] . In a realistic system, the repair time of a failed warm PM may be different from that of a failed hot PM. In our paper, we first relax the second assumption (namely, Rii in the previous paragraph) by equipping each pool with an independent repair station and then each failed PM of different pools has different repair times, denoted as IRS repair policy in the rest of paper. We then consider the system which has only one repair pool but the failed PMs of different pools has different repair times, namely, SRS repair policy. Difference 2. The interacting sub-models proposed in [12] could not capture the PM failure process in both hot and warm sub-models in an approximately accurate way in some situations. We analyze the reason in Section 4 and make experimental evaluation in Section 6.
Failure characteristics of CDC servers were studied in [19] , where hardware failure/repair rates of PMs in cloud systems were empirically obtained. The results are applicable for setting the failure/repair rates of the models we propose in this paper. A variety of pure performance models for cloud ser-vices were proposed in the last few years. See [13] and references therein. These models are complementary to our models to capture IaaS cloud service behaviors. In the following we focus on the literature on cloud availability analysis. In [17] , cloud service availability was evaluated from a user-centric point of view, unlike our work that considers a cloud service provider's point of view.
Sensitivity analysis
Sensitivity analysis allows the exposure of system QoS bottleneck as well as providing guidelines for the system optimization. It could be divided into nonparametric and parametric sensitivity analysis [27] . The first kind studies output variations caused by modifications in the structure of a model (e.g., addition or removal of a given component in a model). The second studies the output variations due to a change in system parameter values. There are several approaches for performing sensitivity analysis [26] . The following presents three approaches to be used in this paper:
(i) Vary one parameter at a time within the considered range while keeping the others constant and observe system measures of interest with respect to the varying parameter. In order to determine the parameters that cause the greatest impact on the system QoS, simulations or numerical analysis for all parameters in their defined ranges must be done.
(ii) Differential sensitivity analysis (also called directed method). It computes the sensitivity of a given measure Y, which depends on a specific parameter q , as ( ) 
Sensitivity analysis has been conducted in cloud systems. In [27] , the last two methods mentioned above were used for sensitivity analysis of the availability of a virtualized system, which was modeled as a continuous-time Markov chain (CTMC). The authors in [28] studied a hierarchical model, which consisted of several independent sub-models, each of which was modeled as a CTMC. Thus, the overall system measure is the multiplication of the measure of each submodel. Then the sensitivity of the overall system availability with respect to a system continuous parameter could be obtained accordingly by calculating the overall availability sensitivity with respect to each component and the component availability sensitivity with respect to this parameter. But in our hierarchical models, there exist complex interactions among sub-models. It is hard, if not impossible, to compute the derivative of the whole system measure with respect to any system parameter. In Section 6, we show that although ( ) S Y q of each parameter could not be calculated, we could identify parameters which impact system most significant by applying differential sensitivity analysis method to each submodel and then ignoring some parameters with less impact on system QoS.
SYSTEM DESCRIPTION
In this paper, we assume that there are three PM pools (namely hot, warm and cold) in a CDC. It is known that there exist several types of failures in a cloud system such as software failures, hardware failures and network failures [12] . This paper considers the overall effect of these possible failures with an aggregated mean time to failure (MTTF) [22] , [23] . Failure detection is assumed to be an instantaneous event. PMs in the same pool have independent and identical distributed TTFs. TTFs of hot, warm and cold PM pools are exponentially distributed. As in [12] , mean TTF rates are assumed as h w c l l l > in this paper. Three possible reasons for such assumption are as follows. It is known that software execution could speed up hardware component failure, such as fan and hard disk. In addition, software aging is unavoidable and then a computer is forced to shut down if there is no active action to take. The third is that a computer could generate corrupted files, which could damage the computer hardware on the long term.
Upon failure of a hot PM, this failed PM is moved from the hot PM pool to the pre-determined repair station for repair. Meanwhile, a PM available in the warm pool is moved to the hot pool. When the warm pool is empty but there exists a PM available in the cold pool, moving this PM to the hot pool is performed. Similarly, when a warm PM fails, it is moved from the warm pool for repair and a PM is moved from the cold pool to perform the role of this warm PM. For each pool, if there is a PM moving from other pools in order to play the role of a failed PM, this moving PM will return to its original pool after the failed PM completes its repair. Time to move a PM from one pool to another follows an exponential distribution.PM repair activities are work conserving and repaired PMs are as good as new. We consider two kinds of repair policies as follows: 1). Independent repair station (IRS). Each pool has its own repair station. There is at least one repair facility in each station. Each facility repairs a failed PM independently. A PM in a pool could be repaired only by a repair facility of this pool's repair station. If the number of PMs in a pool to be repaired is larger than the number of the corresponding repair facilities/servers, failed PMs are placed in the corresponding waiting queue. Hot, warm and cold PM mean repair times are exponentially distributed.
2). Sharing repair station (SRS). The hot, warm and cold pools share a single repair station. Failed hot PMs have the repair priority over the failed PMs of the other pools, while failed warm PMs have priority over cold failed PMs. The priority is non-preemptive. Similar to previous policy, PM repair time is exponentially distributed. [12] in order to highlight the difference of our models from those in [12] and then indicate the challenges of modeling in this paper. 
Denote mean time to move (MTTM) between two pools, e.g., wh g is the moving rate from warm pool to hot pool.
SYSTEM MODELS UNDER SRS POLICY
This section first presents monolithic SRN model under SRS repair policy. Then the corresponding scalable interacting SRN sub-models are given. Figure 1 shows the monolithic SRN model for the availability analysis of IaaS cloud under SRS repair policy. 
Monolithic SRN model
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Interacting SRN sub-models
An effective way to overcome the scalability problem of the monolithic model is to decompose it into SRN sub-models. There are three challenges in designing interacting sub-models: (C3) Defining rates of transitions modeling each pool PM repairing behaviors in order to reflect pool repairing priority and different pool repairing rates. The generated cyclic dependency between them is solved by using a fixed point iteration algorithm. Note that some places and transitions of the monolithic model appear in more than one sub-model. For example, whm T appears in both hot and warm SRN sub-models. We present the details of submodels and interacting parameters in the following.
SRN sub-models for three pools
The hot pool SRN sub-model is constructed from the structure of the monolithic model by keeping the transitions that directly interact with place h P and removing the others.
The SRN sub-models of the warm and cold pools are constructed in a similar way. 
Input
, representing the overall CDC infrastructure availability.
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Cold Warm 
Following the above approach, we could define the rates of repairing warm failed PMs (namely, rates of wr T and cwr T ) and the rates of repairing cold failed PM (namely, rate of cr T ) . TABLE 6 describes the rates of transitions modeling PM repair.
SRN sub-model interactions
As in [12] , the cyclic dependencies among the sub-models are solved by using fixed point iteration [24] . For each variable in Figure 2 ( 
where =( ) x Y and H is a vector function over set 11 11 C Ì ®
. We can show the solution to Equation (2) exists by using the method similar to [12] . 
Performance measures
The measures considered in this paper are computed by using Markov reward approach [8] . Namely, a reward rate function is assigned at the SRN level and the expected reward rate at steady state is computed as the desired measures (ii) Downtime. This is an availability measure of IaaS CDC infrastructure. Using redundant components is an effective method to improve system availability. A common form of redundancy is a k-out-of-n system in which at least k components operate for the system success. We consider the IaaS CDC infrastructure to be available if the total number of nonfailed hot PMs is greater than or equal to k , where h k n £ . Figure 3 shows a monolithic SRN model for the availability analysis of IaaS cloud under IRS repair policy. The shaded parts denotes those differences from the model in [12] . Input parameters for this model are the same as those for the monolithic model under SRS repair policy, except that rh n , rw n and rc n are used instead of r n . Besides the guard functions defined in TABLE 4, this model requires two additional guard functions, defined in TABLE 7. TABLE 8 describes the rates of transitions regarding repair. The failure-related and moving-related transition rates depend on the number of tokens in corresponding places, similar to those in the monolithic model of SRS policy. 
SYSTEM MODELS UNDER IRS POLICY
For interacting SRN sub-models, structures of hot, warm and cold pool SRN sub-models are the same as those of SRS policy except for guard functions and the repairing-related rates. The rates of transitions modeling the repair of failed PMs are defined in 
NUMERICAL RESULTS
This section aims to evaluate the capability of our models. Reference [12] is close to our work. There are two modeling difference between [12] and our models. The first is the repair policy. As mentioned above, [12] required MTTRs of different pools to be same, which is a special case of our IRS model. Thus, the following doesn't compare our modeling work with [12] from the aspect of repair policy. The second difference is the PM-failure rates in hot and warm sub-models. We evaluate the effectiveness of our failure-related rate design in 6.2.
In the following, we first describe basic configurations in Section 6.1. Then, the validation of SRS interacting SRN submodels is presented in Section 6.2. The verification of IRS interact SRN sub-models is presented in Appendix B. Section 6.3 presents the sensitivity analysis of CDC steady-state availability (SSA) with respect to repair policy and input parameters of SRS interact SRN sub-models.
Experiment configurations
SPNP software package [30] is used to solve the SRN models to obtain analytic-numeric and simulative results as well as sensitivity
The fixed point iteration approach used for solving the interacting SRN sub-models is implemented in Python. Parameters are configured according to [12] and [31] . Without loss of generality, the mean time to moving (MTTM) between pools are set to 30 minutes. The PM mean time to repair (MTTR) of hot, warm and cold pool are set to 2, 5 and 10 hours. In default, MTTFs of hot, warm and cold PMs are assumed to be 500, 1750 and 2500 hours respectively. Note that simulation results are obtained by means of simulation of the corresponding monolithic model, which directly solves the stochastic net instead of generating the underlying Markov model. The following simulation results are obtained with a 95% confidence interval.
Validation of interacting SRN sub-models under SRS policy
The advantage of interacting SRN sub-models over their corresponding monolithic SRN model was detailed in [12] from the aspects of execution time and number of model states. This section focuses on validating approximate accuracy of our interacting SRN sub-models. These results are obtained by varying h n from 3 to 10000. Unless otherwise specified, the other system input parameters are set as follows. Comparison between monolithic SRN model and interacting SRN sub-models. When pool size (initial number of PMs in a pool) is greater than 5, the SRS monolithic SRN model becomes unsolvable. Thus we do experiments by varying h n from 3 to 5. k denotes the number of available hot PMs below which the IaaS CDC is assumed unavailable. For each pool size, we vary the value of k and report the results. TABLE 10 present downtime values (in minutes per year), indicating the increasing downtime value with increasing value of k. Note that as long as the number of non-failed hot PMs is consistent between hierarchical and monolithic models at each time instant, downtime is consistent. That is, the consistent downtime is just sufficient condition for verifying the accuracy of the interacting sub-models. It is necessary to further examine the number of warm and cold non-failed PMs. TABLE 11 presents mean number of non-failed PMs, validating the approximate accuracy of interacting SRN sub-models under these configurations. Comparison with simulation results. When pool size is increasing, monolithic model can't work. Thus, simulation results are used to verify interacting sub-models. TABLE 12 and Figure 4 show the results by varying hot pool size h n from 5 to 10000. Unless otherwise specified, "SRS-simu" denotes simulation results and "SRS-INum" denotes numerical results of interacting sub-models in the following. SSA is calculated by setting h k n = . The other parameter values remain unchanged as default. We observe that:
(1) The analytic-numerical results approximate to simulation results from the aspect of the available PM number in each pool, shown in TABLE 12.
(2) The hierarchical model's accuracy decreases from the aspect of steady-state availability with the increasing h n , shown in Figure 4 . Analytic-numerical results of interacting SRN sub-models agree with simulation results when h n <250.
When h n ≥250, there exists inconsistency. The main reason is that when h n and r n increase, more hot PMs will fail in unit time and then standby PMs should be moved to hot pool. Later the failed hot PM which completes its repair will return to the pool where the corresponding substitution PM comes from. Such frequent moving leads to large variation in the number of tokens in places in each sub-model. Our interacting submodels use mean values to reflect the interaction between sub-models and then the large variation is covered, leading to the inconsistency between numerical and simulation results. This suggests the importance of designing interacting variables in Figure 2(d) . Comparison with [12] in terms of failure-related rates in each sub-model. We do experiments to show the problem of the failure-related rates in Fig.2 of [12] . h n is set to10000 and MTTM between hot and warm pools varies from 30 minutes to 3 minutes. The other parameters are set as default. Figure 5 shows mean number of non-failed hot PMs. "SRS-simu" denotes simulation results. "SRS-INum-New" denotes numerical results by applying our interacting sub-models with failure transition rates set as in TABLE 5. "SRS-INum-old" denotes numerical results by applying our interacting sub-models but failure-related rates set as in [12] . As mentioned above, the inconsistency of the non-failed hot PM number between numerical and simulation results indicates interacting sub-models' inaccuracy. "SRS-INum-old" results are far away from simulation results. Thus, the interacting sub-models with rates defined in TABLE 5 can capture the system behaviors more accurately. 
Sensitivity analysis
This section applies interacting sub-models for sensitivity analysis. We first compare the effect of repair policy on system availability in Section 6.3.1. Section 6.3.2 focuses on SRS policy and applies the last two sensitivity analysis methods described in Section 2.2 to carry out sensitivity analysis with respect to system parameters. We compare SRS and IRS policies by assuming the cost of each repair facility is same and the cost of each PM in a pool is same. Then we could compare SRS and IRS by using only SSA or the number of non-failed PMs or the number of repair facilities.
6.3.1 The impact of repair policy on system availability based on numerical analysis of interacting sub-models
In some scenarios, SRS and IRS repair policies produce the same availability but IRS requires more standby PMs in order to maintain a certain level of availability. Namely, in these scenarios where there are not enough standby PMs, the system availability cannot be maintained to a certain level under IRS policy but SRS could. Thus, an IaaS CDC with SRS policy can maintain a level of availability with less cost than using IRS policy in terms of the number of standby non-failed PMs. In the following two subsections, we compare two repair policies in terms of repair facility number and repair rate. n n n n = + + . Figure 6 shows the results.
"SRS-INum" denotes the numerical results under SRS policy. "IRS-Num" denote the numerical results under IRS policy.
From Figure 6 , we observe that 1) SRS policy can achieve higher availability than IRS policy under the same number of repair facilities; namely, SRS policy with less investment can achieve higher availability, compared to IRS policy; 2) increasing the number of repair facilities for hot pool can significantly improve system availability under IRS policy but this improvement stops after 7 r n = .
Figure 6 SSA over the total number of repair facilities for failed PMs
(B) Varying repair time
This subsection examines the effect of system repair capability (repair time of a failed hot PM) on system availability. We set h n =1000, rh n =4, Figure  7 shows SSA of interacting SRN sub-models under IRS and SRS. We observe that 1) IRS policy requires more powerful repair capability in order to achieve the same availability level as SRS when number of PMs are fixed; for example, the availability achieved under IRS at h µ =0.7 is similar to under SRS at h µ =0.6; 2) the increasing repair capability reduces the difference of SSA between two repair policies. This subsection aims to investigate which system parameters are the most relevant to the improvement of system availability when SRS policy is applied. The last two approaches presented in Section 2.2 are used for sensitivity analysis. Let h n =1000. The values of the other parameters are set as in Section 6.2. We first use "sensitivity index" method to check the effect of r n on availability by setting r n =10 and r n =100. The availability value variation is less, indicating that the SSA sensitivity to r n is zero under this set of system parameters. Now the direct method-based technique is used to analyze the first twelve parameters in the first column of TABLE 13.
Note that we cannot calculate ( ) S SSA q due to the complicate interactions among of the interacting sub-models. But we could apply direct method to each sub-model and then rank the sub-model input parameters. By analyzing the sensitivity rank in each sub-model, we could get the parameters which produces the highest impact on system availability. The details are as follows. system availability. First, 1/ wh g varies from 0.05 hours to 2 hours but the other parameters are fixed. Figure 8 reveals the system steady-state availability increase quickly with the increasing wh g . Since it has a positive sensitivity value, system availability increases with the increased wh g . Figure 9 shows the impact of h l with a negative sensitivity value. Thus, reducing h l could improve SSA.
CONCLUSIONS AND FUTURE WORK
The primary focus of this paper is to explore stochastic modeling and sensitivity analysis techniques for analyzing the impact of repair policy and system parameters on the IaaS CDC availability. We examined two repair policies: (i) independent repair station (IRS), i.e., each pool having its own repair facilities; and (ii) sharing repair station (SRS), i.e., all PM pools share all repair facilities. Interacting SRN sub-models are developed for each policy. The corresponding monolithic SRN models are also developed, and their analytic numerical results and simulation results are used to verify the accuracy of the interacting SRN sub-models.
The numerical analysis results show that an IaaS CDC with SRS policy maintains the same level of availability with less cost than using IRS policy. As long as there are enough repair facilities and MTTR is small enough, there is no difference between these two repair policies in terms of system availability. Parametric sensitivity analysis based on the hierarchical models is conducted by applying differential analysis method to each sub-model.
We summarize future research as follows. This paper used an aggregate of failures occurring in a PM. We endeavor to extend the modeling approach proposed in this paper to capture influences caused by different types of failures. Various availability solutions for cloud were proposed [21] . Future work also includes using our proposed modeling approach to analyze these solutions and compare from a model-based analysis point of view. Large scale is a fact of life in CDCs. Thus, developing an effective approach for analyzing parametric sensitivity based on interacting-type hierarchical model and applying the hierarchical model to design the strategy for deploying standby PMs in an optimized way are our future research directions. Finally, in reality, a cloud repair system must include at least two types of repair facilities: automated (software-based) and manual in which human intervention is required. We plan to model that and then investigate how various parameters influence availability.
APPENDIX A. SYMBOL SETTINGS OF SRN MODELS UNDER

SRS POLICY
The definitions of guard functions and transitions due to PM failure and moving in Figure 1 are same as in [12] . To make our paper complete, we describe these defnitions in the following. TBLE A.1 shows the guard functions. When pool size (initial number of PMs in a pool) is greater than 6, the monolithic SRN model under IRS policy becomes unsolvable. Thus we do experiment by varying h n from 3 to 6. For each pool size, we vary the value of k and report the results. 
