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1. Introduction and main results
In this paper, all the functions will be assumed in C. Let f and g be two non-constant meromorphic functions, and let
R be a rational function.
We say f and g share R CM provided that f − R and g − R have the same zeros with the same multiplicities. If f − R
and g − R have the same zeros, then we say f and g share R IM and denote it by f (z) = R(z) ⇔ g(z) = R(z). Moreover, we
denote the condition that f (z)− R(z) = 0 implies g(z)− R(z) = 0 by f (z) = R(z) ⇒ g(z) = R(z). If g(z)− R(z) = 0 whenever
f (z) − R(z) = 0, and the multiplicity of the zero z of g − R is greater than or equal to that of the zero z of f − R , then we
denote this condition by f (z)− R(z) = 0 → g(z)− R(z) = 0. In what follows, we assume that the reader is familiar with the
basic notation and results in the Nevanlinna value distribution theory [16].
In 1986, G. Jank, E. Mues and L. Volkmann [10] proved the following theorem.
Theorem A. Let f be an entire function. If f and f ′ share a ﬁnite non-zero value a IM, and if f ′′(z) = a whenever f (z) = a, then
f = f ′ .
From the hypothesis of Theorem A, it can be easily seen that the value a is, in fact, shared by f and f ′ CM.
In 2006, J.P. Wang [14] replaced the value a in Theorem A by a polynomial Q = 0 and obtained the following result.
Theorem B. Let f be a non-constant entire function, let Q be a polynomial of degree q  1, and let k > q be an integer. If f and f ′
share Q CM, and if f (k)(z) − Q (z) = 0 whenever f (z) − Q (z) = 0, then f = f ′ .
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rem B.
Example 1. Let f (z) = 2z3 − 6z2 + 12z − 4 and Q (z) = z3 + 4, and let k = 2 < q = 3. Then f (z) − Q (z) = (z − 2)3,
f ′(z) − Q (z) = −(z − 2)3 and f (k)(z) − Q (z) = −(z − 2)2(z + 4). It is easy to see that f and f ′ share Q CM, and
f (k)(z) − Q (z) = 0 whenever f (z) − Q (z) = 0, but f = f ′ .
Example 2. Let f (z) = 2z2 − 4z+ 4 and Q (z) = z2, and let k = 2= q. Then f (z)− Q (z) = (z− 2)2, f ′(z)− Q (z) = −(z− 2)2
and f (k)(z) − Q (z) = (2 − z)(2 + z). It is easy to see that f and f ′ share Q CM, and f (k)(z) − Q (z) = 0 whenever f (z) −
Q (z) = 0, but f = f ′ .
From Theorem B, some questions are proposed as follows.
Question 1. Noting that f is a polynomial in the above two examples, can the condition k > q be dropped if f is a
transcendental function?
Question 2. Can f be a meromorphic function in Theorem B?
Question 3. Can the assumption f and f ′ share Q CM be weakened?
Question 4. Can the polynomial Q be replaced by a rational function R?
Question 5. Can f (k) be replaced by a linear differential polynomial in f ?
Questions 1 and 5 were positively answered by Q. Han and H.X. Yi [9] with the application of the classical Wiman–
Valiron theory.
In this paper, using the theory of normal families, we further study the above questions and obtain a uniqueness theorem.
In what follows, we use the notation
L( f ) = ak f (k) + · · · + a2 f ′′ + a1 f ′ + a0 f (1.1)
for a linear differential polynomial of f , where a1,a2, . . . ,ak (= 0) are constants and k  2 is an integer. In fact, we prove
the following result.
Theorem 1. Let f be a non-constant transcendental meromorphic function with ﬁnitely many poles, let R be a non-zero rational
function such that f and R have no common poles, and let L( f ) be deﬁned as (1.1). If
f (z) = R(z) ⇒ f ′(z) = R(z), f ′(z) = R(z) ⇒ L( f )(z) = R(z),
and f ′(z) − R(z) = 0 → f (z) − R(z) = 0, then one of the three cases holds:
(i) f (z) = bez and∑kn=0 an = 1, where b is a non-zero constant;
(ii) R reduces to a constant, say a, and a0 + a1 +∑kn=2 anCn−1 = 1 for some non-zero constant C such that
f (z) = beCz − a(1− C)
C
,
where b is a non-zero constant;
(iii) R is a non-constant polynomial with deg R = l k − 2, f (z) = λeCz + Q (z), and⎧⎪⎪⎪⎨
⎪⎪⎪⎩
a0 + a1 = 1,
a2 = a3 = · · · = al = 0,
k∑
n=l+1
anC
n−(l+1) = 0,
where λ, C are two non-zero constants and Q is a polynomial such that C Q − Q ′ = (C − 1)R.
Remark 1. Obviously, Theorem 1 is closely related to Theorems A and B. It is easy to see that we partially solved the above
questions. We add an example here to show that the case (ii) in Theorem 1 cannot be deleted.
Example 3. Let f (z) = be2z + 1 and L( f ) = 1 f ′′ + 1 f ′ , where b is a non-zero constant. Then f , f ′ and L( f ) share 1 CM.2 4 2
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Example 4. Let f (z) = e3z + 23 z+ 29 and L( f )(z) = f ′′′(z)− 3 f ′′(z)+ 12 f ′(z)+ 12 f (z) = 2e3z + 13 z+ 49 , and let R(z) = z. Then,
f , f ′ and L( f ) share R CM. We have C = 3, a0 + a1 = 12 + 12 = 1 and a2 + Ca3 = 0.
Example 5. Let f (z) = e2z + 12 z2 + 12 z + 14 and L( f ) = f (4) − 2 f ′′′ + f = f , and let R(z) = z2. Then f , f ′ and L( f ) share R
CM. We have C = 2, a0 + a1 = 1, a2 = 0 and a3 + Ca4 = 0.
Remark 2. J. Wang and I. Laine obtained a similar result in [15, Theorem 1]. However, there is a gap in their proofs, as
pointed out and completed by J.L. Zhang in [17, Theorem 1]. Examples 4 and 5 are two counter-examples for this gap.
In 2002, J.M. Chang and M.L. Fang [1] proved the following result.
Theorem C. Let f be a non-constant entire function. If
f (z) = z ⇔ f ′(z) = z, f ′(z) = z ⇒ f ′′(z) = z,
then f = f ′ .
Remark 3. The condition f (z) = z ⇔ f ′(z) = z, f ′(z) = z ⇒ f ′′(z) = z was weakened to f (z) = a(z) ⇔ f ′(z) = a(z), f (z) =
a(z) ⇒ f ′′(z) = a(z) by J.M. Chang and M.L. Fang [2], where a(= a′) is a meromorphic function with T (r,a) = S(r, f ). We
study the problem whether the conditions that f is an entire function and f (z) = z ⇔ f ′(z) = z can be replaced by the
ones that f is a meromorphic function and f (z) = R(z) ⇒ f ′(z) = R(z), where R is a rational function. Actually, we obtain
the following result.
Theorem 2. Let f be a non-constant transcendental meromorphic function with ﬁnitely many poles, and let R be a non-zero rational
function. If
f (z) = R(z) ⇒ f ′(z) = R(z), f ′(z) = R(z) ⇒ f ′′(z) = R(z),
then f = f ′ or f ′(z) = A[R(z) − R ′(z)]ez + R ′(z), where A is a non-zero constant.
From Examples 1 and 2, we know that the condition f is transcendental in Theorem 2 cannot be omitted. By the
conclusion of Theorem 2, we can easily obtain Theorem C.
In order to prove the above two theorems, we need the following result which is of independent interest.
Theorem 3. Let f be a non-constant meromorphic function with ﬁnitely many poles, let R be a non-zero rational function, and let
L( f ) be deﬁned as (1.1). If
f (z) = R(z) ⇒ f ′(z) = R(z), f ′(z) = R(z) ⇒ ∣∣L( f )(z)∣∣ (M + o(1))∣∣R(z)∣∣,
then f is of order at most 1, where M is a positive number.
Remark 4. Some ideas of the paper are based on [5,6,8].
2. Some lemmas
In the proofs of our main results below, we need some lemmas. For the convenience of the reader, we recall these
lemmas here.
Lemma 2.1. (See [12,13].) Let F be a family of functions holomorphic on the unit disc, all of whose zeros have multiplicity at least k.
Suppose that there is A  1 such that | f (k)(z)| A whenever f (z) = 0. Then if F is not normal, there exist, for each 0 α  k,
(a) a number 0 < r < 1,
(b) points zn, zn < 1,
(c) functions fn ∈F , and
(d) positive number ρn → 0 such that ρ−αn fn(zn + ρnξ) = gn(ξ) → g(ξ) locally uniformly, all of whose zeros have multiplicity at
least k such that g(ξ) g(0) = kA + 1, where g is a non-constant entire function on C.
Here, as usual, g(ξ) = |g′(ξ)| 2 is the spherical derivative.1+|g(ξ)|
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ﬁnite value. If g(z) = 0 ⇒ g′(z) = a and g′(z) = a ⇒ g(k)(z) = 0, then g(z) = a(z − z0), where z0 is a constant.
Lemma 2.3. (See [4].) Let f be a meromorphic function on C with ﬁnitely many poles. If f has bounded spherical derivative on C,
then f is of order at most 1.
Lemma 2.4. (See [7].) Let f be a transcendental meromorphic function with order ρ( f ) = ρ < ∞, let H = {(k1, j1), (k2, j2), . . . ,
(kq, jq)} be a ﬁnite set of distinct pairs of integers that satisfy 0  ji < ki for i = 1, . . . ,q, and let ε > 0 be a given constant. Then,
there exists a set E ⊂ [0,2π) that has linear measure zero, such that if ψ ∈ [0,2π) \ E, then there is a constant R0 = R0(ψ) > 1 such
that for all z satisfying arg z = ψ and |z| R0 and for all (k, j) ∈ H, we have∣∣∣∣ f (k)(z)f ( j)(z)
∣∣∣∣ |z|(k− j)(ρ−1+ε). (2.1)
Lemma 2.5. (See [11, pp. 253–255].) Let
Q (z) = bnzn + bn−1zn−1 + · · · + b0,
where n is a positive integer and bn = αneiθn , αn > 0, θn ∈ [0,2π). For any given 0 < ε < π4n , we introduce 2n open angles
S j: − θn
n
+ (2 j − 1) π
2n
+ ε < θ < −θn
n
+ (2 j + 1) π
2n
− ε ( j = 0,1, . . . ,2n − 1).
Then, there exists a positive number R = R(ε) such that for |z| = r > R,
Re
{
Q (z)
}
> αn(1− ε) sin(nε)rn, (2.2)
if z ∈ S j where j is even, while
Re
{
Q (z)
}
< −αn(1− ε) sin(nε)rn, (2.3)
if z ∈ S j where j is odd.
We now give a key lemma. The ideas are dues to J.M. Chang and Y.Z. Zhu [5], Z.X. Chen and Z.L. Zhang [6].
Lemma 2.6. Let R and H be two non-zero rational functions, let Q be a polynomial, and let F be a transcendental meromorphic
function with ﬁnite order. If F is a solution of the following differential equation
F ′ − ReQ F = H, (2.4)
then Q reduces to a constant. In particular, if R = 1P , then R also reduces to a constant, where P is a polynomial.
Proof. Suppose that Q is not a constant. Next, we deduce that F is a rational function.
It follows from Lemma 2.4 that there exist a positive number R and a set E ⊂ [0,2π) of linear measure zero, such that,
for any ray arg z = θ ∈ [0,2π ] \ E , any given 0 < ε < 1, and any r > R satisfying∣∣∣∣ F ′(reiθ )F (reiθ )
∣∣∣∣ rσ (F )−1+ε. (2.5)
Writing H in the form H = H1H2 , where H1 and H2 are two polynomials with no common factors. Let deg H1(z) = h,
deg H2 = q, and let Q (z) = bnzn +· · ·+b0, where n is a positive integer and bn = αneiθn , αn > 0, θn ∈ [0,2π). By Lemma 2.5,
if θ = θnn + (2 j − 1) π2n ( j = 0, . . . ,2n − 1), as r suﬃciency large, we have
Re
{
Q
(
reiθ
)}
> αnθ r
n or Re
{
Q
(
reiθ
)}
< −αnθ rn,
where αnθ > 0 is a constant.
Set
arg z = θ and Ω = [0,2π) \
(
E ∪
[
2n−1⋃
j=0
{
θn
n
+ (2 j − 1) π
2n
}])
.
Rewriting (2.4) as
F ′(reiθ )
iθ
− R(reiθ )eQ (reiθ ) = H(reiθ )
iθ
. (2.6)
F (re ) F (re )
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rσ(F )−1+ε
rσ(F )+h+1 = 1rh+2−ε → 0 and∣∣∣∣ H(reiθ )rσ (F )+h+1
∣∣∣∣→ 0,
∣∣∣∣ R(reiθ )eQ (re
iθ )
rσ (F )+h+1
∣∣∣∣=
∣∣∣∣ R(reiθ )eRe{Q (re
iθ )}
rσ (F )+h+1
∣∣∣∣
∣∣∣∣ R(reiθ )eαnθ r
n
rσ (F )+h+1
∣∣∣∣→ ∞. (2.7)
Combining (2.6) and (2.7) yields that as r → ∞,∣∣F (reiθ )∣∣→ 0. (2.8)
Now, suppose θ ∈ Ω satisﬁes Re{Q (reiθ )} < −αnθ rn as r → ∞. Rewriting (2.4) as
1− F (re
iθ )
F ′(reiθ )
R
(
reiθ
)
eQ (re
iθ ) = H(re
iθ )
F ′(reiθ )
. (2.9)
The differential equation (2.4) implies that F has ﬁnitely many poles. Then there exists a positive number r1 such that
F , H and R have no poles in {z: |z| > r1}.
Let
M(r, F ′, θ) = max{∣∣F ′(z)∣∣: r1  |z| r, arg z = θ}.
We claim that∣∣F ′(z)∣∣ (M1 + o(1))|z|h+2
as r → ∞ for all z satisfying arg z = θ , where M1 is a positive constant.
Otherwise, there exists an inﬁnite sequence of points zn = rneiθ satisfying rn → ∞ and∣∣F ′(rneiθ )∣∣= M(rn, F ′, θ) > (M1 + o(1))|zn|h+2.
Thus, ∣∣∣∣ H(zn)F ′(zn)
∣∣∣∣→ 0 as rn → ∞. (2.10)
Since
F (zn) = F (z1) +
zn∫
z1
F ′(ω)dω,
it is easy to deduce∣∣F (zn)∣∣ ∣∣F (z1)∣∣+ ∣∣F ′(zn)∣∣|zn|.
Dividing |F ′(zn)| on both sides of the above inequality yields∣∣∣∣ F (zn)F ′(zn)
∣∣∣∣ (1+ o(1))|zn| as rn → ∞. (2.11)
By (2.11) and the fact Re{Q (reiθ )} < −αnθ rn , we deduce∣∣∣∣ F (zn)R(zn)F ′(zn) eQ (zn)
∣∣∣∣→ 0, (2.12)
which, together with (2.9) and (2.10), implies a contradiction. Thus, the claim is proved.
From the claim, we have∣∣F (z)∣∣ (M2 + o(1))|z|h+3 (2.13)
as r → ∞ for all z satisfying arg z = θ , where M2 is a positive number.
Since F has ﬁnitely many poles, there exists a polynomial Q 1 such that G = F Q 1 is an entire function. Then G is of
ﬁnite order. In view of (2.8) and (2.13), it is obvious that∣∣G(reiθ )∣∣ (M + o(1))rp (2.14)
as r → ∞ for each θ ∈ Ω , where p is a positive integer.
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and Phragmén–Lindelöf theorem yield G is a polynomial. Thus, we obtain F is a rational function. But, it contradicts the
assumption that F is transcendental.
All the foregoing discussion indicates that Q is a constant.
Suppose that R = 1P . Next, we prove that R is also a constant.
Otherwise, we assume that R is not a constant. Obviously, P is also not a constant.
If deg(P ) 2, then, as showed in (2.9)–(2.13) above, we see that for each θ ∈ [0,2π), as r → ∞,
∣∣F (reiθ )∣∣ (M2 + o(1))rh+3,
where h is a positive integer.
Similarly as above, we can deduce F is a rational function, a contradiction.
If deg(P )  1, then we write R(z)eQ (z) = cz−z0 , where c is a non-zero constant and z0 is a constant. Without loss of
generality, we may assume that z0 = 0. By (2.4), we have zF ′(z) − cF (z) = zH(z), so that
r
∣∣F ′(reiθ )∣∣− |c|∣∣F (reiθ )∣∣ r∣∣H(reiθ )∣∣. (2.15)
Set F (reiθ ) = u(r, θ) + iν(r, θ). Then
∂
∂r
∣∣F (reiθ )∣∣= uur + ννr√
u2 + ν2 
√
(ur)2 + (νr)2 =
∣∣∣∣ ddz F
(
reiθ
)∣∣∣∣= ∣∣F ′(reiθ )∣∣. (2.16)
Combining (2.15) and (2.16) yields r ∂
∂r |F (reiθ )| − |c||F (reiθ )| r|H(reiθ )|. Furthermore,
∂
∂r
(
r−|c|
∣∣F (reiθ )∣∣) r−|c|∣∣H(reiθ )∣∣. (2.17)
Noting that H is a rational function, thus, for any θ ∈ [0,2π), we have
∣∣F (reiθ )∣∣= r|c|
(
r−|c|0
∣∣F (r0eiθ )∣∣+
r∫
r0
∂
∂t
(
t−|c|
∣∣F (teiθ )∣∣)dt
)
 r|c|
(
r−|c|0
∣∣F (r0eiθ )∣∣+
r∫
r0
t−|c|
∣∣H(teiθ )∣∣dt
)
 |r|l,
as r → ∞, where l is a positive integer.
Analogously as above, we have a contradiction. Thus, R is a constant.
Hence, we complete the proof of this lemma. 
3. Proof of Theorem 3
We prove this theorem with the method of J. Grahl and C. Meng [8, Theorem 1.1]. For the convenience of the reader, we
present our proof in all detail.
Deﬁne F = fR . We now proceed the proof by distinguishing two cases.
Case 1. F has unbounded spherical derivative.
Then there exists a sequence (wn)n such that limn→∞ F (wn) = ∞. Since F  is continuous, F  is bounded in every
compact set and wn → ∞ as n → ∞.
First we structure a family of holomorphic function.
Noting that R is a rational function, there exists a positive number r1 such that for |z| r1, we have∣∣∣∣ R ′(z)R(z)
∣∣∣∣ M1|z| < 1 and R(z) = 0,
where M1 is a positive number. Since f has ﬁnitely many poles, there exists a positive number r2 such that f is analytic in
{z: |z| > r2}. Let r = max{r1, r2} and D = {z: |z| r}. Then F is analytic in D .
In view of wn → ∞ as n → ∞, without loss of generality, we may assume |wn| r+1 for all n. Deﬁne D1 = {z: |z| < 1}
and
Fn(z) = F (wn + z).
Then all Fn are analytic in D1. Thus, we have structured a family of holomorphic function (Fn)n .
F. Lü, H. Yi / J. Math. Anal. Appl. 362 (2010) 301–312 307Assume that Fn(z0) = 1 for some z0 ∈ D1. Then, for n large enough,
∣∣F ′n(z0)∣∣=
∣∣∣∣ f ′(wn + z0)R(wn + z0) −
f (wn + z0)R ′(wn + z0)
R(wn + z0)2
∣∣∣∣=
∣∣∣∣1− R ′(wn + z0)R(wn + z0)
∣∣∣∣ 2.
In what follows, we prove that (Fn)n is normal at z = 0.
Otherwise, we assume that (Fn)n is not normal at z = 0. Applying Lemma 2.1 with α = 1 and choosing an appropriate
subsequence of (Fn)n if necessary, we may assume that there exist sequence (zn)n ∈ D1 and (ρn)n such that zn → 0, ρn → 0
and
gn(ζ ) = ρ−1n
(
Fn(zn + ρnζ ) − 1
)= ρ−1n
(
f (wn + zn + ρnζ )
R(wn + zn + ρnζ ) − 1
)
→ g(ζ ) (3.1)
locally uniformly in C, where g is a non-constant entire function, ρ(g) 1 and g(ζ ) g(0) = 3 for all ζ ∈C.
We claim that
ρk−1n
f (k)(wn + zn + ρnζ )
R(wn + zn + ρnζ ) → g
(k)(ζ ) (3.2)
locally uniformly in C.
Using the mathematical induction, we prove the claim as follows.
Combining (3.1) and the fact R
′(wn+zn+ρnζ )
R(wn+zn+ρnζ ) → 0 as n → ∞, we conclude that
f ′(wn + zn + ρnζ )
R(wn + zn + ρnζ ) = g
′
n(ζ ) +
(ρngn(ζ ) + 1)R ′(wn + zn + ρnζ )
R(wn + zn + ρnζ ) → g
′(ζ ) (3.3)
locally uniformly in C, which implies the claim is right when k = 1.
We assume that the claim is also right when k = l, i.e.,
ρl−1n
f (l)(wn + zn + ρnζ )
R(wn + zn + ρnζ ) → g
(l)(ζ )
locally uniformly in C.
Deﬁne Hn(ζ ) = ρl−1n f
(l)(wn+zn+ρnζ )
R(wn+zn+ρnζ ) . Then
H ′n(ζ ) = ρln
f (l+1)(wn + zn + ρnζ )
R(wn + zn + ρnζ ) − ρ
l
n
f (l)(wn + zn + ρnζ )R ′(wn + zn + ρnζ )
R(wn + zn + ρnζ )2
= ρln
f (l+1)(wn + zn + ρnζ )
R(wn + zn + ρnζ ) − ρn
Hn(ζ )R ′(wn + zn + ρnζ )
R(wn + zn + ρnζ ) → g
(l+1)(ζ )
locally uniformly in C. Noting the fact that
ρn
Hn(ζ )R ′(wn + zn + ρnζ )
R(wn + zn + ρnζ ) → 0,
we immediately derive that
ρln
f (l+1)(wn + zn + ρnζ )
R(wn + zn + ρnζ ) → g
(l+1)(ζ )
locally uniformly in C, which ﬁnishes the proof of the claim.
Furthermore, we have
ρk−1n L( f (wn + zn + ρnζ ))
akR(wn + zn + ρnζ ) =
ρk−1n f (k)(wn + zn + ρnζ )
R(wn + zn + ρnζ ) + · · · +
ρk−1n a1 f ′(wn + zn + ρnζ )
akR(wn + zn + ρnζ )
+ ρ
k−1
n a0 f (wn + zn + ρnζ )
akR(wn + zn + ρnζ ) → g
(k)(ζ ) (3.4)
locally uniformly in C.
Now, we prove
(1) g(ζ ) = 0 ⇒ g′(ζ ) = 1, and
(2) g′(ζ ) = 1 ⇒ g(k)(ζ ) = 0.
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large)
gn(ζn) = ρ−1n
(
f (wn + zn + ρnζn)
R(wn + zn + ρnζn) − 1
)
= 0.
The assumption f (z) = R(z) ⇒ f ′(z) = R(z) immediately yields
f ′(wn + zn + ρnζn)
R(wn + zn + ρnζn) = 1.
Furthermore, by (3.3) we derive that
g′(ζ0) = lim
n→∞
f ′(wn + zn + ρnζn)
R(wn + zn + ρnζn) = 1.
This proves (1).
Next, we prove (2). Suppose that g′(η0) = 1. Obviously g′ = 1. Otherwise g(0) g′(0) = 1 < 3, a contradiction. There-
fore, again by Hurwitz’s theorem, there exists a sequence (ηn)n , ηn → η0, such that (for n suﬃciently large)
f ′(wn + zn + ρnηn)
R(wn + zn + ρnηn) = 1.
By the assumption f ′(z) = R(z) ⇒ |L( f )(z)| (M + o(1))|R(z)|, we deduce that∣∣L( f )(wn + zn + ρnηn)∣∣ (M + o(1))∣∣R(wn + zn + ρnηn)∣∣.
Combining (3.4) and the above inequality yields
g(k)(η0) = lim
n→∞ρ
k−1
n
L( f )(wn + zn + ρnη)
akR(wn + zn + ρnη) = 0.
Thus, we have (2).
Observing that (1), (2) and the conclusion of Lemma 2.2, we obtain g = ζ −b, where b is a constant. Then, g(0) 1 < 3,
a contradiction.
All the foregoing discussion shows that (Fn)n is normal at z = 0.
On the other hand, it follows from the fact F n(0) = F (wn) → ∞ as n → ∞ and Marty’s criterion that (Fn)n is not
normal at z = 0, a contradiction. Hence, case 1 cannot occur.
Case 2. F has bounded spherical derivative.
By the conclusion of Lemma 2.3, we conclude that F is of order at most 1. Therefore, f = F R is of order at most 1 as
well, which ﬁnishes the proof of Theorem 3.
4. Proof of Theorem 1
By the conclusion of Theorem 3 and the assumption f (z) = R(z) ⇒ f ′(z) = R(z), f ′(z) = R(z) ⇒ L( f )(z) = R(z), it is
easy to see that f is of order at most 1.
Deﬁne
μ = f
′ − R
f − R . (4.1)
The fact that f is transcendental implies μ = 0.
Since f ′(z)− R(z) = 0 → f (z)− R(z) = 0, we obtain μ has no zeros. With the assumption f (z) = R(z) ⇒ f ′(z) = R(z), it
is not diﬃcult to derive that f − R has ﬁnitely many multiple zeros. We know that the possible poles of μ come from the
multiple zeros of f − R and the poles of f , thus μ has ﬁnitely many poles. Moreover, from (4.1), we have ρ(μ) ρ( f ) 1.
Therefore, we can set
μ(z) = 1
P (z)
eaz, (4.2)
where P is a non-zero polynomial and a is a constant.
Let F = f − R and A = R − R ′ . Then A is a non-zero rational function and
F ′(z) − A(z) = 1 eaz F (z).
P (z)
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f ′ = C f + (1− C)R = C f + H, (4.3)
where H = (1− C)R is a rational function.
We ﬁrst consider C = 1. Then f = f ′ and f (z) = bez , where b is a non-zero constant. From the assumption f (z) =
R(z) ⇒ L( f )(z) = R(z), it is obvious that ∑kn=0 an = 1. This is (i).
Now, we consider C = 1.
Differentiating (4.3) k − 1 times yields
f (k) = Ck f + Ck−1H + Ck−2H ′ + · · · + CH (k−2) + H (k−1).
Furthermore, we have
L( f ) =
k∑
n=0
anC
n f +
k∑
n=1
anC
n−1H +
k∑
n=2
anC
n−2H ′ + · · · +
k∑
n=p+1
anC
n−(p+1)H (p) + · · · + akH (k−1). (4.4)
Deﬁne
φ =
k∑
n=0
anC
nR +
k∑
n=1
anC
n−1(1− C)R +
k∑
n=2
anC
n−2(1− C)R ′ + · · · +
k∑
n=p+1
anC
n−(p+1)(1− C)R(p) + · · ·
+ ak(1− C)R(k−1)
=
(
a0 + a1 +
k∑
n=2
anC
n−1
)
R +
k∑
n=2
anC
n−2(1− C)R ′ + · · · +
k∑
n=p+1
anC
n−(p+1)(1− C)R(p) + · · ·
+ ak(1− C)R(k−1). (4.5)
Obviously, φ is a rational function.
Suppose z0 is a zero of f − R . Substituting H = (1− C)R and z0 into (4.4), we have R(z0) = φ(z0), which shows that z0
is also a zero of R − φ.
Next, we prove that R = φ. Otherwise, we assume that R − φ = 0. Combining the above discussion and the fact that
f − R has ﬁnitely many multiple zeros yields
N
(
r,
1
f − R
)
= N1)
(
r,
1
f − R
)
+ N(2
(
r,
1
f − R
)
 N
(
r,
1
R − φ
)
+ O (log r) = O (log r),
which implies that f − R has ﬁnitely many zeros. Thus we can set f (z) − R(z) = R1(z)ebz , where R1 is a rational function
and b is a non-zero constant. Differentiating the above equation leads to
f ′(z) = R ′(z) + (R ′1(z) + bR1(z))ebz.
By the fact f − R has ﬁnitely many zeros and the assumption f ′(z) = R(z) → f (z) = R(z), we deduce that f ′ − R also has
ﬁnitely many zeros. Noting that
f ′ − R = R ′ − R + (R ′1 + bR1)ebz,
thus, R = R ′ or R ′1 + bR1 = 0.
If R = R ′ , then R is transcendental, which is impossible.
If R ′1 + bR1 = 0, then b = 0 and f is a rational function, a contradiction.
Hence, we complete the proof of
R = φ. (4.6)
We now distinguish the following three cases.
Case 1. R is not a polynomial.
Assume that a0 is a pole of R with multiplicity m. It is clear from (4.5) and the fact C = 1 that a0 is a pole of φ with
multiplicity m + k − 1, which contradicts (4.6).
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Suppose that the degree of R is l. If l  k − 1, then, by (4.5) and (4.6), we deduce that ak = 0, a contradiction. Thus,
l k − 2. Combining (4.5), (4.6) and the fact C = 1,0, yields⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
a0 + a1 +
k∑
n=2
anC
n−1 = 1,
k∑
n=p+1
anC
n−(p+1) = 0 (p = 1, . . . , l).
A routine calculation leads to⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
a0 + a1 = 1,
a2 = a3 = · · · = al = 0,
k∑
n=l+1
anC
n−(l+1) = 0.
By integrating (4.3), we have
f (z) = λeCz + Q (z),
where λ is a non-zero constant and Q is a polynomial. Differentiating the above equation yields
f ′(z) = λCeCz + Q ′(z).
It is clear from the assumption f ′(z) = R(z) → f (z) = R(z) that
C Q − Q ′ = (C − 1)R.
Thus, we deduce (iii).
Case 3. R is a constant.
Set R = a. Integrating (4.3) yields
f (z) = beCz − a(1− C)
C
+ B,
where b is a non-zero constant and B is a constant. Furthermore, the assumption f ′(z) = a ⇒ f (z) = a leads to B = 0. By
φ = R = a, we deduce
a0 + a1 +
k∑
n=2
anC
n−1 = 1.
It is (ii).
Hence, Theorem 1 is proved.
5. Proof of Theorem 2
By the conclusion of Theorem 3 and the assumption of Theorem 2, it is easy to see that f is of order at most 1. Let
F = f − R . From
f (z) = R(z) ⇒ f ′(z) = R(z), f ′(z) = R(z) ⇒ f ′′(z) = R(z),
we have
(I) F (z) = 0 ⇒ F ′(z) = R(z) − R ′(z), and
(II) F ′(z) = R(z) − R ′(z) ⇒ F ′′(z) = R(z) − R ′′(z).
Deﬁne
μ = (R − R
′)F ′′ − (R − R ′′)F ′
F
. (5.1)
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Case 1. μ = 0.
It implies that (R − R ′)F ′′ = (R − R ′′)F ′ . Rewriting (5.1) as
F ′′
F ′
= R − R
′′
R − R ′ = 1+
R ′ − R ′′
R − R ′ .
Integrating the above differential equation yields F ′(z) = A(R(z)− R ′(z))ez . Thus, f ′(z) = F ′(z)+ R ′(z) = A(R(z)− R ′(z))ez +
R ′(z).
Case 2. μ = 0.
By the lemma of logarithmic derivative, we have
m(r,μ)m
(
r,
(R − R ′)F ′′
F
)
+m
(
r,
(R − R ′′)F ′
F
)
+ log2 = O (log r).
Obviously, F has ﬁnitely many poles. And it is clear from (I) that F has ﬁnitely many multiple zeros. Observing Eq. (5.1), we
know that the possible poles of μ come from the multiple zeros and the poles of F . Therefore, the above discussions imply
μ has ﬁnitely many poles. Thus N(r,μ) = O (log r) and T (r,μ) = O (log r), which shows that μ is a rational function.
We denote the counting function of those 0-points of F ′ − (R − R ′), counted according to multiplicity, which are not the
0-points of F by N(r, R − R ′; F ′ | F = 0). Suppose z0 is a zero of F ′ − (R − R ′) with multiplicity m, and not the zero of F .
By (II) and (5.1), we deduce that z0 is also a zero of μ. Noting that μ is a rational function, we have N(r, 1μ) = O (log r).
Meanwhile, it follows from (b) that F ′ − (R − R ′) has ﬁnitely many multiple zeros, which means N(2(r, 1F ′−(R−R ′) ) = O (log r).
Therefore,
N(r, R − R ′; F ′ | F = 0) N
(
r,
1
μ
)
+ N(2
(
r,
1
F ′ − (R − R ′)
)
= O (log r). (5.2)
Deﬁne
φ = F
′ − (R − R ′)
F
. (5.3)
From the fact F is transcendental, it is clear that φ = 0. In what follows, we consider the zeros and poles of φ.
Since F has ﬁnitely many poles and multiple zeros, we obtain that φ also has ﬁnitely many poles. Combining the fact
F ′ − (R − R ′) has ﬁnitely many multiple zeros and (5.3) yields
N
(
r,
1
φ
)
 N(r, R − R ′; F ′ | F = 0) + N(2
(
r,
1
F ′ − (R − R ′)
)
= O (log r),
which implies that φ has ﬁnitely many zeros. Therefore, we can assume that
φ(z) = R1(z)eaz,
where R1 is a rational function and a is a constant. Rewriting (5.3) as
F ′(z) − R1(z)eaz F (z) = R(z) − R ′(z). (5.4)
It follows from Lemma 2.6 and the fact F is of ﬁnite order that a = 0. Rewriting (5.4) as
F ′ − R1F = R − R ′. (5.5)
By differentiating (5.5), we have
F ′′ = R ′1F + R1F ′ + R ′ − R ′′
= (R21 + R ′1)F + R1(R − R ′) + (R ′ − R ′′)
= (R21 + R ′1)F + R1(R − R ′) − (R − R ′) + (R − R ′′)
= (R21 + R ′1)F + (R1 − 1)(R − R ′) + (R − R ′′). (5.6)
Combining (5.1) and (5.5) yields
(R − R ′)F ′′ = [(R − R ′′)R1 + μ]F + (R − R ′′)(R − R ′). (5.7)
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(R − R ′′)R1 + μ − (R − R ′)
(
R21 + R ′1
)]
F = (R1 − 1)(R − R ′)2. (5.8)
If (R − R ′′)R1 + μ − (R − R ′)(R21 + R ′1) = 0, then, by Eq. (5.8), it is easy to deduce R1 = 1 and f = f ′ .
If (R − R ′′)R1 + μ − (R − R ′)(R21 + R ′1) = 0, then Eq. (5.8) implies that F is a rational function, which is impossible.
Thus, the proof of Theorem 2 is completed.
For further study, we propose the following question.
Question 6. What will happen if the rational function R is replaced by a small function α of f in Theorems 1 and 2?
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