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Eine der Techniken im Überlebensmechanismus in der Natur basiert auf Homogenisierung.
Betrachtet man zwei Elemente bzw. Lebewesen einer Spezies, so sind diese (natürlich)
nicht zu 100% identisch, weisen aber dennoch ähnliche makroskopische Eigenschaften auf.
Man denke etwa an verschiedene Krabben der gleichen Art, die alle hohen Wasserdrücken
standhalten können, obwohl in ihren Exoskeletten eine Vielzahl lokaler Unterschiede zu
nden sind. Die Auswirkungen solcher lokaler Abweichungen und Defekte werden durch
die Homogenisierung ausgeglichen.
Die Entwicklung von analytischen und numerischen Homogenisierungsmethoden ist eine
hoch anspruchsvolle Aufgabe. Mathematisch gesehen ist die Homogenisierung eine Mit-
telung, die mittels integraler Gleichungen für denselben Eekt sorgt. Als Beispiel seien die
Materialien Kupfer und Aluminium betrachtet, deren Kompressionsmoduln sich um etwa
80% unterscheiden. Die Kompressionsmoduln von Verbundwerkstoen, die aus diesen
beiden Materialien bei gleichem Volumenanteil bestehen, unterscheiden sich dagegen um
höchstens 9% voneinander.
Bei Homogenisierungsüberlegungen ist zu beachten, dass in der Natur lediglich physika-
lische Defekte und Abweichungen vorliegen können, wohingegen in der mathematischen
Betrachtung ein Defekt auch in Form von einer nichtzutreenden Annahme oder nicht
geeigneten Randbedingungen, oder auch in einem Fehler im Programmcode vorliegen
kann. Sollten sich die Ergebnisse trotz derartiger Fehler innerhalb der theoretisch zuläs-
sigen Schranken (Voigt-Reuss) benden, gibt es kein Mittel, um einen solchen Fehler zu
ermitteln.
Die Homogenisierung ist daher nicht nur wegen der mathematischen Komplexität eine
anspruchsvolle Aufgabe, sondern auch aufgrund der Tatsache, dass keine zuverlässige
Methode existiert, die es erlaubt, die Modelle und ihre Ergebnisse zu validieren und zu
verizieren.
Im Kapitel 3 dieser Arbeit werden zunächst einige Grundlagen der Homogenisierungsthe-
orie erläutert. Anschlieÿend werden einige neue Erkenntnisse vorgestellt und diskutiert.
Ein wichtiges Beispiel einer nichtzutreenden Annahme ist das sogenannte Hill-Postulat
(auch Hill-Bedingung), auf dem die moderne Homogenisierungstheorie basiert. Dieses Pos-
tulat setzt eine energetische Gleichheit zwischen der Mikro- und der Makroebene voraus.
VI ZUSAMMENFASSUNG
Äquivalent zu dieser Bedingung ist die Aussage, dass keine Arbeit durch die Fluktua-
tion der Spannungs- und Verzerrungsfelder geleistet wird bzw. verloren geht. Dies wird
auch in der numerischen Betrachtung berücksichtigt, indem Randbedingungen (für die
Homogenisierungsaufgabe) nur dann zugelassen werden, wenn sie die Hill-Bedingung er-
füllen.
In der vorliegenden Arbeit wird gezeigt, dass die Hill-Bedingung dem Prinzip der min-
imalen potentiellen Energie widerspricht. Die bisher vernachlässigte Arbeit der Fluktu-
ationen, entspricht einem Energieverlust und führt direkt zu einer so genannten struk-
turellen (materiellen) Dämpfung, die von der Dehnungsgeschwindigkeit unabhängig ist.
Die Elastizitätskonstanten haben damit komplexe Werte, wobei der imaginäre Anteil als
Verlustmodul bezeichnet wird. Damit erstellt man eine theoretische Brücke zwischen
dem Werkstoaufbau und der bisher fast 100 Jahre lang als reine mathematische Be-
quemlichkeit verwendeten komplexen Steigkeiten, die bisher lediglich als mathematisch
zweckmäÿige Gröÿen eingeführt und benutzt wurden.
Schlieÿlich werden im Kapitel 4 einige numerische Beispiele für die zuvor vorgestellten
Modelle und Methoden angegeben. Bei der numerischen Homogenisierung stellt die Ab-
hängigkeit der Ergebnisse von der Modellgröÿe und den Randbedingungen das gröÿte
Zuverlässigkeitsproblem dar.
Ein im Jahr 1993 entwickeltes iteratives Embedded Cell -Verfahren, dass gemäss den
Autoren diese Abhängigkeit löst, wird in dieser Arbeit erstmals analytisch geprüft. Dabei
wird einerseits nachgewiesen, dass das Verfahren stets konvergiert, andererseits wird
aufgezeigt, dass das Endergebnis im Allgemeinen einen nicht verschwindenen Fehler be-
sitzt. Da dieser Fehler beschränkt ist, kann man das Verfahren als zuverlässig bezeichnen
und mit einer gewissen Sicherheit verwenden.
1Chapter 1
Introduction
In the nature there are probably not many materials that are not heterogeneous at least
on one scale level. Here we refer to the term homogeneity in its broader sense, which
includes the isotropy. In this setting, the isotropy is a directional homogeneity, to dis-
tinguish it from the spatial one. Thus, even a fully homogeneous (both spatially and
directionally) metallic or ceramic sample is a microscopically heterogeneous mixture of
single crystals. At least some of the macroscopic properties of this sample dier from
those of its constituents - the single crystals.
This dierence is even more pronounced in the composite materials, both the natural ones
and the man-made. Natural composites are usually much more advanced than man-made,
with dierent functional domains and several hierarchical levels. Typical examples are the
bone, the teeth and, probably the most common structural composite in the nature, the
exoskeleton of the crustaceans (crabs, lobsters, craysh, shrimps, etc.) [1].
Typical man-made composites consist of small pieces of some sti material, called the re-
inforcement, dispersed in and held together by some binding material, called the matrix.
A good example of such material is the carbon ber composite, Figure 1.1. There are also
the composites in which the constituent phases form three-dimensional interpenetrating
networks, like in the example depicted in Figure 1.2. In these composites, one can not
categorize the phases into matrix and reinforcement (unless one or more constituents is a
composite itself).
Interpenetrating composites are growing in popularity due to the greater exibility
in the choice of the constituents. The reason is the geometrical interlocking of the three-
dimensional networks leading to an improved residual strength even in the case of complete
interface debonding. This allows the use of such combinations as copper and graphite or
copper and alumina, composites, which in both cases have inherently weak interfaces but
a good combination of wear resistance and electrical conductivity.




Figure 1.1: A model of a unidirectional ber reinforced composite
(a) The sample (b) with light background
Figure 1.2: A disk shaped sample with two interpenetrating phases: a polyurethane foam (the
dark phase in (b)) lled with an epoxy resin (the clear phase in (b))
group response as opposed to that of a single component. As such, the macroscopic prop-
erties are less sensitive to the single local defects like the presence of a few pores, broken
bers or bers misalignment. The resulting local variations are averaged out. One can
look at this as one of the survival mechanisms of the nature - given the almost vanishing
probability to produce two exact copies, their properties must still be very similar for
survival under the same conditions.
1.1 Current state of the research
The rst attempts to relate the material's properties to its constitution were made already
at the middle of 19th century. Matthiessen [2], who measured electric properties of various
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materials, noticed that the electric conductivity of some alloys at some concentrations fol-
lows a simple rule of mixtures (a volumetric average). It shall be noted, however, that this
empiric result, stems from the low contrast between the properties of the tested materials.
Some 15 years after the Matthiessen's experiments, Maxwell [3] includes a whole chap-
ter devoted to the conduction through a heterogeneous media in his famous Treatise on
Electricity and Magnetism. There, he derives a model of dilute distribution of identical
spherical particles inside a sphere of another material.
Other models were based on a simplied geometric representation of the polycrystal mat-
ter, like the chessboard pattern of Guertler, where the dierent crystals or phases are
arranged as shown in Figure 1.3, for more details cf. [4, 5]. Guertler came to a conclusion
Figure 1.3: A chessboard model of the phases distribution
that simple mixture rules actually bound the eective properties. His model however
does not allow any connectedness of the phases, which is not a very plausible assumption.
Consequently, a very popular model proved to be the three-dimensional cross, Figure 1.4,
explicitly drawn in Frey's work, [5], and implicitly considered in that of Lichtenecker, [6],
which was the rst model for composites with interpenetrating phases. This geometry
was then adopted by Tuchinskii [7, 8] for the assessment of elastic and thermal constants
of such composites and recently rediscovered at least two more times, [9] and [10].
The homogenization of elastic constants is based nowadays mainly on the following fun-
damental results and assumptions  the Voigt [11] and Reuss [12] mixing rules, which pro-
vide the absolute theoretical bounds for the eective stiness tensor, the Hill micro-macro
energy equivalence postulate [13], the variational principle of Hashin and Shtrikman, used
to derive the bounds for the macroscopically isotropic composites [14, 15] and the Eshelby
nding about the stress and strain inside an ellipsoidal inclusion/heterogeneity [16].
It is dicult to overestimate the importance of the Eshelby result, since the ellipsoidal
shape covers a wide range of heterogeneities, from thin platelets to long bers, and de-
fects, from penny-shaped cracks to pores and channels. A range of models like the Dilute
Distribution model (DD), the self-consistent model [17] and the Mori-Tanaka model [18]
have their origin in Eshelby's result.
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Figure 1.4: A three dimensional cross model with one of the phases made transparent
The DD model assumes no interaction between the embedded particles, in which case
every particle is treated as if it was embedded in an innite medium. The self-consistent
method is similar to DD, but the medium is assumed to be the unknown homogenized
one.
It is worth noting Bruggeman's work [1921], who did not focus on one specic prop-
erty, but rather systematically treated all possible material constants. Applying basically
Maxwell's approach, i.e solution of elds inside and outside a single inhomogeneity, he
was able to derive some interesting results applicable not only to dilute distribution, but
also to non-dilute concentrations. His solution for bulk modulus for example can be trans-
formed to that of Mori-Tanaka or the Hill self-consistent one just by changing indices of
the constituents' constants. Unfortunately his expression for shear modulus is wrong due
to an erroneous assumption regarding the displacement eld.
Using the variational principle together with the statistical correlation functions for par-
ticular geometries of the embedded particles, higher-order bounds have been developed,
[2226]. These bounds, featuring two statistical parameters, are sharper then the Hashin-
Shtrikman ones, [14, 15]. It is though not clear yet what exactly these parameters repre-
sent.
It is remarkable that all the bounds (Hashin-Shtrikman and higher-order) can be cast
into an identical form FU;L = f(F1; 1; F2; 2; yU;L). Here Fi are some known constants
of the constituent materials, i are their volume fractions and y is a function of the sta-
tistical parameters. Gibiansky [26] extracts the y parameter as an unknown function,
i.e y = Y (F1; 1; F2; 2; FU;L) and seeks bounds on it. Gibiansky claims that this 'Y'-
transformation leads to simplied expressions.
There are two problems with this approach. The rst one - no new information is ob-
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tained by reforming an expression. The same way one could extract the volume fraction
of one of the phases as an unknown and seek bounds on it. The second problem is that
one immediately looses the intuitive link to the physics of the homogenization task. As
a result, one needs to solve an optimization! problem to obtain some incomprehensible,
badly twisted two-dimensional projection of boundary lines of otherwise very simple sur-
faces. A simple 3D plot of non-reformed expressions delivers much more information in a
very comprehensible way.
At least until a complete solution of the homogenization problem will be derived, the
analytical homogenization has its obvious limitations. For this reason the numerical ho-
mogenization is a very popular supplement. Essentially, numerical homogenization is a
solution of simple boundary value problems with an objective of obtaining the eective
response of the analyzed model. This allows a treatment of both the synthetic microstruc-
tures, like some random distribution of particles in a matrix, or idealized periodic unit
cells, and the real ones, obtained by any three-dimensional imaging technique.
The main advantages of the numerical homogenization are the ability to treat various
explicit geometries and, the automatic satisfaction of the continuity conditions at the ma-
terial interfaces, namely the displacement continuity and the forces equilibrium. Whereas
the main disadvantages are size and boundary-conditions dependence of the nal results.
This dependence stems from the fact that in most cases the treated geometries are smaller
than the representative volume element (RVE), the size of which is not known a priori.
Moreover, in some cases, even if the size of an RVE is known, it is prohibitively large. For
more detailed discussion of the size eects, one is referred to the excellent introductory
book of Zohdi & Wriggers [27], whereas the subject of boundary conditions eects was
extensively studied by Huet [28] and Hazanov [29].
The numerical homogenization is a very broad eld one with many dierent models and
approaches. There are, however, two approaches that seem to be very interesting. The
rst one is the 'embedded cell method', developed by Dietrich et al [30], which is an itera-
tive method that was described as providing results, which are independent of the already
mentioned size and boundary conditions eects. An analytical proof of these properties,
which is lacking in the original publication, is attempted in chapter 4 of the current work.
The second approach is the so-called FE2, where one treats each Gauss point at the el-
ement level as being an RVE, which must be homogenized at each load increment. For
details about this approach see [31]. Some 10-15 years ago this approach was very non-
practical, however with recent advances in the parallel computing, it becomes a feasible
approach not only for special clusters, but also for a common (though high-end) PC.
In some not so distant future, FE2 will probably be one of the dominant techniques
due to its inherent ability to explicitly incorporate for example the microstructural dam-
age development, while macroscopically considering a complete structural or mechanical
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detail.
1.2 Objectives and outline
Thinking of the homogenization task as of a puzzle with many missing pieces, the main
objective of the current work is to bring together some pieces that were found till now
and perhaps nd new ones.
The thesis is structured in ve chapters.
Chapter 2 is an abbreviated introduction of the continuum mechanics, necessary for the
next chapters.
Chapter 3 is devoted to the analytical homogenization principles of the linear elasticity.
Main concepts are explained and some are corrected. The Hill postulate is shown to
contradict the minimum potential energy principle. A few new expressions are derived and
explained. It is shown that the eective stiness tensor of any heterogeneous mixture is a
complex quantity with the imaginary part being the loss modulus, directly corresponding
to the energy dissipation at the material interfaces.
Chapter 4 is devoted to the numerical homogenization methods. Main model types and
homogenization strategies are explained and compared either with analytic results or with
experimental data. An attempt is made at analytical proof of the 'embedded cell method'
convergence. The slight disagreement between the proposed analytical proof and the
numerical results is investigated and an explanation is proposed.
Chapter 5 gives a short summary.
1.3 Notation
An attempt has been made to use a consistent set of symbols and denitions throughout
the whole text. In cases where this was not possible, a notation for the particular chapter
has been additionally introduced.
In general, non-bold slanted Roman and Greek characters denote scalar quantities, vectors
are denoted with an arrow, as in ~n, tensors of rank 2 are denoted with bold Roman and
Greek characters, whereas tensors of rank 4 with double-stroke Romans.
Symbols
















d dissipation tensor in isotropic case








Xi; xi cartesian coordinates of a point
t time
U strain energy density
~U complementary energy density
 volumetric component of the isotropic Eshelby tensor
 deviatoric component of the isotropic Eshelby tensor
ij Kronecker delta
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;  3-point correlation functions






Vi i-th phase volume
vi i-th phase volume fraction
Vectors
~b body force
d~a small area element
d~f force vector






A Almansi strain tensor
B Left Cauchy-Green deformation tensor
C Right Cauchy-Green deformation tensor
e strain deviator
E Green-Lagrange strain tensor
F deformation gradient
H displacement gradient
I second rank unit tensor
P nominal stress
PT rst Piola-Kirchho stress tensor
Psym second Piola-Kirchho stress tensor
R rotation tensor
U right stretch tensor
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V left stretch tensor
" small strain tensor
" eigenstrain
 Cauchy stress tensor
 stress deviator
4th rank tensors
A strain inuence tensor
B stress inuence tensor
C stiness tensor
[C] stiness tensor in matrix (Voigt) notation
D dissipation tensor
I fourth rank unit tensor
S compliance tensor





Basic equations of Continuum
Mechanics
The assessment, or prediction of the eective properties of a heterogeneous mixture is
called homogenization. However a discussion of the subject is impossible without the
use of some denitions and concepts of the continuum mechanics. For this reason we start
with a rather abbreviated restatement of the fundamentals of the continuum mechanics,
directly applicable to this work. Reader, interested in a more complete treatment of the
subject, is encouraged to consult textbooks like Fung's A First Course In Continuum
Mechanics [32].
2.1 Kinematics of a deformable body
The motion, consisting of both the rigid body motion and the deformation (alteration of
form or shape [33]), is probably the only observable phenomena when a deformable body
is subjected to any possible loading. In (quasi)static problems we are mostly interested
in the latter one. To draw any useful conclusion about the state of the analyzed body one
must be able to quantify the deformation.
2.1.1 Deformation gradient
For that purpose we choose a convenient coordinate system (CS) and track the motion
of the body in this CS through time. The state of the body at time t = t0 is called
the initial conguration. The snapshot at time t = t is the current conguration and
the body in its undeformed state is called the reference conguration. Sometimes the
undeformed is also the initial one. Obviously, every particle of the body can be described
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by its coordinates in the chosen CS. Let the material point P in the reference conguration
have the coordinates (Cartesian CS)
~X = [X1; X2; X3]
T (2.1)
and in the current conguration the coordinates
~x = [x1; x2; x3]
T (2.2)
Let also the motion of the body be described by a continuous and single-valued function
'(X; t), which gives the locations of the material points as a function of their initial
locations and the time, see Figure 2.1
~x = '(~X; t) + c(t) (2.3)
where the c(t) is the rigid body translation and '(~X; t) incorporates both the rigid body
rotation and the deformation as dened in [33]. To avoid a possible discrepancy with
the literature we'll refer to the '(~X; t) as the deformation. In the absence of the rigid
Figure 2.1: The reference and current congurations in the Cartesian CS
body translation, the dierence between the current location and the initial one is the
displacement ~u(~X; t)
~u(~X; t) = ~x  ~X = '(~X; t)  ~X (2.4)
Let's now consider the relative displacements of two non-coincident, three non-collinear
and four non-coplanar, but closely spaced points at a time, Figure 2.2. Let denote the
rst point as ~X0 in the reference conguration and ~x0 in the current. Using the Taylor's
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Figure 2.2: Two, three and four points dening vector, area and volume correspondingly
series, any other closely spaced point is given by





[~X  ~X0] + ::: (2.5)
Neglecting higher-order terms we get
d~x = Fd~X (2.6)





is the 'deformation gradient'. Thus, the deformation gradient F transforms the innitesi-
mal line element d~X from the reference conguration into its image in the current cong-
uration. Three non-coinciding points dene two vectors d~X and d~Y with corresponding
area d~A = d~X  d~Y in the reference conguration and d~x, d~y and d~a = d~x  d~y in the
current one. Whereas four non-coinciding points dene three vectors d~X, d~Y and d~Z with




d~Z in the reference conguration and d~x, d~y, d~z
and dv = (d~x d~y)  d~z in the current one. These innitesimal area and volume elements




where J is the determinant of the deformation gradient, J = detF. Like any second order
tensor, the deformation gradient can be multiplicatively decomposed into the rotation
and scaling components using the polar decomposition theorem
F = RU = VR (2.9)
where R is the proper orthogonal rotation tensor, i.e
R 1 = RT and detR = 1 (2.10)
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This decomposition is useful to 'lter' the rigid body rotations out. The quantities inside
the square root dene the Cauchy-Green deformation tensors
C = U2 = FTF
B = V2 = FFT
(2.12)
where C is the right Cauchy-Green deformation tensor and B is the left Cauchy-Green
deformation tensor.
2.1.2 Strain
The deformation gradient and the Cauchy-Green deformation tensors can not be directly
used as the deformation measures for two main reasons: rst, we expect the measure to
attain the zero value in the case of no deformation, second, it should be insensitive to
rigid body rotations. Since in the case of no deformation the deformation gradient is the
unity tensor I whose components are given by the Kronecker delta ij, to meet the rst
condition it could be enough to subtract the unity tensor from the deformation gradient,
i.e.







This denition directly corresponds to the denition of the one-dimensional engineering
strain L
L
. However this denition still does not satisfy the second condition. In the case
of rigid body rotation the deformation gradient is given by the rotation tensor R and
consequently
H = F  I = R  I 6= 0 (2.14)
































Unlike the deformation, stresses can not be directly observed. Stress is an abstraction
used to describe the interaction between the material points and their surroundings within
the continuous body. Note that a 'material point' is for itself an abstraction denoting a
tiny volume consisting of some large amount of real material 'particles'. The interaction
between this point and its surroundings occurs through the interface  an imagined closed
surface surrounding the volume occupied by the point. If one removes this point from
the interior of the body, to keep the surroundings in the previous equilibrium state, there
must be a force applied on every single point of the surface. This force per unit area is





One might see an analogy to the denition of pressure in gases. In solids however, this
'pressure' has not only the normal to the surface component but also the tangential one.
These components, written in Cartesian coordinates as ij (i; j = 1; 2; 3), form the Cauchy
stress tensor . Cauchy stress is often referred to as the physical or true stress [34] since
it uniquely denes the stress vector at any point on a surface through the Cauchy's law
~t = ~n   (2.19)
Cauchy stress tensor is symmetric and is dened in the current conguration. Its counter-
part in the reference conguration is the rst Piola-Kirchho stress tensor PT , obtained
through the equivalence of the force d~f in both congurations
d~f = d~a = PTd~A (2.20)
and the relation (2.8), resulting in
PT = JF T (2.21)
Unlike the Cauchy stress, the rst Piola-Kirchho stress tensor is not symmetric. Its
transpose
P = JF 1 (2.22)
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is the nominal stress. Note that some authors dene these two tensors in the opposite
way. This denition is consistent with the one given in [34]. Due to its lack of symmetry,
the rst Piola-Kirchho stress is not a convenient stress measure. However the second
Piola-Kirchho stress, dened as
Psym = F 1PT = JF 1F T (2.23)
is symmetric. In the case of small strains, all the above dened stress tensors coincide.
2.3 Conservation laws
Conservation laws (also balance laws) can all be written using a single template equation,













 _~x~n da (2.24)
where the net temporal change of some quantity 	 is given by its production rate within
the domain plus its ux through the boundaries of the domain.
2.3.1 Mass conservation













 _~x~n da (2.25)
Given the assumption that no material , energy conversion is taking place within the
body and, no material is added through the boundaries (not always the case, even in
solids), the mass conservation law simplies to








 dv = Const (2.26)
and leads to the relationship 0 = J.
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2.3.2 Linear momentum















where ~b is the volume force and ~t is the traction vector on the boundary, dened in (2.18).




the conservation of linear momentum is often referred to as the
force equilibrium equation. Using the Gauss theorem and the Cauchy's law (2.19), the
equilibrium equation can be written in its local form
div + ~b = 0 (2.28)
2.3.3 Angular momentum
The conservation of angular momentum (also moment of momentum) is obtained by the














(~x0 ~t)~n da (2.29)
Assuming no point-moments or couple-stresses are present, the conservation of angular
momentum implies the symmetry of the stress tensor, i.e.  = T .
2.3.4 Energy
The principle of energy conservation states that the total energy of any closed system
must remain constant. The energy can not disappear or arise from nowhere. It implies
that the energy can be converted from one form to another. From this point of view, the
mass conservation is part of the energy conservation. However, since in a non-relativistic
mechanics there is no mass to other energy-forms conversion, the mass conservation is
separated as an independent law.
Given an interaction between a system and its environment, the energy of the system can
be changed by adding/extracting heat through the boundaries or due to the work done
either by the system on the environment or vice versa.
system energy = W +Q (2.30)
18 2. BASIC EQUATIONS OF CONTINUUM MECHANICS










and Q is the absorbed heat.







 _~x _~x dv (2.32)





 e dv (2.33)







 : d" dv (2.34)












" : C : " dv (2.35)
and is also called the 'elastic potential'. C is the stiness tensor, discussed in the next
subsection.







" : d dv (2.36)
which in linear elastic case is equal to the elastic potential, i.e ~U = U .
2.4 Constitutive equations
The deformations and the stresses are mutually related quantities. The relationship be-
tween these is called the constitutive law or the material law. It is actually the mathemat-
ical way to express the identity of the material. Although the parameters (properties) of
every material are unique, their material laws can be grouped into a number of common
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types like linear elastic, non-linear elastic, elasto-plastic, viscoelastic, etc. Until stated
otherwise, we limit our discussion to the linear elastic materials and linear part of the
elasto-plastic ones, further restricting the consideration to innitesimal strains.
As the name suggests, the relationship between the strains and stresses for this type of
materials is linear and given by
 = C : " (2.37)
where C is the fourth rank tensor known as the stiness tensor. This tensor is positive
denite and consequently can be inverted to reverse the relationship (2.37):
" = S :  (2.38)
where S  C 1 is the compliance tensor. Ceramic materials are a good example for
this type of constitutive law. Many metals, until the onset of the plastic ow, can be
considered linear elastic as well.
The stiness tensor C has 81 components cijkl (with i; j; k; l taking the values 1; 2; 3). Due
to the symmetries of the stress and strain tensors, the stiness tensor is symmetric with




It follows that only 36 components have non-zero values in a most general case. These
can be placed in a single matrix [C] (6 6) with components2666666664
C11 C12 C13 C14 C15 C16
C21 C22 C23 C24 C25 C26
C31 C32 C33 C34 C35 C36
C41 C42 C43 C44 C45 C46
C51 C52 C53 C54 C55 C56




c1111 c1122 c1133 c1112 c1123 c1131
c2211 c2222 c2233 c2212 c2223 c2231
c3311 c3322 c3333 c3312 c3323 c3331
c1211 c1222 c1233 c1212 c1223 c1231
c2311 c2322 c2333 c2312 c2323 c2331
c3111 c3122 c3133 c3112 c3123 c3131
3777777775
(2.40)











C11 C12 C13 C14 C15 C16
C21 C22 C23 C24 C25 C26
C31 C32 C33 C34 C35 C36
C41 C42 C43 C44 C45 C46
C51 C52 C53 C54 C55 C56
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In the linear elastic case, on account of the existence of the strain energy density U("ij),
the stiness tensor is also symmetric with respect to exchanging the rst and the second
index pairs (major symmetry), i.e
cijkl = cklij or Cmn = Cnm (2.42)
Consequently, in the most general linear elastic case there can only be 21 independent
components of the stiness tensor. The same is of course true for the compliance tensor
sijkl and the compliance matrix Smn as well.
Many materials possess however internal symmetries. These can be crystallographic
planes in the case of single crystals, or other microstructural features. Such symme-
tries reduce the amount of non-zero entries of the stiness tensor. Most important ones,
at least with respect to the current work, are the orthotropic, transverse-isotropic and
isotropic cases.
2.4.1 Orthotropy
In the orthotropic case, the material possesses three mutually orthogonal planes of sym-
metry. When aligned with the cartesian coordinate system, there are only 12 non-zero
entries of which nine are independent (note the symmetry of the tensor).2666666664
C11 C12 C13 0 0 0
C12 C22 C23 0 0 0
C13 C23 C33 0 0 0
0 0 0 C44 0 0
0 0 0 0 C55 0




In the transverse isotropic case, the material possesses a single plane of symmetry with
its normal being also the axis of rotational symmetry. When aligned with the cartesian
coordinate system, there are again only 12 non-zero entries. However, in this case the
rotational symmetry makes the in-plane moduli equal. Taking, for instance, the x3 axis
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consequently, only ve entries remain independent.
2.4.3 Isotropy
In the isotropic case, the properties are invariant with respect to the rotation about any
arbitrary axis. Any isotropic fourth-order tensor can always be represented as
cijkl = ijkl + (ikjl + iljk) (2.45)
where  and  are the Lamé constants. It follows that
C11 = C22 = C33 = + 2
C12 = C23 = C13 = 
C44 = C55 = C66 = 
(2.46)






















where I is the second order unit tensor,  p is the hydrostatic pressure,  is the stress
deviator, 3 is the relative volumetric change (small strains) and e is the strain deviator.
Consequently, it is convenient to split the Hooke's law as well. It is then given by
 = 3KI+ 2e (2.48)
where K is the so called bulk modulus and  is the shear modulus, often denoted by its
engineering counterpart G. This pair, K and  (G) will be extensively used throughout
this work.





As already mentioned in the introduction, we are interested in eective elastic proper-
ties. More specically, the eective stiness tensor of the microscopically heterogeneous
material for example. Moreover, unless explicitly mentioned, all the considered materials
are assumed to be linearly elastic with constitutive behavior governed by the Hooke's law
(2.37).
Of course, on the microscopic level the properties will vary spatially. Indeed, if one uses
a small enough control volume, then at one point there might be a single homogeneous
constituent material, while at another spatial location there might be a dierent homo-
geneous material. Yet at a third point there might happen two or more materials in the
same control volume.
Let's now x the control volume at some arbitrary location and incrementally increase
its size and try to assess the properties of the resulting sample. At sizes much below
the characteristic length of the microstructure, the properties of the volume will likely be
constant for a while. At some size there will be already more than one material in the
control volume and its properties will change. These will now be size dependent, since
with every size change there will be a dierent mix of materials inside the volume.
There exists however a size, beyond which the properties become constant again. Even
if the control volume moves to a dierent location, at this size its properties would not
change. We say the sample of this size represents the macroscopic behavior of the material
under consideration. The control volume of this size is consequently called an RVE  a
Representative Volume Element. On the other hand, we assume the sample to be large
enough to consider the RVE as a material point in the continuum sense.
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This two-scales condition can be written as
Lmicro  LRV E  Lmacro (3.1)
where Lmicro is the characteristic length of the microstructure, Lmacro is the characteristic
length of the macroscopic sample and LRV E is the RVE size. Note however, that condi-
tion (3.1) is a necessary (for non-periodic microstructures) but not sucient one. In some
cases an RVE does not exist at all. An example could be a sample with macroscopic func-
tional gradient of the mechanical properties. In such case the material is macroscopically
inhomogeneous. There could also be a damage-born lack of an RVE. In the following
we consider only materials for which either an RVE does exist, or the microstructure is
periodic. In the latter case a unit cell is sucient.
Homogenization is in some sense an averaging. Therefore, looking at the mechanical prop-
erties as stand-alone values, it might be tempting to assume that the eective macroscopic
stiness for example, is given by the volumetric average of the constituents' stiness hCi,







where  is the averaged quantity and 
 is the domain of interest (here the RVE). In
cases where the material consists of a number of discrete phases with piecewise constant




viCi (i = 1; : : : ; n) (3.3)








vi = 1 (3.4)
Equation (3.3) is known as the rule (or law) of mixtures. While being rather intuitively
simple, this rule is far from being accurate or universal.
To properly derive the eective stiness, one must consider the stiness tensor as a map
between the strain tensor and the stress tensor. Assuming now that for a microscopically
heterogeneous material, macroscopic strains and stresses are given by their microscopic
averages, the macroscopic stiness CC is dened by
hi = CC : h"i (3.5)
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where the uppercase C in superscript denotes the composite. Let's now introduce the
local stress denition, (2.37), into the (3.5)
hC : "i = CC : h"i (3.6)
and express the eld quantities through their averages and uctuations:
  hi+ ~ (3.7)
Having in mind that
hi  0 (3.8)
the LHS of (3.6) simplies to
hC : "i = h(hCi+ ~C) : (h"i+ ~")i
= hhCi : h"ii+ hhCi : ~"i+ h~C : h"ii+ h~C : ~"i
= hCi : h"i+ h~C : ~"i
(3.9)
Introducing (3.9) back into the (3.6) and applying h"i 1 to both sides, we nally obtain
the following relationship
CC = hCi+ h~C : ~"i : h"i 1 (3.10)
i.e, in general, CC 6= hCi.
3.1.1 Mean strain theorem
The strain eld within the elastic body is given by the symmetric part of the displacement




(ui;j + uj;i) (3.11)
Consequently, in case the displacement eld is continuously linear
~u0 = "0  ~x (3.12)
the strain eld is constant and is given by
" = "0 (3.13)
Of course a continuously linear displacement eld can only occur in a homogeneous ma-
terial with constant properties. In a heterogeneous material, the strain eld is probably
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intractable in a most general case. However, the average strain can still be expressed as






(ui;j + uj;i) dV (3.14)
Note that since the displacement eld is not continuously dierentiable, the RHS of the









(ui;j + uj;i) dV
1A (3.15)
where 
k is the kth region with constant properties.
The displacement gradient is still an unknown eld, but using the divergence theorem, it




































where we have used the symmetry of the displacement gradient and the fact that for the
same interface n+j =  n j . I denotes material interface. The sums can be dropped out
since the integration is independent of the actual geometry and various regions can be













If the interfaces are perfect, the displacement eld is continuous and the last integral is
identically zero. In this case the mean strain is given by the boundary displacements only.
Consequently, given a uniform macroscopic strain "0, prescribed through the linear bound-
ary displacements (3.12), the average value of the resulting strain eld is equal the pre-
scribed macroscopic value
h"i = "0 (3.18)
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3.1.2 Mean stress theorem
The derivation of the mean stress theorem is similar to the mean strain theorem. In the








ij = ikjk = iknj;k = (iknj);k   ik;knj (3.20)
is made (double index implies summation). Assuming no volume forces are present (or
negligible), the equilibrium condition (2.28) reduces to ik;k = 0. Consequently, the







Applying now the divergence theorem, one obtains the relationship between the mean







Note that t+   t  is zero at the interface in any case since either the interface is bonded
and the forces are in equilibrium, or the interfaces are separated and the forces vanish at
free surfaces.
Applying now a macroscopic stress 0 through the constant tractions
~t0 = ~n  0 (3.23)
one obtains the mean stress theorem  given a uniform macroscopic stress 0, prescribed
through the constant tractions (3.23), the average value of the resulting stress eld is equal
the prescribed macroscopic value
hi = 0 (3.24)
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3.1.3 Hill energy condition
Hill [13] has required an equivalence of the microscopic and macroscopic denitions of the
mean strain energy density
hUi = 1
2
h : "i = 1
2
hi : h"i = 1
2
h"i : CC : h"i (3.25)
This condition, expressed as
h : "i = hi : h"i (3.26)
has subsequently been termed the Hill energy condition and is often used as a necessary
homogenization condition.
It will be shown, in subsections 3.3.1 and 3.4.2.1 that this condition leads to the absolute
bounds on eective properties and thus provides no new information.
3.1.4 Inuence tensors
Limiting the treatment to the problems of linear elasticity only, allows one to express the
microscopic strain and stress elds as the linear functions of the prescribed ones, i.e.
" = A : "0 for ~u0 = "0  ~x
 = B : 0 for ~t0 = ~n  0
(3.27)
where A and B are forth-order inuence tensors. These tensors are location dependent
and in general not symmetric. Using however the mean strain and mean stress theorems
it is easy to show that their spatial average is the unit tensor
hAi = hBi = I (3.28)
Introducing the inuence tensor, say A, into the Hook's law for heterogeneous materials
(3.5), and applying the mean strain theorem, one obtains
hi = hC : A : "0i = hC : Ai : h"i (3.29)
Comparing the RHS of the (3.29) with the RHS of the (3.5), it immediately follows that
CC = hC : Ai (3.30)
Similarly, the eective compliance tensor is given by
SC = hS : Bi (3.31)
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In other words, the eective material constant can by represented as a weighted sum of the
individual phases' properties, where the weights are given by the volume fractions multi-
plied with the inuence tensors. For this reason, the inuence tensors are, sometimes, also
called the 'concentration' tensors. However, the term 'inuence' seems to better resemble
the denition, (3.27), as the internal elds are inuenced by the boundary conditions
through these tensors. It means also that the inuence tensors must implicitely include
the morphological information of the microstructure.
3.1.5 Eshelby tensor
In many practical cases, composites consist of a matrix phase and separate 'instances' of
another phase(s) embedded in it. We will refer to these 'instances' as inhomogeneities.
They can be either particles of any form and size, or bers and they can be randomly
distributed or form a pattern. In any case, the embedded phase is always surrounded
by the matrix phase. This means the loads, applied on the boundaries of the sample,
are guided to the inhomogeneities inside the sample by the matrix (with or without the
interaction eects with other inhomogeneities on the way).
In the case of a single ellipsoidal inclusion with constant eigenstrain ", embedded in an
innite, stress and strain free isotropic homogeneous matrix, Figure 3.1, Eshelby [16] has
found that the total strains and likewise the stresses are constant inside it. The total
x1 x2
x3
Figure 3.1: A single ellipsoidal inclusion in an innite elastic medium
strain inside the inclusion is given by
" = "e + " = E : " = const (3.32)
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where "e is the elastic part of the strain eld and E is a fourth-order Eshelby tensor. For

























such that the volumetric and deviatoric strains are expressed as
"kk = "

kk; eij = e

ij (3.36)
inside the inclusion domain.
Using the concept of equivalent eigenstrain, explained in [16], the Eshelby result can by
applied to inhomogeneity as well. The equivalent eigenstrain is given by
" =  C 10 [C  C0]" (3.37)
where C0 is an arbitrary homogeneous comparison material (cf. [35]). In case of an
ellipsoidal domain, this eigenstrain can be rewritten using the Eshelby tensor as
" =  [E+ (CI   CM) 1 : CM ] 1 : "0 (3.38)
with subscript I denoting the inhomogeneity and M the matrix material.
While a single inhomogeneity is of little practical importance, the Eshelby tensor serves
as a fundament of many analytical homogenization models.
3.2 Selected analytic homogenization models
3.2.1 Voigt model
The Voigt model, [11], is derived using the assumption of a (spatially) constant strain
" = "0 inside the composite, in which case the inuence tensor A is identically a unit
tensor. By substitution of a unit tensor into equation (3.30), the eective stiness is then
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a volumetric average of the constituents' stinesses
CC = hCi (3.39)
Note that the above assumption leads to the violation of the stress equilibrium at the
interfaces. This can be easily demonstrated with a simple bilayer model with a straight
interface. At the rst step, we allow the interface to be completely debonded and apply
a unidirectional strain, say, parallel to the interface. In case the Poisson's ratios of both
materials are non-zeroes, the free surfaces at the interface will move in the direction,
perpendicular to the applied displacement, Figure 3.2.




Figure 3.2: A bilayer strip loaded longitudinally. For illustration purposes the Poisson ratios
are positive.
and thus the overall strain eld is not constant. To make it constant, one must apply a













Figure 3.3: Local stresses needed to 'stitch' the interface.
any material pair, if the dierence of the o-diagonal components of the stiness tensors
is not zero, i.e C112   C212 6= 0, there must be dierent 'amounts' of stress, applied to the
interface to keep the strain eld constant.
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3.2.2 Reuss model
The Reuss model, [12], is derived using the assumption of a constant stress  = 0 inside
the sample, in which case the inuence tensor B is identically a unit tensor. By substi-
tution of a unit tensor into equation (3.31), the eective compliance is then a volumetric
average of the constituents' compliancies
SC = hSi (3.41)
Note that the above assumption leads to the kinematic incompatibility at the interfaces.
This can be again easily demonstrated with a simple bilayer model with a straight interface.
This time, we apply a stress eld perpendicular to the interface and allow the materials
to slide relative to each other. In case the Poisson's ratio of both materials are again non-
zeroes, layers will contract (or expand) in the perpendicular direction Figure 3.4. The
amount of the displacement will be dierent if the dierence of the o-diagonal compo-




Figure 3.4: A bilayer strip loaded across the interface. For illustration purposes the Poisson
ratios are positive.
jump at the interface, one must apply a stress at the interface, Figure 3.5, in which case
the overall stress eld is no longer constant. In other words, a constant stress eld requires
a displacement jump at the interface (tangent to it).







Figure 3.5: Local stresses needed to cancel the displacement jump.
3.2.3 Dilute Distribution
The dilute distribution model (DD) is derived from the solution of the strain and stress
elds for a single inhomogeneity. It is assumed that in case the distance between any
two inhomogeneities is much larger than their characteristic size, there is no interaction
between them, Figure 3.6.








Figure 3.6: Inhomogeneities at a very low concentration
considers the specic resistivity of a single spherical heterogeneity embedded inside a
sphere of another material.
Bruggeman [21] considered the mechanical properties of a spherical inhomogeneity by
solving the hydrostatic compression problem and a shear problem of a spherical composite.
The solution of the shear problem contains however an error.
An alternative way is to use the Eshelby tensor (3.38), in which case the solution applies to
a general ellipsoid shape. Using the subscripts 'M' for matrix and 'I' for the reinforcement,
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the eective stiness takes the form
CC = vMCM : AM + vICI : AI (3.42)
introducing now the property (3.28) into (3.42), the eective stiness can be written as a
function of the inhomogeneity inuence tensor
CC = CM + vI (CI   CM) : AI (3.43)
which for a single inhomogeneity is given by
AI = [I+ E : C
 1
M : (CI   CM)] 1 (3.44)
In case the inhomogeneities are of spherical shape and uniformly distributed within the
matrix, such that the composite is macroscopically isotropic, its eective stiness tensor
simplies to
KCdd = KM + vI
(KI  KM)KM
KM + (KI  KM)
GCdd = GM + vI
(GI  GM)GM
GM + (GI  GM)
(3.45)
where  and  are the components of the isotropic Eshelby tensor, given in (3.34) and
(3.35) correspondingly.
3.2.4 Mori-Tanaka model
Mori & Tanaka [18], have assumed that if the concentration of the reinforcement phase
is not dilute, then the strain and stress elds surrounding the inhomogeneity at some
distance are the average matrix strain h"i and stress hi, Figure 3.7. In this case the
inuence tensor of the inclusion is given by
AI = [I+ vME : C
 1
M : (CI   CM)] 1 (3.46)
In case of an isotropic composite with spherical inhomogeneities, this model yields
KCMT = KM + vI
(KI  KM)KM
KM + (1  vI)(KI  KM)
GCMT = GM + vI
(GI  GM)GM
GM + (1  vI)(GI  GM)
(3.47)




Figure 3.7: The stress and strain elds in the Mori-Tanaka model
It shall be noted that this model is sometimes interpreted as being valid for small volume
fractions only, see Gross & Seelig [35]. This conclusion is based on the thought that a
defect can 'see' a homogeneous stress or strain eld only for small values of vI . However,
a look at the MT representation of the average defect strain
h"iI = AI : h"iM (3.48)
may suggest a slightly dierent interpretation. Since the inuence tensor AI appears as
a constant factor, otherwise the RHS would be hAI : "iM , it can be thought of as 'all the
defects are identical'. It means that in general, the MT method valid for all values of
vI , however if the defect is not a sphere, all the defects must additionally be identically
oriented.
3.2.5 Self-consistent approach
The self-consistent method, originally derived for aggregates of crystals was applied by
Hill to the particle reinforced composite materials [17]. This method accounts for the
interaction between the inhomogeneities by looking at the inhomogeneity as being em-
bedded not in the matrix material, but rather in the homogenized composite. The strain
and stress elds that it 'sees' are then the eective macroscopic elds. This leads to the
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+ 2 = 0
(3.49)
Note that the expressions are symmetric with regard to the index change. Citing Hill:
However, this does not imply that the matrix phase also is treated as particulate in this
theory, through a kind of conceptual fragmentation. It simply means that the same overall
moduli are predicted for another composite in which the roles of the phases are reversed:
that is, where the rst phase forms a coherent matrix and the second phase is distributed
as inclusions shaped and oriented as before, both in their original concentrations.
The main problem of this approach is that an inhomogeneity, placed inside an equivalent
homogenized material, stiens (weakens) it. Consequently, at low concentrations, the
model is over (under) predicting and vice versa  it oscillates about some mid value.
The expression for the bulk modulus, rst line in (3.49), is identical to the Bruggeman's
equation (27), [21]. However the composite, considered by Bruggeman is dierent. Brugge-
man has thought of an homogeneous medium in which one embeds spheres of two dierent
materials, see Figure 3.8. The spheres can be of dierent sizes, but they must ll the orig-
inal homogeneous material till its volume fraction is reduced to zero and the spheres
are separated by thickness-less membranes. Basically, Bruggeman model is a perfect
Figure 3.8: Bruggeman model of spheres aggregate [21]
closed-cell foam of zero volume fraction, whose cells are lled with two dierent materials.
Consequently, it can be used as such for a three material composites. By changing the














As an example, one can think of a matrix with reinforcement and pores. The only re-
striction is that the volume fraction of the matrix must be small compared to that of the
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reinforcement and the pores together. Note that when the cell walls are very thin, the
matrix can contribute to the overall stiness only through the shear stiness.
Another observation is that for the matrix, one can choose a material of one of the em-
bedded particles. In this case the composite is a matrix of one material with embedded
spheres of the other. In equation (3.50) the index M must be changed to either 1 or 2
and one obtains expression identical to the Mori-Tanaka model.
3.3 Bounds on eective response
The material phases in the majority of the real composites are distributed in a random
fashion. Consequently, to exactly describe the morphology, one needs an innite set of
correlation functions which statistically characterize the sample [36]. Moreover, it is also
assumed that since the macroscopic properties depend on the morphology, For general
random media, the complexity of the microstructure prevents one from obtaining the
eective properties of the system exactly. [37]. It follows that in general case, only the
bounds on the eective properties can be stated with rigor.
The above claim is somewhat arguable, since there exist no proof rejecting the existence
of a nite set of morphological descriptors. Nevertheless, the bounds are very valuable
and useful tools. Rigorous bounds can always be used as sanity check for new theories
or numerical models.
3.3.1 Absolute upper and lower bounds
The minimum potential energy principle states that of all kinematically admissible strain







"^ : C : "^ dV =
V
2
h"^ : C : "^i > V
2
h" : C : "i = U(") (3.51)
Let's now consider a constant strain eld, i.e "0. A constant strain eld is a true eld
(" = "0) if and only if the stiness is also constant, C = CC, otherwise it is only a
kinematically admissible eld, "^ = "0, thus
h"0 : C(~x) : "0i > h"0 : CC : "0i (3.52)
or
"0 : hC(~x)i : "0 > "0 : CC : "0 (3.53)
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Consequently, the Voigt stiness estimate, obtained with the assumption of a constant
strain eld is the absolute upper bound.
Likewise, an application of the minimum complementary potential energy principle, which
states that of all statically admissible stress elds ^, the true stress eld will render the
complementary energy a minimum, leads to the upper bound on the compliance tensor
0 : hS(~x)i : 0 > 0 : SC : 0 (3.54)
which is given by the Reuss estimate. Hence, in the sense of the respective energy quanti-
ties, the eective macroscopic stiness is always bounded by the Voigt and Reuss estimates,
i.e
hCi > CC > hC 1i 1 (3.55)
For this reason they are often termed the Voigt and Reuss bounds.
The Hill condition, (3.26), requires an equivalence of the microscopic and macroscopic
denitions of the mean strain energy density, see 3.1.3. For the sake of the reader's
convenience, it is presented here again:
h : "i = hi : h"i (3.56)
or
h" : C(x) : "i = h"i : CC : h"i (3.57a)
h : S(x) : i = hi : SC : hi (3.57b)
By the way of application of either the constant strain eld, or the constant stress eld,
it is immediately clear that the Hill condition contradicts the above minimum energy
principles, (3.53) and (3.54).
In general, to relate the macroscopic and microscopic energy quantities, one must consider
the eld uctuation terms as well
h : "i = hi h"i+ h~ : ~"i (3.58)
(the derivation is similar to equation (3.9)).
The Hill condition is often interpreted as saying that for RVE the average work of the
eld uctuations must vanish. Moreover, the boundary conditions are judged for they
applicability for the homogenization task by their compliance to the Hill condition. Thus
the linear displacement, constant traction and their combinations are 'appropriate' ones,
since they nullify the last term of (3.58) on the boundaries by denition.
Using the strain and stress inuence tensors, dened in (3.27), and mean strain and mean
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stress theorems, equation (3.58) can be rewritten as
hBT : Ai = I+ h(B  I)T : (A  I)i (3.59)
which means that the last term can vanish inside the heterogeneous material only if either
of the inuence tensors is a unit tensor, leading back to the Voigt and Reuss results.
For a correct interpretation of the equation (3.58), we rst determine the sign of its last
term. Using the eective stiness tensor of a two-component composite, dened through
the inuence tensors (3.30), the inequalities (3.53) and (3.54) can be written as
C1 : A1v1 + C2 : A2v2 < C1v1 + C2v2
S1 : B1v1 + S2 : B2v2 < S1v1 + S2v2
(3.60)
where we have dropped the constant strain and stress tensors on both sides to reduce the
visual clutter.
Since v1 + v2 = 1 and hAi = hBi = I, we have
C1 : A1v1 + C2 : (I A1v1) < C1v1 + C2(1  v1)
C1 : (I A2v2) + C2 : A2v2 < C1(1  v2) + C2v2
S1 : B1v1 + S2 : (I B1v1) < S1v1 + S2(1  v1)
S1 : (I B2v2) + S2 : B2v2 < S1(1  v2) + S2v2
(3.61)
After a simple rearrangement, the above inequalities can be simplied to
(C1   C2) : A1 < (C1   C2)
(C2   C1) : A2 < (C2   C1)
(S1   S2) : B1 < (S1   S2)
(S2   S1) : B2 < (S2   S1)
(3.62)
and we nally get
(A1   I); (B2   I)
(
negative 8 C1 > C2
positive 8 C1 < C2
(A2   I); (B1   I)
(
positive 8 C1 > C2
negative 8 C1 < C2
(3.63)
from which follows that h~ : ~"i is a negative quantity. Thus the last term of the equation
is the loss, energy `dissipated' through the interfaces. Equation (3.58) then reads: The
microscopically stored energy of the heterogeneous mixture equals the externally added
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energy minus the energy, `wasted' through the interfaces adjustment.
Umicro = Umacro   UD (3.64)
It shall be noted that this `dissipation' is an associative term and must not be confused
with the thermodynamic one, since no thermodynamic process takes place during the
mathematical homogenization.
3.3.2 Hashin-Shtrikman bounds
The Hashin-Shtrikman bounds [15] were derived using the variational principle applied
to an elastic potential that includes the so called stress polarization tensor. After quite
elaborate derivation, they arrive at the following expressions for the bulk and shear moduli
of a macroscopically homogeneous composite consisting of two dierent phases:
KHS1 = K1 +
v2
(K2  K1) 1 + 3v1(3K1 + 4G1) 1
KHS2 = K2 +
v1
(K1  K2) 1 + 3v2(3K2 + 4G2) 1
GHS1 = G1 +
v2
(G2  G1) 1 + 6v1(K1+2G1)5G1(3K1+4G1)
GHS2 = G2 +
v1
(G1  G2) 1 + 6v2(K2+2G2)5G2(3K2+4G2)
(3.65)
where the KHS1 and GHS1 are the upper bounds in case K1 > K2; G1 > G2 and lower
bounds in case K1 < K2; G1 < G2.
Remarks:
 Both moduli of one material must be greater than both moduli of the other material.
Otherwise these bounds fail. This restriction was later removed by Walpole [38] in
his multiphase generalization.
 In case the shear moduli of the consituents are equal - the bounds for bulk moduli
coincide and provide an exact solution. This is not so for bounds on shear moduli
when the bulk moduli of the constituents are equal.
 The expressions for bulk moduli are proven to be bounds, whereas the expressions
for shear moduli are assumed to be bounds.
 These bounds are the tightest possible if no structural information is known (i.e.
only the constituents' properties and their volume fractions are considered).
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 These bounds are an exact solution for a 'spherical composite' - a single spherical
particle inside a spherical shell of another material (see for example Hill [13]) and
for a composite consisting of a matrix with spherical particles embedded in it ([15]).
 In case of a closed-cell foam, the particles are actually voids, K;G = 0, the lower
bound does not exist and the upper bound is an exact solution.
3.3.3 Higher order bounds
One of the positive features of bounds in addition to their usefulness, described at the
beginning of the section, is the fact that the bounds can be improved. Since the eec-
tive properties depend on the microstructure, to improve the existing bounds one have
to include successively more and more morphological information. A popular choice is
the n-point correlation function of penetrable spheres randomly distributed in some vol-
ume. The n-point correlation function is dened as the probability to nd n random
non-coinciding points in the same phase. Thus a 1-point correlation function is equivalent
to the volume fraction of a particular phase and the one-point bounds are the Voigt-Reuss
ones. Similarly, the 2-point correlation function is the probability function S2(r) that gives
the probability to nd two points, separated by the distance r in the same phase. The
two-point bounds are the Hashin-Shtrikman ones.
The three-point bounds were derived by Beran and Molyneux [22] for the eective bulk
modulus and by McCoy [23] for the shear modulus of two-phase composites. In a simpli-
ed form [24] these bounds are given by





















2hKi + 5hGih3G+ 2KihGi + h3K +Gi2hGi
hK + 2Gi2
  10hKi
2h1=Ki + 5hGih3G+ 2Kih1=Gi + h3K +Gi2h1=Gi
h9K + 8Gi2
(3.67)
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where
hi  v11 + v22
hi  11 + 22
hi  11 + 22
(3.68)
 represents any property and tilde above it denotes the interchanging of the subscripts
1 and 2 i.e. h~i  v12 + v21. The i and i are geometric parameters, given by
































P2() and P4() are Legendre polynomials and Q1(r; s;) is the probability of a triangle
with sides of length r and s at angle cos 1() having all three vertices lie in the material
1 when placed randomly in the composite.
Of course, one can derive fourth-order bounds and even higher. In the given form there
are no exact analytical values for the parameters  and  and they must be integrated
numerically. For details about the involved complexity, one can consult Helte, [39].
It should be noted that the above bounds for shear modulus are not the tightest ones.
These were subsequently improved by Milton and Phan-Thien [40], Lado and Torquato
[25] and Gibiansky and Torquato [26].
3.3.4 Remarks on HS and higher-order bounds
Hashin-Shtrikman and the higher-order bounds can all be written as
C = v11 + v22   v1v2 (1   2)
2
v12 + v21 + y
(3.70)
for any property . This template can be recast into a form given by the use of the
inuence tensors, for example equation (3.30):
C =
(2 + y)
v12 + v21 + y
v11 +
(1 + y)
v12 + v21 + y
v22 (3.71)
The y expressions for various bounds are collected in Tables 3.1 and 3.2. Here, 'GT'
corresponds to the 3rd-order bounds from Gibiansky and Torquato [26]. The phases are
assumed to be well-ordered, i.e (K1  K2)(G1  G2) > 0.
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Note that the 3rd-order bounds coincide with the H-S bounds for ;  = 0; 1. Moreover,
both of the 3rd-order bounds coincide with each other for the same parameters, which
means that the H-S bounds are actually exact solutions for these values  the limiting
cases with respect to , . Figure 3.9 shows the bounding shear modulus surfaces of the
Alumina-Copper homogeneous isotropic composites for the case v1 = v2 = 0:5. The edges
of such surfaces appear also in [26], in a rather incomprehensible two dimensional twisted
projection. Hashin-Shtrikman bounds correspond to a very particular composite, the
uniform random assembly of coated spherical particles of dierent sizes. In other words a
closed-cell foam lled with another material. All the cells must have a spherical shape, be
randomly and uniformly distributed and be closed. In the case of the upper H-S bound
the sti phase is the matrix and the compliant phase is fully disconnected. This situation
correspond to the 1 = 1; 1 = 1; 2 = 0; 2 = 0, whereas in case of the lower H-S
bound, the opposite is true. Figure 3.10 depicts the bulk modulus of a perfect closed-cell
Alumina foam evaluated with the nite element model, Figure 4.27a, and compared to the
H-S solution (the upper bound). The details of the numerical homogenization procedure
are discussed in section 4.4. The second material is assumed to have zero-valued properties





(9K1 + 8G1)(1  v2)G1
6(K1 + 2G1)v2 + 9K1 + 8G1
(3.72)
where v2 is the volume fraction of voids. Note that since the cells are all closed, there is no
percolation of voids and loss of load bearing capacity, associated with it. It immediately
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Figure 3.9: 3rd order shear modulus bounds, K1 = 216:6 [GPa]; G1 = 162:5 [GPa]; K2 =
67:7 [GPa]; G2 = 25:9 [GPa]; v1 = v2 = 0:5
follows that the parameters ,  must be associated with terms like 'connectedness' and
'matricity' of the phases. An interesting observation in this regard is that in the expression
of the bulk modulus, the parameter 'y' is a function of shear modulus only. Moreover, at
the limits, appears the shear modulus of the matrix phase.
It must be stressed, however, that it is actually a misconception to refer to H-S expressions
as bounds for isotropic materials. If this was the case, one of the following claims would
be true:
 A foam with all of its cells closed is less isotropic than a foam with some of its
cells open. Consequently, there exist a unique microstructure wich is the only truly
isotropic, or,
 By incorporation of more and more correlation functions one can make the bounds
so 'sharp' that they coincide at a unique isotropic value.
Clearly, this is not so. A closed-cell foam can be as isotropic as an open-cell foam even
though the stiness tensor of the rst one attains the H-S bounds, while the second one
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Figure 3.10: The Bulk modulus of the perfect closed-cell Alumina foam, K1 =
216:6 [GPa]; G1 = 162:5 [GPa]; K2 = G2 = 0
is always inside. Consequently, there is no unique isotropic value or microstructure, but
an innite number of equally isotropic ones. It is as much a misconception to refer to the
microstructures, attaining any of these or other bounds, as 'optimal' (see for example [26])
without an explicit mention of the parameter(s) with regard to which these microstruc-
tures are optimal.
At this point it is not yet clear whether the yU and yL, given in the tables 3.1 and 3.2
are themselves bounds or limiting cases with respect to other parameters. It is possible,









in which case the maximum inaccuracy will be limited to about half the dierence.
Regardless of the actual meaning of the  and  parameters, we can assume that these
are equal to 0:5 for an absolutely symmetric composite with interpenetrating phases.
A nal remark - the HS proof that the bounds for bulk modulus are the tightest, is based
on the fact that their expression coincides with an exact solution. The shear modulus was
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not considered to be proven since at their time there was no exact solution for the shear
modulus of a composite with spherical inclusions. This solution was given later by Mori
& Tanaka [18]. This solution, following the Hashin & Shtrikman argument, is the missing
proof for the shear modulus bounds.
It is however important to reiterate that setting a variation of a multivariate function with
respect to some parameter to zero, delivers a local extremum and not a bound. Since the
varied function in our case (the strain energy density) is monotonous, as has been noted
by HS, the local minimum is also a global one - an end point (or line) of the energy
surface.
3.4 Homogeneous isotropic mixture with interpenetrat-
ing phases
Methods, described in the previous section, are based on a particular assumption regard-
ing the microstructure - it is a 'matrix & reinforcement' composite. The reinforcement
can be either in the form of particles or whiskers or bers. In either case their shapes can
be approximated by an ellipsoid, which allows the application of the Eshelby tensor.
Such treatment excludes however an important class of composite materials - composites
with more than one connected phase, see the Figure 1.2 in the introduction. Figure 3.11
depicts a similar composite though instead of plastics, the constituents are alumina foam
inltrated with copper. These composites are quite common, since even the particulate
Figure 3.11: A pseudocolor image of the Al2O3-Cu interpenetrating composite (computerized
tomography, courtesy of Dr. Geier, Austrian Foundry Research Institute in Leoben); blue color
denotes copper
matter above certain concentration creates connected clusters and networks. This fact
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has been appreciated already more than 100 years ago in connection with the problem of
eective electrical conductivity of what was then called 'binary aggregates'. Lichtenecker
[4, 6, 41] has derived some formulas based on the slicing technique.
The technique consists of slicing the microstructure into many thin slices and considering
either innite conductivity surface between two slices, or innite resistance. These two
conditions ultimately lead to a combination of mixing rules, like Voigt and Reuss (though
in case of electromagnetic properties, these were known under other names).
Figure 3.12, was the rst geometric model to actually possess three-dimensional connec-
tivity of both phases. This was considered an especially important case of a mixture with
gleichberechtigten phases (having same rights, German). We shall say (morphologi-
cally) equivalent phases. This model was rst considered by Lichtenecker [6], then by
Frey [5] and later was reused by Tuchinskii [7] to assess the mechanical properties of such
composites.
The 3D cross geometry, proved to be a popular model and was subsequently rediscov-
Figure 3.12: Lichtenecker-Frey model of the interpenetrating composite
ered at least two more times, [9] and [10]. Unlike Lichtenecker, the latter authors however
slice the composite along the material interfaces only, Figure 3.13, leading to coarser, less
general approximations. For a more detailed discussion of this approach, including the
correction of some misprints, appearing in [7], see Poniznik et al., [42].
The homogenization procedure using a mix of Voigt and Reuss equations, is also quite a
popular method for other geometries as well, see [43]. However, the nal result depends
on the particular 'slicing' combination. This dependence led Tuchinsky to designate two
of the possible slicing combinations as bounds for this model, whereas Lichtenecker con-
sidered four lines as being bounds (in two dimesions)  one for each direction and then
exchanging the phases with each other  a 'quadruple'. Using his intuition, Lichtenecker
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Figure 3.13: Hierarchical slicing of the model along the material interfaces
[6] devised an elegant averaging formula for the composites with equivalent phases
C = v11 
v2
2 (3.74)
where  stands for any material constant. This formula is basically a generalized ge-
ometric mean, which proved to match many experimental results of various material
constants like the dielectric ones, the light refraction indices, thermal conductivities and
even temperature-dependent electric resistivities, see discussion in [41]. Lichtenecker con-
cluded that the agreement of the experimental results with his formula means that the
constituent phases are equivalent in the tested sample. A recent comparative study of
various mixing rules has revealed that the Lichtenecker's formula gave the best results in
13 out of 20 cases in determination of the interstellar dust properties, [44]
3.4.1 Voigt-Reuss statistical mix
A little bit more rigorous way of building the 'mixed' model is to consider a complete
statistical sample.
Consider two particular types of composite materials, namely a unidirectional ber-reinforced
composite, Figure 3.14a, and a layered one, Figure 3.14b, with homogeneous layers. Any
direction-dependent property in these two cases can be approximated by the Voigt equa-
tion along the bers or in the layers plane and by the Reuss equation otherwise (as in
a one-dimensional springs model). Hence, the Properties of the chosen composites, in
their main material axes, are either [KVKRKR] for the ber reinforced composite, or
[KRKVKV ] for the layered plate. The approximation error in the case of KV is positive,
i.e. the value is 'stier' than should be, whereas in the case of KR - negative, i.e. the
value is 'softer' than should be. A note of caution - Voigt equation, commonly applied







Figure 3.14: Composites associated with the spring stiness model
to the Young's modulus, is actually not an upper bound (cf. [13]).
Imagine now a homogeneous isotropic material, consisting of the described composite
pieces, dispersed uniformly with random orientations. Obviously, for any given spatial
direction, one can nd pairs of pieces, which are oriented perpendicular to each other. An
application of the Voigt/Reuss procedure again on such pair will cancel, at least to some
extent, the discussed above approximation errors. However, to guarantee the existence
of such pairs for any spatial direction, the sample must be large enough  it must be a
representative volume element.
We proceed with a cubic sample, partitioned into eight equal sub-volumes, Figure 3.15.
Each sub-volume is assumed to have a constant density (phase concentration), equal to
the macroscopic one, but is allowed to be anisotropic. Since the described above two
x1 x2
x3
Figure 3.15: Statistical homogenization unit cell
transverse isotropic composites are the only ones approaching the Voigt-Reuss bounds,
we restrict our sample to be composed of such microstructures only. To resemble the
3D-cross model, we also restrict the orientation of each sub-volume microstructure to the
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three cartesian main axes. Even with this restriction, the total amount of dierent com-
binations is 38 = 6561, which is almost too much for a manual computation. Though
it's a trivial task for a pc. Let's slice the unit cell as in Figure 3.16 and enumerate the










Figure 3.16: A sliced unit-cell
are given by
x1 = V oigt(Reuss(1; 2);Reuss(3; 4);Reuss(5; 6);Reuss(7; 8))
x2;x3 = Reuss(V oigt(1; 2; 3; 4);V oigt(5; 6; 7; 8))
(3.75)
where 'Voigt' and 'Reuss' are the corresponding homogenization procedures.
Since  stands for any property, we choose it to be the bulk modulus. This allows us to
compare the results to the Hashin-Shtrikman bounds. Figure 3.17 illustrates the results
for the both cell geometries with K1
K2
= 10 and G1
G2
= 100. The dierence between the
lines, corresponding to equations (3.75), is small for both microstructures. There are also
only two lines per model instead of four. This is the result of considering all the possible
combinations  the phases are equivalent. Moreover, all the results are inside the Hashin-
Shtrikman bounds, as expected from an isotropic composite with interpenetrating phases.
Yet another set of properties shows a dierent picture, Figure 3.18. The dierence between
the lines is still small, but these are not inside the Hashin-Shtrikman bounds anymore.
This is due to the fact that the bulk and the shear moduli are not independent quantities,
even for isotropic materials. Consequently, the above statistical procedure, as well as
the Lichtenecker's and others' formulas should not be used for the approximation of the
tensorial properties. Note also that the HS bounds can not be converted to the scalar
ones by, say, assuming Gi = 0 since in that case both HS bounds coincide with the Reuss
bound.
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to the Hashin-Strikman bounds; 'Fiber' corresponds to the cell in Figure 3.14a and 'Plate' corre-
sponds to the cell in Figure 3.14b




























to the Hashin-Strikman bounds; 'Fiber' corrsponds to Figure 3.14a and 'Plate' corresponds to
Figure 3.14b
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3.4.2 Inuence tensor approach
The discussed in previous subsections approach, is not suitable for the assessment of the
eective tensorial properties. Moreover, even for scalar (vectorial) properties like the
various conductivities, the validity of the above approach is questionable.
Instead, we shall try to derive the solution using the micromechanical concepts. Let's
consider a microscopically heterogeneous solid, consisting of two discrete phases. We
make no additional assumptions as to its microstructure. However we do require it to
be macroscopically isotropic. We also consider at this point only scalar properties and
continue using K as the placeholder for any material constant.
Equations (3.28) in their scalar form are given by the following system of equations
v1a1 + v2a2 = 1
v1b1 + v2b2 = 1
(3.76)
Note that these are two independent equations with four independent unknowns. Note
also that inuence tensors fully identify the material response and do include an informa-
tion about the microstructure.
To the above system we can add the homogeneity requirement, expressed through the
equivalence of the eective property and reciprocal one.









We need a fourth equation to complete the system. This is yet another opportunity to
show that the Hill condition leads to the Voigt and Reuss bounds.
3.4.2.1 Hill condition
The Hill condition, (3.59), in this case is expressed as
b1a1v1 + b2a2v2 = 1 (3.78)
since the system contains a polynom of a second degree, it produces two solution branches
(this and the following results were obtained using the Mathematicar symbolic math
package [45]).
a1 = 1 b1 =
2
1v1 + 2v2
a2 = 1 b2 =
1
1v1 + 2v2
9>=>; Branch I (3.79)










9>=>; Branch II (3.80)
The rst branch corresponds to the Voigt bound, whereas the second branch to the Reuss
bound. QED.
3.4.2.2 Morphological equivalence condition
Using the fact that the inuence tensors (by their denition, equation (3.27)), implic-
itly contain an information about the microstructure, one can formulate the following
equivalence condition:
a1b1 = a2b2 (3.81)

























































9>>>=>>>; Branch II (3.83)
However in this case the second solution branch is not physical since the inuence tensors
must be nite and well dened for all volume fractions.













Figure 3.19 illustrates the dierence between the above solution and the Lichtenecker's
averaging (3.74). This dierence is only signicant for a large contrast between the con-
stituents' properties. Like the Lichtenecker's formula, equation (3.84) is also a guess. Both
approximations predict zero resulting constant when one of the constituents has a zero-
valued constant. Thus, these expressions could be used for properties like the viscosity,
but not for stiness.
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It was shown in subsection 3.3.1 that the complete energy balance must include a dissi-
pation term,
b1a1v1 + b2a2v2 = 1  d (3.85)
where 0 < d < 1 is the scalar equivalent of the D ,  h(B  I) : (A  I)i.
We now have a system of four algebraic equations and ve unknowns. The advantage of
this representation over others is that the complete solution depends on a single, experi-
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mentally measurable parameter. This solution is given by
a1 =




















where 	 is given by
	 = (1  d)2(1   2)2v21v22   4d12v1v2 (3.87)
Note that depending on the value of d, 	 can be either positive, negative or a zero. For a
negative 	, the resulting eective property C has two complex conjugate values, whereas
for a positive 	, C has two real values.
The eective material constant is given by
C =





Since for any single set of parameters the resulting eective material constant must be
unique, 	 must be always non-positive. Thus, all material constants of heterogeneous
materials, for which there exist a potential, are complex in most general case. Since the
inuence tensors are complex, the corresponding stress and strain elds are complex as
well.
Complex material constants are a known 'phenomenon' in electromagnetics, vibration
theory and viscoelasticity, with the imaginary part being associated with energy losses or
damping.
The imaginary term in equation (3.88) must be positive, which becomes clear when con-
sidering equations of damped motion. Usually, a damper is assumed to be viscous, i.e the
damping coecient is velocity dependent and the force equilibrium of a mass on a linear
spring with viscous damper is given by
Mu =  Ku  C _u (3.89)
where M is the oscillating mass, C is the velocity-dependent damping coecient and K
is the spring constant. Note that the damping force has the same sign as the spring force.
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Let now consider an equation of motion of one-dimensional forced oscillations.
Mu+ C _u+Ku = Fei!t (3.90)
It is known, that there exists also a frequency or velocity independent damping - 'internal'
/ 'material' / 'structural' / 'hysteretic' damping. It was also found that the structural
damping is a function of the stiness as opposed to the viscous one. In the absence of the
viscous term, the equation (3.90) was consequently modied to
Mu+ Kg
!
_u+Ku = Fei!t (3.91)
where g is a small dimensionless constant. Since ! is not known a priory, two further
models were developed, one by Küssner (see in [46]) -
Mu+K (cos g + i sin g)u = Fei!t (3.92)
and another one by Kassner (see in [46]) -
Mu+K(1 + ig)u = Fei!t (3.93)
For small g the dierence between the two is negligible and both equations were suc-
cessfully used for treatment of aeroelastic utter. For more detailed historical review,
discussion of the subject and corresponding references see [46].
In a most general case the LHS of equation of motion should include both the viscous
and the structural damping. That the complex stiness contributes to the damping term,
one can see by applying the steady-state solution of the form
u = xei!t (3.94)
in which case we have
( M!2 +K + i(C! +KIm))x = F (3.95)
Considering again equation (3.89) with complex stiness claries the sign of its imaginary
component  it must be positive, otherwise the structural damping would accelerate the
motion instead of decelerating it.
It seems also that the solution (3.88) is a bridge between the material constitution and
the experimentally observed behavior, providing a basis to otherwise phenomenological
model of Kassner.
Comparing the real part of the obtained eective constant K with the general equation,
obtained from considering the higher-order bounds, (3.71), the dissipation parameter d
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Figure 3.20: The real part of the eective bulk modulus of the interpenetrating phase composite
takes a particularly simple form
d =
1v2 + 2v1   y
1v2 + 2v1 + y
(3.96)
where y is a function of the microstructural morphology.




(1G1 + 2G2) (3.97)
It was concluded in subsection 3.3.4 that the geometric parameter  expresses the 'matric-
ity' or the 'connectedness' of the phases. Figure 3.20 depicts the eective bulk modulus
of a composite with interpenetrating equivalent phases (1 = 2 = 0:5) for a material pair
with G1
G2
= 10 and K1
K2
= 100




Unlike the analytical homogenization, which seeks the conjectures on the eective prop-
erties by making assumptions regarding the strain and stress elds, the numerical homog-
enization is necessarily a solution of a boundary value problem. The problem is set up as
a sample with an explicit microstructure, either real or synthetic, and a series of loadings
applied to the boundaries of the sample. This problem set up mimics actually various
material testing procedures and is often referred to as a virtual or numerical testing.
In the presented work the numerical homogenization methods are divided into two cate-
gories: (i) a direct homogenization, where the results of a single solution are considered
to be nal and (ii) an iterative homogenization, where the results of a single solution are
used as a starting point for the next iteration
4.1 Methods
4.1.1 Direct homogenization
The easiest test, both in the laboratory and numerically is the tensile one. It can be
displacement or force controlled. In the laboratory the boundary conditions are of the
mixed type - two (opposite) sides of the specimen are clamped and the others are free if
the specimen is a rod. If the specimen is a plate, there can be four clamped and two free
faces. In the numerical set up there are no feasibility limitations on the types of boundary
conditions.
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4.1.1.1 Displacement controlled loading
Looking at the Hook's law in the Voigt notation (2.41), it is immediately clear that in
order to obtain the full stiness matrix, one has to solve the following six homogeneous




























































where the rst three are uniaxial tensile strains and the last three are shear ones.






























where u = dX" and dX is the distance along the sample edge.
These load cases constitute the kinematic uniform boundary conditions (KUBC). The
resulting average stress is obtained as the total corresponding reaction force divided by
















4.1.1.2 Force controlled loading





























































where the rst three are uniaxial tensile stresses and the last three are shear ones.






























Note however that in case of force controlled loading one has additionally to constrain
the rigid body motion.
4.1.1.3 Periodic boundary conditions
Sometimes, the analyzed microstructure is periodic in one, two, or three dimensions. In
this case a single periodic unit cell can represent the whole material. The boundary
conditions, however, must assure the periodic deformation of the boundaries regardless
of the applied load. Hence, the term periodic BC means actually a periodic coupling of
degrees of freedom on corresponding nodes of the opposite boundaries in addition to other
loads or displacements. Using the notation, dened in chapter 2 and using the geometry
in Figure 4.1 the periodicity condition can be written as
~x+   ~x  = F(~X+   ~X ) (4.7)
or, equivalently as
~u+   ~u  = (F  I)(~X+   ~X ) = d~u (4.8)
Note that this equation must be applied pair-wise to all the nodes on the corresponding
boundaries. In practice, instead of prescribing the same d~u value at each constraint
equation, it is convenient to dene a so-called dummy node outside the sample volume











Figure 4.1: A 2D periodic unit cell
Figure 4.2 and tie the displacements of the boundary nodes to that dummy node (see for
example [47])
~u+   ~u  = ~udi (4.9)













Figure 4.2: Dummy nodes - a practical way of applying PBC
as master nodes and couple the rest to these master nodes (see for example [31])
~u+   ~u  = ~u2;4   ~u1 (4.10)
It has been noted that periodic boundary conditions deliver better homogenization results
than the prescribed displacements or the prescribed tractions, even in the case of non-
periodic microstructure. However the periodic coupling requires a mapped mesh on the
boundaries, which is not always possible.
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4.2 Model types
The analyzed microstructure can be either a simulated one (synthetic), which does not
really exist, but its geometric features represent the real one, or a reconstructed one. In
the latter case the geometry is reconstructed from the three-dimensional scan of a sample.
4.2.1 Synthetic microstructure
4.2.1.1 Simple random model
This is the simplest model possible. A cubic volume is meshed with N  N  N brick
elements. All the elements have the attributes of material number one. A set of k unique
random integers (k = v  N3) is chosen from a range [1; N3], where v is the volume
fraction of the second phase. Material properties of the element ki are changed to those
corresponding to material number two. The resulting sample distribution for v = 0:2 is
shown in Figure 4.3. This model simulates a composite with granular inclusions/clusters
at v < percolationthreshold and percolating clusters otherwise.
While this model seems to be overly simplistic, it is actually very exible. One can for
Figure 4.3: Randomly chosen elements with v = 0:2 for 5, 10 and 20 elements per edge samples
example use dierent random distributions to simulate phase gradients, see for example
Mishnaevsky [43]. With volume fraction above the percolation threshold, for a cubic
lattice - about 30%, one obtains interpenetrating phases.
This model can be used to assess all the thermomechanical properties of the composite like
the stiness, thermal conductivity, thermal expansion coecient. The usefulness of this
model can be illustrated by the direct comparison with the results of a real microstructure
(foam based composite, subsection 4.2.2), Figure 4.4.
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Volume fraction of the copper phase
Figure 4.4: Young's modulus of a simple random model vs real composite microstructure,
obtained via X-Ray computer Tomography
4.2.1.2 Random network model
Below the percolation limit, the simple random model represents a particle reinforced
composite. If the goal is to obtain interpenetrating microstructure at low volume fractions,
the procedure must be slightly modied.
A set of m (m < k) unique random integers is chosen and the corresponding elements'
properties are changed (initial seed). Then, for each seed element i (i 2 [1;m]), a random
Cartesian direction is chosen and j elements adjacent to seed(i) are changed in the chosen
direction (j is the length of the random branch). The seed(i) is replaced with the last
element of the new branch. These steps are repeated until the desired volume fraction
is reached. The resulting sample network for m = 5, j = 6 and v = 0:1 is shown in
Figure 4.5. This model simulates a ber-reinforced composite at v < percolationthreshold
and interpenetrating networks otherwise. Note that the percolation threshold of this
model is lower than that of the previous one.
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Figure 4.5: Randomly built network with seed = 5 and branch length = 6 elements for v = 0:1;
30 elements per edge samples
4.2.1.3 Periodic unit cell
Many geometries are either periodic in one or more spatial directions or can be consid-
ered as such. Common examples are crystal lattices, honeycombs, unidirectional ber
reinforced composites, some laminates, foams and others. For these geometries the RVE
can be reduced to a single periodic unit cell.
With regard to the interpenetrating composites, the simplest periodic model so far is the
three-dimensional cross Figure 4.6, described in the introduction and in section 3.4.
The advantage of this model is the fact that the step of building the geometry can be
Figure 4.6: The 3D cross geometric representation of the interpenetrating composite
eliminated. To build the model, one can use the same procedure as described in subsection
4.2.1.1, however, instead of modifying random elements, one has to modify particular ones.
Its inherent drawback - one can not simulate an isotropic composite using this geometry.
It is orthotropic by denition.
A much better model is obtained using a tetrahedron instead of a cross geometry. It can
also be inscribed in the cube Figure 4.7 and it is also the only one who's dual is also a
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tetrahedron, Figure 4.8. This means that the composite cell is absolutely symmetric with
regard to phase interchange.
Figure 4.7: The cubic cell with an inscribed tetrahedron
(a) Phase 1 (b) Phase 2
Figure 4.8: Complementary tetrahedral networks
This cell is not periodic with regard to its geometry, however it represents a one-eights
of the symmetric and periodic unit cell depicted in the Figure 4.9. Since the faces of the
basic cell are also the symmetry planes of the master cell, the material symmetries and
thus also the properties of these cells are identical.
Note that this unit cell has four planes with hexahedral symmetry and another four planes
with cubic symmetry. Consequently, it is a much better approximation for the isotropic
composite with symmetric interpenetrating phases. Figure 4.10 illustrates the agreement
between the results of the tetrahedral unit cell for an alumina-copper material pair with
the analytical approximation, (3.88) with the dissipation parameter d from (3.96) for
1 = 2 = 0:5.
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Figure 4.9: The periodic master cell formed from eight basic tetrahedrons



















Figure 4.10: A comparison of the tetrahedral unit cell results with the analytical approximation,
(3.88)
68 4. NUMERICAL HOMOGENIZATION
4.2.2 Real microstructure
The real microstructure is a reconstructed three-dimensional image of the sample, ob-
tained in a series of scans. The scans are performed using X-Ray Computer Tomography
(CT) technology.
4.2.2.1 Samples
For our purposes we use the CT scans of samples produced in the materials science depart-
ment of the TUD in the framework of the KMM network of excellence. All the samples
were produced using the lost preform technique. In a general outline this technique con-
sists of the following steps:
 preparation of the ceramic emulsion (slurry)
 choosing a polymeric or organic preform (place holder)
 slip casting the ceramic emulsion into the voids of the preform
 drying the sample
 burning the preform out and subsequently sintering the ceramics
 inltrating the sintered ceramic sample with molten metal
 cooling to the room temperature
To form the interpenetrating network three dierent preform types were used
 polymeric foam
 felt (both polymeric and natural)
 starch (rice and corn)
Figure 4.11 shows the typical microstructures, obtained from the CT scan (the upper) and
with the High Resolution Scanning Electron Microscope (HRSEM, lower two).
For more details see for example Prielipp et al [48], Homan et al [49] or Studart et al
[50].
The composite samples were subsequently cut into small disks of  5:5 [mm] diameter
and  4:5 [mm] height and scanned at the Austrian Foundry Research Institute, Leoben,
Austria.
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(a) CT scan of foam based composite
(b) HRSEM micrograph of felt based (left) and starch based (right) composites
Figure 4.11: The three types of the microstructure as function of the preform, (the HRSEM
pictures are courtesy of J. Winzer, NAW, Materialwissenschaften, TU Darmstadt)
4.2.2.2 Image data
The obtained raw data is organized as a three-dimensional matrix with intensity values
sorted by coordinates (rst x, then y and nally z). The distance between two points is
the resolution of the scan. In case of the foam-based samples it was about 10 m, whereas
the other types where scanned with the resolution of 4:85 m.
Figure 4.12 depicts some typical CT slices of the various composite samples. The ceramic
phase is the darker one. Note the noise around the sample, non-uniform light intensity in-
side the samples and structural defects like incomplete metal inltration, or, the opposite,
metal drops. The structural defects are a consequence of the imperfect manufacturing
process and can be cropped out, unless the inuence of such defects is the main purpose
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(a) Starch 30% (b) Starch 60%
(c) Felt 25% (d) Felt 50%
Figure 4.12: Typical axial slice
of the analysis. The noise and non-uniform intensity, however, are scan artifacts that may
prevent a reliable image reconstruction. The image reconstruction is based on the sepa-
ration of the phases using the intensity values. The noise and the non-uniform intensity
may alter the reconstructed microstructure.
4.2.2.3 Noise
The noise around the sample appears to be uniform and is assumed to remain uniform
inside the sample with negligible eect on the structural information (given a sucient
signal to noise ratio).
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4.2.2.4 Non-uniform intensity
Viewing only the sample region in Figure 4.12, one can notice that the image intensity
possesses an axial symmetry. The center of the sample appears darker than its edge. This
artifact is the so-called 'beam hardening' eect [51], caused by the thickness dependent
absorption of the polychromatic beam. Using this axial symmetry, the following generic
correction algorithm was developed:
Algorithm 1 Removal of the beam-hardening eect
1. Trace the boundary of the sample and compute the center and the radius.
2. Divide the axial slice into N discs of thickness dR.
3. For each disc compute its mean luminance intensity Ii and store it as a function of the
corresponding radius Ri.
4. Smooth the resulting radial intensity function using appropriate spline.
5. Find an inverse intensity function I 1 such that I(Ri)I 1(Ri) = Const.
6. Multiply each pixel (voxel) value of the i-th disc with the corresponding value of the
inverse intensity function.
This algorithm was implemented in Matlabr[52] using the image processing and spline
toolboxes. The amount of discs is chosen to be equal to the sample radius (rounded to
the lowest integer) with width of two pixels. Figure 4.13 depicts a typical mean radial
intensity distribution and its smoothing spline. Basically, algorithm 1 can not be used for
images with large structural defects. In these cases one can however apply a correction
function from a 'good' slice, since the beam hardening eect is not a function of the axial
location. The result of this correction scheme is shown in the Figure 4.14.
4.2.2.5 Segmentation
To nally separate the phases, one must choose an appropriate threshold value. Knowing
the volume fractions of the tested sample it is possible to adjust the threshold to the
corresponding value. However, this is not always possible. The experimentally measured
values, correspond to the volumetric average of a much bigger sample than that which
was scanned. This average includes also all the existing defects like the incomplete metal
inltration or bubbles. The small CT sample does not necessarily represent the bigger
one, from which it was cut. Moreover, to remove some of the scan artifacts, one must
choose a homogeneous region, which denitely does not represent the original sample.
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Figure 4.13: A typical radial intensity distribution, red dots, and the smoothing spline, black
line
For the above reasons, the threshold in our case is determined by the built-in Matlab func-
tion graythresh from the image processing toolbox. This function chooses the threshold
that minimizes the intraclass variance of the black and white pixels [52]. The result
is shown in Figure 4.15. Using this threshold, one can binarize the image and directly
translate it to nite element model. This is the so called voxel-based approach, where one
voxel (volume element, as derived from pixel - picture element) corresponds to one nite
element. Figure 4.16 shows the metallic phase of the felt-based composite reconstructed
in Matlab Figure 4.15b, represented as nite elements. This approach is straight forward
and simple, but has two inherent drawbacks. The rst drawback is that it leads to step-
wise interfaces between the two materials, see e.g. Figure 4.16b. Such interfaces make it
impossible to analyze the inelastic behavior of the composite.
The second one is the resulting size of the model. For example, in our case the CT data-
les of the sample have sizes of 800  800  512 and 5123 voxels, which is a tremendous
amount in terms of nite elements. Even after considering only a sub-volume of it, say of
size 400  400  400, it sums to 64e + 6 elements (i.e. about 200e + 6 DOFs for simple
8-node brick elements).
Although it might not be possible to analyze the whole sample at once on an average
workstation, a partition into sub-volumes makes it feasible to obtain an approximation
for the whole sample by averaging the results of all the sub-volumes. Figure 4.17 illus-
trates the eect of the partition of the same sample into sub-volumes of dierent sizes
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Figure 4.14: Before and after the correction (the left half of the corrected image superimposed
on the original one)
(a) Starch-based (b) Felt-based
Figure 4.15: Metal phase of reconstructed from the CT scans of starch-based and felt-based
composites
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(a) The full sample (b) Zoom: upper right corner
Figure 4.16: Voxel-based mesh of the metal phase shown in Figure 4.15b
(foam-based alumina-copper composite). Note that although the size of 1003 voxels is



































Figure 4.17: Dependence of the mean Young's modulus of the foam based composite
(Figure 4.11a) on the sub-volume size
still smaller than the RVE (the scatter is still present), the average value can be consid-
ered as converged already at the size of 503 voxels. Below that size the accuracy of the
approximation reduces with the decreasing size of the sub-volumes.
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4.2.2.6 CT data reuse
Numerical analysis often raises the need for parametric studies, where only one parameter
is allowed to change. With regard to the homogenization, the single most important
parameter is the volume fraction. Basically, to perform such study, one would need to
manufacture and scan a batch of samples. However, the process is long, numerically
expensive and, most important, there is absolutely no way to make sure that the samples
will dier in their volume fractions only.
Fortunately, there is a very simple solution. The volume fractions of the reconstructed
phases are direct functions of the threshold value, used during the segmentation. It
follows that by changing the threshold, one can obtain many digital samples with varying
volume fractions from a single CT scan. Of course, a threshold that diers too much will
cause many structural features to disappear. Small variations, however, will only slightly
move the interfaces back and forth without changing their shape. For small variations in
threshold value, the volume fraction is the only aected parameter. Figure 4.18 illustrates
the results of the threshold variation within 10% of the nominal value Figure 4.19 for
the foam based composite, shown in Figure 4.11a. It shall be noted that in case the



















Scatter at nominal threshold
Means at 0.9−1.1 of the nom. thres. with 5% steps
Figure 4.18: The eect of the threshold value variation
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Figure 4.19: The change of the eective volume fraction due to the threshold value variation
vertical scatter of the sub-volumes reduces to a line, one can assume that statistically,
volume fraction is the only parameter that varies between the sub-volumes. This is the
case shown in Figure 4.20, where due to a bigger sub-volume size (643 vx) and better
resolution (4:85 m instead of 10 m) the vertical scatter is almost zero. This gure
compares the results of the scanned corn starch based and wool felt based composites with
the experimental values of the wool & polypropylene felt based and corn & rice starch
based composites with interpenetrating phases. In general, most of the experimental
values do not match the nite element analysis due to the discussed earlier manufacturing
defects, present in the bigger experimental samples and excluded from the reconstructed
images.
4.3 Treatment of the materials' interface
The voxel-based approach, discussed above, places strong limitations with regard to the
mesh generation and to the study of the interface-related problems. It is practically
impossible to perform mesh convergence studies, since the size and the shape of the
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Figure 4.20: Starch (corn, rice)and felt (wool, polypropylene) based composites - FE vs. ex-
periment (experimental values were obtained using the impulse excitation technique [53], data
source: J. Winzer, NAW, Materialwissenschaften, TU Darmstadt)
elements are hardwired to the scan grid. It is also impossible to study the interface
damaging processes and phases separation. To resolve these limitations, one has to either
create an interface-conforming mesh, or to change the formulation of the nite element.
4.3.1 Interface conforming mesh
The threshold, used to separate the phases, denes actually an isosurface in a scalar-valued
volumetric data-set. This surface (the material interface) can be easily extracted with the
aid of the 'marching cubes' algorithm [54], [55], widely used in the graphics industry. It
can then be used to create the nite element mesh. As an alternative, one can implement
the algorithm as an additional step after the creation of the voxel-based mesh Figure 4.21.
The problem with this approach is the inherently low quality of some elements as seen in
the Figure 4.22. The marching cubes algorithm checks every single voxel by comparing
the values at its vertices with the threshold dening the isosurface. For any two vertices
connected by an edge, if both values are above or below the threshold - there is no
intersection with the surface. However if one value above and the other one below the
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Figure 4.21: The marching cubes algorithm applied to voxel-based mesh
threshold - there is an intersection. The location of the intersection along the voxel
edge is found by a linear interpolation. As soon as all such points are found, they are
connected together to form triangular areas that dene the isosurface. If the value of one
of the vertices is very close to the threshold, the resulting intersection point is located
near the voxel vertex and the resulting triangle base is very short. This is of course of
no importance for graphical applications, but for nite element analysis one must then
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Figure 4.22: Elements with angles approaching 0o and 180o and with tiny areas
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4.3.2 Intra-element phase separation
Another interesting possibility to account for the interface is to treat it at the element
formulation level. Zohdi and Wriggers [27] have shown that a 5  5  5 Gauss integra-
tion rule for a simple tri-linear element, integrates the elemental quantities with at most
2% integration error in the case that the material interface passes through the element.
Accurate integration is, however, just one of the issues. Another issue is, for example,
the fact that an interface must change the element stiness to an anisotropic one. One
can see the element with an interface as a bi-linear composite. Hence if for example the
two phases are isotropic, the resulting element stiness must possess transversal isotropy.
This change from two isotropic stiness matrices to one anisotropic can not be addressed
by the integration alone. This aspect has not been treated yet.
A somewhat related, but actually much more advanced approach, is the so called FE2,
where each integration point is considered to represent a micromodel which must be sepa-
rately homogenized [31]. FE2 allows to incorporate for example a microstructural damage
evolution into the macroscopic model. However, increased capabilities come at a price of
increased computational eort, requiring parallel computing resources.
4.4 Iterative homogenization
To reduce the interaction between the boundary conditions and the analyzed microstruc-
ture, Dietrich et al [56] have developed the embedded cell model for microstructures
which are periodic in loading direction. The model was subsequently extended to non-
periodic two-dimensional [5759] and three-dimensional composites [58]. In this model,
the analyzed specimen (the cell) is surrounded by a layer of 'equivalent' material. The
properties of the equivalent material are determined in an iterative self-consistent manner
and as soon as these converge, the properties of the inner cell are obtained by averaging
the stresses and strains in the cell.
Dong and Schmauder [60] observe later that If the dimension of the embedding compos-
ite is suciently large compared to the embedded cell, the external geometry boundary
conditions introduced around the embedding composite are almost without inuence on
the composite behavior of the inner embedded cell and also It has been found from
systematic studies over a wide parameter range that convergence to the nal stress strain
curve of the composite is independent on the initial mechanical behavior of the embedding
composite. In other words, the method should be insensitive neither to the initial guess,
nor to the boundary conditions.
Since no analytic proof of the method convergence has been found in the corresponding
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literature, and the terms suciently large and almost without inuence need further
clarication, we attempt to ll these gaps.
4.4.1 Algorithm
The embedded cell model Figure 4.23 is obtained by wrapping the original sample with a
layer of some homogeneous material. It can be expected that in case the stiness tensor
Figure 4.23: A unit cell surrounded by an additional phase
of the wrapping material Cadded is exactly the same as the eective stiness of the original
composite CC, the wrapping material will not aect the overall behavior. In reality, the
stiness of the added phase diers, since the eective stiness of the original composite
is not known a priori. However, the resulting total eective stiness (original + added)
Ctotal will be always closer to CC than Cadded to CC i.e.
kCadded   CCk > kCtotal   CCk (4.11)
For the purpose of measuring the 'distance' between the matrices we use the Frobenius




According to the observation (4.11), each subsequent iteration improves the initial guess
by substituting the result of the previous step in to the guess of the next one. The iterative
procedure can be outlined as: The rst three iterations are illustrated in Figure 4.24 for
the case kCCk > kCaddedk.
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Algorithm 2 Iterative homogenization procedure
Step 1: guess the initial stiness tensor for the added phase (Cadded0 )
Step 2: nd the eective stiness of the resulting three-phase composite (Ctotali )
Step 3: if the stopping criterion is fullled - stop. Else,
Step 4: update the guess (Caddedi = C
total
i 1 )
Step 5: repeat steps 2-4 until the stopping criterion is fullled.
Figure 4.24: Schematic representation of the iterative process where the result of the next
iteration is the homogenized property of the unit cell from the previous iteration for the case
kCCk > kCaddedk. Continuous lines are the Voigt and Reuss bounds
4.4.2 Convergence proof
Since Voigt and Reuss bounds, depicted as continuous lines in Figure 4.24, are absolute
bounds for both analytical homogenization and numerical alike, any homogenization result
must lie within these bounds. Clearly, the closer the results of each iteration to the
'target' value, the faster and the easier the convergence. It follows that most unfavorable
(conservative) situation is when the iteration results stay always on one of the bounds.
Thus, to prove that these iterations converge, we need to show that (i) iterations, resulting
in values on Voigt bound, and (ii) iterations, resulting in values on Reuss bound, both
converge. Finally it is necessary to show that both (i) and (ii) converge to exactly the
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same result. Let's start with the (i) - the Voigt bound. The rst iteration is given by
C1 = v
CCC + vCE0 (4.13)
where the zero index denotes the initial guess for the equivalent phase, and 0 < v < 1 is
the volume fraction, dened as the ratio between the volume of the phase and the total
volume of the sample. Consequently,
vC + v = 1 (4.14)
Volume fractions of the phases do not change during the iterations. The k-th iteration is
then
Ck = v
CCC + vCk 1 (4.15)






vn + vkC0 (4.16)














However, since 8v 2 [0; 1], lim
x!1




















A proof for the (ii) - the Reuss bound, is identical, if one uses compliance instead of
stiness. Since
C 1  S (4.20)
the Reuss bound for the rst iteration can be written as
S1 = v
CSC + vS0 (4.21)
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Note that we have made no assumptions regarding the nature of the initial guess. It
means the convergence is guaranteed for any guess no matter whether it's isotropic or
anisotropic and no matter how 'far' it is from the nal value. Note also that there are
also no restrictions on the amount of the added wrapping layer.
Since the right hand side (RHS) of both equations (4.19) and (4.22) denote the macro-









which identically nalizes the proof.
In other words, the iterative embedded cell method guaranties convergence to the macro-
scopic value (within the convergence tolerance used) regardless of the boundary conditions,
thickness of the surrounding layer and the initial guess.
4.4.3 Convergence speed
Convergence is achieved when the absolute dierence of the results in two consecutive
iterations becomes smaller than some small number , which is called the convergence
tolerance. In our case we can express this condition as
kCk   Ck 1k   (4.24)















 = kvCCCvk 1 + C0vk 1v   1k  
(4.25)
Using (4.14), inequality (4.25) nally transforms to
vCvk 1 + kCC   C0k   (4.26)
Clearly, the better the initial guess, the faster the convergence. In case the initial guess
is not that good, the only way to achieve the convergence is to make the vk 1 suciently
small. However the amount of iterations, k, will be dierent for dierent values of the
wrapping layer volume fraction v.
As already mentioned, the composite response always lies between the corresponding
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Voigt and Reuss bounds. Thus it is advisable to choose an initial guess also between
these bounds. The dierence will be then
kCC   C0k  kCV   CRk (4.27)




(CV + CR) (4.28)
the dierence will be halved
kCC   C0k  1
2
kCV   CRk (4.29)
Solving now inequality (4.26) for k, it is possible to estimate the upper bound of the
required iterations number:




Figure 4.25 depicts the convergence curves of the 3D cross model, shown in Figure 4.6, for
dierent values of the wrapping layer thickness. The inclination of the convergence curves
corresponds directly to the rate of convergence. Although it will be shown in the next
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Figure 4.25: Convergence rates for dierent thickness of the wrapping layer (copper 7/27, alu-
mina 20/27)
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subsection that the above proof is slightly awed, the agreement between the estimate
given by equation (4.30) and the actual number of iterations with convergence tolerance
of 0.1Pa is remarkable, Figure 4.26. It must be noted however that with an increase in
the materials' contrast, the accuracy of the approximation may decrease.














Figure 4.26: Total number of iterations till absolute convergence of  = 0:1Pa
Remarks:
 The original procedure, as described for example in [59], contains two subparts -
1) the iterative determination of the properties of the eective medium and after the
iterations converge 2) determination of the embedded cell properties. However, when
the iterations converge, the properties of the eective medium, of the embedded cell
and of the overall composite are all equal to each other (up to the convergence
tolerance). Thus the latter subpart is not needed.
 Some works state a few optimistic estimates of the amount of iterations needed:
4-5 iterations [60, 62], 5-10 iterations [57]. There appear to be no details of the
convergence tolerance used in either of the cited works but in view of the above
analysis it is important to point out that there is no 'rule of thumb' here. The
amount of iterations can be much higher than what is stated depending on the layer
thickness, initial guess and the convergence tolerance.
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4.4.4 Interface Aected Zone hypothesis
A single contradicting example should suce to disprove a theory. In this case, two
dierent unit cells, isotropic spherical composite, Figure 4.27a, and an interpenetrating 3-
D cross, Figure 4.27b, both show that something was overlooked in the above convergence
proof. Both models show wrapping layer thickness - dependent and boundary conditions
(a) spherical composite model (b) 3D cross
Figure 4.27: Test models
- dependent results Figure 4.28. Moreover, for some sizes the stiness hierarchy is lost, i.e
CKUBC < CSUBC













































Figure 4.28: Boundary conditions and wrapping layer thickness inuence; "0 denotes displace-
ment BC, 0 denotes traction BC
4.4.4.1 The interface inuence
A critical look into the embedded-cell model reveals only one feature that is present in the
model and does not exist in the reality  an articial interface between the unit cell and
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the eective medium. The interfaces inside the unit cell should not make any dierence,
since all the existing interfaces and their eects (if any) are already accounted for, by the
use of the Voigt and Reuss bounds. The 'everything inside' was the main reason to use
the absolute bounds. However, by direct coupling of the micro and macro worlds in the
same model an additional explicit interface is created between the constituent phases and
the eective medium Figure 4.29. This interface does not exist in the reality and it is not
accounted for in the above proof.
Let's now imagine an innite bi-material composite sample with a planar interface be-
interface
effective medium
Figure 4.29: An interface between the unit cell and the eective medium
tween homogeneous isotropic phases Figure 4.30 with an applied load, say tensile. Since
the constituents are homogeneous, a disturbance to the internal stress, strain and dis-
placements elds can occur in the vicinity of the interface only. The inuence of the
interface on the internal elds must vanish at some normal distance di, where the index
corresponds to the considered phase. Let's now make imaginary cuts on both sides of the
interface at these distances and consider the region between the cuts as a third material
- an 'interphase'.
Let's now consider again the iterative procedure and its proof. The rst iteration must
Figure 4.30: An innite bi-material composite with a planar interface
be accordingly rewritten:
C1 = (v
C   vIC)CC + (vE   vIE)CE0 + (vIC + vIE)CI0 (4.31)
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where the zero index denotes the initial guess for the eective medium, denoted with 'E',
'C' denotes quantities of the original unit cell and 'I' - the interphase material, 'IE' and
'IC' denote the partial eective medium and cell volumes occupied by the 'interphase'.
Note that since the interphase partially consists of the eective medium, its properties
will likewise change.
The k-th iteration is then
Ck = (v
C   vIC)CC + (vE   vIE)CEk 1 + vICIk 1 (4.32)
where vI = vIC + vIE. By substitution of the k   1 rst iterations into the k-th iteration,









E   vIE)m (4.33)























The rst term converges to













The second term vanishes
CE0 lim
k!1
(vE   vIE)k = 0 (4.36)














CC + vICI1 (4.38)
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The value of the second term of (4.38) depends on the total volume and provides an
explanation for the observed dependence of the results on the wrapping layer thickness.




SC + vISI1 (4.39)
Note that although the iterations still converge, (4.23) does not hold anymore, i.e
S1 6= C1 (4.40)
Consequently, interface aected zone hypothesis provides also an explanation to the de-
pendence of the results on the applied boundary condition. Finally, since the coecient
of the rst term in both equations (4.38) and (4.39) is always smaller than 1, one can
expect C1 < CC and S1 < SC, resulting in a reversed stiness hierarchy in some cases.
4.4.4.2 The inuence of the mesh size
The value of the rst term coecient depends on the ratio v
IC
vC
. For a cubic unit cell with





whereas the volume fraction of the interface aected zone is given by
vIC =
a3   (a  dc)3
b3
(4.42)
where dc is the depth of the interface aected zone.

















While the real depth of the IAZ is not known, it is a function of the materials contrast.
For the embedded cell model, this contrast is limited by the dierence between the true
eective cell stiness and the approximated one. However, no matter how small this con-
trast and consequently the depth of the IAZ is, in numerical environment it can not be
smaller than the size of the elements adjacent to the interface. In other words, the inu-
ence of the interface propagates to the depth of at least one element. Results, shown in
Figure 4.31a correspond to a very coarse mesh  only six elements per unit cell edge. Re-
ning the mesh to only 12 elements per edge results already in a signicant improvement,
Figure 4.31b.
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(a) 6 elements per cell edge




















(b) 12 elements per cell edge
Figure 4.31: Inuence of the mesh size on the homogenization results
4.4.5 Method summary
The recently developed iterative self-consistent embedded cell method for the determina-
tion of the eective properties of composite materials [5658], can be particularly appeal-
ing to the engineering community since it can be readily implemented in any existent
commercial FE code without the need of programming new elements or subroutines.
In the previous subsections this method was shown to be unconditionally stable, however
due to the direct coupling of the micro and macro worlds within the same model, the re-
sulting articial interface drives the properties o of their target values. The most serious
issue arising from this interface is the broken stiness hierarchy with respect to various
boundary conditions. It shall be noted, however, that the overall negative eects are
relatively small even for a very coarse mesh - less than 1% worse dierence for both used
models. This is due to the fact that the assumed interface stiness is tightly bounded by
the true eective cell stiness and the approximated one.
The upper bound of the amount of iterations till convergence that was derived without
the inuence of the articial interface, can not be easily adjusted and can be considered
as a rough estimate only.
Despite the discovered issues, the iterative method can be considered as a reliable numer-
ical homogenization procedure, which is equally well suited for synthetic unit cell models




The development of homogenization models and solutions, either analytic or numerical,
is an extremely dicult task. It was mentioned in the introduction that it is one of
the nature's survival mechanisms. This mechanism, averaging, smoothes local variations
and reduces the inuence of single defects. Its mathematical counterpart exhibits exactly
the same property - the inuence of local variations or single defects vanishes due to
the integral nature of the averaging equations. As an illustration, one can consider the
Alumina-Copper composite with almost 80% dierence in bulk moduli, which reduces to
about 9% between the Voigt and Reuss bounds at their widest dierence!
Unfortunately, the single defects can be not only structural, but also wrong assumptions,
incorrect boundary conditions or bugs in a source code. However, due to the said nature
of equations, the result has a good chance to fall within the Voigt-Reuss bounds and as
long as it is there - there might be no indication for a mistake. The diculty of the homog-
enization stems not from the involved mathematical concepts, but rather from the little,
to at times, no dierence between something correct and something that just happens to
look plausible.
This diculty leads to a confusion between the concept of bounds and the concept of
boundaries of a surface in a multidimensional space. Till now the Hashin-Shtrikman
expressions were regarded as bounds for the isotropic composites. Consequently, any ex-
pression, whose result falls within these 'bounds' is considered as a legitimate model for
such composites. However, the properties of any composite are multivariate functions
(hypersurfaces) in which the volume fractions of the phases are not the only variables.
Consequently, there can be no single model that can t all, even just all the isotropic,
composites with volume fraction being the only variable.
Using the concept of surface boundaries, supported by the works on the higher-order
bounds, one arrives at a general expression for the macroscopic behavior of the isotropic
composites as a function of the morphological descriptors. It seems that the main chal-
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lenges for the analytical homogenization eld can be formulated as
 to determine the minimum number of independent morphological variables for each
material constant,
 to nd the exact expressions of the hypersurfaces,
 to nd an inexpensive way to extract the morphological values of the morphological
variables from a given microstructure
Using a few simple homogenization concepts, it has been possible to derive a system of
equations, describing the macroscopic behavior of heterogeneous materials as a function of
a single parameter. This parameter can be linked to the structural damping phenomenon
and thus can be determined experimentally. This system of equations possesses a simple
solution in the isotropic case.
The challenge of the numerical homogenization, though, does not dier from any
other numerical treatment - assurance of the validity of the results. Here, the analytical
consideration of the convergence of one of the existing methods, brings in the much needed
condence in using it. The simplicity of the iterative homogenization method, together
with the added condence in its results makes it a very strong tool.
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