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Abstract
In recent years, superconducting circuits have come to the forefront of certain
areas of physics. They have shown to be particularly useful in research related
to quantum computing and information, as well as fundamental physics. This is
largely because they provide a very flexible way to implement complicated quantum
systems that can be relatively easily manipulated and measured. In this thesis we
look at three different applications where superconducting circuits play a central
role, and explore their classical and quantum dynamics and behavior.
The first part consists of studying the Casimir [20] and Casimir–Polder like [19]
effects. These effects have been discovered in 1948 and show that under certain
conditions, vacuum field fluctuations can mediate forces between neutral objects.
In our work, we analyze analogous behavior in a superconducting system which
consists of a stripline cavity with a DC–SQUID on one of its boundaries, as well as,
in a Casimir–Polder case, a charge qubit coupled to the field of the cavity. Instead
of a force, in the system considered here, we show that the Casimir and Casimir–
Polder like effects are mediated through a circulating current around the loop of
the boundary DC–SQUID. Using detailed analysis, we examine how the values of
these currents change as we vary different physical circuit parameters. We show
that for the set of physical parameters that can be easily obtained experimentally,
the Casimir and Casimir–Polder currents can be of the order of 10−8 A and 10−13 A
respectively.
In the second part, we theoretically model an experiment which was performed
by Britton Plourde’s group at Syracuse University, and which studied the transient
dynamics of a nonlinear superconducting oscillator, based on a capacitively shunted
DC–SQUID. Such DC–SQUID oscillators are used in many areas of physics and en-
gineering, for example, as building blocks of amplifiers or qubits, qubit couplers,
or as sensitive magnetic field detectors. In many of these situations, their steady
state behavior is often considered, while in the experiment performed at Syracuse,
of specific interest, was the response of a DC–SQUID oscillator to a short radiation
that only briefly excited the system. In this thesis, we simulate this response at the
experimental temperature, by numerically solving a set of classical stochastic dif-
ferential equations that mimic the behavior of the circuit. This is done for different
settings of the flux that is threaded through the DC–SQUID as well as different
input pulse amplitudes. Furthermore, we briefly outline just how these kinds of
brief excitations could be useful when applied in flux measurement protocols. We
find that our simulations show good agreement with the experimentally obtained
data.
The final part considered in this thesis, looks at the dynamics of a qubit coupled
to a measuring probe, which is modeled as a harmonic oscillator. An example super-
conducting circuit, that could be used to implement such a setup, consists of a flux
qubit inductively coupled to a DC–SQUID. This measurement scenario has already
iii
been explored in [111], but there, the authors only consider very short interaction
times between the DC–SQUID and the qubit. Here, in contrast, we concentrate
our efforts on studying the evolution of qubit as the measurement takes place, by
solving the corresponding Lindblad master equation, but over longer measurement
times. This is done by calculating the measurement induced dephasing rate of the
qubit, as well as, discussing its sometimes present effective relaxation, in regimes
where the measurement is considered to not be quantum non–demolition (QND).
Finally, we briefly explore how well a potentially complicated evolution of the qubit
can be approximated as a very simple Kraus map.
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Chapter1
Introduction
1.1 Motivation
The 20th century saw great changes in our understanding of the world around us,
in particular from the point of view of physics. One key area that has had a tremen-
dous impact, not just on our state of knowledge, but also on our everyday lives, has
been the discovery of quantum mechanics. Within the last few decades we have
started to learn not just how to observe the quantum behavior of nature, but how
to control it as well. One subfield of physics where this ability to control quantum
systems has become very useful is quantum computation. Quantum computers,
if ever built on a large scale, could potentially revolutionize how many everyday
things are currently done. They could factor numbers [113], search [55] databases
and even simulate physical systems [39, 115], all much more efficiently than their
classical counterparts. While many of these things are possible in theory, build-
ing a large scale quantum computer is however, a formidable challenge. There are
many physical systems that are potential candidates for implementation of quantum
computers and their key building blocks — qubits, ranging from nonlinear optics,
through NMR, to various proposals with atoms, and even more exotic systems such
as nitrogen–vacancy centers in diamonds. Another very promising system that has
gained a lot of momentum over the last few years, consists of electrical circuits
operated while in their superconducting state. These superconducting circuits’
key strengths lie in the fact that they provide a lot of freedom to construct fairly
arbitrary quantum systems. Furthermore, a lot of our knowledge and expertise
obtained from building classical computers and integrated circuits, directly caries
over, which makes them relatively easy to fabricate in a lab. Recent proposals have
also shown that the flexibility of superconducting circuits can be very useful when
studying fundamental physics [94, 128], or when modeling quantum behavior of
certain mechanical systems [64] — another area of active research.
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Our motivation in this thesis, is therefore, to simply push the envelope further
when it comes to our understanding of the usefulness of superconducting circuits
in areas related to both fundamental physics, as well as applications related to
quantum computation. We do this through three different projects, which consist
of: looking at Casimir and Casimir–Polder like effects in a superconducting circuit
system, studying a transient response of a superconducting oscillator and finally by
studying a measurement process of a superconducting qubit coupled to a meter.
1.2 Outline
This thesis is organized as follows. The second chapter briefly outlines a couple
of basic concepts of superconductivity, and uses them to introduce the Josephson
effect. It then looks at a few superconducting circuits that are used throughout the
rest of the thesis, and describes means by which one can arrive at a Hamiltonian of
any arbitrary circuit. The third chapter starts with a short historical overview of
the Casimir and Casimi–Polder effects, after which, it presents a detailed mathe-
matical analysis of analogous phenomena in a superconducting circuit system. The
fourth chapter looks theoretical modeling of an experiment conducted at the Syra-
cuse University by the group of Britton Plourde, that studied a transient response
of a highly nonlinear, superconducting oscillator made out of a DC–SQUID. The
fifth chapter explores the measurement dynamics of a qubit coupled to a harmonic
oscillator, which similarly is modeled as a superconducting circuit consisting of a
flux qubit inductively coupled to a DC–SQUID. Finally, the final, sixth chapter,
presents conclusions and outlines possible future research directions.
2
Chapter2
Superconducting Circuits
In this chapter, we briefly review some of the key concepts behind superconductivity
and attempt to justify why it has been so useful in recent developments related
to studies in quantum information and fundamental physics. We also provide a
discussion of a few widely used superconducting circuits and outline their properties.
We then list steps that have to be taken in order to mathematically describe such
circuits, and in particular how to obtain their quantum Hamiltonians. Finally, we
go through an explicit example of using these steps to write down a Hamiltonian of a
simple circuit consisting of a charge qubit coupled to an LC–oscillator, which shares
some of the properties of a more complicated system that is studied in Chapter 3.
2.1 Superconductivity — Basics
Superconductivity was first discovered in 1911 by a Dutch physicist named Heike
Kamerlingh Onnes [99]. He noticed that when mercury is cooled below 4.2K, its
resistivity to current disappears. The implications of this discovery play a very
important role in many aspects of modern physics to this day. While high temper-
ature superconductivity is not fully yet understood, physicists over the last century
made tremendous progress in understanding it at low temperatures, and more im-
portantly perhaps, even harnessing its effects to do useful things, ranging from
building less noisy electric circuits, to building large superconducting magnets that
are not just responsible for super fast trains [127] but also play a central role in our
studies of the true nature of the universe [126]. In the next couple of paragraphs,
we will briefly point out a few key concepts, however, for a detailed review of su-
perconductivity we refer the reader to texts such as [28] and [117], or in a context
of superconducting circuits, articles such as [101].
A central breakthrough in the efforts of understanding superconductivity came
in 1957, when Bardeen, Cooper and Schrieffer [2], proposed a microscopic theory
3
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(BCS theory), which argued that under some conditions, the scattering between the
atomic lattice vibrations (phonons) and electrons, introduces an effective attractive
force between the electrons, which can overcome their Coulomb repulsion. This
leads to some of them teaming up and forming Cooper pairs. These Cooper pairs
are no longer fermions and do not need to adhere to the Fermi’s exclusion principle.
Instead, they are bosons, and hence their behavior is governed by the Bose–Einstein
statistics, which in turn means that they can condense into the same many–body
state. We will shortly see that a phase of the wavefunction associated with such a
sate, can be useful when describing the macroscopic behavior of electrical circuits
made out of superconducting materials. A further consequence of the pairing of
electrons, and an important piece of the puzzle of conventional superconductivity
that came along with the BCS theory, is the presence of an energy band gap,
often labeled as ∆gap. It is typically defined as the energy between the ground
state of a superconductor and the energy of the lowest quasiparticle excitation.
The value of ∆gap is typically highest at low temperatures and vanishes as the
temperature approaches the critical temperature of a given superconductor. The
presence of ∆gap has a profound impact on how a superconductor interacts with
an electromagnetic field — in particular since the energy has to be conserved1,
an incoming photon can only be absorbed by a superconductor if its energy is
greater than 2∆gap — the factor of 2 comes the destruction of a Cooper pair in
order to create a pair of quasiparticles. In aluminum for example, ∆gap is of the
order of 75 GHz, which sets a limit on the frequency of radiation that we can use
in superconducting circuit experiments before the dissipative effects need to be
considered (assuming the temperature is low enough). We will come back to this
very point in Chapter 3 when discussing an energy cutoff of electromagnetic field
modes in a stripline cavity. In the next section, we will discuss an effect that is of
great importance when using superconductors to design and implement electrical
circuits.
2.1.1 The Josephson Effect
In this section we discuss a very important effect that will form the basis of many
practical applications of superconducting circuits — the Josephson Effect. In 1962,
Josephson made a theoretical prediction that a zero–voltage supercurrent should
flow in a junction composed of two superconducting electrodes, separated by a thin
insulating barrier [67]. He further postulated that such a current can be written as
I = I0 sinϕ, (2.1)
1The momentum needs to also be conserved of course. For a discussion on the implication of
∆gap on momentum conservation, see for example [28].
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where I0 is called the critical current of the junction, and ϕ the difference of the
superconducting phases associated with the wavefunctions of the Cooper pairs in
the superconductors on either side of the barrier. Moreover, he continued, a volt-
age across such a junction should be proportional to time derivative of the phase
difference ϕ. Mathematically one can express this as
V =
Φ0
2pi
ϕ˙, (2.2)
where Φ0 = 2.07 × 10−15 Wb is referred to as the magnetic flux quantum. Equa-
tions 2.1 and 2.2 are often called the Josephson relations. This effect, in its simplest
form, can be attributed to the Cooper pairs located on either side of the junction,
being able to tunnel across the barrier. The key reason why Josephson junctions
are so important is that as long as they are driven with currents smaller than
their critical current and operated at cold enough temperatures (i.e., below the
critical temperature of the material they are constructed from), they are both non–
dissipative, and nonlinear! The fact that they are non–dissipative helps preserve
their quantum effects, while the nonlinearity leads to an anharmonicity of the junc-
tion’s energy structure, which in turn is critical to various qubit designs (as it allows
for selective addressability of particular energy level transitions), as well as in other
applications (for example in the design of various amplifiers [21, 58, 131]).
The most widely used material when it comes to fabricating Josephson junc-
tions in applications related to quantum information and fundamental physics, is
aluminum. The fabrication is typically done by a process called shadow evapo-
ration which consists of depositing two layers of aluminum on a substrate made
out of sapphire or silicon, with an oxidation step in between [33]. Figure 2.1(a)
shows a picture of such aluminum Josephson junction as viewed from the top. The
image shows two “fingers” which form the electrodes. The thin oxide layer (not
directly visible) between these fingers provides the necessary barrier through which
the Cooper pair can tunnel. By varying the area of overlap of the two layers of
aluminum, as well as the thickness of the oxide layer, the effective capacitance of
the junction as well as its critical current can be tuned to desired values2.
2.1.2 RCSJ Model
In order to mathematically model Josephon junctions, it is useful to use the RCSJ
model [117]. In it, a junction is described as a capacitor in parallel with a resistor, as
well as an inductive element called the Josephson element. Figure 2.1(b) shows this
schematically. The Josephson element is drawn as a rotated cross and it is assumed
that the current through it satisfies Eqs. 2.1 and 2.2. As was already briefly stated
2Increasing the overlap increases the junction’s capacitance, but decreases the its critical
current [117].
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(a) (b)
CJ I0RJ
(c)
CJI0
Figure 2.1: (a) A picture of a fabricated aluminum Josephson junction, as seen
from the top. The sample was prepared, as well as imaged by Jean-Luc Orgiazzi
and is being used with permission. (b) A Josephson junction described by the
RCSJ model as a resistor in parallel with a capacitor and a Josephson element,
which satisfies the Josephson relations shown in Eqs. 2.1 and 2.2. (c) A simpler
representation of the schematic in (b) where the resistance is assumed large enough
to be neglected.
above, in many applications the junctions are considered non–dissipative, and hence
the resistance is often assumed to be large enough to be neglected. In those cases,
as simpler schematic shown in Fig. 2.1(c) is often used.
2.2 Common Circuits
Within the last couple of decades, many different superconducting circuits have
been studied for various purposes, ranging from applications to quantum informa-
tion, through metrology, to even fundamental physics. In this section we review a
few very important constructs that often come up in these different applications,
and that we will come back to in other chapters of this thesis. In practice, most
superconducting circuits consist of standard inductors, capacitors, resistors, as well
as nonlinear Josephson junctions (which were discussed in Sec. 2.1). These elements
are then arranged in various configurations to produce certain desired behavior. We
should stress that the noisy behavior which often is attributed to the coupling of
a superconducting circuit to the outside world, can be modeled using resistors or
transmission lines, which in turn are often described using large (infinite) arrange-
ments of lossless capacitive and inductive elements, that effectively couple a given
system to a large (infinite) number of degrees freedom.
In Fig. 2.2 we present four different examples of very commonly used circuits.
Figure 2.2(a) shows a schematic of a DC Superconducting QUantum Interference
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(a)
CJI0
CJI0
(b)
CJqIq Vg
Cg
(c)
(d)
Figure 2.2: (a) A DC–SQUID consisting of two parallel Josephson junctions,
threaded by a magnetic flux Φs. In this diagram we neglect the geometric induc-
tance of the DC–SQUID loop, which is often done when the Josephson inductance
associated with the junctions is much bigger. (b) A charge qubit controlled by
a biasing voltage Vg. The computational basis of such a qubit are often defined
in terms of the number of extra Cooper pairs that occupy the “qubit island” —
the node between the Josephson junction and the capacitor Cg. (c) A flux qubit
consisting of a loop interrupted by three Josephson junctions and biased with a
magnetic flux Φs. One of the Junctions is typically smaller than the other two,
which leads to a potential energy landscape that lets us define computational ba-
sis in terms of currents circulating in opposite directions around the loop. (d) A
schematic of a stripline cavity composed of an arrangement of capacitors cx0 and
inductors lx0, with c (l) representing the capacitance (inductance) per unit length,
and x0 the length of a unit cell. The structure of the field inside such as system
depends on the boundary conditions that are chosen — in the drawing above the
cavity is considered “closed” at x = 0 and “open” at x = xl.
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Device (DC–SQUID). It consists of two parallel Josephson junctions forming a
loop. In this particular case, each junction is assumed to have a capacitance CJ
and the critical current I0. An external flux Φs is threaded through the loop. In
the regime where the loop is small (i.e., when its geometric inductance Lg is much
smaller than the inductance associated with each Josephson junction LJ0, namely
when Lg  LJ0 = Φ0/2piI0), a DC–SQUID can be approximately treated as a
single junction with a flux–controlled critical current. This fact has been explored
in various applications ranging from metrology to quantum computing. A DC–
SQUID will play a lead role throughout the rest of this thesis, and will be discussed
in more detail in Chapters 3 and 4 as well as Appendix D.
Figure 2.2(b) shows a circuit of a charge qubit [10, 91]. It consists of a single
Josephson junction with capacitance CJq and critical current Iq, in series with a
capacitor labeled Cg and a voltage source Vg. When Vg is biased appropriately,
the qubit states can be associated with the excess number of Cooper pairs that
occupy the charge qubit “island” — the electrode between the Junction capacitor
CJq and Cg. Such a qubit can be controlled by tuning the biasing voltage Vg. A
more complicated variations of this design can include a shunt capacitor in parallel
with the junction, which limits the sensitivity of the qubit to the charge noise at
a cost of anharmonicity, and even a DC–SQUID that replaces the single junction,
which in turn allows for another means of controlling the qubit [72].
Next, in Fig. 2.2(c) we present a schematic of a flux qubit [100]. It consists
of a loop with three junctions, with one of the junctions slightly smaller than the
other two. In the diagram this is represented by the factor α, which scales the
capacitance and the critical current of the junction on the right arm of the loop. In
typical cases α ≈ 0.7. In a flux qubit, the computational basis states correspond to
the currents circulating in the opposite direction around the loop. Such a qubit can
be both controlled, as well as coupled through the applied flux Φs that threads the
circuit loop. As in the case of the charge qubit, there are variations to this general
design. The first incarnation of a flux qubit, for example, considered a loop with
only a single junction [44], however, that design required the physical size of the
qubit to be large, which in turn lead to more sensitivity to flux noise.
Finally, in Fig. 2.2(d) we show a schematic of a stripline cavity. It consists
of an arrangement of capacitors cx0 and inductors lx0, where c (l) represents the
capacitance (inductance) per unit length, and x0 is the length of a unit cell. To
model the continuous nature of a stipline caivty, one takes the limit of x0 → 0,
as will be shown in Chapter 3. The structure of the field inside such as system
depends on the boundary conditions that are chosen — in the drawing above, the
cavity is considered “closed” at x = 0 and “open” at x = xl. When these devices
are coupled to qubits, they are mathematically similar to quantum electrodynamic
systems consisting of atoms inside cavities, except with often much more tunable
parameters, and many orders of magnitude larger coupling between the fields and
the atoms/qubits [7]. Besides opening doors for studies in fundamental physics,
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using stripline cavities have been shown to be very useful in applications to quantum
information. They provide a means to both couple as well as read out qubits much
more effectively than ever before [3, 23].
The key observation that could be made from our brief overview above, is that
superconducting circuits provide a lot of freedom when it comes to studying inter-
esting quantum behavior, mainly because they contain a lot of intrinsic flexibility.
After all, we have many different configurations in which circuits can be constructed,
generally leading to very different behavior. Moreover, the extensive amount of ex-
perimental expertise that scientists and engineers have gained through fabricating
integrated circuits and understanding the technology required for classical solid
state computing, can be often directly applied here.
2.3 Circuits and their Hamiltonians
Now that we have shown a few important circuits, we need to address the question
of how we can model their quantum behavior mathematically. In classical physics,
and electrical engineering applications in particular, in order to understand the
behavior of a given circuit, it is often enough to simply write down the corre-
sponding equations of motion (which can be done by following Kirchhoff’s rules)
and solve them for currents and voltages that we are interested in. When treating
these circuits as quantum objects however, it is useful to first find their effective
Hamiltonians, which can then be used in standard ways to solve the correspond-
ing Schro¨dinger equation. The procedures that describe how to do this, have been
discussed in various publications [16, 32, 132]. Here, for completeness, we provide
a brief summary of the main steps. It is assumed that the reader is familiar with
elementary circuit theory as presented in for example [34].
In the limit where the circuit can be divided into lumped elements, namely when
the wavelengths of the radiation in the circuit are longer than the dimensions of
the elements themselves, we can split the circuit into nodes that are connected by
two–terminal components, often called branches. Each branch has an associated
voltage across it, and a current through it. Knowing these voltages and currents,
lets us completely describe the behavior of a given circuit. A useful convention
that has been especially helpful when describing superconducting circuits (with
Josephson junctions in particular) is to use fluxes and charges instead of voltages
and currents as the degrees of freedom. This is because one can show that the flux
across a branch is proportional to the superconducting phase difference that we
have already investigated in Sec. 2.1. The general relationship that connects the
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two descriptions can be written as
Φbranch(t) =
∫ t
−∞
Vbranch(t
′)dt′ (2.3)
Qbranch(t) =
∫ t
−∞
Ibranch(t
′)dt′, (2.4)
where Φbranch and Vbranch correspond the flux and voltage across a branch respec-
tively, while Qbranch and Ibranch the charge and current. We are now ready to outline
the steps that can be taken to arrive at a quantum Hamiltonian description of a
given circuit. It is worth stressing that there are slight variations in different ref-
erences that discuss this topic — for example, often explicitly writing down the
equations of motion can be skipped and the Lagrangian can be obtained directly.
For the most complete description that covers many details and nuances that one
can come across, we point the reader to [16].
For simplicity, let us assume that we are dealing with a circuit that consists of
no resistors3, but only capacitors, inductors and Josephson elements. Furthermore
following [32], we stress that all the voltage (current) sources in the circuit can also
be modeled in terms of capacitors (inductors) with large initial charges (fluxes)4.
The first step in finding the Hamiltonian, consists of simply labeling the circuit
in a consistent way. To do this, we first arbitrarily chose one reference node, and
without loss of generality, associate with it zero flux. We then, starting at this
node, define a spanning tree of the circuit network, which consists of a loop–free
graph that includes all of its nodes5. Branches that belong to the spanning tree are
called tree branches, while branches outside of it, chords [16] or closure branches
[32]. Each of the closure branches defines a loop by joining its two end points by the
minimal path on the spanning tree. If a given branch is part of the spanning tree,
then its branch flux can be expressed as simply the difference between the fluxes
of the end nodes. Alternatively in a case of a closure branch, the total branch flux
also includes the applied flux through the loop which the closure branch defines.
Mathematically we can write this as
Φbranch = Φn − Φn′ if branch ∈ spanning tree (2.5)
Φbranch = Φn − Φn′ + Φext if branch /∈ spanning tree, (2.6)
3If dissipative elements such as resistors are present, they can be modeled as transmissions
lines (i.e., infinite sets of dissipation free capacitors and inductors), or in a related way, by using the
Caldeira–Leggett model, which treats each dissipative element as a bath of harmonic oscillators
that couple to the degrees of freedom of the circuit. We point the reader to [16], [132] and
references therein for more information on this topic.
4In practice this is often not necessary. One can directly substitute currents due to branches
with current sources into Eq. 2.7, and similarly relate node fluxes at the end points of branches
that contain voltage sources to voltages, through Eq. 2.3.
5Such a spanning tree is not unique.
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where n and n′ are the indices of the end nodes of the branch, and Φext the external
flux. Next, using Kirchhoff’s rules, and the means of converting between branch
and node fluxes we have just outlined, we write the current conservation relation
for each of the nodes, except the reference node. This leads to a set of equations
that read ∑
i∈connecting
branches
Ii = 0. (2.7)
The sum is over the branches that connect to the node in question. The directions
of the currents can be defined in a arbitrary way, but need to be consistent for all
the nodes. Once we have the equation of motion for each node n, we treat it as a
Euler–Lagrange equation
∂L
∂(∂tΦn)
− ∂L
∂Φn
= 0, (2.8)
for a Lagrangian L, which can be obtained by integration. The next step is to apply
the Legendre transformation and obtain the classical Hamiltonian. Mathematically
we have
H =
∑
n
QnΦ˙n − L, (2.9)
where each Qn satisfies
Qn =
∂L
∂Φ˙n
. (2.10)
H is now a classical Hamiltonian that describes the electrical circuit. The final step
is to promote the classical degrees of freedom Φn and Qn into quantum operators.
This is done by introducing standard commutation relationships between them,
which results in
[Φn, Qk] = i~δn,k. (2.11)
This procedure leads to a quantum description of the circuit, which we set out to
find. In practical applications, one can often go a step further, and rewrite the
newly obtained Hamiltonian in more easily usable forms: for example, in terms of
lowering and raising operators, or in the case where the circuit is operated as qubit,
in terms of Pauli operators (by first truncating the Hilbert space to two levels).
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CJq
Iq
Cc
Vg
Cg1 2 3
C0L0
Figure 2.3: A circuit diagram of a charge qubit coupled to an LC oscillator and
a voltage source. Iq is the critical current of the Josephson junction, CJq the
capacitance across the junction, and Cc and Cg, the capacitances that couple the
qubit island to the oscillator and voltage source Vg respectively. The blue numbers
represent node labels, while the red line, the circuit spanning tree (see Sec. 2.3 for
details).
2.3.1 Example: Charge Qubit Coupled to an LC Oscillator
Let us apply the discussion from the previous section, to look at another example
circuit, this time in a bit more detail. Here we derive a Hamiltonian of a circuit
which has some of the features of a more complicated scenario that we will consider
in Chapter 2. In Fig. 2.3 we show a circuit of a charge qubit coupled to an LC
oscillator and biased by a classical voltage source Vg. L0 and C0 represent the
inductance and capacitance of the LC circuit, while Cc and Cg couple the oscillator
and the voltage source to the qubit island respectively. Finally, CJq and Iq are
the capacitance and critical current of the Josephson junction that makes up the
qubit. The red line shows an example spanning tree, although in this case, since
no external fluxes are considered, defining such a spanning tree explicitly is not
necessary.
We will treat the fluxes at nodes 1 and 2 as active degrees of freedom, while
the flux at node 3 will be treated as a classical parameter, and later related to
the voltage Vg. Using Eqs. 2.1, 2.2, 2.5, 2.6 and standard descriptions for currents
across capacitors and resistors, we can utilize Kirchhoff’s current rule from Eq. 2.7
to write down the equations of motion for our circuit as
C0Φ¨1 +
1
L0
Φ1 − Cc
(
Φ¨2 − Φ¨1
)
= 0, (2.12)
and
Cc
(
Φ¨2 − Φ¨1
)
+ CJqΦ¨2 + Iq sin
(
Φ2
φ0
)
− Cg
(
Φ¨3 − Φ¨2
)
= 0, (2.13)
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where we have taken φ0 = Φ0/2pi. Integrating these to get a Lagrangian, gives
L =
CJq
2
Φ˙22 +
C0
2
Φ˙21 +
Cc
2
(
Φ˙2 − Φ˙1
)2
+
Cg
2
(
Vg − Φ˙2
)2
+ φ0Iq cos
(
Φ2
φ0
)
− 1
2L0
Φ21.
(2.14)
In the last step we have replaced Φ˙3 with Vg. The next step, is to calculate the
conjugate variables of Φ1 and Φ2. These will correspond to effective charges at
nodes 1 and 2 respectively. Hence we have
Q1 =
∂
∂Φ˙1
L (2.15)
= CoscΦ˙1 − CcΦ˙2, (2.16)
and for the case of Φ2,
Q2 = CrΦ˙2 − CcΦ˙1 − CgVg. (2.17)
In the last two expressions, we have defined Cosc = C0 + Cc, and temporarily
Cr = CJq + CJ + Cg. The next step is inverting these and solving for Φ˙1 and Φ˙2,
which leads to
Φ˙1 =
Cr
Ct
Q1 +
Cc
Ct
Q2 +
CgCc
Ct
Vg (2.18)
Φ˙2 =
Cc
Ct
Q1 +
Cosc
Ct
Q2 +
CgCosc
Ct
Vg, (2.19)
where we have introduced Ct = CrCc+C0(CJq +Cg). Finally we are ready to write
the Hamiltonian of our simple circuit, which reads
H =Φ˙1Q1 + Φ˙2Q2 − L
=
(
CgVg +
Cc
Cosc
Q1 +Q2
)2
C∑ − Iqφ0 cos
(
Φ2
φ0
)
+
1
2Cosc
Q21 +
1
2L0
Φ21 −
Cg
2
V 2g .
(2.20)
Here for convenience we introduced yet another effective capacitance C∑ = C2c
Cosc
+
Cc + CJq + Cg. Furthermore, anticipating the expression we want to obtain, we
completed the square in Q2. The terms containing charges Qi (fluxes Φi) can be
interpreted as analogous to kinetic (potential) energies in a mechanical system.
The last step is to quantize our circuit. This is simply done by promoting the
variables which represent the degrees for freedom of the circuit into operators, and
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enforcing their commutation relations. In our case, it leads to
[Φn, Qm] = i~δn,m. (2.21)
with n and m being 1 or 2. Hence we now have a quantum version of the Hamilto-
nian of the circuit shown in Fig. 2.3. In order to treat our system as a qubit coupled
to an oscillator, we would need to go a step further and truncate the Hilbert space
of the operators Φ2 and Q2 to only two levels. This is something we will look at in
more detail in Chapter 3, in the context of the system presented there.
It is useful however, to make some observations about Eq. 2.20. The last term
on the third line corresponds to a voltage offset that comes from the biasing voltage
Vg, and when studying the dynamics of the circuit, can be neglected. The first two
terms on the third line represent a Hamiltonian of a simple harmonic oscillator
with a natural frequency of ωosc = 1/
√
CoscL0 — the fact that the LC oscillator
couples to the qubit via the Cc capacitor, results in its frequency being shifted, since
Cosc = C0+Cc. Finally, the second line of 2.20 shows the effective Hamiltonian of the
qubit. Its kinetic energy (the first term) is affected by both the biasing voltage Vg
as well as by the presence of the LC oscillator, through Q1. These two contributions
can add or subtract to the net charge on the qubit island (node 2) and when the
parameters are chosen appropriately, can provide a means for qubit control. Finally,
we note that expanding the first term of the second line of Eq. 2.20 will, among
other expressions, contain C
2
c
C∑C2oscQ21. This term represents a contribution that is
often described as an analogous of the A2 term in the Hamiltonian of a charged
particle in an electromagnetic field. We will discuss the general importance and
implications of this fact in more detail in Chapter 3.
2.4 Summary and Conclusions
In this chapter we have reviewed some of the key concepts of superconductivity,
discussed the Josephson effect, as well as shown a few widely used superconducting
circuits, while outlining their key properties. We then looked at how to obtain
Hamiltonians of such circuits, and ended with a Hamiltonian derivation of a spe-
cific circuit consisting of a charge qubit coupled to an LC–oscillator, which can be
thought of, as a simpler version of a circuit studied in more detail in Chapter 3.
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Chapter3
Casimir–like Effects in a Superconducting
Circuit System
In this chapter, we look at Casimir and Casimir–Polder–like effects in a supercon-
ducting circuit system. We start with a brief review that introduces these topics in
a historical context. We then define a superconducting circuit that we use to model
a cavity as well an interacting qubit. Next, we derive the corresponding Hamiltoni-
ans and calculate the energy shift due to the presence of the coupling qubit, which
in turn lets us define a Casimir–Polder–like effect in a form of a Casimir–Polder
current. We then study the consequences that varying different physical circuit
parameters has on our newly derived results. Finally, we finish the discussion by
describing an analogous of a Casimir effect where we neglect the qubit and only
concentrate on the superconducting stipline cavity with a flux–dependent boundary.
3.1 The Casimir Effect — Historical Overview
Our brief historical overview of the Casimir and Casimir–Polder effects mainly
follows review papers [38, 85, 107] as well as [19, 20, 65].
Over the last century scientists have been trying to come to terms with the often
highly unusual predictions of quantum theory. One of its particularly fascinating
consequences, which was first discovered in the early 1900s by Max Planck while
studying black–body radiation, is the zero–point energy and more importantly per-
haps, the fluctuations associated with it. Planck looked at the average energy of
an electromagnetic field mode of frequency ω, at temperature T . He arrived at an
expression
U =
~ω
e
~ω
kBT − 1
+
1
2
~ω. (3.1)
15
3.1. The Casimir Effect — Historical Overview
He right away noticed the troubling fact, that in the limit of T → 0 this expression
reduces to 1
2
~ω. This was at odds with the conventional understanding at the time,
where it was believed that at zero temperature all motion ceased, and therefore
the average energy radiated should necessarily simplify to zero. This lead him to
initially assume that this result must have no physical significance. A few years
later, in 1913, Einstein along with Stern argued [37] that in the opposite limit of
high temperature, where kBT  ~ω, the “extra” term is needed in order to recover
the classically known result [85]
U = kBT. (3.2)
This, among other reasons [85], lead to them to write “The existence of zero–point
energy is probable”. The paper started a heated discussion of just how physically
relevant this unusual term can be. The first possibly observable consequence of
the zero–point energy (or more specifically fluctuations associated with it) was
suggested by Debye [29] when he proposed that the zero–point energy fluctuations
in atomic motion should lead to a reduction in X–ray scattering from crystals.
Mulliken was able to experimentally confirm this prediction a decade later [90].
In 1916, Nernst further suggested that the zero–point energy fluctuations should
also exist for free electromagnetic fields [95], hence discovering what is now often
called the quantum vacuum. The analysis of the physical significance of this pre-
diction and its various implications, in particular on cosmology, continued on. An
important contribution came in 1948 in a proposal by Hendrik Casimir [20], even
though he originally did not frame his discussion explicitly in terms of the zero–
point fluctuations. He considered an idealized case of two parallel, conducting
plates, with perfect reflectivity (effectively mirrors) and at zero temperature. He
envisioned these plates to be separated by a distance d, as is shown in the schematic
of Fig. 3.1(a). His key realization was that even with no photons present, the two
mirrors will experience an attractive force. This was of particular importance be-
cause such a force could, in principle at least, be measured. By considering the
structure of the field modes both between the mirrors and on the outside, he cal-
culated this force as (here shown as pressure — force per area)
PCasimir(d) = −pi~c
240
1
d4
. (3.3)
Since Casimir’s original proposal, many variations have been discussed, with some
of initial constraints lifted. Experimental realizations have also been considered.
Initially, due to the technical complications associated with properly aligning two
plates in parallel, it was easier to consider a plate near lenses or spheres, but finally
in 2002 an experiment with the originally proposed setup was successfully conducted
[13]. It resulted in a confirmation of Casimir’s prediction from Eq. 3.3 to within
%15.
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Another paper of Casimir that turned out to be very important in the study
of the zero–point energy fluctuations, was also written in 1948 with Polder [107].
There, the authors considered a single conducting plate, interacting with an atom.
Through similar arguments they were able to predict an attractive force between
the atom and the plate — this kind of a force, where neutral atoms are coupled
to neutral macroscopic objects through electromagnetic field fluctuations, is often
now referred to as the Casimir–Polder force. Other variations of such a force have
been explored over the years. One of particular interest to us is an atom within
a cavity, interacting with the cavity boundaries. A schematic of such a setup is
shown in Fig. 3.1(b), with the theoretical aspects studied in [1].
Although there have been multiple successful experiments that explored varia-
tions of both the Casimir–Polder as well as Casimir forces, they have shown to be
difficult. In the rest of this chapter we will describe a mathematically similar sys-
tems to both a standalone cavity as well as a cavity with an atom, but implemented
using a superconducting circuit. The key difference will be that instead of Casimir
forces, we will consider analogous electrical currents. It is possible that with all the
resent advances in superconducting circuit technology, in the future, experiments
with such systems will be substantially easier and will let us explore the Casimir
physics in more detail, and less effort.
Finally, let us briefly discuss another effect that builds on Casimir’s original
ideas — the Dynamical Casimir effect. The original proposal dates to 1970 [86]
where Moore noticed that if the mirrors of a cavity discussed earlier moved, the
mismatch between the structure of the vacuum modes at different points in time
could lead to generation of real photons. In 1976 this idea was also expanded to a
system with only a single mirror in free space [45]. Figs. 3.1(c) and 3.1(d) present a
pictorial representations of these two scenarios. In the case of a single mirror, it was
shown that radiation can also be generated, as long as the acceleration of the mirror
is nonuniform. The Dynamical Casimir effect has been very elusive experimentally
however, because in order for the physical mirrors to generate photons at a rate that
modern equipment could detect, the mirrors would have to move at speeds close to
the speed of light — a feat hard to implement with current technology. Nonetheless,
in 2011, a team at Chalmers University of Technology in Sweden observed results
consistent with a Dynamical Casimir effect, but in a system implemented using
superconducting circuits [128].
3.2 The A2 Term in Field–Atom Interaction
Before we move onto our particular superconducting circuit that we will analyze, let
us briefly discuss the relevance of the so called A2 term, and its importance to the
study of the field–atom interactions. Let us consider a two level atom coupled to a
single mode of the electromagnetic field. We can write down a general Hamiltonian
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(a) (b)
(c) (d)
Figure 3.1: (a) Two parallel, stationary mirrors that Casimir envisioned in his
original proposal from 1948. The structure of the field modes between the mirrors
is different from what it is outside, which in turn leads to an attractive force between
the mirrors. (b) Including an atom between the mirrors, can lead to either attractive
or repulsive forces, depending on the type of coupling between the field and the
atom as well as the boundary conditions of the field. (c) An example of a system
where a dynamical Casimir effect can be observed. Here, one only considers a single
mirror in free space, that is driven by a continuous signal. (d) A more elaborate
example of a dynamical Casimir effect, with a cavity consisting of two mirrors,
one stationary, and the other rapidly modulated. It is worth stressing that the
diagrams are not to scale — in these systems when physical mirrors are considered
(particularly in cases (a) and (b)), it is assumed that the length of the mirrors is
substantially larger than the separation between them.
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for such a system as
Hatom−field =
1
2m
(
p− e
c
A
)2
, (3.4)
where m is the atom’s mass, c the speed of light, e its charge, and p and A are the
atom’s momentum and field’s vector potential respectively. In the Coulomb gauge,
the interaction contribution simply reduces to
Hatom−field−int = − e
mc
A · p + e
2
2mc2
A2, (3.5)
with the first term, linear in A, often called paramagnetic and the second, A2–
dependent, diamagnetic (often also called the field self–interaction term). A math-
ematically analogous discussion can be made about superconducting qubits that are
coupled to a field inside a superconducting waveguide [92, 93], as will be shown in
some detail, in Sec.3.5. In those systems, since the term corresponding to the dia-
magnetic term above does not contain any operators acting on the qubit’s Hilbert’s
space, its contribution is often neglected — in particular when discussing the dy-
namics of the qubit. It has been shown, however, that in atomic systems, where
the Casimir–Polder effects are studied, under certain conditions, the diamagnetic
term can be of importance. In [1] for example, where a setup with a two–level atom
inside a cavity was explored in the context of the Casimir–Polder effect discussed in
the last section, it was theoretically shown that if the atom’s size is carefully con-
sidered, and it is small enough1, the contribution of the diamagnetic term to the
interaction energy can be of the same order as the contribution of the paramagnetic
term, and hence should not be neglected.
3.3 Superconducting Circuit Implementation
The system we choose to study is a superconducting circuit, which consists of a
coplanar waveguide (often referred to as a cavity) of length xl with a DC–SQUID at
one of its boundaries and a coupling qubit at some position xq. We concentrate our
discussion on the case of a charge qubit, but other qubit types, such as a flux qubit
could provide an interesting research direction in the future. A circuit diagram
that shows our system in some detail, is presented in Fig. 3.2. The DC–SQUID
is located at x = 0, the qubit centered around x = xq, and we take the boundary
at x = xl to be open. We assume that the DC–SQUID is operated in its linear
regime, and that its geometric inductance Lg is much smaller than the Josephson
inductance of each of the junctions LJ0 — namely we will consider the limit of
1The smaller the atom, the larger are the quantum field fluctuations that the atom coupels
to.
19
3.4. Normal Modes and the Cavity Hamiltonian
Lg/LJ0 → 0. These assumptions and their consequences are studied in great detail
in Chapter 4 as well as in Appendix D, with the key result being that in this limit,
the DC–SQUID can be treated as a simple LC circuit, with its effective inductance
(and hence the natural frequency) that depends on the flux threaded through the
DC–SQUID — labeled Φs. We can model this cavity in a standard way [105], as
a collection of infinitesimally small cells, each consisting of a capacitor cx0 and
inductor lx0, with c and l representing the capacitance and inductance per unit
length of material used, and the x0, the length of each cell (we later take the limit
x0 → 0) [7, 105].
We can write a general Hamiltonian of our full system as
H =Hsq +Hcav +Hsq−cav +Hq +Hq−cav, (3.6)
where we have taken Hsq as the Hamiltonian of the DC–SQUID, Hcav of the cavity,
Hsq−cav, the interaction Hamiltonian between the DC–SQUID and the cavity, Hq,
the qubit’s Hamiltonian, and finally Hq−cav, the interaction Hamiltonian between
the qubit and cavity. In the Casimir–Polder effect treatment below, we will look at
each of those in more detail, but our ultimate goal will be to diagonalize H−Hq−cav,
and treat Hq−cav as a perturbation dependent on the flux through the DC–SQUID,
and controllable through rotations of the qubit. In the Casimir effect treatment
shown in Sec. 3.10, it will be enough to only consider the Hamiltonians of the
stripline cavity, the DC–SQUID and their interaction.
3.4 Normal Modes and the Cavity Hamiltonian
We begin by initially neglecting the qubit, and concentrating on the DC–SQUID
and the cavity. As already mentioned, we will operate in the regime where the
DC–SQUID is modeled as a linear LC oscillator. Following the discussions in
Chapter 2 and Appendix D one can show that such an LC oscillator will have
the effective capacitance of CJs = 2CJ and flux dependent inductance LJs(Φs) =
φ0(2I0 cos(Φs/2φ0))
−1, where CJ and I0 represent the capacitance and critical cur-
rent of the individual Josephson junctions that make up the DC–SQUID respec-
tively (as can be observed from Fig. 3.2(a)). Mathematically then, the physical
circuit consisting of such an LC oscillator on a boundary of a stripline cavity is
similar to a harmonic oscillator at an end of a string [130].
In order to write down the Lagrangian and later the Hamiltonian of our system,
we turn to the circuit quantization rules discussed in Chapter 2. Namely, we divide
the circuit into nodes and branches. To each node n we assign a node flux Φn that
is related to the voltage by the relation Vn = ∂tΦn. Hence, assuming that the full
cavity contains a total of N flux nodes, we can write down the current conservation
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(a)
Qubit
xq xl0 x
cx0
lx0 x0
CJI0
CJI0
1 2 3
N-1
N
(b) lx0 lx0
CJqIq
Cg
Figure 3.2: Diagram in (a) shows a schematic of a superconducting circuit that
depicts a coplanar waveguide of length xl, terminated at x = 0 by a DC–SQUID and
open at x = xl. The parameters c and l represent the capacitance and inductance
per unit length respectively, while CJ and I0 the capacitance and the critical current
of the Josephson junctions that make up the DC–SQUID, which is threaded with
a flux Φs. This cavity is coupled to a qubit which is centered around x = xq. (b)
An example of a superconducting qubit that could be used — a charge qubit.
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equations in terms of node fluxes Φn. For each node 1 < n < N this leads to
1
lx0
(Φn−1 − Φn) = 1
lx0
(Φn − Φn+1) + cx0∂2t Φn. (3.7)
In the case of the nodes that are on the boundaries, we have
CJs∂
2
t Φ1 +
1
LJs(Φs)
Φ1 +
1
lx0
(Φ1 − Φ2) + cx0∂2t Φ1 = 0 (3.8)
for n = 1, and
1
lx0
(ΦN−1 − ΦN) = 0 (3.9)
for the case of n = N . We could directly rewrite these as a wave equation with
time dependent boundary conditions, but here we choose to proceed slightly differ-
ently, by calculating the corresponding Lagrangian, taking the limit of small cell
dimensions x0, and only then writing down the corresponding equations of motion.
Integrating Eqs. 3.7, 3.8 and 3.9 leads to a Lagrangian
L =
(
CJs
2
(∂tΦ1)
2 − 1
2LJs(Φs)
Φ21
)
(3.10)
+
N−1∑
n=1
(
cx0
2
(∂tΦn)
2 − 1
2lx0
(Φn − Φn+1)2
)
. (3.11)
In the continuum limit, where x0 → 0, the above expression can be rewritten in
terms of the Lagrangian density
L = δ(x)
(
CJs
2
(∂tΦ)
2 − 1
2LJs(Φs)
Φ2
)
(3.12)
+ Θ(x)
(
c
2
(∂tΦ)
2 − 1
2l
(∂xΦ)
2
)
, (3.13)
where we have taken Θ(x) to represent the Heaviside function
Θ(x) =
1 if x > 0
0 if x ≤ 0, (3.14)
and where the total Lagrangian for the system is equivalent to L =
∫ xl
0
dxL. It is
implicitly assumed that the now continuous flux Φ is a function of both the coor-
dinate x and time t. We can use this expression to also calculate a corresponding
(classical) Hamiltonian. To do this, we define the canonical momentum conjugate
to the flux Φ (which in our physical system can be thought of as charge density
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along the stripline cavity) as
Q =
∂L
∂ (∂tΦ)
= (δ(x)CJs + Θ(x)c) ∂tΦ
= w(x)∂tΦ,
(3.15)
where we have defined a weight function w(x) = (δ(x)CJs + Θ(x)c). Hence the
total Hamiltonian for the DC–SQUID and cavity circuit can be written as
Hsq +Hcav +Hsq−cav =
∫ xl
−∞
dx(∂tΦ)Q− L
=
∫ xl
−∞
dx
[
δ(x)
(
CJs
2
(∂tΦ)
2 +
1
2LJs(Φs)
Φ2
)
+ Θ(x)
(
c
2
(∂tΦ)
2 +
1
2l
(∂xΦ)
2
)]
.
(3.16)
Naturally the last two lines could be written in terms of Q, but here, for later
convenience, we express them only in terms of the flux Φ. Next, using Eq. 3.13 we
can write down the Euler–Lagrange equation of motion (but this time not in terms
of node fluxes Φn, but instead in terms of the continuous Φ). This leads to
Θ(x)c∂2t Φ + δ(x)CJs∂
2
t Φ−
1
l
∂x (Θ(x)∂xΦ) + δ(x)
1
LJs(Φs)
Φ = 0. (3.17)
It is clear that for x > 0, Eq. 3.17 reduces to a standard wave equation
c∂2t Φ−
1
l
∂2xΦ =0, (3.18)
allowing us to define the propagation velocity as v =
√
1/lc. In the case of x = 0,
we can integrate Eq. 3.17 from x = −ε to x = ε and take the limit of ε→ 0, which
gives
CJs∂
2
t Φ +
1
LJs(Φs)
Φ− 1
l
∂xΦ
∣∣∣
x=0
=0. (3.19)
This equation represents the dynamic property of the boundary condition, hinted
at earlier, which is a consequence of having a DC–SQUID located at a x = 0. Since
we treat the other end of the cavity to be open, at xl we have a current node.
Mathematically we can represent it as
∂xΦ
∣∣∣
x=xl
= 0. (3.20)
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Our goal is to find the normal modes of this system. To do this, first we note that
Eq. 3.17 can be rewritten in a following form
−1
l
∂x (Θ(x)∂xΦ) + δ(x)
1
LJs(Φs)
Φ = −w(x)∂2t Φ. (3.21)
Next, we can decompose Φ = Φ(x, t) into yet to be determined normal modes, while
separating the dependence on x and t. Letting
Φ(x, t) =
∑
n
Φn(x, t)
=
∑
n
ϕn(t)un(x),
(3.22)
and substituting it into Eq. 3.21, we arrive at two differential equations
∂2t ϕn(t) = −ω2nϕn(t), (3.23)
as well as
−1
l
∂x (Θ(x)∂xun(x)) + δ(x)
1
LJs(Φs)
un(x) = ω
2
nw(x)un(x), (3.24)
where we have introduced a constant ω2n, which is an eigenvalue in both Eqs. 3.23
and 3.24. Solutions to Eq. 3.23 are easily determined to be proportional to e±iωnt.
In order to calculate un(x), we make the ansatz
un(x) = ηn cos
(ωn
v
x+ θn
)
, (3.25)
where ηn and θn are to be determined. We then substitute the ansatz into the
boundary conditions shown in Eqs. 3.19 and 3.20. This leads to the equations that
describe the relationship between ωn and θn, namely
θn = tan
−1
(
CJsZ0
ω2n − ωs(Φs)2
ωn
)
(3.26)
ωn =
v
xl
(npi − θn) , (3.27)
with n integer. Here ωs(Φs) = 1/
√
CJsLJs(Φs) is the natural frequency of the
DC–SQUID (dependent on the applied flux Φs), and Z0 =
√
l/c the impedance of
the waveguide.
Next, we need to ensure that each uk is normalized with respect to the weight
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function w(x). This implies∫ xl
−∞
un(x)un′(x)w(x)dx = δn,n′ , (3.28)
noting that we have taken the lower limit to −∞, since the weight function w(x)
is zero outside of the cavity. Enforcing the equation above, leads to
ηn =
(
Ct
2
+ CJs cos
2 θn +
1
4Z0ωn
sin 2θn
)− 1
2
(3.29)
where we have defined Ct = cxl to be the total capacitance of the cavity. A detailed
justification is shown in Appendix A. Hence combining Eqs. 3.22 and 3.29 gives us
a full normalized spectrum of normal modes that satisfy Eq. 3.24 along with the
specified boundary conditions.
We are now ready to quantize the Hamiltonian presented in Eq. 3.16. The first
step, is to promote Φ and Q to operators and insist that the standard commutation
relations are satisfied. Namely
[Φˆ(x, t), Qˆ(x′, t)] = i~δ(x− x′)
[Φˆ(x, t), Φˆ(x′, t)] = [Qˆ(x, t), Qˆ(x′, t)] = 0.
(3.30)
We stress that for the sake of brevity, we will neglect the operator notation (i.e. the
ˆsymbol) from now on, and unless otherwise stated, both Φ and Q will be assumed
to be quantum operators and not classical quantities. Next, expanding the flux
along the cavity in terms of the newly calculated normal modes, we can write
Φ(x, t) =
∑
n
Nn
(
un(x)e
−iωntan + u∗n(x)e
iωnta†n
)
(3.31)
where Nn is a normalization constant and an and a
†
n are lowering and raising op-
erators of the nth mode respectively. By defining an Nn =
√
~/2ωn and insisting
that the operators an satisfy [
an, a
†
n′
]
= δn,n′
[an, an′ ] =
[
a†n, a
†
n′
]
= 0,
(3.32)
we note that our choice of the expansion in Eq. 3.31 satisfies 3.30.
Our final step consists of rewriting the Hamiltonian presented in Eq. 3.16 in a
more convenient form, in terms of an and a
†
n. While we could directly substitute
Eq. 3.31 into 3.16 and simplify, it is more convenient to use a trick described in
[130]. First let us consider the last term of Eq. 3.16. Integrating it by parts leads
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to
1
2l
∫ xl
−∞
dxΘ(x) (∂xΦ)
2 =
1
2l
(ΦΘ(x)∂xΦ)
∣∣∣xl
−∞
− 1
2l
∫ xl
−∞
dxΦ∂x (Θ(x)∂xΦ) . (3.33)
The first term vanishes due to the boundary condition from Eq. 3.20 and the fact
that h(0) = 0, while the second term can be rewritten using Eq. 3.17. Hence we
have
1
2l
∫ xl
−∞
dxΘ(x) (∂xΦ)
2 = −1
2
∫ xl
−∞
dx
(
w(x)Φ∂2t Φ + δ(x)
1
LJs
Φ2
)
. (3.34)
Substituting this expression back into Eq. 3.16, gives a much simpler form for the
Hamiltonian, namely
Hsq +Hcav +Hsq−cav =
∫ xl
−∞
dx
1
2
w(x)
(
(∂tΦ)
2 − Φ∂2t Φ
)
. (3.35)
Finally, using the normalization condition from Eq. 3.28 along with Eq. 3.31, we
can write down the Hamiltonian for the cavity and the DC–SQUID as a sum of
simple harmonic oscillators
Hsq +Hcav +Hsq−cav =
∑
n
~ωn
(
a†nan +
1
2
)
. (3.36)
We stress that the normal mode structure that we have calculated in this section
is exact, as long as the DC–SQUID is operated in its linear regime (and treated
as a single degree of freedom). It is however important to note that the actual
functional form of the nth mode (i.e. un(x)), can only be calculated numerically, as
for a set of fixed physical parameters (inductances, capacitances, flux Φs), in order
to obtain θn and ωn, one needs to simultaneously solve Eqs. 3.26 and 3.27, which do
not have a general, analytical solution. Furthermore, the expressions above could
be simplified in certain parameter regimes. For example, in typical experiments
the total cavity capacitance Ct = lxl, is large relative to junctions capacitances,
namely Ct  CJs, which would let us simplify ηn from Eq. 3.29. We however, in
this current work make no approximations to the normal mode profiles used.
Our next step is to consider the addition of a qubit, which we cover in the next
section.
3.5 Charge Qubit
In this section, we consider a charge qubit centered around x = xq and coupled
capacitively to the stripline cavity. A schematic that shows this setup is presented
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in Fig. 3.2(b). In our initial treatment we will neglect the spatial extension of
the qubit, and assume it couples to the cavity only at a single point. In Sec. 3.7
however, we will briefly discuss the consequences of this assumption and describe a
more realistic approach. The case of a charge qubit coupled to a superconducting
waveguide has been studied by various authors [7, 124], but we review it, as in
our case we will include the contributions of the A2–like term, which was already
discussed in Sec. 3.2.
Using standard circuit analysis methods described in Chapter 2, and following
[7], we can write the Hamiltonian of a charge qubit coupling to the cavity depicted
in Fig. 3.2(b) as
Hq +Hq−cav =
1
2CΣ
(CgVcav +Qq)
2 − I0qφ0 cos
(
Φq
φ0
)
, (3.37)
where, Φq and Qq are respectively the flux and charge at the node labeled q in
Fig. 3.2(b). I0q and CJq are the critical current and capacitance of the Josephson
junction, Cg is a capacitor that couples the qubit island (node “q”) to the stripline
cavity and finally2 CΣ = Cg + CJq. Vcav represents the cavity voltage, for now
strictly at the center of the qubit, at x = xq (although as already outlined, we will
discuss the consequence of the qubit having finite size in Sec. 3.7). We assume that
Vcav contains both an AC contribution coming from the fluctuations of the various
field modes inside the cavity, as well as a DC component that can be used to rotate
the qubit 3.
It is convenient to rewrite this expression in terms of the excess Cooper pair
number operator n = 1
2e
Qq and its conjugate phase ϕ = Φq/φ0. Also taking
ncav = − 12eCgVcav, Ec = e
2
2CΣ
and EJq = I0qφ0 lets us write the Hamiltonian in a
standard form [7, 11, 125]
Hq +Hq−cav =4Ec (n− ncav)2 − EJq cosϕ. (3.38)
2A more detailed analysis presented (for example) in [76] or [103], shows that in reality the
presence of the stripline cavity changes the effective values of capacitors Cg and CJq and therefore
C∑. Likewise the presence of the qubit slightly renormalizes the effective value of c — the
capacitance per unit length of the cavity. The final functional form of the Hamiltonian is however,
not affected, and is still as shown in Eq. 3.37. Furthermore, in the limit of a long cavity (where
xlc  Cg, CJq), these expressions for the effective capacitances simply reduce back to actual Cg
and CJq. Since in our case, of particular interest is the ratio between Cg and C∑ (defined as
β in main text), as well as the resulting C∑, which determines the charging energy Ec, as long
as we choose realistic values for those parameters we can safely neglect the minor effects of the
capacitance redefinitions.
3We could imagine a slightly more complicated setup with a separate DC voltage source to
control the qubit, as was shown explicitly in a case of a simpler circuit in Sec. 2.3.1 as well
as studied in [124]. This is however not necessary as the Hamiltonian of such a circuit can be
reduced to Eq. 3.37 by an appropriate choice of capacitance values. We therefore simply assume
that Vcav = Vdc + Vac, with Vac treated as a quantum degree of freedom of the cavity field.
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It is worth stressing that ϕ and n satisfy the commutation relation [ϕ, n] = i. The
first term in Eq. 3.39 is equivalent to the momentum–vector potential coupling of
an atom in a magnetic field 1
2m
(
p− e
c
A
)2
, with n analogous to p and ng analogous
to A. Following [7, 11], we can truncate the Hamiltonian to two levels. Assuming
we operate the system in the regime 4Ec  EJ , it is convenient to work in the
Cooper pair number basis |n〉, the eigenstates of the n operator. Hence we can yet
again rewrite the Hamiltonian as
Hq +Hq−cav =4Ec
( ∞∑
n=−∞
n|n〉〈n| − ncav|n〉〈n|
)2
− 1
2
EJq (|n〉〈n+ 1|+ |n+ 1〉〈n|) .
(3.39)
It is easy to see that the expression above, is block–diagonal. We concentrate on a
two consecutive energy levels, and without a loss of generality can chose those to
be n = 0 and n = 1. This reduces Eq. 3.39 to
Hq +Hq−cav =4Ec
(
n2cav 0
0 (1− ncav)2
)
− 1
2
EJqσx. (3.40)
Following [7], and as was already discussed, we assume that the contributions to
ncav come from a DC bias as well as from the fluctuations inside the cavity. This
lets define ncav = ndc + nac, with nac representing an operator on the degrees of
freedom of the cavity — in particular nac ∼
∑
n
(
a†n − an
)
. The Hamiltonian then
becomes
Hq +Hq−cav =− 1
2
EJqσx − 2Ec(1− 2ndc)σz − 4Ec (1− 2ndc − σz)nac + 4Ecn2ac,
(3.41)
where we have neglected constant terms, as well as terms that depend only on
ndc, since for a fixed ndc their contribution to the energy shift will be the same
(even for varying boundary conditions of the stripline cavity, which will cause nac
to change). Next, following [7], we do a change of basis, by diagonalizing the
first two terms (i.e. the qubit part) of Eq. 3.41. We chose new basis defined by
|1′〉 = cos(θq/2)|0〉 + sin(θq/2)|1〉 and |0′〉 = − sin(θq/2)|0〉 + cos(θq/2)|1〉, with
tan θq = EJq/(4Ec(1−2ndc)). Further taking ωq =
√
E2Jq + (4Ec(1− 2ndc))2/~, we
can write (now in {|0′〉, |1′〉} basis)4
Hq +Hq−cav =
ωq
2
σz − 4Ec (1− 2ndc + cos(θq)σz + sin(θq)σx)nac + 4Ecn2ac. (3.42)
We imagine operating the qubit near the DC bias of 1/2, and rewrite ndc = 1/2 +
4Our choice of the qubit Hamiltonian digonalization transforms σz to − cos θqσz − sin θqσx,
which is different from [7].
28
3.6. Energy Shift with Perturbation Theory
δndc, which leads to θq = arctan
(
− EJq
8Ecδndc
)
, ωq =
√
E2Jq + (8Ecndc)
2/~ and
Hq +Hq−cav =
ωq
2
σz − 4Ec (−2δndc + cos(θq)σz + sin(θq)σx)nac + 4Ecn2ac. (3.43)
We note that when the qubit is at its optimal point, where δndc = 0, the Hamil-
tonian reduces to the typical case considered in atomic physics (for example in
[1]). However in a more general situation where δndc is nonzero, we have other
contributions which come from the δndcnac and σznac terms.
Next, we introduce β = Cg/CΣ, and note that 4Ecnac = −eβVac, with e
representing the fundamental charge. Then, clearly 4Ecn
2
ac = (4Ecnac)
2/(~γ) =
(eβVac)
2/(~γ), where we chose γ = 4Ec/~. Finally, combining results from Sec. 3.4
where we calculated the flux along the cavity, and using the fact that Vac = ∂tΦ(x, t),
we arrive at
Hq +Hq−cav =
ωq
2
σz + i~
∑
k
g(−)k
(
a†k − ak
)
(2δndc − cos(θq)σz − sin(θq)σx)
+
~
γ
(∑
k
ig(−)2k
(
a†k − ak
))2
,
(3.44)
with
g(−)k =
|e|β
~
√
~ωk
2
(
Ct
2
+ CJs cos
2 θk +
1
4Z0ωk
sin 2θk
)− 1
2
cos
(ωn
v
xq + θk
)
. (3.45)
The “(−)” superscript on gk is to stress that the qubit here couples to the operators
(a†k − ak). These expressions, along with Eq. 3.36 lead to a full description of our
system.
3.6 Energy Shift with Perturbation Theory
In this section we will look at a perturbative correction to the energy levels of our
system. While of particular interest will be the energy shift of the qubit’s ground
state, we will initially derive the energy correction for a general thermal state, and
only at the end consider that special case. Let us begin with a general Hamiltonian
H = H0 + V. (3.46)
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We treat the H0 as the nonperturbed contribution
H0 = ~
∑
k
ωk
(
a†kak +
1
2
)
+ ~
∑
m
εm|m〉〈m|, (3.47)
and V as a perturbation described by
V =~
∑
m
xm,m+1σ
m
x
(∑
k
g(±)k i
1∓1
2
(
a†k ± ak
))
+ ~
∑
m
zm|m〉〈m|
(∑
k
g(±)k i
1∓1
2
(
a†k ± ak
))
+
~
γ
(∑
k
g(±)k i
1∓1
2
(
a†k ± ak
))2
.
(3.48)
For the sake of generality, we treat the qubit, as a more general qudit, occupying a d–
dimensional Hilbert space. We define σmx = σ
m
+ +σ
m
− with σ
m
− = |m〉〈m+1| =
(
σm+
)†
and εm as the frequency of the mth level of the qudit (with εm+1 > εm). xm,m+1 and
zm are treated as dimensionless quantities that allow for level dependent coupling
differences between levels m and m+ 1, as well as varying scaling between different
energy levels (anharmonicity) respectively. We assume that xm,m+1 = xm+1,m for
all m. γ has units of frequency and ensures that the third term in Eq. 3.48 has
the correct dimensions. Finally, we stress that using terms like g(±)k i
1∓1
2
(
a†k ± ak
)
lets us easily study both cases of the qudit coupling to flux (i.e. a†k + ak) as well
as charge (i.e. i(a†k − ak) ) along the cavity simultaneously (although we only show
explicit results for latter scenario). It is clear from Eq. 3.48 that the perturbation
will only couple neighbouring energy levels, both in the qudit’s as well as the cavity
oscillators’ Hilbert spaces. In order to be consistent with the discussion in Sec. 3.2,
we label the first and second terms of Eq. 3.48 as the paramagnetic, while the last
term as diamagnetic. We will later map this general Hamiltonian from Eq 3.46 to
the one obtained in Sections 3.4, 3.5.
The energy shift of a state |s〉 due to a perturbation V can be written as
δEs = λ〈s|V |s〉+ λ2
∑
k 6=s
|〈k|V |s〉|2
Es − Ek +O
(
λ3
)
, (3.49)
where λ is a “small parameter”. This expression is valid when the various energy
levels are non–degenerate.
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Our initial goal is to calculate the energy shift of a mixed state described as
ρ =|q〉〈q|
∏
ni
⊗
∑
ni
Pni |ni〉〈ni|. (3.50)
Here, the qudit is assumed to be in a state |q〉, while the oscillators in their respective
thermal states5. Here Pni = (1− e−
~ωi
kBT )e
−ni~ωi
kBT represents the probability that ith
mode is occupied with n photons.
In order to calculate the energy shift to a state ρ, we will first neglect the ef-
fects of temperature and consider a much simpler case with only two cavity modes
present. The resulting correction will then be easily generalized to the more elab-
orate scenario of Eq. 3.50. Hence let us begin with a state |q, n1, n2〉. q here
represents the qth level of the qudit, while n1 and n2 the nth levels of the cavity
modes 1 and 2 respectively.
Since the diamagnetic and paramegnetic terms are of different orders in g(±)k ,
and we are only interested in corrections up to second order in g(±)k , we can easily
see that in the case of the first term of Eq. 3.49 only the diamagnetic term will be
relevant, while in the case of the second term of Eq. 3.49 only the paramagnetic
terms will be of importance. This lets use calculate shift contributions separately.
The details of the following calculations are shown in Appendix B, while in this
section, for brevity, we only present the key results. In the case of the diamagnetic
portion of the perturbation Hamiltonian, we have
δEdiamq,n1,n2 =
~
γ
∑
k=1,2
g(±)2k (2nk + 1). (3.51)
The next step is to look at the paramagnetic terms and calculate how they
contribute to the energy shift. As before, using Eqs. 3.48 and 3.49 we arrive at
δEparamp,n1,n2 =~
∑
j=+1,−1
∑
k=1,2
|xq,q+j|2g(±)2k
(
nk + 1
(εq − εq+j)− ωk +
nk
(εq − εq+j) + ωk
)
− ~|zq|2
∑
k=1,2
g(±)2k
ωk
,
(3.52)
where we have assumed that g(±)k is real. Hence the total shift to the state |q, n1, n2〉
5A more realistic scenario would be to consider a possibility of the qudit also being in a
thermal state. For the sake of simplicity however, we will assume that kBT  ~(εq+1− εq), while
the energy of the lowest energy modes in the cavity may be of the order of kBT , and hence the
nonzero temperature correction might be relevant.
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can be written as
δEq,n1,n2 = δE
param
q,n1,n2
+ δEdiamq,n1,n2 , (3.53)
with δEparamq,n1,n2 and δE
diam
q,n1,n2
from Eqs. 3.52 and 3.51 respectively. It is easy to see
that this expression trivially generalizes to an arbitrary number of oscillators —
hence in order to consider all modes in the cavity, we can take k to vary between
1 and ∞.
Next, we imagine that instead of a pure state where the kth mode has nk
photons, each mode is in a thermal state at temperature T. Hence the energy shift
for a given fixed set of nks now gets a weight that corresponds to the probability
of it occurring. The generalized shift can then be written as
〈δEq,n1,n2,...〉 =
∑
n1,n2,...
(Pn1Pn2 . . . )δEq,n1,n2,.... (3.54)
Noting that the average occupation of the kth mode can be written as 〈nk〉 =∑
nk
Pnknk, with
∑
nk
Pnk = 1, this expression reduces to
δEq = ~
∑
j=+1,−1
∑
k
x2q,q+jg
(±)2
k
( 〈nk〉+ 1
(εq − εq+j)− ωk +
〈nk〉
(εq − εq+j) + ωk
)
− ~z2q
∑
k
g(±)2k
ωk
+
~
γ
∑
k
g(±)2k (2〈nk〉+ 1).
(3.55)
Here, we have simplified the notation, and defined δEq = 〈δEq,n1,n2,...〉. The first
two terms are due to the paramagnetic contributions in the coupling Hamiltonian,
while the last term is due to the diamagnetic term.
In summary, we now have a very general expression for the energy shift of the
state shown in Eq. 3.50. In the next section, we will concentrate on a particular
case where the qudit is assumed to be in its ground state.
3.6.1 Ground State Energy Shift
In Sec. 3.9, we will revisit the general energy shift expression just calculated to look
at a cavity boundary dependent Lamb shift, but in the context of the Casimir–
Polder effect, of particular interest, is the case where the qudit is its ground state,
namely where q = 0. Combing Eq. 3.55 along with the Hamiltonian calculated in
Sections 3.4 and 3.5 and further defining ωq = ε1 − ε0 as well as x0,1 = − sin(θq)
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and z0 = 2δndc − cos(θq), we can write
δE0 = −~
∑
k
g(±)2k
(
sin2 θq
(〈nk〉+ 1
ωq + ωk
+
〈nk〉
ωq − ωk
)
+
(2δndc − cos θq)2
ωk
− 2〈nk〉+ 1
γ
)
.
(3.56)
First, it is important to stress that the expression above is not defined when ωk =
ωq. This is a possibility when the temperature is nonzero and hence 〈nk〉 6= 0.
Furthermore, in order for the perturbative correction to be valid, we need to insist
that 〈nk〉g(±)2k /|ωq−ωk|  ωk +ωq. Hence, we need to keep this constraint in mind
in the following sections, when considering realistic values for the various circuit
parameters.
Finally it is important to stress that the sum we have just written down, not
surprisingly, does not converge — this is true even in the case of zero temperature
when all the nk = 0. In a case of a charge qubit, in Sections 3.4 and 3.5, we showed
that6 g(−)k scales like
√
ωk with ωk ∼ k, which clearly leads to both the paramagnetic
as well as the diamagnetic sum contributions diverging. In the next section we will
address this point, and discuss ways to remedy it, by accounting for the finite size of
the qubit, as well as considering the dissipative nature of superconductors beyond
certain energies.
3.7 Frequency Cutoff
In this section, we discuss two mechanisms which limit the total number of modes
that contribute to the energy shift described in Sec. 3.6.1, and therefore allow the
sum in Eq. 3.56 to converge. The first is related to the size of the qubit, and
the second to the fact that at high energies, superconductors that make up the
stripline cavity are no longer superconducting, produce dissipation, and that in
turn can cause these high energy modes to decay. We furthermore stress that there
should be a yet another, higher cutoff, mediated by the bulk plasma frequency
of the superconductor, but we assume that it is much higher than the other two
candidates and hence do not discuss it explicitly.
3.7.1 Spatial Dimensions of the Qubit
So far we have envisioned that the qubit has a point–like spatial distribution. This
unrealistic assumption leads to a divergence when calculating the total contribution
to the energy shift that accounts for the many–mode field inside the cavity. To
6In the case of a flux qubit, which couples to the current in the stripline cavity, we would have
g(+)k , which just like g
(−) scales as
√
ωk, and hence also leads to divergence.
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(a) (b)
(c) (d)
Figure 3.3: (a) Qubit spatial profile function p(x) (scaled by p(0)) defined in Eq. 3.59
with σrect, σGauss = 100, 5µm (red curve), σrect, σGauss = 300, 15µm (green curve)
and σrect, σGauss = 500, 25µm (blue curve). (b) P (ωn) from Eq. 3.62 — a Fourier
transform of the spatial profile function shown in (a). (c) P (ωn)
2, which is re-
sponsible in determining which cavity modes contribute to the energy shift due to
the qubit–cavity interactions. Even in the case of a very large qubit size, we find
that frequencies beyond 150 GHz could play a role. (d) A square of an alterna-
tive, phenomenological frequency cutoff function Pgap(ωn) which is based on the
argument that beyond the frequencies associated with twice the superconducting
energy gap, the superconducting material used to build the circuit becomes dissi-
pative, and causes high energy mode to “decay away”. In this case, we assume the
superconducting material is aluminum, with the energy gap of ∆gap/2pi~ ∼ 75 GHz.
34
3.7. Frequency Cutoff
model the qubit’s finite size, we imagine that the qubit is centered around xq,
and has a spatial distribution governed by some function p(x− xq). The coupling
Hamiltonian we calculated in Sec. 3.5 , which assumed the qubit interacts with
the cavity only at a single point xq, has to then be integrated along x. Doing so,
modifies Eq. 3.44, such that g(±)n is transformed to g
(±)
n P (ωn), where P (ωn) defines
a spectral response function, and is the Fourier transform (with ωn = kn/v, and kn
representing the wave number of the nth mode) of the spatial distribution function
p(x). This leads to P (ωn) playing a role of a “filter” which determines how much
the nth mode, at frequency ωn, contributes to the total qubit–cavity coupling. Let
us show this explicitly. In the case of charge qubit, from Sections 3.4 and 3.5, we see
that the coordinate dependent term of the interaction Hamiltonian, for a given n,
is simply cos
(
ωn
v
x+ θn
)
. Hence the total contribution to the coupling Hamiltonian
is proportional to7∫ ∞
−∞
p(x− xq) cos
(ωn
v
x+ θn
)
dx =
1
2
∫ ∞
−∞
p(x− xq)
(
e−i(
ωn
v
x+θn) + ei(
ωn
v
x+θn)
)
dx
=
1
2
e−iθn
∫ ∞
−∞
p(x− xq)e−iωnv xdx
+
1
2
eiθn
∫ ∞
−∞
p(x− xq)eiωnv xdx
=
1
2
eiθn+i
ωn
v
xxP
(ωn
v
)
+
1
2
eiθn+i
ωn
v
xqP
(
−ωn
v
)
,
(3.57)
where we have used a change of variables, and a definition of Fourier transform
F(p(x)) = P (kn) =
∫∞
−∞ p(x)e
−iknxdx, with kn = ωn/v. If the profile is symmetric
in frequency space (which we expect if we assume p(x) is real–valued), namely if
P
(
ωn
v
)
= P
(−ωn
v
)
, we can rewrite the above as∫ ∞
−∞
p(x− xq) cos
(ωn
v
x+ θn
)
dx = cos
(ωn
v
xq + θn
)
P
(ωn
v
)
. (3.58)
Hence in frequency space, the effect of the nontrivial spatial profile function is to
scale the coupling strength gn(±) by a factor P
(
ωn
v
)
— from now we will refer to
this expression as only a function of ωn, since we fix the speed of light in the cavity
in all the following calculations.
Let us next consider a particular form of the spatial function p(x) and calculate
the corresponding P (ωn). In the case of a charge qubit for example, we can assume
that the coupling strength is mainly decided by the size of the coupling capacitor,
7The limits of integration in this integral should span over the full size of the cavity, namely
between 0 and xl. To simplify the calculation however, we will expand them to −∞ and ∞
respectively. This approximation can be justified by noting that away from xq±max(σSigma, σrect)
the function p(x) is small, and hence only contributes weakly to the total coupling.
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and decays exponentially away from it. In a case where the qubit couples to the
stripline cavity inductively, we would similarly expect that the coupling strength is
largest for the portions of the cavity that is closest to the qubit loop and quickly
decays for portions further away. To model this kind of behavior, we conveniently
define p(x) as by a convolution of a rectangular function with a Gaussian. Namely
we take
p(x) = N
∫ ∞
−∞
grect(y)gGauss(x− y)dy, (3.59)
where N is a normalization constant and
grect(x) = Θ
(
x+
σrect
2
)
−Θ
(
x− σrect
2
)
, (3.60)
gGauss(x) = e
− x2
2σ2
Gauss , (3.61)
with Θ(x) defined in Eq. 3.14, and σrect and σGauss constants that ultimately de-
termine the effective width of the qubit. We further choose the normalization
N to satisfy 1 =
∫∞
−∞ p(x)dx, which for the case of p(x) defined above leads to
N = 1√
2pi
1
σrectσGauss
. Hence putting it all together, the effective function P (ωn) can
be written as
P (ωn) =
2v
σrectωn
exp
(
−ω
2
nσ
2
Gauss
2v2
)
sin
(ωnσrect
2v
)
. (3.62)
Next, we can look at a few cases, each characterized by specific values of σrect and
σGauss. Fig. 3.3(a) shows p(x) for σrect, σGauss = 100, 5µm (red curve), σrect, σGauss =
300, 15µm (green curve) and σrect, σGauss = 500, 25µm (blue curve). Fig 3.3(b)
shows the corresponding Fourier transforms presented in Eq. 3.62, and Fig. 3.3(c)
P (ωn)
2, since we have already determined that the sum in the expression for δE0
scales like g(±)2n , and hence like P (ωn)
2. From these plots, it is clear right away that
in even in the case of largest qubit size considered (σrect = 500µm), the modes of
frequencies greater than 150 GHz have an non negligible effect. In the case of the
smaller, more realistically sized qubits, the spread of P (ωn) is even greater, and
in the case of the smallest qubit considered (∼ 100µm), from plot in Fig. 3.3(c),
frequencies up to as much as∼ 1 THz seem relevant. This brings us to our discussion
of the second cutoff mechanism, which we consider next.
3.7.2 Dissipation of High Energy Modes
The arguments above, give an upper bound on the frequency cutoff, which puts a
limit on which modes interact with the qubit. Here we mention another possible
candidate that could have an impact on the shape of the spectral response function
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P (ωn). As was briefly discussed in Sec 2.1, beyond the frequencies associated with
the superconducting gap (in particular beyond frequencies of the order 2∆gap/2pi~),
the material used to fabricate the cavity stops behaving like a superconductor. The
result is that the high energy modes, beyond the gap, experience damping, which we
can in turn associate with a frequency cutoff. One way to model this effect, at least
classically, is analogous to what is considered in normal (non–superconducting)
cavities or transmission lines. There, one can modify the description of the cavity
shown in Fig. 3.2(a), and introduce series resistors along the inductors lx0, as well
as conductance shunting the capacitors cx0 [78, 105]. The effect of such a change
introduces a complex wave number, which then scales the normal modes by factors
like8 ∼ exp (±βx) (the plus or minus signs corresponds to waves are traveling in the
negative or positive directions respectively). The parameter β must clearly depend
on the mode frequency as needs to be dominant only at frequencies beyond twice
the superconducting gap. To our knowledge the precise structure of this dependence
is currently not very well understood. In order to still model this cutoff behavior
in our system however, we introduce a phenomenological version of the spectral
response function P (ωn), and define it as
Pgap(ωn) =Θ(ωn − ωgap)
(
exp
(
−ωn − ωgap
γgap
)
− 1
)
+ 1, (3.63)
with Θ, as before, the Heaviside function, ωgap = 2∆gap/~, and finally γgap rep-
resenting a decay rate which governs how quickly higher energy modes stop be-
ing relevant. In the case of aluminum, we can take ∆gap = 3.4 × 10−4 eV [71],
and conservatively approximate ωgap/2pi = 150 GHz. Assuming that the cutoff is
“sharp”, but stressing that its exact form is not entirely known, we further take
γgap/2pi = 1.5 GHz. Fig. 3.3(d) shows an example of P (ωn)
2 from Eq. 3.62 with
the parameters just outlined — we stress that the horizontal axis is in the units of
THz as before. The resulting cutoff is dramatic and hence we can expect that the
modes with frequencies beyond ωgap will have negligible on the total energy shift.
It is important to stress that our exact numerical results for the effective Casimir–
Polder current discussed in the next section, will necessarily have a nontrivial de-
pendence on just how we model the frequency cutoff, and therefore effectively how
many cavity modes are considered to contribute to the qubit–cavity interaction.
Given that our phenomenological model for how to treat the cutoff may be rather
crude, an actual experimental realization of a measurement of a Casimir–Polder
current discussed in the next section could, in principle at least, be helpful in shed-
ding more light on how to best treat the frequency cutoff in superconducting circuit
systems such as the one used here.
8In Sec. 3.4, we have written down the normal modes in terms of functions cos(knx+ θn), but
they could clearly be rewritten in terms of functions exp(±knx).
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3.8 Casimir–Polder Current — Results
We are finally ready to use the results from previous sections to discuss the Casimir–
Polder current in our system. So far we have assumed that the flux through the
boundary DC–SQUID is a fixed parameter. Following Casimir and Polder [19, 20]
we now ask the question of what happens if this parameter is not fixed, but is
instead allowed to vary (the implicit assumption here, is however that it can vary
“slowly” on scales compared to dynamics of the cavity and qubit). In particular,
in this section, we are interested in the variation due to the interaction energy
between the stripline cavity and the qubit, which we have calculated in a form of
the perturbative energy shift δE0. Hence, in a way analogous to [1], we can define
a Casimir–Polder current as a flux derivative of δE0, namely
9
ICP = −∂δE0
∂Φs
. (3.64)
Physically, ICP can be interpreted as a current that is circulating around the DC–
SQUID. In order to calculate the expression above, we need to sum all the mode
contributions that make up δE0. No closed form of Eq. 3.56 is known, but it can be
calculated numerically. Once that is done, again numerically, we can differentiate
it with respect to Φs in order to get ICP, we have set out to calculate.
The actual value of ICP that one obtains form our system is highly parameter–
dependent. Ideally we would like this current to be as large as possible. In the next
few sections we will look at how ICP varies as we change different quantities, while
keeping others fixed. Most of the discussion will also assume zero temperature,
however in Sec. 3.8.4, under certain conditions, we will briefly consider the effects
of this restriction being lifted.
There are certain sets of parameters that will stay constant for most of the
discussion. For example we will assume that the same superconducting material
is used in all cases. This fixes the values of inductance and capacitance per unit
length, and hence both the speed of light in the stripline cavity and its characteristic
impedance. We assume the material that makes up the circuit to be aluminum,
9To justify why the derivative shown in Eq. 3.64 represents the current around the DC–SQUID
loop, we first note that the variable Φs is a flux that threads a particular circuit loop – namely
the one of the boundary DC–SQUID. Furthermore, in the limit of small geometric inductance
of the DC–SQUID (where Lg  LJ0), Φs is close to the total threaded flux (i.e., we assume
that the small corrections due to the finite size of the geometric inductance, do not change the
total loop flux by “much”, meaning they do not change the structure of the normal modes in
the cavity). This, along with the Feynman–Hellmann theorem [40, 61], which shows how in a
quantum system, one can relate a generalized force (here a current) to an energy derivative with
respect to a parameter (here a flux), we can conclude that Eq. 3.64 corresponds to the circulating
current around the boundary DC–SQUID loop.
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(a) (b)
(c) (d)
(e) (f)
Figure 3.4: Profiles of the lowest four normal modes, ranging from n = 0 to
n = 3, plotted as a ratio of the total stripline cavity length xl. In the top row,
plots (a-b) show results for the case of fs = 0, in the middle row, plots (c-d)
show the case of fs = 0.45 and finally in the bottom row, plots (e-f) show the
special case of fs = 0.5. The left column shows the modes in terms of voltage
(namely
√
~ωn/2un(x)), while the right column the current (
√
~/2ωnl2∂xun(x)).
The behavior of the modes is governed by the boundary conditions imposed on our
system. See main text for discussion.
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and take l = 4.53 × 10−7 H/m and c = 1.27 × 10−10 F/m, values experimentally
obtained in a similar system in [48]. These lead to v = 1/
√
cl = 1.32× 108 m/s and
Z0 =
√
l/c = 59.72 Ω.
We will also mostly concentrate on a short stripline cavity, with xl = 0.01 m, as
is done many experimental setups. The main effect of xl is to define the fundamental
frequency of each mode, as can be observed from Eq. 3.27. Since we incorporate
a frequency cutoff in our model, as was discussed in Sec. 3.7, keeping xl small
will keep the fundamental frequencies large, which will in turn limit the number of
modes that contribute to the total energy shift δE0. For example, with xl = 0.01 m,
with P (ωn) as defined in Sec. 3.7, typically fewer than the lowest 30 modes end up
having an effect on δE0.
Another important parameter that will play a crucial role in the results is the
plasma frequency of the DC–SQUID. It can be written as
ωs(Φs) =
√
| cos(fspi)|/LJsCJs, (3.65)
where as in other chapters, we have defined fs = Φs/Φ0. As was already hinted
at in Sec. 3.4, this quantity plays a central role in our system, since it brings
in the DC–SQUID flux dependence into the structure of the normal modes. We
will use parameters that lead to ωs(0)/2pi = 107 GHz, an experimentally easily
realizable value. Clearly as the flux through the DC–SQUID changes, this quantity
will decrease and be minimized at fs = ±0.5. It is useful to understand just how
different values of the DC–SQUID flux affect the structure of the different mode
profiles. Fig. 3.4 shows a few lowest energy modes, starting with n = 0 up to n = 3.
In the top row, plots (a-b) show results for the case of fs = 0, in the middle row,
plots (c-d) show the case of fs = 0.45 and finally in the bottom row, plots (e-f) show
the special case of fs = 0.5. The left column shows the modes in terms of voltage
(namely
√
~ωn/2un(x)), while the right column the current (
√
~/2ωnl2∂xun(x)).
The behavior of the modes is clearly governed by the boundary conditions imposed
on our system. In the case of fs = 0, the frequency of the modes shown is much
lower than the value of ωs(0), and hence the left boundary, at x = 0 is seen by
these low energy modes as a (approximately) closed circuit, where the voltage is
close to zero. It is worth stressing however that as n increases we see that the mode
voltage at the left boundary tends to stray away from zero. This is because as n
increases, the mode frequency ωn increases, and therefore gets closer to the DC–
SQUID plasma frequency ωs(0), which results in the mode phase shift θn moving
away from the value of −pi/2 (see Eqs. 3.26 and 3.27). The boundary at x = xl on
the other hand, was assumed to be an open circuit, with the boundary condition
resulting in the current there being 0. This is fully consistent with the plots in the
top row.
As we start varying the flux towards fs = 0.45 in plots (c-d) and further towards
fs = 0.5 in (e-f) the effective plasma frequency of the DC–SQUID is lowered, and
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therefore, for the same reasons just outlined (since the mode frequencies are now
of the same order as the effective plasma frequency) even the low frequency modes
do not see the boundary as simply a closed circuit, but instead each mode gets a
different phase shift, and hence sees the boundary differently. We will see in the
next few sections, that this dependence of the mode profile structure, in particular
near fs = 0.5, will play a central role in our calculations of ICP.
3.8.1 Varying qubit position xq
The first set of results we will examine, consist of studying how the Casimir–Polder
current ICP changes as we vary the ratio between the position of the qubit in the
stripline cavity and the cavity length — namely xq/xl. The results, for the set of
parameters discussed in the last section, and with the qubit bias δndc set to zero,
is shown in Fig 3.5. Both plots (a) as well as (b) show the same dataset, but in
different formats, and the currents are presented in the units of nano Amperes. In
the figure, we vary xq/xl between values of 0.1 and 0.9. We stay away from cases
of xq/xl = 0 and xq/xl = 1 in order to safely neglect any potential boundary effects
and account for the qubit’s finite size. Furthermore, we stay away from the flux
|fs| = 0.5, in order to keep our 1d model description of the DC–SQUID valid.
From the plots, we see that in general, the magnitude of ICP tends to get larger
as the qubit gets closer to the boundary at x = 0 where the DC–SQUID is located.
It is observed the largest in fact, at xq/xl = 0.1 and in the case of fs = 0.48.
This could be expected from our discussion in the last section, where we showed
that near x0 the voltage profile of the modes showed the greatest variation, in
particular when the flux was near fs = 0.5. Elsewhere along the stripline cavity,
we observe oscillating areas of high (low) values of ICP as xq/xl changes. We can
predict that these correspond to regions where the variation of the mode profiles
with respect to the DC–SQUID flux is largest (smallest) for a substantial number
of the contributing modes.
Another observation we should make, is that ICP is always anti–symmetric
around the flux fs = 0. This will be a recurring result throughout the rest of
this chapter, and can be attributed to the fact that the flux dependence in our
system is mathematically included through the expression for the effective plasma
frequency of the DC–SQUID ωs, which is a function of the cosine of fs. Hence
the energy shift is always symmetric around fs, while its derivative, the current,
anti–symmetric, as observed here.
3.8.2 Paramagnetic Vs Diamagnetic Contributions
We have already discussed in Sections 3.2 and 3.6 that the total value of ICP con-
sist of two main contributions — one coming from the paramagnetic qubit–cavity
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(a) (b)
Figure 3.5: The Casimir–Polder current ICP as a function of the DC–SQUID flux
fs as well as the ratio xq/xl. Both plots (a) and (b) show the same data, but in
different formats. We can observe a general trend, that shows the magnitude of ICP
increasing as the qubit’s position gets closer to the boundary containing the flux
dependent DC–SQUID.
coupling, and the other, from the diamagnetic, field self–energy interaction. In this
section, we again look at the case of a varying ratio of xq/xl, but now consider the
two contributions IdiamCP and I
para
CP that make up the total Casimir–Polder current.
The results are shown in Fig. 3.6. Plots shown in (a-b) depict IdiamCP , while in (c-d),
IparaCP . If we were to add both of these contributions together, we would reproduce
the plots shown in Fig. 3.5 from the previous section.
It is clear that for the set of parameters used here, the two contributions are
similar in magnitude. This in general does not have to be the case. For example
looking at the general expression for the energy shift δE0 shown Eq. 3.56 and at
the expression 3.45, we can conclude that one key set of parameters that has an
impact on the contributions of these two terms, consists of the capacitors that
define the qubit’s charging energy and the coupling energy between the qubit and
the stripline cavity. Both of these could in principle be varied at the fabrication
time of the circuit.
We also observe that the both IdiamCP and I
para
CP have a complicated dependence
on the qubit position as well as the flux through the DC–SQUID. At least in the
set of parameters we have looked at here explicitly, Fig. 3.6 shows that they are
often similar in magnitude but correspond to currents in different directions. This
is not beneficial to maximising the total Casimir–Polder current, since the two
contributions are often seen to cancel each other out.
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(a) (b)
(c) (d)
Figure 3.6: The Casimir–Polder current contributions IdiamCP , shown in plots (a-b)
and IparaCP , shown in plots (c-d). The total Casimir–Polder current composes of the
sum of IdiamCP and I
para
CP and is shown in Fig. 3.5.
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(a) (b)
Figure 3.7: The Casimir–Polder current ICP as a function of the DC–SQUID flux fs
as well as the qubit charge offset δndc. Both plots (a) and (b) show the same data,
but in different formats. A nonzero charge offset introduces an effective permanent
dipole moment, which in turn leads to a lack of symmetry around δndc = 0 — see
main text for more details.
3.8.3 Varying offset charge δndc
In this section we will look at the effect of varying the qubit charge offset δndc.
We have already discussed that changing δndc, controls the effective coupling of
the qubit to the stripline cavity. In particular, from Eq. 3.44 and the fact that
tan θq = −EJq/(8Ecδndc), we can deduce that at δndc = 0 only coupling to the
qubit via the σx term is relevant, while with δndc 6= 0, coupling of the field to the
σz qubit operator also contributes to the total energy shift. Furthermore, a nonzero
δndc introduces, what can be interpreted as, a permanent dipole moment of the
qubit through the second term of Eq. 3.56, which in turn, leads to non–symmetry
around δndc = 0 in the calculated energy shift, and therefore the resulting Casimir–
Polder current. This can be seen directly from Fig. 3.7. As before, both plots (a)
and (b) show the same data, but presented differently. We use the same set of
parameters as in the previous sections, except fix the qubit at xq = 0.001 m from
the left boundary where the DC–SQUID is located, which corresponds to the ratio
xq/xl = 0.1. The δndc is varied between values of −0.1 and 0.1, and the largest
magnitude of ICP is observed at δdc = 0 and at fs = 0.48, the highest value of the
DC–SQUID flux considered.
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3.8.4 Finite Temperature
So far, in all the results we have presented, we have assumed that our system is
at zero temperature. In this section, we will look at a more realistic scenario, by
relaxing this condition and considering a small, but finite temperature. We should
stress, however, that as was already outlined in Sec. 3.6, we will concentrate on
a regime of parameters where kBT  ~ωq, and neglect any effects due to the
thermal occupation of the qubit’s Hilbert space beyond the ground state. We will,
however, allow for the degrees of freedom of the stripline cavity to be thermally
excited (which would lead to 〈nk〉 greater than zero in Eq. 3.56). In the previous
sections, we have also assumed that the length of the cavity is xl = 0.01 m. This
corresponds to the frequency of the lowest mode n = 0, of ∼ 3.3 GHz — very much
of the order of the qubit’s frequency, which at δndc = 0 is assumed to be 7 GHz.
In this section, we will assume an increased cavity length of xl = 0.1 m, with the
frequency of the lowest mode of ∼ 0.33 GHz, with the qubit still close to the DC–
SQUID boundary, at xq = 0.001 m. Although the effect will be still small, this
change will allow for it to be greater than would have been before, as the mean
mode occupation numbers 〈nk〉 will be larger. This very point can be observed
directly from Fig. 3.8(a), where we plot the mean thermal occupation of a cavity
mode as a function of frequency and temperature. So for example at a realistic
experimental temperature of T = 0.040 K we can expect the lowest energy mode
to have on average around two photons (i.e n0 ∼ 2), with this number decreasing
for higher indexed modes. Hence repeating the calculation of ICP leads to results
shown in Figures 3.8(b) and 3.8(c). Both plots show the same data, with the plot
in (c) being a zoomed–in version of the plot shown in (b). We look at two cases
of zero temperature (solid curves) and of T = 0.040 K (dashed curves). Different
colors correspond to different qubit charge offset — in particular we have δndc = 0.0
(in red), δndc = −0.08 (in blue), and δndc = 0.08 (in green). It is clear from these
plots that the difference in results between the two different temperatures is minor
(at worst less than 10%), but is observable at high values of the DC–SQUID flux,
near fs = 0.5, and at the charge offset of δndc = 0.
3.8.5 Can the value of ICP be larger?
It is clear from the last few sections, and from looking at Eqs. 3.56 and 3.64 that
this is a highly parameter–dependent system. In particular, since we do not have
an analytical expression for the energy shift δE0 (i.e., a closed form for the sum)
and therefore the Casimir–Polder current, ensuring that we have the largest value of
ICP possible, for a set of physically realizable parameters, would require an involved
numerical optimization over the full parameter space. We have clearly not done
that, but instead discussed what happens when we vary certain selected parameters,
while keeping others constant. It is very likely that such an optimization could
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(a) (b)
(c)
Figure 3.8: (a) Thermal occupation of a field mode, plotted as a function of fre-
quency and temperature. Plots in (b) and (c) show the Casimir–Polder current in
a circuit with xl = 0.1 m and with the qubit placed at xq = 0.001 m, as a func-
tion of the qubit charge offset of δndc = 0.0 (in red), δndc = −0.08 (in blue), and
δndc = 0.08 (in green). Solid curves represent results at the temperature T = 0,
while dashed curves at T = 0.040 K. The difference in results between the two
different temperatures is very minor, and is only observable at high values of the
DC–SQUID flux, near fs = 0.5, and at the charge offset of δndc = 0. The plot
shown in (c) is a zoomed–in version of the plot shown in (b). The lack of symmetry
between curves corresponding to δndc = −0.08 and δndc = 0.08 is discussed in main
text.
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increase the Casimir–Polder effect we studied, perhaps even significantly.
One could also envision some changes to the physical system that could be
beneficial. For example it is likely that a more elaborate flux dependence of the
boundary conditions could be helpful. In particular one could imagine having a DC–
SQUID on both sides of the stripline cavity. This would allow for a larger effective
phase shift seen by different modes, which under right circumstances could likely
be engineered to increase the total flux dependence of the energy shift, and hence
the Casimir–Polder effect. The drawback would be that the normal mode structure
would become even more complicated. Following the discussion in Sec. 3.4, even
in the same limits of a small size of the DC–SQUIDs, we would expect another
equation that would have to be solved simultaneously along with Eqs. A.2 and A.3
in order to describe the normal modes un(x) and their frequencies ωn.
Yet another approach could involve coupling the stripline cavity that the qubit
interacts with, to another cavity constructed out of left handed material (one
where the placement of the capacitors and inductors is inverted in a schematic
of Fig. 3.2(a)). It was shown in [36], that in such a system, the mode structure
is very different from what we discussed in this chapter. In particular, the mode
frequency is inversely proportional to the wave number, namely ωn ∼ 1/kn. This
results in a mode profile un(x) along the cavity that the qubit couples to, to be
very similar for a large range of modes. Strategically placing a qubit at a point cor-
responding to a voltage node for all these modes, would likely lead to an increased
value of the energy shift, and in some cases possibly ICP.
In summary, it is very likely that by both optimizing over the values of physical
parameters, and perhaps introducing some changes to the general circuit used,
would lead to an enhanced Casimir–Polder effect — perhaps making it large enough
that it could be more easily measurable.
3.9 Cavity Boundary Dependent Lamb Shift
While so far we have considered our superconducting circuit for the purpose of
studying the Casimir–Polder–like current, we now also have all the necessary in-
gredients to look at it in the context of a flux–controllable Lamb shift. Similarly
to the general Casimir–Polder effect, the Lamb shift is related to the changes in
atom’s energy level structure, due to its interactions with the electromagnetic field
(vacuum typically). It was first theoretically explained by Bethe [5] and experi-
mentally observed by Lamb and Retherford in 1947 [77]. In their setup, they used
spectroscopic methods to measure the difference in 2S 1
2
and 2P 1
2
energy levels of
the Hydrogen atom, and found that they are not degenerate, as one would expect
from Dirac’s 1928 theory. This result was of great significance and was, partly at
least, responsible for a burst of activity in what would become the field of quantum
electrodynamics.
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Since then, many more experimental realizations in the atomic domain have
been studied [15, 59, 82]. Furthermore, in 2008 an example of a Lamb shift was
also demonstrated in a superconducting circuit10 [43]. The authors considered a
transmon qubit embedded in a stripline cavity very similar to the one described in
Sec. 3.3. In our discussion, we will use the results already obtained in the rest of
this chapter to present an expression of a Lamb shift that explicitly depends on the
property of a tunable boundary — namely the DC–SQUID flux.
We initially concentrate on a case of a qudit, and later the special case of a
qubit. Using the expression for the energy shift of the state shown in Eq. 3.50 that
we have already calculated, we can write the total energy difference between the
qudit being in its 1st excited state and the ground state. Using Eq. 3.55, we arrive
at
∆E1,0 =(~ε1 + δE1)− (~ε0 + δE0)
=~ (ε1 − ε0) + ~
∑
k
x21,2g
(±)2
k
( 〈nk〉+ 1
(ε1 − ε2)− ωk +
〈nk〉
(ε1 − ε2) + ωk
)
− ~
∑
k
x21,0g
(±)2
k
( 〈nk〉+ 1
(ε1 − ε0)− ωk +
〈nk〉
(ε1 − ε0) + ωk
)
− ~z21
∑
k
g(±)2k
ωk
+ ~z20
∑
k
g(±)2k
ωk
.
(3.66)
The first term clearly corresponds to the qudit’s “bare” energy difference between
1st excited and ground states, while the subsequent terms represent the very Lamb
shift we setup to calculate. From now on let us call it δELamb. It is easy to see that
the third level of the qubit can be important as the expression above includes terms
that depend on both ε2 and x1,2. We could follow the methods discussed in Sec. 3.5
to rewrite these variables in terms of physical circuit parameters, but instead here
for the sake of simplicity, we will treat the qudit as a two level system — a qubit.
Hence, with the help of Eq. 3.44 we can simplify Eq. 3.66 to
δELamb =~
∑
k
g(±)2k
(
x20,1(2〈nk〉+ 1)
(
1
ωq + ωk
+
1
ωq − ωk
)
+
z20 − z21
ωk
)
. (3.67)
We can expect that the frequency cutoff mechanisms introduced in Sec. 3.7 to still
apply, and assume that g(±)k can be replaced by g
(±)
k P (ωk). Futhermore, as was the
case with the energy shift of the qudit’s ground state, it is clear that δELamb is not
defined when ωk = ωq. Here however, this is true regardless of the temperature of
our system — this condition is true even when T = 〈nk〉 = 0. Hence in order for the
10We should stress that in [43], the authors considered a superconducting qubit interacting
with a single field mode. In more standard descriptions of the Lamb shift however, one typically
considers an atom interacting with a multi–mode field, as is done here.
48
3.10. Standard Casimir Effect
perturbative Lamb shift above to be defined (as calculated using non–degenerate
perturbation theory as above), we need for g(±)2k /|ωq−ωk|  ωq+ωk to be satisfied.
Finally, in order to further rewrite this Eq. 3.67 above, for the particular case
of the superconducting system considered in this chapter we note that (in the case
of the charge qubit for example) we can rewrite x0,1 = − sin θq and z21 − z20 =
8δndc cos θq. We can also point out perhaps the most important observation of this
discussion. Since we have already shown that gn(±) depends on the DC–SQUID
flux, which can be easily varied in a real experimental system, we have an elegant
means to control the effective size of δELamb.
3.10 Standard Casimir Effect
Besides the small digression of the last section, where we discussed a flux–dependent
Lamb shift, throughout most of this chapter, we have mainly concentrated on the
existence of the Casimir–Polder effect in a superconducting circuit. We showed
that under some circumstances, the presence of the qubit can induce a current in
the DC–SQUID located on the cavity boundary. In this section, we will consider
an effect analogous to the Casimir (not Casimir–Polder) effect already reviewed in
Sec. 3.1, where the system consisted of two large, parallel conducting plates, some
distance apart, and where the mere presence of the field vacuum fluctuations can
induce a force between the plates. The superconducting circuit that will model
the analogue of such an effect, will consist of the same stripline cavity as in the
previous sections, but this time, we will discard the qubit completely. The cavity
boundaries, DC–SQUID at x = 0 and open circuit at x = xl, will correspond to
the conducting plates that enforce the field boundary conditions in a traditional
system.
Before we look at the setting of our system in more detail, let us briefly review
the mathematical nature of the Casimir force, and outline one way in which it
can be calculated. In the case of two parallel plates, the general expression of the
force on the mirrors can be written as FCasimir = −∂dU(d) = −∂d(E0(d)− E0(∞))
[85]. Here the E0(x) =
∑
n
1
2
~ωn(x) represents the ground state energy of the field
with the plates distance x apart, while U(d) is the potential energy associated with
placing the plates into a configuration where they are distance d away from one
another. While clearly both E0(d) as well as E0(∞) are infinite, their difference
can be shown to be finite using the Euler–Maclaurin formula11. This leads to a well
defined expression for the Casimir force.
Let us next look at the case of the superconducting circuit shown in Fig. 3.2(a).
We concentrate on a case of zero temperature, and neglect the qubit, while only
11One typically also needs to enforce various frequency cutoff mechanisms, based on physical
arguments. However it is important to stress that the final expression for FCasimir is independent
of these simplifications.
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consider the stripline cavity. We assume that the cavity length xl is a fixed pa-
rameter (in contrast to a case discussed above where the plates enforced the field
boundary conditions, and hence the force was defined in terms of the distance be-
tween them), however we treat the flux through the DC–SQUID as the classical
parameter that lets us define a generalized force (here a current). This, as in the
case of the Casimir–Polder discussion in the rest of this chapter, will allow us to
define a Casimir current, which we will denote as IC .
In order to calculate IC , we will follow the general procedure from above. First,
let us note that the energy of the field’s ground state, at a fixed value of the flux is
E0(Φs) =
∞∑
n=0
1
2
~ωn(Φs) (3.68)
with Φs the flux through the DC–SQUID. Hence, we can define a quantity analogous
to the potential energy from the standard Casimir effect, call it ∆E, as the difference
between E0 at different values of the flux. For convenience, let us chose one reference
value of Φs = 0, while the other, an arbitrary Φs = Φ, with Φ 6= 0. Then we can
write
∆E(Φ) = E0(Φ)− E0(0)
=
1
2
~
∞∑
n=0
∆ωn,
(3.69)
with ∆ωn = ωn(Φ)− ωn(0). This lets us define a Casimir current as simply
IC = −∂∆E
∂Φ
. (3.70)
For this expression to be valid, we need to ensure that ∆E is finite. We will look
at this expression numerically shortly, but first, let us outline a brief sketch of an
analytical proof of convergence. While it would be reasonable to include a frequency
cutoff as in Sec. 3.7, based on physical considerations, it seems that this step here
is not necessary.
Since we have already calculated the normal modes of the field inside the
stripline cavity, let us start by reviewing the results from 3.4. The relationship
between ωn and the phase shift that each modes sees, θn, can be written as
θn = tan
−1
(
ω2n − ωs(Φs)2
ωcωn
)
(3.71)
ωn = ωv (npi − θn) , (3.72)
where for the sake of notational brevity, we have defined ωc = (CJsZ0)
−1 and
ωv = v/xl. For a given n, these equations can be solved numerically, but in order
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to show the convergence of Eq. 3.69, we only need to concentrate on their behavior
in a case of large n. First, using Eqs. 3.71 and 3.72, we can rewrite ∆ωn as
∆ωn = arctan
(
(ωs(0)
2 − ωs(Φ)2)ωcωn
ω4n + (ω
2
c − ωs(Φ)2 − ωs(0)2)ω2n + ωs(Φ)2ωs(0)2
)
= arctan
(
p1(ωn)
p4(ωn)
)
,
(3.73)
where we have taken pk(ωn) as the corresponding polynomials of degree k in ωn.
Our next step is to see how ωn scales as n increases.
To do this, we first note that in a given physical system, ωv, ωc and ωs are finite.
We can therefore always find a value of n large enough, so that ωn  ωv, ωc, ωs.
This lets us expand Eq. 3.71 in the limit of large ωn. Keeping the first few terms,
leads to
θn =
pi
2
− ωc
ωn
+
ω3c
3ω3n
− ω
2
sωc
ω3n
+O
(
1
ω5n
)
. (3.74)
Next, solving Eq. 3.72 for θn and equating it with the expansion above, we arrive
at
npi − ωn
ωv
=
pi
2
− ωc
ωn
+
ω3c
3ω3n
− ω
2
sωc
ω3n
+O
(
1
ω5n
)
. (3.75)
This lets us rewrite ωn as
ωn = pi
(
n− 1
2
)
ωv + δωn. (3.76)
δωn can only be solved for numerically, but we are only interested in its trend as
n→∞. In particular, as n increases, δωn decreases, in the worst case, as12 O (1/n).
Next, we note that13 at large ωn,
p4(ωn)
p1(ωn)
∈ Θ(ω3n). Hence, using the newly found
expression for ωn in terms of n, we can conclude that
p4(ωn)
p1(ωn)
∈ Ω(n3), and hence for
a large enough n we find
p4(ωn)
p1(ωn)
> n2. (3.77)
12We are neglecting the fact that we have defined ωn in terms of n as an infinite sum. A more
rigorous proof would have to take this into account.
13Here we stress that Θ represents the Big Theta notation.
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(a) (b)
Figure 3.9: (a) ∆E as a function of mode number n for a fixed value of flux
ratio fs = 0.40 calculated numerically. Past n ≈ 200 the value for ∆E stops
changing, even as contributions from higher frequency modes keep being added.
This is consistent with the expectation that ∆E is convergent. (b) The change of
θn parameter, which corresponds to the phase shift seen by the nth mode, as a
function of mode number n, shown for two values of DC–SQUID flux ratio fs. The
red, solid curve corresponds to fs = 0, while the green, dashed curve, to fs = 0.40.
As n increases, in both cases θn tends to
pi
2
, which physically corresponds to the
fact that in the limit of high n (and hence high ωn) all the modes see the boundary
at x = 0 in the same way.
Therefore, since arctan(x) is a monotonically increasing function14
arctan
(
p1(ωn)
p4(ωn)
)
< arctan
(
1
n2
)
, (3.78)
for n ≥ nL, with nL appropriately chosen. This finally lets write ∆ωn as
∆ωn =
∞∑
n=0
arctan
(
p1(ωn)
p4(ωn)
)
(3.79)
<
nL−1∑
n=0
arctan
(
p1(ωn)
p4(ωn)
)
+
∞∑
n=nL
arctan
(
1
n2
)
. (3.80)
The first sum is clearly finite, as we are only summing over nL elements, and the
second term can now be also shown to be convergent (by for example an integral
test). This lets us conclude that the series presented in Eq. 3.69 converges, and
hence ∆E is finite.
We are now ready to look at a specific example of ∆E and IC , in a system with
14We have assumed that p1 (ωn) /p4(ωn) > 0, for large enough n, and therefore ωn, without
any loss of generality. This ratio could be negative (depending on which of ωs(Φ) or ωs(0) is
greater), and since arctan is an antisymmetric function, the minus sign could be simply taken
outside of the sum in Eq. 3.69.
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(a) (b)
Figure 3.10: (a) ∆E plotted as a function of the DC–SQUID flux ratio fs. ∆E is
calculated numerically by executing the sum shown in Fig. 3.69 over a finite number
of modes — enough to conclude convergence. (b) The Casimir current IC plotted
as a function of DC–SQUID flux ratio fs (shown in the units of nA). IC is obtained
by numerically differentiating results for ∆E from part (a). As expected, ∆E is
symmetric, while IC is antisymmetric in fs — see main text for more details.
realistic physical parameters. In particular, we will consider the same numerical
values of various parameters as in the case of the Casimir–Polder discussion, in the
previous sections of this chapter. We will assume that xl = 0.01 m, l = 4.53 ×
10−7 H/m and c = 1.27 × 10−10 F/m. As before, these lead to v = 1/√cl =
1.32 × 108 m/s and Z0 =
√
l/c = 59.72 Ω. Furthermore, we will fix the plasma
frequency of the DC–SQUID at fs = 0 as 107 GHz — a realistic value for a DC–
SQUID in a circuit such as the one presented here.
These parameters let us numerically calculate ∆E from Eq. 3.69 by summing
over the various contributions of the different modes. While we will only sum over
a finite set of modes, it is important to stress that we need to consider all the
modes that are required for the series to converge. Fig. 3.9(a) shows how for a
fixed value of fs = 0.4, ∆E scales as the mode number n increases. It is clear that
in this case, past n ≈ 200 the value for ∆E stops varying, even as contributions
from higher frequency modes keep being added. In Fig. 3.9(b), we also look at how
the θn parameter, which corresponds to the phase shift seen by the nth mode, as a
function of mode number n, changes as the mode number n increases, here for two
different values of DC–SQUID flux ratio fs. The red, solid curve corresponds to
fs = 0, while the green, dashed curve, to fs = 0.40. At low values of n, the various
modes see a different relative phase shift, which depends on the DC–SQUID flux.
As n increases, however, in both cases θn tends to
pi
2
, which physically corresponds
to the fact that in the limit of high n (and hence high ωn) all the modes see the
boundary at x = 0 in the same way.
We are now ready to see how both ∆E as well as IC vary as a function of
the DC–SQUID flux ratio fs, with IC calculated by numerically differentiating ∆E
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with respect to Φ. Fig. 3.10(a), shows results for ∆E, while Fig. 3.10(b) for the
Casimir current IC . As we might expect, the results for ∆E are symmetric around
fs, while the Casimir current is antisymmetric. This is consistent with the results
we observed in a Casimir–Polder case, in the previous sections, and is a direct
consequence of the fact that the DC–SQUID flux dependence in our system is
included through the DC–SQUID plasma frequency, which in turn mathematically
scales through a symmetric cosine function. For the set of physical parameters
that we study here, the maximum of IC is observed close to fs, and reaches almost
∼ 50 nA. This number, while small, might be at the verge of being detectable.
3.11 Casimir and Casimir–Polder Current Mea-
surement Prospects
So far, we have shown how to derive both Casimir as well as Casimir–Polder–
like effects in a superconducting circuit system. A particularly important topic
to address, is whether the currents associated with these effects, can be actually
detected, and if so, how? In this section, we will briefly speculate on possible
answers to these questions.
Over a set of realistic, experimentally viable parameters, without optimization,
and subject to the cutoff mechanisms discussed in Sec. 3.7, we have shown that
in our system, the magnitudes of the currents associated with the Casimir and
Casimir–Polder–like effects, were of the orders 10−8 A and 10−13 A respectively.
In both cases, these numbers correspond to the currents circulating around the
DC–SQUID loop located on the boundary of the stripline cavity. These currents
are small, but with modern technology, should be detectable. We stress however,
that the Casimir–Polder current calculated here, is by definition, only due to the
presence of the qubit. In a system we have considered, one has to expect that the
total effective current that would be of importance in an experimental setting, would
necessarily consist of both the Casimir as well as the substantially weaker Casimir–
Polder currents simultaneously. Hence a good start as far as the experimental
realization is considered, would be to look at the case of a Casimir effect in our
circuit, and simply initially neglect the presence of the qubit altogether.
One way in which circulating currents can be measured, consists of inductively
coupling a SQUID amplifier [87, 89] to the loop around which the current circulates.
The natural frequency of the DC–SQUID that makes up the amplifier, depends
on the total flux through its loop, which in turn depends on the strength of the
circulating current being measured. A variety of flux discrimination approaches
that use this fact will be briefly described in Sec. 4.10, mostly in the context of flux
qubit measurement, but the principle behavior is similar here. The magnitudes of
currents that we expect to be detectable, could be as small as 10−14 A, assuming
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long enough integration times and strong enough mutual inductance between the
amplifier loop and the boundary DC–SQUID in our circuit [50].
Although a DC measurement (where the flux through the boundary DC–SQUID
is kept constant) is likely possible, it might be beneficial to also consider slow AC
measurements instead, as they are less susceptible to low frequency noise. This
would lead to a scheme analogous to the standard Casimir forces detection mech-
anism shown in [13], where the force was experimentally measured to within 15%
of the known theoretical value. The measurement procedure consisted of slowly
driving the two plates, and showing that the effective frequency of their result-
ing motion has a correction that is in agreement with a presence of a “drag–like”
force, which in turn scales as a function of separation between the plates exactly
as Casimir predicted in his 1948 paper.
An analogous version of this experiment in our setting, would be to slowly
modulate the flux through the DC–SQUID, for example around some constant value
where we predicted the magnitudes of the Casimir or Casimir–Polder currents to be
highest. The Casimir–like effects in our circuit, would introduce a correction to the
circulating current expected purely from the effects of the drive, and hence a small
shift to the effective frequency of its modulation. Of course various issues would
have to be worked out, such as the effects of the interaction with the measuring
DC–SQUID amplifier, the fact that in in our system we have neglected the effects
of the geometric inductance of the boundary DC–SQUID, which would have to be
accounted for, since they have an effect on the total circulating currents around the
DC–SQUID, and so on.
Yet another scheme of interest that would explore at least some of the physics
presented in this chapter, would be simply to perform a “standard” spectroscopic
qubit measurement as is often done in applications related to quantum information.
In the case of the charge qubit that we studied for example, this could either mean
a direct charge offset measurement by coupling a single Cooper pair transistor
directly to the qubit, or to use more modern techniques which consist of driving
the cavity with a probe field, and observing its qubit–state–dependent properties
(phase, magnitude). This kind of a measurement would help us confirm predictions
related to the Lamb shift that was described in Sec. 3.9, where we were interested in
the difference between various energy levels of our system (say excited and ground
states of the qubit), but not necessarily the Casimir–Polder current we set out to
measure. One easy way to see this, is to point out that by looking at differences
between the energy levels we end up neglecting the diamagnetic coupling effects (the
A2–like term) that we have shown in Sec. 3.8.2 can be of fundamental importance
to the total Casimir–Polder current. This is because the contributions of such a
term are independent of the state of the qubit15.
15This is not true when one calculates the higher order energy shift corrections, at which point
the field self–interacting contributions would be dependent on the qubit state that is considered.
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Hence to summarize, we believe a measurement of the effects calculated here
is likely be possible, but more research is still required to work out its details and
make it a reality.
3.12 Assumptions, Conditions and Model Limi-
tations Review
In this second–last section of this chapter, we review the major assumptions that
we have made throughout our discussion so far, and briefly touch on their various
consequences.
1. Series Convergence
In order to calculate the energy shift required to obtain the Casimir–Polder
current numerically, the series expansion for δE0 needs to be convergent. In
Sec. 3.7 we discussed two physical mechanisms which ensure that to be the
case, and defined a corresponding spectral response function P (ω) for each.
The first was a result of the finite physical size of the qubit, while the second
accounted for the fact that at frequencies beyond 2∆gap/~, the material that
makes up the stripline cavity is in general no longer superconducting, which
leads to damping of the high frequency modes. In a general case, the effective
cutoff may be different depending on which mechanism dominates, but in
our calculations, we have assumed that the qubit is small enough, and the
latter scenario provides the leading cutoff contribution. Furthermore, we used
P (ω), along with the length of the cavity, to establish over how many modes
we actually have to sum in order to account for all of the non–negligible
contributions. From Eq. 3.27 we see that ωn ∼ vxl , hence it is clear that as
xl increases, the lowest frequency of the cavity will decrease, and therefore
more modes will need to be accounted for. Finally, it is critical to reiterate
here that the results shown in the Sec. 3.8 depend on just how we treat the
frequency cutoff. Changing the form of P (ωn), changes the Casimir–Polder
currents that one would observe. Since a full understanding of the exact form
of P (ωn) that one would expect in our system is still an open problem, an
actual Casimir–Polder experiment in a superconducting system such as the
one discussed here, could be helpful in providing some insight.
2. Perturbation theory validity
As shown in Sec. 3.6, we used non–degenerate perturbation theory to calculate
the energy shift δE0. In order for the expression to be useful, we need to ensure
that it is valid over the range of parameters of interest. In particular, we
This, however, does not change the fact that the leading order term that is relevant in a Casimir–
Polder effect, does not play a role when looking at qubit’s energy differences.
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want to be certain that the kth term of the sum that makes up δE0 is smaller
than ωk +ωq. Looking at Eq. 3.56, at zero temperature (when 〈nk〉 = 0), this
condition is easily satisfied for reasonable physical parameters — in particular,
if we note that all the terms scale inversely with ωn, hence as k increases, the
contributions of higher frequency modes decrease. However in the case of
finite temperature, when 〈nk〉 > 0, the second term of Eq. 3.56 is divergent
when the qubit is on resonance with a mode of the cavity field. Hence in
order for the sum to be valid we need to satisfy the following condition
〈nk〉g(±)2k sin2 θq
|ωq − ωk|  ωk + ωq. (3.81)
This condition implies that if the temperature is large, the energy of the
lowest cavity mode cannot be “too small”, and puts a limitation on how long
our cavity should be. In the discussion above, therefore, we concentrate our
discussion on cases of ether zero or very low temperatures.
3. Linearity of a DC–SQUID
In the derivation of the normal modes inside the stripline cavity, we treated
the, in general nonlinear DC–SQUID, as a linear LC circuit. Let us briefly
review the effects of this approximation. Using the notation from Sec. 3.4
where we defined the flux field along the cavity as Φ(x, t), we can define the
flux across the DC–SQUID as Φ(0, t), or just Φ, for notational convenience.
In the limit of small geometric inductance, we can write the full potential
energy of the DC–SQUID as
U = −EJs(Φs) cos(Φ/φ0), (3.82)
where EJs(Φs) = φ
2
0/LJs(Φs). Since in our system, the DC–SQUID is not
biased with any DC current, we can expand this expression around Φs = 0,
which leads to
U ∼ 1
2
EJs(Φs)
φ20
Φ2 +O(Φ4). (3.83)
In order for this to be a valid representation of the DC–SQUID potential
energy in our system, we need the spread of the wavefunction to be small.
Mathematically, we can express this as
∆Φ =
√
〈Φ2〉 − 〈Φ〉2  φ0. (3.84)
This condition will clearly coincide with Φ’s conjugate variable Q having a
wide distribution. In a standalone DC–SQUID these conditions are satisfied
as long as the Josephson energy EJs(Φs) is much greater than the charging
energy ECs = e
2/2CJ [101], however, since here the DC–SQUID is an integral
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part of the more complicated system consisting of the stripline cavity, we have
to be more careful. Using results shown in the Appendix C we can calculate
an explicit expression for ∆Φ assuming the full system is in its ground state.
This leads to
∆Φ =
√∑
n
~
2ωn
u2n(x = 0) (3.85)
=
√√√√∑
n
~
2ωn
cos2 θn(
Ct
2
+ CJs cos2 θn +
1
4Z0ωn
sin 2θn
) , (3.86)
where we have used the explicit expression for the cavity normal modes calcu-
lated in Sec. 3.4. Substituting numerical values for various sets of parameters
used throughout this chapter, leads to condition 3.84 being satisfied.
4. Finite geometric inductance of a DC–SQUID
Another implicit assumption that was made, was that the behavior of the DC–
SQUID is dominated by the Josephson inductance LJ(Φs), and the effects of
the geometric inductance Lg of the DC–SQUID loop has been neglected. This
is usually a valid assumption as long as LJ(Φs)  Lg, which can in practice
be accomplished with appropriate choices of physical parameters. This as-
sumption, along with the linearity of the DC–SQUID, is analogous to the
claim that the “secondary” degree of freedom of the DC–SQUID (see Chap-
ter 4 and Appendix D for a detailed discussion) can simply be approximated
by Φs — the flux through the DC–SQUID. A finite geometric inductance Lg
however, leads to a correction to this term, which in a realistic setting, where
the DC–SQUID (and hence its geometric inductance) is not “small enough”,
might have to be considered.
3.13 Summary and Conclusions
In this chapter, we have studied Casimir and Casimir–Polder–like effects in a su-
perconducting circuit system. We have done that by considering a stripline cavity
with a boundary DC–SQUID, coupled to a superconducting qubit. For a set of
realistic parameters, we found that the magnitudes of the currents associated with
these effects, were of the orders 10−8 A in the Casimir case, and 10−13 A in the
Casimir–Polder case. We have furthermore used the obtained results to describe a
variable Lamb shift, that in principle could be controlled in situ by variations of the
magnetic flux through a boundary DC–SQUID. Finally, we have briefly outlined
prospects and difficulties related to the Casimir effect measurements in our system.
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Chapter4
Transient Dynamics of a Superconducting
Nonlinear Oscillator
In this chapter, we study the finite temperature, transient dynamics of a circuit
consisting of a DC–SQUID shunted with a large capacitance. The motivation be-
hind this work, is an experiment performed by Britton Plourde’s group at Syracuse
University, where such a DC–SQUID was driven with short oscillatory pulses, and
the resulting ringdown oscillations were observed. This was done for a variety of
different applied flux values, as well as pulse amplitudes. Of particular interest,
was the behavior of the system when subject to pulses with amplitudes that ex-
plored the nonlinear regions of the DC–SQUID’s potential energy, as this is where
the response can differ widely from a linear RLC circuit. Furthermore, since the
experiment was performed at a temperature of ∼ 0.300K, which corresponds to a
thermal energy higher than the energy associated with the natural frequency of the
oscillator, we also explore the important effects of thermal noise, and show that
it can have a substantial impact on the response of the circuit, in particular when
strong excitation pulses are applied. We end our discussion with a brief exploration
of the applicability of the studied system to flux measurements.
4.1 DC–SQUID as a Nonlinear Oscillator
Nonlinear oscillations have been a subject of research for a very long time, as
they can be found in a great variety of systems, both man–made and natural,
ranging from simple swings or pendula, through motions of interstellar systems, to
interacting atoms. Furthermore, within the past century, scientists and engineers
have managed to explore nonlinearity for practical gain — good examples of this,
are various amplifier designs in the study of electrical circuits. A subset of these
are in fact built using DC–SQUIDs, which were introduced in Chapter 2. These
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systems include the Josephson bifurcation amplifiers (JBAs) [114, 122], microstrip
superconducting quantum interference device amplifiers (MSAs) [62, 88], as well
the Josephson parametric amplifiers [21, 58, 131]. Other useful applications of
DC–SQUIDs, within the last couple of decades have been explored in the field of
quantum information. There, DC–SQUIDs are used as building blocks for qubits
[73], qubit couplers [42, 54, 104], and even as measuring devices [120] — more on
this will be shown in Sec. 4.10. Once again the key feature that leads to their
usefulness, largely results from the nonlinearity of the Josephson junctions, which
DC–SQUIDs are built from.
In many applications presented above, the response of the DC–SQUIDs is often
studied under one of two scenarios. The DC–SQUID oscillator is either driven with
a continuous, sinusoidal drive, or biased with a simple DC current. In both of these
cases, the behavior of the DC–SQUID is typically explored in its steady state. In
the former scenario, at high enough drives, and when the drive frequency is near
the oscillator’s natural frequency, one can often observe a phenomenon known as
bifurcation. It consists of having multiple solutions, with usually a large discrepancy
in their amplitudes, that satisfy the system’s nonlinear equations of motion. This
very property of nonlinear oscillations is explored in some amplifier designs. A
DC biasing current on the other hand, can be used to alter just how nonlinear a
DC–SQUID’s behavior is. In particular, biasing with a DC current of strength near
the effective critical current of a DC–SQUID, and then applying a weak drive, will
lead to a nonlinear behavior, while applying the same weak drive to a system that
is biased with a small DC current (or no current at all), will lead to a largely linear
response.
In contrast to the situations just discussed, in the experiment done at the Syra-
cuse University and studied in the rest of this chapter, the behavior of the DC–
SQUID oscillator was explored while it was excited with a brief transient signal.
This meant the oscillator was pulsed with a short waveform with a cosine shape
and a Gaussian–like envelope. Two different lengths of these pulses were experi-
mentally looked at, the first of 1 ns, and the other of 5 ns. The implications of these
numbers will be explored in Sec. 4.6 and beyond, but in it is worth mentioning
that especially the shorter 1 ns pulse was roughly of the order of inverse natural
frequency of the DC–SQUID oscillator.
In the next section, we will describe the actual experimental setup and explore
some of the implications that certain parameter choices had on the general behavior
of the system and subsequent theoretical modeling and simulations.
4.2 Experimental Setup
As was already mentioned, the experimental setup built at Syracuse, centers around
a DC–SQUID shunted by a large capacitor. An optical micrograph of the fabricated
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device is shown in Fig. 4.1(a), with a zoomed–in view that lets one see the geometry
of the complete system in more detail. Fig. 4.1(c), presents a schematic of the
corresponding circuit, which, along with the DC–SQUID and shunt capacitor, also
depicts the input and output capacitors, which will have an influence on the effective
quality factor of the full circuit oscillator. Finally, Fig. 4.1(b), outlines the general
path taken by the input pulses during an experimental run. The generation of
these fast bias microwave waveforms was achieved by employing a FPGA based
DAC board controlled by a computer. These pulses were then passed through a
Gaussian filter, and later mixed with a carrier tone, producing a short microwave
burst. The amplitude of the pulses could be controlled by varying extra attenuation
with a step attenuator, which is shown in the diagram. The signal was attenuated
even further, as it entered various stages of the fridge. It then interacted with the
sample, that was enclosed in an aluminum box for magnetic shielding, which in
turn was anchored to the cold plate of the 3He fridge. The transmitted signal was
then amplified by two High Electron Mobility Transistor (HEMT) amplifiers at the
4K stage of the fridge and another at room temperature, with a combined gain of
70 dB, and finally measured at room temperature by a sampling scope.
The Josephson junctions that make up the DC–SQUID, were fabricated out
of Al-AlOx–Al, and formed by a double–angle shadow–evaporation method [33].
The junctions were sub–micron in size, namely 530 × 160 nm2, and with a single
junction capacitance estimated to be 10 fF. Furthermore, by measuring the normal
state resistance of a very similar junction, and through previous characterization of
other samples [30], the single junction critical current was estimated to be 0.4µA.
A 150 nm film layer of SiO2 formed a dielectric for both the shunt capacitor Ct, as
well as the output capacitor Cout. The input capacitor Cin on the other, hand was
interdigitated and was formed along with the microwave feed line in a 200 nm layer
thick Al. While the standalone frequency of the DC–SQUID could be estimated
at more than 100 GHz, the shunt capacitor Ct was chosen very large relative the
single junction capacitances, which was meant to lower the effective frequency of
the oscillator circuit to the much more manageable few GHz. The implications of
this, will be explored in detail in Sec. 4.3. Also, the final numerical values of all
the parameters that were used in circuit simulations will be discussed in Sec. 4.4
the DC–SQUID measurement and calibration procedures will be outlined. For an
ever more detailed discussion of the experimental setup, we point the reader to [6].
4.3 System Model
We are now ready to look at a more detailed picture of the circuit and discuss
how it can be modeled. We will start by analyzing a zero–temperature case, and
later consider the effect that the thermal noise has on the evolution of the various
degrees of freedom. A pictorial representation of our system is shown in Fig. 4.2(a).
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(a) (b)
(c)
Figure 4.1: (a) Optical image of the fabricated circuit with a zoomed–in view of
the DC–SQUID with on chip flux lines. (b) Schematic of general measurement
setup. The network analyzer is used to measure the frequency response, while the
pulse generation setup is used to measure the ringdowns in the time domain. (c)
An equivalent schematic showing the input/output coupling capacitors, the DC–
SQUID oscillator biased by an applied flux Φs and a coupling capacitor Ct. Figures
created by Pradeep Bhupathi for [6] and used with permission.
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Figure 4.2: (a) Full circuit model of the SQUID oscillator of Fig. 4.1 and (b)
reduced circuit, valid for at amplitude pulses, where the DC–SQUID is treated as
an effective, flux–dependent inductance Lt.
The circuit is divided into branches, each a simple lumped element. As already
mentioned in previous sections, the DC–SQUID is shunted by a large capacitor, and
a noisy resistor (at temperatures T > 0), and connected to the input and output
circuitry by capacitors Cin and Cout respectively. The connecting transmission lines
are modeled as 50 Ω resistors. Our model assumes that the external flux is delivered
directly to the DC–SQUID loop, and other branches have no intrinsic geometric
inductance. We further neglect the mutual inductance in the system other than
the one that mediates the external flux Φs. Finally, it is worth stressing that
we assume the Josephson junctions that make up the DC–SQUID are themselves
lossless, although this point will be discussed further in Sec. 4.5.
4.3.1 Zero–temperature Equations of Motion
To obtain the equations of motion in the zero–temperature case, we follow the
methods shown in [16, 32], that were already discussed in some detail in chapter 2.
With each node i, we associate a corresponding node flux Φi related to a node
voltage by Φi =
∫ t
−∞ dt
′V (t′). We express the currents across elements in terms of
Φi, and using Kirchoff’s current conservation conditions at each node i, arrive at
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the equations of motion
1
Rz
(Vin − Φ˙1) =Cin(Φ¨1 − Φ¨2)
Cin(Φ¨1 − Φ¨2) = 2
Lg
(Φ2 − Φ4 + Φs) + 2
Lg
(Φ2 − Φ5)
+ CtΦ¨2 +
1
Rt
Φ˙2 + Cout(Φ¨2 − Φ¨3)
Cout(Φ¨2 − Φ¨3) = 1
Rz
Φ˙3
2
Lg
(Φ2 − Φ4 + Φs) =I0 sin
(
Φ4
2pi
Φ0
)
+
1
Ri
Φ˙4 + CJΦ¨4
2
Lg
(Φ2 − Φ5) =I0 sin
(
Φ5
2pi
Φ0
)
+
1
Ri
Φ˙5 + CJΦ¨5
Next, taking the flux quantum Φ0 = 2.07× 10−15Wb = 2piφ0, we perform a change
of variables so that Φi =
Φ0
2pi
ϕi = φ0ϕi — here, a difference ϕi − ϕj for some
i 6= j, corresponds to the superconducting phase difference. We further take ϕ± =
1
2
(ϕ4 ± ϕ5), CΣ = Cin + Cout + Ct, LJ = Φ0/2piI0 and rewrite the external flux Φs
in terms of the ratio fs =
Φs
Φ0
. After dividing all equations by φ0, we have
0 =Cinϕ¨1 − Cinϕ¨2 + 1
Rz
ϕ˙1 − 1
φ0Rz
Vin
0 =− Cinϕ¨1 + CΣϕ¨2 − Coutϕ¨3 + 1
Rt
ϕ˙2 +
4
Lg
(ϕ2 − ϕ+ + pifs)
0 =− Coutϕ¨2 + Coutϕ¨3 + 1
Rz
ϕ˙3
0 =2CJ ϕ¨+ +
2
LJ
sinϕ+ cosϕ− − 4
Lg
(ϕ2 − ϕ+ + pifs)
0 =2CJ ϕ¨− +
2
LJ
sinϕ− cosϕ+ − 4
Lg
(−ϕ− + pifs) .
(4.1)
Thus, we end up with equations of motion of five degrees of freedom.
Elimination of Fast Degrees of Freedom
In order to further simplify Eqs. 4.1, we note that in our case, the capacitances
(or “effective masses”) of oscillators ϕ+ and ϕ− are two order of magnitude smaller
than that of ϕ2. This is due to the large shunt capacitor Ct, which in turn directly
affects ϕ2. Furthermore, the Josephson inductance LJ is much greater than the
geometric inductance Lg – we can express this condition in terms of a parameter
βL = Lg/LJ , as simply βL  1. This allows us to apply a Born–Oppenheimer–like
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approximation and eliminate the fast-oscillating degrees of freedom ϕ+ and ϕ−. To
do this, we first define a potential energy U that can be associated with our system.
Neglecting terms due to the external drive, we have
U
2EJ
=− cosϕ+ cosϕ− + 1
βL
(ϕ− − pifs)2 + 1
βL
(ϕ+ − (ϕ2 + pifs))2 . (4.2)
Next, we fix the slow variable ϕ2, and note that since βL  1, the second and
third terms in Eq. 4.2 will dominate. Hence the minima of U will be close to
ϕ+ = ϕ2 + pifs and ϕ− = pifs. By expanding U near these points, and minimizing,
we can calculate the corrections to the minimum points. Keeping terms up to
second order in βL we arrive at
ϕmin− =pifs − βL
sin (pifs) cos (pifs + ϕ2)
2
+ β2L
cos(pifx) sin(pifx) cos(2(pifx + φ2))
4
, (4.3)
ϕmin+ =pifs + ϕ2 − βL
cos (pifs) sin (pifs + ϕ2)
2
+ β2L
cos(pifx + ϕ2) sin(pifx + ϕ2) cos(2pifx)
4
. (4.4)
These results are then substituted back into the expanded potential energy which
leads to
Ueff = U0 + U1 + U2, (4.5)
now only in terms of ϕ2, and with
U0
2EJ
=− cos (pifs) cos (ϕ2 + pifs) , (4.6)
U1
2EJ
=− βL
2
(
sin2 (pifs) cos
2(pifs + ϕ2) + cos
2 (pifs) sin
2(pifs + ϕ2)
)
, (4.7)
and finally
U2
2EJ
=
β2L
8
(
cos(pifx) sin
2(pifx) cos
3(pifx + ϕ2)
+ cos(pifx + ϕ2) sin
2(pifx + ϕ2) cos
3(pifx)
− 2 cos(pifx) cos(pifx + ϕ2) sin2(pifx) sin2(pifx + ϕ2)
)
.
(4.8)
We have distinguished between the various contributions to the effective potential
energy by specifying terms of different orders in βL, namely with each Ui showing
65
4.3. System Model
the contribution of the ith order term in βL. It is worth stressing that U2, for the
set of numerical parameters used in the experiment, will have very little impact on
the evolution of the system, and hence will be neglected in the simulations, but
is still shown here for completeness. Putting it all together, we can write a set of
effective equations of motion with Ueff as the potential energy, while keeping terms
up to O(βL) as
0 =Cinϕ¨1 − Cinϕ¨2 + 1
Rz
ϕ˙1 − 1
φ0Rz
Vin (4.9)
0 =− Cinϕ¨1 + CΣϕ¨2 − Coutϕ¨3 + 1
Rt
ϕ˙2 +
2
LJ
cos (pifs) sin (ϕ2 + pifs)
− βL
(
sin(4pifs + 2ϕ2) + sin(2ϕ2)
2LJ
)
(4.10)
0 =− Coutϕ¨2 + Coutϕ¨3 + 1
Rz
ϕ˙3. (4.11)
These represent a “standard” (non–stochastic) set of nonlinear differential equations
and are valid when the effects of thermal noise are neglected. Our next step is to
account for the nonzero temperature of the system.
4.3.2 Thermal Noise
We find that the accounting for thermal noise is of particular importance when
reproducing the behavior of the experimental system in our simulations. In order to
model these effects, we assume white noise and use the thermodynamic dissipation-
fluctuation relation [98]. This consists of including a current noise source of strength√
2kBT
Ri
ni in parallel with each resistor Ri. We take kB to be the Boltzman constant,
T the temperature of the system, and each ni(t) to represent a normally distributed
random variable. Furthermore we assume that it satisfies the following equations
〈ni(t)〉 =0
〈ni(t)nj(t′)〉 =δ(t− t′)δi,j.
(4.12)
Taking such noise into account, lets us write Eqs. 4.11, now in vector form as
φ0C ~¨ϕ+ φ0R
−1 ~˙ϕ+
1
φ0
~∇ϕUeff + N~n+ ~Idr = 0. (4.13)
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Here ~ϕ = (ϕ1, ϕ2, ϕ3)
T , ~∇ϕ = (∂/∂ϕ1, ∂/∂ϕ2, ∂/∂ϕ3)T , ~Idr = (−Vin/Rz, 0, 0)T and
~n = (n1, n2, n3)
T . The matrices corresponding to C and R−1 can be written as
C =
 Cin −Cin 0−Cin CΣ −Cout
0 −Cout Cout
 ,R−1 =
 1Rz 0 00 1
Rt
0
0 0 1
Rz
 , (4.14)
and N as simply
N =
√
2kBTR−1. (4.15)
Ueff represents the effective (undriven) potential energy derived in Sec. 4.3.1, how-
ever with only terms up to order O(βL), since higher order terms have little observ-
able effects on the evolution. Hence we can write
~∇ϕU0 =
 02EJ cos (pifs) sin (ϕ2 + pifs)
0
 , (4.16)
and
~∇ϕU1 = βL
 0−EJ
2
(sin(4pifs + 2ϕ2) + sin(2ϕ2))
0
 . (4.17)
The Eqs. 4.13 form a set of stochastic (often called Langevin) differential equations.
We can numerically solve them for any ϕi, but each solution only gives us a single
“realization”. In order to compare simulations to data obtained from the exper-
iment, we can average many such realizations, which will be shown explicitly in
the following sections. A discussion that presents the details of numerically solving
Eqs. 4.13 is shown in Appendix E.
4.4 Measurement and Parameter Estimation
In order for us to be able to simulate the experimental system, we need to establish
numerical values of the different circuit parameters. This was done at Syracuse
through calibration procedures and axillary measurements, which will be discussed
in this section. As already mentioned, the full circuit diagram which labels all the
unknown variables, is shown in Fig. 4.2(a). The geometric inductance of the circuit
was calculated via finite–element methods, using a program called FastHenry [68].
It resulted in a value of Lg = 43×10−12H. Both the input and output load resistors,
which effectively modeled transmission lines that coupled the DC–SQUID oscillator
to the outside world were taken as Rz = 50 Ω. Furthermore, as already mentioned
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in Sec. 4.1, the critical current of each of the Josephson junctions that makes
up the DC–SQUID, was estimated to be 0.4µA by separate room–temperature
measurements.
In order to obtain numerical values for the rest of the parameters, the 2–port
transmission function |S21| was obtained for our particular circuit. This was done by
sending a weak continuous signal with a typical power of −125 dBm to the input of
the DC–SQUID oscillator, while measuring and recording the output. The transfer
function is defined as S21 = 2Vout/Vin, such that the matched load of Rz = 50 Ω
would give a full transmission, meaning S21 = 1.
To calculate |S21| that can be compared with the experimental measurements,
we used a simplified model circuit of our system, shown in Fig. 4.2(b). Here, it
was assumed that the drive is necessarily weak, and therefore the response of the
DC–SQUID will be linear. In this limit, and continuing with assumptions presented
in Sec. 4.3 of βL  1, and dominating shunt capacitance Ct, the DC–SQUID was
modeled as just an effective inductance Lt, which was taken as time–independent,
but varied as a function of the applied flux Φs. One way to calculate such Lt, is
to directly use the DC–SQUID potential energy shown in Eq. 4.5. We can Taylor–
expand it around a minimum (i.e., a steady state value) of ϕ2, call it ϕ
min
2 , which
results in1
Lt =φ
2
0
(
∂2Ueff
∂ϕ22
∣∣∣∣
ϕ2=ϕmin2
)−1
. (4.18)
We assume that ϕmin2 can be calculated numerically for a given fixed value of the
applied flux Φs by minimizing the potential energy from Eq. 4.5. For brevity, we do
not explicitly show this expression, as it is long, but can be easily obtained. Hence
using Eq. 4.18, we can think the DC–SQUID along with the shunt capacitance
Ct, and the resistance Rt, which models the internal losses due to the DC–SQUID
shunt capacitance, as a simple parallel LCR circuit. The final step is to account for
the input and output capacitances Cin and Cout as well as the load resistances Rz.
We once again stress that in our model we assume that the junctions were lossless.
Hence finally taking the ‖ symbol to represent parallel impedance, we arrive at
an expression for S21 which reads
S21(ω,Φs) =
2Vout
Vin
=2
Rz
Zout
(Zt ‖ Zout)
(Zt(Φs) ‖ Zout) + Zin , (4.19)
1There are various ways to approximate Lt, and a detailed discussion on this topic is presented
in Appendix D.
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where Zt is the combined impedance of the parallel LCR tank circuit,
Zt(Φs) =
(
1
Rt
+
1
iωLt(Φs)
+ iωCt
)−1
(4.20)
and Zin =
(
Rz +
1
iωCin
)
, Zout =
(
Rz +
1
iωCout
)
are the input and output impedances
respectively.
During the measurement, multiple |S21| traces were recorded for various values
of the applied flux through the DC–SQUID, which effect was to vary the natural
frequency of the circuit. A resulting density plot of |S21| is shown in Fig. 4.3.
The horizontal axis represents the applied flux in the units of single flux quan-
tum Φ0, the vertical axis the frequency of the applied signal, while the out–of–page
direction the amplitude of the resulting output pulse. The magenta symbols cor-
responds to peaks of the numerical fit to the S21 function shown in Eq. 4.19. To
fit this resonance, I0 = 0.4µA, Cin = 0.15pF and Lg = 43pH were fixed while Ct,
Cout and Rt were allowed to vary (for a given fixed applied flux Φs). Measured S21
curves between ±0.5Φ0 were fit with the same fixed parameters and the best fit
parameters extracted. This resulted in the following: Rt = 264.9 Ω, Ct = 5.07pH,
Cout = 0.99pH, which could be used in the simulations discussed in the following
sections. A function of the form f(Φs) =
√
a+ b| cos(cΦs + d)| was also used to fit
these resonance peaks between ±0.3 Φ0 to extract the periodicity and scale the flux
axis with the fit parameters a, b, c and d. f(Φs) is shown in grey dashed line on
top of the measured S21 plot in Fig. 4.3. From the plot in Fig. 4.3, we observe that
the frequency is periodic in the applied flux Φs, highest at ∼ 3.2 GHz at Φs = nΦ0,
with n integer, and lowest, close to zero, near Φs =
1
2
nΦ0 – the “arches” are fully
consistent with what one would expect in a system like this [117].
4.5 Model limitations
In our model, we neglect the resistance associated with each Josephson junction.
This is reasonable when the amplitude of the current applied to the junctions is
smaller than their critical current, as the resistance in those cases is large enough
that its effect on damping of the junction’s phase can be neglected. However, in
the instances when the driving current exceeds the critical current, each junction
feels a resistance that can be of the order of its normal–state resistance Rn [117],
which for the DC–SQUID oscillator studied here is 684 Ω. Nevertheless, in our
circuit, the dominant source of noise is the 50 Ω outside load that couples to the
DC–SQUID oscillator via Cout (as can be seen from Fig. 4.2). When this load is
mathematically transformed as an impedance parallel with the oscillator, over the
frequency ranges of the input pulses we apply, its resistive component is never more
than 100 Ω, hence a few times smaller than all other sources of noise in the system
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Figure 4.3: Density plot of |S21| vs. flux, frequency of the DC–SQUID oscillator
as measured from a network analyzer at −125 dBm input power and with the DC–
SQUID oscillator at 300 mK; The magnitude of |S21| in dB is shown in color bar to
the right. The dashed line and magenta symbols are from fits to the DC–SQUID
modulation as described in the text. The marker in black indicates the flux bias at
which the pulsed measurements were taken. Plot created by Pradeep Bhupathi for
[6] and used with permission.
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(and therefore its effect is by far the most dominant, since the amplitude of the
noise currents scales inversely with resistance).
Furthermore, we neglect any quantum corrections to the noise correlation func-
tion and treat it, just as the rest of the system, fully classically. This is typically
a reasonable assumption in the limit of ~ω  2kBT with ω being the applied flux
dependent, natural frequency of the oscillator circuit. In the case of the experimen-
tal parameters used here, this limit is largely satisfied, although in the worst case,
when the flux through the DC–SQUID is close to integer multiple of flux quantum
(where the effective natural frequency of the oscillator is largest) we are slowly ap-
proaching a case where ~ω ≤ 2kBT . Let us then estimate the next order correction
to the correlation function that one would get from considering quantum effects in
the noise, and hence see how that translates to the amplitude of the noisy current
in our model. To do this, we first write the noise correlation function that accounts
for the quantum behavior as
〈Ni(t)Nj(t′)〉 = 1
R
~ω coth
(
~ω
2kBT
)
δ(t− t′)δi,j. (4.21)
with
〈Ni(t)〉 =0. (4.22)
We can next expand the second line in of Eq. 4.21 in ~ω/2kBT to obtain
〈Ni(t)Nj(t′)〉 ∼ 2kBT
R
(
1 +
1
3
(
~ω
2kBT
)2
+O
((
~ω
2kBT
)4))
δ(t− t′)δi,j. (4.23)
In our case, ω is largest when the applied flux Φs is near integral values of Φ0,
where it was shown to be ω/2pi ∼ 3.2 GHz. Taking the experimental temperature
of T = 0.300K then leads to ~ω
2kBT
∼ 1
4
. Substituting these values into Eq. 4.23,
results in
〈Ni(t)Nj(t′)〉 ∼ 2kBT
R
(
1 +
1
48
+O
((
~ω
2kBT
)4))
δ(t− t′)δi,j. (4.24)
The first term in Eq. 4.24 is equivalent to the classical white noise correlation
function shown in Eq. 4.12 (with Ni =
√
2kBT
Ri
ni), while the second shows the first
order correction due to the quantum effects. The amplitude of the noisy current can
be though of as the square root of Eq. 4.24, and in the limit of the small correction
can be calculated as ∼ 1/24th of the full classical contribution. Given that this
is the worst case, and this correction gets smaller as the flux that is threaded
through the DC–SQUID shifts away from integer multiple of Φ0, we neglect it in
our simulations.
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(a) (b)
Figure 4.4: Input pulses used to excite the DC–SQUID oscillator. Each consists of
a cosine with a Gaussian–like envelope (see main text for exact forms). The red
dots correspond to the experimental data, while the blue curves show a fit used in
simulations. (a) A short pulse represented by fshort from Eq. 4.25. (b) Long pulse
represented by flong from Eq. 4.26.
4.6 Input Pulses
In this section we briefly look at the input pulses that were used to excite the
DC–SQUID oscillator in the experiment. In all cases, the pulses consisted of a
cosine tone, at frequencies resonant with the DC–SQUID at a particular flux, and
with an envelope that shortened them to either a “short” 1 ns or “long” 5 ns time
frame. The experimental samples were fit with functions fshort or flong, and the
resulting fits were then used in the simulations. In the case of the short pulses, the
fit function that works best, is simply
fshort(t) = Ad exp
(
−(t− t0)
2
2σ2
)
cos(ωd(t− t0)), (4.25)
while the long pulses were fit to
flong(t) = Ad
(
gd
(
t− t0 + σ
2
)
− gd
(
t− t0 − σ
2
))
cos(ωd(t− t0)), (4.26)
with gd (x) =
1
exp(−dx)+1 , a Fermi function. In both of these, t0 represents the center
of the pulse in time, σ its “width”, ωd the angular frequency of the underlying
cosine tone and Ad, the maximum pulse amplitude. The drive frequency ωd/2pi was
taken as either 2.4 GHz, which corresponded to the DC–SQUID being at resonance
near the applied flux of Φs ∼ 0.30Φ0, or as 3.2 GHz, which in turn corresponded
to the natural frequency near the integral values of the applied flux. Fig. 4.4
shows two example 2.4 GHz pulses, both in their short (part (a)) and long (part
(b)) forms. The red dots represent the experimental data, while the blue curves
the corresponding fits. In the following sections we will mostly concentrate the
discussion on the short 1 ns, 2.4 GHz pulses obtained using fshort, as arguably when
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Figure 4.5: An example of an output voltage rigndown (of variable φ0ϕ˙3) when
the system is exited with a short 1 ns pulse. The green lines in the background
represent a small subset of single realizations that are averaged in order to produce
the blue line, which in turn can be directly compared with the experiment. The
experimental data for the same set of parameters as the simulations is shown with
red dots.
they were used to excite the circuit, the response was most interesting, however, we
will also outline differences observed when the longer pulses generated with flong
were used.
4.7 Voltage Ringdowns
While we can simulate the evolution of an arbitrary degree of freedom, of particular
interest is Φ˙3 = φ0ϕ˙3, as it corresponds to the output voltage, which is precisely
what was measured in the experiment. As already mentioned, we have two controls
that can be varied in a given experimental run; the applied flux ratio fs = Φs/Φ0,
and the amplitude of the input pulse. The rest of the parameters are fixed and
their numerical values obtained through various calibration procedures, that were
already discussed in Sec. 4.4. Therefore for a given set of parameters, we can
obtain a single voltage ringdown, which corresponds to a time trace of the voltage
measured at the output of the circuit (at node 3 in Fig. 4.2(a)). This can then by
compared to the simulations, which are repeated many times and later averaged.
An example of such a ringdown is shown in Fig. 4.5. Here, the system is excited
with the short 1 ns pulse. The green lines in the background represent a small
subset of single realizations that we average over in order to produce the blue line,
which in turn can be directly compared with the experiment. The experimental
data for the same set of parameters as the simulations, namely applied flux ratio of
fs = 0.30, and input pulse amplitude of −20 dB, is shown with red dots. To gain
some understanding of our system, it is therefore instructive to vary the control
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(a) (b)
Figure 4.6: Density plots that show the amplitude dependence of ringdowns at a
non–integer flux bias for the 1 ns input signal, at 2.4 GHz. (a) Experimental data.
(b) Simulations. The pulse strength on y-axis is shown in the units of dB with
negative numbers implying decreasing amplitude of the input pulse. The ringdown
time on the x-axis is in nanoseconds, with the ringdown amplitude shown in color
scale.
“knobs” — the applied flux and the amplitude of the input pulse, while measuring
the resulting ringdowns. The bulk of the following discussion will concentrate on
short 1 ns pulses with the underlying drive frequency (i.e. ωd/2pi from Eq. 4.25)
of 2.4 GHz. This frequency corresponds to the effective natural frequency of the
DC–SQUID circuit at the applied flux ratio of fs ∼ 0.30, hence by simply varying
the flux around this value, we can observe the off–resonant circuit response for cases
of both above and below resonance. Later, in Sec.4.9, we will conclude with a short
discussion of results obtained when both longer input pulses were used, and where
their frequency was resonant with DC–SQUID oscillator at a flux ratio fs ∼ 0.
4.8 Short Pulses
4.8.1 Amplitude Scans
We first look at amplitude scans, where we fix the applied flux ratio fs, and vary
the amplitude of the of the microwave burst, which pulses the DC–SQUID. Figure
4.6 displays density plots of such a case, obtained with experimental data (a) and
from simulations (b). The flux ratio fs is fixed at 0.30, which corresponds to the
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natural frequency of the DC–SQUID of ∼ 2.4 GHz, satisfying a resonance condi-
tion. The y-axis, is the attenuation setting from the highest (−40 dB) to the lowest
attenuation (0 dB) corresponding to increasing burst amplitude and the x-axis is
the ringdown time in nanoseconds. The color scale indicates the amplitude of the
ringdown, darker color implying a smaller value. With increasing pulse strength,
the frequency of the ringdowns starts to decrease. This becomes particularly pro-
nounced for attenuation levels less than 20 dB. This shift to lower frequencies arises
because the fictitious particle, whose position coordinate can be described by the
ϕ2 degree of freedom, begins to explore the nonlinear (flatter) part of the potential
energy landscape. Beyond the amplitude of ∼ −12 dB, we observe a sharp drop
in the resulting ringdowns. The effect is due to the fact that the strength of the
drive is now of the order of the critical current of the DC–SQUID. The stochastic
nature of the thermal noise causes different realizations to escape the potential well
at different times, which in turn causes a substantial decay in voltage ringdown
strength. This phenomenon is discussed in more detail in the next section.
4.8.2 Escape from the Potential Well
The problem of particle escape from a potential well due to thermal noise, has been
investigated both theoretically as well as experimentally in a variety of studies
[4, 53, 56, 57, 74]. In a case of a DC–SQUID, this rate can be approximated to be
proportional to Ω exp (−Ub/kBT ) where Ub represents the potential energy barrier
height that the particle has to overcome, and Ω the natural frequency along the
direction of escape. In our case, since we do not “tilt” the potential with a DC
biasing current, the escape time (inverse rate) can be shown to be much larger
than the typical experimental run time. This is true over almost all settings of the
applied flux ratio fs, except when fs ' 0.5, where the potential barrier is close to
being flat.
Thermal fluctuations however, still end up playing an important role in the
evolution of the system. In particular, we find that during strong pulses that excite
the system to amplitudes in the vicinity of the DC–SQUID’s critical current, the
thermal fluctuations can cause a strong mixing in the phases of various realizations,
resulting in a damping of the ringdowns. To our knowledge, no detailed analytical
study of this effect, with strongly time depended pulses has been performed yet,
but we can still study the situation numerically. To do this, we once again fix
the applied flux ratio at fs = 0.30 as in the previous section, and concentrate on
two different pulses; the first at an amplitude of −16 dB, and the other at the
amplitude of −9 dB. From Fig. 4.6, we can see that these correspond to cases
where substantial ringdown voltage is observed (the former case) and where the
ringdowns are dramatically suppressed (the latter case).
In order to understand this behavior in more detail, we look at the evolution of
the individual realizations, that so far have been averaged to obtain results compa-
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(a) (b)
(c) (d)
(e) (f)
Figure 4.7: Low and high drive response. Each column shows plots of ϕ2, φ0ϕ˙2
and φ0ϕ˙3 (the output voltage) respectively. In plots (a, c, e) the amplitude of the
input pulse is low with respect to the effective critical current of the DC–SQUID,
whereas in (b, d, f) it is high. The green curves show (a small subset) of individual
realizations used to calculate the averages (blue curves). In the case of the third
row we also show the experimental data for the same parameters (red dots) and
how it compares to the simulation results. From the plots, one clearly sees how
when the drive amplitude is low, all the realizations stay within the same potential
well (see plot (a)), and their phase only varies slightly. In the case of high input
signal amplitude, we observe that different realizations tend to end up in different
wells at different times, as shown in plot (b), which introduces a relative phase shift
between them. This in turn leads to faster decay of the average voltage across the
DC–SQUID, as presented in plot (d), and at the output of the circuit, as shown in
plot (f).
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rable with the experiment. We should stress however, that while the behavior of the
full circuit is largely governed by the dynamics of the DC–SQUID, the experiment
only provides us access to the external voltage — voltage at node 3 in Fig. 4.2
— which in our simulations is represented mathematically as φ0ϕ˙3. To directly
observe the stochastic nature of the escape from the potential well, we need to look
at the individual realizations of the full system. Of particular interest are simula-
tion variables ϕ2, which represents the phase (i.e. the effective “position”) of the
DC–SQUID degree of freedom that dominates the evolution of the system, φ0ϕ˙2,
which represents the voltage across the DC–SQUID (or alternatively an effective
“velocity” of the particle in the well), and finally φ0ϕ˙3, which is the voltage that we
can directly compare to the experimental data. Fig. 4.7 shows plots that describe
the evolutions of these variables as a function of time. The left column shows data
for a case of the low amplitude, −16 dB pulse, while the left column shows the
case of high amplitude, −9 dB pulse. The topmost row represents ϕ2(t), the middle
row φ0ϕ˙2(t), and finally the bottom row the output voltage, namely φ0ϕ˙3(t). In
each case, the green curves represent (a subset of) realizations that are averaged
(curves in blue). The red dots in the plots from the bottom row, represent experi-
mental data for the same set of parameters as the simulations. The key signature
of the escape can be seen in the topmost row. Here, when the pulse amplitude is
low (plot (a)), virtually all the realizations stay within the same potential well —
one concludes this by noting that they all oscillate around the same value of ϕ2,
namely ϕ2 ∼ −0.30pi. In the case of the high amplitude pulse (plot (b)), different
realizations “jump out” to differ potential wells. The stochastic nature of the noise
causes these jumps to happen at different times, which leads to a randomly shifted
phase, as well as a different steady state value of ϕ2. This has a substantial effect
on the “velocity” (or ϕ˙2) of these realizations, as shown in the central row of figure
Fig. 4.7. The result is a randomization in the phase of ϕ˙2, and as therefore, of
ϕ˙3, which is proportional to the output voltage of the circuit. As we see from the
experimental voltage (red dots), the agreement of the measured data with the sim-
ulations is good. Finally, we stress that including the stochastic effects of thermal
noise in our simulations has been crucial in reproducing this behavior.
4.8.3 Flux Scans
We explore the voltage ringdowns behavior further by studying their dependence
on the magnetic flux applied to the DC–SQUID. Here, the amplitude and frequency
of the microwave burst is fixed, while we vary the flux applied to the DC–SQUID
through one period of a flux quantum. Initially, we study a case where the pulse
frequency once again is chosen to correspond to resonance at the DC–SQUID flux
ratio fs ∼ 0.30. The density plots of the flux modulated ringdown traces are shown
in Fig. 4.8 for three different pulse amplitudes. The left column (plots (a), (c) and
(e)) shows results obtained from experimental data, while the right column (plots
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(a) (b)
(c) (d)
(e) (f)
Figure 4.8: Fixed amplitude flux scans with the applied flux ratio fs between
0 and 1, and with the 1ns at 2.4 GHz input pulse. The left column (plots (a),
(c) and (e)) shows experimental data, while the right column (plots (b), (d) and
(f)), uses data obtained by running stochastic simulations. The amplitude of the
input pulse increases from top to bottom, with the topmost row showing results for
−20 dB pulses, the middle row for −15 dB pulses and finally the bottom row for
−10 dB pulses. As the amplitude increases, one clearly observes the effects of the
nonlinearity of the system. See main text for a detailed discussion.
78
4.8. Short Pulses
(b), (d) and (f)) shows the corresponding simulations. The topmost row has a “low”
input pulse amplitude of −20 dB, well below the critical current of the DC–SQUID,
the central row shows data for an input pulse of −15 dB, while the bottom row for
a “high” amplitude of −10 dB. As before, the darker areas correspond to lower
ringdown amplitudes. By varying the applied flux through the DC–SQUID, we
are changing its effective inductance, and hence its natural frequency. It is worth
stressing that this nonlinear dependence of the natural frequency on the applied flux
is true, even in the limit of small oscillations of the DC–SQUID (where |ϕ2|  1),
as was already discussed in Sec. 4.4. Let us first concentrate on the topmost row
of Fig. 4.8. Here the drive amplitude is still small and the nonlinearity of the
potential energy in ϕ2 is only beginning to play a role, yet as the applied flux
ratio fs varies between 0 and 1, the ringdowns tend to “fan out”. As expected,
the amplitude is largest near the flux ratio of fs ∼ 0.30, since this is where the
DC–SQUID is resonant with the input pulse, and it is suppressed elsewhere. The
results are also consistent with the fact that the natural frequency (up to zeroth
order in βL), is proportional to
√
cos(pifs). Hence, near fs ∼ 0, the variations in
the ringdown structure are small, while at the same time, one sees a very abrupt
suppression near fs ∼ 0.5. Here the effective natural frequency of the DC–SQUID
is very small and the short input pulse is just not able to induce strong oscillations.
This is an adiabatic regime, where the excitation of the circuit strongly follows the
input pulse. This ringdown suppression due to a highly off–resonant pulse can be
confirmed further by studying individual realizations, and showing that they stay
in the same potential energy well as they started in (in contrast to what is observed
during an escape — see Sec. 4.8.2). Furthermore, a very similar ringdown structure
can be obtained in a case where a simple harmonic oscillator, with the same flux
dependent form of natural frequency, is driven with the same pulse. The situation
is largely similar in the middle row of Fig. 4.8. The key difference here, is that
now not only is the natural frequency of the system nonlinear in the applied flux,
but the amplitude of the input pulse is large enough for the DC–SQUID degree of
freedom ϕ2, to start exploring the nonlinear regions of the potential energy well,
in particular around the applied flux for which the DC–SQUID is resonant with
the input pulse (near fs ∼ 0.30). This in turn affects the degree of variation of
the ringdown frequency with respect to fs, as can be seen in the plots. Finally,
in the bottom row we see a case of a strongly driven system. The resulting plots
show an overall suppression of ringdown oscillations across all values of fs, when
compared to the instances with smaller drive amplitudes. In this case, the reason is
two–fold. By once again studying the individual realizations as in Sec. 4.8.2, we can
conclude that for the applied flux away from fs = 0.5, the main contribution to the
suppression, is the randomization of the phase of ϕ2 due to the stochastic escape
from the potential well. Near fs = 0.5 however, as in the case of low amplitude
pulses, the main reason for the suppression is the off–resonance condition where the
frequency of the pulse is much greater that the natural frequency of the DC–SQUID.
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(a) (b)
Figure 4.9: Flux scans due to fixed amplitude (at −15 dB), 1ns, at 3.2 GHz input
pulses. Plot in (a) shows experimental results whereas (b) the corresponding simu-
lations. The response is largest near fs = 0 where the input signal is resonant with
the system.
Before we move onto longer pulses, let us also consider a case where the driv-
ing signal is still governed by Eq. 4.25, but where the underlying drive frequency
ωd/2pi = 3.2 GHz. In this situation, the input signal is at resonance with the DC–
SQUID at the integral values of the applied flux — namely where fs = 0. The
resulting flux scans are shown in Fig. 4.9, where once again the plot on the left,
in (a) shows data obtained experimentally and on the right, in (b) from simula-
tions. As we would expect, one sees the strongest response near resonance, and
the ringdowns are seen to decay away as the applied flux ratio fs approaches 0.5.
The associated decrease in the resulting frequency of the voltage ringdowns as the
applied flux changes from fs = 0 is still visible, but it happens at a slower rate than
in the case of Fig. 4.8 where the pulse was resonant at fs = 0.30. Once again this
is because the natural frequency dependence of the DC–SQUID on the applied flux
is smallest near fs = 0.
4.9 Long Pulses
In this section, we can move onto a brief discussion of the longer pulses that were
studied in the experiment. As was outlined in Sec. 4.6, the functional form of these
was slightly different from the short pulses that were used in the last section. In
fshort from Eq. 4.25, the envelope is a Gaussian function, while in flong from Eq. 4.26
a combination of Fermi functions. Even so, the arguments describing the response
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(a) (b)
Figure 4.10: A comparison of the amplitude dependence of ringdowns at a non–
integer flux bias for a “long” 5 ns input signal, at 3.2 GHz. (a) Experimental data.
(b) Simulations. The pulse strength on the y-axis is shown in units of dB, with
negative numbers implying decreasing amplitude of the input pulse. The ringdown
time on the x-axis is in nanoseconds. The ringdown amplitude is shown in color
scale, with darker colors representing lower values.
of the DC–SQUID circuit are largely the same.
First, let us look at an amplitude scan of a 5 ns input pulse at 3.2 GHz, that is
modeled in simulations using flong from Eq. 4.26. As outlined in the last paragraph
of the previous section, this kind of pulse is resonant with the DC–SQUID circuit
at the applied flux ratio of fs = 0. The general structure of the output signal is
similar to what was shown in Sec. 4.8.1, but now the excitation lasts longer. We
also observe a significant reduction in the ringdown amplitude past a certain level of
attenuation — in this case this level is few dB larger than in the case of the 2.5 GHz
pulses shown earlier, namely near −9 dB. The mechanism here is identical to what
we studied in Sec. 4.8.2 — the thermal noise causes different realizations to escape
the potential energy well at different times, which in turn leads to a randomization
of the phase across the DC–SQUID (ϕ2), and therefore the resulting voltage across
both the DC–SQUID (φ0ϕ˙2) and the output load resistor (φ0ϕ˙3). The reason why
in the case of short 2.4 GHz pulses studied earlier, this decay was observed at a
lower value of attenuation (weaker signal), can be attributed to the fact that when
the circuit was excited with 2.4 GHz pulses, the corresponding applied flux was set
at fs = 0.30, while in case of 3.2 GHz pulses, it was at fs = 0. This resulted in the
potential well being deeper in the latter scenario, which in turn required stronger
excitations before escape could be observed.
The final plots we present, are flux scans that are a result of long input pulses,
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(a) (b)
Figure 4.11: Fixed amplitude flux scans with the applied flux ratio fs between
0 and 1, and with the 5 ns at 2.5 GHz input pulse. (a) Experimental data. (b)
Simulations.
at2 2.5 GHz, and applied at an amplitude of −21 dB. The resulting ringdowns are
shown in Fig. 4.11. The actual input signal is active over the time range ∼ 2 –
7 ns, as can bee seen from Fig. 4.4(b). As we would expect, results show excitations
with highest amplitudes near the flux of 0.30, where the circuit is resonant with
the driving signal. Furthermore, during the now longer drive we see substantial
oscillations even away from the resonance, but as soon as the drive is turn off, past
the time of ∼ 7 ns, one can observe a similar structure to that of Fig. 4.8(a) and
(b).
4.10 Application to Flux Measurements
The high sensitivity of DC–SQUIDs to magnetic flux makes them useful in appli-
cations related to precise flux detection. They have been played a central role in
various metrology experiments [25, 26, 35, 79, 83] and more recently in the field of
quantum computing, as measurement devices for flux qubits [22, 27, 81, 120, 123].
In these proposals, a flux qubit is typically coupled inductively to a DC–SQUID
and hence affects the net applied flux that is threaded through the device. The
two most widely used modes of operation in these approaches, have been to either
2The reason why the frequency of the drive in the input pulse used here is 2.5 GHz and not
2.4 GHz as in the case of short pulses, is simply that it was better fit of the input pulse flong shown
in Eq. 4.26 to the experimental data provide by the Syracuse team. The flux was still biased at
fs = 0.30, in order to stay consistent with the experiment.
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Figure 4.12: Root mean square voltage Vrms as a function of the applied flux ra-
tio fs, calculated over a time range between 2.1 and 3.4 ns. The plot uses data
obtained with the −20 dB amplitude input pulses, and is the same as in top row
of the flux scans from Fig. 4.8. The red dots represent results calculated from the
experimental data (plot (a) in Fig. 4.8), while the solid red line is produced using
the simulations (plot (b) in Fig. 4.8). By biasing the flux through the DC–SQUID
near a point where the slope is high, for example at fs ∼ 0.36, one can have a
means to distinguish between various flux states.
bias a DC–SQUID with an appropriately selected DC current, such that the DC–
SQUID is put in a “running state” (where the voltage across is nonzero) with a
high probability if a qubit is in one state, and with negligible probability when the
qubit is the other state, or alternatively, instead of a DC current bias, to drive the
DC–SQUID with a continuous sinusoidal signal, and observing a resulting phase
shift that is qubit–state dependent. Yet another proposal [111] (as of this writ-
ing, only theoretical) has been to very briefly, but strongly, pulse the DC–SQUID
and observe the produced ringdowns, which under the right conditions, will have
the amplitude and (possibly) phase differ depending on the qubit state. This is
somewhat analogous to what is presented in the experiment described here (al-
though clearly in our case the flux differences are due to a global flux biasing as
no qubit is actually present). Furthermore, the proposal outlined in [111], shows
a full quantum treatment of the qubit and DC–SQUID system, but only considers
an ultra short, much shorter than the inverse characteristic qubit frequency, DC
pulse, whereas here, due to high temperature, the experiment has been considered
to be classical and the pulses presented, time dependent.
Nevertheless, it is still useful to briefly explore just how the process of discrim-
ination between two (or more) different flux states could be accomplished. First,
one can expect that the total applied flux through the DC–SQUID, would consist
of some biasing flux fbias plus some source flux that is to be measured, say fsource
(with both terms described in terms of ratios of flux quantum Φ0). One could then
imagine sending a pulse through the DC–SQUID, analogous to what was consid-
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ered here, and recording the corresponding ringdown voltage. Some post processing
of this ringdown signal, such as for example taking its root–mean–squared value,
call it Vrms, integrated over a well chosen time range, would provide a “signature”
of the source flux. As long as these signatures of various values of fsource can be
distinguished, one has an effective flux meter. For a given input pulse, assuming
that Vrms is a well behaved function of fs, a way to find the best fbias over a range of
flux where Vrms is monotonic (for example), could be simply to look for the largest
slope of Vrms with respect to fs, namely maximizing ∂Vrms(tint, fs)/∂fs over all pos-
sible flux fs between 0 and 0.5 (due to symmetry) and integration times tint. This
would give the greatest contrast between the cases of fbias +fsource and fbias−fsource.
Fig. 4.12 shows an explicit example of this kind of flux discrimination, where we
calculate the Vrms over a time range between 2.1 and 3.4 ns. The data that is being
used corresponds to the input signal at −20 dB amplitude, and is the same as in the
flux–scans from Figs. 4.8(a) and (b). The dots represent results obtained from the
experimental data, while the solid line is produced from the evolution calculated
through simulations.
We can further make a crude calculation of the required sensitivity that one
would need with the data from Fig. 4.12 to distinguish between two hypothetical
flux qubit states. Setting the bias flux at fbias ∼ 0.36 the slope is roughly 5 mV/Φ0.
If we assume a conservative noise temperature of 150 mK for a ∼ 3 GHz amplifier
with a bandwidth of 100 MHz [31, 108], the rms voltage noise at the amplifier input
would be ∼ 200 nV. If we take the 5 mV/Φ0 slope for the signal at the output
extracted from Fig. 4.12, and divide by the net gain of the HEMT amplifiers (∼
55 dB), this becomes 9µV/Φ0 at the DC–SQUID oscillator output. We consider a
peak–to–peak qubit flux signal of 22 mΦ0, which is reasonable, considering the back-
action on the qubit would also likely be significantly less compared to a switching
DC–SQUID measurement, since the DC–SQUID never enters the running state.
This then corresponds to a SNR of ∼ 1. So, we would be right at the threshold
for reading out the ringdowns and distinguishing between the two qubit states in
a single shot. We should further stress that one could likely do better by both
using more sensitive amplifiers and optimizing various parameters. Of particular
importance would be integration time tint, the pulse amplitude, as well as the
quality factor of the DC–SQUID oscillator, all of which the Vrms curves are highly
dependent on.
4.11 Summary and Conclusions
In conclusion, we have studied the transient behavior of a DC-SQUID operated
as a nonlinear oscillator under pulsed AC radiation. We have reproduced exper-
imental results obtained by Britton Plourde’s group at Syracuse University. We
theoretically applied signals of various amplitudes and biased the DC–SQUID with
84
4.11. Summary and Conclusions
flux over the range of a single flux quantum, while observing the resulting voltage
ringdowns. In order to account for the nonzero temperature of the experiment, we
used the Johnson–Nyquist approach and modeled resistors as noisy current sources.
This let us numerically reproduce the stochastic escape dynamics observed when
the SQUID was driven with high–amplitude pulses. Finally, we briefly discussed
the potential applicability of the system, and in particular the observed ringdown
dynamics, to flux measurement. We found a good general agreement between the
experimental data and results obtained through numerical simulations.
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Measurement Dynamics of a Qubit
Coupled to a Harmonic Oscillator
In this chapter we study the quantum dynamics of a qubit coupled to a harmonic
oscillator. While this kind of a system may be interesting in a variety of situations,
we consider it in the context of a measurement. In particular, following [111, 116],
a one that describes a superconducting system consisting of a flux qubit being
measured by an inductively coupled DC–SQUID. We concentrate our discussion on
a special case where the interaction between the qubit and the probe commutes with
the free evolution of the qubit, and point out how in this regime the measurement
can be thought of as quantum non–demolition (QND). We furthermore, calculate
the effective dephasing rate of the qubit, which we relate to maximum rare at which
the observer can learn about the qubit’s state. By solving the corresponding master
equation of our system we also explore the more complicated cases where the qubit–
probe interaction no longer commutes with the free evolution of the qubit, and
provide numerical evidence of the effective relaxation process associated with such
a scenario. Finally, we conclude with a discussion that looks at how well, in some
regimes of parameters, specific Kraus maps representing rotations and dephasing
can mimic the often complicated evolution of the qubit.
We point out that the calculations shown in Sec. 5.6 were aided by Jay Gam-
betta.
5.1 Open Quantum Systems and the Lindblad
Master Equation
We begin with a brief general discussion of open quantum systems, and in partic-
ular, introduce the Lindblad master equation, which will play an important role
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in modeling the process of a measurement presented throughout the rest of this
chapter. We do not provide detailed mathematical derivations here, as they can
be found in any text on open quantum systems — good examples are [14, 18].
Instead, we briefly show the final form of a Lindblad master equation, and discuss
the various important assumptions that are needed in order to derive it.
In 1926 Schro¨dinger published a paper in which he introduced his famous equa-
tion, that has been been invaluable in explaining the quantum behavior of nature
[109]. The Schro¨dinger’s equation, written as
i~
∂
∂t
|Ψ〉 = H|Ψ〉, (5.1)
with H the system’s Hamiltonian and |Ψ〉 its state, dictates how a quantum system
evolves in time1. We typically assume that it is valid in cases where the system
in question is closed, meaning, it does not interact with the world outside of it-
self. This assumption is often not realistic when applied to real–world examples,
but in some rare instances, where the interaction energy of the system with its
environment is weak relative to the other energies involved, the effects of such an
interaction may be small enough to be neglected completely. There are also other
cases, where one needs to understand the effects of the environment on the main sys-
tem (but not necessarily the evolution of the environment itself). These instances
can be often described using master equations, which represent generalizations to
the Schro¨dinger’s original equation, which under certain conditions help us model
open quantum systems.
Mathematically, we can imagine that the combined state of both the system we
are interested in, as well as the environment that it couples to, can be described
by a density matrix ρtot, which spans over the combined Hilbert spaces of both the
system and environment, namely, ρtot ∈ Hsys ⊗ Henv. Furthermore, let us assume
that the combined Hamiltonian can be written as
H = Hsys +Henv +Hint, (5.2)
with Hsys, Henv and Hint the Hamiltonians of the system, environment, and their
interaction respectively. We could write the Schro¨dinger’s equation for this system
(here in terms of the density matrix2) as
ρ˙tot = − i~ [Hsys +Henv +Hint, ρtot], (5.3)
1We stress that the Schro¨dinger equation is not the only way to understand the evolution of
quantum systems. Feynman’s path integral approach [41] or Heisenberg’s matrix mechanics [60]
provide other ways.
2The Schro¨dinger equation written in this form is often called the Liouville–von Neumann
equation.
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and, in principle at least, solve it. Then by tracing out the degrees of freedom of
the Hilbert space Henv, obtain the solution for the evolution of the system’s density
matrix ρsys(t) = Trenv(ρtot(t)) at any time of interest t. Of course this is usually not
practical. We regard the environment as “big”, with typically many more degrees
of freedom as the system, but also, as we have already outlined, we may have not
actually be interested in the dynamics of the environment, only its effects on the
evolution of the system.
Hence, there are methods of reducing Eq. 5.3 to a differential equation for
only ρsys(t), which includes the environmental effects. We point the reader to
references [18] or [14] for the details, and here only list the central assumptions in
the derivation:
1. Separable Initial State
This assumption implies that there are no correlations between the initial
states of the environment and the system. Mathematically, we can express
this condition as
ρtot(0) = ρsys(0)⊗ ρenv(0). (5.4)
2. Born Approximation
We implicitly assume that the coupling between the system and environment
is “weak” and that the environment is “big”3. Here, these conditions imply
that the environment does not change during the evolution4, and therefore
(due to Assumption 1, above) the environment and the system remain sepa-
rable for all time.
3. Markov Approximation
Markov approximation assumes that the environment is (effectively) memo-
ryless, or more precisely, that the time scale for the decay of its correlations,
is much shorter than the time scale of the system’s dynamics.
Following the mathematics in the references, along with the assumptions above,
one can arrive the following general form of a Lindblad master equation5
ρ˙sys(t) = − i~ [Hsys, ρsys(t)] +
∑
k
dkD[Ak]ρsys(t), (5.5)
3For the mathematical definitions of “weak” and “big” in the context of this assumption, we
point the reader to, for example, [18]
4Meaning its density matrix remains constant.
5The form of Eq. 5.5 is not the only way to model the evolution of the reduced system.
Another widely employed method is to use the Bloch–Redfield master equation [8, 106].
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with
D[Ak]ρsys(t) = AkρsysA†k +
1
2
(
A†kAkρsys(t) + ρsys(t)A
†
kAk
)
, (5.6)
The left hand side, and the first term on the right hand side of Eq. 5.5 clearly
correspond to the unitary evolution due to the Hamiltonian of the system Hsys.
The other terms, characterized by the sum, correspond to the effects that the envi-
ronment has on the system. The operators Ak are often called Lindblad operators,
and their form depends on both how one models the environment, as well as on the
type of system–environment coupling that is present (namely the form of Hint).
Two important examples that will play a role in the following discussion, are a
qubit that through the interaction with its environment undergoes pure dephasing
at a rate Γ, and a harmonic oscillator that decays to its environment at a rate κ.
The full master equations for such systems can be written as
ρ˙q(t) = − i~ [Hq, ρq(t)] + ΓD[σz]ρq(t), (5.7)
and
ρ˙osc(t) = − i~ [Hosc, ρosc(t)] + κD[a]ρosc(t), (5.8)
respectively. Hence the corresponding Lindblad operators associated with these
processes are σz and a, with appropriate prefactors Γ and κ respectively [14], and
with a representing a lowering operator.
5.2 Quantum Measurement
In this section we introduce the concept of measurement in quantum mechanics. As
was the case in Sec. 5.1, this is a very involved topic with many detailed resources
widely available. We will only touch on a few key points that are central to the
following discussion. For a much more complete presentation we point the reader
to references such as [12, 63, 96] or [129].
The quantum measurement postulate is arguably the most interesting of the
quantum postulates [96]. It states that quantum measurements can be described in
terms of a collection of operators Mm which act on the system being measured, that
we can describe in terms of a state |Ψ〉. The index m corresponds to the outcome
of the measurement, with the corresponding probability of observing m, being
p(m) = 〈Ψ|M †mMm|Ψ〉. (5.9)
The state of the system right after the measurement resulting in m is expected to
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be
Mm|Ψ〉√
p(m)
. (5.10)
Finally, due to the fact that the sum of the probabilities of the individual outcomes
m must sum to 1 (since we always expect some outcome), we have a completeness
relation on the measurement operators Mm that reads∑
m
M †mMm = 1l. (5.11)
This postulate, as presented here, is clearly very general. A special class of measure-
ments that is often considered, consists of what are called projective measurements
or alternatively von Neuman measurements. A projective measurement can be
described by an observable M , a Hermitian operator, which has a spectral decom-
position
M =
∑
m
mPm, (5.12)
with Pm being a projector onto the eigenspace of M , and m the corresponding
eigenvalue. The projectors Pm can be associated with Mm from Eqs. 5.9 and 5.10,
by simply insisting that each Mm is a Hermitian operator, and that MmMm′ =
Mmδm,m′ . It then follows that in a case of projective measurements the probability
of outcome m is simply
pproj(m) = 〈Ψ|Pm|Ψ〉, (5.13)
and the state right after the measurement
Pm|Ψ〉√
pproj(m)
. (5.14)
Let us consider an example of a projective measurement on a single qubit. We
assume that the qubit is in some arbitrary state |Ψ〉 = α|0〉 + β|1〉 with |α|2 +
|β|2 = 1. We then imagine measuring the qubit’s orientation along the z–axis6,
which corresponds to the observable σz. The relevant projective operators are then
P0 = |0〉〈0| and P1 = |1〉〈1|, with eigenvalue of +1 and −1 respectively. The
outcomes of such a measurement can be easily shown to be +1 with the of |α|2
and −1 with the probability of |β|2. We could rewrite this process in terms of the
6There is no loss of generality here, since if the observable we wish to measure is along a
different axis, we can simply relabel those axis as the z–axis.
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qubit’s density matrix and obtain
ρsys = |Ψ〉〈Ψ| =
[|α|2 αβ∗
α∗β |β|2
]
measure σz−−−−−−→
[|α|2 0
0 |β|2
]
. (5.15)
Hence the projective measurement process has eliminated the off–diagonal compo-
nents of the density matrix and turned it into a classical mixture. This kind of a
process can be described as a dephasing map7, as it gets rid of the relative phase
between the |0〉 and |1〉.
A direct projective measurement is generally thought of as an idealization — it
tells us what happens to the quantum object being measured, but does not shed
much light on how the measuring device should operate in order to achieve a given
measurement [12]. In practice, it is often more realistic to model the measurement
process of a quantum system (a qubit in our case), by considering a scenario where
it couples to a detector (which we may alternatively call meter or probe) — such a
measurement is called indirect. The interaction between the probe and the qubit can
build up correlations between their respective states, and hence by observing only
the state of the detector, one effectively measures the qubit. Of course one could ask
the question of why stop at modeling the detector? There could be other systems
at play in getting the information to the observer — maybe the detector’s state
has to be interpreted or processed by a computer, which in turn has to display the
information on a screen for the observer to see, and so on. Such a chain of events
is called a von Neumann chain. The postulate of quantum mechanics, however,
states that at some point, before the measurement result reaches the mind of the
observer, one has to break this chain and apply the projective postulate. This
is regarded as the Heisenberg’s cut. The key reason why it often makes sense to
model the detector along with the qubit, and apply the projective postulate to the
detector and not the qubit being measured, is that detectors are typically treated
as macroscopic objects with decoherence rates much larger than those of the system
itself. For a much more detailed discussion on this topic, we point the reader to
reference [129].
Finally, let us outline the concept of a quantum non–demolition (QND) mea-
surement. QND measurements are a special class of quantum measurements, that
satisfy the following conditions [12]
1. No precision limit
There is no fundamental constraint on the precision of the measurement.
2. No perturbation necessary
There need not be any perturbation to the quantity being measured.
7We will discuss dephasing maps in much more detail in Sec. 5.11.
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3. Standard perturbation to conjugate quantity
The quantity that is conjugate to the measured observable is perturbed in
accordance with the uncertainty principle.
These kinds of measurements are useful as they are usually considered least dis-
turbing to the system being measured.
A sufficient criteria that one can use to determine if a measurement is QND, is
to check if the measurement observable, say q, commutes with the Hamiltonian of
the system H, namely if
[H, q] = 0. (5.16)
Such a criteria is sufficient, but in fact not necessary. A weaker (but harder to work
with) criteria is that the observable q commutes with unitary evolution operator
U , which generates the combined evolution of the object being measured as well as
the probe — for a detailed discussion of this topic, we point the reader to [12].
Let us mention a crude example that will be useful in the following sections. If
we choose the measurement process of a qubit, where the observable is q = σz and
the full system’s Hamiltonian H = σz⊗Aprobe, with Aprobe some operator acting on
the Hilbert space of the probe. Such a measurement, by Eq. 5.16, is clearly QND.
On the other hand, if we were to choose H = σx⊗Aprobe instead, the criteria shown
in Eq. 5.16 would not be satisfied. We note however, that if we were to choose
the measurement time to be very short (but yet the measurement strong enough
to fully dephase the qubit), much shorter than the time scale associated with the
evolution of the qubit due to H, one might still end up with an approximately QND
measurement — see for example [110].
5.3 System Hamiltonian and the Corresponding
Superconducting Circuit
We are now ready to discuss the particular measurement process that we study
throughout the rest of this chapter, in more detail. The system that we consider,
consist of a qubit coupled to a probe (detector) which we model as a harmonic
oscillator. While in the general setting one might envision both the qubit as well
as the probe interacting with their own environments, here we assume that the
coupling of the qubit to its environment (and hence the effect of that coupling) is
substantially less dominant than all the other energies in the system. This allows
us to mainly concentrate on the dynamics of the qubit due to only the measurement
process mediated through the coupling to the detector. A schematic representa-
tion of this scenario is shown in Fig. 5.1(a). The measurement process consists of
preparing a qubit in some state, and simply interacting the probe with the qubit
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for some time. If the interaction time is long enough, or alternatively the qubit–
probe coupling strong enough, we expect the qubit to be fully dephased by the
interaction (i.e., its density matrix reduced to a classical mixture), mimicking the
behavior of the process shown in Eq. 5.15. Furthermore, due to this interaction,
the information about the state of the qubit gets imprinted in the degrees of free-
dom of the oscillator, which can be then extracted by the observer (by for example
studying the momentum observable of the probe). Of particular interest to us, is
to understand how quickly the dephasing process of the qubit occurs, relative to
the times associated with the free evolution of the qubit or probe.
Throughout most of this Chapter we consider a particular Hamiltonian that
could in principle describe many different physical systems, but it is worth describ-
ing at least one specific physical implementation. Therefore, as an example of a
physical system that can model the process just outlined, we consider a flux qubit
coupled to a symmetric DC–SQUID, which plays the role of the probe. A diagram
that shows this setup is presented in Fig. 5.1(b). The qubit shown here, has an
optional “extra” junction (shown in blue), which forms a secondary, smaller loop
— such a variation of a flux qubit provides another means of control, and allows
for a tunable tunneling energy [97]. Assuming that the geometric inductance of
the smaller loop, can be neglected, the coupling between the flux qubit and the
DC–SQUID is mediated by the mutual inductance8, labeled M , while the envi-
ronmental degrees of freedom that the DC–SQUID interacts with are represented
by a general impedance Z0. This very setup has already been briefly discussed
in Chapter 4, Sec. 4.10, but for a more detailed analysis we point the reader to
[110, 111, 116]. As in Chapter 4, in the limit of small geometric inductance, and
with a large shunting capacitor Ct, the DC–SQUID can be treated as a single degree
of freedom oscillator, with the minimum of its potential energy dependent on the
total flux threaded through the DC–SQUID as well as the biasing current Ib. As we
have already discussed in Chapter 2, the flux of through the DC–SQUID depends
on the state of the qubit9. Furthermore, it was shown in [110, 116], that in the
lowest order approximation, where the DC–SQUID is treated as a simple harmonic
oscillator, the qubit and the DC–SQUID only couple when the biasing current Ib,
is close to the effective critical current of the DC–SQUID. This, therefore, gives
us a physical means of controlling the measurement process (more specifically, the
measurement time and strength) on–demand by simply turning the biasing current
Ib on and off. In contrast to the discussion in Chapter 4, here we assume that the
8Here, in order for the Hamiltonian derivation from [110, 116] to hold, we assume that the
geometric inductance of the larger qubit loop is substantially greater than the inductance of the
smaller loop. The goal of discussing this scenario is only to provide a physical justification for a
limit where tunneling element ∆ in the qubit’s Hamiltonian could be taken arbitrarily close to
zero.
9This is because the qubit’s different computational states correspond to the currents circu-
lating around the qubit loop in different direction — these currents can be written as ±Ip. This
in turn results in the contribution of the qubit’s flux through the DC–SQUID being ±MIp.
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(a)
qubit probe
environmentenvironmentweak
(b)
M
q Ib
Ct Z0
q2
Figure 5.1: (a) A schematic showing a qubit coupled to a measuring probe, along
with their respective environments. It is assumed that strength of the interaction
of the qubit and its environment is weak when compared to the other energy scales
in the problem. (b) An example system that could be used to implement a setup
from (a), consisting of a flux qubit coupled to a DC–SQUID which is shunted by
a large capacitance Ct. The qubit presented here has an optional “extra” junction
(shown in blue), which forms a secondary, smaller loop — such a variation of a
flux qubit provides another means of control, and allows for a tunneling gap energy
[97]. Assuming that the geometric inductance of the smaller loop, can be neglected,
the key means of interaction between the qubit and DC–SQUID is the mutual
inductance, labeled M . The qubit as well as the DC–SQUID can be individually
threaded with fluxes Φq, Φq2 as well as Φs respectively. Furthermore, the coupling
between the qubit and the DC–SQUID can be controlled by a biasing current Ib. Z0
in the diagram represents the effective environment that the DC–SQUID is coupled
to. We assume that the qubit’s interaction with its own environment is weak and
therefore neglect its effects.
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biasing current, when turned on, is not oscillating but constant.
Following [110, 111, 116], we can write down the Hamiltonian of the full circuit
shown in Fig. 5.1(b) as
H = Hq +Hosc +Hq−osc +Henv +Hosc−env (5.17)
with
Hq =
~
2
σz +
~∆
2
σx, Hosc = ~Ωa†a, Hq−osc = ~γσz(a† + a), (5.18)
where  is the qubit energy, ∆ its tunneling element, Ω the frequency of the oscillator
and γ the qubit–oscillator coupling strength. As we already noted, we assume that
γ has a form of a square pulse, but we will concentrate on the evolution of the
system when it is finite10. a† and a represent the raising and lowering operators
acting on the Hilbert space of the probe. As in [111], we treat the environment of
the DC–SQUID as a bath of harmonic oscillators [17] with Ohmic spectral density,
which, following the discussion in Sec. 5.1, leads to the effective master equation
ρ˙sys(t) = − i~ [Hq +Hosc +Hq−osc, ρsys(t)] + κD[a]ρsys(t), (5.19)
where we assume that ρsys ∈ Hq ⊗ Hosc, and κ to represent photon loss in the
DC–SQUID. By solving this master equation, we can fully characterize the time
evolution of our system and in particular the qubit as it undergoes measurement.
5.4 Qubit Measurement Dynamics
Our main goal is to understand how the qubit evolves, as the measurement process
takes place. This can be done in principle by solving the full master equation shown
in Eq. 5.19 and tracing out the degrees of freedom of the probe. There are two key
drawbacks to this approach however. The first consists of the fact that if we are
interested in understanding the qubit’s evolution, solving the full Eq. 5.19 comes
with a substantial computational overhead. In some regimes of parameters, the
Hilbert space of the probe may be highly occupied, which would mean that many
energy levels have to be considered in order to obtain an accurate evolution, and
that can result in long computation times. The second, perhaps an even bigger
limitation, is that it may not be easy to gain intuition about the qubit’s dynamics
from the results, unless they are repeated for various parameter configurations. In
particular, since the probe decays at a rate κ, we might guess that the qubit will
10For the relationship between these parameters and physical circuit parameters, we point the
reader to [111].
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dephase at a rate dependent on κ, but at this stage, the functional dependence of
such a rate on κ and the other Hamiltonian parameters in unclear.
Hence our goal in the next section will be to simplify the master equation shown
in Eq. 5.19 to one that only encompasses the degrees of freedom of the qubit. The
key result will be a derivation of a measurement induced dephasing rate Γd as
well as a brief mention of an effective relaxation rate. We will distinguish between
important regimes of parameters that lead to the measurement being either QND,
approximately QND, or non–QND.
The numerical solutions to the master equations presented throughout the rest
of this chapter are obtained using either an open source python solver called QUTIP
[66], or in the case of the plots shown in Fig. 5.5, using an in–house solver written
mostly by Jay Gambetta.
5.5 Polaron–type transformation
In order calculate the effective master equation for the evolution of the qubit, we
will take advantage of a polaron–type transformation. It has recently been shown to
be very useful in many studies [9, 46, 112]. The mathematical treatment presented
here, will closely follow discussions found in [9, 46], with the key difference being
the type of Hamiltonians that are considered. In those publications, the qubit
interaction is dispersive, and the qubit mainly couples to photon number operator
a†a, whereas in our case it couples to the oscillator’s displacement a† + a.
The key idea of a polaron transformation is to go into a frame in which it the
oscillator stays in its ground state. For example if we we consider a simple harmonic
oscillator that is in a time–dependent coherent state |Ψ〉 = |α(t)〉, we can imagine
applying a unitary transformation U = D(−α(t)), where D(α) = exp(αa† − α∗a)
is the standard displacement operator, to the state |Ψ〉. In is then clear that
U |Ψ〉 = |0〉, and the oscillator in a frame defined by U will remain in its ground
state.
In the case of an oscillator coupled to a qubit, we consider a polaron–type
transformation that depends on the state that the qubit is in. In particular we
define
P = D(αe)|e〉〈e|+D(αg)|g〉〈g|, (5.20)
where |j〉〈j|, with j ∈ {e, g}, representing the projective operators on the qubit’s
excited and ground states, and αj being complex numbers. In the next section we
apply this transformation to the full master equation shown in Eq. 5.19.
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5.6 Measurement Induced Dephasing Rate11 in
the Regime Where ∆ = 0
We start with a special case, where we define the measurement process to be QND,
by the definition presented in Eq. 5.16. We accomplish this by setting ∆ = 0 in the
full system Hamiltonian H = Hq +Hosc +Hq−osc defined in Eq. 5.18. Furthermore,
in Appendix F we explicitly show that in this special case, the evolution of the
probe can be described in terms of coherent states |αe(t)〉 and |αg(t)〉, with αe(t)
and αg(t), time–dependent complex numbers that correspond to the qubit being in
either excited or ground state respectively (we will shortly drop the explicit time
dependence for brevity). In particular we have
αj(t) =α
s
j +
(
αj(0)− αsj
)
exp
(
−i (Ω + γ) t− κt
2
)
(5.21)
for j ∈ {e, g}, with αsj representing steady state solutions αse = − 2iγ2iΩ+κ and αsg =−αse.
Hence we start by transforming the full density matrix % into the polaron frame,
which gives
%P = P†%P. (5.22)
Next, we rewrite the master equation in this new frame as
%˙P =− i
~
[HP, %P] + κD[aP]%P
−P†P˙%P − %PP˙†P,
(5.23)
with HP = P†HP and aP = P†aP. In order to aid further calculations, we define
an operator
Πα = αg|g〉〈g|+ αe|e〉〈e|, (5.24)
that lets us write
aP = a+ Πα (5.25)
(a†)P = a† + Π∗α (5.26)
(a†a)P = a†a+ aΠ∗α + a
†Πα + |Πα|2 (5.27)
(a† + a)P = a† + a+ ΠReα (5.28)
Using these expressions and the fact that σPz = σz, the transformed Hamiltonian
11Calculations in this section were aided by Jay Gambetta.
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can be written as
HP = ~Ω
(
a
†
a+ a
†
Πα + aΠ
∗
α + |αg|2|g〉〈g|+ |αe|2|e〉〈e|
)
+
~
2
σz + ~γ
(
a
†
+ a+ Πα + Π
∗
α
)
σz.
(5.29)
Next, noting that
d
dt
D(α(t)) =
((
α˙(t)a† − α˙(t)∗a)+ 1
2
(α(t)α˙(t)∗ − α(t)∗α˙(t))
)
D(α(t)) (5.30)
we can write
−P†P˙%P − %PP˙†P =−
[
Π˙αa
† − Π˙∗αa, %P
]
− i [Im(α˙eα∗e)|e〉〈e|+ Im(α˙gα∗g)|g〉〈g|, %P] . (5.31)
Finally, with the help of Eqs 5.25–5.28, we can also calculate the transformed
version of the Lindblad term, which reads
D[aP]%P =D[a]%P − 1
2
[a†Πα − aΠ∗α, %P] +
|β|2
4
D[σz]%P
+
β∗
2
a[%P, σz] +
β
2
[σz, %
P]a† − iIm[αgα
∗
e]
2
[σz, %
P],
(5.32)
where for convenience we have defined β = αe − αg. Finally, using Eqs 5.29, 5.31,
5.32 and simplifying, we can rewrite 5.23 as
%˙P =− iΩ
[
a
†
a, %P
]
− i 
2
[
σz, %
P
]− iγ
2
[
(Πα + Π
∗
α)σz, %
P
]
+ κD[a]%P + κ|β|
2
4
D[σz]%P + κβ
∗
2
a
[
%P, σz
]
+
κβ
2
[
σz, %
P
]
a†
− iκIm[αgα
∗
e]
2
[
σz, %
P
]
.
(5.33)
This equation, while complicated, gives us the full evolution of our system in the
polaron frame. It is worth stressing that the raising (lowering) operator always acts
on the density matrix from the right (left), hence if the oscillator starts its evolution
in the ground state, it will continue in the ground state — this is precisely the reason
why the polaron transformation is useful here.
Ultimately we are interested in the evolution of the qubit, in an untransformed,
lab frame. We can therefore write
ρq =Trosc[P%
PP†], (5.34)
with ρq representing the lab frame density matrix of the qubit only. Since we expect
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the oscillator to stay in its ground state, we rewrite %P as12
%P =
∑
i,j=e,g
%Pi,j|i〉〈j| ⊗ |0〉〈0|. (5.35)
Then substituting Eq. 5.35 into 5.34 leads to
ρ˙q =
d
dt
Trosc[P%
PP†]
=
d
dt
(∑
i,j
%Pij〈0|D†(αj)D(αi)|0〉
)
=e−iθ〈0|D(βij)|0〉
(
%˙Pij − iθ˙%Pij −
1
2
%Pij
d
dt
|βij|2
)
,
(5.36)
where we have taken βij = αi − αj and θij = Im(αjα∗i ). To obtain the last line, we
used the fact that
〈0|D†(αj)D(αi)|0〉 =e−iθij〈0|D(βij)|0〉 (5.37)
and
d
dt
〈0|D(βij)|0〉 = −1
2
〈0|D(βij)|0〉 d
dt
|βij|2. (5.38)
The %˙Pij in the last line of Eq. 5.36 can be rewritten in terms of %
P
ij using Eq. 5.33,
by noting that %˙Pij = 〈i, 0|%˙P|j, 0〉 (we skip the details of this for brevity). rinally,
noting from Eq. 5.34 and 5.35 that
ρqij = 〈i|ρq|j〉 = e−iθ〈0|D(βij)|0〉%Pij, (5.39)
and rewriting all instances of αe and αg in terms of the parameters of the Hamil-
tonian using Eq. 5.21, we arrive at a set of four differential equations for each of
ρqij. Rewriting them in a more accessible form, leads to a simple master equation
for only the degrees of freedom of the qubit. It can be written as
ρ˙q = −i 
2
[σz, ρ
q] +
1
2
Γd(γ,Ω, κ, t)D[σz]ρq, (5.40)
12We could be more general here and instead choose to write %P =∑∞
n,m=0
∑
i,j=e,g %
P
n,m,i,j |i〉〈j| ⊗ |n〉〈m| and then explicitly show that the only relevant
case is when n = m = 0. This is done in [9, 46] for the dispersive system that is used there.
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with
Γd(γ,Ω, κ, t) =
8γ2
κ2 + 4Ω2
(
κ− e− tκ2 κ cos(Ωt) + 2e− tκ2 Ω sin(Ωt)
)
. (5.41)
Eq. 5.40 tells us how the qubit evolves and how its evolution depends on the param-
eters associated with the full system — namely the probe frequency Ω, the coupling
of the qubit to the probe γ, as well as the probe decay rate κ. Γd is the main result
of this section, and can be defined as a measurement induced dephasing rate of the
qubit. In the limit where ∆ = 0, which we have considered, it is exact, as no ap-
proximation have been made13. Furthermore, since no other decay channels of the
qubit have been considered14, Γd tells us the maximum rate at which information
about the qubit’s state can be transfered to the probe, and therefore the observer.
5.7 Qubit Dynamics Results with ∆ = 0
We can now explore how well the effective, reduced master equation we have just
calculated describes the qubit’s evolution. In order to do this, we can compare
results obtained from solving it, to the results obtained from solving the full master
equation shown in 5.19. We reiterate that even though, due to the time dependence
of Γd, in general the Eq. 5.40 is not trivial to solve analytically, it is substantially
easier to solve numerically over Eq. 5.19, which in some regimes of parameters (for
example when γ  Ω) could require many more computational resources.
Figure 5.2 shows plots of the expectation values of σx (in red), σy (in blue), σz
(in green) and of the purity of the qubit’s state (in black), defined as Tr((ρq)2) =
1
2
(1l + 〈σx〉2 + 〈σy〉2 + 〈σz〉2). The plot shown in (a) presents results of an initial
qubit’s state |+x〉 = 1√2(|0〉 + |1〉), whereas in (b) of a state |+y〉 = 1√2(|0〉 + i|1〉).
In both cases the probe is assumed to be in its ground state at the start of the
evolution. Each plot shows two sets of results, the first of the full master equation
solution (solid lines), while the second of the reduced case (solid circle symbols).
The particular set of parameters used were 15 Ω = 2pi, γ = Ω,  = Ω/2 and
κ = Ω/20.
As we would expect, the plots show excellent agreement between the reduced
and full master equation solutions. This is because in the case where ∆ = 0,
13Beyond the approximations related to the fact that the master equation shown in 5.19 is a
good representation of the true evolution of the system.
14As one could expect, including a for example pure dephasing channel into the qubit’s own
environment via a Lindblad operator Γq−dephD[σz]ρsys in Eq. 5.19, would lead to the same term
being added to Eq. 5.40, acting on ρq instead of ρsys.
15The numerical values of the various parameters are written in terms of Ω, and Ω is chosen so
that its period is 1 — these of course could be trivially scaled to more realistic values one would
see in an experiment.
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Figure 5.2: Evolution of the qubit in the limit where ∆ = 0. The plots show the
expectation values of σx (in red), σy (in blue), σz (in green) as well as purity (in
black). (a) presents results with an initial qubit state |+x〉 = 1√2(|0〉+ |1〉), whereas
(b) the state |+y〉 = 1√2(|0〉 + i|1〉). In both cases the probe is assumed to be in
its ground state at the start of the evolution. Solid (circle symbol) curves show
the evolution obtained by solving the full (reduced) master equation. The other
parameters used are set at Ω = 2pi, γ = Ω,  = Ω/2 and κ = Ω/20.
Eq. 5.40 is an exact representation of the qubit’s dynamics. From both of the plots
we observe that as the qubit evolves, it is being dephased. This can be seen from
the purity curves, but also by noting that as time advances, both 〈σx〉 as well as
〈σy〉 tend to get closer to zero. For the set of parameters we have chosen, we observe
that shortly after the evolution starts, the qubit’s purity goes down a value of 1
2
,
which implies the qubit is in a perfectly mixed state, but later on, near the time
that is a multiple of 2pi/Ω, it jumps up again, although to a lower value than at the
time 2pi/Ω earlier. The qubit gains back some of its coherent information at the
cost it being temporarily “erased” from the probe — i.e. at this point in time, just
by looking at the state of the probe, one cannot distinguish what state the qubit
is in16. The reason why the purity is lower with every consecutive period of the
oscillator, is that the state of the oscillator decays to its environment at a rate κ.
5.8 Qubit Dynamics Results with ∆ 6= 0, Large κ
Let us now allow ∆ to be finite, but consider a special case where κ is large relative
to all the other energies of the system. In such a situation, a (slightly modified)
16Since we do not explicitly study the evolution of the probe here, we do not show this, but
this effect is discussed in [110].
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Figure 5.3: Evolution of the qubit with ∆ = 2pi and κ = 30∆. The plots show the
expectation values of σx (in red), σy (in blue), σz (in green) as well as purity (in
black). (a) presents results with an initial qubit state |+x〉 = 1√2(|0〉+ |1〉), whereas
(b) the state |0〉. In both cases the probe is assumed to be in its ground state at
the start of the evolution. Solid (circle symbol) curves show the evolution obtained
by solving the full (reduced) master equation. The other parameters used are set
at Ω = 2pi, γ = Ω and  = 0.
reduced master equation from Eq. 5.40 still provides a very good description of the
evolution of the qubit. In general, when ∆ 6= 0, the coherent states that we have
calculated in Appendex F are no longer a good description of the evolution of the
degrees of freedom of the oscillator — and therefore the polaron transformation is
not useful, since in the polaron frame, an oscillator that starts in a ground state,
will not stay stay there as the time evolves. In [46] however, it has been shown that
in the limit of β  1, which in our case can be accomplished with a large κ, up to
the lowest order in β, the correction of a finite ∆ to Eq. 5.40 is simply −i∆
2
[σx, ρ
q].
This case of small β, effectively means that the coherent states of the oscillator αe
and αg do not have the time to separate during the system’s evolution. Or put
another way, the state inside the oscillator decays out to the environment before it
has a chance to evolve.
In Fig. 5.3 we present the time–dependent expectation values of the qubit Pauli
operators as well as the purity of the density states. In Fig. 5.3(a) we look at an
initial state of |+x〉 as before, but in plot (b) we show the case of the initial state
|0〉. This is particularly interesting as in this regime, the combination of finite ∆
as well as a large κ also leads to decay of 〈σz〉. The numerical values of all the
parameters are taken as Ω = 2pi, ∆ = Ω, γ = Ω,  = 0 and κ = 30Ω.
In Fig. 5.3(a) we observe the purity of the qubit approach 1
2
as before, but
without recurring spikes. This is due to the fact that as soon as the state gets
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transfered into the degrees of freedom of the probe, it decays right away — the
oscillator is always close to being in its ground state. In (b), by studying 〈σz〉(t),
and due to the finite size of ∆, we now observe a population loss. The rate of
this 〈σz〉 decay, could in principle be approximated from Eq. 5.40 as in the regime
where κ is large relative to the other energies in the system, the last two terms of
Γd quickly tend to zero. This leads to an effective (and constant) depahsing rate of
Γeffd =
8γ2κ
κ2 + 4Ω2
, (5.42)
and therefore an easily obtainable analytic solution the qubit’s master equation
(although this is not done here).
Lastly, we stress that this regime of operations does not lead to a good mea-
surement. In the indirect measurement scheme discussed in Sec. 5.2, in order for
the observer to be able to extract the state of the qubit, it has to imprint its infor-
mation on the probe, and more importantly the corresponding state of the probe
has to differ depending on what state the qubit is in. Here, with the very large
decay rate out of the oscillator, the probe has no time to provide the observer
with distinguishable enough scenarios, and hence provides no information about
the measurement result.
5.9 Qubit Dynamics Results with ∆ 6= 0, Small κ
The final situation we consider is one where ∆ is finite but the decay rate κ is not
large, as it was in Sec. 5.8. Here, we expect the effective reduced master equation to
not be valid except in the limits of very small ∆ relative to the other energies, and at
very short times. As was already mentioned, the presence of finite ∆ causes a more
complicated interaction as it mixes the various coefficient of the decomposition of
the qubit’s density matrix17. We can however consider a case of a short time and a
very large qubit–oscillator coupling. In this case, we ad–hoc treat the contribution
due to ∆, in the reduced master equation, is as in Sec. 5.8, by simply −i∆ [σx, ρq].
Figure. 5.4 shows the corresponding results. The parameters used are Ω = 2pi,
γ = 10Ω, κ = Ω/20 and  = 0. Plot (a) shows results with an initial state |+x〉,
while plot (b) with |0〉. Because γ is so much larger than all the other energies
in the problem, it dominates the evolution. The qubit is now dephased at a very
fast rate (note different x–axis range from previous plots). From (b) we observe
that the evolution causes the loss of population, which along with a nonzero κ,
could be interpreted as a T1 process. We stress that the ad–hoc use of the reduced
master equation here has very limited success. Again from plot (b), we observe
17So for example in Appendix F, Eqs. F.18 and F.19 would get extra contributions from Pge
and Peg respectively — this dramatically complicates the resulting solutions.
103
5.10. Evolution of the Probe — Potential Future Research Direction
0.000 0.005 0.010 0.015 0.020 0.025 0.030 0.035 0.040 0.045
time
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
(a) Initial state |+x〉 ⊗ |0〉
purity - full
purity - reduced
〈σx〉 - full
〈σx〉 - reduced
〈σy〉 - full
〈σy〉 - reduced
〈σz〉 - full
〈σz〉 - reduced
0.000 0.005 0.010 0.015 0.020 0.025 0.030 0.035 0.040 0.045
time
0.99986
0.99988
0.99990
0.99992
0.99994
0.99996
0.99998
1.00000
(b) Initial state |0〉 ⊗ |0〉
Figure 5.4: Short time evolution of the qubit with ∆ = pi/5 and γ = 20pi. The
plots show the expectation values of σx (in red), σy (in blue), σz (in green) as well as
purity (in black). (a) presents results with an initial qubit state |+x〉 = 1√2(|0〉+|1〉),
whereas (b) the state |0〉. In both cases the probe is assumed to be in its ground
state at the start of the evolution. Solid (circle symbol) curves show the evolution
obtained by solving the full (reduced) master equation. The other parameters used
are set at Ω = 2pi,  = 0, and κ = pi/10.
that past the time of 0.01, the full numerical solution starts to diverge from the
approximate solution obtained with the reduced master equation. The key point
to make about this scenario is that as long as the γ is very large, one could still
arrive at an approximately QND–like measurement. In particular if we were to turn
off the qubit–oscillator coupling γ at time ∼ 0.025, the qubit would be in a fully
mixed state, and yet only a small portion of its population would be lost. Since
in this case κ is not overly large relative to the energy of the probe Ω, we could
expect that it could oscillate for long enough so that its signal could be used to
distinguish between the states of the qubit. This very scenario is studied in detail
in [110] although with a smaller γ.
5.10 Evolution of the Probe — Potential Future
Research Direction
Our goal in this chapter has been to discuss the behavior of the qubit as it evolves
together with the coupled probe. In order to fully study the setup presented here as
a measurement, however, we would also need to more closely look the behavior of
the probe. In particular, we would need to show that any kind of evolution that de-
phases the qubit and produces a maximally mixed state, also displaces the oscillator
104
5.11. Kraus Maps Approximations of the Master Equation Evolution
enough so that the two pointer states, each associated with a different qubit state,
can be actually distinguished. This kind of study in an identical system has been
done in [110], but concentrated on the case where ∆ is small and the qubit–probe
coupling large. We consider a more detailed discussion of other parameter regimes
a potential future research direction that could build on the results presented here.
In the next section we keep on discussing the dynamics of the qubit, but now
in terms the Kraus map representation.
5.11 Kraus Maps Approximations of the Master
Equation Evolution
Let us now switch gears for a while. So far we have studied the dynamics of the
qubit’s evolution by a means of solving the master equation. We considered two
cases, the first where we have treated the full system of the qubit as well as the
oscillator, only to trace out the degrees of freedom of the oscillator at the end, and
the second, where we have attempted to account for the effects of the presence of the
oscillator (and its environment) by calculating an expression for a reduced master
equation, only for the degrees of freedom of the qubit, and solving it directly.
In this section, we discuss another means of describing a quantum evolution
through linear maps defined in terms of Kraus operators. We compare the evolution
obtained through solving the (full) master equation to two different Kraus maps —
the first representing a dephasing map, and the other a combination of dephasing
and rotation. The motivation behind this kind of comparison is to see how well
a crude guess at an evolution map, resembles the real evolution. Our guesses for
the two different Kraus maps are motivated by the form of the Hamiltonian of the
system.
5.11.1 Kraus Map Representation and the χ–Matrix
As already hinted in the last couple of paragraphs, we can describe the evolution
of a quantum system by means of linear maps, which in turn can be expressed in a
convenient way using the Kraus representation (often also called the operator–sum
representation), which we describe here. Mathematically, we consider an operator
Λ, which transforms a density matrix ρ to another density matrix, namely ρ→ Λ(ρ).
We assume that Λ obeys the following constraints [96]. It needs to be:
1. Linear
If ρ = αρ1 + (1− α) ρ2, then Λ(ρ) = αΛ(ρ1) + (1− α) Λ(ρ2).
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2. Trace preserving
If Tr(ρ) = 1, then Tr(ρ′) = 1, where ρ′ = Λ(ρ).
3. Hermiticity preserving
If ρ = ρ†, then ρ′ = ρ′†, where ρ′ = Λ(ρ).
4. Complete positivity preserving
First we note that a map Λ is positive if Λ(ρ) is nonnegative, when ρ is
nonnegative. In order to satisfy complete positivity, we first assume that ρ is
acting on the Hilbert HA. Λ can be considered completely positive (CP), if
for any extension of the Hilbert space of HA, such as HA⊗HB, the extended
map Λ⊗ 1l is positive.
The Kraus theorem[75] tells us that the effect of Λ on ρ can be expressed as
Λ(ρ) =
N∑
n=1
KnρK
†
n, (5.43)
where each Kn is referred to as a Kraus operator. Furthermore, it is required that
each Kn satisfies
N∑
n=1
K†nKn = 1l. (5.44)
We stress that such a representation is not unique. In a Hilbert space of dimension
d, one can show that N ≤ d. An important assumption that one is required to
make when describing Λ using Eq. 5.43, is that the input state ρ needs to be in
a product state with the rest of the world, or in other words, the initial state of
the system described by ρ should not be correlated with the degrees of freedom
outside of its own Hilbert space. We will assume this to be the case in the following
discussions.
One important Kraus map that we will use is the phase–flip map. It is defined
as
Λdz(ρ) = p1lρ1l + (1− p)σzρσz, (5.45)
with 0 ≤ p ≤ 1. Its effect is to remove information about the relative phase between
the |0〉 and |1〉 states. In particular, it contracts state vectors that are not aligned
along the z–axis on the Bloch sphere. It can be easily seen that in the special case,
when p = 1
2
the result of applying Λdz is in fact equivalent to a measurement of the
σz operator, with the result of the measurement kept unknown. This map is often
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also called the phase damping map18, or alternatively a dephasing map. We will
use the latter expression, and generalize it, by instead of using σz as the operator
acting on ρ in the second term of Eq. 5.45, we will use an operator that defines
an axis through a Bloch sphere specified by some arbitrary angles θ and φ. For a
more complete outline of other common Kraus maps, we point the reader to [96]
and [69].
A very convenient extension to Eq. 5.43, is to rewrite each Kn in terms of a
set of linearly independent Bj, which form an operator basis on the state space.
Mathematically this leads to
Kn =
N∑
j
bnjBj, (5.47)
with each bnj being a complex number. This lets us rewrite Eq. 5.43 as
Λ(ρ) =
∑
j,j′,n
bnjBjρB
†
j′b
∗
j′n (5.48)
=
∑
j,j′
BjρB
†
j′
∑
n
bnjb
∗
j′n (5.49)
=
∑
j,j′
BjρB
†
j′χj,j′ (5.50)
where we have defined
χj,j′ =
∑
n
bnjb
∗
j′n. (5.51)
χ is often called the process matrix or even simply the χ–matrix [96]. Assuming
that Bj are fixed, the complex number matrix χ above, uniquely describes the map
Λ. In general, it contains d4 − d2 independent real parameters.
Now that we have general description of a map Λ in terms of its χ–matrix, we
can look at calculating it explicitly.
18An alternative, but very common way to express it, is with the following choice of Kraus
operators
K1 =
[
1 0
0
√
1− β
]
, K2 =
[
0 0
0
√
β
]
, (5.46)
with β = 2p(p− 1).
107
5.11. Kraus Maps Approximations of the Master Equation Evolution
5.11.2 χ–Matrix for an Evolution of a Single Qubit
In the next few paragraphs, we will outline a procedure of characterizing a map Λ
in terms of its χ–matrix representation, that satisfies the conditions 1–4 shown in
the last section, for a case of a single qubit. We will follow the discussion presented
in19 [24] as well as [96]. The key assumption of the method shown, is that we can
prepare the qubit in a few specific physical input states, apply the map, and later
obtain the resulting density matrix through, for example, process tomography.
Given that we have already established that Λ can be described using Eq. 5.43,
and therefore through the χ–matrix, our first step is to define the operator basis
that span a 4–dimensional Hilbert space of a single qubit. Following [24] as well as
[96] we chose
B0 = 1l
B1 = σx
B2 = −iσy
B3 = σz.
(5.52)
Next we need to understand how Λ acts on four different initial states ρi, with
i = 1..4. Namely we need to find ρ′i = Λ(ρi). In general we have some freedom
in choosing the initial states ρi, with arguably the most obvious choice being the
standard matrix basis
ρ1 =
[
1 0
0 0
]
, (5.53)
as well as ρ2 = ρ1σx, ρ3 = σxρ1 and ρ4 = σxρ1σx. We stress however, that ρ2 and
ρ3 defined in such a way, are not physical. In order to remedy this, we can expand
these operators in terms of physically accessible states, constructed out of |+x〉 and
|+y〉, the eigenvectors of σx and σy respectively20. This lets us summarize all the
transformations as
ρ′1 = Λ(ρ1)
ρ′4 = Λ(ρ4)
ρ′2 = Λ(|+x〉〈+x|) + iΛ(|+y〉〈+y|)−
1
2
(1 + i)(ρ′1 + ρ
′
4)
ρ′3 = Λ(|+x〉〈+x|)− iΛ(|+y〉〈+y|)−
1
2
(1− i)(ρ′1 + ρ′4).
(5.54)
19The reference [24] contains many typos and should not be used directly without double–
checking the mathematical details. Reference [96] on the other hand, seems to have most of the
typos fixed, although there is still a problem with Eqs 8.175 and 8.176 (in 10th edition). The
corrected expressions equivalent to those equations are shown in this section as Eq. 5.54.
20We define |+x〉 = 1√2 (|0〉+ |1〉) and |+y〉 = 1√2 (|0〉+ i|1〉).
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In an experimental setting, where Λ would correspond to a real physical process,
each ρ′i would have to be measured through process tomography. Having obtained
all the ρ′i, we are finally ready to write down the χ–matrix of the map. It our case
of a single qubit, it can be shown to be
χ = Υ
[
ρ′1 ρ
′
2
ρ′3 ρ
′
4
]
Υ, (5.55)
with
Υ =
1
2
[
1l σx
σx −1l
]
. (5.56)
Hence by applying Λ to four different states and measuring the outcomes, we have
a means to completely characterize it mathematically. In the next section, we will
use the method just outlined to compare maps obtained through different means.
5.11.3 Map Comparisons
In this section we will compare the evolution obtained through solving the master
equation of our system, to that of two different maps — the first, that of dephasing
about an arbitrary axis on the Bloch sphere, and the second, a combination of X–
rotation and Z–dephsaing. Each of these maps will be described by their respective
χ–matrix, which will be expressed in terms of three free parameters. By minimizing
the distance between the χ–matrices of these maps and the ones obtained through
solving the master equation over the free parameters, we will study how well these
(overly simplistic) maps can approximate the “true” (i.e., as calculated by the
master equation) evolution of our system.
The calculate the distance between the different χ–matrices, we will consider
the trace distance21, which mathematically can be defined as
D(χme, χmap) =
1
2
|χme − χmap|1. (5.57)
χme is meant to represent the χ–matrix obtained from the master equation evolution
of the system, while χmap one obtained from the definition of a map we are trying
to compare to. Operationally, we calculate D(χme, χmap) as
D(χme, χmap) =
1
2
∑
i
√
λi (5.58)
21There are many other distance measures that we could use to compare two matrices. Our
choice of the trace distance shown in Eq. 5.57 comes from the fact that it can be shown to be
equivalent to process fidelity. Another widely used distance measure that can also be assigned a
relevant physical meaning and would likely be effective here, is the diamond norm [70].
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where λi is the ith eigenvalue of the matrix (χme − χmap)(χme − χmap)†.
We would naturally expect that the evolution of our system should closely de-
pend on the total Hamiltonian (along with any relevant Lindblad operators that
we have assumed model the effect of the environment) as well as time. In order to
explore the interplay between the size of the qubit splitting energy at zero flux ∆,
as well as the strength of the qubit–oscillator coupling γ, on the measurement pro-
cess, we concentrate on a special case where  = 0 in the expression of the system
Hamiltonian shown in Eq. 3.16. Furthermore, we fix ∆ = pi, and the total evolu-
tion time to t = 0.1∆, while varying γ between values of 0 and 20∆. The oscillator
decay rate is taken as κ = 0.01∆. Just from looking at the Hamiltonian, we can
predict existence of two regimes. When ∆ γ, the evolution will be dominated by
rotation of the qubit around the x–axis and when ∆  γ, and the decay rate out
of the oscillator κ large enough, the qubit will dephase. In the next few paragraph
we will see if this simplistic description can be in fact made more concrete by the
map comparisons.
Dephasing About Arbitrary Axis
We start with a case of a map that represents dephasing about an axis on the Bloch
sphere, defined by three parameters θ, φ and p. The effect of such a map can be
written as
Λdr(ρ) = p1lρ1l + (1− p)R(θ, φ)ρR(θ, φ)†, (5.59)
where we have taken R(θ, φ) = cos(φ) sin(θ)σx + sin(φ) sin(θ)σy + cos(θ)σz. The
corresponding Kraus operators are easily calculated to be K1 =
√
p1l and K2 =√
1− pR(θ, φ). If we assume natural ranges of the parameters such that 0 ≤ θ ≤ pi,
0 ≤ φ ≤ 2pi and 0 ≤ p ≤ 1, it is easy to check that Eq. 5.44 is satisfied. Following
the procedure outlined in Sec. 5.11.2 we can calculate the χ–matrix for the map
Λdr, which reads
χdr(θ, φ, p) =
(p− 1)
2

2p
p−1 0 0 0
0 −2 cos2(φ) sin2(θ) i sin2(θ) cos(2φ) − sin(2θ) cos(φ)
0 −i sin2(θ) cos(2φ) −2 sin2(φ) sin2(θ) −i sin(2θ) sin(φ)
0 − sin(2θ) cos(φ) i sin(2θ) sin(φ) −2 cos2(θ).
 .
(5.60)
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One can verify that this matrix satisfies obvious boundary cases. For example when
θ = 0 = pi and p = 1
2
, we end up with
χdr(θ, φ, p) =
1
2

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1
 , (5.61)
which corresponds to perfect dephasing about the z–axis.
Z–Dephasing and X–Rotation
Next, let us consider a map which consist of a combination of a rotation about
the x–axis as well as dephasing about the z–axis. The effect of such a map can be
written as
Λdz+rx(ρ) = φΛdz(ρ) + (1− φ)Λrx(ρ), (5.62)
where
Λdz(ρ) = p1lρ1l + (1− p)σzρσz, (5.63)
and
Λrx(ρ) = U(θ)ρU(θ)
†, (5.64)
with
U(θ) = exp
(
−iθ
2
σx
)
, (5.65)
a standard rotation about the x–axis by an angle θ. The Kraus operators corre-
sponding to this map can be shown to be
K1 =
√
φp1l, K2 =
√
φ(1− p)σz, K3 =
√
1− φ
[
cos θ
2
i sin θ
2
−i sin θ
2
cos θ
2
]
.
(5.66)
We stress that the parameters θ, φ as well as p play a different role here than they
did when we considered a purely dephasing map Λdr. Their domains are 0 ≤ θ ≤ 2pi,
0 ≤ φ ≤ 1 and 0 ≤ p ≤ 1. Once again, we calculate the χ–matrix for the map
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Λdz+rx, which reads
χdz+rx =

(1− φ) cos2 ( θ
2
)
+ φp −1
2
i(φ− 1) sin(θ) 0 0
1
2
i(φ− 1) sin(θ) (1− φ) sin2 ( θ
2
)
0 0
0 0 0 0
0 0 0 φ(1− p)
 . (5.67)
We are now ready to compare the behavior χdr and χdz+rx to the evolution
obtained through solving the master equation.
Map Comparison Results
The results are presented in Fig. 5.5. Figure 5.5(a) shows the distance between the
map obtained from the full master equation evolution and Λdr (blue curve) as well
as Λdz+rx (red curve), as a function of the ratio γ/∆. Figures 5.5(b), 5.5(c) and
5.5(d) show the optimal values of θ, φ and p respectively, again as a function of
γ/∆. As we already discussed, these values are obtained through the process of
minimization of the trace distance between the maps, that was defined in Eq. 5.57.
In the limit where γ  ∆, the evolution of the system is dominated by the
∆ term in the Hamiltonian from Eq. 3.16, which translates to a simple rotation
around the x–axis. From Fig. 5.5(a) we see that Λdz+rx is in very good agreement
as its trace distance to the true evolution in this limit is near zero. Furthermore, the
optimization leads to the optimal value of θ ≈ pi/5 as can be seen from Fig. 5.5(b).
This is consistent with the fact that the total rotation angle that we would expect
from the evolution for the parameters we have chosen, should be 2∆t = pi/5.
Finally, having both p ≈ φ ≈ 0 implies that only the Λrx portion of the map shown
in Eq. 5.62 is playing a role. Next, looking at the data for the case of the Λdr
map (blue curves), still in the regime where γ  ∆, we see that its agreement
with the master equation evolution is poor. This is mainly because there is no set
of parameters that can be chosen where this simple rotation could be mimicked.
We stress that the situation would be different if, for example, the total evolution
time were such that ∆t = pi/2, as this case the effective transformation of the
density matrix of our system could be written as simply ρ → σxρσx, which could
be emulated with Λdz+xr by choosing φ = p = 0 and θ = pi.
In the opposite regime, where γ  ∆, we find that both maps approach a
good agreement with the evolution of our system. This is exactly what we would
expect. Here, even though ∆ is nonzero, the evolution is dominated by the ∼ γσz
term in the Hamiltonian that couples the qubit to the oscillator. The fact that the
oscillator decays to the environment, causes the qubit to dephase (we can verify
this by studying the density matrix obtained from the master equation evolution,
which is not explicitly shown here). Both maps Λdz+rx as well as Λdr are dephasing
maps by construction, and in both cases the optimization over θ, φ and p simply
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5.11. Kraus Maps Approximations of the Master Equation Evolution
(a) (b)
(c) (d)
Figure 5.5: Map comparisons between the evolution calculated through solving
the master equation for our qubit–oscillator system and simple maps consisting
of dephasing about arbitrary axis around the Bloch sphere (blue curves) and a
combination of x–axis rotation and dephasing about the z–axis (red curves). Plot
(a) shows the trace distance between the corresponding χ–matrices as a function of
the ratio γ
∆
, while plots (b-d) show the optimal values of the parameters θ, φ and
p. We observe good agreement (small trace distance) of both of the maps to the
master equation evolution in the regime where γ  ∆, as well as the combination
of x–axis rotation and z–axis dephasing in the limit where γ  ∆. See main text
for discussion.
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5.12. Summary and Conclusions
chooses the right parameters to mimic dephasing specifically around the z–axis. In
the case Λzd+rx this leads to φ ≈ 1/2, p ≈ 0 and θ ≈ 0. We stress that this is not
the most obvious choice, but it works, because with θ  1, U(θ) ≈ 1l. Clearly a
more obvious solution (to a human!), might be to simply pick φ = 1, in which case
the rotation around θ would not play any role at all. In the case of Λdr, the angles
are simply chosen so that the R(θ, φ) ∼ σz, which means θ = pi (although θ = 0
would also clearly work) along with p = 1/2. The value of φ is irrelevant here,
because having θ = pi gets rid of all the off–diagonal entries in R(θ, φ).
Finally, in the intermediate region where γ ≈ ∆, and where the evolution can-
not be thought off as a simple rotation or dephasing, we see that our maps are
not as good at approximating the outcome of the simulations. More elaborate
examples could be chosen that we could optimize over. It is worth pointing out
however, that while these kinds of “map guesses” might be instructive in quickly
assessing the general behavior of a given system based on data obtained through
process tomography, their real world applications, where the data may come from
experiments, might be limited. Since in most situations one usually has at least
some understanding of the system’s Hamiltonian, often solving the master equation
directly may be more desirable.
5.12 Summary and Conclusions
In this chapter we studied the dynamics of a qubit coupled to a harmonic oscillator,
in the context of a quantum measurement. Using a polaron–type transformation,
we calculated an effective qubit dephasing rate, valid in the QND measurement
limit, where qubit–probe interaction commutes with the free evolution of the qubit
itself. We also numerically explored regimes where this was not the case, and briefly
discussed the related consequences. Finally, we concluded with a study of Kraus
maps consisting of rotations and dephasing, and looked at how well they can model
the evolution of the qubit in different parameter regimes.
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Chapter6
Conclusions and Outlook
In the last few years, superconducting circuits have shown to play an important role
in many research areas, particularly in fields related to quantum computation and
information, but also in subfields of physics that explore fundamental effects which
have been hard or even impossible to study otherwise. This is largely due to the
remarkable flexibility and experimental accessibility that they offer — from a small
subset of simple circuit elements we can construct a variety of Hamiltonians, and
therefore model many different behaviors, but more importantly perhaps, physicists
are becoming better than ever at building circuits that are much less susceptible to
outside noise, and provide means of precise control over their behavior.
The main theme of this thesis therefore, has been to study the dynamics as
well as general quantum behaviour of a few superconducting circuit systems, that
might at least slightly advance our understanding of this quickly evolving field. In
the first part, we looked at Casimir and Casimir–Polder like effects that could be
realized in a circuit consisting of a charge qubit coupled to a stripline cavity with a
tunable boundary, which was constructed out of a DC–SQUID. These effects were
mediated by the boundary DC–SQUID circulating currents, which, for a realistic
set of physical parameters, have been calculated to be of the orders of 10−8 A in
the Casimir case, and 10−13 A in the Casimir–Polder case. In the second part,
we theoretically studied the classical dynamics of a highly nonlinear DC–SQUID
oscillator and showed that our model closely agrees with experimentally produced
results obtained by the Britton Plourde’s group at Syracuse University. Finally,
in the last part, we discussed, in the context of a measurement, the dynamics
of a system consisting of a qubit coupled to a harmonic oscillator that could be
implemented using a flux qubit inductively coupled to a DC–SQUID. While all of
the three projects are fairly different in nature, each hopefully sheds some light on
a small aspect of the applicability of a superconducting circuit systems in these
various scenarios.
As is usually the case in science, there are many facets of of these projects
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that could be explored further. In the case of the Casimir and Casimir–Polder
discussion, the central peace of the puzzle that still needs to be studied in detail, is
how a measurement of these effects could be implemented. Related to this, it would
be also instructive to explore some ideas that would let us make these currents large
so that they are easier to observe. Both of these topics were briefly discussed in
Secs. 3.11 and 3.8.5, but there is a lot of potential for future exploration. In the
second project, we only scratched the surface of how a nonlinear oscillator operated
in a transient regime could be used as a simple flux detector. Both experimental as
well as theoretical work is needed to explore the optimal properties, such as input
pulse shape, integration time, and even most reasonable flux biasing in order to
maximize the contrast of a readout. Finally, in the last project that looked at at
dynamics of qubit undergoing a measurement, we concentrated our discussion on
the evolution of the qubit only. In order to complete the picture and discus the full
measurement process, we would need to also study the corresponding dynamics of
the probe, and more importantly, show over what kind of system parameters can
an observer learn about the qubit, by only directly observing the probe. All of
these issues are interesting, and may be explored further in the future.
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AppendixA
Normalization of Stripline Cavity Normal
Modes
In this appendix we explicitly show the calculation involving the normalization of
the normal modes of the cavity open at x = xl, and with a DC–SQUID at x = 0,
as described in Chapter 3.
In Sec. 3.4 we used an ansatz that the cavity normal modes have a form
un(x) = ηn cos
(ωn
v
x+ θn
)
, (A.1)
with θn and ωn satisfying
θn = tan
−1
(
CJsZ0
ω2n − ωs(Φs)2
ωn
)
(A.2)
ωn =
v
xl
(npi − θn) , (A.3)
and with ηn to be determined. We chose to normalize un(x) subject to the weight
function w(x) = (δ(x)CJs + Θ(x)c), with Θ(x) representing the Heaviside function,
and the other parameters as defined in Chapter 3. Hence, in order to calculate ηn,
we need to ensure that ∫ xl
−∞
un(x)un′(x)w(x)dx = δn,n′ . (A.4)
Let us begin by first considering∫ xl
−∞
un(x)un′(x)dx =
∫ xl
−∞
ηnηn′ cos
(ωn
v
x+ θn
)
cos
(ωn′
v
x+ θn′
)
dx. (A.5)
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In the case of n = n′, we have∫ xl
−∞
un(x)un(x)dx =
∫ xl
−∞
η2n cos
2
(ωn
v
x+ θn
)
dx
= η2n
(
xl
2
+
v
4ωn
(
sin
(
2ωn
v
x+ 2θn
)
− sin 2θn
))
.
(A.6)
Using Eq. A.3 we have sin
(
2ωn
v
x+ 2θn
)
= sin(2npi) = 0, which leads to∫ xl
−∞
un(x)un(x)dx = η
2
n
(
xl
2
− v
4ωn
sin 2θn
)
. (A.7)
When n 6= n′, ∫ xl
−∞
un′(x)un′(x)dx = −ηnηn′vCJsZ0 cos θn cos θn′ . (A.8)
Using these results we can then write∫ xl
−∞
un(x)un′(x)w(x)dx =
∫ xl
−∞
un(x)un′(x) (δ(x)CJs + Θ(x)c) dx
= CJsηnηn′ cos θn cos θn′ + c
∫ xl
−∞
Θ(x)un(x)un′(x)dx.
(A.9)
When n 6= n′, as required, this expression simplifies to zero, since
CJsηnηn′ cos θn cos θn′ + c
∫ xl
−∞
Θ(x)un(x)un′(x)dx
= (1− vcZ0)CJsηnηn′ cos θn cos θn′
= 0,
(A.10)
as 1− vcZ0 = 1− 1√clc
√
l
c
= 0.
When n = n′ on the other hand, Eq. A.9 simplifies to∫ xl
−∞
un(x)un′(x)w(x)dx =
∫ xl
−∞
un(x)un′(x) (δ(x)CJs + Θ(x)c) dx
= CJsη
2
n cos
2 θn + cη
2
n
(
xl
2
− v
4ωn
sin(2θn)
)
= η2n
(
Ct
2
+ CJs cos
2 θn − v
4ωn
sin(2θn)
)
,
(A.11)
where we have defined the total stripline cavity capacitance Ct = cxl. Equating this
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expression to 1, and solving for ηn, leads to the normalization shown in Eq. 3.29.
120
AppendixB
Details of the Perturbative Energy Shift
Calculation
In this appendix we show the details of the perturbative energy shift calculations
presented in Sec. 3.6. The material shown here is meant to complement that dis-
cussion, and we point the reader to that section for the definitions of parameters
and the general problem setup. We explicitly show the calculation for the case of
a cavity with two field modes, but this result is generalized to an arbitrary mode
number in Sec. 3.6.
First, we show the expression for the diamagnetic contribution to the energy
shift, δEdiamq,n1,n2
δEdiamq,n1,n2 = 〈q, n1, n2|
~
γ
(∑
k=1,2
g(±)k i
1∓1
2
(
a†k ± ak
))2
|q, n1, n2〉
= ±~
γ
〈q, n1, n2|
(
g(±)1
(
a†1 ± a1
)
+ g(±)2
(
a†2 ± a2
))2
|q, n1, n2〉
= ±~
γ
〈q, n1, n2| ± g(±)21
(
a†1a1 + a1a
†
1
)
± g(±)22
(
a†2a2 + a2a
†
2
)
|q, n1, n2〉
= ±~
γ
〈q, n1, n2| ± g(±)21
(
2a†1a1 + 1
)
± g(±)22
(
2a†2a2 + 1
)
|q, n1, n2〉
=
~
γ
∑
k=1,2
g(±)2k (2nk + 1).
(B.1)
121
Next, we look at the details of obtaining the paramagnetic contribution δEparamq,n1,n2
δEparamq,n1,n2 =
∑
p,j1,j2
p,j1,j2 6=q,n1,n2
1
Eq,n1,n2 − Ep,j1,j2
∣∣∣∣∣〈p, j1, j2|~∑
m
xm,m+1σ
m
x
∑
k=1,2
g(±)k i
1∓1
2
(
a†k ± ak
)
+ ~
∑
m
zm|m〉〈m|
∑
k=1,2
g(±)k i
1∓1
2
(
a†k ± ak
)
|q, n1, n2〉
∣∣∣∣∣
2
=
∑
p,j1,j2
p,j1,j2 6=q,n1,n2
~2
Eq,n1,n2 − Ep,j1,j2
∣∣∣∣∣〈p, j1, j2|∑
m
∑
k=1,2
xm,m+1σ
m
x g
(±)
k
(
a†k ± ak
)
|q, n1, n2〉
+〈p, j1, j2|
∑
m
∑
k=1,2
zm|m〉〈m|g(±)k
(
a†k ± ak
)
|q, n1, n2〉
∣∣∣∣∣
2
.
(B.2)
Let us consider this expression term–by–term. First we have
〈p, j1, j2|
∑
m
∑
k=1,2
xm,m+1σ
m
x g
(±)
k
(
a†k ± ak
)
|q, n1, n2〉
=
∑
m
∑
k=1,2
xm,m+1δp,mδm+1,q〈j1, j2|g(±)k
(
a†k ± ak
)
|n1, n2〉
+
∑
m
∑
k=1,2
xm+1,mδp,m+1δm,q〈j1, j2|g(±)k
(
a†k ± ak
)
|n1, n2〉
=xp,qδp+1,q
∑
k=1,2
〈j1, j2|g(±)k
(
a†k ± ak
)
|n1, n2〉
+ xp,qδp−1,q
∑
k=1,2
〈j1, j2|g(±)k
(
a†k ± ak
)
|n1, n2〉.
(B.3)
Next, we look at the last term from Eq. B.2
〈p, j1, j2|
∑
m
∑
k=1,2
zm|m〉〈m|g(±)k
(
a†k ± ak
)
|q, n1, n2〉
=zpδp,q
∑
k=1,2
〈j1, j2|g(±)k
(
a†k ± ak
)
|n1, n2〉.
(B.4)
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Finally, in order to simplify the last two expressions further, we note that∑
k=1,2
〈j1, j2|g(±)k
(
a†k ± ak
)
|n1, n2〉 =
=〈j1, j2|(g(±)1
(√
n1 + 1|n1 + 1, n2〉 ± √n1|n1 − 1, n2〉
)
+ 〈j1, j2|g(±)2
(√
n2 + 1|n1, n2 + 1〉 ± √n2|n1, n2 − 1〉
)
=g(±)1 (
√
n1 + 1δj1,n1+1δj2,n2 ±
√
n1δj1,n1−1δj2,n2)
+ g(±)2 (
√
n2 + 1δj1,n1δj2,n2+1 ±
√
n2δj1,n1δj2,n2−1).
(B.5)
Substituting Eqs. B.3, B.4 and B.5 into B.2 and simplifying leads to
δEparamq,n1,n2 =
∑
p,j1,j2
p,j1,j2 6=q,n1,n2
~2
Eq,n1,n2 − Ep,j1,j2
∣∣ (xp,qδp+1,q + xp,qδp−1,q + zpδp,q)×
(
g(±)1 (
√
n1 + 1δj1,n1+1δj2,n2 ±
√
n1δj1,n1−1δj2,n2)
+ g(±)2 (
√
n2 + 1δj1,n1δj2,n2+1 ±
√
n2δj1,n1δj2,n2−1)
) ∣∣2
=~2|xq,q+1|2
( |g(±)1 |2(n1 + 1)
Eq,n1,n2 − Eq+1,n1+1,n2
+
|g(±)1 |2n1
Eq,n1,n2 − Eq+1,n1−1,n2
+
|g(±)2 |2(n2 + 1)
Eq,n1,n2 − Eq+1,n1,n2+1
+
|g(±)2 |2n2
Eq,n1,n2 − Eq+1,n1,n2−1
)
+ ~2|xq,q−1|2
( |g(±)1 |2(n1 + 1)
Eq,n1,n2 − Eq−1,n1+1,n2
+
|g(±)1 |2n1
Eq,n1,n2 − Eq−1,n1−1,n2
+
|g(±)2 |2(n2 + 1)
Eq,n1,n2 − Eq−1,n1,n2+1
+
|g(±)2 |2n2
Eq,n1,n2 − Eq−1,n1,n2−1
)
+ ~2|zq|2
( |g(±)1 |2(n1 + 1)
Eq,n1,n2 − Eq,n1+1,n2
+
|g(±)1 |2n1
Eq,n1,n2 − Eq,n1−1,n2
+
|g(±)2 |2(n2 + 1)
Eq,n1,n2 − Eq,n1,n2+1
+
|g(±)2 |2n2
Eq,n1,n2 − Eq,n1,n2−1
)
.
(B.6)
We now need to evaluate the denominator terms containing the energy differences
between various energy levels. Let us look at a couple of cases explicitly
Eq,n1,n2 − Eq+1,n1+1,n2 = ~εq +
(
n1 +
1
2
)
~ω1 +
(
n2 +
1
2
)
~ω2 (B.7)
−
(
~εq+1 +
(
n1 +
1
2
+ 1
)
~ω1 +
(
n2 +
1
2
)
~ω2
)
(B.8)
= ~ ((εq − εq+1)− ω1) , (B.9)
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and
Eq,n1,n2 − Eq+1,n1−1,n2 = ~ ((εq − εq+1) + ω1) . (B.10)
Performing similar calculations for the other terms leads to
δEparamp,n1,n2 =~|xq,q+1|2
∑
k=1,2
|g(±)k |2
(
nk + 1
(εq − εq+1)− ωk +
nk
(εq − εq+1) + ωk
)
+ ~|xq,q−1|2
∑
k=1,2
|g(±)k |2
(
nk + 1
(εq − εq−1)− ωk +
nk
(εq − εq−1) + ωk
)
+ ~|zq|2
∑
k=1,2
|g(±)k |2
(
−nk + 1
ωk
+
nk
ωk
)
=~
∑
j=+1,−1
∑
k=1,2
|xq,q+j|2|g(±)k |2
(
nk + 1
(εq − εq+j)− ωk +
nk
(εq − εq+j) + ωk
)
− ~|zq|2
∑
k=1,2
|g(±)k |2
ωk
.
(B.11)
Combining the expressions obtained in this way, leads to the total shift as shown
in Eq. 3.53.
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AppendixC
Moments of the Stripline Cavity Field in
the Ground State
In this appendix, we calculate the moments of the field inside the stripline cav-
ity introduced in Chapter 3, when the system is assumed to be in its ground
state — namely expressions of the form 〈0|Φk(x, t)|0〉. These results are partic-
ularly useful when analyzing the effective spread of the field’s wavefunction, and in
Sec. 3.12 let us describe the validity of approximating the DC–SQUID as a linear,
flux–dependent LC oscillator. In order to simplify the calculations, we follow the
technique presented in [130].
In Seq.3.4 we calculated the expression for the flux–field inside the cavity as
Φ(x, t) =
∑
n
√
~
2ωn
un(x)(ane
−iωnt + a†ne
iωnt). (C.1)
For convenience, let us define operators A =
∑
n
√
~
2ωn
un(x)ane
−iωnt and A† =∑
n
√
~
2ωn
un(x)a
†
ne
iωnt, which allow us to describe the field in a more concise form,
as1
Φ(x, t) = A+ A†. (C.2)
Taking |0〉 = |0, 0, . . . 〉, it is easy to see that
A|0〉 = 0, (C.3)
and therefore 〈0|A† = 0. Furthermore, we can now define helpful commutation
1Our naming convention differers from the one used in [130].
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relations. We note that since [an, a
†
n′ ] = δn,n′ , we can write
[A,A†] =
∑
n
∑
n′
~
2
1√
ωn
1√
ωn′
un(x)un′(x)[an, a
†
n′ ]
=
∑
n
~
2ωn
u2n(x),
(C.4)
and hence
[Φ, A†] = [A+ A†, A†]
=
∑
n
~
2ωn
u2n(x),
(C.5)
Next, using the notation 〈•〉 ≡ 〈0| • |0〉, and dropping the explicit x and t
dependence for notational convenience, from Eq. C.3 it follows that
〈Φ〉 = 〈A+ A†〉
= 0.
(C.6)
Similarity, using that fact that for two operators B and C we can write BC =
CB + [B,C], for the second moment, we have
〈Φ2〉 = 〈Φ(A+ A†)〉
= 〈ΦA〉+ 〈ΦA†〉
= 〈A†Φ〉+ 〈[Φ, A†]〉
=
∑
n
~
2ωn
u2n(x).
(C.7)
A higher kth moment can be calculated noting that for two operators B and C,
that satisfy [B,C] = d, with d ∈ C, we have [Bk, C] = kdBk−1. Hence
〈Φk〉 = 〈Φk−1Φ〉
= 〈Φk−1(A+ A†)〉
= 〈Φk−1A†〉
= 〈A†Φk−1〉+ 〈[Φk−1, A†]〉
= (k − 1)
∑
n
~
2ωn
u2n(x)〈Φk−2〉.
(C.8)
This shows how the expression for kth moment depends on the value of the (k−2)th
moment. In the case of k being odd, inductively, we can trace this result back to
k = 1 and using Eq. C.6, conclude that all the odd moments will be necessarily
126
zero. Mathematically we can write this as
〈Φ2k+1〉 = 0, (C.9)
for k = 0, 1, 2 . . . . In the case of even powers on the other hand, using Eq. C.8, and
inductively tracing back to the result for the second moment shown in Eq. C.7, we
see that
〈Φ2k〉 = (2k − 1)!!〈Φ2〉k
= (2k − 1)!!
(∑
n
~
2ωn
u2n(x)
)2k
,
(C.10)
for k = 1, 2, . . . . In this last expression, the “!!” symbol represents the double
factorial, which is defined as
n!! =
{ ∏n/2
k=1 2k = n(n− 2)(n− 4) . . . 2 if n is even∏(n+1)/2
k=1 (2k − 1) = n(n− 2)(n− 4) . . . 1 if n is odd.
(C.11)
Hence Eqs. C.9 and C.10 let us calculate the kth moment of the flux operator in
the ground state of the filed, described by the normal modes un(x).
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AppendixD
Derivations of an Effective DC–SQUID
Inductance
In this appendix we will discuss various ways of approximating the inductance of
a DC–SQUID. It is well known that due to the Josephson relations [67], in a case
of just a single Josephson junction, the inductance can be thought of as LJ0/ cosϕ,
with LJ0 = Φ0/2piI0, and ϕ a superconducting phase across the junction. Such
inductance is clearly time dependent, however it is often useful to approximate it
by simply taking the steady state value of ϕ — let us call it ϕmin. The value of
ϕmin depends on the strength of the biasing DC current that is passed through the
junction and it can be calculated by minimizing the junction’s potential energy.
Such an approximation is typically valid in the limit of small excitations of the
DC–SQUID, namely when |ϕ|  1. An analogous treatment can be performed for
a DC–SQUID, and in Chapter 2, it was shown to be useful during characterization
of the various circuit parameters.
For the sake of concreteness, let us consider a single DC–SQUID shown in
Fig.D.1a. Everything follows from the discussion from Chapter 2, and in particular
Sec. 4.3, except we neglect all the “other” circuit components, and furthermore, for
the sake of generality, assume that the DC–SQUID is driven by some biasing current
Iin (in Sec.4.3, the AC signal excited the circuit through the input capacitor Cin,
but no other biasing current was present). We label the flux nodes as 2, 4, and 5, to
stay consistent with the previous discussion. We can use this setup to discuss three
slightly different, but analogous ways of calculating the effective inductance of a
DC–SQUID. The first way (Method 1) will review the discussion already presented
in Sec. 4.3, which consists of reducing the system to a single degree of freedom and
minimizing a 1D potential energy. In the second way (Method 2) we will use the fact
that in the limit of the junctions preforming linearly, and small βL = Lg/LJ0, it will
be possible to decouple two degrees of freedom in the DC–SQUID potential, and
hence obtain an effective inductance by only looking at a single degree that couples
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D.1. Method 1
(a)
Lg/2 Lg/2
CJ CJIin
24 5
(b)
Iin
Zg Zg
Z2Z1
Figure D.1: (a) DC–SQUID driven by a current source. The flux nodes are labeled
by numbers 2, 4 and 5 in order to stay consistent with Fig. 4.2 and the overall
discussion in Sec. 4.3. (b) An equivalent circuit drawn in terms of impedances due
to the Josephson and geometric inductances. See text for details.
to input current. Finally the last way (Method 3) will use standard circuit analysis
techniques and combine all the involved impedances in Fourier space. We will
conclude by providing a numerical comparison of the three methods just outlined.
D.1 Method 1
In this section we will review the results obtained in Sec. 4.3. There we started
with the potential energy for the DC–SQUID in terms of three degrees of freedom,
ϕ2, ϕ+, and ϕ−, and given the fact that they evolve on different time scales, using
a Born–Oppenheimer like treatment, we reduced the system and expressed the
effective potential energy Ueff only in terms of ϕ2, which in turn represents the
total phase across the DC–SQUID. In Sec. 4.3 we assumed that there is no biasing
DC current to be consistent with the experiment, but here, to preserve generality
we can include the effects of having a nonzero Iin (see Fig. D.1a), which would result
in an extra term −φ0Iinϕ2 added to Eq. 4.5. While the resulting potential energy
was shown to be still nonlinear in ϕ2, at small excitations it could be expanded
near ϕ2 that minimized Ueff , namely ϕ
min
2 , which we could calculate numerically
(for a given applied flux ratio fs). The last step was then just to conclude that this
would let us write an effective inductance, which we called Lt, as
Lt =φ
2
0
(
∂2Ueff
∂ϕ22
∣∣∣∣
ϕ2=ϕmin2
)−1
. (D.1)
Ueff here is shown in detail in Eq. 4.5 and in what follows. Clearly by including
higher orders corrections in βL we could get a more accurate value.
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D.2 Method 2
In this section we will provide an analogous treatment to what was shown in
Sec. D.1, however we will start with a reduced potential energy of only two de-
grees of freedom – this kind of description is more common, particularly in circuits
where the DC–SQUID is not shunted by other components. As was done in Chap-
ter 4 for the full experimental circuit, we can write down the equations of motion
of our simplified system consisting only of a DC–SQUID as
2CJφ0ϕ¨+ + 2I0 sinϕ+ cosϕ− = Iin (D.2)
2CJφ0ϕ¨− + 2I0 sinϕ− cosϕ+ =
4φ0
Lg
(−ϕ− + pifs) , (D.3)
along with
Iin =
4φ0
Lg
(ϕ2 − ϕ+ + pifs) (D.4)
Once again we have taken the flux–phase relationship as Φi = ϕiφ0, with φ0 =
Φ0/2pi as well as ϕ± = (ϕ4 ± ϕ5)/2. fs is the applied flux ratio Φs/Φ0, with Φs
representing the external flux through the DC–SQUID loop. It is worth stressing
that while the equations of motion consist of three degrees of freedom, the dynamics
of the DC–SQUID can be well understood by only considering ϕ− and ϕ+. This is
because ϕ2 is fully determined by Ib, ϕ+ and ϕ−, as can be easily observed from
Eqs. D.2 and D.4. Let us then for now eliminate ϕ2 and integrate Eqs. D.3 to
obtain a potential energy. This leads to
U
2EJ
= −Ibϕ+ − cosϕ+ cosϕ− + 1
βL
(pifs − ϕ−)2 , (D.5)
with Ib = Iin/2I0. Temporarily, we will assume that Iin is a DC current, and
therefore Ib is a constant.
Next, let us expand this expression around points associated with a minimum
of U , namely ϕmin+ and ϕ
min
− . Introducing translated variables ϕ¯± = ϕ± − ϕmin± and
neglecting constant terms, lets us write an approximate potential energy Uapp, as
Uapp
2EJ
=
(
βL
2
+ cosϕmin+ cosϕ
min
−
)
ϕ¯2− +
1
2
cosϕmin+ cosϕ
min
− ϕ¯
2
+
+
(
2
βL
(−pifs + ϕmin− ) + cosϕmin+ sinϕmin− − sinϕmin+ sinϕmin− ϕ¯+
)
ϕ¯−
+
(
sinϕmin+ cosϕ
min
− − Ib
)
ϕ¯+.
(D.6)
It is clear that in this form, the two degrees of freedom ϕ¯+ and ϕ¯− are coupled.
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We can however show that in the case of |ϕ−|, |ϕ+|  1, which we have assumed to
be true, when we expanded U in Eq. D.5, and only kept terms up to second order,
and having βL  1, leads to these two degrees of freedom being approximately
decoupled. Hence, we complete the square in ϕ¯−, which gives
U ′app
2EJ
=
1
2
(
cosϕmin− cosϕ
min
+ −
βL sin
2 ϕmin− sin
2 ϕmin+
βL cosϕmin− cosϕmin+ + 2
)
ϕ¯2+
+
(
cosϕmin− sinϕ
min
+ − Ib +
(
βL cosϕ
min
+ sinϕ
min
− + 2ϕ
min
− − 2pifs
)
βL cosϕmin− cosϕmin+ + 2
)
ϕ¯+
+
(
βL
2
+ cosϕmin+ cosϕ
min
−
)
ϕ¯′2−. (D.7)
Here we have introduced a new variable ϕ¯′−, which can be written as
ϕ¯′− =ϕ¯− −
βL sinϕ
min
− (ϕ¯+ sinϕ
min
+ − cosϕmin+ ) + 2(pifs − ϕmin− )
βL cosϕmin− cosϕmin+ + 2
. (D.8)
While it clearly depends on ϕ¯+, it does so only weekly. Since βL  1, we can think
of the variable ϕ¯− as fast relative to ϕ¯+. Hence on the time scale of ϕ¯− one can
expect ϕ¯+ to be roughly constant. From Eqs. D.7 and D.8, it is clear that in this
new uncoupled “frame”, the ϕ¯− gets a translation that depends on the “slow” ϕ¯+,
while the degree of freedom ϕ¯+ sees a shift in its natural frequency. Hence after
simplifying the potential further, we can now write down the effective inductance,
associated with the ϕ¯+ (and hence ϕ+) degree of freedom — let us call it L+. It is
simply the inverse of twice the coefficient of the ϕ¯2+ multiplied by 2EJ in Eq. D.7.
Therefore after simplifying we arrive at
L+ =
LJ0
2
βL cosϕ
min
− cosϕ
min
+ + 2
βL(cos2 ϕmin− + cos2 ϕmin+ − 1) + 2 cosϕmin− cosϕmin+
(D.9)
Next, we need to account for the fact that the total voltage across the DC–
SQUID is not φ0ϕ˙+, but instead φ0ϕ˙2. So far we have assumed that Iin is constant,
but let us now treat it as consisting of a constant DC bias, as well as an AC
component. Then differentiating Eq. D.4 with respect to time, and assuming that
the applied flux is time–independent (which is consistent with the experiment),
gives
φ0ϕ˙2 =
Lg
4
I˙in + φ0ϕ˙+. (D.10)
We can now use the expression derived in Eq. D.9, to rewrite the above equation
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as
φ0ϕ˙2 =
Lg
4
I˙in + L+I˙in
=
(
Lg
4
+ L+
)
I˙in
= Leff I˙in.
(D.11)
Hence we can define the effective inductance of a DC–SQUID to be
Leff =
Lg
4
+
LJ0
2
βL cosϕ
min
− cosϕ
min
+ + 2
βL(cos2 ϕmin− + cos2 ϕmin+ − 1) + 2 cosϕmin− cosϕmin+
. (D.12)
Lastly, since many DC–SQUID experiments are operated in the limit where βL  1,
as was the case here, it is useful to expand the effective inductance in powers of βL.
So for example, neglecting terms of order O (β2L) or higher, leads to
Leff =
Lg
4
+
LJ0
2 cosϕmin− cosϕmin+
+ βL
LJ0 tan
2 ϕmin− tan
2 ϕmin+
4
. (D.13)
A variation of this form is used in different publications — often in fact only the
second term is considered as one takes the limit of βL = Lg/LJ0 → 0 [118, 119].
Furthermore while we have assumed that ϕmin± are “exact” (calculated by a numer-
ical minimization), in some cases it may be useful to simply use an approximation,
which can be obtained through informative guesses. For example in the case where
the biasing DC current through the DC–SQUID is zero, and in the limit of Lg = 0,
one can approximate ϕmin− as fspi, and set ϕ
min
+ = 0, which lets us rewrite Eq.D.13
as LJ0/2 cos(fspi). Therefore in this limit, the DC–SQUID behaves like a single
junction with an applied, flux–controlled critical current.
D.3 Method 3
In this section, let us briefly outline a calculation of the effective inductance using
standard linear circuit analysis techniques, where we simply add impedances in
Fourier space. In the limit of small junction capacitances CJ , we can neglect them,
and using Josephson relations [67] treat the effective inductance of the ith junction
as Li = LJ0/ cosϕ
min
i , with ϕi representing the phase across the ith junction, as
before (here the label i is 4 or 5). In general ϕi is time dependent but here we will
assume we take a steady state value (or the minimum of the corresponding potential
energy). In the limit of junctions behaving linearly, this lets us redraw our DC–
SQUID circuit as four individual impedances arranged as shown in Fig. D.1b. The
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(a) (b)
Figure D.2: Effective inductance of a DC–SQUID calculated via Method 1 (red
curve) and Methods 2 and 3 (blue curve) in units of LJ0 and as a function of the
flux ratio fs. The parameter βL is taken as 0.05, which is consistent with the
experiment discussed in Chapter 4. Furthermore, the plot in (a) uses the current
ratio Ib = 0.0 as in the experiment, while (b) shows results for Ib = 0.25. We
observe good agreement between the various methods.
total impedance of the whole circuit, can therefore be written as
Zeff = (Z1 + Zg)||(Z2 + Zg), (D.14)
where || represents that the impedances are to be taken in parallel, Zg = iωLg/2,
and finally Zi = iωLi. As before, applying a change of variables ϕ± = (ϕ4 ± ϕ5)/2
(and assuming that this holds for their minima as well) and simplifying, leads to
Zeff = iωLeff , (D.15)
where Leff is identical to the expression shown in Eq. D.12. As in Sec. D.2, in order
to obtain a numerical value for this expression, one would have to either numerically
minimize Eq. D.5 or use other means to arrive at some estimates for the steady
steady state values of ϕ+ and ϕ−. Hence we conclude, as might be expected, these
various approaches to deriving an approximate effective inductance, let us arrive at
equivalent answers.
D.4 Comparison
As a last step, we can numerically compare the results from Sections D.1, as well as
D.2 and D.3. Let us reiterate that while the expressions for the effective inductance
from Sections D.2 and D.3 agree exactly with each other, the variation from Sec. D.1
is slightly different. This is because there, we have estimated the values of ϕ+ and
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ϕ− that correspond to the minimum of potential energy via a Taylor expansion
and not assumed them to be “exact” (i.e. obtained via a numerical minimization).
Nevertheless, the resulting values of Leff agree quite well for the parameters used in
the experiment, as long as we keep terms at least up to first order in βL. Fig. D.2
shows a couple of plots that compare the effective inductance calculated via Method
1 (red curve) and Methods 2 and 3 (blue curve) in units of LJ0 and as a function
of the flux ratio fs. In both plots, the parameter βL is taken as 0.05, as in the
experiment outlined in Chapter 4. The plot in (a) uses the current ratio Ib = 0.0,
while in (b) shows results for Ib = 0.25. We observe good general agreement between
all the methods discussed.
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AppendixE
Numerical Integration of the Langevin
Equations
In chapter 4 we studied the transient response of a DC–SQUID oscillator circuit at
finite temperature. We derived an effective set of stochastic differential equations
(Langevin equations) [80, 102, 121] that govern the behavior of our system. In this
appendix, we briefly outline how these equations were numerically integrated. We
stress that the material shown here is meant to complement that discussion, and we
point the reader to Sec. 4.3 for definitions of parameters and the general problem
setup.
Through elimination of the fast degrees of freedom, in Sec. 4.3 we wrote down
the equations of motion, in a vector form, as
φ0C ~¨ϕ+ φ0R
−1 ~˙ϕ+
1
φ0
~∇ϕUeff + N~n+ ~Idr = 0. (E.1)
Here ~ϕ = (ϕ1, ϕ2, ϕ3)
T , ~∇ϕ = (∂/∂ϕ1, ∂/∂ϕ2, ∂/∂ϕ3)T , ~Idr = (−Vin/Rz, 0, 0)T and
~n = (n1, n2, n3)
T is a vector of Gaussian random variables representing white noise
as described in Sec. 4.3. The matrices corresponding to C and R−1 can be written
as
C =
 Cin −Cin 0−Cin CΣ −Cout
0 −Cout Cout
 ,R−1 =
 1Rz 0 00 1
Rt
0
0 0 1
Rz
 , (E.2)
and N as simply
N =
√
2kBTR−1. (E.3)
In order to solve the system shown in Eq. E.1 numerically, we first transform it into
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a system of first order equations. This is done by introducing
~X =

X1
X2
X3
X4
X5
X6
 =

ϕ1
ϕ˙1
ϕ2
ϕ˙2
ϕ3
ϕ˙3
 . (E.4)
Next, we write it as a standard form of a multivariate Langevin equation [51, 52],
which reads
~X(t+ dt) = ~X(t) + ~µdt+ σ ~N
√
dt, (E.5)
with
~µ =
1
Ct

X2
− (Cin+Ct)X2
CinRz
− 2 cos(pifs) sin(pifs+X3)
LJ
− βL sin(4pifs+2X3)+sin(2X3)2LJ −
X4
Rt
− X6
Rz
+ (Cin+Ct)Vin
φ0CinRz
X4
−X2
Rz
− 2 cos(pifs) sin(pifs+X3)
LJ
− βL sin(4pifs+2X3)+sin(2X3)2LJ −
X4
Rt
− X6
Rz
+ Vin
φ0Rz
X6
−X2
Rz
− 2 cos(pifs) sin(pifs+X3)
LJ
− βL sin(4pifs+2X3)+sin(2X3)2LJ −
X4
Rt
− (Ct+Cout)X6
CoutRz
+ Vin
φ0Rz

,
(E.6)
and
σ = −
√
2kBT
φ0Ct

0 0 0 0 0 0
0 (Cin+Ct)
Cin
√
Rz
0 1√
Rt
0 1√
Rz
0 0 0 0 0 0
0 1√
Rz
0 1√
Rt
0 1√
Rz
0 0 0 0 0 0
0 1√
Rz
0 1√
Rt
0 (Cout+Ct)
Cout
√
Rz

. (E.7)
~N represents a vector of temporally uncorrelated unit normal variables, with Ni ∈
N (0, 1). The form of E.5 is particularly convenient, since it is presented as an up-
date formula for the random variables described by ~X(t). In other words, it tells us
how ~X(t) changes as we increase time by a small increment dt. Such an update for-
mula can be easily programmed in a computer1. The results presented throughout
chapter 4, are calculated with Maple, which uses the open source QuantLib library
(version 0.3.11 as of this writing) implementation of the integration procedure2.
1The method of directly using the update formula E.5 to generate single realizations of ~X(t)
by splitting the time range of of interest into small time increments dt and generating a sample of
random variables described by ~N at each time step, is often called the Euler–Maruyama method.
2At the initial stages of this project, some of the results were also obtained using a direct
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In our simulations we chose the initial conditions to satisfy
~X(0) =

0
0
−pifs
0
0
0
 . (E.8)
This is a convenient choice as it sets the ϕ2 (or X3) near the potential energy
minimum3. We then let the system thermalize by evolving Eq. E.5 without an
external drive present, with only the thermal noise influencing the evolution. In
the final step, one of the input pulses described by Eqs. 4.25 or 4.26 is applied,
which in turn excites the system and prodcues rigndown oscillations.
The simulations are repeated many times to gather statistics about trajectories
of individual realizations, which are later averaged. For example, the average of
X6 (multiplied by φ0) corresponds to the circuit’s output voltage and hence can be
compared to the data that was measured in the Syracuse experiment.
implementation of Eq. E.5.
3It is not exactly at the minimum, due to the fact that βL is small but not exactly zero.
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AppendixF
Coherent State Evolution of a Decaying
Harmonic Oscillator Coupled to a Qubit
In this appendix, we calculate the time dependent evolution of the coherent states
of a harmonic oscillator decaying to its environment at a rate κ and coupled to
a qubit. The results of this calculation are used in Sec. 5.5. We closely follow
the procedure used in [47]. The key difference between our discussion and the one
presented in [47] is the Hamiltonian — in the paper, it is dispersive and the qubit
couples to the photon number operator a†a, whereas in our case, the qubit couples
to oscillator displacement operator a† + a instead.
We consider a special case of the Hamiltonian shown in Sec. 5.3, with ∆ = 0,
namely
H = ~Ωa†a+
~
2
σz + ~γσz(a† + a) (F.1)
where  and Ω are the frequencies of the qubit and oscillator respectively, and γ
the coupling between the two. We further assume that the evolution of our system
is subject to a Lindblad master equation
ρ˙(t) = − i
~
[H, ρ(t)] + κD[a]ρ(t), (F.2)
with
D[a]ρ(t) = aρa† + 1
2
(
a†aρ(t) + ρ(t)a†a
)
, (F.3)
and κ representing the decay rate out of the oscillator.
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We begin by noting that we can rewrite the density matrix ρ(t) as
ρ(t) =
∑
i=e,g
j=e,g
ρij(t)|i〉〈j|, (F.4)
where e and g are the indices of excited and ground states of the qubit respectively.
We stress that each ρij(t) is an operator in a Hilbert space of the oscillator only, not
the qubit, and it is precisely the evolution that we wish to calculate. Substituting
Eq. F.4 into the master equation F.2, leads to four differential equations for each
of ρij (neglecting explicit time dependence for the sake of brevity)
ρ˙ee = −iΩ[a†a, ρee]− ig[a† + a, ρee] + κD[a]ρee (F.5)
ρ˙gg = −iΩ[a†a, ρgg] + ig[a† + a, ρgg] + κD[a]ρgg (F.6)
ρ˙eg = −iΩ[a†a, ρeg]− iρeg − ig[a† + a, ρeg] + κD[a]ρeg (F.7)
ρ˙ge = +iΩ[a
†a, ρge] + iρge + ig[a† + a, ρge] + κD[a]ρge. (F.8)
Next, following [47], we introduce a positive–P representation [84] defined as
ρij =
∫
d2α
∫
d2βΛPij(α, β) (F.9)
where
Λ =
|α〉〈β∗|
〈β∗|α〉 . (F.10)
Each of α and β is a complex number, hence the integral in Eq. F.9 is four dimen-
sional. The positive–P representation is particularly useful in this case (as opposed
to say Winger representation [84]), as we will be able to write Pij in terms of δ–
functions — this is because we expect the degrees of freedom of the oscillator to
evolve like a time dependent coherent states [49].
The next step involves substituting Eq. F.9 into Eqs. F.5 – F.8. Using the
following identities
a|α〉 = α|α〉, a†|α〉 = (∂α + α∗/2)|α〉
〈β∗|a† = β〈β∗|, 〈β∗|a = (∂β + β/2)〈β∗|,
(F.11)
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one can show that
[a†, ρij] = −∂αPij (F.12)
[a, ρij] = ∂βPij (F.13)
[a† + a, ρij] = −∂αPij + ∂βPij (F.14)
[a†a, ρij] = −α∂αPij + β∂βPij, (F.15)
which then lets us rewrite Eqs. F.5 – F.8 in terms of Pij as
P˙ee = ∂α
(
iΩα + ig +
kα
2
)
Pee + ∂β
(
−iΩβ − ig + κβ
2
)
Pee (F.16)
P˙gg = ∂α
(
iΩα− ig + kα
2
)
Pgg + ∂β
(
−iΩβ + ig + κβ
2
)
Pgg (F.17)
P˙eg = ∂α
(
iΩα + ig +
kα
2
)
Peg + ∂β
(
−iΩβ − ig + κβ
2
)
Peg − iPeg (F.18)
P˙eg = ∂α
(
−iΩα− ig + kα
2
)
Peg + ∂β
(
+iΩβ + ig +
κβ
2
)
Peg + iPeg. (F.19)
These equations can be solved, by making a simple ansatz [47]
Pii = δ
2[α− αi(t)]δ2[β − α∗i (t)] (F.20)
and assuming cij(t) are time–dependent functions,
Pij = cij(t)δ
2[α− αi(t)]δ2[β − α∗j (t)], (F.21)
with i 6= j. Each αi(t), for i, j ∈ {e, g}, describes the very coherent states we want
to calculate — they tell us how the degrees of freedom of the oscillator evolve in
time.
We can substitute Eqs. F.20 and F.21 into Eqs. F.16 – F.19 and simplify, which
finally leads to expressions
α˙e(t) =− iγ −
(
Ω +
κ
2
)
αe(t) (F.22)
α˙g(t) =iγ −
(
Ω +
κ
2
)
αg(t), (F.23)
with easily obtainable solutions
αj(t) =α
s
j +
(
αj(0)− αsj
)
exp
(
−i (Ω + γ) t− κt
2
)
(F.24)
for j ∈ {e, g}, and with αsj representing steady state solutions where αse = − 2iγ2iΩ+κ
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and αsg = −αse. Hence, using Eq. F.9 along with Eq. F.24 gives the qubit–state
dependent evolution of the oscillator, subject to the master equation F.2.
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