ABSTRACT. Spatial interaction models of the gravity type are widely used to model origindestination flows. They draw attention to three types of variables to explain variation in spatial interactions across geographic space: variables that characterise an origin region of a flow, variables that characterise a destination region of a flow, and finally variables that measure the separation between origin and destination regions. This paper outlines and compares two approaches, the spatial econometric and the eigenfunction-based spatial filtering approach, to deal with the issue of spatial autocorrelation among flow residuals. An example using patent citation data that capture knowledge flows across 112 European regions serves to illustrate the application and the comparison of the two approaches.
INTRODUCTION
Spatial autocorrelation in geocoded data can be a serious problem, rendering conventional statistical analysis unsound and requiring specialised spatial analytical tools. Spatial autocorrelation refers to the pairwise correlation of georeferenced observations for a single variable. Correlation retains its classical meaning of association, whereas 'auto' means self and spatial describes the manner in which self-correlation arises. Autocorrelation is attributable to the configurational arrangement of observations. The problem arises in situations where the observations are non-independent over space. That is, nearby spatial units (regions) are associated in some way. Sometimes, this association is due to a poor match between the spatial extent of a phenomenon of interest and the administrative units for which data are available. Sometimes it is due to a spatial spillover effect. And, sometimes it is attributable to common underlying factors. The complications are similar to those found in time series analysis, but are exacerbated by the multidirectional, two-dimensional nature of dependence in space, rather than the unidirectional, one-dimensional nature in time.
Spatial interaction or flow data pertain to measurements each of which is associated with a link or a pair of origin-destination locations that represent points or areas (regions) in space.
While a voluminous literature exists for spatial autocorrelation with a focus of interest on the specification and estimation of models for cross-sectional attribute data, there is scant attention paid to its counterpart in spatial interaction data. For example, there is no explicit reference to spatial flows data in some of the commonly cited spatial econometric and statistics texts, such as Anselin (1988) and Cressie (1991) . But Griffith (1988, pp. 66-79) implicitly addresses this topic, and Griffith and Jones (1980) treat this very problem.
Furthermore, some relevant research has been done about network autocorrelation (see Black, 1992 , Black and Thomas, 1998 , Tiefelsdorf and Braun, 1999 ; but this work treats flows in an indirect way.
Modelling spatial interactions has a long and distinguished history in geography and regional science (see, Sen and Smith, 1995, for a review) . Spatial interaction models focus on dyads of regions rather than on individual regions. They aim to explain the variation of spatial interaction across geographic space. In doing so, they draw attention to three types of pushpull variables: those relating to properties of origin regions (origin factor); those relating to properties of destination regions (destination factor); and, those relating to the spatial separation between origin and destination regions (separation factor). Spatial interaction models are said to be misspecified if the residuals are spatially autocorrelated, violating the independence assumption. This problem has been largely neglected so far, with very few exceptions (see, for example, Brandsma and Ketellapper, 1979 , Griffith and Jones, 1980 , Baxter, 1987 , Bolduc, Laferiere and Santarossa, 1992 , 1995 , Fischer, Reismann and Scherngell, 2006a , LeSage and Pace, 2007 . This neglect may be because spatial interaction models are more complex than models for the geographic distribution of attribute data, with each region being associated with several values as an origin as well as a destination so that specification of the autocorrelation structure is less obvious. This paper outlines and compares two approaches that could be used to account for spatial autocorrelation in a spatial interaction modelling context. One approach involves directly modelling spatial autocorrelation among flow residuals by introducing a spatial error structure that reflects origin and destination autoregressive dependence among origin-destination flows.
This view leads to spatial autoregressive model specifications that represent not only extensions of the conventional spatial interaction models, but also extensions of the spatial regression models, the workhorses of applied spatial econometrics.
The other approach, eigenfunction spatial filtering, starts from the misspecification interpretation perspective of spatial autocorrelation, which assumes that spatial autocorrelation in the disturbances is induced by missing origin and destination variables, which themselves are spatially autocorrelated. The approach itself is a non-parametric technique that accounts for the inherent spatial autocorrelation in spatial interaction models by introducing appropriate synthetic surrogate variates (i.e., spatial filters) for the origin and destination variables, and hereby exploiting an eigenfunction decomposition associated with the Moran's I (MI) statistic of spatial autocorrelation.
The structure of the paper is as follows. The section that follows sets forth the context and framework for the discussion, with a particular focus on the log-normal spatial interaction model version, one of the most common specifications employed in applied spatial interaction data analysis, as well as the Poisson regression generalised linear model version, today's preferred specification. Section 3 outlines the spatial econometric approach that generalises the classical spatial interaction models to spatial econometric origin-destination flow models.
These models are formally equivalent to conventional regression models with spatially autocorrelated error terms. But they differ in terms of the data analysed and the way in which the spatial weights matrix is defined. Section 4 moves attention to the eigenfunction-based spatial filtering approach that accounts for the inherent spatial autocorrelation in spatial interaction models with a composite map pattern component (i.e., a spatial filter), rather than simply identifying a global spatial autocorrelation parameter for a spatial autoregressive process. The aim of this non-parametric approach is to control spatial autocorrelation by introducing appropriate synthetic variables that serve as surrogates for spatially autocorrelated missing origin and destination variables. This shift in focus leads to spatial filter variants of the classical spatial interaction model. Patent citation data that capture knowledge flows across 112 European regions are used in Section 5 to compare the workings of the two approaches. The final section concludes the paper with a final commentary about the two approaches.
BACKGROUND
Suppose we have a spatial system consisting of n regions, where i denotes the origin region ( 1,..., ) i n = and j the destination region ( 1,..., ).
observations on random variables, say ( , ) M i j , each of which corresponds, for example, to flows of people, commodities, capital or knowledge from region i to region j. The ( , ) M i j are assumed to be independent random variables. They are sampled from a specified probability distribution that is dependent upon some mean, say ( , ). i j μ Let us assume that no a priori information is given about the row and column totals of the flow matrix [ ( , ) ] m i j . Then the mean interaction frequencies between origin i and destination j may be modelled by
is the expected flow, c denotes a constant term, the quantities ( ) A i and ( ) B j are called origin and destination factors or variables, respectively, α and β indicate the relative importance, and ( , ) F i j is a separation factor that constitutes the very core of spatial interaction models. Following Sen and Sööt (1981) , we specify the separation factor in form of a multivariate exponential deterrence function Table 1 for the data organisation convention). Flowerdew and Aitkin (1982) question the appropriateness of the widely used log-normal specification of the spatial interaction model, and suggest instead that the observed flows follow a Poisson distribution with
where P{.} denotes probability, and the expected value, ( , ) i j μ , is given by Equation (1). Equation (5) models flows between origin i and destination j as inter-point movement counts.
Hence, this is the specification of a discrete distribution. Later, Flowerdew and Lovett (1988) extend Equation (5) to singly-and doubly-constrained spatial interaction models (see Wilson, 1970) , again assuming independent origin and destination factors. In other words, this Poisson probability model formulation does not incorporate spatial dependencies in the origin and destination terms 3 . Consequences of overlooking such spatial structure effects are conceptualised in Curry (1972) , with their presence empirically demonstrated by Griffith and Jones (1980) . Accounting for spatial autocorrelation in the disturbances, the focus of this paper, corrects for a source of specification error.
THE SPATIAL ECONOMETRIC PERSPECTIVE
One way to incorporate spatial autocorrelation into a spatial interaction model of type (4) is to specify a spatial process for the disturbance terms, structured to follow a (first-order) spatial autoregressive process 4 . In this framework, the disturbance term ( , ) i j ε corresponding to the dyad (i, j) of regions is modelled as a weighted average of disturbances corresponding to other dyads, plus a purely random element, say ( , ).
This weighted average involves a scalar parameter, say ρ , and a set of weights that describe the spatial dependencies.
Formally,
γ ε = + y X i.e., a spatial interaction model with the N-by-1 disturbance vector ε generated as ρ < Given these assumptions, it follows from Equation (7) that 1 ( )
To ensure that the variance-covariance matrix ( ) ρ Ω is positive definite and, thus, non-singular, the autocorrelation parameter ρ has to be within its feasible range 
Maximum Likelihood Estimation
The parameters to be estimated in the spatial interaction model (6) with errors (7) 
THE EIGENFUNCTION SPATIAL FILTERING APPROACH
The eigenfunction spatial filtering approach represents an alternative methodology to account for a specific type of spatial autocorrelation in the disturbances, namely spatial autocorrelation arising from missing origin/destination variables that are spatially correlated 6 .
The primary motivation for this approach in the current context is to allow spatial analysts to compute OLS estimators for the parameters of the log-normal spatial interaction model, as
well as generalised linear model Poisson regression spatial interaction parameter estimates, while ensuring that the required model assumptions are met. The approach outlined in this section derives from the eigenfunction spatial filtering approach devised by Griffith (1996 Griffith ( , 2000 Griffith ( , 2002 Griffith ( , 2003 Griffith ( , 2004 for attribute data. This approach is semi-parametric in nature, and aims to control for spatial autocorrelation by introducing appropriate synthetic variables that serve as surrogates for spatially autocorrelated missing origin and destination variables. These synthetic variables are derived as linear combinations of eigenvectors that come from the following modified version of the conventional n-by-n binary 0-1 contiguity matrix C:
where I is the n-by-n identity matrix, and 1 is an n-by-1 vector of ones. This particular matrix expression appears in the numerator of the Moran's I (MI) statistic of spatial autocorrelation defined for attribute data. Tiefelsdorf and Boots (1995) show that all of the eigenvalues of expression (15) and represent the nature of the detected spatial autocorrelation (e.g., positive).
The eigenvector spatial filtering approach, based upon a stepwise selection criterion, adds a minimally sufficient set of eigenvectors as proxies for missing origin and destination variables, and in doing so accounts for spatial autocorrelation among the observations by inducing mutual dyad error independence. This leads to a spatial filter specification of the spatial interaction model (1)-(2) that may be described as 
The Spatial Filtering Model Specification of the Log-Normal Additive Model
Spatial filter spatial interaction model (16) can be expressed equivalently in log-additive form, in order to link it to a normal probability distribution for the error term, as
OLS can be employed to estimate the model parameters. All conventional diagnostic statistics developed for linear regression analysis can be computed and interpreted without having to develop spatially adjusted counterparts. The major numerical difficulty of the spatial filter model version is that eigenfunctions have to be calculated, a formidable computational task for larger spatial interaction systems (i.e., large n) 7 .
Specification of a Conventional Poisson Spatial Interaction Model
Equation (3) as a mean response, and hence without the error term, can be estimated with the data organisation given in 
Specification of a Spatial Filter Spatial Interaction Model
Spatial filter counterparts to the spatial econometric specification can be obtained in one of two ways: (i) by augmenting the set of covariates with the set of candidate eigenvectorsrelating to Equation (17); and, (ii) by estimating parameters for this augmented set with a
Poisson regression -relating directly to Equation (16). The origin candidate eigenvectors are obtained from U ⊗ 1 E , whereas the destination candidate eigenvectors are obtained from
where U E is the set of candidate eigenvectors (e.g., those whose associated MI value, when divided by the maximum possible MI value, exceeds 0.25), and ⊗ denotes the Kronecker product.
AN ILLUSTRATIVE APPLICATION OF THE APPROACHES
Patent citation data are used to illustrate the way the two approaches could be applied to control for spatial autocorrelation among the residuals in a spatial interaction model. Such data recorded in patent documents are widely recognised as a rich and fruitful source for the study of the spatial dimension of knowledge transmission using patent citations (see, for example, Jaffe and Trajtenberg, 2002, Fischer, Scherngell and Jansenberger, 2006b ).
The Context
We use interregional patent citation flows as the dependent variable in the models. It is well known that the observation of citations is subject to a truncation bias, because we observe citations for only a portion of the life of an invention. To avoid this bias in the analysis, we have established a five-year window (that is, 1985-1989, 1986-1990, …, 1993-1997) Subject to caveats relative to the relationship between patent citations and knowledge spillovers, these data allow us to identify and measure spatial separation effects for interregional knowledge spillovers in this interaction system of 112 regions. Our interest is focused on K = 3 separation measures:
( 1) d is an N-by-1 vector that represents geographic distance measured in terms of the great circle distance (in kilometres) between the regions represented by their economic centres;
d is an N-by-1 country dummy variable vector that represents border effects measured in terms of the existence of country borders between the regions; and,
is an N-by-1 vector of technological proximity, which is defined next.
As we consider the distance effect on interregional patent citations, it is important to control for technological proximity between regions, as geographical distance could be just proxying for technological proximity. The product ( ) ( ) A i B j in Equation (1) The ML estimates display the expected signs, as do the OLS estimates. All the estimated coefficients are clearly significant. Maximum likelihood seems to ascribe a greater negative influence to geographical distance and national borders in creating friction that inhibits knowledge flows. But the two sets of estimates are not significantly different from each other, since the estimates of the spatial autoregressive model specification are within the 95 percent confidence limits of the least squares estimates. This reinforces the idea that spatial autocorrelation, which is commonly being regarded as one particular form of heteroscedasticity, does not induce bias in coefficients.
Application of the Spatial Autoregression Approach

Application of the Eigenfunction Spatial Filtering Approach
Table 2 also shows the parameter estimates from the spatial filter specification of the lognormal additive spatial interaction model given by Equation (17). A separate spatial filter is constructed for the origins and for the destinations. The 27 candidate eigenvectors (those, out of a total of 112, whose MI value divided by the maximum MI value is at least 0.25) were computed with a FORTRAN program using IMSL routines.
The selected eigenvectors that collectively maximise the log-likelihood function, together with their estimated coefficients and associated levels of spatial autocorrelation, are summarised in Table 4 The spatial filter model estimates reported in Table 2 are not significantly different from the least squares ones. They lie within the 95 percent confidence interval of the least squares estimates. It is also the case that they are within the 95 percent confidence interval for the spatial autoregressive model estimates and vice-versa. Thus, the spatial filter, the spatial error and the least squares model specifications, produce statistically equivalent point estimates. So, in accordance with theory, mere spatial dependence in the disturbances does not impact the point estimates, but just the precision of the estimates.
Application of the Poisson Model Specifications
The fat-tailed nature of the distribution of the vectorised flow matrix and the presence of numerous zero in the matrix reflecting a lack of interaction between regions in the sample raise doubts on the appropriateness of the normality assumption that ignores the true integer nature of the flows and approximates a discrete-valued process by an almost certainly misrepresentative continuous distribution. Hence, the Poisson model specifications appear to be more appropriate in the current context. Eigenvector spatial filtering furnishes an alternative methodology that enables spatial autocorrelation effects to be captured within a spatial interaction model. This approach makes use of the misspecification interpretation of spatial autocorrelation, and shifts attention to spatial autocorrelation arising from missing origin and destination factors that is reflected in flows between pairs of these locations. In doing so, it allows for spatial interaction models where the desire is to avoid especially a log-linear spatial autoregressive specification coupled with a log-normally distributed error term, and to employ a generalised linear model formulation coupled with a Poisson distributed response variable.
In conclusion, explicitly accounting for spatial error autocorrelation in a Poisson setting results in statistically significant changes in distance decay parameter estimates, and increases in parameter estimate standard errors. In a log-normal setting, however, the mere spatial (9)- (10) and (11)- (12) lead to dependence structures that are equivalent to those considered in LeSage and Pace (2007) .
6 See Tiefelsdorf and Griffith (2007) for a concise discussion of how a spatial filter model specification addresses spatial autocorrelation in residuals arising from missing spatially correlated explanatory variables.
7 Eigenvectors for an n-by-n connectivity matrix can be computed for matrices up to about 10,000 without too much difficulty using standard software packages. These eigenvectors are approximate when intraregional flows are set aside [i.e., N = n 2 becomes N = n(n-1)]. They also result in enormous data set sizes that require considerable virtual memory in order for software packages such as SAS to execute, resulting in sizeable CPU time requirements. Cressie et al. (1996) suggests some strategies for handling these difficulties. 
Note that the n cases for which ID origin =ID destination are removed in the interregional case where i≠j. [1985] [1986] [1987] [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] in the cited region i; b measured in terms of patents (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) in the citing region j; c the Hessian analytical estimate for the spatial autoregressive model is used to produce standard deviations of the estimates; d pre-test bias associated with stepwise selection of eigenvectors for constructing a spatial filter should be minimal here, given that spatial filters are constructed to account for residual spatial autocorrelation in a non-parametric context, and eigenvector selection is confirmed with simulation experiments; e because the spatial filters are linear combinations of eigenvectors, whose coefficients are estimated within a regression, their standard errors are computed as a linear combination of the squared standard errors of the individual eigenvectors [1985] [1986] [1987] [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] in the cited region i; b measured in terms of patents (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) in the citing region j; c Wald 95% confidence limits based on the large sample chi-square statistic with one degree of freedom, which are standard SAS output for GLMs 
