Abstract-In this paper, a novel robust image-coding and adaptive-packetization algorithm suitable for very low bit-rate transport is suggested. This algorithm can be applied to any zerotree-based encoder, such as the embedded zerotree wavelet coder of Shapiro and set partitioning in hierarchical trees by Said and Pearlman. A very explicit segmentation and packetization method of an image bitstream, where the lowest frequency subband is separately encoded from the higher frequency subbands for unequal protection over a noisy channel, is proposed. The trees in the higher frequency subbands are split, classified, and assembled for efficient image coding and packetization according to their initial threshold and subband. The use of these classified trees enables one to make robust packets, while giving priority to some packets. In practice, each packet has a different initial threshold and can be decoded independently. In spite of additional overhead bits required for packetization, the algorithm reported is comparable to the original zerotree-based image coders at low bit rates. Additionally, simulation results show that the new method is resilient under severe packet losses.
I. INTRODUCTION

A. Error-Resilient Wavelet Image Coding
T HE pyramid wavelet decomposition [1] , [2] is endowed with excellent energy compaction and desirable statistical properties for image compression [3] . Choosing appropriate structures in the wavelet domain for representing and quantizing the data then becomes a primary challenge in the design of an image encoder. Lewis and Knowles [4] defined a spatial orientation tree by a set of the wavelet coefficients corresponding to the same spatial location and orientation. A zerotree is then a spatial orientation tree with no significant coefficients with respect to a given value. Shapiro [5] introduced the embedded zerotree wavelet (EZW) encoder, which uses both a bit plane coding scheme and the zerotree. An Manuscript received July 10, 2000; revised May 21, 2001 . This research was supported in part by the National Science Foundation under Grant ECS-9711590. This paper was recommended by Associate Editor Z. Xiong.
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improved algorithm, called set partitioning in hierarchical trees (SPIHT), was suggested by Said and Pearlman [6] . In general, the zerotree-based encoders like EZW and SPIHT have shown excellent rate-distortion performance with low computational complexity, while generating an embedded bitstream. These properties enable one to send images in a progressive manner and to encode images at any target bit rate. Xiong et al. [7] utilized the zerotree in an adaptive manner to obtain the best result among the zerotree-based image coders, albeit with high computational complexity. While the mentioned zerotree-based encoders exploit the inter-subband correlation through the tree, there are some other coders that exploit either intra-subband or inter-subband correlation through structures closely related to the tree. Taubman and Zakhor [8] proposed layered zero coding for still images and video. This coder uses adaptive arithmetic coding [9] more efficiently than other methods, but requires some amount of side information. Servetto et al. [10] suggested a morphological representation of the wavelet data. The clustering property of significant coefficient intra-and inter-subbands was also exploited by Chai et al. [11] . The last two encoders emphasized the (hierarchical) morphologically significant structures among subbands and showed results comparable to zerotree-based encoders. In this paper, the proposed algorithm, classified zerotree wavelet image coding and adaptive packetization (CZWAP), which is based on a zerotree-based encoder, exploits both the tree and the clustering features simultaneously by grouping trees.
Recently, with increasing use of wireless communications and multimedia, error-resilient image coders with good compression performance are very much required. The original wavelet image coders, however, are very sensitive to bit errors and are, therefore, not good for a noisy channel. Research to improve the error resilience of wavelet image coders has been done extensively using channel coding [12] - [15] , joint source-channel decoding [16] , [17] , robust image compression [18] , and segmentation and packetization methods [19] - [21] . These methods have been applied to zerotree-based image coders more frequently than to other kinds of wavelet encoders because zerotree-based encoders have several advantages in error-resilient applications, especially those that require improved rate-distortion performance. First, they have excellent performance with very low computational complexity. Forward-error-correction (FEC) codes, such as block codes and convolutional codes, can be used. Second, the simple algorithm can be made robust to bit errors. That is, zerotree-based coders could be easily modified and implemented for robust communications. Third, the small dependency on the entropy coding A tree is encircled in the left figure and is the assembly of all small squares with the same font style. The union of three trees is called a total tree, which is composed of all small squares regardless of style. A total tree plus one coefficient in the LFS (star mark), comprises a square tree. A square tree corresponds to a square block in the image domain (white block in the right figure) . The corresponding blocks in the wavelet and image domains are on the top of the figure. S represents a subband with l decomposition level and one of three orientations (LH, HL, HH). H means high-pass filtered and L means low-pass filtered.
(usually less than 0.5-1.0 dB) lets one avoid the vulnerable arithmetic coding. In image coding with segmentation and packetization, the bit-rate savings with arithmetic coding are not significant and is dependent on the packet size. In other words, image encoders, which are significantly dependent on the entropy coding, are generally not adequate for a packetization scheme.
B. Recent Research
Some of the remarkable error-resilient methods for zerotreebased encoders that are related to our work are briefly reviewed and discussed. Sherwood and Zeger [12] introduced the combination of an inner convolutional code, rate-compatible punctured convolutional (RCPC) codes [22] , and an outer cyclic redundancy check (CRC) for each 200-bit packet. This work has been expanded by adding Reed-Solomon codes between packets and the method evaluated with the Gilbert-Elliott channel model [23] , [24] instead of the binary symmetric channel [13] . Vass and Zhuang [14] applied Reed-Solomon codes with unequal error protection to the significance-linked connected component analysis image-coding scheme. An application of the priority encoding transmission (PET) algorithm [25] was suggested for forward error correction in packet erasure channels. Chande and Farvardin [16] proposed a progressive joint source-channel coding scheme. The bitstream from embedded source coders is segmented and packetized progressively with rate-compatible codes. All the methods mentioned above, use error-correcting codes that try to restore the information lost from either bit errors or missing packets. On the other hand, hidden Markov model-based MAP estimation, applied to the lowest and higher frequency subbands, can exploit the residual redundancy in the received data to reconstruct some of the lost data [17] .
Man et al. [18] modified the SPIHT coder for robustness and adopted RCPC. Creusere [19] divided the wavelet coefficients into subgroups, which are encoded and transmitted independently so that bit errors only affect a single group and cannot propagate across groups. This algorithm, called robust embedded zerotree wavelet (REZW), suggested zerotree preserving wavelet coefficient partitioning, which corresponds to a square block in the original image domain (see Fig. 1 ), as a group structure. Rogers and Cosman [20] extended this scheme to the packetized zerotree wavelet (PZW) algorithm by using fixed-length packetization. Each packet is filled with basic structures, used in REZW, until it reaches a given size. Growing and pruning of bits at a given rate are necessary to meet the fixed packet size. Cosman et al. [21] introduced a hybrid of the PZW algorithm and the channel coding scheme from [13] that can use FEC to correct packet loss and bit errors. Bajic et al. [26] recently considered a robust image and video codec based on the concept of dispersive packetization (DP). In DP, the coefficients of a wavelet-decomposed image are packetized so that no two coefficients from a common space-wavenumber neighborhood appear in a common packet. This allows estimation of a lost coefficient from neighboring coefficients.
Most of the error-resilient algorithms reviewed above concentrated on the error correction or interpolation ability for the lost information with a noisy channel model i.e., binary symmetric and Gilbert-Elliot models. However in a number of situations, such as the (wireless) Internet or an asynchronous transfer mode (ATM) packet network, a packet erasure channel model is more appropriate. So, an efficient system of error-resilient image coding and packetization is necessary. In a packet network, each packet may or may not have a different degree of priority, depending on the application. Multiple description image coders [27] , [28] make the packets equally important and independent of each other. They generate multiple bitstreams rather than a single bitstream for error resilience. In this case, image quality is proportional to the number of received packets and not to the specific packets. On the other hand, priority encoding transmission [25] encodes source information into packets with priority and transmits these over a lossy packet network. The priority encoding scheme can be easily combined with a zerotreebased encoder and has abundant applications. In fact, CZWAP generates packets with unequal importance for image quality and can transmit each packet with a certain amount of priority. However, these packets can also be assumed to be equivalent. In other words, CZWAP lies between two extreme cases, namely sequential packetization for the progressive bitstream and multiple description encoding.
C. Contributions and Paper Organization
The major contribution of this work is combining the errorresilient image coding and adaptive packetization into a useful system in order to simultaneously reduce the overhead bits and the image degradation as a function of packet loss or corruption. The specific features of CZWAP are summarized as follows.
1) The zerotree-based encoders are modified to be both error resilient as well as suitable for segmentation and packetization. The lowest frequency subband (LFS) is separately encoded from the higher frequency subbands (HFS) to allow unequal protection over the noisy channel. The reason for this is that the LFS is very important for overall image quality and should be protected. The basic structure used in [19] , [20] for packetization is very risky because it corresponds to a square block in the original image domain. When a packet is lost, there is no information of the corresponding square blocks. 2) Classified zerotree wavelet (CZW) image coding utilizes the side information that is necessary for packetization and does not encode trees that are not significant at a given rate or threshold. 3) CZWAP classifies each tree according to its threshold and the number of encoding bits at a given rate or threshold. So, CZWAP can split a tree into trees (more than one) that have different thresholds but specify the same tree location in the wavelet domain. This feature is very desirable in packetization.
4) The classified tree structures are assembled into groups for packetization according to their contribution to image quality. This means that the proposed coder exploits both inter-and intra-subbands correlation using both the tree structure and a clustering feature in the wavelet domain. The grouping pattern is dependent on the subband and image decomposition level. 5) In most packetization schemes, bits are segmented and packetized by a pre-determined (scan) order. Important packets should be small with a few groups and CZWAP adaptively packetizes groups of trees according to their threshold and the number of bits. CZWAP can easily control the packetization procedure. 6) In this work, CZWAP was implemented with a variable length packet method. In this case, the overhead bits are not significant and the synchronization of packets in the bitstream is almost as accurate as that of the fixed length packet method. This is made possible by using simultaneously the initial and encoding thresholds of a packet and packet length information. In fact, groups in a packet can be encoded and decoded with just the initial and encoding thresholds and even a single bit error in the bits of a packet, including the header part, can be detected without CRC bits. There has been little attention paid to methods that perform adaptive and explicit packetization. This paper concentrates on the jointly optimal combination of the modified zerotree-based encoder and a packetization scheme in packet-based networks. Of course, there is always a tradeoff between performance and computational complexity. This paper is organized as follows. The general zerotree-based encoders are briefly reviewed and CZW coding is described in Section II. The general packet format for the zerotree-based encoders is explained and the adaptive packetization algorithm is proposed in Section III. The various computer simulation results with CZWAP are included in Section IV. The specific characteristics and error resilience are tested. Conclusions are presented in Section V.
II. CZW IMAGE CODING
There have been many variants of zerotree-based encoders since Shapiro introduced his algorithm in 1993 [5] . The SPIHT algorithm, developed by Said and Pearlman, shows excellent results in this class of coders. In this section, the general procedures of zerotree-based image coders and the modified zerotree-based encoder, CZW image coder, are briefly reviewed for understanding the proposed algorithm.
A. Zerotree-Based Image Coding
It is important to define and understand the hierarchical structures in the wavelet domain for the following review. The tree structure, called a tree, is a set of wavelet coefficients corresponding to the same spatial location and orientation (see Fig. 1 ). The assembly of three trees, which specifies the same spatial location, is called a total tree. The union of three trees (a total tree) and one coefficient in the LFS, called a square tree, corresponds to a square block in the image domain. In other words, a square tree has the complete information about the corresponding square block. It is noted that most of the zerotree-based encoders could be modified to encode each square tree, total tree or tree independently. It is very efficient to encode with square trees from a rate-distortion standpoint, because these are good for exploiting the correlation among square blocks. However, as mentioned before, it is not desirable for a noisy channel.
The zerotree-based image coders assume that if there are insignificant coefficients in the low-frequency subbands in a tree, then there are most likely insignificant coefficients in the corresponding positions in the higher frequency subbands. This is the zerotree with respect to a given threshold. Most trees can be efficiently represented by using the zerotree. However, when this assumption does not hold, considerable bits are required to specify nonzerotree structures. For example, relatively large coefficients in high-frequency subbands cost lots of bits to specify their values and locations.
Although there are some minor differences among the zerotree-based image coders, their encoding procedures can be summarized as consisting of three categories of operations: 1) the significance map pass; 2) the zerotree map pass; and 3) the refinement pass. In the significance map pass, the significance function, with respect to a given threshold, is applied to each wavelet coefficient using a predefined scanning order. The two possible results for each coefficient are significant (1 symbol) or insignificant (0 symbol). This is a form of simple binary quantization. Usually, the initial threshold is given by the following: (1) where is the wavelet coefficient at location and denotes the largest integer less than or equal to . In the next pass, the threshold is generally decreased to . In the zerotree map pass, the zerotree function, which also has two possible outputs with respect to a given threshold, is applied to the trees. If there are no significant coefficients in a tree, the zerotree function outputs the insignificant symbol. Otherwise, this function outputs the significant symbol and the positions of the significant coefficients in the tree should be specified by an appropriate method at a given threshold. The choice of the specifying method determines the computational efficiency and rate-distortion performance of the particular zerotree-based encoder. In fact, the SPIHT coder improves its performance compared to most other zerotree-based encoders by applying a more sophisticated tree set in the zerotree map pass. In the refinement pass, each coefficient that turned out to be significant in the zerotree map pass, approaches its exact value. One bit is allocated for each coefficient. It is noted that the refinement pass is applied to the coefficients that are significant with respect to the former thresholds, not those that are significant with respect to the given threshold. The algorithm that creates the bitstream in an embedded and progressive manner can be terminated at any time.
The zerotree-based encoders show good rate-distortion performance with very low computational complexity. However, their performances are greatly dependent on several factors, such as the set of wavelets, the normalization unit in the wavelet transform, a scan order, and the first threshold [29] . Among these, the normalization unit, which multiplies successively the coefficients in the same decomposition level, might cause significant loss (about 3-5 dB). The first threshold may reduce the performance up to 1 dB. The number of decomposition levels can also make some differences in image compression performance. In a 512 512 image case, the six-level decomposition shows good results.
B. CZW Image Coding
In error-resilient zerotree-based image coding, it is very important to separate the LFS coding from the HFS. The coefficients in the LFS play an essential role in image quality in terms of both human visual system (HVS) and the distortion (PSNR) value. However, most of the zerotree-based image coders use the correlation between the coefficients in the LFS and trees in the HFS. So, elimination of this correlation from the encoding procedure results in from 0.5 to 1.0 dB loss at the same rate. As reviewed before, it is also crucial to split the total tree into three trees for image quality in error-resilient applications. When a packet that includes total trees is lost, one does not have any information about the corresponding square blocks in the image domain except a coefficient in the LFS. So, a new image-coding scheme that encodes the LFS and the HFS separately and gives almost the same performance as the original zerotree-based encoders is proposed.
One of the most important advantages of using the hierarchical structures (square tree, total tree and tree) in encoding images is that each tree can be encoded and decoded independently. This allows classification of trees with respect to their number of bits for a given bit rate and their initial thresholds, which come from the maximum coefficient in each tree. In most zerotree-based encoders, the coefficients in all trees are scanned in a predetermined order and some bits are assigned to specify zerotree structures. At very low encoding bit rates, considerable parts of an image are assigned zerotree symbols (see Fig. 2 ) and a significant number of bits could be saved by classifying trees by their initial thresholds. In fact, recent research on the patterns of wavelet coefficients in a multi-resolution representation showed that the contribution to image quality of each tree is quite different and significant trees tend to cluster [10] , [11] . There is also close correlation between the initial threshold and the number of bits in a tree for a given bit rate. The more bits a tree includes, the higher the initial threshold it has. In fact, there are some trees that have low initial thresholds and few encoding bits for a given rate. So, the classification of the trees by their initial thresholds and encoding bits enables one to predict their importance for image quality. The initial threshold information of the trees is necessary for packets as header information and this classification of trees works well with packetization. In a sense, the classification scheme is a kind of joint source-channel coding. Furthermore, this CZW image coding is comparable to the original zerotree-based encoder in spite of not using the correlation between the coefficients in the LFS and tree structures in the HFS. It is also noted that the classified zerotree method leads to an adaptive packetization method. A tree can be split into more trees using the classification. This topic is discussed in detail in Section III.
In summary, the CZW coder encodes the coefficients in the LFS separately and identifies the initial threshold for each Fig. 2 . Encoded part of Lena image at low bit rate at: (a) encoding rate 0.09 and (b) 0.19 bpp. As we have reviewed, a square block corresponds to three trees and one coefficient in the LFS. When more than two of the three trees are not encoded in the wavelet domain, then the corresponding square in the image domain is whitened. These squares in the image domain just have zerotree information at a given bit rate and will not be encoded in the proposed algorithm.
tree and sends this as side information. The trees whose initial thresholds are less than a given one, are not encoded. At low bit rates, a number of trees are not encoded and this saving compensates for the elimination of the LFS from the HFS.
III. ADAPTIVE-PACKETIZATION ALGORITHM
In a number of applications, such as wireless communications and multimedia, segmentation and packetization of the encoded bitstream would be one of the most efficient ways to reduce the propagation of channel errors. However, little attention has been paid to methods that perform adaptive and explicit packetization in image and video coding. Subjective tests have shown that adaptive packetization with concealment of lost packets (by using similar adjacent signal segments) can reduce significantly the impact of isolated packet losses to speech [30] . In practice, an efficient packetization algorithm can greatly reduce the image degradation and encoding bit rate in a noisy channel. In this section, variable-and fixed-length packet formats are reviewed and an adaptive-packetization algorithm is discussed.
A. Packet Format for the Zerotree-Based Encoders
There are two types of packetization according to their packet size form: fixed-and variable-length. Each type has its own advantages and disadvantages, depending on the application. A fixed-length method is more convenient and robust than a variable-length one from a decoder's point of view. However, an encoder must either fill packets with zero values (null padding), providing the higher resolution information than required at a given rate, or give less information than expected. With a variable-length method, an encoder can make packets without any kind of padding, while spending more bits in the header part to specify the length of each packet. In this research, a variable-length method is adopted for the following reasons. First, it is more efficient than a fixed-length one in terms of rate-distortion at low bit rates. The null-padding or the higher resolution information will cause heavy overhead with at most a slight image quality improvement. Second, a priority on the specific tree structures can be imposed by using the packet length. For example, smaller packets of the trees that are more important for image quality can be made. Longer packets are more likely to be corrupted over a noisy channel. It is noted that there is a tradeoff between the length of packets and robustness to packet errors. In fact, segmentation and packetization with priority create several unequal bitstreams in parallel rather than a single one. Third, the number of bits for a tree in the zerotree-based encoder is quite different. So, a fixed-length packet might cause severe overhead for some trees. This usually occurs when the number of bits for a tree is much larger than a given packet size. The preceding reasons do not, however, imply that the proposed algorithm works well only with variable-length packetization. A slight modification of the algorithm enables one to use fixed-length packetization. Although variable-length packetization is adopted here, our algorithm makes the length of each packet closely converge to the predetermined length. Fig. 4 . Diagram of packet header generation. When a packet includes a split group, then the symbol "1" is assigned as the first bit and the last threshold (second threshold) of the group (3 bits) is necessary. So, the basic packet header is 15 or 18 bits. Packet size information (10 bits), a dotted square in the figure, is optional and will be used for synchronizing each packet in the buffer. Every group in a packet has the same initial threshold (first threshold), and we can put groups into a packet by adding group locations (8 bits/group) to the basic packet header. If a packet includes more than seven groups, then it is classified as "type B" and 5 bits are assigned for the number of groups. If not, it is classified as type A.
Most packetization schemes use a scan order such as a raster, Morton, or Peano scan and put trees in a packet until it is filled [27] . This predetermined scan order can save bits in the header part of a packet. Bits for the position of the starting tree and the number of trees in the present packet are enough to provide the packet with independent decoding. However, these kinds of packetization methods are highly image dependent and send unnecessary information at a given rate. The algorithm proposed addresses these problems and suggests an efficient solution. Rather than using a scan order, the new algorithm uses the classified trees as the units of packetization. In this case, one needs to specify the position of each tree in the present packet and this action requires a number of bits as side information. When there are many classified trees, a large number of bits are required; this can then cause serious problems. However, as reviewed before, there are some similarities between the adjacent trees and one can exploit these morphological characteristics in the wavelet domain.
For example, if a grouping of four trees is used as a basic unit for packetization, then two bits/address are saved and there is a four-fold reduction in the number of addresses. By using a grouping of these classified trees, one not only saves a considerable number of bits but also exploits the close correlation among trees. Fig. 3 shows the pattern of the grouping of trees that have the lowest coefficient in the lowest level ( ), except the LFS, in the five-level image decomposition case. There are three kinds of groupings according to the orientation. There is close correlation: 1) vertically in the HL; 2) horizontally in the LH; and 3) locally in the HH. As one will see in the experimental results, the grouping methods work well with the classified zerotree image coding, i.e., the initial thresholds in a group are more likely to be very similar. It is noted that CZWAP can work with any level of image decomposition and the grouping scheme should be changed according to the decomposition level. So, both the tree and the group are used as basic units of packetization from now on. Fig. 4 shows the layout of the different packet types and the procedure for header generation in detail. In the proposed algorithm, one specifies the number of groups (3 bits), the positions (8 bits), and the initial thresholds (3 bits) of groups and the packet size (10 bits) in the packet header. There are two types of packets, based on whether or not the packet contains a split group (1 bit). Also, there is at least one group in a packet, so the basic packet header will be 25 bits. Additional groups in a packet can be represented with 8 bits (the position of a group) in the additional packet header part. The binary symbol 000 is reserved to specify that there are more than seven groups in the packet. In this case, 5 bits are given for the number of groups. All of the groups in a packet have the same initial threshold and so extra bits for these other thresholds are not necessary.
B. Adaptive Packetization with Priority
One of the most difficult problems in segmentation and packetization of the bitstream from the zerotree-based encoders, is that the distribution range of the number of bits for each tree is too wide. For example, the number of bits for a tree can be a couple of hundred bits or a few bits at 0.1 bpp for the Lena image. As the encoding rate goes up, the distribution range increases. This fact can cause some significant problems and might reduce the performance with a packetization scheme in three ways: 1) When the number of bits for a tree is larger than the packet size, a certain number of bits should be used to specify that the tree lies in more than one packet and which packet is first, second and so on. In these cases, the tree cannot be decoded from the second or third packet in the absence of the first. 2) At low bit rates, there are many trees that have just zerotree information. In fact, this kind of tree is not necessary for decoding images when we consider segmentation and packetization of the encoded bitstream.
3) The contribution to the image quality of each tree is quite different and it is approximately proportional to the number of encoding bits at a given rate.
Unequal protection for the trees over a noisy channel would be preferred in some applications. However, with other packetization schemes, it is very hard to impose a priority on the trees. All of these problems can cause significant inefficiency with the use of packetization and they can be solved with the new packetization algorithm. Fig. 5 . shows the overall algorithm from the discrete wavelet transform of an input image to encoding and sending each packet. Because CZW coding and grouping of the trees have been reviewed, steps 5, 6, 7, and 8 will be discussed in detail. There are a number of encoding, packetization and special protection schemes for the coefficients in the LFS, which are discussed in Section IV. After step 4, groups can be sorted, first by their initial thresholds and then by the number of encoding bits (see Fig. 6 ).
The sorting of groups enables one to fill a packet with groups that have the same initial threshold and adaptively to make packets within these groups. So, each packet has only one initial threshold and this fact gives a chance to impose appropriate priority if necessary. After the sorting process with a given packet format, one can check if a group overflows the size of the packet or not. If it overflows, we generate a new group with a smaller initial threshold than the original one. In other words, a group is split into multiple groups that have the same location but different initial thresholds. This is a beautiful feature in most of the zerotree-based encoders. In practice, one can split one large group into two or more groups with a few extra bits. For example, let be a group whose initial threshold is and encoding threshold is where . The group is represented by . When a group is split into subgroups , this process can be expressed as
where means independent decoding and summation. is called the last threshold of the packet .
Then, all of the groups are re-sorted and packetized in an adaptive manner within the groups with the same initial threshold. A larger group has the priority to be alone, but it can also share a packet with small ones. In this process, each packet size approaches the given one and each packet becomes very similar in terms of the contribution to image quality. The same procedure applies to the next threshold that is usually half of the former threshold and the process continues until a given bit rate is met. Groups with an initial threshold, which is smaller than a given threshold, are not even encoded eventually. One encodes and sends individual packets independently, with priority if necessary. It is noted that adaptive packetization is implied by two features of the algorithm: adaptive group splitting with a given packet format and adaptive packetization of groups with the same initial threshold.
IV. EXPERIMENTAL RESULTS
In this set of experiments, the SPIHT algorithm [6] is chosen as the zerotree-based image coder and the CZWAP developed here is then applied without arithmetic coding. This algorithm (CZWAP) shows excellent performance without iterative computations and even without vulnerable arithmetic coding, among the class of zerotree-based encoders. In fact, arithmetic coding, in general, can improve the rate-distortion value by about 1.0 dB, but just by about 0.5 dB in SPIHT. This property has two desirable advantages when considering packetization.
1) It is possible to avoid arithmetic coding by tolerating an additional 0.5 dB degradation in PSNR. In a noisy channel, this entropy coding could cause some difficulties in decoding [17] , [18] . 2) Segmentation and packetization can significantly reduce the performance of adaptive arithmetic coding because the number of bits in a packet is not enough to exploit the probability distribution of the bits. If a zerotree-based encoder is deeply dependent on the adaptive arithmetic coding, then its performance might decrease by about 0.5-1.0 dB, even with arithmetic coding. The biorthogonal 9/7 filter bank and 512 512 gray scale images with 8 bpp are used for the experiments. The six-and fivelevel decompositions are constructed by a symmetric extension at the image edges. The six-level decomposition is used in the comparisons of CZW coding versus SPIHT and the five-level one in the packetization studies. The corresponding size of the LFS is 8 8 for the six-level case and 16 16 for the five-level case. As discussed in Section II, the six-level decomposition shows the best results in compression performance. However, it is less efficient than the five-level one for a noisy channel in terms of both rate-distortion and error-resilience properties. The size of the LFS in the six-level decomposition is too small for effective unequal protection and the grouping in the five-level one works well with packetization. A packet erasure channel model without FEC is implemented for error-resilient transmission.
A. CZW Coding
One of the advantages of using the CZW algorithm is the ability to separately encode and protect the LFS coefficients from the HFS. In a six-level decomposition, there are 64 coefficients (8 8) and appropriate bits are assigned according to a given rate. For example, 7 or 8 bits show good results around 0.2 bpp; 448 or 512 bits are enough to encode the LFS. Even in a five-level decomposition, 2048 bits are sufficient. These bits can be protected using packetization and channel coding such as Reed-Solomon codes in error-resilient applications. Table I compares the performance of the proposed CZW algorithm (using SPIHT) versus the original SPIHT algorithm. While the results at extremely low bit rates are 0.4-0.6 dB lower, the PSNR difference is almost equivalent at all the other rates. CZW identifies the initial thresholds for the trees and sends these as side information. At low bit rates, 2 or 3 bits are enough to specify these initial thresholds. Overall, either 384 or 576 bits are sent. Encoding starts with the maximum initial threshold and zerotree information for trees that have initial thresholds less than the maximum need not be sent. A significant number of trees are never encoded at low bit rates and this saving compensates for the elimination of the LFS from the HFS coefficients.
B. Adaptive Packetization
In these experiments, variable-length packetization is implemented and this method requires the packet length information in the header. The maximum packet size is chosen to be 96 B, which is twice as many as that of the ATM cell format. In this case, the packet length information needs 10 bits and the overhead increases as the encoding rate rises and more packets are generated. However, if the encoding condition is given by a threshold, then the decoder needs only the initial threshold and the encoding threshold. This means that the 10 bits for packet-length information are not necessary for independent decoding. 1 Furthermore, the use of the initial and encoding thresholds enables the decoder to detect even a single bit error in the bits of a packet including the header part, without adding CRC bits. Of course, when an encoding rate-which does not match with a threshold-is given, the packet-length information is crucial. Without this information, packets in the received bitstream cannot be synchronized. When the encoding threshold is 32 ( ) for the Lena image, seven groups (28 trees) are not encoded and 75 packets are generated from 195 groups with an average packet length of 679 bits. The ten groups, which are larger in size than the given packet, are further split into twenty groups. It is noted that the initial and the last thresholds are needed for the split groups. In this case, 645 extra bits can be saved by eliminating the packet length information from the header part. Table II shows the performance results of SPIHT and CZWAP for the Lena image. CZWAP generates packets with a small number of overhead bits (about 2000 bits at approximately 0.2 bpp). This produces huge savings compared to other packetization methods. Of course, the number of overhead bits are proportional to the number of packets and more packets can resist errors better. Around 0.2 bpp, CZWAP produces 75 packets and the resulting packet stream is able to withstand packet losses of 20%-30%, as will be seen below.
C. Progressiveness and Priority
CZWAP classifies trees by their initial thresholds and makes groups according to their subbands and image decomposition level. Then, groups are sorted by the initial threshold and the number of bits. It is clear that there is close correlation between the initial threshold and the number of bits for a group. A group with a high initial threshold usually requires a lot of encoding bits. If a group has a large number of bits at a given rate, then it obviously contributes to image quality a lot. So, the initial thresholds of groups and the numbers of bits can play a key role in determining the priority order of groups. In this experiment, we assume that the priority order of groups is equal to the order of sorted groups. We will demonstrate the validity of the assumption by showing the degree of the progressive transmission of groups. The zerotree-based encoders generate the bitstream in a progressive manner. However, most of the packetization schemes get rid of some progressiveness. Until a packet is decoded entirely, other packets should be in buffer memory and cannot be decoded. If packets are filled with segments of the progressive bitstream and received in the exact order, then any progressiveness is not lost. This is an extreme case of the PET algorithm [25] . However, a packet then depends on the previous packets and perhaps even cannot be decoded without these. In other packetization methods based on the hierarchical structures and a scan order, packets are expected to share information equivalently in general. Multiple-description (MD) coding is an extreme example. It is assumed that each packet has the same amount of information. In this case, packetization will lead to entire loss of progressiveness. Of course, an efficiency compar- ison of the two methods, PET and MD, is greatly dependent on the channel model and application. CZWAP generates packets with unequal importance for image quality and can transmit packets with priority. In other words, CZWAP keeps some progressiveness. Packetization schemes, based on the square tree or the total tree, are more vulnerable to errors than ones based on a tree. To demonstrate this argument, the CZWAP algorithm was slightly modified to use a square tree as a basic structure for encoding and packetization. Fig. 7 . shows progressiveness of the original SPIHT, CZWAP with and without priority and square tree CZWAP. Here, the priority order of packets is the same as the sorting one. CZWAP with priority shows remarkable progressiveness and even with only 40% reception of packets the Lena image can be identified. CZWAP without priority shows better progressiveness than square tree CZWAP due to the use of the tree. As expected, square tree CZWAP receives the information based on square blocks in the image domain. In other words, there are always undefined square blocks until all packets arrive.
D. Packet-Loss Network
The noisy channel is modeled as one with packet loss. In this model, packet erasure occurs equally for all packets except those for the LFS and packets with 100% priority (by ARQ), regardless of the packet size. 50% priority for packets means that these packets have 50% probability of loss less than other packets without priority. In a bit-error model, a larger packet is more vulnerable to errors than a smaller one. So, this assumption seems to be not fair considering the nature of transmission errors. However, as reviewed, packets generated by CZWAP compactly cluster around the average length and important packets tend to be smaller than the average. Packets for the LFS and those with perfect priority are assumed to be neither lost nor corrupted. In an ATM network, these priorities can be implemented by using the cell-loss priority [31] . Table III shows that transmission with 100% priority for 20% of the packets (selected by sorting order of packets) is the best in the 10%, 20%, and 30% packet-loss cases. As the percentage of packet loss goes up, the advantage gained by using priority increases. Yet, the simulation results show that CZWAP is still quite resilient to packet loss, even without priority, because it outperforms square tree CZWAP by 2-3 dB. One can argue that this big difference directly comes from the unequal protection for the LFS. However, the LFS coefficients in square tree CZWAP are interpolated by the adjacent coefficients and even the LFS substitution with true coefficients can improve image quality by at most 1 dB. Furthermore, the resulting images in Figs. 8-11 clearly show the difference. Table III also shows the performance of PZW [20] for 10% and 20% packet loss.
V. CONCLUSION
In this paper, a novel error-resilient image compression algorithm (CZWAP), in which both a zerotree-based encoder and packetization scheme are modified for performance and robustness, has been proposed. This algorithm specifies explicit and adaptive packetization procedures, which received little attention before. At low bit rates, the CZWAP algorithm is almost equivalent to the original zerotree-based encoder with respect to rate distortion performance (less than 0.2 dB), in spite of a heavy overhead for the packets.
Most of the other packetization schemes with zerotree-based encoders use a predetermined scan order and cause significant side information bits for the packets. Even so, some of them can be applied under restricted circumstances, i.e., with certain decomposition level, around any specific encoding rate, and with a few zerotree-based encoders. By jointly using an image coder and a packetization scheme, CZWAP suggests a solution for all of these problems. The experimental results are a remarkable improvement over the existing methods. The overhead bits are about 2000 bits at low bit rate ( 0.25 bpp) and CZWAP can be applied to any zerotree-based encoder regardless of encoding rate and image decomposition level. The use of the tree as a basic structure, instead of the square-or total-tree, for encoding and packetization, greatly increased the robustness.
Although the variable-length packet method has been used here, the overhead bits are not significant and the synchronization of packets in the bit tream is almost as accurate as that of the fixed-length packet method. This is made possible by using simultaneously the initial and encoding thresholds of a packet and packet length information.
There are several candidate wavelet image coders for the JPEG 2000 [32] and IMT2000 [33] standards, and a few zerotree-based encoders will be adopted as standard. This is because the zerotree-based encoders have shown excellent performances with low computation, even at very low bit rates. However, these are very sensitive to noise, and without appropriate protection, they are useless in many applications. In this sense, CZWAP provides an essential algorithm for error-resilient applications and makes these zerotree-based encoders more competitive than other wavelet ones.
