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ON WEIGHTED INDUCTIVE LIMITS OF SPACES OF
ULTRADIFFERENTIABLE FUNCTIONS AND THEIR DUALS
ANDREAS DEBROUWERE AND JASSON VINDAS
Abstract. In the first part of this paper we discuss the completeness of two general
classes of weighted inductive limits of spaces of ultradifferentiable functions. In the
second part we study their duals and characterize these spaces in terms of the growth
of convolution averages of their elements. This characterization gives a canonical
way to define a locally convex topology on these spaces and we give necessary and
sufficient conditions for them to be ultrabornological. In particular, our results apply
to spaces of convolutors for Gelfand-Shilov spaces.
1. Introduction
The determination of topological properties of (LF )-spaces of functions is an impor-
tant problem in functional analysis that usually demands a delicate treatment. In the
case of weighted inductive limits of spaces of (vector-valued) continuous and holomor-
phic functions the subject has a long tradition that goes back to the work of Bierstedt,
Meise, and Summers [5, 6]. These kinds of spaces naturally arise in numerous fields
of analysis like linear partial differential equations, Fourier analysis, or analytic repre-
sentations of (ultra)distribution spaces. Inspired by this line of research, we introduce
and study in the first part of this paper two general classes of weighted inductive lim-
its of spaces of ultradifferentiable functions. These spaces can be viewed as natural
counterparts of the space OC(Rd) of “very slowly increasing smooth functions” in the
ultradifferentiable setting; one type corresponding to the Beurling case and the other
one to the Roumieu case.
The second part of the article is devoted to studying the topological duals of these
spaces. Our first goal is to characterize these duals in terms of the growth of convolution
averages of their elements, thereby generalizing various classical results of Schwartz [33]
from distributions to ultradistributions; see [15, 29] for earlier work in this direction.
Schwartz (and the authors of [15, 29]) use the parametrix method while we develop
here a completely different approach based on descriptions of these ultradistribution
spaces in terms of the short-time Fourier transform (STFT). This approach allows us
to work under much milder assumptions than those needed when working with the
parametrix method. In this respect, we mention the interesting paper [2] by Bargetz
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and Ortner in which the mapping properties of the STFT on O′C(Rd) are established
by using Schwartz’ theory of vector-valued distributions. Our next aim is to study the
topological properties of the duals under consideration and characterize when they are
ultrabornological. This can be regarded as the ultradistributional analogue of the last
part of Grothendieck’s doctoral thesis [20]. Our method however entirely differs from
the one employed by Grothendieck; again, our arguments exploit the STFT.
Our results apply to the important case of spaces of convolutors for Gelfand-Shilov
spaces. Such convolutor spaces have already been considered in [14, 15]; we shall
improve various of the results shown there. For instance, we also treat here the quasi-
analytic case, and, moreover, Corollary 4.30 and Corollary 4.31 essentially solve the
question posed after [15, Thm. 3.3]. It is worth mentioning that convolutor spaces ap-
pear naturally in the study of abstract partial differential and convolution equations,
see e.g. [9, 10, 24, 31].
The plan of the article is as follows. In the preliminary Section 2 we recall some
notions from the theory of (LF )-spaces that will be frequently used throughout the
first part of the paper. We also discuss there the mapping properties of the STFT
on Gelfand-Shilov spaces and their duals. In Section 3 we introduce two new types of
weighted inductive limits of ultradifferentiable functions and characterize when these
spaces are complete in terms of the defining family of weight functions. Our arguments
make use of a result of Albanese [1] on the completeness of weighted inductive limits
of spaces of Fre´chet-valued continuous functions (which will be discussed in Subsection
2.2). Section 4 deals with the duals of our weighted inductive limits of spaces of
ultradifferentiable functions. As mentioned before, a key to our arguments is to employ
the STFT. Subsection 4.1 provides a detailed study of the mapping properties of the
STFT on our spaces. We establish the sought convolution average characterizations
in Subsection 4.2. The characterization in terms of convolution averages suggests a
natural way to define a locally convex topology on these duals and, based upon the
results from Section 3 and the mapping properties of the STFT, we give in Subsection
4.3 necessary and sufficient conditions for these spaces to be ultrabornological.
2. preliminaries
In the first part of this preliminary section we recall several regularity conditions for
(LF )-spaces and state how they are related to each other; see [36] and [37, Chap. 6]
for more detailed accounts on the subject. Secondly, we discuss a result of Albanese [1]
concerning the completeness of weighted inductive limits of spaces of Fre´chet-valued
continuous functions. This result will play a key role in Section 3. Next, we collect
some facts about the Gelfand-Shilov spaces S(Mp)(Ap) (Rd) and S
{Mp}
{Ap} (R
d) and their duals.
We also discuss the mapping properties of the short-time Fourier transform on these
spaces, they will be employed in Section 4.
2.1. Regularity conditions for (LF )-spaces. A Hausdorff l.c.s. (locally convex
space) E is called an (LF )-space if there is a sequence (En)n∈N of Fre´chet spaces
with En ⊂ En+1 and continuous inclusion mappings such that E =
⋃
n∈NEn and the
topology of E coincides with the finest locally convex topology for which all inclusion
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mappings En → E are continuous. We call (En)n a defining inductive spectrum for
E and write E = lim−→En. We emphasize that, for us, (LF )-spaces are Hausdorff by
definition. If the sequence (En)n consists of (FS)-spaces, E is called an (LFS)-space.
Similarly, E is said to be an (LB)-space if the sequence (En)n consists of Banach spaces.
An (LF )-space E = lim−→En is said to be regular if every bounded set B in E is
contained and bounded in En for some n ∈ N. By Grothendieck’s factorization theorem
(see e.g. [25, p. 225 (4)]), every quasi-complete (LF )-space is regular. We now discuss
several related concepts. An (LF )-space E = lim−→En is said to satisfy condition (wQ)
if for every n ∈ N there are a neighborhood U of 0 in En and m > n such that for
every k > m and every neighborhood W of 0 in Em there are neighborhood V of 0
in Ek and C > 0 with V ∩ U ⊆ CW . If (‖ · ‖n,N)N∈N is a fundamental sequence of
seminorms for En, then E satisfies (wQ) if and only if
∀n ∈ N ∃m > n ∃N ∈ N ∀k > m ∀M ∈ N ∃K ∈ N ∃C > 0 ∀e ∈ En :
‖e‖m,M ≤ C(‖e‖n,N + ‖e‖k,K).
Clearly, every (LB)-space satisfies (wQ). Moreover, every regular (LF )-space satisfies
(wQ) [35, Thm. 4.7]. Next, we introduce two strong regularity conditions. An (LF )-
space E is said to be boundedly retractive if for every bounded set B in E there is
n ∈ N such that B is contained in En and E and En induce the same topology on
B, while E is said to be sequentially retractive if for every null sequence in E there is
n ∈ N such that the sequence is contained and converges to zero in En. Finally, E is
said to be boundedly stable if for every n ∈ N and every bounded set B in En there is
m ≥ n such that for every k ≥ m the spaces Em and Ek induce the same topology on
B.
Notice that, in view of Grothendieck’s factorization theorem, these conditions do not
depend on the defining inductive spectrum of E. This justifies calling an (LF )-space
boundedly retractive, etc., if one (and thus all) of its defining inductive spectra has
this property. These concepts are related to each other in the following way:
Theorem 2.1 ([37, Thm. 6.4 and Cor. 6.5]). Let E be an (LF )-space. The following
statements are equivalent:
(i) E is boundedly retractive.
(ii) E is sequentially retractive.
(iii) E is boundedly stable and satisfies (wQ).
In such a case, E is complete.
In fact, the conditions in Theorem 2.1 are also equivalent to the fact that E is acyclic
or that E satisfies Retakh’s condition (M). We refer to [36] and the discussion above
[37, Thm. 6.4, p. 112] for the history of this important theorem.
2.2. Weighted inductive limits of spaces of Fre´chet-valued continuous func-
tions. Let X be a completely regular Hausdorff topological space. A (pointwise)
decreasing sequence V := (vn)n∈N of positive continuous functions on X is called a
decreasing weight system on X. Given a Fre´chet space E with a fundamental sequence
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of seminorms (‖ · ‖N)N we define Cvn(X ;E) as the Fre´chet space consisting of all
f ∈ C(X ;E) such that
sup
x∈X
‖f(x)‖Nvn(x) <∞
for all N ∈ N. We set
VC(X ;E) := lim−→
n∈N
Cvn(X ;E),
an (LF )-space (it is Hausdorff because the topology of VC(X ;E) is finer than the one
induced by C(X ;E) and the latter space is Hausdorff). If E = C, we simply write
VC(X ;C) = VC(X), an (LB)-space. We remark that VC(X) is always complete [4]
while it is boundedly retractive if and only if V is regularly decreasing [3, p. 118 Thm.
7], i.e., for every n ∈ N there is m ≥ n such that for every k > m and every subset Y
of X it holds that
inf
y∈Y
vm(y)
vn(y)
> 0 =⇒ inf
y∈Y
vk(y)
vn(y)
> 0.
For example, constant weight systems and weight systems V = (vn)n satisfying
(2.1) ∀n ∈ N ∃m > n : vm/vn vanishes at ∞
are regularly decreasing. Albanese characterized the completeness of the (LF )-space
VC(X ;E) in the ensuing way:
Theorem 2.2 ([1, Thm. 2.3]). Let V = (vn)n be a decreasing weight system. For a
non-normable Fre´chet space E with a fundamental increasing sequence of seminorms
(‖ · ‖N)N the following statements are equivalent:
(i) VC(X ;E) is boundedly retractive.
(ii) VC(X ;E) is (quasi-)complete.
(iii) VC(X ;E) is regular.
(iv) VC(X ;E) satisfies (wQ).
(v) The pair (E,V) satisfies (S2)∗, i.e.,
∀n ∈ N ∃m > n ∃N ∈ N ∀k > m ∀M ∈ N ∃K ∈ N ∃C > 0 ∀e ∈ E ∀x ∈ X :
vm(x)‖e‖M ≤ C(vn(x)‖e‖N + vk(x)‖e‖K).
Remark 2.3. Let V be a decreasing weight system. If E and F are topologically
isomorphic Fre´chet spaces, then (E,V) satisfies (S2)∗ if and only if (F,V) does so.
We now state separate conditions on E and V which ensure that the pair (E,V)
satisfies (S2)
∗. Since this is very similar to the analysis of the conditions (S∗1) and (S
∗
2)
in the splitting theory of Fre´chet spaces [34], we omit all proofs.
A Fre´chet space E with a fundamental increasing sequence of seminorms (‖ · ‖N)N
is said to satisfy (DN) if
∃N ∈ N ∀M > N ∃K > M ∃C > 0 ∀e ∈ E : ‖e‖2M ≤ C‖e‖N‖e‖K ,
while it is said to satisfy (Ω) if
∀N ∈ N ∃M > N ∀K > M ∃θ ∈ (0, 1) ∃C > 0 ∀e′ ∈ E ′ : ‖e′‖∗M ≤ C(‖e′‖∗N)1−θ(‖e′‖∗K)θ,
WEIGHTED INDUCTIVE LIMITS OF SPACES OF ULTRADIFFERENTIABLE FUNCTIONS 5
where
‖e′‖∗N := sup{|〈e′, e〉| : e ∈ E, ‖e‖N ≤ 1} ∈ [0,∞], e′ ∈ E ′.
A decreasing weight system V = (vn)n is said to satisfy (Ω) if
∀n ∈ N ∃m > n ∀k > m ∃θ ∈ (0, 1) ∃C > 0 ∀x ∈ X : vm(x) ≤ Cvn(x)1−θvk(x)θ.
This terminology is justified because one can show that V satisfies (Ω) if and only if
the strong dual of VC(X) satisfies (Ω); indeed, by using an obvious analogue of [7,
Lemma 20], this follows from a similar argument as in [1, Lemma 2.1]. We then have:
Proposition 2.4 (cf. [34, Thm. 5.1]). Let V be a decreasing weight system and let E
be a Fre´chet space. If V satisfies (Ω) and E satisfies (DN), then (E,V) satisfies (S2)∗.
If E is a power series space, the conditions in Proposition 2.4 turn out to be necessary
as well. In the rest of this subsection β = (βj)j∈N will stand for a strictly increasing
sequence of positive numbers such that βj →∞. We define Λ∞(β) (Λ0(β), respectively)
as the Fre´chet space consisting of all sequences (cj)j ∈ CN such that( ∞∑
j=0
|cj|2e2nβj
)1/2
<∞
( ∞∑
j=0
|cj|2e−2βj/n
)1/2
<∞

for all n ∈ N. Furthermore, we shall always assume that β is shift-stable, i.e.,
(2.2) sup
j∈N
βj+1
βj
<∞.
Proposition 2.5 (cf. [34, Thm. 4.1]). Let V be a decreasing weight system. Then, V
satisfies (Ω) if and only if (Λ∞(β),V) satisfies (S2)∗.
Finally, we introduce increasing weight systems. They will also play an essential role
in the rest of this article. An increasing sequenceW := (wN)N∈N of positive continuous
functions on X is called an increasing weight system on X. Sometimes we shall impose
the following condition on W (cf. (2.1)):
(2.3) ∀N ∈ N ∃M > N : wN/wM vanishes at ∞.
We define WC(X) as the Fre´chet space consisting of all f ∈ C(X) such that
‖f‖wN := sup
x∈X
|f(x)|wN(x) <∞
for all N ∈ N. Let E = lim−→En be an (LB)-space. The pair (W, E) is said to satisfy
(S2)
∗ if
∀n ∈ N ∃m > n ∃N ∈ N ∀k > m ∀M ∈ N ∃K ∈ N ∃C > 0 ∀e ∈ En ∀x ∈ X :
‖e‖EmwM(x) ≤ C(‖e‖EnwN(x) + ‖e‖EkwK(x)).
Remark 2.6. Let W be an increasing weight system. If E and F are topologically
isomorphic (LB)-spaces, then (W, E) satisfies (S2)∗ if and only if (W, F ) does so, as
follows from Grothendieck’s factorization theorem. In particular, condition (S2)
∗ does
not depend on the defining inductive spectrum of E.
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We now wish to formulate an analogue of Proposition 2.5 for increasing weight
systems. The weight system W = (wN)N is said to satisfy (DN) if
∃N ∈ N ∀M > N ∃K > M ∃C > 0 ∀x ∈ X : w2M(x) ≤ CwN(x)wK(x).
As before, this terminology is justified because one can show that W satisfies (DN) if
and only if WC(X) satisfies (DN).
Proposition 2.7 (cf. [34, Thm. 4.3]). Let W be an increasing weight system. Then,
W satisfies (DN) if and in only if (W,Λ′0(β)) satisfies (S2)∗.
2.3. Gelfand-Shilov spaces and the short-time Fourier transform. Let (Mp)p∈N
be a sequence of positive real numbers and define mp := Mp/Mp−1, p ≥ 1. We call Mp
a weight sequence if limp→∞mp = ∞. Furthermore, we will make use of some of the
following conditions:
(M.1) M2p ≤ Mp−1Mp+1, p ≥ 1.
(M.2) Mp+q ≤ C0Hp+qMpMq, p, q ∈ N, for some C0, H ≥ 1.
(M.2)∗ 2mp ≤ mQp, p ≥ 1, for some Q ∈ N.
(M.3)
∑∞
p=q 1/mp < Cq/mq, q ≥ 1, for some C ≥ 1.
The reader can consult [21, 8] for the meaning of these conditions. It is worth mention-
ing that (M.1) and (M.3) imply (M.2)∗ [27, Prop. 1.1]. We write Mα =M|α|, α ∈ Nd.
As usual, the relation Mp ⊂ Np between two weight sequences means that there are
C, h > 0 such that Mp ≤ ChpNp, p ∈ N. The stronger relation Mp ≺ Np means that
the latter inequality remains valid for every h > 0 and a suitable C = Ch > 0.
The associated function of Mp is defined as
M(t) := sup
p∈N
log
tpM0
Mp
, t > 0,
and M(0) := 0. We define M on Rd as the radial function M(x) = M(|x|), x ∈ Rd.
Under (M.1), the assumption (M.2) holds [21, Prop. 3.6] if and only if
2M(t) ≤M(Ht) + logC0, t ≥ 0,
while, under (M.1) and (M.2), the assumption (M.2)∗ [8, Prop. 13] holds if and only if
M(2t) ≤ H ′M(t) + logC ′0, t ≥ 0,
for some C ′0, H
′ ≥ 1. Let Mp and Ap be two weight sequences. We denote by A
the associated function of Ap. For h, λ > 0 we write SMp,hAp,λ (Rd) for the Banach space
consisting of all ϕ ∈ C∞(Rd) such that
‖ϕ‖SMp,hAp,λ := supα∈Nd
sup
x∈Rd
h|α||ϕ(α)(x)|eA(λx)
Mα
<∞.
We define
S(Mp)(Ap) (Rd) := lim←−
h→∞
SMp,hAp,h (Rd), S
{Mp}
{Ap} (R
d) := lim−→
h→0+
SMp,hAp,h (Rd).
Elements of their dual spaces S ′(Mp)(Ap) (Rd) and S
′{Mp}
{Ap} (R
d) are called tempered ultradis-
tributions of Beurling and Roumieu type, respectively. In the sequel we shall write ∗
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instead of (Mp) or {Mp} and † instead of (Ap) or {Ap} if we want to treat both cases
simultaneously. In addition, we shall often first state assertions for the Beurling case
followed in parenthesis by the corresponding statements for the Roumieu case.
Let Mp and Ap be weight sequences. We introduce the following set of conditions
on Mp and Ap:
(2.4) Mp and Ap satisfy (M.1) and (M.2), p! ≺MpAp, and S(Mp)(Ap) (Rd) is non-trivial.
A sufficient condition for the non-triviality of S(Mp)(Ap) (Rd) is p!σ ⊂ Mp and p!τ ⊂ Ap for
some σ, τ > 0 with σ+ τ > 1 [18, p. 235]. Other non-triviality conditions can be found
in [12]. Under the general conditions (2.4), we have the ensuing properties:
(i) The Fourier transform is a topological isomorphism from S∗† (Rd) onto S†∗(Rd),
where we fix the constants in the Fourier transform as follows
F(ϕ)(ξ) = ϕ̂(ξ) :=
∫
Rd
ϕ(x)e−2piixξdx.
We define the Fourier transform from S ′†∗ (Rd) onto S ′∗† (Rd) via duality.
(ii) S(Mp)(Ap) (Rd) →֒ S
{Mp}
{Ap} (R
d) (the symbol “→֒” stands for dense and continuous
inclusion) [29, Lemma 2.4].
(iii) S(Mp)(Ap) (Rd) is an (FN)-space while S
{Mp}
{Ap} (R
d) is a (DFN)-space [29, Prop. 2.11].
We shall use these properties without explicitly referring to them.
Next, we discuss the mapping properties of the short-time Fourier transform on the
spaces S∗† (Rd) and S ′∗† (Rd). The translation and modulation operators are denoted by
Txf = f( · − x) and Mξf = e2piiξ·f , for x, ξ ∈ Rd. We also write fˇ = f(− · ) for
reflection about the origin. The short-time Fourier transform (STFT) of a function
f ∈ L2(Rd) with respect to a window function ψ ∈ L2(Rd) is defined as
Vψf(x, ξ) := (f,MξTxψ)L2 =
∫
Rd
f(t)ψ(t− x)e−2piiξtdt, (x, ξ) ∈ R2d.
It holds that ‖Vψf‖L2(R2d) = ‖ψ‖L2‖f‖L2. In particular, the linear mapping Vψ :
L2(Rd)→ L2(R2d) is continuous. The adjoint of Vψ is given by the weak integral
V ∗ψF =
∫ ∫
R2d
F (x, ξ)MξTxψdxdξ, F ∈ L2(R2d).
If ψ 6= 0 and γ ∈ L2(Rd) is a synthesis window for ψ, that is, (γ, ψ)L2 6= 0, then
(2.5)
1
(γ, ψ)L2
V ∗γ ◦ Vψ = idL2(Rd) .
We refer to [19] for further properties of the STFT. Throughout the rest of this sub-
section Mp and Ap will stand for weight sequences satisfying (2.4). As usual, given two
l.c.s. E and F we write E⊗̂F for the completion of the tensor product E ⊗ F with
respect to the ε- or π-topology provided that either E or F is nuclear.
Let Np and Bp be two other weight sequences satisfying (2.4). We denote by B the
associated function of Bp. For h > 0 we write Xh for the Banach space consisting of
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all ϕ ∈ C∞(Rd1+d2) such that
sup
(α,β)∈Nd1+d2
sup
(x,t)∈Rd1+d2
h|α|+|β||∂βt ∂αxϕ(x, t)|eA(hx)+B(ht)
MαNβ
<∞;
one can then show that (cf. [29, Prop. 2.12])
S(Mp)(Ap) (Rd1x )⊗̂S
(Np)
(Bp)
(Rd2t )
∼= lim←−
h→∞
Xh, S{Mp}{Ap} (Rd1x )⊗̂S
{Np}
{Bp} (R
d2
t )
∼= lim−→
h→0+
Xh,
as locally convex spaces. In particular, we have that S∗† (Rd1)⊗̂S∗† (Rd2) ∼= S∗† (Rd1+d2).
Furthermore, we have the following isomorphisms of l.c.s.
(S(Mp)(Ap) (Rd1x )⊗̂S
(Np)
(Bp)
(Rd2t ))
′ ∼= S ′(Mp)(Ap) (Rd1x )⊗̂S
′(Np)
(Bp)
(Rd2t )
and
(S{Mp}{Ap} (Rd1x )⊗̂S
{Np}
{Bp} (R
d2
t ))
′ ∼= S ′{Mp}{Ap} (Rd1x )⊗̂S
′{Np}
{Bp} (R
d2
t ).
Naturally, the partial Fourier transforms
Ft : S(Mp)(Ap) (Rd1x )⊗̂S
(Np)
(Bp)
(Rd2t )→ S(Mp)(Ap) (Rd1x )⊗̂S
(Bp)
(Np)
(Rd2ξ )
and
Ft : S{Mp}{Ap} (Rd1x )⊗̂S
{Np}
{Bp} (R
d2
t )→ S{Mp}{Ap} (Rd1x )⊗̂S
{Bp}
{Np}(R
d2
ξ ),
given by
Ft(ϕ)(x, ξ) :=
∫
Rd2
ϕ(x, t)e−2piitξdt,
are topological isomorphisms.
Proposition 2.8. Let ψ ∈ S(Mp)(Ap) (Rd). The following mappings are continuous:
Vψ : S∗† (Rd)→ S∗† (Rdx)⊗̂S†∗(Rdξ)
and
V ∗ψ : S∗† (Rdx)⊗̂S†∗(Rdξ)→ S∗† (Rd).
Proof. Consider the continuous linear mappings
· ⊗ ψ : S∗† (Rdt )→ S∗† (R2dt,y) : ϕ(t)→ ϕ(t)⊗ ψ(y)
and
T : S∗† (R2dt,y)→ S∗† (R2dt,x) : χ(t, y)→ χ(t, t− x).
That Vψ is continuous then follows from the representation Vψ = Ft ◦ T ◦ (· ⊗ ψ).
The continuity of V ∗ψ is an immediate consequence of (the proof of) Lemma 4.5 shown
below.

The STFT of an ultradistribution f ∈ S ′∗† (Rd) with respect to a window function
ψ ∈ S∗† (Rd) is defined as
Vψf(x, ξ) := 〈f,MξTxψ〉 = e−2piiξx(f ∗Mξψˇ)(x), (x, ξ) ∈ R2d.
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Clearly, Vψf is a smooth function on R
2d. We define the adjoint STFT of F ∈
S ′∗† (Rd)⊗̂S ′†∗ (Rd) as
〈V ∗ψF, ϕ〉 := 〈F, Vψϕ〉, ϕ ∈ S∗† (Rd).
Proposition 2.8, the reconstruction formula (2.5), and the same argument given in [23,
Sect. 3] yield:
Proposition 2.9. Let ψ ∈ S(Mp)(Ap) (Rd). The mappings
Vψ : S ′∗† (Rd)→ S ′∗† (Rdx)⊗̂S ′†∗ (Rdξ)
and
V ∗ψ : S ′∗† (Rdx)⊗̂S ′†∗ (Rdξ)→ S ′∗† (Rd)
are continuous. Moreover, if γ ∈ S(Mp)(Ap) (Rd) is a synthesis window for ψ, then
1
(γ, ψ)L2
V ∗γ ◦ Vψ = idS′∗† (Rd)
and the desingularization formula
(2.6) 〈f, ϕ〉 = 1
(γ, ψ)L2
∫ ∫
R2d
Vψf(x, ξ)Vγϕ(x,−ξ)dxdξ
holds for all f ∈ S ′∗† (Rd) and ϕ ∈ S∗† (Rd).
3. The Gelfand-Shilov type spaces B∗W(Rd) and B∗V(Rd)
We now introduce new classes of Gelfand-Shilov type spaces as weighted spaces of
ultradifferentiable functions. Let w be a nonnegative function on Rd and let Mp be a
weight sequence. For h > 0 we write BMp,hw (Rd) for the seminormed space consisting of
all ϕ ∈ C∞(Rd) such that
‖ϕ‖BMp,hw := sup
α∈Nd
sup
x∈Rd
h|α||ϕ(α)(x)|w(x)
Mα
<∞.
If w is positive and w−1 is locally bounded, then BMp,hw (Rd) is a Banach space. These
requirements are fulfilled if w is positive and continuous. We set
B(Mp)w (Rd) := lim←−
h→∞
BMp,hw (Rd), B{Mp}w (Rd) := lim−→
h→0+
BMp,hw (Rd).
Let W = (wN)N be an increasing weight system on Rd. We define
BMp,hW (Rd) := lim←−
N∈N
BMp,hwN (Rd)
and
B(Mp)W (Rd) := lim←−
h→∞
BMp,hW (Rd), B{Mp}W (Rd) := lim−→
h→0+
BMp,hW (Rd).
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The spaces BMp,hW (Rd) and B(Mp)W (Rd) are Fre´chet spaces while B{Mp}W (Rd) is an (LF )-
space. Similarly, given a decreasing weight system V = (vn)n on Rd we define
B(Mp)V (Rd) := lim−→
n∈N
B(Mp)vn (Rd), B{Mp}V (Rd) := lim−→
n∈N
B{Mp}vn (Rd).
The space B(Mp)V (Rd) is an (LF )-space while B{Mp}V (Rd) is an (LB)-space. The main goal
of this section is to characterize the regularity properties of the (LF )-spaces B{Mp}W (Rd)
and B(Mp)V (Rd) in terms of the weight systems W and V, respectively. As a first step,
we discuss when these spaces are boundedly stable.
Proposition 3.1. Let Mp be a weight sequence and let W = (wN)N be an increasing
weight system. Then, B{Mp}W (Rd) is boundedly stable.
Proof. Let h > 0 be arbitrary and let B be a bounded set of BMp,hW (Rd). We shall
show that, for all 0 < l ≤ k < h, the spaces BMp,kW (Rd) and BMp,lW (Rd) induce the same
topology on B. Clearly, it is enough to prove that the filter of neighborhoods of each
point of B induced by BMp,lW (Rd) is finer than the one induced by BMp,kW (Rd); we may of
course assume without loss of generality that the point under consideration is 0 ∈ B.
A basis of neighborhoods of 0 in BMp,kW (Rd) is given by
U(N, ε) = {ϕ ∈ BMp,kW (Rd) : ‖ϕ‖BMp,kwN ≤ ε}, N ∈ N, ε > 0.
Let N ∈ N and ε > 0 be arbitrary. Let C > 0 be such that ‖ϕ‖BMp,hwN ≤ C for all ϕ ∈ B.
Next, choose N0 ∈ N so large that (k/h)N0 ≤ ε/C. Finally, set δ = (l/k)N0ε and
V = {ϕ ∈ BMp,lW (Rd) : ‖ϕ‖BMp,lwN ≤ δ},
a neighborhood of 0 in BMp,lW (Rd). For ϕ ∈ B ∩ V we have that
‖ϕ‖BMp,kwN = max
{
sup
|α|≤N0
k|α|‖ϕ(α)‖wN
Mα
, sup
|α|≥N0
k|α|‖ϕ(α)‖wN
Mα
}
≤ max{(k/l)N0δ, (k/h)N0C} ≤ ε,
which means that B ∩ V ⊆ U(N, ε). 
Proposition 3.2. Let Mp be a weight sequence and let V = (vn)n be a decreasing
weight system that is regularly decreasing. Then, B∗V(Rd) is boundedly stable.
Proof. We only prove the Beurling case, the Roumieu case is similar. Recall that,
since V is regularly decreasing, VC(Rd) is boundedly stable (cf. Subsection 2.2). Let
n ∈ N be arbitrary and choose m ≥ n such that for all k ≥ m the spaces Cvk(Rd) and
Cvm(R
d) induce the same topology on the bounded sets of Cvn(R
d). Now let B be a
bounded set of B(Mp)vn (Rd). We shall show that, for all k ≥ m, the spaces B(Mp)vm (Rd) and
B(Mp)vk (Rd) induce the same topology on B. As before, we may assume that 0 ∈ B and
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we only verify that the filter of neighborhoods of 0 induced by B(Mp)vk (Rd) in B is finer
than that induced by B(Mp)vm (Rd). A basis of neighborhoods of 0 in B(Mp)vm (Rd) given by
U(h, ε) = {ϕ ∈ B(Mp)vm (Rd) : ‖ϕ‖BMp,hvm ≤ ε}, h, ε > 0.
Let h, ε > 0 be arbitrary. Since B is a bounded subset of B(Mp)vn (Rd), the set
B′ =
{
h|α|ϕ(α)
Mα
: α ∈ Nd, ϕ ∈ B
}
is bounded in Cvn(R
d). Consider the following neighborhood of 0 in Cvm(R
d)
U ′ = {f ∈ Cvm(Rd) : ‖f‖vm ≤ ε}.
As Cvm(R
d) and Cvk(R
d) induce the same topology on B′, there is δ > 0 such that,
for
V ′ = {f ∈ Cvk(Rd) : ‖f‖vk ≤ δ},
it holds that B′ ∩ V ′ ⊆ U ′. Set
V = {ϕ ∈ B(Mp)vk (Rd) : ‖ϕ‖BMp,hvk ≤ δ},
a neighborhood of 0 in B(Mp)vk (Rd). Let ϕ ∈ B ∩ V . Then, h|α|ϕ(α)/Mα ∈ B′ ∩ V ′ ⊆ U ′
for all α ∈ Nd and, thus, ϕ ∈ U . Whence B ∩ V ⊆ U(h, ε). 
For later use, we remark that Proposition 3.1 and Proposition 3.2 can be improved
if we assume thatW and V satisfy (2.3) and (2.1), respectively. Namely, in such a case
all of the spaces B∗W(Rd) and B∗V(Rd) are even Schwartz. To prove this, we need the
following simple lemma whose verification is left to the reader.
Lemma 3.3. Let Mp be a weight sequence, let w and v be positive continuous functions
on Rd such that v/w vanishes at ∞, and let 0 < k < h. Then, the inclusion mapping
BMp,hw (Rd)→ BMp,kv (Rd) is compact.
Lemma 3.3 yields:
Proposition 3.4. Let Mp be a weight sequence and let W = (wn)n be an increasing
weight system satisfying (2.3). Then, B(Mp)W (Rd) is an (FS)-space while B{Mp}W (Rd) is
an (LFS)-space.
Proposition 3.5. LetMp be a weight sequence and let V = (vn)n be a decreasing weight
system satisfying (2.1). Then, the space B(Mp)V (Rd) is an (LFS)-space while B{Mp}V (Rd)
is a (DFS)-space.
Proof. The fact that B{Mp}V (Rd) is a (DFS)-space follows directly from Lemma 3.3.
Next, we consider the space B(Mp)V (Rd). We may assume without loss of generality that
vn+1/vn vanishes at∞ for all n ∈ N. Fix n ∈ N and set v1n := √vnvn+1. Notice that v1n
is a positive continuous function such that vn+1 ≤ v1n ≤ vn and vn+1/v1n vanishes at∞.
Hence we can inductively define a sequence (vNn )N∈N of positive continuous functions
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such that vn+1 ≤ v1n ≤ . . . ≤ vNn ≤ vN+1n ≤ . . . ≤ vn and vNn /vN+1n vanishes at ∞ for
each N ∈ N. We have that
B(Mp)V (Rd) = lim−→
n∈N
lim←−
N∈N
BMp,N
vNn
(Rd)
as locally convex spaces. Moreover, the Fre´chet spaces
lim←−
N∈N
BMp,N
vNn
(Rd)
are Schwartz because of Lemma 3.3. 
We are ready to study the regularity properties of the (LF )-spaces B{Mp}W (Rd) and
B(Mp)V (Rd). First we need to introduce some more notation.
LetMp be a non-quasianalytic weight sequence and letK be a regular compact subset
of Rd. As customary [21], we denote by DMp,hK , h > 0, the Banach space consisting of
all ϕ ∈ C∞(Rd) with suppϕ ⊆ K such that
‖ϕ‖DMp,hK := supα∈Nd
sup
x∈K
h|α||ϕ(α)(x)|
Mα
<∞
and set
D(Mp)K = lim←−
h→∞
DMp,hK , D{Mp}K = lim−→
h→0+
DMp,hK .
We shall also use the following mild condition on an increasing weight system W =
(wN)N :
(3.1) ∀N ∈ N ∃M ≥ N ∃C > 0 ∀x ∈ Rd : sup
y∈[−1,1]d
wN(x+ y) ≤ CwM(x).
Theorem 3.6. Let Mp be a weight sequence and let W = (wN)N be an increasing
weight system. Consider the following conditions:
(i) W satisfies (DN).
(ii) B{Mp}W (Rd) is boundedly retractive.
(iii) B{Mp}W (Rd) is complete.
(iv) B{Mp}W (Rd) is regular.
(v) B{Mp}W (Rd) satisfies (wQ).
Then, (i)⇒ (ii)⇒ (iii)⇒ (iv)⇒ (v)⇒ (ii). Moreover, if Mp satisfies (M.1), (M.2),
and (M.3), and W satisfies (3.1), then (v)⇒ (i).
Proof. The chain of implications (ii) ⇒ (iii) ⇒ (iv) ⇒ (v) holds for general (LF )-
spaces (cf. Subsection 2.1), while (v)⇒ (ii) follows from Theorem 2.1 and Proposition
3.1. We now show (i)⇒ (ii). Set E =WC(Rd). We first assume that E is normable.
Then there is N0 ∈ N such that E is topologically isomorphic to CwN0(Rd). Con-
sequently, B{Mp}W (Rd) is topologically isomorphic to the (LB)-space B{Mp}wN0 (Rd). Ap-
plying Proposition 3.1 to the constant weight system W = (wN0)N∈N, we obtain that
B{Mp}wN0 (Rd) is boundedly stable and, thus, boundedly retractive by Theorem 2.1. Next,
we assume that E is non-normable. By Theorem 2.1 it suffices to show that B{Mp}W (Rd)
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is sequentially retractive. Let (ϕj)j∈N be a null sequence in B{Mp}W (Rd). We set X = Nd
(endowed with the discrete topology) and
V = (vn)n, vn(α) = n−|α|, α ∈ Nd.
Notice that V satisfies (Ω). Clearly, the mapping
T : B{Mp}W (Rd)→ VC(Nd;E) : ϕ 7→
(
ϕ(α)
Mα
)
α∈Nd
is continuous. Moreover, by Theorem 2.2 and Proposition 2.4, VC(Nd;E) is sequen-
tially retractive. Hence, there is n ∈ N such that the sequence (T (ϕj))j is contained
and converges to zero in Cvn(N
d;E), which precisely means that (ϕj)j is contained and
converges to zero in BMp,1/nW (Rd). Finally, we assume that Mp satisfies (M.1), (M.2),
and (M.3), and that W satisfies (3.1), and show (v)⇒ (i). By [26, Cor. 4.10] we have
that D{Mp}
[−1,1]d
∼= Λ′0(β) as l.c.s., where β = (M(j1/d))j . The sequence β satisfies (2.2)
because of [21, Lemma 4.1]. Hence, by Proposition 2.7 and Remark 2.6, it suffices to
show that (W,D{Mp}
[−1,1]d) satisfies (S2)
∗. Since B{Mp}W (Rd) satisfies (wQ), we have that
∀n ∈ N ∃m > n ∃N ∈ N ∀k > m ∀M ∈ N ∃K ∈ N ∃C > 0 ∀ϕ ∈ BMp,1/nW (Rd) :
‖ϕ‖BMp,1/mwM ≤ C
(
‖ϕ‖BMp,1/nwN + ‖ϕ‖BMp,1/kwK
)
.
Let ϕ ∈ DMp,h
[−1,1]d, h > 0, and x ∈ Rd be arbitrary. Then, the translation Txϕ ∈
BMp,hW (Rd) and it holds that
inf
y∈[−1,1]d
wN(x+ y)‖ϕ‖DMp,h
[−1,1]d
≤ ‖Txϕ‖BMp,hwN ≤ supy∈[−1,1]d
wN(x+ y)‖ϕ‖DMp,h
[−1,1]d
for all N ∈ N. Therefore, condition (3.1) implies that
∀n ∈ N ∃m > n ∃N ∈ N ∀k > m ∀M ∈ N ∃K ∈ N ∃C > 0 ∀ϕ ∈ DMp,1/n
[−1,1]d ∀x ∈ Rd :
‖ϕ‖DMp,1/m
[−1,1]d
wM(x) ≤ C
(
‖ϕ‖DMp,1/n
[−1,1]d
wN(x) + ‖ϕ‖DMp,1/k
[−1,1]d
wK(x)
)
.

Let V = (vn)n be a decreasing weight system. We introduce the condition:
(3.2) ∀n ∈ N ∃m ≥ n ∃C > 0 ∀x ∈ Rd : sup
y∈[−1,1]d
vm(x+ y) ≤ Cvn(x).
Theorem 3.7. Let Mp be a weight sequence and let V = (vn)n be a decreasing weight
system. Consider the following conditions:
(i) V satisfies (Ω).
(ii) B(Mp)V (Rd) is boundedly retractive.
(iii) B(Mp)V (Rd) is complete.
(iv) B(Mp)V (Rd) is regular.
(v) B(Mp)V (Rd) satisfies (wQ).
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Then, (i) ⇒ (ii) ⇒ (iii) ⇒ (iv) ⇒ (v) and, if V is regularly decreasing, (v) ⇒ (ii).
Moreover, if Mp satisfies (M.1), (M.2), and (M.3), and V satisfies (3.2), then (v) ⇒
(i).
Proof. Again, the implications (ii)⇒ (iii)⇒ (iv)⇒ (v) hold for general (LF )-spaces
(cf. Subsection 2.1), while (v) ⇒ (ii) (under the extra assumption that V is regularly
decreasing) follows from Theorem 2.1 and Proposition 3.2. We now show (i)⇒ (ii). By
Theorem 2.1 it suffices to show that B(Mp)V (Rd) is sequentially retractive. Let (ϕj)j∈N
be a null sequence in B(Mp)V (Rd). We define E as the Fre´chet space consisting of all
(cα)α ∈ CNd such that
sup
α∈Nd
h|α||cα| <∞
for all h > 0. Notice that E satisfies (DN). Clearly, the mapping
T : B(Mp)V (Rd)→ VC(Rd;E) : ϕ 7→
(
ϕ(α)
Mα
)
α∈Nd
is continuous. Moreover, by Theorem 2.2 and Proposition 2.4, VC(Nd;E) is sequen-
tially retractive. Hence there is n ∈ N such that the sequence (T (ϕj))j is contained
and converges to zero in Cvn(N
d;E), which precisely means that (ϕj)j is contained
and converges to zero in B(Mp)vn (Rd). Next, we assume that Mp satisfies (M.1), (M.2),
and (M.3), and that V satisfies (3.2), and show (v) ⇒ (i). By [26, Cor. 4.3] we have
that D(Mp)
[−1,1]d
∼= Λ∞(β) as l.c.s., where β = (eM(j1/d))j . The sequence β satisfies (2.2)
because of [21, Lemma 4.1]. Hence, by Proposition 2.5 and Remark 2.3, it suffices to
show that (D(Mp)
[−1,1]d,V) satisfies (S2)∗; but this can be established as in the last part of
the proof of Theorem 3.6. 
We end this section by giving several examples. Let Ap be a weight sequence, we
define the following weight systems
(3.3) W(Ap) := (eA(N ·))N∈N, W{Ap} := (e−A(·/N))N∈N,
(3.4) V(Ap) := (e−A(n·))n∈N, V{Ap} := (eA(·/n))n∈N.
We use the ensuing notation for the associated Gelfand-Shilov type spaces
(3.5) S(Mp)(Ap) (Rd) = B
(Mp)
W(Ap)(R
d), S{Mp}{Ap} (Rd) = B
{Mp}
V{Ap}(R
d),
(3.6) S(Mp){Ap}(Rd) := B
(Mp)
V{Ap}(R
d), S{Mp}(Ap) (Rd) := B
{Mp}
W(Ap)(R
d),
(3.7) O(Mp),(Ap)C (Rd) := B(Mp)V(Ap)(R
d), O{Mp},{Ap}C (Rd) := B{Mp}W{Ap}(R
d),
(3.8) O(Mp),{Ap}C (Rd) := B(Mp)W{Ap}(R
d), O{Mp},(Ap)C (Rd) := B{Mp}V(Ap)(R
d).
The spaces (3.5) are the classical Gelfand-Shilov spaces already introduced in Subsec-
tion 2.3, while the spaces (3.6) may be viewed as mixed type Gelfand-Shilov spaces.
The spaces (3.7) and (3.8) are the natural analogue of the space OC(Rd) with respect
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to the spaces (3.5) and (3.6), respectively; we also mention that related spaces1 have
been studied in [15, Sect. 3].
In order to be able to apply Theorem 3.6 and Theorem 3.7 to the special cases under
consideration, we first study the properties of the weight systems (3.3) and (3.4). As
customary, we write ap := Ap/Ap−1, p ≥ 1, and
a(t) :=
∑
ap≤t
1, t ≥ 0,
for the counting function of the sequence ap. If Ap satisfies (M.1), then [21, Eq. (3.11)]
(3.9) A(t) =
∫ t
0
a(λ)
λ
dλ, t ≥ 0.
Lemma 3.8. Let Ap be a weight sequence satisfying (M.1). Then,
(i) W(Ap) and W{Ap} satisfy (2.3) and (3.1), while V(Ap) and V{Ap} satisfy (2.1)
and (3.2).
(ii) W(Ap) satisfies (DN).
(iii) V{Ap} satisfies (Ω).
(iv) W{Ap} satisfies (DN) if and only if
(3.10) ∀h > 0 ∃k > 0 ∃C > 0 ∀t ≥ 0 : A(t) + A(kt) ≤ 2A(ht) + C.
(v) If Ap satisfies (M.2), then V(Ap) satisfies (Ω) if and only if Ap satisfies (M.2)∗.
Proof. (i) Obvious.
(ii) It suffices to notice that for all h > 0 we have that
2A(ht) = sup
p∈N
log
(ht)2pA20
A2p
= sup
p∈N
(
log
tpA0
Ap
+ log
(h2t)pA0
Ap
)
≤ A(t) + A(h2t).
(iii) It suffices to show that
∀h > 0 ∃k < h ∀l < k ∃C > 0 ∀t ≥ 0 : (C + 1)A(kt) ≤ CA(ht) + A(lt),
which is equivalent to
A(kt)− A(lt) ≤ C(A(ht)− A(kt)).
Set k = h/e. By (3.9) we have that
A((ht)/e)−A(lt) ≤ log(h/(le))a((ht)/e) ≤ log(h/(le))(A(ht)−A((ht)/e).
(iv) Clear.
(v) The direct implication follows from the fact that Ap satisfies (M.2)
∗ if and only
if (cf. Subsection 2.3)
A(2t) ≤ H ′A(t) + logC ′0, t ≥ 0,
for some H ′, C ′0 ≥ 1. Conversely, assume that Ap satisfies (M.2)∗. It suffices to show
that
∀h > 0 ∃k > h ∀l > k ∃C,C ′ > 0 ∀t ≥ 0 : −(C + 1)A(kt) ≤ −CA(ht)− A(lt) + C ′,
1Indeed our O(Mp),(Mp)C (Rd) coincides with O(Mp)C (Rd) from [15]; on the other hand, it should be
noticed that our space O{Mp},{Mp}C (Rd) differs from the one denoted by O{Mp}C (Rd) in [15].
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which is equivalent to
A(lt)− A(kt) ≤ C(A(kt)− A(ht)) + C ′.
Condition (M.2)∗ implies that there C,m > 0 such that
a(lt) ≤ ma(ht) + C, t ≥ 0.
Set k = he. Hence
A(lt)−A(het) ≤ log(l/(he))a(lt)
≤ log(l/(he))ma(ht) + log(l/(he))C
≤ log(l/(he))m(A(het)− A(ht)) + log(l/(he))C.

We then have,
Corollary 3.9. Let Mp and Ap be weight sequences satisfying (M.1). Then,
(i) S(Mp){Ap}(Rd) and S
{Mp}
(Ap)
(Rd) are complete.
(ii) Assume that Ap satisfies (M.2). O(Mp),(Ap)C (Rd) is complete if Ap satisfies (M.2)∗.
If, in addition, Mp satisfies (M.1), (M.2), and (M.3), then O(Mp),(Ap)C (Rd) is
complete if and only if Ap satisfies (M.2)
∗.
(iii) O{Mp},{Ap}C (Rd) is complete if Ap satisfies (3.10). If Mp additionally satisfies
(M.1), (M.2), and (M.3), then O{Mp},{Ap}C (Rd) is complete if and only if Ap
satisfies (3.10).
Remark 3.10. Condition (3.10) is satisfied by the so-called q-Gevrey sequences Ap =
qp
2
, q > 1. On the other hand, it is very important to point out that if Ap satisfies
(M.1) and (M.2), then (3.10) cannot hold for Ap. For example, this is always the case
for the Gevrey sequences Ap = p
σ, σ > 0. We can thus supplement Corollary 3.9 as
follows,
Corollary 3.11. Suppose that Mp satisfies (M.1), (M.2), and (M.3), while Ap satisfies
(M.1) and (M.2). Then, the space O{Mp},{Ap}C (Rd) is incomplete.
4. The ultradistribution spaces B′∗W(Rd) and B′∗V (Rd)
The aim of this section is to study the dual spaces B′∗W(Rd) and B′∗V (Rd). Our first
goal is to characterize these spaces in terms of the growth of the convolution averages
of their elements. In order to do so, we start by studying the STFT on these spaces.
Motivated by our convolution characterization, we introduce three natural locally con-
vex topologies on the spaces B′∗W(Rd) and B′∗V (Rd) and show that they are all identical.
Finally, with the aid of the results from Section 3, we give necessary and sufficient
conditions for these spaces to be ultrabornological.
We start by introducing the class of weight systems that will be considered through-
out this section. Let Ap be a weight sequence. An increasing weight systemW = (wN)N
is said to be (Ap)-admissible if
∀N ∈ N ∃λ > 0 ∃M ≥ N ∃C > 0 ∀x, t ∈ Rd : wN(x+ t) ≤ CwM(x)eA(λt),
WEIGHTED INDUCTIVE LIMITS OF SPACES OF ULTRADIFFERENTIABLE FUNCTIONS 17
while it is said to be {Ap}-admissible if
∀N ∈ N ∀λ > 0 ∃M ≥ N ∃C > 0 ∀x, t ∈ Rd : wN(x+ t) ≤ CwM(x)eA(λt).
Likewise, a decreasing weight system V = (vn)n is said to be (Ap)-admissible if
∀n ∈ N ∃λ > 0 ∃m ≥ n ∃C > 0 ∀x, t ∈ Rd : vm(x+ t) ≤ Cvn(x)eA(λt),
while it is said to be {Ap}-admissible if
∀n ∈ N ∀λ > 0 ∃m ≥ n ∃C > 0 ∀x, t ∈ Rd : vm(x+ t) ≤ Cvn(x)eA(λt).
Let Bp be a weight sequence such that Ap ⊂ Bp, then W(Bp) is (Ap)-admissible while
W{Bp} is {Ap}-admissible. Similarly, V(Bp) is (Ap)-admissible while V{Bp} is {Ap}-
admissible. We also need the following strengthened versions of (2.3) and (2.1):
(4.1) ∀N ∈ N ∃M > N : wN(x)/wM(x) = O(|x|−(d+1)),
and
(4.2) ∀n ∈ N ∃m > n : vm(x)/vn(x) = O(|x|−(d+1)).
If Bp is a weight sequence satisfying (M.1) and (M.2), then W(Bp) and W{Bp} satisfy
(4.1) while V(Bp) and V{Bp} satisfy (4.2).
Unless otherwise stated, Mp and Ap will from now on always stand for weight se-
quences satisfying (2.4). On the other hand,W = (wN)N and V = (vn)n will always de-
note an increasing and decreasing weight system satisfying (4.1) and (4.2), respectively,
which are assumed to be (Ap)-admissible in the Beurling case and {Ap}-admissible in
the Roumieu case.
Lemma 4.1. Let w and v be positive continuous functions on Rd such that v/w van-
ishes at ∞ and
(4.3) v(x+ t) ≤ Cw(x)eA(λt), x, t ∈ Rd,
for some C, λ > 0. Then, for 0 < kH < h, the space S(Mp)(Ap) (Rd) is dense in B
Mp,h
w (Rd)
with respect to the norm ‖ · ‖BMp,kv .
Proof. Choose ψ, χ ∈ S(Mp)(Ap) (Rd) with ψ(0) = 1 and
∫
Rd
χ(x)dx = 1. We define ψn =
ψ(·/n), χn = ndχ(n·), and ϕn = χn ∗ (ψnϕ) ∈ S(Mp)(Ap) (Rd), n ≥ 1. We now show that
ϕn → ϕ in BMp,kv (Rd). Choose l > 0 so large that h−1 + l−1 ≤ (kH)−1. Notice that
(4.4) ‖ϕn − ϕ‖BMp,kv ≤ ‖ϕn − ψnϕ‖BMp,kv + ‖ψnϕ− ϕ‖BMp,kv .
We start by estimating the second term in the right-hand side of (4.4). We have that
‖ψnϕ− ϕ‖BMp,kv ≤ sup
α∈Nd
sup
x∈Rd
k|α|v(x)
Mα
|ψ(x/n)− 1||ϕ(α)(x)|
+
1
n
sup
α∈Nd
sup
x∈Rd
k|α|v(x)
Mα
∑
β≤α,β 6=0
(
α
β
)
|ψ(β)(x/n)||ϕ(α−β)(x)|
≤ ‖ϕ‖BMp,kw sup
x∈Rd
v(x)
w(x)
|ψ(x/n)− 1|+ 1
n
‖ψ‖SMp,lAp,0‖ϕ‖BMp,hv ,
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which tends to zero because ψ(0) = 1 and v/w vanishes at ∞. Next, we estimate the
first term at the right-hand side of (4.4). Clearly,
‖ψnϕ‖BMp,kHw ≤ sup
α∈Nd
sup
x∈Rd
(kH)|α|w(x)
Mα
∑
β≤α
(
α
β
)
|ψ(β)(x/n)||ϕ(α−β)(x)|
≤ ‖ψ‖SMp,lAp,0‖ϕ‖BMp,hw
for all n ∈ N. Hence
‖ϕn − ψnϕ‖BMp,kv
≤ sup
α∈Nd
sup
x∈Rd
k|α|v(x)
Mα
∫
Rd
|χ(t)||(ψnϕ)(α)(x− (t/n))− (ψnϕ)(α)(x)|dt
≤ 1
n
sup
α∈Nd
sup
x∈Rd
k|α|v(x)
Mα
∫
Rd
|χ(t)||t|
d∑
j=1
∫ 1
0
|(ψnϕ)(α+ej)(x− (γt/n))|dγdt
≤ 1
n
dC‖ψnϕ‖BMp,kHw sup
α∈Nd
sup
x∈Rd
k|α|Mα+1
(kH)|α|+1Mα
∫
Rd
|χ(t)||t|eA(λt)dt
≤ C
′
n
.

Corollary 4.2. We have the following dense continuous inclusions
S∗† (Rd) →֒ B∗W(Rd)→WC(Rd) →֒ S ′∗† (Rd)
and
S∗† (Rd) →֒ B∗V(Rd)→ VC(Rd) →֒ S ′∗† (Rd).
Corollary 4.2 of course tells that we may view the dual spaces B′∗W(Rd) and B′∗V (Rd)
as vector subspaces of S ′∗† (Rd).
4.1. Characterization via the STFT. The goal of this subsection is to characterize
B∗W(Rd), B∗V(Rd), and their dual spaces in terms of the STFT. We start with three
lemmas.
Lemma 4.3. Let ψ ∈ S(Mp)(Ap) (Rd) and let w and v be positive functions on Rd for which
(4.3) holds. Then,
‖MξTxψ‖BMp,hv ≤ C‖ψ‖SMp,2hAp,λ w(x)e
M(4pihξ).
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Proof. We have that
‖MξTxψ‖BMp,hv
≤ sup
α∈Nd
sup
t∈Rd
h|α|v(t)
Mα
∑
β≤α
(
α
β
)
(2π|ξ|)|β||ψ(α−β)(t− x)|
≤ Cw(x) sup
α∈Nd
sup
t∈Rd
1
2|α|
∑
β≤α
(
α
β
)
(4πh|ξ|)|β|
Mβ
(2h)|α|−|β||ψ(α−β)(t− x)|eA(λ(t−x))
Mα−β
≤ C‖ψ‖SMp,2hAp,λ w(x)e
M(4pihξ).

Lemma 4.4. Let ψ ∈ S(Mp)(Ap) (Rd) and let w and v be positive measurable functions on
Rd for which (4.3) holds. Then, there is C ′ > 0 such that
|Vψϕ(x, ξ)|v(x)eM(pihξ/
√
d) ≤ C ′‖ϕ‖BMp,hw , ϕ ∈ B
Mp,h
w (R
d).
Proof. For all α ∈ Nd it holds that
|ξαVψϕ(x, ξ)|v(x) ≤ C
(2π)|α|
∑
β≤α
(
α
β
)∫
Rd
|ϕ(β)(t)|w(t)|ψ(α−β)(t− x)|eA(λ(t−x))dt
≤ C ′‖ϕ‖BMp,hw (πh)
−|α|Mα.
Hence,
|Vψϕ(x, ξ)|v(x) ≤M0C ′‖ϕ‖BMp,hw infp∈N
Mp
(πh|ξ|/√d)pM0
≤M0C ′‖ϕ‖BMp,hw e
−M(pihξ/√d).

Lemma 4.5. Let v,w, and u be positive measurable functions on Rd such that the pair
v, w satisfies (4.3) and w(x)/u(x) = O(|x|−d+1). Let ψ ∈ S(Mp)(Ap) (Rd) and suppose that
F is a measurable function on R2d such that
sup
(x,ξ)∈R2d
|F (x, ξ)|u(x)eM(kξ) <∞.
Then, the function
t→
∫ ∫
R2d
F (x, ξ)MξTxψ(t)dxdξ
belongs to BMp,k/(4Hpi)v (Rd).
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Proof. Set h = k/(4Hπ). Lemma 4.3 implies that∥∥∥∥∫ ∫
R2d
F (x, ξ)MξTxψdxdξ
∥∥∥∥
BMp,hv
≤
∫ ∫
R2d
|F (x, ξ)|‖MξTxψ‖BMp,hv dxdξ
≤ C‖ψ‖SMp,2hAp,λ
∫ ∫
R2d
|F (x, ξ)|w(x)eM(4pihξ)dxdξ
≤ CC ′‖ψ‖SMp,2hAp,λ
∫ ∫
R2d
w(x)
u(x)
e−M(kξ)+M(kξ/H)dxdξ
≤ C0CC ′‖ψ‖SMp,2hAp,λ
∫
Rd
w(x)
u(x)
dx
∫
Rd
e−M(kξ/H)dξ <∞.

We are now able to characterize the spaces B∗W(Rd), B∗V(Rd), and their duals via the
STFT.
Proposition 4.6. Let ψ ∈ S(Mp)(Ap) (Rd)\{0} and f ∈ S ′∗† (Rd). Then, f ∈ B
(Mp)
W (R
d)
(f ∈ B{Mp}W (Rd)) if and only if
(4.5) ∀h > 0 ∀N ∈ N (∃h > 0 ∀N ∈ N) : sup
(x,ξ)∈R2d
|Vψf(x, ξ)|wN(x)eM(hξ) <∞.
Proof. The direct implication follows immediately from Lemma 4.4. Conversely, choose
γ ∈ S(Mp)(Ap) (Rd) such that (γ, ψ)L2 = 1. By (2.6) we have that, for all ϕ ∈ S∗† (Rd), it
holds that
〈f, ϕ〉 =
∫ ∫
R2d
Vψf(x, ξ)Vγϕ(x,−ξ)dxdξ
=
∫ ∫
R2d
Vψf(x, ξ)
(∫
Rd
ϕ(t)MξTxγ(t)dt
)
dxdξ
=
∫
Rd
(∫ ∫
R2d
Vψf(x, ξ)MξTxγ(t)dxdξ
)
ϕ(t)dt,
where the switching of the integrals in the last step is permitted because of (4.5).
Hence,
f =
∫ ∫
R2d
Vψf(x, ξ)MξTxγdxdξ
and we conclude that f ∈ B∗W(Rd) by applying Lemma 4.5 to F = Vψf . 
Proposition 4.7. Let ψ ∈ S(Mp)(Ap) (Rd)\{0} and f ∈ S ′∗† (Rd). Then, f ∈ B
(Mp)
V (R
d)
(f ∈ B{Mp}V (Rd)) if and only if
∃n ∈ N ∀h > 0 (∃n ∈ N ∃h > 0) : sup
(x,ξ)∈R2d
|Vψf(x, ξ)|vn(x)eM(hξ) <∞.
Proof. This can be shown in the same way as Proposition 4.6. 
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Proposition 4.8. Let ψ ∈ S(Mp)(Ap) (Rd)\{0} and f ∈ S ′∗† (Rd). Then, f ∈ B
′(Mp)
W (R
d)
(f ∈ B′{Mp}W (Rd)) if and only if
∃h > 0 ∃N ∈ N (∀h > 0 ∃N ∈ N) : sup
(x,ξ)∈R2d
|Vψf(x, ξ)|
wN(x)eM(hξ)
<∞.
Proof. The direct implication follows immediately from Lemma 4.3. Conversely, choose
γ ∈ S(Mp)(Ap) (Rd) such that (γ, ψ)L2 = 1. Lemma 4.4 implies that
〈f˜ , ϕ〉 :=
∫ ∫
R2d
Vψf(x, ξ)Vγϕ(x,−ξ)dxdξ, ϕ ∈ B∗W(Rd),
defines a continuous linear functional on B∗W(Rd). Since f˜|S∗† (Rd) = f (cf. (2.6)), we
obtain that f ∈ B′∗W(Rd). 
In a similar fashion one shows,
Proposition 4.9. Let ψ ∈ S(Mp)(Ap) (Rd)\{0} and f ∈ S ′∗† (Rd). Then, f ∈ B
′(Mp)
V (R
d)
(f ∈ B′{Mp}V (Rd)) if and only if
∀n ∈ N ∃h > 0 (∀n ∈ N ∀h > 0) : sup
(x,ξ)∈R2d
|Vψf(x, ξ)|
vn(x)eM(hξ)
<∞.
Corollary 4.10. Let ψ ∈ S(Mp)(Ap) (Rd)\{0} and let γ ∈ S
(Mp)
(Ap)
(Rd) be a synthesis window
for ψ, then
〈f, ϕ〉 = 1
(γ, ψ)L2
∫ ∫
R2d
Vψf(x, ξ)Vγϕ(x,−ξ)dxdξ
for all f ∈ B′∗W(Rd) and ϕ ∈ B∗W(Rd) (f ∈ B′∗V (Rd) and ϕ ∈ B∗V(Rd)), where the integral
at the right-hand side is absolutely convergent.
As an application of Corollary 4.10 we now give a projective description of the space
B{Mp}V (Rd) (cf. [28]), a result that will be used later on. We need some preparation.
Let V = (vn)n be a decreasing weight system on a completely regular Hausdorff space
X . The maximal Nachbin family associated with V, denoted by V (V) = V , is given by
the space of all nonnegative upper semicontinuous functions v on X such that
sup
x∈X
v(x)
vn(x)
<∞
for all n ∈ N. The projective hull of VC(X) is then defined as
CV (X) = lim←−
v∈V
Cv(X),
where Cv(X) is the seminormed space consisting of all f ∈ C(X) such that
‖f‖v := sup
x∈X
|f(x)|v(x) <∞.
The spaces VC(X) and CV (X) are equal as sets and have the same bounded sets [3]
(see also Lemma 4.11 below). The problem of projective description in this context is
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to find conditions on V which ensure that these spaces coincide topologically. If V is
regularly decreasing, this is always the case [3, Cor. 9, p. 121]. We now collect some
useful facts about the maximal Nachbin family associated with V.
Lemma 4.11. Let f be a nonnegative function on X and let V = (vn)n be a decreasing
weight system. Then,
(i) supx∈X f(x)vn(x) <∞ for some n ∈ N if and only if supx∈X f(x)v(x) <∞ for
all v ∈ V .
(ii) supx∈X f(x)/v(x) < ∞ for some v ∈ V if and only if supx∈X f(x)/vn(x) < ∞
for all n ∈ N.
Proof. The direct implications are clear, we only need to show the “if” parts.
(i) Suppose that supx∈X f(x)vn(x) < ∞ does not hold for any n ∈ N. Choose
a sequence (xk)k∈N of points in X such that f(xk)vk(xk) ≥ k for all k ∈ N. Set
Cn = supk≤n vk(xk)/vn(xk), n ∈ N, and v = infn∈N Cnvn ∈ V . Since
f(xk)Cnvn(xk) ≥ k, k, n ∈ N,
we have that supx∈X f(x)v(x) =∞, a contradiction.
(ii) There are Cn > 0 such that f ≤ Cnvn for all n ∈ N. Then, the function
v = infn∈N Cnvn ∈ V satisfies the requirement. 
Likewise,
Lemma 4.12. Let X and Y be completely regular Hausdorff spaces, let f be a non-
negative function on X × Y , let V = (vn)n be a decreasing weight system on X, and
let U = (un)n be a decreasing weight system on Y . Then,
(i) sup(x,y)∈X×Y f(x, y)vn(x)un(y) <∞ for some n ∈ N if and only if
sup(x,y)∈X×Y f(x, y)v(x)u(y) <∞ for all v ∈ V (V) and u ∈ V (U).
(ii) sup(x,y)∈X×Y f(x, y)/(v(x)u(y)) < ∞ for some v ∈ V (V) and u ∈ V (U) if and
only if sup(x,y)∈X×Y f(x, y)/(vn(x)un(y)) <∞ for all n ∈ N.
Lemma 4.13. Let w be a positive function on X and let V = (vn)n be a decreasing
weight system satisfying
∀n ∈ N ∃m ≥ n ∃C > 0 ∀x ∈ X : vm(x) ≤ Cw(x)vn(x).
Then,
∀v ∈ V ∃v ∈ V ∀x ∈ X : v(x) ≤ w(x)v(x).
Proof. Let (nk)k∈N be an increasing sequence of natural numbers such that vnk+1 ≤
Ckwvnk for all k ∈ N and some Ck > 0. Next, choose C ′k > 0 such that v ≤ C ′kvnk for
all k ∈ N. Set v = infk∈NCkC ′k+1vnk ∈ V . We have that
v ≤ inf
k∈N
C ′k+1vnk+1 ≤ w inf
k∈N
CkC
′
k+1vnk = wv.

Similarly,
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Lemma 4.14. Let Ap be a weight sequence and let V = (vn)n be an {Ap}-admissible
decreasing weight system. Then,
∀v ∈ V ∀λ > 0 ∃v ∈ V ∀x, t ∈ Rd : v(x+ t) ≤ v(x)eA(λt).
We write R for the set of all increasing sequences (hj)j∈N of positive numbers tending
to infinity. There is a natural order on R defined by hj ≺ kj if hj ≤ kj for all j ∈ N,
and with it (R,≺) becomes a directed set. Given a weight sequence Mp with associated
function M and hj ∈ R, we denote by Mhj and Mhj the associated function of the
sequence Mp/
∏p
j=0 hj and Mp
∏p
j=0 hj , respectively.
Lemma 4.15. Let Mp be a weight sequence satisfying (M.1) and (M.2). Then,
(i) for every v ∈ V (V(Mp)) there is hj ∈ R such that
sup
ξ∈Rd
v(ξ)eM
hj (ξ) <∞.
(ii) for every v ∈ V (V{Mp}) there is hj ∈ R such that
sup
ξ∈Rd
v(ξ)e−Mhj (ξ) <∞.
Proof. (i) We first show that there is a supordinate function ε, i.e., a continuous strictly
increasing function ε : [0,∞)→ [0,∞) with ε(0) = 0 and t = o(ε(t)), such that
(4.6) sup
ξ∈Rd
v(ξ)eM(ε(|ξ|)) <∞.
Conditions (M.1) and (M.2) imply that for all h > 0 there is t > 0 such that v(ξ) ≤
e−M(hξ) for all |ξ| > t. Hence we can inductively determine a strictly increasing sequence
(tn)n∈N with t0 = 0 and tn →∞ that satisfies
v(ξ) ≤ e−M((n+1)ξ), |ξ| ≥ tn, n ≥ 1.
Let ln denote the line through the points (tn, ntn) and (tn+1, (n + 1)tn+1), and define
ε(t) = ln(t) for t ∈ [tn, tn+1). The function ε is supordinate and satisfies (4.6).
Therefore it suffices to show that for every supordinate function ε there is a sequence
hj ∈ R and C > 0 such that Mhj (t) ≤ M(ε(t)) + C for all t ≥ 0. We may assume
without loss of generality that ε(t)/t tends increasingly to∞, for otherwise we can find
another supordinate function ε˜ with ε˜ ≤ ε that does satisfy this property. Define hp,
p ≥ 1, as the unique solution of ε(mp/hp) = mp and h0 = h1. The sequences mp/hp
and hp tend increasingly to infinity. Let t ≥ max{m1/h1,M1h1/M20} be arbitrary and
suppose that mp/hp ≤ t ≤ mp+1/hp+1 for some p ≥ 1. Since hpt ≤ ε(t), we have that
Mhj (t) ≤ sup
q≥1
log
q∏
j=1
hjt
mj
+ log h0 = log
p∏
j=1
hjt
mj
+ log h0 ≤ log
p∏
j=1
ε(t)
mj
+ log h0
≤M(ε(t)) + log h0.
(ii) See [11, Lemma 4.5(i)]. 
We are now able to state and prove the projective description of the space B{Mp}V (Rd).
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Proposition 4.16. A function ϕ ∈ C∞(Rd) belongs to B{Mp}V (Rd) if and only if
‖ϕ‖BMp,hjv := supα∈Nd
sup
x∈Rd
|ϕ(α)(x)|v(x)
Mα
∏|α|
j=0 hj
<∞
for all v ∈ V and hj ∈ R. Moreover, the topology of B{Mp}V (Rd) is generated by the
system of seminorms {‖ · ‖BMp,hjv : v ∈ V , hj ∈ R}.
Proof. The first part follows from Lemma 4.12 and the fact that for a sequence of
positive numbers (aj)j∈N it holds that supj∈N ajn
j < ∞ for all n ∈ N if and only if
supj∈N aj
∏j
m=0 hm < ∞ for some hj ∈ R [22, Lemma 3.4]. Next, we show the topo-
logical assertion. Clearly, every seminorm ‖ · ‖BMp,rjv acts continuously on B
{Mp}
V (R
d).
Conversely, let p be an arbitrary seminorm on B{Mp}V (Rd). There is a strongly bounded
set B ⊂ B′{Mp}V (Rd) such that
p(ϕ) ≤ sup
f∈B
|〈f, ϕ〉|, ϕ ∈ B{Mp}V (Rd).
Let ψ, γ ∈ S(Mp)(Ap) (Rd)\{0} with (γ, ψ)L2 = 1. Lemma 4.3 implies that
sup
f∈B
sup
(x,ξ)∈R2d
|Vψf(x, ξ)|
vn(x)eM(ξ/n)
<∞
for all n ∈ N. Lemma 4.12 and Lemma 4.15 therefore imply that
|Vψf(x, ξ)| ≤ v(x)eMhj (ξ), f ∈ B,
for some v ∈ V and hj ∈ R. By [30, Lemma 2.3] there is h′j ∈ R such that h′j ≤ hj for
j large enough and
p+q∏
j=0
h′j ≤ 2p+q
p∏
j=0
h′j
q∏
j=0
h′j , p, q ∈ N,
which implies that the weight sequence Mp
∏p
j=0 h
′
j satisfies (M.1) and (M.2) (with the
constant 2H instead of H). Furthermore, by Lemma 4.13, there is v ∈ V such that
v(x)/v(x) = O(|x|−(d+1)) while Lemma 4.14 yields the existence of v ∈ V such that
v(x+ t) ≤ v(x)eA(t), x, t ∈ Rd.
Hence Corollary 4.10 and Lemma 4.4 imply that
sup
f∈B
|〈f, ϕ〉| ≤ sup
f∈B
∫ ∫
R2d
|Vψf(x, ξ)||Vγϕ(x,−ξ)|dxdξ
≤ C
∫ ∫
R2d
v(x)e
Mh′
j
(ξ)|Vγϕ(x,−ξ)|dxdξ
≤ C ′ sup
(x,ξ)∈R2d
|Vγϕ(x, ξ)|v(x)eMh′j/(2H)(ξ)
≤ C ′′‖ϕ‖
B
Mp,pih
′
j
/(2H
√
d)
v
. 
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4.2. Characterization via convolution averages. In this subsection we character-
ize the elements f of B′∗W(Rd) and B′∗V (Rd) in terms of the growth of the convolution
averages f ∗ ϕ with respect to ϕ ∈ S∗† (Rd). We start with the following simple lemma
whose verification is left to the reader.
Lemma 4.17. Let w and v be positive functions on Rd satisfying (4.3). Then,
‖Txϕ‖BMp,hv ≤ Cw(x)‖ϕ‖SMp,hAp,λ , ϕ ∈ S
Mp,h
Ap,λ
(Rd).
Lemma 4.18. Let ψ ∈ S(Mp)(Ap) (Rd). For every hj ∈ R (h > 0) there is a bounded set
B ⊂ S(Mp)(Ap) (Rd) (B ⊂ S
{Mp}
{Ap} (R
d)) such that
|Vψf(x, ξ)|e−M
hj (ξ) ≤ sup
ϕ∈B
|(f ∗ ϕ)(x)|, f ∈ S ′(Mp)(Ap) (Rd),(
|Vψf(x, ξ)|e−M(hξ) ≤ sup
ϕ∈B
|(f ∗ ϕ)(x)|, f ∈ S ′{Mp}{Ap} (Rd)
)
.
Proof. The set
B = {e−Mhj (ξ)Mξψˇ : ξ ∈ Rd}
(
B = {e−M(hξ)Mξψˇ : ξ ∈ Rd}
)
is bounded in S(Mp)(Ap) (Rd) (in S
{Mp}
{Ap} (R
d)). Hence
|Vψf(x, ξ)|e−M
hj (ξ) = |(f ∗Mξψˇ)(x)|e−M
hj (ξ) ≤ sup
ϕ∈B
|(f ∗ ϕ)(x)|(
|Vψf(x, ξ)|e−M(hξ) = |(f ∗Mξψˇ)(x)|e−M(hξ) ≤ sup
ϕ∈B
|(f ∗ ϕ)(x)|
)
for all f ∈ S ′(Mp)(Ap) (Rd) (f ∈ S
′{Mp}
{Ap} (R
d)). 
Given an increasing (decreasing) weight systemW = (wN)N (V = (vn)n) we define its
dual weight system as the decreasing (increasing) weight system given byW◦ := (w−1N )N
(V◦ := (v−1n )n).
Theorem 4.19. Let f ∈ S ′∗† (Rd). The following statements are equivalent:
(i) f ∈ B′∗W(Rd).
(ii) f ∗ ϕ ∈ W◦C(Rd) for all ϕ ∈ S∗† (Rd).
(iii) f ∗ ϕ ∈ W◦C(Rd) for all ϕ ∈ S∗† (Rd) and the mapping
∗f : S∗† (Rd)→W◦C(Rd) : ϕ→ f ∗ ϕ
is continuous.
(iv) f ∗ ϕ ∈ B∗W◦(Rd) for all ϕ ∈ S∗† (Rd).
(v) f ∗ ϕ ∈ B∗W◦(Rd) for all ϕ ∈ S∗† (Rd) and the mapping
∗f : S∗† (Rd)→ B∗W◦(Rd) : ϕ→ f ∗ ϕ
is continuous.
26 A. DEBROUWERE AND J. VINDAS
Proof. (i)⇒ (ii) Consequence of Lemma 4.17.
(ii) ⇒ (iii) Follows from De Wilde’s closed graph theorem and the fact that the
mapping ∗f : S∗† (Rd)→ S ′∗† (Rd) is continuous.
(iii) ⇒ (iv) We first show the Beurling case. By Grothendieck’s factorization theo-
rem there is N ∈ N such that the mapping ∗f : S(Mp)(Ap) (Rd)→ Cw−1N (Rd) is well-defined
and continuous. Let ϕ ∈ S(Mp)(Ap) (Rd) be arbitrary. For every h > 0 the set
Bh =
{
h|α|ϕ(α)
Mα
: α ∈ Nd
}
is bounded in S(Mp)(Ap) (Rd). Hence
‖f ∗ ϕ‖BMp,h
w−1
N
= sup
α∈Nd
sup
x∈Rd
h|α||(f ∗ ϕ(α))(x)|
MαwN(x)
= sup
χ∈Bh
‖f ∗ χ‖w−1N <∞.
Next, we consider the Roumieu case. Let ϕ ∈ S{Mp}{Ap} (Rd) be arbitrary and suppose that
ϕ ∈ SMp,hAp,λ (Rd) for some h, λ > 0. The set
B =
{
(h/H)|α|ϕ(α)
Mα
: α ∈ Nd
}
is bounded in SMp,h/HAp,λ (Rd). There is N ∈ N such that the mapping ∗f : S
Mp,h/H
Ap,λ
(Rd)→
Cw−1N (R
d) is well-defined and continuous. Hence
‖f ∗ ϕ‖BMp,h/H
w−1
N
= sup
α∈Nd
sup
x∈Rd
(h/H)|α||(f ∗ ϕ(α))(x)|
MαwN(x)
= sup
χ∈B
‖f ∗ χ‖w−1N <∞.
(iv) ⇒ (v) Follows from De Wilde’s closed graph theorem and the fact that the
mapping ∗f : S∗† (Rd)→ S ′∗† (Rd) is continuous.
(v)⇒ (iii) Obvious.
(iii)⇒ (i) Let ψ ∈ S(Mp)(Ap) (Rd)\{0}. By Proposition 4.8 it suffices to show
∃h > 0 ∃N ∈ N (∀h > 0 ∃N ∈ N) : sup
(x,ξ)∈R2d
|Vψf(x, ξ)|
wN(x)eM(hξ)
<∞.
We first show the Beurling case. The above estimate is equivalent to (cf. Lemma 4.11
and Lemma 4.15)
∃N ∈ N ∀hj ∈ R : sup
(x,ξ)∈R2d
|Vψf(x, ξ)|
wN(x)eM
hj (ξ)
<∞.
By Grothendieck’s factorization theorem there is N ∈ N such that the mapping ∗f :
S(Mp)(Ap) (Rd) → Cw−1N (Rd) is well-defined and continuous. Lemma 4.18 implies that for
every hj ∈ R there is a bounded set B ⊂ S(Mp)(Ap) (Rd) such that
|Vψf(x, ξ)|e−M
hj (ξ) ≤ sup
ϕ∈B
|(f ∗ ϕ)(x)| ≤ sup
ϕ∈B
‖f ∗ ϕ‖w−1N wN(x).
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Next, we consider the Roumieu case. Let h > 0 be arbitrary. By Lemma 4.18 we find
a bounded set B ⊂ S{Mp}{Ap} (Rd) such that
|Vψf(x, ξ)|eM(hξ) ≤ sup
ϕ∈B
|(f ∗ ϕ)(x)|.
Suppose that B is contained and bounded in SMp,kAp,λ (Rd) for some k, λ > 0. There
is N ∈ N such that the mapping ∗f : SMp,kAp,λ (Rd) → Cw−1N (Rd) is well-defined and
continuous. Hence
|Vψf(x, ξ)|eM(hξ) ≤ sup
ϕ∈B
‖f ∗ ϕ‖w−1N wN(x).

Theorem 4.20. Let f ∈ S ′∗† (Rd). The following statements are equivalent:
(i) f ∈ B′∗V (Rd).
(ii) f ∗ ϕ ∈ V◦C(Rd) for all ϕ ∈ S∗† (Rd).
(iii) f ∗ ϕ ∈ V◦C(Rd) for all ϕ ∈ S∗† (Rd) and the mapping
∗f : S∗† (Rd)→ V◦C(Rd) : ϕ→ f ∗ ϕ
is continuous.
(iv) f ∗ ϕ ∈ B∗V◦(Rd) for all ϕ ∈ S∗† (Rd).
(v) f ∗ ϕ ∈ B∗V◦(Rd) for all ϕ ∈ S∗† (Rd) and the mapping
∗f : S∗† (Rd)→ B∗V◦(Rd) : ϕ→ f ∗ ϕ
is continuous.
Proof. The proof is similar to the one of Theorem 4.19 and therefore omitted. 
In the next two corollaries we employ the notation ‡ = (Bp) or {Bp} to treat the
Beurling and Roumieu case simultaneously. However, ∗ and ‡ are always both either
of Roumieu or Beurling type, that is, we only consider the classical Gelfand-Shilov
spaces (3.5) and not the mixed type spaces (3.6). Notice that these corollaries improve
results from2 [15, 29] that were obtained under much stronger assumptions and rather
different methods (via the parametrix method).
Corollary 4.21. Let Bp be a weight sequence satisfying (M.1) and (M.2) such that
Ap ⊂ Bp. For f ∈ S ′∗† (Rd) the following statements are equivalent:
(i) f ∈ S ′∗‡ (Rd).
(ii) f ∗ ϕ ∈ V(Bp)C(Rd) (f ∗ ϕ ∈ W{Bp}C(Rd)) for all ϕ ∈ S∗† (Rd).
(iii) f ∗ ϕ ∈ O∗,‡C (Rd) for all ϕ ∈ S∗† (Rd).
2Our spaces O′∗,∗C (Rd) are the same as the convolutor spaces denoted by O′∗C (Rd) in [15]. We point
out however that, due to an error carried from [14, Prop. 2] to the proof of [15, Thm. 3.2] in the
Roumieu case, the space X = O{Mp}C (Rd) defined on [15, p. 407] is not a predual of O′{Mp}C (Rd) since
one only has X ′ ( O′{Mp}C (Rd).
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Corollary 4.22. Let Bp be a weight sequence satisfying (M.1) and (M.2) such that
Ap ⊂ Bp. For f ∈ S ′∗† (Rd) the following statements are equivalent:
(i) f ∈ O′∗,‡C (Rd).
(ii) f ∗ ϕ ∈ W(Bp)C(Rd) (f ∗ ϕ ∈ V{Bp}C(Rd)) for all ϕ ∈ S∗† (Rd).
(iii) f ∗ ϕ ∈ S∗‡ (Rd) for all ϕ ∈ S∗† (Rd).
Remark 4.23. If Mp is non-quasianalytic, it is clear that one may replace “for all
ϕ ∈ S∗† (Rd)” by “for all ϕ ∈ D∗(Rd)” in all statements from Theorem 4.19, Theorem
4.20, Corollary 4.21, and Corollary 4.22.
4.3. Topological properties. For an (LF )-space E = lim−→En we define
S = {B ⊂ E : B is contained and bounded in En for some n ∈ N}.
We write bs(E ′, E) for the S-topology on E ′ (the topology of uniform convergence
on sets of S). Grothendieck’s factorization theorem implies that bs(E ′, E) does not
depend on the defining inductive spectrum of E. The first goal of this subsection is to
show the ensuing two theorems.
Theorem 4.24. The following three topologies coincide on B′∗W(Rd):
(i) The initial topology with respect to the mapping
B′∗W(Rd)→ Lb(S∗† (Rd),B∗W◦(Rd)) : f → ∗f .
(ii) The initial topology with respect to the mapping
B′∗W(Rd)→ Lb(S∗† (Rd),W◦C(Rd)) : f → ∗f .
(iii) b(B′(Mp)W (Rd),B(Mp)W (Rd)) (bs(B′{Mp}W (Rd),B{Mp}W (Rd))).
Proof. The first topology is clearly finer than the second one. In order to prove that
the second topology is finer than the third one, we need to show that for every bounded
set B ⊂ B(Mp)W (Rd) (for every h > 0 and every bounded set B ⊂ BMp,hW (Rd)) there is a
bounded set B′ ⊂ S(Mp)(Ap) (Rd) (B′ ⊂ S
{Mp}
{Ap} (R
d)), v ∈ V (W◦), and C > 0 such that
sup
ϕ∈B
|〈f, ϕ〉| ≤ C sup
ϕ∈B′
‖f ∗ ϕ‖v
for all f ∈ B′(Mp)W (Rd) (f ∈ B′{Mp}W (Rd)). Choose ψ, γ ∈ S(Mp)(Ap) (Rd) such that (γ, ψ)L2 =
1. We first treat the Beurling case. Lemma 4.4 implies that
sup
ϕ∈B
sup
(x,ξ)∈R2d
|Vγϕ(x, ξ)|wN(x)eM(hξ) <∞
for all N ∈ N and h > 0, which, by Lemma 4.12 and Lemma 4.15, is equivalent to
sup
ϕ∈B
sup
(x,ξ)∈R2d
|Vγϕ(x, ξ)|eMhj (ξ)
v(x)
<∞
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for some v ∈ V (W◦) and hj ∈ R. By Lemma 4.13 there is v ∈ V (W◦) such that
v(x)/v(x) = O(|x|−(d+1)). Hence Corollary 4.10 and Lemma 4.18 yield that
sup
ϕ∈B
|〈f, ϕ〉| ≤ sup
ϕ∈B
∫ ∫
R2d
|Vψf(x, ξ)||Vγϕ(x,−ξ)|dxdξ
≤ C sup
(x,ξ)∈R2d
|Vψf(x, ξ)|v(x)e−M
hj/H (ξ)
≤ C sup
ϕ∈B′
‖f ∗ ϕ‖v,
for some bounded set B′ ⊂ S(Mp)(Ap) (Rd). Next, we consider the Roumieu case. Set
k = πh/
√
d. Lemma 4.4 implies that
sup
ϕ∈B
sup
(x,ξ)∈R2d
|Vγϕ(x, ξ)|wN(x)eM(kξ) <∞
for all N ∈ N, which, by Lemma 4.12, is equivalent to
sup
ϕ∈B
sup
(x,ξ)∈R2d
|Vγϕ(x, ξ)|eM(kξ)
v(x)
<∞
for some v ∈ V (W◦). Using Lemma 4.13, there is v ∈ V (W◦) such that v(x)/v(x) =
O(|x|−(d+1)). Hence, in view of Corollary 4.10 and Lemma 4.18,
sup
ϕ∈B
|〈f, ϕ〉| ≤ sup
ϕ∈B
∫ ∫
R2d
|Vψf(x, ξ)||Vγϕ(x,−ξ)|dxdξ
≤ C sup
(x,ξ)∈R2d
|Vψf(x, ξ)|v(x)e−M(kξ/H)
≤ C sup
ϕ∈B′
‖f ∗ ϕ‖v,
for some bounded set B′ ⊂ S{Mp}{Ap} (Rd).
Finally, we show that the third topology is finer than the first one. We start with the
Beurling case. Since the strong dual of B(Mp)W (Rd) is bornological (cf. Proposition 3.4),
it suffices to show that every strongly bounded set B in B′(Mp)W (Rd) is also bounded for
the first topology. Let N ∈ N and C, h > 0 be such that
|〈f, ϕ〉| ≤ C‖ϕ‖BMp,hwN , ϕ ∈ B
(Mp)
W (R
d),
for all f ∈ B. There is M > N such that
wN(x+ t) ≤ C ′wM(x)eA(λt), x, t ∈ Rd,
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for some C ′, λ > 0. Hence Lemma 4.17 implies that for every bounded set B′ ⊂
S(Mp)(Ap) (Rd) and every k > 0 it holds that
sup
f∈B
sup
ϕ∈B′
‖f ∗ ϕ‖
B
Mp,k
wM
≤ C sup
ϕ∈B′
sup
α∈Nd
sup
x∈Rd
k|α|‖Tx(ϕˇ(α))‖BMp,hwN
MαwM(x)
≤ CC ′ sup
ϕ∈B′
sup
α∈Nd
k|α|‖ϕ(α)‖SMp,hAp,λ
Mα
<∞,
whence B is bounded for the first topology. Next, we consider the Roumieu case. By
Proposition 4.16 it suffices to show that for every bounded set B ⊂ S{Mp}{Ap} (Rd), every
v ∈ V (W◦) and every hj ∈ R, there are h > 0 and a bounded set B′ ⊂ BMp,hW (Rd) such
that
sup
ϕ∈B
‖f ∗ ϕ‖BMp,hjv ≤ supϕ∈B′ |〈f, ϕ〉|,
for all f ∈ B′{Mp}W (Rd). Let k, λ > 0 be such that B is contained and bounded in
SMp,kAp,λ (Rd). Lemma 4.17 implies that
B′ =
{
Tx(ϕˇ
(α))v(x)
Mα
∏|α|
j=0 hj
: ϕ ∈ B, α ∈ Nd, x ∈ Rd
}
is bounded in BMp,k/HW (Rd). Hence
sup
ϕ∈B
‖f ∗ ϕ‖BMp,hjv ≤ supϕ∈B supα∈Nd
sup
x∈Rd
|〈f, Tx(ϕˇ(α))〉|v(x)
Mα
∏|α|
j=0 hj
≤ sup
ϕ∈B′
|〈f, ϕ〉|.

Theorem 4.25. The following three topologies coincide on B′∗V (Rd):
(i) The initial topology with respect to the mapping
B′∗V (Rd)→ Lb(S∗† (Rd),B∗V◦(Rd)) : f → ∗f .
(ii) The initial topology with respect to the mapping
B′∗V (Rd)→ Lb(S∗† (Rd),V◦C(Rd)) : f → ∗f .
(iii) bs(B′(Mp)V (Rd),B(Mp)V (Rd)) (b(B′{Mp}V (Rd),B{Mp}V (Rd))).
Proof. The proof is similar (but simpler) to the one of Theorem 4.24 and therefore
omitted. 
We endow B′{Mp}W (Rd) and B′(Mp)V (Rd) with one of the three identical topologies con-
sidered in Theorem 4.24 and Theorem 4.25, respectively.
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Lemma 4.26. The embedding
(4.7) ι : S∗† (Rd)→ B′∗W(Rd) : ϕ→
(
ψ →
∫
Rd
ϕ(x)ψ(x)dx
)
has dense range.
Proof. By Corollary 4.2 it suffices to show that
ι : B∗W◦(Rd)→ B′∗W(Rd) : ϕ→
(
ψ →
∫
Rd
ϕ(x)ψ(x)dx
)
has dense range. Choose χ ∈ S(Mp)(Ap) (Rd) with
∫
Rd
χ(x)dx = 1 and set χn = n
dχ(n·), n ≥
1. Fix f ∈ B′∗W(Rd), by Theorem 4.19 we have that f ∗ χn ∈ B∗W◦(Rd). We claim that
ι(f ∗ χn)→ f in B′∗W(Rd), or, equivalently, that ∗ι(f∗χn) → ∗f in Lb(S∗† (Rd),B∗W◦(Rd)).
Since ∗ι(f∗χn) = ∗f ◦∗χn , where ∗χn ∈ L(S∗† (Rd),S∗† (Rd)) is defined via ∗χn(ϕ) = χn ∗ϕ,
ϕ ∈ S∗† (Rd), the claim follows from the fact that ∗χn → id in Lb(S∗† (Rd),S∗† (Rd)). 
Lemma 4.27. The embedding
ι : S∗† (Rd)→ B′∗V (Rd) : ϕ→
(
ψ →
∫
Rd
ϕ(x)ψ(x)dx
)
has dense range.
Proof. This can be shown in the same way as Lemma 4.26. 
The ensuing two theorems may be considered as quantified versions of Grothendieck’s
theorem [20, Chap. II, Thm. 16, p. 131] in the setting of tempered ultradistributions.
Theorem 4.28. B′{Mp}W (Rd) is a (PLS)-space3 whose strong dual is canonically iso-
morphic to B{Mp}W (Rd), i.e., the embedding
(4.8) B{Mp}W (Rd)→ (B′{Mp}W (Rd))′b : ϕ→ (f → 〈f, ϕ〉)
is a topological isomorphism. Moreover, consider the following conditions:
(i) W satisfies (DN).
(ii) B{Mp}W (Rd) satisfies one of the equivalent conditions (ii)–(v) from Theorem 3.6.
(iii) B′{Mp}W (Rd) is ultrabornological.
(iv) B′{Mp}W (Rd) is equal to the strong dual of B{Mp}W (Rd).
Then, (i) ⇒ (ii) ⇒ (iii) ⇒ (iv) ⇒ (ii). Furthermore, if Mp satisfies (M.1), (M.2),
and (M.3), then (ii)⇒ (i).
Proof. We first show that B′{Mp}W (Rd) is a (PLS)-space. Lb(S{Mp}{Ap} (Rd),B
{Mp}
W◦ (R
d)) is
a (PLS)-space because of Proposition 3.4 and the fact that Lb(E, F ) ∼= Lb(F ′b, E ′b)
is a (PLS)-space for general (DFS)-spaces E and F [17, Prop. 4.3]. Since a closed
subspace of a (PLS)-space is again a (PLS)-space, it therefore suffices to show that
3A l.c.s. is said to be a (PLS)-space if it can be written as the projective limit of a projective
spectrum consisting of (DFS)-spaces. We refer to the survey article [16] for more information on
(PLS)-spaces.
32 A. DEBROUWERE AND J. VINDAS
the embedding B′{Mp}W (Rd)→ Lb(S{Mp}{Ap} (Rd),B
{Mp}
W◦ (R
d)) : f → ∗f has closed range. Let
(fi)i ⊂ B′{Mp}W (Rd) be a net such that ∗fi → S in Lb(S{Mp}{Ap} (Rd),B
{Mp}
W◦ (R
d)). Define
〈f, ϕ〉 := S(ϕˇ)(0), ϕ ∈ S{Mp}{Ap} (Rd).
Clearly, f ∈ S ′{Mp}{Ap} (Rd). Moreover, for each ϕ ∈ S
{Mp}
{Ap} (R
d) we have that
(f ∗ ϕ)(x) = 〈f, Txϕˇ〉 = S(T−xϕ)(0) = lim
i
(fi ∗ T−xϕ)(0)
= (T−x lim
i
(fi ∗ ϕ))(0) = (T−xS(ϕ))(0) = S(ϕ)(x).
This shows that S = ∗f and, by Theorem 4.19, f ∈ B′{Mp}W (Rd).
Next, we show that (4.8) is a topological isomorphism. Clearly, the bs-topology is
coarser than the strong topology and finer than the weak-∗ topology on B′{Mp}W (Rd). The
fact that B{Mp}W (Rd) is barreled (as it is an (LF )-space) therefore implies that a subset
of B′{Mp}W (Rd) is equicontinuous if and only if it is bs-bounded, which in turn yields that
(4.8) is a strict morphism. We now show that it is surjective. Let Φ ∈ (B′{Mp}W (Rd))′ be
arbitrary and set f = Φ◦ι ∈ S ′{Mp}{Ap} (Rd), where ι is defined via (4.7). We claim that f ∈
B{Mp}W (Rd), i.e., that there is χ ∈ B{Mp}W (Rd) such that 〈f, ϕ〉 =
∫
Rd
χ(x)ϕ(x)dx for all
ϕ ∈ S{Mp}{Ap} (Rd). Hence Φ(ι(ϕ)) =
∫
Rd
χ(x)ϕ(x)dx = 〈ι(ϕ), χ〉 for all ϕ ∈ S{Mp}{Ap} (Rd) and
the result would follow from the fact that ι(S{Mp}{Ap} (Rd)) is dense in B
′{Mp}
W (R
d) (Lemma
4.26). We now prove the claim with the aid of Proposition 4.6. Let ψ ∈ S(Mp)(Ap) (Rd)\{0}.
Since Φ is continuous, there are h > 0 and a bounded set B ⊂ BMp,hW (Rd) such that
|Vψf(x, ξ)| = |〈f,MξTxψ〉| = |Φ(ι(MξTxψ))| ≤ sup
ϕ∈B
|〈ι(MξTxψ), ϕ〉|
= sup
ϕ∈B
∣∣∣∣∫
Rd
ϕ(t)MξTxψ(t)dt
∣∣∣∣ = sup
ϕ∈B
|Vψϕ(x, ξ)|.
Hence, the required bounds for |Vψf | directly follow from Lemma 4.4.
We now turn to the chain of implications. (i)⇒ (ii) and (ii)⇒ (i) (under the extra
assumption that Mp satisfies (M.1), (M.2), and (M.3)) have already been shown in
Theorem 3.6.
(ii)⇒ (iii) Since for general (LF )-spaces E it holds that bs(E ′, E) = b(E ′, E) if E is
regular, we obtain that B′{Mp}W (Rd) is equal to the strong dual of B{Mp}W (Rd). Hence (iii)
follows from Proposition 3.4 and the fact that the strong dual of a complete Schwartz
space is ultrabornological [32, p. 43].
(iii)⇒ (iv) The strong topology on B′{Mp}W (Rd) is clearly finer than the bs-topology.
As the strong dual of an (LF )-space is strictly webbed [13, Prop. IV.3.3], they are
identical by De Wilde’s open mapping theorem.
(iv) ⇒ (ii) Since the mapping (4.8) is a topological isomorphism, B{Mp}W (Rd) is
reflexive and, thus, quasi-complete. 
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Theorem 4.29. B′(Mp)V (Rd) is a (PLS)-space whose strong dual is canonically isomor-
phic to B(Mp)V (Rd). Moreover, consider the following conditions:
(i) V satisfies (Ω).
(ii) B(Mp)V (Rd) satisfies one of the equivalent conditions (ii)-(v) from Theorem 3.7.
(iii) B′(Mp)V (Rd) is ultrabornological.
(iv) B′(Mp)V (Rd) is equal to the strong dual of B(Mp)V (Rd).
Then, (i) ⇒ (ii) ⇒ (iii) ⇒ (iv) ⇒ (ii). Furthermore, if Mp satisfies (M.1), (M.2),
and (M.3), then (ii)⇒ (i).
Proof. The proof is similar to the one of Theorem 4.28 and therefore omitted. 
The next two corollaries settle answers to the question posed after [15, Thm. 3.3, p.
413].
Corollary 4.30. Let Mp and Ap be weight sequences satisfying our standard assump-
tions (2.4). Then, O′(Mp),(Ap)C (Rd) is ultrabornological if Ap satisfies (M.2)∗. If, in
addition, Mp satisfies (M.1), (M.2), and (M.3), then O′(Mp),(Ap)C (Rd) is ultrabornologi-
cal if and only if Ap satisfies (M.2)
∗.
Naturally, in view of Theorem 4.25 and Theorem 4.29, the space O′(Mp),(Ap)C (Rd) is
ultrabornological if and only if the strong topology on O′(Mp),(Ap)C (Rd) coincides with
the initial topology with respect to the mapping
O′(Mp),(Ap)C (Rd)→ Lb(S(Mp)(Ap) (Rd),S
(Mp)
(Ap)
(Rd)) : f → ∗f .
On the other hand, by Remark 3.10, the situation in the Roumieu case is completely
different from that of Corollary 4.30.
Corollary 4.31. Let Mp be a weight sequence satisfying (M.1), (M.2), and (M.3), and
let Ap be a weight sequence satisfying (M.1) and (M.2). Then, O′{Mp},{Ap}C (Rd) is not
ultrabornological; in particular, the strong topology on O′{Mp},{Ap}C (Rd) is strictly finer
than the initial topology with respect to the mapping
O′{Mp},{Ap}C (Rd)→ Lb(S{Mp}{Ap} (Rd),S
{Mp}
{Ap} (R
d)) : f → ∗f .
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