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A reflection class (RX) over a finite set A is a conjugacy class of a reflection 
(permutation of order 62) of A. It was known that for no REC X, Xz = AR(n) 
holds, and that for some RECs X, X4 = AIt holds (n > 5). Let i > 0, and 
let c(e) denote the number of cycles of 0 ES(~). Let Xi = {# ES(?Z): l,P = 1, 
# has exactly i fixed points). We prove that BgXS3 if and only if: (1) i = IZ 
(mod 2); (2) The parity of Xi equals the parity of 0; and (3) i < $-(a + 2 c(e)). 
As a consequence, {X: X is a REC, X3 r-2 AIt( and (X: X is a RET, X3 --: 
S(n) - Alt(~z)) are determined. 
Let ,4 be a finite nonempty set and let S(A) (M(A)) denote the group of 
{even) permutations of A. For 8. #J ES(A) put 8 -J + if 19 and C+ are 
conjugate over S(A), that is, 0 = p-$%p for some p ES(A). For I < k let 
2 GADI MORAN 
It was known that for no reflection (permutation of order ~2) &, 
(*) holds. On the other hand, it is easy to see that every $,, that has one 
nontrivial odd cycle is a product of two conjugate,reflections (These facts 
follow, for example, from Theorem 2.0 below). Thus, from Bertram’s result 
it follows that there is a fixed reflection +,, such that 
(**I v’e E AW) Qd& bo). 
Bertram asked whether a reflection $,, exists, so that 
(***I vd E AW) Q&A A,>. 
In this paper we give a positive answer to this question, and determine 
all reflections &, in s(n) for which (xc*) holds. Note that 0 N 8’, 4 N +‘, 
and Qdk $1 imply Qd@, 47, and recall that the conjugacy class of 
$t E s(n) is uniquely determined by the function $ with B(j) = number of 
cycles of q5 of 1ength.j [IO, 1.3.111. 
Letp(2k) = O;p(2k + 1) = 1. The reflections 4 with the property (WM) 
are given by 
THEOREM 0. Every permutation in AIt is a product ofthree conjugates 
of a reflection 4 f S(n) with precisely i fixed points if and only if: 
(1) i = n (mod 2), 
(2) 4 . (n - i) E 0 (mod 2), 
(3) 0 < i < -$(n + 2(1 + p(n + 1))). 
Theorem 0 has an “odd’‘-counterpart: 
THEOREM 1. Every odd permutation in S(n) is a product of three 
conjugates of a reflection 4 E S(n) with precisely ifixedpoints ifand only if: 
(1) i = n (mod 2), 
(2) & - (n - i) = 1 (mod 2), 
(3) 0 < i < & * (n + 2(1 + p(n))). 
in [7] it is shown that an even permutation with one nontrivial cycle of 
length 3 is not a product of three reflections with no fixed points. In a 
similar way one shows that the same holds for an odd permutation having 
two nontrivial cycles, one of length 2 and one of length 3 (see 
[6, Theorem 31). Thus, “every odd (even) 8 E S(n) is a product of three 
conjugates of &,” implies that +,, is not a reflection with no fixed points. 
In Section 2 we develop the necessary notation and formulate our 
central result as Theorem 2. As Corollary 1 indicates, it could be regarded 
as the finite version of: 
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THEOREM 3 [6f. Let A be an inj%te set, 0 < i a &?ite cardi~l, 
Ri = {zj E S(A): $3 = 1, # h as exactly i Jixed points}. Then S(A) y= Rise 
From Theorem 2 follows a simple, necessary and sufficient condition for 
a permutation to be a product of three reflections with exactly i fixed points 
(Corollary 2). Theorems 0 and I follow. 
1. PRE~,IMP.IARIES AND RESULT 
A natural number p1 is identified with the set of its predecessors. Thus, 
0 = ia the empty set, and 2 = (0, 1). iar, = (0, 1,2,...) denotes the set 
of all natural numbers, and N = (1, 2 ,... } L- IV, -- (0). F denotes the set 
of all finite subsets of N,, . Thus, N,, 6 F. For A EF, [ A / E N, is the 
cardinality of A. S(A) is the set of all permutations of A, and 
S = IJ {S(A): A E F}. We make the convention that S( @) has a unique 
member o. For XC S, let X(A) = X n S(A). For 0 E S(A) we write 
D(e) = A. We shall often write X(8) rather than X(0(8)). 
The associative partial operations + and * are defined over S as follows. 
8 = 8,. 8, is defined iff D(6,) = II(&), and then D(e) = D(0,) and 
B(k) = fI,(O,(Ic)) for k E D(8). 8, --t 8, is defined iff D(0,) n D(8,) = o 
and then D(B, --I- 0,) = D(L),) u D(@,), and 8(k) = B,(k) if k E II 
(j = 1, 2). 
Clearly, + is also commutative, and o satisfies 8 + o = 0 for all 6’ ES. 
Note that if A’, A” E& A’ n A” = 0, 8’, (6’ E S(A’), O”, $” E S(A”), 
then: (8’ + ey(+’ + y!T) = ,‘@ --I- tY#‘. 
ForX, YCSdefineX. Y,X-+ Yby: 
x”Y-=(g.,:~E:X,73EY,D(~)--(71)} 
X-I- Y={%-~77:5EX,7]EY,L)(5)nD(rl)~-~ ,@I>. 
For /‘c ;> 1 we shall use XL to denote the product X, I.. XI,,: where Xi = X 
for 1 .<.j < k. 
A type is a function ,f: N +. N,, that vanishes almost every where Let 
6” G S. The (co~?i~~ac.~) type of B is the type ii defined by Q(B) .= n ~~~~~ of 
cycles of 0 of length n. For a ty~~,~d~~~~ [7]: 
(cardil~ality of the domain) 
ev(j) = 23 f(h) 
rl.tN 
ad(f) == j(2n - 1) 
F&EN 
(~~rnber of cycles of even ~~ngt~~ 
(number of cycles of odd length) 
c(f) = ev(.f) --I- ad(j) (n~lml~eK of cycles)). 
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If 0 ES we often write 1 0 /, ev(8) (etc.) rather than 1 $1, ev(@ (etc.). 
For M E N, , p(n) is defined by YE z p(n) (mod 2) and p(n) E 2. For 0 E S, 
p(0) =df p(ev(0)). We denote by j- the addition modulo 2 over 2: 
OjO=lj-l-=0, 0+1=1+0=1. 
We have for q, n2 E N,,: 
PC"1 + %> = PO%) j- P(74. 
And whenever the arguments on the left are defined: 
XC S is said to be of well-de@ed parity (w.d.p) iff for some 0 EX, 
p(P) = p(B) for all 0’ E X. In particular, if X is of w.d.p., then X is 
nonempty. 
For X with w.d.p. p(X) is defined as p(8) where B is any member of X. 
If X, Y are of w.d.p. and 2 = X + Y (2 = X - Y) then either Z = @ or 
else Z is of w.d.p. and we have p(Z) = p(X) -!- p(Y). 
DEFINITION 1.1. Ri = (4 ES: z/?(l) = i, Z&Z) = 0 for n > 2). 
TR = (T E S: ~(2) = 1, T(y1) = 0, for y1 # 2j 
R:i = RF, Rzi = Rii + TR. 
Rii = RR v  Rii . 
R;,i = R;< * Ri , Ef2. 
Riii = Riii u Rjii . 
TR is of w.d.p. and p(TR) = 1. 
Rqi is of w.d.p. andp(R;,) = E (e E 2). 
R&J), R;&) are of w.d.p. if nonempty, i.e., if i < n and p(n) = p(i). 
In these cases 
and 
P(R&)) = P(&(R - i)), 
a(Rti(n)) = p(Ri(4) i- E (6 E 2). 
It follows that Rzi n R:< = R& n Rzi = ,@ . Note that actually Rzii = Rt. 
We list some useful properties of those classes. 
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there are TV’? T:, TV', 7: E 7X so that T’ + T” = (TV’ + r:)(T,’ + T:). For 
j = 1, 2 let $j = #j’ + -rj’ $- T; + #i . Then we have $j E Rifti” and 
$1~4 = A so 4 f R:i . 
This proves (3). 
aroof of (4). 
i~, C (R;:,, -1. R&)( 
ence, by (2) and (3) 
Proof of (0). By (q) we have R,(4) C R,“(4) -~-= R&(4). Pt follows that 
&i for t f 2, so Rf C RTii . Hence Rf . Ri C 
&i y (l), also Rz, = Rfi + TX $ Xiii ) so 
Rfi 
6 GAD1 MORAN 
A necessary and sufficient condition for 8 E Riii is 
(0) P(i) = Al % I> 
(1) i < + * (I % I -t 2(4%) - 4(i, %>)>. 
The proof of Theorem 2 is given in the subsequent sections. 
COROLLARY 1. Let n, i E N, k E N,, , n = 3i + 2k. Then R,,,(n) = S(n). 
ProoJ Let % E S(n). Then we have p(i) = p(I % I) and i = $ * 3i < 
W + 2(4@ - 1)) < *(I 0 I + 2w3) - 46, %I>>. 
COROLLARY 2. Let % E S, i E N. Then % E RF @“and only if: 
(0) 14 0 I> = di>. 
(1) I@> = PMI e I - 9). 
(2) i < +(I % j + 2c(%)). 
Proof. Use Theorem 2, Ri3 = R& , % E R;ii iff % E Riii and 
4% 0) = ~(4 + ~(4 - (I f3 I - iI> = E. I 
We now derive Theorems 0 and 1 in a unified formulation. Let 
SE = (6 ES: p(6) = c}. Thus, So(n) is the alternating group over n, and 
F(n) is the set of all odd permutations over n. 
THEOREM E. Let i, n E N, Then R,“(n) = F(n) if and only if: 
(0) Ai) = ~(4. 
(1) p($(n - i)) = E. 
(2) i d i(n + 31 + An + 1 - E>>). 
Proof. By Corollary 2, all we have to note is that 
Min{c(%): % ES(~) and p(B) = E} = 1 + p(n + 1 - E). i 
Corollary 2 and Theorem E generalized in [8], where Ri” is determined 
for k > 3. The following corollaries of Theorem 2 are needed there. 
COROLLARY 3. Let 0 < i, % ES, p(i) = p(I % I), p(e) = 0 and i < c(e). 
Then 8 E Ri4. 
ProoJ: Let I % j = i + 2t. By p(6) = 0, we have q(i, 6) = p(t). Since 
B z;(B), we have i < $(I % j + 2(c(%) - q(i, %))), so by Theorem 2, 
ZLZ *
Case 0. q(i, %) = 0. Then % E Ri3. Since p(t) = 0, Ri C R? (see (*) 
in the proof of Lemma 1) so Ri3 C Ri4 and we are done. 
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Case 1. q(i, 0) : 1 e Then 5 E I& -= Ri” + (TR) . & . It is easy to see 
that if I A / > i then (I?? -1-b T@(A) C Ri+2Ri(A). Sincep(t) = I, we have 
i < 1 0 1, so 0 E R,+2Ri”. 
Byp(t) = 1 again, &-i-z C Riz9 so we have B E Xi4. 
Corollary 3 can also be proved using Bertram’s result ia [I]? by which 0 
is a product of two cycles of length II - i -- I which belong to Ri2~ 
COROLLARY 4. Let 0 < i < c(B), j B / = i f 2t, 3 < k, p(6) = p(kt). 
Then 0 E Ril;. 
Proof. Since for 1 A / = i -+- 2t the identity of S(A) belongs to dili” 
we have 
(i) Rik C Rt+’ 
if j A / = i + 2t andp(t) = 0 we have in addition R,(A) G Ri2(A), so then 
(ii) R,“(A) C RfIl(A). 
To prove Corollary 4, note that for p(t) = 0 it follows from 0 E Ri3 
(Theorem 2 and p(0) = 0) and (ii), and forp(t) = 1 it follows from 0 E Ri3 
and (i) if p(k) = 1) and from 0 E Ri4 (Corollary 3) and (i) if p(k) = 0. 1 
2. THE CONDITION is NECESSARY 
Let tI F S. Then 8: N -> 2 is defined by d(n) = p(&n)), The following 
theorem is a restatement of 17, Corollary 2.7]. 
THlOREM 12.1~ gr E Rii iy$ 
(1) p(i) = p(l 0 I)* 
(2) B(2) 2 p(O). 
(3) c(B) -I- p(O) * (1 - 2&2)) < i 5: c(B) -.-- p(B). 
Call 7 a ti’anspo,sition if -i’(2) = I, T(n) = 0 for II > 2 ($1) ar~itra~y~. 
The hollowing proposition is easily verified: 
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PROPOSITION 2.3. Let 0, r E S(A), r a transposition. Then ~(87) E: 
cm - 1, 44 4 11. 
COROLLARY 2.4. Let 0, Z,IJ E S(A) and assume that # is a product of 
t transpositions. Then 
c(e) - t < c(O$h) < c(0) + t. 
PROPOSITION 2.5. Let r, i E N,, , n E N, p(i) = p(n). Let i3 E S, I 0 I = n, 
# E Ri(e) and 4 = 6#. Then: 
(1) ~(4) = q(i, 0 
(2) The following two inequalities are equivalent: 
i + q(i, 0) < +(n - i) + r, 
i < +(n + 2(r - q(i, 19))). 
Proof. Let n = 2k + p(n), i = 2j + p(n). Then i(n - i) = k - j. 
(1) holds, sincep($) = P(@) = ~(0) -j-p(#) = ~(0) f- PW - i)) = q(i, 0). 
The following sequence of equivalent inequalities establishes (2): 
i+q(i,@ <k--i+r 
2j+p(n) dk--J+r-qCl(i,@ 
3j < k - p(n) + r - q(i, 0) 
.i ,< +(k - p(n) + r - di, 4) 
i < &(n + 2(r - q(i, 0)). I 
Proof of necessity. Let B E Riii(n). R&n) # 0, so p(i) = p(n). Let 
# E Ri , 4 E Rid satisfy l3 = 4#. So also 8# = cj. By # E Ri , I/ is a product 
of @z - i) transpositions. 
By Proposition 2.4 we have: 
c(4) < c(0) + &(n - i). 
By 4 E Rii , Prop. 2.5(l) and Theorem 2.1 
i + di, 9 G 454 
Thus, i + q(i, 6) < c(O) + &(n - i)* 
By Proposition 2.5: 
i < HI 0 I + 2(@) - 40, 4). I 
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3. TM CONDITION 1s SUFFICIENT IF ~(0) < i 
Let 6’ E S(A), a E A. Then (G)~ == {&(a): n E NJ (The orbit containing a) 
and (A)@ = ((a),: a E A). Thus, (A)8 is a partition of A. e sa)r that 4 
re@z;nes B if (A)” refines (A)O. 0 E S(A) is a cycle if c(B) = = I. 
PRoPosmoN 3.0. Let n E N, i E NO , i < n, p(i) = p(n). Let 0 ES(n) 
be a cycle. Then for some $ E R,(n), (b = ~94 satisjies: 
(1) c(4) = I + $(n - i), 
(2) 6(j) > 0 for at most onej > 1. 
Proof. Let $ E R,(n) satisfy #(a) E {a, &l(a), B(a)). 0 
Let B C A be a 0 invaxiant set (B(B) = B). Then eB denotes the restriction 
of 19 to B. 
PROPOSITION 3.1. Let i, IZ E N, p(i) = p(n), and let 8 ES(~), 
od(0) < i < n. Then for some $ E Ri(n), 4 = e# satisjes: 
(1) q5 refries 8. 
(2) c(4) L= c(0) + $(n - i). 
(3) c<& < c(B) + Q(1). 
Proof. Sy od(0) < 2 << n and p(i) = p(n), we can choose fB r iB for 
E (A)O so that: 
== c(B) .-- g(n -- i) (by (i), (ii)). 
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= &l) + g1 .&L& a = 5@) + Blxo & 648) 
and by (iii): 
COROLLARY 3.2. Let 0 E S(n), p(i) = p(n), c(0) < i < $(n + 2(c(B) - 
q(i, 8))) and q(i, 0) = 0. Then 6 E Riii . 
ProoJ: By Proposition 3.1 we can pick a J, E Ri(n) so that C$ = 6$4 
satisfies ~(4) = c(8) + $ . (n - i), and c(i) < c(0) + 1. By Proposition 2.5, 
i + q(i, 0) < c(e) + 4 . (n - i) = ~(4) is equivalent to 
i G ttn + we) - 46 e))), 
and q(i, 0) = ~(4) so by our assumptions we get: 
44) < i d c($), 
Thus, by Theorem 2.0, C$ E Ri2 = Rj% C Rii . Hence, by $# = 8, z,4 E Ri 
we have 0 E Riii . 1 
COROLLARY 3.3. Let B ES(~) be a re$ection, p(i) = p(n), g(l) < 
i G 4 . (n + 2(c(B) - q(i, 0))). Then B E Riif . 
Proof: First note that for i E 2 we must have #(I) = i, so 0 E Ri C Riii . 
Assume i > 2. As &) = 0 for j > 2, 8(l) = od(8). Let $J E Ri(n) be as 
in Proposition 3.1, 4 = e+. Since 4 refines 8, 4 is a reflection, so 
~(4) = p($(2)) = d(2), and c(d) < 2. Thus we have 
41 + P(#Xl - 2&m = c(d) + &au - &2)) = 49 G 2. 
Now, by Proposition 2.5: 
i + ~(4) = i + 46 0) G c(e) + Qtn - 9 = c<#> 
iff 
i G 302 + we) - di, m. 
Thus by 2 < i < g(n + 2(c(@ - q(i, d))), we have: 
44) + P(W - 2&9) < i < 44) - p(4) 
so by Theorem 2.1, $ E Rii , and 8 = $16 E Rzii . 
cuse a. i < 21’. Make i” = 2 - p(n”>> 2 = i - i”. Clearly, (31, (4), 
and (6) hold. By p(n) = p(i) = p(od(O)), od(0) c c(O) < i implies 
od(8) + 2 < i, so od(#) < t -- 2 < i ~- i” :I: t’. Also i’ < i .< a~‘. This 
shows that (5) holds. 
Case b. n’ < i. Let i” = i -- n’, i’ z-7 12’. (3) clearly holds. By 
p(i) = &I)~ (4) holds. To establish (6), note that i c n by (0), so 
0 < i” < ~2” := M - n’. We now show that (5) holds. 
By nR, &rf) > 0 we have: 
3 B(d) - 1 + 2: fqj) = c(0) - 1 
f#?L” 
so either c(B) = ad(B), and then p(n”) = 1 by s(n”) > 0 and 
od(8) - p(n”) = c(Q) - 1 < i’ 
OY else od(8) < c(0) and 
od(8) - p(d) :< c(B) _- 1 < i’. 
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PROPOSITION 3.4. Let ~1, i E N, p(i) = p(n), 2 < n, i < n. Let % E S(n) 
be a cycle. Then for some # E Ri(n), 4 = %# satisjies 4 = 4’ + r where 
T E Tr and: 
(1) $(I) = +(n - i) - 1 
(2) ~$‘(&(n + i) - 1) = 1. 
Proof. Pick any a E ~1. As c(e) = 1 and n > 2, %-l(a), a and %(a) are 
distinct. Pick /J E R,(n) with #(%-l(a)) = %(a) (possible by i < n), #(a) = a 
(possible by i > 0), and #(b) E {%-l(b), b, 8(b)) for b 6 (%-l(a), a, %(a)>. It is 
easy to check that 4 = %# satisfies q5 = 4 + T, where T E Tr, D(7) = 
(a, %(a)}, and $’ satisfies (1) and (2). 1 
COROLLARY 3.5. Let 0 < i < n, 2 < n, p(i) = p(n), % E S(n), c(e) = 1. 
Then for some $ t Ri(n), 4 = %lJI satisfies 4 = r + d’, where 
(1) ~(4’) = $(n - i) 
(2) c<&> < $'(l) + 1. 
Proof. Let *, 4, (b’, T be as in Proposition 3.4. Then: 
72 - 2 = / 4’ / = C j?(j) > 1 - q(1) + (&(n + i) - 1) 4’(#& + i) - 1) 
JEN 
= 1 * (&(72 - i) - 1) + ($(n + i) - 1) . 1 = II - 2 
so 
&i) = 0 if j${l, *(n + i) - l}. 
(1) and (2) follow. 1 
Proof qf su@ciency for c(e) < i. Assume that 8 E S(n), p(i) = p(n), and 
(0) c(%) < i < Q(n + 2(c(%) - q(i, %)). 
If q(i, %) = 0 then 8 E Riii by Corollary 3.2, so assume further: 
(1) q(i, %) = 1. 
If e(j) = 0 for j > 2 then % E Riii by Corollary 3.3; so assume 
(2) B(d) > 0 for some nN > 2. 
Fix s&h an n” and let n = n’ + n”. We first show that there are i’, 
i” E N,, such thBt 
(3) 
i = i’ 4.. i” 
(4) p(i”) = PW 
(5) od(%) -p(d) < i’ < n’ 
(6) 0 -=c i” < n”. 
By p(i) = p(n) = p(n - 2) = ~$1 & 1) we have 
(0 PW - di #b I). 
y  p(t) = 1, p(qq = q(i, B), (11) and (I) we have 
(ii) p(&) = 0. 
y (Q), (I) and ~~~pQ~iti~~ 2.5 we have 
i < c(0) - 1 -/- *(I2 - i). 
By c($%) = 44’) i- c(f$“), - n n’ - t II/, c(P) = c(B) - 1, (3), (7) and (9): 
c(O) - I + ;(a - i) = c(q$) 
so we have 
(iii) i f C($“). 
Also: 
so by c(P) -= c(O) - 1. (8) and (lo) 
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ThenR,=J+R,.Now,J= TR2CR,2CRW,ROCR,,0,R,,0+ROOCRO0, 
so R,CR,,,,. 
(b) Assume that p(n) = 0, n > 2. By 0 E R,(n) Ro(n), 6 E R,,, will 
follow from R,(n) !Z R,,(n). Now for j A I = 4 we have R,(A) _C Rz2(A) = 
R&9. 
Also, by n > 4, we have R,(n) = u {R,(A) + R&z - A): A _C 17, 
I A I = 4). By R,(A) + R&z - 4 C R&f) + Km(n - 4 L &zfn>, we 
get ROW c R2d4. I 
PROPOSITION 4.1. Let 6’ E S satisfy one of the following conditions: 
(0) c(B) = p(B) = 1. 
(1) B(n) = Ofor all n, c(B) > 0. 
(2) 0 = 0, + 8, , ~(8,) = ~(0,) = 1, ) 19~ ) = 1 + 2k, 1 8, j = 7 + 21, 
where k, 2 E N,, . 
Then 8 E Rooo n R,,, . 
ProoJ Let 0 satisfy (i), i = 0, 1,2. We show B E R,oo r~ Reer . If i = 0 
this is a restatement of Proposition 4.0 for&n) = 8. If 6(n) = 0 for all n, 
then p(B) = c(6) = 0, so by Theorem 2.0, 0 E Rio C R,,, , and by 
Proposition 4.0 and c(e) > 2, also 8 E R,,, . 
The proof of the proposition for i = 2 is in the appendix. 1 
PROPOSITION 4.2. Let n = 2k, k > 0. Then R,(n) C Riii for a21 i with 
p(i) = Oandi <k. 
ProoJ For k = 1 we have R,(2) C RooO . Assume k > 1. Let B E R,(n). 
Then for i ,( k we have 
i<k<+ - 3k + Q(k - 2) = $(2k + 2(k - 1)) < +(n + 2(/k - g(i, Q))). 
Now k < c(0) so by Corollary 3.3 B E Riii . l 
PROPOSITION 4.3. Let 6 ES, &2j - 1) = 0 for j E N. Let p(i) = 0, 
0 < i < c(0). Then 0 E Riii . 
Proof. Let 0 = 0’ + 0” where 8’(2) = 0 and B* E R, . Let ~(0’) = I~, 
~(0”) = S. Let i < c(B) = ~(8’) + ~(6”) = r + s, p(i) = 0. To obtain 
B E Riii we show that i = i’ + 2” where B’ E Rijiri, , 0” E Ri,fi~si- . 
Assume that i < 2r. Let i’ = i, i” = 0, and usePropositions 4.0 and 4.2. 
Assume now that 2r < i < r + s. Let i’ = 2r, i” = i - 2r. By 
Proposition 4.0 we have 0’ E RiririF and by i” = i - 2r < s - P < 
s = 4 1 8” ) and Proposition 4.2 we have tl” E Ri,ri,tg~ . g 
Pl‘oqY We have 0 (0) = c(Ooa), ev(%) =~ ~(0~~). Let i = i’ f i” where 
i’ = od(%). By Prop0 tion 4.0, %~a E Ri’f,‘l’ . AlSO, by p(i) -= p(i’) = p(n)? 
= 0, and also 0 < i” < ~(8~~). 
Proposition 4.3, O,, E R,J,~,J~~ . Thus, 
DEFINITION 4.5. Let 0 ES. Then 0 is proper iff for some O’, 0” E S, 
m E NO , there are (br ES, k, , lv E NO for r < m so that % -= %” + 0’ and: 
(0) 8’ = Bon 
(1) 8’ = cv<m #, 
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Let m, 4~. , r < In be as in Definition 4.5. Then we have: $,,d = 
p$s + CTq,n & ; by Proposition 4.1 (1) and (2) we have #s , 
?f 000 l-3 &2 * It follows that 0,~ E Riii . By Proposition 4.0, &, E RQoo ,
so we have 
0 = 4x1 + &v E &ii + Rooo C &ii. I 
DEFINITION 4.7. Let 0 ES. Then 0 is a residuum if and only iF: 
(a) 0 = &d 
(b) c(6) < 3 or c(B) = 3 and &I) = e(3) = i?(5) = 1. 
LEMMA 4.8 (Decomposition Lemma). Let b’ ES. Then 6’ = l3O f 01, 
where 8O is proper and 8l is a residumn. 
ProoJ Let &,~l = 8” $ 8’ with s’ = I&. Let 8’ = J& (zi, where 
c(oi) = I and 
I 0’0 I < 101 I < ... < I U&-l I. 
Let 6” = ~9~~ + 8”. Clearly, e* is proper. 
Case I. k < 2. Let 8O = 8*, 0r = 0’. 
Case II. k 2 3. Let 
I= 2 + p(k) if IIJ~~=~ 
= 2 -p(k) if I 0’2 I > 5 
and let $O = 0* + &j<k uj, 
As Czswc 3 G. is proper, so is 80. 81 is a residuum as I < 3 and 1 = 3 only 
if/u01 = 1, Iq/ =3andIu,/ =5. fl 
PROPOSITION 4.9. Let 0 be a residzun, 0 < i < c(e), p(i) = p([ f3 I). 
Then 0 E Riii . 
PYOOJ: By B = cod we have p(j 0 1) = p(c(8)). If c(6) = 0 the propo- 
sition is vacuously true. If 0 < c(0) ,< 2 then 0 < i < c(8), p(i) = 
P(I 0 II = P(cm im ~1’ res i = c(d), and by Proposition 4.0, 0 E Riii . 
If c(B) = 3, 0 E R,,, by I3 = BOB and Proposition 4.0. f3 E R,,, is proved 
in the appendix. 1 
Proof that the condition is suj’icient if 0 < i 9 c(6). Let 6 ES, 
0 r’ i c< c(8). (et follows that 0 < i < $(J 8 1 + 2(c(8) -- q(i, 6)))). By 
Lemma 4.9, let 8 = 8” + @, where B” is proper and O1 is a residuum. 
By /?(I NO I) - 0, 81 -- e;,, we have p(l 8 1) = p(i 6’. 1) = p(c(Bl)). 
Define i,, ) i, by ij : min(i, ~(0~)) and i = i, + i, 1 Then p(&,) - 0 and 
6; f i,, 5; ~(8~). so by Proposition 4.6, l3O c Rioi,i,j rif 8”. = o then t, = O”, 
i = i, and we are done. Otherwise, 0 < iL < c(P), p(i-J :-.: /)(I 01 1) so by 
Proposition 4.9, 87 E Riiilil so 
This completes the proof of Theorem 2. 
f%PPBNDIX 
Mere we prove Proposition 4.1(2) and complete the proof of 
Propositian 4.9, showing that 0 F RI1, if c(H) 3 3 and &I) = O(3) = 
e(S) = I. Bn each case we are given a 8 E S and an i E No , and we have to 
show that 0 E I& . We demonstrate it graphically as follows. 
An orbit of a permutation $I E &, is denoted by the vertices of a convex 
polygon, whose edges oriented counterclockwise mark the action of 4 
on each vertex. Nontrivial orbits of $J G I%, (of length 2) are denoted by 
dashed segments. The orbits of 8 ~- +,I I are easily recovered from the figure 
obtained. ‘Thus, ( ) 1, 2, 3,4, 5) 7 [(‘I., 2, Q)(5, 3, l)][(Q, 3)(1, 4)(2, 5)] is 
stated as 
10,1,2,3,4,5) = ~K..-----~.~I’~ I_ , , 5 j ,>‘----- c--- .dc.- -.---.- 4 I 
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case II. k = I, I = 0. 
e= (O,l,Z) (3,4,5,6,7,6,9) = o~;;FJgJa 
I3 \ I/ \ \ I’ 
9 ; 
Case III. k = 2, 1 = 0. 
@= (0,1,2,3,4) (5,6,7,8,9,10,11)'= 
Case IV. k = 3, I = 0. In this case g(7) = 2, d(j) = 0 otherwise, so 
d(j) = 0 for all j; hence, by Proposition 4.1 (I), 8 E R,,, C Boo0 .
Case V. 0 < k, 0 < I. Let 0 = 8’ + 8” with 
8’ = (0, a, , a2 ,..., ak , b, ,..., b, , b,) 
8" = (1, 2, 3, 4, 5, 6, 7, cl, c2 ,,.., cc , dL ,..., c12, dl). 
Then 
e= . . . 
-1 
This completes the proof of Proposition 4.2. 
2. I'c(e) = 3 and g(l) = g(3) = e(5) = 1. Then 6 E Rlll 
1 
(0) (1,2,3) (4,5,6,7,8) = -0 
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