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1. Introduction
The fact that words, in general, do not commute makes the application of classical mathematics to formal language
theory impossible in most cases. To avoid noncommutativity, many attempts have been made to characterize words, fully or
partially, by numerical quantities.
The most direct numerical quantity associated with a word w is its length |w|. The Parikh vector Ψ (w) = (i1, . . . , ik)
indicates the number of occurrences of the letter aj, 1 ≤ j ≤ k, inw, providedw is over the alphabetΣ = {a1, . . . , ak}. To
get more information about a word, one has to focus attention on subwords and on the number of occurrences of a specific
subword in the given word. In this paper, u being a subword of w means that w, as a sequence of letters, contains u as a
subsequence. More formally, there exist words x1, . . . , xn and y0, . . . , yn, some of them possibly empty, such that
u = x1 · · · xn and w = y0x1y1 · · · xnyn.
We also consider factors u of a word w: u is a factor of w if there are words x and y such that w = xuy. Throughout this
paper, we understand subwords and factors in the way mentioned. (In classical language theory, [7], our subwords are
usually called ‘‘scattered subwords’’, whereas our factors are called ‘‘subwords’’.)
We assume that the reader is familiar with the basics of formal languages. Whenever necessary, [7] may be consulted.
Toward the end of the paper, some knowledge about formal power series, [13], is needed. As customary, we use small letters
from the beginning of the English alphabet a, b, c, d, possiblywith indices, to denote letters of our formal alphabetΣ .Words
are usually denoted by small letters from the end of the English alphabet.
The notation used throughout the paper is |w|u, the number of occurrences of theword u as a subword of thewordw. This
number is defined formally as follows. Occurrences are viewed as vectors. If |u| = t , each occurrence of u inw is identified
as the t-tuple (i1, . . . , it) of increasing positive integers, where for 1 ≤ j ≤ t, the jth letter of u is the ijth letter of w. (The
indexing of words begins at position 1.) For instance, the three occurrences of u = ab in w = abab are (1, 2), (1, 4), (3, 4).
Clearly, |w|u = 0 if |w| < |u|.We also make the convention that, for anyw and the empty word λ, |w|λ = 1.
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An important tool in the study of the number of subword occurrences has been a matrix, termed the Parikh matrix,
introduced in [4] and investigated further, for instance, in [2,5,8,11,12,14,15]. Many general facts about the structure of
words have been discovered in this fashion. Of these we mention the Cauchy inequality for words
|w|y|w|xyz ≤ |w|xy|w|yz,
valid for all words w, x, y, z. This is a fundamental property of words and can be established using Parikh matrices,
[15,11], or by a direct combinatorial argument, [5]. The latter proof resembles the one customary for thewell-known Cauchy
inequality in algebra.
The notion of an i-spectrum is a very general one concerning subword occurrences. By definition, the i-spectrum of a
wordw, 1 ≤ i < |w|, is the sequence of numbers
(|w|x1 , . . . , |w|xt ), 1 ≤ |xj| ≤ i, 1 ≤ j ≤ t,
where all nonempty words xj, |xj| ≤ i, are ordered by length and alphabetically. (Their number t depends on i and the
cardinality of the alphabet.) Thus, (2, 2, 1, 2, 2, 1) is the 2-spectrum of the word abba, as well as of the word baab. It is an
open problem, [7, Vol. 1, p. 395], how small i can be, in terms of |w|, in order that w is always uniquely determined by its
i-spectrum.
There are many dependences between the numbers in an i-spectrum. so the numbers cannot be chosen arbitrarily. For
instance, consider the 2-spectrum (t1, . . . , t6) of a word w over the binary alphabet. (Thus, (t1, t2) is the Parikh vector,
t3 = |w|aa, etc.) The numbers t1 and t2 are arbitrary but t3 (resp. t6) is determined by t1 (resp. t2). Moreover, 0 ≤ t4 ≤ t1t2,
and the triple (t1, t2, t4) uniquely determines t5.
In this paperwe investigate the following general problem. Given an endomorphism of the freemonoidΣ∗ and twowords
u andw overΣ , determine the value of the function
f (n) = |hn(u)|w,
that is, the number of occurrences of the subwordw in the word obtained by iterating h on the word u exactly n times. Thus,
n is variable and h, u, w are given. A useful tool will be aweighted graph, defined on the basis of h. (Somewhat similar graphs,
although with a different emphasis, have been considered already in [3,6].) Wewill obtain both general results and perform
case studies with specific examples where our main interest will be in the Fibonacci morphism hF . We will also determine,
in terms of n, the 2-spectrum of the word hnF (a).
2. Subword automata connected with morphisms
We will now introduce a weighted directed graph, associated with an endomorphism h : Σ∗ → Σ∗ and an integer t .
Since we will investigate paths between specific nodes (that can be considered as initial and final states), the graphs defined
will be viewed asweighted automata. With increasing t , an infinity of graphs will be associated with a given morphism. The
choice of the bound t depends on the lengths of subwords under study. The following definition is restricted to nonerasing
morphisms. This is not an essential restriction in our considerations, as will be explained in detail below.
Definition 1. Consider a nonerasing morphism h : Σ∗ → Σ∗ and an integer t ≥ 1. The weighted (t, h) automaton At,h
consists nodes, each labeled by a nonempty word over Σ with length ≤ t , and of arrows defined as follows. Consider the
nodes labeled by the words x = a1 . . . an, n ≥ 1, ai ∈ Σ, and y. Then the arrow from the node labeled by y to the node
labeled by x has the weight
p =

y=y1...yn, each yj≠λ
n
i=1
|h(ai)|yi .
In what follows we often speak of ‘‘nodes x’’ instead of ‘‘nodes labeled by x’’. By definition, both |x| ≤ t and |y| ≤ t . There
is no arrow from y to x if |y| < |x|, because then no decomposition y = y1 . . . yn, each yj ≠ λ is possible. An arrow from y to
y is possible.
A path from a node y to a node x is defined in the natural way. Paths may involve loops. The length of a path equals the
number of arrows in it. Theweight of a path equals the product of theweights associated to the arrows in the path. A notation
frequently used in the sequel is S(x, y, n): the sum of the weights of all paths of length n from x to y. Thus, the arrow from x
to y has the weight S(x, y, 1).
As a simple example, consider the morphism h1 : a → a2, defined in the one-letter alphabet. The automaton A4,h1 is
given in Fig. 1. In our figures, arrows without an associated weight have weight 1. (Of course, nonexisting arrows, that is,
arrows with weight 0, are not depicted.)
The arrow from aaaa to aaa has weight 12, because aaaa can be decomposed in three different ways, each giving rise to
a product of two factors 2 and one factor 1.
As another example, consider the historically very important, (for instance, see [8]) Thue morphism over the alphabet
{a, b}, defined by
hT : a → ab, b → ba.
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Fig. 1. The automatonA4,h1 .
Fig. 2. The automatonA2,hT .
Iterating hT on a, we get the widely investigated cube-free word. The automatonA2,hT is given in Fig. 2.
It is easy to prove, inductively or by an argument about symmetry, that |hnT (a)|ab = |hnT (a)|ba. for all n ≥ 2. Since
|hnT (a)| = 2n, |hnT (a)|a = 2n−1, |hnT (a)|b = 2n−1,
for all n ≥ 1, the following result is obtained by straightforward calculations.
Lemma 1. For any n ≥ 2, the 2-spectrum of the word hnT (a) consists of the sequence of numbers
2n−1, 2n−1, 2n−2(2n−1 − 1), 22n−3, 22n−3, 2n−2(2n−1 − 1).
For instance, |h4T (a)|ba = 32. On the other hand, considering the automatonA2,hT , Fig. 2, we see that, for this automaton,
S(ba, a, 4) = 32. Indeed, there are 32 paths of length 4 from the node ba to the node a, each having the weight 1: altogether
8 paths going first to the node ba (resp. 8, 6, 6, 4 paths going first to the node ab, aa, bb, b).
This interconnection between the number of subword occurrences |hn(a)|y and paths in the corresponding automaton,
S(y, a, n), is true in general, as seen in the following theorem.
Theorem 1. Consider a nonerasing morphism h : Σ∗ → Σ∗ and the associated automaton At,h. Assume that a ∈ Σ and
y ∈ Σ+, |y| ≤ t. Then, for all n ≥ 1,
|hn(a)|y = S(y, a, n).
Proof. The proof is by induction on n. For n = 1 the claim is a direct consequence of the definition of weights in the
automatonAt,h. Assume inductively that the claim holds true for the value n = i. Clearly,
S(y, a, i+ 1) =

x
p(y, x)S(x, a, i),
where x runs through the nodes such that there is an arrow from y to x (with a positive weight), and p(y, x) denotes the
weight of this arrow.
On the other hand, consider an occurrence of the subword
x = a1 · · · aq, each aj ∈ Σ,
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in hi(a), and a decomposition y = y1 · · · yq, each yj ≠ λ. If we let x range over all occurrences of subwords of hi(a), and
(y1, . . . , yq) over the resulting decompositions, then each occurrence of the subword y in hi+1(a) = h(hi(a)) is obtained by
catenating occurrences of yj in h(aj), for j = 1, . . . , q, in this order. For a fixed occurrence of x in hi(a), we get altogether
y=y1...yq, each yj≠λ
q
j=1
|h(aj)|yj = p(y, x)
occurrences of y in hi+1(a). By the inductive hypothesis, for all x,
S(x, a, i) = |hi(a)|x.
Consequently,
|hi+1(a)|y =

x
p(y, x)S(x, a, i) = S(y, a, i+ 1),
which completes the induction. 
It follows by the construction of the automatonAt,h that if |z| > 1, then in general
S(y, z, n) < |hn(z)|y.
For instance, considering the automatonA2,hT of the Thue morphism, we see that
S(ba, ab, 2) = 4 < 8 = |h2T (ab)|ba.
To get the value |hn(z)|y, we have to consider all subwords of z with their multiplicities, in the way stated in the following
theorem. The proof is similar to the inductive step in the proof of Theorem 1, and is omitted.
Theorem 2. Let h,Σ, y, t be as in Theorem 1, and let z ∈ Σ+, |z| ≤ t. Then, for all n ≥ 1,
|hn(z)|y =

z1
|z|z1S(y, z1, n),
where z1 runs through all (nonempty) subwords of z.
Returning to the example above concerning the Thue morphism, we obtain
8 = |h2T (ab)|ba = S(ba, ab, 2)+ S(ba, a, 2)+ S(ba, b, 2) = 4+ 2+ 2.
As another example, consider the automatonA4,h1 in Fig. 1. Clearly,
|h21(a3)|a4 = |a12|a4 =

12
4

= 495.
On the other hand,
S(a4, a3, 2)+ 3S(a4, a2, 2)+ 3(a4, a, 2) = 288+ 204+ 3 = 495.
The morphisms considered in this section are nonerasing, that is, no letter is mapped to the empty word λ. This is no
essential restriction. If the morphism h is erasing, then in Definition 1 the restriction yj ≠ λ concerning decompositions is
removed. Theorems 1 and 2 remain essentially unaltered but the bound t in the automaton has to be increased according to
the morphism. It is no longer sufficient to have t = max(|y|, |z|). For instance, consider the morphism h over a three-letter
alphabet, defined by
h : a → b2, b → ac3, c → λ.
There is an arrow with weight 1 from the node b4 to the node ac3ac3, obtained by decomposing b4 into 8 factors (in this
order):
b2, λ, λ, λ, b2, λ, λ, λ.
When computing |hn(a)|y using paths from y to a, nodes labeled by words of length> ymust be used.
3. Some associated functions
Explicit formulas in terms of n can be computed for subword occurrences |hn(z)|y, using the classical theory of integral
sequential word functions. The method is based on the growth matrix associated with the automatonAt,h.
Definition 2. Let 1, . . . , q be a numbering of the nodes of the automaton At,h, according to word length and alphabetic
order. The growth matrix MAt,h is defined to be the q-dimensional square matrix whose (i, j)th entry equals the weight of
the arrow from the ith node to the jth node.
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Fig. 3. The automatonA1,h2 .
The dimension q depends on t and the cardinality of the alphabet of h. For t = 2 and the binary alphabet, q = 6 and the
nodes are numbered in the order a, b, aa, ab, ba, bb. The growth matrix associated with the automaton A2,hT of the Thue
morphism is
MA2,hT =

1 1 0 0 0 0
1 1 0 0 0 0
0 0 1 1 1 1
1 0 1 1 1 1
0 1 1 1 1 1
0 0 1 1 1 1
 ,
whereas the growth matrix associated with the automatonA4,h1 in Fig. 1 is
MA4,h1 =
 2 0 0 01 4 0 00 4 8 0
0 1 12 16
 .
The following result is well known, [13,7]. We denote by ri (resp. ci) the q-dimensional row (resp. column) vector whose
ith component equals 1, the other components being 0. The notation S(i, j, n) is as in the preceding section.
Lemma 2. Let MAt,h and q be as in the Definition 2 and 1 ≤ i.j ≤ q. Then for all n ≥ 1,
S(i, j, n) = ri(MAt,h)ncj.
By Theorems 1 and 2, as well as Lemma 2, we obtain for the Thue morphism hT the following equations, valid for n ≥ 1:
|hnT (a)|ba = r5(MA2,hT )nc1,
|hnT (ab)|ba = r5(MA2,hT )nc4 + r5(MA2,hT )nc1 + r5(MA2,hT )nc2.
Equations such as the ones above express the values of the function
f (n) = |hn(z)|y.
in terms of matrices. We consider here the morphism h, as well as the words y, z, to be fixed, whereas the exponent n is
variable. However, the function values can be expressed also more directly, [13,7], as the sum
ρ
(αs + αs−1n+ · · · + α1ns−1)ρn,
whereρ runs through the 0’s of the characteristic polynomial of thematrixMAt,h , and s is themultiplicity of the 0 in question,
whereas the constants α are determined by the first few values of the function.
The theory will be carried out for the Fibonacci morphism in Section 5. Here we give a simple example. Consider the
morphism h2, defined over the four-letter alphabet as follows:
h2 : a → abcd, b → bcd, c → cd, d → d.
The automatonA1,h2 is given in Fig. 3.
We have now
MA1,h2 =
 1 0 0 01 1 0 01 1 1 0
1 1 1 1
 .
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The number 1 is the only characteristic value of the matrixMA1,h2 , with multiplicity 4. Hence, we obtain, for all n ≥ 0,
|hn2(a)|d = (0, 0, 0, 4)(MA1,h2 )n(1, 0, 0, 0)T = α1n3 + α2n2 + α3n+ α4,
where T denotes transpose, and the coefficients αj are determined from the values 0, 1, 4, 10 of |hn2(a)|d, for n = 0, 1, 2, 3,
respectively. This gives the final result
|hn2(a)|d = (n3 + 3n2 + 2n)/6, for n ≥ 0.
(In fact, we have here an example of a polynomially bounded D0L system, [7].) For instance, |h42(a)|d = 20. There are 20
paths of length 4 in the automaton MA1,h2 from the node d to the node a. Of them 10 (resp. 6, 3, 1) go first to the node d
(resp. to the node c, b, a).
The following result is an immediate consequence of Theorems 1 and 2 and Lemma 2, as well as the closure properties
of N-rational functions.
Theorem 3. Fix a morphism h : Σ∗ → Σ∗ and a two words z, y ∈ Σ∗. Then the function
f (n) = |hn(z)|y
is N-rational.
We now come to a related definition . The alphabet is assumed to be binary but studies can be extended to arbitrary
alphabets. Then specific pairs of letters have to be chosen for considerations. Here we restrict the attention to the binary
case.
Definition 3. The difference function is defined by
D(w) = |w|ab − |w|ba, forw ∈ {a, b}∗.
The following simple results, [9,10], constitute some basic properties of the difference function.
Theorem 4. If a word w is of odd length, then D(w) is even. The values of D(w) lie in the closed interval [−|w|2/4, |w|2/4].
Moreover, for all integers n ≥ 0 and m, −n2/4 ≤ m ≤ n2/4, where m and n are not both odd, there is a word w such that
|w| = n and D(w) = m. For any w, the transition from aw to wa (resp. from bw to wb) decreases (resp. increases) the D-value
by 2|w|b (resp. 2|w|a). For any wordw and natural number n, D(wn) = nD(w).
The reader is referred to [1,8–10] for studies concerning words for which the difference function assumes the value 0.
Following [1], we call such words ‘‘fair’’. Thus, the occurrences of the subwords ab and ba are in complete balance in fair
words.
The following theorem is an immediate consequence of known results, [13], and Theorem 3. We restrict the attention to
the binary case.
Theorem 5. Fix a morphism h : {a, b}∗ → {a, b}∗ and a wordw ∈ {a, b}∗. Then the function
f (n) = D(hn(w))
is Z-rational.
4. The Fibonacci morphism: initial considerations
The Fibonacci morphism hF is an endomorphism of {a, b}∗ defined by
hF : a → ab, b → a.
Iterating hF on a, we get the widely investigated Fibonacci word abaababaabaab . . .. In the remainder of this paper we will
investigate the number of subword occurrences in words of the sequence hiF (a), i ≥ 0. Since no other morphism will be
considered, we will denote from now on in this paper hF simply by h.
We begin with some simple facts concerning the automataAt,h, where h is the Fibonacci morphism. For simplicity, we
call these automata Fibonacci automata.
Lemma 3. For any integer p, there is a Fibonacci automaton having an arrow with weight p, and an automaton having an arrow
from the node determined by a wordw2 to a node determined byw1 such that |w2|− |w1| = p. However, in the automatonA3,h
all arrows have weight 1 and, whenever there is an arrow fromw2 tow1, then |w2| equals either |w1| or |w1| + 1.
Proof. The first sentence follows by considering the automatonA2p,h (resp.A2p+2,h), and choosing
w2 = (ab)p, w1 = ap+1 (resp. w2 = (ab)p+1, w1 = ap+2).
Consider the automaton A3,h. All arrows from w2 to w1 with |w2| = |w1| have necessarily the weight 1. There cannot be
any arrows from w2 to w1 if |w2| = 3, |w1| = 1. If there is an arrow from w2 to w1, where |w2| > |w1|, then w1 is one of
the words a, aa, ab, ba. In each case it is easily verified that the weight equals 1. 
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Fig. 4. The automatonA3,hF .
Thus,A3,h assumes a special role among the Fibonacci automata. It is depicted in Fig. 4.
As an example, let us verify the number of occurrences of the subword bbb in h5(a) = abaababaabaab. Clearly,
|h5(a)|bbb =

5
3

= 10.
Consider next paths of length 5 from bbb to a. After the necessary first step to aaa, we cannot go back to bbb, because there
is no path of length 2 from aaa to a. Thus, it suffices to consider paths of length 4 from aaa to a. There are 10 of them, listed
below according to the first node entered from aaa:
aaa, aaa, aba, ab, a;
abb, aa, ab, a;
baa, aba, ab, a;
aba, ab, a, a; aba, aa, ab, a;
bab, aba, ab, a; bab, aa, ab, a;
aab, aba, ab, a; aab, ba, ab, a; aab, aa, ab, a.
5. The basic subword functions associated with the Fibonacci morphism
Considering the Fibonacci morphism
h : a → ab, b → a,
we will first determine the numerical value of the function
A(i) = |hi(a)|ab, i ≥ 0,
in terms of i. Since |ab| = 2, it suffices to consider the automatonA2,h (see Fig. 5).
We have to consider ab as the initial and a as the final state. Consequently, we number the states counterclockwise
starting from the state ab. This gives rise to the transition matrix
0 1 1 0 0 1
1 0 1 0 0 0
1 1 1 1 0 0
0 0 1 0 0 0
0 0 0 0 0 1
0 0 0 0 1 1
 ,
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Fig. 5. The automatonA2,hF .
and the characteristic equation
(x+ 1)2(x2 − 3x+ 1)(x2 − x− 1) = 0.
We denote the roots by
α, β = (3±√5)/2; γ , δ = (1±√5)/2; −1,
the last-mentioned one being a double root. Consequently, we obtain immediately
lim
i→∞ A(i+ 1)/A(i) =
3+√5
2
,
since α is the dominating root and, for all i ≥ 0,
A(i) = y1αi + y2β i + y3γ i + y4δi + (y5 + y6i)(−1)i,
for some yj, 1 ≤ j ≤ 6. Here the coefficients yj have to be determined from the initial conditions
A(0) = 0, A(1) = 1, A(2) = 1,
A(3) = 4, A(4) = 8, A(5) = 22.
After the straightforward elimination of y5 and y6 we are left with the system of equations
(α2 + 2α + 1)y1 + (β2 + 2β + 1)y2 + (γ 2 + 2γ + 1)y3 + (δ2 + 2δ + 1)y4 = 3
(α3 − 3α − 2)y1 + (β3 − 3β − 2)y2 + (γ 3 − 3γ − 2)y3 + (δ3 − 3δ − 2)y4 = 1
(α4 + 4α + 3)y1 + (β4 + 4β + 3)y2 + (γ 4 + 4γ + 3)y3 + (δ4 + 4δ + 3)y4 = 12
(α5 − 5α − 4)y1 + (β5 − 5β − 4)y2 + (γ 5 − 5γ − 4)y3 + (δ5 − 5δ − 4)y4 = 17.
This gives the solution
y1 = (1+
√
5/20), y2 = (1−
√
5/20), y3 = (5−
√
5/20), y4 = (5+
√
5/20).
The initial values i = 0, 1 yield, finally,
y5 = −0.6, y6 = 0.
We have, thus, established the following result.
Theorem 6. For the Fibonacci morphism h over the alphabet {a, b} and any integer i ≥ 0, we have
|hi(a)|ab = 1+
√
5
20
((3+√5)/2)i + 1−
√
5
20
((3−√5)/2)i
+ 5−
√
5
20
((1+√5)/2)i + 5+
√
5
20
((1−√5)/2)i − 3
5
(−1)i.
Observe that α = γ 2 and β = δ2, which has been used in the calculations above.
The explicit value of the function B(i) = |hi(a)|ba is computed in the same way. The characteristic roots are as above but
now the initial values are
B(0) = 0, B(1) = 0, B(2) = 1,
B(3) = 2, B(4) = 7, B(5) = 18.
Hence, we obtain the result ‘‘dual’’ to Theorem 6.
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Theorem 7. For the Fibonacci morphism h over the alphabet {a, b} and any integer i ≥ 0, we have
|hi(a)|ba = 1+
√
5
20
((3+√5)/2)i + 1−
√
5
20
((3−√5)/2)i
+ −5+
√
5
20
((1+√5)/2)i + −5−
√
5
20
((1−√5)/2)i + 2
5
(−1)i.
Theorems 6 and 7 yield explicit values for the 2-spectrum of an arbitrary word in the sequence hi(a), i ≥ 0. It is well
known that
|hi(a)|a = Fi+1, |hi(a)|b = Fi,
where the Fibonacci numbers Fi are defined by
F0 = 0, F1 = 1, Fi = Fi−1 + Fi−2, for i ≥ 2.
Hence, the following corollary is valid.
Corollary 1. The 2-spectrum of |hi(a)|, i ≥ 0 consists of (in the appropriate order) of the four numbers
Fi+1, Fi,

Fi+1
2

,

Fi
2

,
as well as of the two numbers given in Theorems 6 and 7.
Theorems 6 and 7 yield directly the value of the difference function D(hi(a)), in terms of i.
Corollary 2. For all i ≥ 1, we have
D(hi(a)) = 5−
√
5
10
((1+√5)/2)i + 5+
√
5
10
((1−√5)/2)i + (−1)i+1.
A more direct way to obtain Corollary 2 is to use the equation
hi+2(a) = hi+1(a)hi(a), i ≥ 0,
and the resulting recursive equations
A(i+ 2) = A(i+ 1)+ A(i)+ Fi+2Fi,
B(i+ 2) = B(i+ 1)+ B(i)+ F 2i+1.
By well-known relations between different Fibonacci numbers, we get the result
D(hi(a)) = Fi−1 + (−1)i+1, i ≥ 1.
This is easily seen to coincide with the value obtained in Corollary 2.
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