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RESUMEN 
la segmentación es un proceso utilizado en visión artifi cial que consiste en 
dividir una escena en un conjunto de regiones, facilitando con ello la tarea 
de interpretación de una imagen. Los algoritmos de segmentación  se basan 
en criterios como homogeneidad de la región y discontinuidad entre regiones 
disjuntas adyacentes. El presente artículo describe e implementa un modelo 
de segmentación que usa procesos de decisión estocásticos, el cual requie-
re apoyo y tiempo de computación para conseguir etiquetas óptimas, pero, 
entre otras ventajas, tiende a ser local y conduce a una implementación en 
hardware paralelo de manera natural.
Palabras clave
segmentación, visión artifi cial, campos alea-
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Abstract
Segmentation is a process used in machine 
vision is to divide a scene into a set of re-
gions, facilitating the task of interpretation 
of an image. Segmentation algorithms are 
based on criteria such as homogeneity of 
the region and discontinuity between adja-
cent disjoint regions. This article describes 
and implements a segmentation model us-
ing stochastic decision processes, which re-
quires the support and computing time to 
achieve optimal cloud, but, among other ad-
vantages, it tends to be local and leads to 
a parallel hardware implementation natu-
rally.
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1. INTRODUCCIÓN
La segmentación es un proceso importante 
en visión artifi cial, ya que divide una escena
en un conjunto de regiones disjuntas, ba-
sándose para ello en características de si-
militud [1]. Es el primer nivel en la tarea 
de interpretación de la imagen y afecta sig-
nifi cativamente procesos posteriores, pro-
porcionando estructuras útiles tales como 
regiones y bordes.
Los algoritmos de segmentación general-
mente están basados en la consideración de 
dos criterios: la homogeneidad de la región 
y la discontinuidad entre regiones disjuntas 
adyacentes [2]. Los campos aleatorios de 
Markov (CAM) tienen una potente capaci-
dad para integrar varias informaciones vi-
suales; han sido aplicados a problemas de 
visión tales como restauración y segmenta-
ción de imágenes [3]. El presente documento 
se organiza de la siguiente manera: trans-
formaciones sobre imágenes, CAM aplica-
dos a la segmentación, sistemas neuronales 
artifi ciales, algoritmo CAM, implementa-
ción de red neuronal, análisis de resultados 
y conclusiones.
2. TRANSFORMACIONES 
 PRÁCTICAS REALIZADAS A UNA  IMAGEN
El procesamiento de datos en el sistema de 
visión puede enfocarse desde dos puntos de 
vista, a saber:
Alteración píxel a píxel de los datos en una 
escala global (operaciones individuales).
Operaciones basadas en múltiples puntos 
(transformaciones de vecindad).
2.1. OPERACIONES INDIVIDUALES
El proceso consiste en obtener el valor del 
píxel de una localización dada en la imagen, 
modifi carlo con una operación lineal o no li-
neal, y colocar el valor del nuevo píxel en 
la correspondiente localización de la nueva 
imagen. Conocido como operador umbral, 
crea una imagen de salida binaria a partir 
de una escala de grises, donde el nivel de 
transición está dado por el parámetro de en-
trada P1. La función de transformación es la 
siguiente:
q =
0 si p ≤ p1
255 si p > p1
⎧ 
⎨ 
⎩                
(1)
2.2. TRANSFORMACIONES DE VECINDAD
Son las transformaciones para modifi car 
una imagen de entrada, bien en otra ima-
gen distinta, o bien en una matriz de va-
lores transformados, que no constituyen 
realmente una imagen, pero contienen la 
información necesaria que se espera de la 
transformación. Se dice que todo píxel p de 
coordenadas (x,y), de vecindad-4 tiene cuatro 
pixeles que establecen con él la siguiente re-
lación: horizontal: (x-1, y) y (x+1, y), y verti-
cal: (x, y-1) y (x, y+1); naturalmente, existen 
las excepciones dadas cuando el píxel (x, y)
es un punto del frontera o esquina de la 
imagen, en cuyo caso algunos de los vecinos 
defi nidos anteriormente no existen. 
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2.2.1. OPERACIONES DE VECINDAD
Consisten, básicamente, en transformar el 
valor de un píxel p en la posición (x, y), te-
niendo en cuenta los valores de los pixeles 
vecinos. Por ejemplo, si se considera una 
vecindad E8(p), se realiza una suma ponde-
rada con los valores de los ocho vecinos, y 
el resultado de dicha suma es el valor del 
nuevo píxel q de la imagen de salida en la 
misma posición (x, y). Por último, se estable-
cen los valores de ponderación, defi niendo 
una máscara con valores constantes. Dicha 
máscara es realmente un fi ltro, por lo que, 
dependiendo de su naturaleza, así será el 
resultado fi nal. Por ejemplo, si se defi ne la 
siguiente máscara:
          
El valor del píxel q(x, y) vendría dado por la 
siguiente suma ponderada, con los factores 
de ponderación defi nidos por la máscara:
q(x, y) = 1*p(x-1,y-1) + 2*p(x,y-1) + 
1*p(x+1,y-1) + 0*p(x-1,y) + 1,2*p(x, y) + 
0*p(x+1,y) –  1*p(x-1, y+1) – 2*p(x,y+1) – 
1*p(x+1, y+1)                                             
(2)
Realizando esta transformación sobre todos 
los pixeles de la imagen original con la mis-
ma máscara, se obtendrá una nueva imagen 
de salida cuya dimensión es inferior a la ori-
ginal, [4].
La fi gura 2(b) muestra el resultado de apli-
car la operación dada en máscara (2) sobre 
la imagen original de fi gura 2(a), con la 
máscara dada (2). Como se puede apreciar, 
el resultado es una especie de repujado en 
relieve donde se marcan los bordes respecto 
del resto de la imagen, [5].
Figura 1: (a) imagen original;  
2(b) Aplicación de la máscara (2) sobre la imagen (a).
3. CAMPOS ALEATORIOS DE MARKOV (CAM)
 PARA SEGMENTACIÓN DE IMÁGENES
Los CAM se fundamentan en procesos de 
decisión estocásticos con aplicaciones en un 
gran número disciplinas del conocimiento, 
en especial en medicina, biomedicina y robó-
tica; proporcionan una manera conveniente 
y constante de modelar entidades depen-
dientes del contexto, tales como pixeles de 
la imagen y otras características espaciales 
correlacionadas; son atractivos por las si-
guientes razones:
-  Hacen más fácil el cálculo de medidas 
de ejecución cuantitativas para carac-
terizar cómo trabajan los algoritmos 
de análisis de imagen.
-  Los modelos de CAM pueden ser usa-
dos para incorporar información con-
textual a priori, o bien restricciones de 
manera cuantitativa.
-  Los algoritmos basados en CAM tien-
den a ser locales y conducen a una im-
plementación de hardware paralelo de 
manera natural.
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La mayoría de los problemas en visión artifi -
cial se consideran de etiquetado, usando res-
tricciones, debido al conocimiento a priori y 
a las observaciones. Los estudios basados en 
CAM han tenido éxito al modelar problemas 
de visión de bajo nivel, como restauración de 
imágenes, segmentación, reconstrucción de 
superfi cies, análisis de texturas, fl ujo óptico, 
integración visual y detección de bordes, [6].
3.1. EL PROBLEMA DEL ETIQUETADO
El problema de etiquetado consiste en asig-
nar una etiqueta del conjunto de etiquetas L 
a cada estado de S; por ejemplo, la detección 
de bordes en una imagen, que consiste en 
asignar una etiqueta  if   dentro del con-
junto L= {borde, no borde} para cada estado 
i Є S, donde S está formado por los pixeles 
de la imagen. es decir, , llamado 
confi guración según CAM. En visión artifi -
cial, una confi guración de etiquetas puede 
corresponder a una imagen, un mapa de 
bordes de la imagen, una interpretación de 
los objetos que aparecen en una escena, etc.
3.2. CAMPOS ALEATORIOS DE MARKOV (CAM)   
   Y DISTRIBUCIÓN DE GIBBS (DG) 
Los CAM son una parte de la teoría de pro-
babilidad que proporciona una herramien-
ta para analizar dependencias espaciales o 
contextuales de fenómenos físicos. Se usan 
en el problema del etiquetado en visión, 
para establecer las distribuciones de proba-
bilidad de las etiquetas, [7].
3.2.1. CAMPOS ALEATORIOS DE MARKOV (CAM)
Los modelos de CAM no son un método de 
segmentación en sí mismos, pero sí un mo-
delo estadístico que puede ser usado dentro 
de los métodos de segmentación. Los CAM 
modelan las interacciones espaciales entre 
vecinos o pixeles cercanos; estas correla-
ciones locales proveen un mecanismo para 
modelar una variedad de propiedades de la 
imagen, [8].
Sea   una familia de variables 
aleatorias defi nidas en S, donde cada varia-
ble aleatoria iF  toma un valor if  en  L. Se 
llamara campo aleatorio a la familia de va-
riables aleatorias F. Se dice que la familia
n CAM sobre S con respecto a N, si y sólo si 
cumple:
(3)
3.2.2. SISTEMA DE VECINOS Y CLIQUES
3.2.2.1. VECINDAD
Los estados de S están relacionados median-
te lo que llamamos un sistema de vecinos 
, donde iN  es el conjunto de 
los estados vecinos de   .
Para una rejilla regular S, el conjunto de 
vecinos de i está defi nido como el conjunto 
de estados próximos dentro de un radio r, 
es decir, 
 (4)
donde dist(A, B) denota la distancia euclí-
dea entre A y B, y r es un número entero.
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4.  SISTEMAS NEURONALES ARTIFICIALES
En la teoría de la resonancia adaptativa 
(ART), los esquemas de aprendizaje com-
petitivo no tienen garantía explicita sobre 
la estabilidad de los grupos de patrones de 
entrada durante el proceso de decrecimiento 
del factor de aprendizaje en las iteraciones 
sucesivas. Las redes basadas en la teoría de 
resonancia adaptativa vienen a solucionar 
parte de este problema, [11].
En este tipo de redes, los vectores de pe-
sos del elemento de procesado seleccionado 
como ganador sólo se actualizan con los pa-
trones de entrada que “resuenan” con estos, 
es decir, si son “sufi cientemente similares”; 
si no lo son, se genera un nuevo elemento de 
procesado cuyos pesos son precisamente los 
del patrón de entrada utilizado. El entrena-
miento de la red es de tipo competitivo, esto 
es, de modo autónomo, la red encuentra los 
valores de pesos de conexiones y también es 
capaz de crear nuevos valores de ser nece-
sario, [12]. 
Las variables w representan el valor del peso 
de cada conexión. Como todas las neuronas 
de la capa de entrada se conectan con todas 
las neuronas de la capa de salida, existe un 
valor de peso w para cada conexión. Los pe-
sos w representan los pesos hacia adelante 
o feedware, y los pesos identifi cados con la 
letra v representan los pesos hacia atrás o 
feedback.
Para cada estado interior, representado por 
(i,j), de vecindad 4, está defi nido como:
(5)
Los estados de la frontera tienen tres y los 
estados de las esquinas tienen solamente 
dos, [9].
3.2.2.2. CLIQUE
Un clique C para {S, N} se defi ne como un 
subconjunto de S tal que C consiste en un 
único estado C = {i} o un par de estados veci-
nos C = {i,j}, o tres estados vecinos C={i,j,k}, 
y así sucesivamente.
El tipo de clique para {S, N} de una rejilla 
regular viene determinado por su tamaño, 
dimensión y orientación. La fi gura 3 mues-
tra distintos tipos de cliques para sistemas 
de vecinos de primer y segundo orden. A 
medida que aumenta el orden del sistema 
de vecinos, el número de cliques crece rápi-
damente y también el coste computacional 
[10].
Figura 2. Vecinos en una rejilla regular S
Figura 3. Cliques para vecindad 4 y 8
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Las funciones de activación para las neuro-
nas de salida 21 YyY  son:
Y1 = f(x1*w11 + x2*w21 + xi*wi1 + . . . . + 
xn*wn1) 
 
Y2 = f(x1*w12 + x2*w22 + xi*wi2 + . . . . + 
xn*wn2) 
(6)
donde la neurona de salida que dé como re-
sultado el valor más alto será la neurona 
ganadora.
5. IMPLEMENTACIÓN DE OPERADORES 
 Y ALGORITMO CAM PARA LA 
 SEGMENTACIÓN DE IMÁGENES
Anteriormente se describieron operaciones 
para realizar el acondicionamiento de imá-
genes, con el fi n de trabajar imágenes mejo-
radas (sin ruido) y con la mayor cantidad de 
información posible. Fue necesario realizar 
la implementación de cada uno de los algo-
ritmos y las ecuaciones mostradas atrás, con 
el ánimo de encontrar las fortalezas y las 
debilidades con respecto al algoritmo CAM.
En esta sección se aporta un modelo concre-
to de CAM para segmentación de imágenes, 
a través de la incorporación de distintas 
características a la función de energía que 
guía el proceso de segmentación. Este pro-
ceso divide una escena en un conjunto de 
regiones disjuntas, basándose para ello en 
características similares como intensidad, 
color o textura. La segmentación es uno de 
los elementos más importantes de cualquier 
sistema automatizado de visión; es el pri-
mer nivel de la tarea de entendimiento de la 
imagen y afecta considerablemente el pro-
ceso posterior de interpretación de la ima-
gen, proporcionando estructuras útiles tales 
como regiones y bordes. A continuación se 
describen los operados de extracción de bor-
des más utilizados. 
5.1.  OPERADOR ROBERTS
Corresponde a las diferencias cruzadas de 2 
x 2. Las máscaras utilizadas en este opera-
dor son:
Gradiente fi la Gradiente columna
0 0 0 -1 0 0
0 0 1 0 1 0
0 -1 0 0 0 0
Figura 4. Resultados de la segmentación con el operador Roberts
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5.2.  OPERADORES DE PREWITT, 
      SOBEL Y FREI-CHEN 
Los tres operadores pueden formularse de 
forma conjunta con las siguientes máscaras 
de convolución:
de Prewitt, aunque en la práctica hay poca 
diferencia entre ellos.
En Frei-Chen (K= √2), el gradiente es el 
mismo para bordes verticales, horizontales 
y diagonales.
En el operador Prewitt (K=1) se involucran 
a los vecinos de fi las / columnas adyacentes 
para proporcionar mayor inmunidad al rui-
do. 
El operador Sobel (K=2) se supone que es 
más sensible a los bordes diagonales que el 
Gradiente fi la
k+2
1
Gradiente columna
k+2
1
1 0 -1 -1 -k -1
k 0 -k 0 1 0
1 0 -1 1 k 1
Figura 5. Resultados de la segmentación con el operador Prewitt
Figura 6. Resultados de la segmentación con el operador Frey-Chen
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5.3 SEGMENTACIÓN CON CAMPOS ALEATORIOS DE 
MARKOV
En CAM la segmentación se defi ne como 
una función de energía del siguiente modo:
           
(7)
dónde: iC = cada uno de los cliques de ve-
cindad 4. Además, cada función clique viene 
dada por:
                      
(8)
donde μ = media de intencidad de la region i, 
y σ = desviación estandar de la region i.
De las fi guras 4 a la 7 se muestra la segmen-
tación de imágenes con los operadores; se 
puede observar que estos no eliminan satis-
factoriamente el ruido dentro de la imagen 
a segmentar. En la fi gura 8, por su parte, se 
presentan los resultados de la segmentación 
por CAM; se observa una segmentación con 
menos ruido, en comparación con los opera-
dores clásicos. 
6. IMPLEMENTACIÓN ALGORITMO RED NEURONAL
La arquitectura de red neuronal elegida 
para realizar el procedimiento de recono-
cimiento de imágenes fue la de tipo ART 
(Adaptive Resonance Theory). Una vez rea-
lizado el procesamiento previo de imágenes 
(transformaciones a escala de grises, elimi-
nación de ruido y extracción de contornos), 
se hizo la elección de tres imágenes fácil-
Figura 7. Resultados de la segmentación con el operador Sobel
Figura 8. Resultados segmentación con campos aleatorios de Markov
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mente diferenciables, para realizar el proce-
so de entrenamiento y procesamiento de la 
red neuronal.
 
El primer paso consistió en determinar el 
número de neuronas y capas para la confi -
guración de la red neuronal. De este modo, 
se trabajó con tres neuronas de salida y una 
capa de entrada de 307.200 neuronas. Como 
las imágenes a trabajar tienen una resolu-
ción de 640x480 píxeles, es necesario dedi-
car una neurona para cada uno de estos; por 
tal razón, el número de neuronas de la capa 
de entrada es de 307.200 = 640 x 480.
La red neuronal debe procesar la imagen 
una vez el algoritmo haya hecho el proce-
so de captura, transformación a escala de 
grises, eliminación de ruido y extracción  el 
contorno.
Para el  procesamiento de la red, el primer 
paso consiste en transformar la imagen de 
su forma básica matricial (640x480 pixeles) 
a una forma vectorial, para poder designar 
una neurona a cada posición del vector, el 
cual tendrá el valor de cada uno de los píxe-
les de la imagen segmentada y binarizada.
En la fi gura 9a se muestra la representación 
de una imagen en forma matricial; claro 
está, la imagen ha sido binarizada previa-
mente, es decir, los valores de cada píxel se 
encuentran entre 0 y 1, pero estos valores 
han sido representados en forma de cuadros 
blancos y negros, para una mejor ilustra-
ción. En la fi gura 9b se representa la ima-
gen vectorizada.
En el proceso de entrenamiento de la red 
neuronal, el primer patrón que se aplica es 
una imagen vectorizada de la letra E. Como 
se trata de la primera información, se rea-
liza el aprendizaje completo de esta, actua-
lizándose los pesos de las conexiones para 
almacenar este ejemplar, que será el primer 
representante de cada categoría o patrón. 
Los valores de los pesos para las variables 
w fueron determinados de acuerdo con cada 
una de las imágenes patrones de las letras 
escogidas. El algoritmo de la red neuronal 
ART debe transformar la imagen a forma 
vectorial y realizar el producto entre el va-
lor de cada píxel por su respectivo valor de 
peso w, activando para ello las neuronas de 
salida que correspondan.
Para este desarrollo se trabajó con las neu-
ronas de salida llamadas Letra_E, letra_G 
,letra_O y Letra_P.
La red neuronal tiene una base de datos de 
20 imágenes, cinco para cada patrón. Como 
Figura 9a. Representación imagen en forma matricial de 
640x480 pixeles
Figura 9b. Representación imagen en forma vectorial de 
307.200 píxeles
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fue explicado antes, las redes neuronales 
tipo ART operan de modo competitivo; la 
red comprobará el grado de semejanza de la 
nueva imagen y los 20 prototipos almacena-
dos en la red. Al ser información binaria, y 
suponiendo que un píxel negro se represen-
ta mediante un bit 1 en el vector de entrada, 
y uno blanco con un bit 0, se puede compro-
bar el grado de semejanza aplicando la si-
guiente función de activación:
             (9)
Donde las X representan la imagen de en-
trada ya vectorizada, y E K cada uno de 
los patrones. En el numerador se indica el 
número de pixeles negros coincidentes (ope-
ración AND entre ambas fi guras), y en el 
denominador, el número de pixeles negros 
del patrón; así se determina el nivel de se-
mejanza entre la entrada y las imágenes de 
la base de datos. 
El resultado de este cálculo determina cuál 
de las neuronas (Letra_E, letra_G ,letra_O y 
Letra_P.) es la ganadora (la de mayor valor).
El resultado de la red neuronal indica cuál 
es la imagen más parecida a la que el usua-
rio está realizando. El software, por su par-
te, solamente debe visualizar en la pantalla 
la letra reconocida.
6.1. ENTRENAMIENTO DE LA RED NEURONAL
El entrenamiento de la red neuronal se rea-
lizó en el programa MATLAB®, donde se 
implementó un algoritmo para realizar el 
cálculo de los valores de los pesos para las 
conexiones de las neuronas.
En el proceso de entrenamiento de la red 
neuronal se consideraron cuatro patrones 
claramente diferenciables entre sí, los cua-
les se tomaron como referencia para el cál-
culo de los pesos de la red.
En la operación del algoritmo de tratamien-
to y procesamiento de la imagen, se aplicó 
una  transformación de esta, de su formato 
matricial a un formato vectorial, pero con la 
diferencia de que esto se hace para cada una 
de las imágenes patrones.
7. ANÁLISIS DE RESULTADOS 
Se verifi có el método de segmentación de 
imágenes con campos aleatorios de Markov 
y se realizó una comparación con los opera-
dores comúnmente usados. Se logró com-
probar el algoritmo en operación sobre imá-
genes en un ambiente controlado, donde se 
redujo radicalmente la cantidad de ruido y 
los bordes de los objetos a reconocer queda-
ron con una mayor defi nición.
Figura 10.  CAM                   Figura 11. Sobel
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En las fi gura 10 y 11 se puede observar cla-
ramente cómo empleando los campos alea-
torios de Markov, la incidencia del ruido es 
menor y se puede efectuar una mejor extrac-
ción de contornos, en comparación con otros 
operadores convencionales, en este caso el 
operador Sobel.
8. CONCLUSIONES
Aplicando la función de energía se mide la 
intensidad de las regiones. En el modelo de 
CAM, el promedio realiza una segmentación 
de las imágenes con menor ruido que aquel 
que se presenta con los operadores común-
mente utilizados, lo que en defi nitiva le per-
mitirá a la red neuronal funcionar y recono-
cer con mayor exactitud.
Se defi nió un operador de vecindad que per-
mitió distinguir propiedades de individua-
lidad; es decir, si la red neuronal está for-
mada por cúmulos de pixeles, o por pixeles 
aislados, y con base en esto, determinar cuá-
les pixeles son ruido y normalizarlos.
Se presentó un estudio sobre el desempe-
ño de técnicas de clasifi cación de patrones 
para el reconocimiento de gestos manuales. 
Las técnicas estudiadas  abarcan un amplio 
espectro y parámetros de inteligencia arti-
fi cial.
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