Network traffic classification serves as a building block for important tasks such as security and quality of service management. The field has been studied for a long time, with many techniques such as classical machine learning and deep learning methods currently available. However, the emergence of stronger encryption protocols has led to the rise of new challenges. One of the challenges is capturing and labeling a large amount of encrypted traffic data especially for training deep learning classifiers, as current techniques rely on deep packet inspection tools (DPI) which perform poorly on encrypted traffic. In this paper, we propose a semi-supervised learning approach using Deep Convolutional Generative Adversarial Network (DCGAN). The basic idea is to utilize the samples generated by DCGAN generators as well as unlabeled data to improve the performance of a classifier trained on a few labeled samples. Thus, alleviating the difficulties associated with large dataset collecting and labeling. To demonstrate the efficacy of our approach, we evaluated our model using a self-collected dataset of the recently established QUIC protocol as well as publicly available ISCX VPN-NonVPN dataset. Our approach is able to achieve 89% and 78% accuracy with a very small number of labeled samples (just 10% of the dataset) on both QUIC and ISCX VPN-NonVPN datasets respectively.
I. INTRODUCTION
Network Traffic classification is crucial to tasks such as network management and security. For example, it enables network operators to assign priorities to different traffic, as well as employ suitable techniques to apply quality of service (QoS) and security policies based on specific needs of an application. The field has received considerable attention in the Industry as well as research communities for a long time. However, the emergence of new applications and encryption protocols as a result of continuous transformation of Internet and mobile technologies, has led to the rise of new challenges. Thus, making the field to remain an active area of research.
Traditionally, traffic classification is performed using: 1) the port-based approach and 2) payload-based approach. The port-based classification method employs the official Internet Assigned Numbers Authority (IANA) list to classify The associate editor coordinating the review of this manuscript and approving it for publication was Zesong Fei . applications. This simplifies the approach, and enables its implementation in real time. However, it is now considered to be ineffective, since applications can use dynamically assigned port numbers to disguise their traffic.
Payload based approach, which are referred to deep packet inspection (DPI) methods in some literatures, perform deep packet inspection to identify application signatures (patterns) in the packet payload. The approach, which is mostly employed in commercial tools, provides very accurate results; however, the method is highly susceptible to errors when dealing with encrypted payloads.
To overcome the limitation of port-based and payloadbased approaches, classical machine learning (ML) technique have been given considerable attentions in the literature [1] . These methods utilize packet header as well as flow statistics such as TCP window size, average byte transmitted, mean packet inter arrival time etc. as input features. These features are then used to train a classifier using either supervised or unsupervised classification mechanism. The trained classifier is finally used to classify each flow in the network traffic.
Recently, researchers have employed deep learning techniques in the domain of network traffic classification in order to leverage the inherent advantages offered by deep learning models, such as automatic feature learning, thus, enabling them to achieve higher efficiency and accuracy than classical machine learning models. However, the large dataset requirement combine with the difficulty of obtaining labeled information is posing serious challenges when dealing with deep learning models. For instance, DPI (deep packet inspection) tools are often used to establish reliable ground truth labels; however, the proliferation of encryption in today's Internet traffic renders such approach almost unfeasible. Thus, labeling is mostly conducted in such a way that, traffic classes are observed in isolation. This is only tenable in an environment such as network edge or other isolated environment where traffic is less diverse. Consequently, the resultant traffic distribution in such isolated environment could significantly differ from that of operational network such as core of the network [2] . This highly affects the accuracy of the created model. Furthermore, there is an issue with regard to the way large labeled data is captured. For instance, to simplify the whole process, human behaviors on the network are often simulated through scripts, and the resultant traffic is captured and labeled. However, it has been proved experimentally that, network traffic generated from such script have different distribution from human-generated traffic, hence, a model trained from script-generated traffic may give poor inference when operated on human-generated traffic [3] .
To overcome the above-mentioned problems, this paper proposes a semi-supervised learning approach using Deep Convolutional Generative Adversarial Network (DCGAN) [4] . The semi-supervised approach would enable us to train our model with a few labeled data, thus, alleviating the challenges associated with large dataset collecting and labeling. We used time-series properties of network packets, such as inter-arrival time between consecutive packets, packet length and packet direction as features to the DCGAN model. The intuition behind applying DCGAN to resolve our problems is based on the recent success of DCGAN in semi-supervised learning. For instance DCGAN achieves impressive performance in high dimensional spaces such as images. Thus, in our case of network traffic, we create a pseudo image from the matrix form by the time series features of consecutive packets in a given flow. Since, feature vectors associated with consecutive packets in a given flow exhibit correlated local behavior similar to the way nearby pixels in an image behave [5] . In addition, our selection of timeseries features out of the other popular features (raw packet bytes and statistical features) used in traffic classification is justified by the fact that, time series features when compared to other feature sets are much more suitable for online classification, and also exhibit higher robustness with regard to the newly established encryption protocols such as QUIC and TLS 1.3 (Transport Layer Security). These encryption protocols introduced a new feature called 0-RTT, which improves the speed of connection establishment there by reducing the number of messages exchange during handshake process [6] . In other words, the numbers of unencrypted packets exchange during handshake process, which are leveraged by header/payload based approaches to improve detection accuracy, are reduced.
The paper is organized as follows: section II presents the related works. Section III describes our semi-supervised approach. Result and discussion are presented in section IV. Finally, section V concludes the paper.
II. RELATED WORKS
Recently, deep learning models such as Multi-layer Perceptron (MLP), Convolutional Neural Network (CNN), Long Short-term Memory (LSTM) and Autoencoders (AE) have been applied in the context of network traffic classification.
In a recent work, Rezaei and Liu [3] employed a semisupervised learning approach using transfer-learning concept, in order to reduce the size of labeled dataset required for training deep learning classifier. They pre-trained a CNN model using large unlabeled dataset different from their target dataset. The learned weights were then transferred to a new model, which was trained with a few labeled dataset. CNN and RNN model were combined in a work by Manuel Lopez et.al [5] . A time-series vector was generated from sequence of first 20 packets exchange in a given flow. Flow attributes such as duration of a flow, as well as IP/TCP header based characteristics such as TCP window size were used as features for the time series vector. The matrix formed by the time-series of feature vectors of packets in a given flow was considered as analogous to an image, hence the intuition for applying multi-dimensional CNN. They experimented with various combinations of CNN as well as CNN + RNN architectures, to obtain high detection accuracy.
In [7] Multi-layer perceptron (MLP) has been employed by Wang in order to improve classification accuracy. The work proposed an automated feature learning (end-to-end deep learning approach) for unencrypted network traffic classification using MLP and stacked autoencoder (SAE). Payload byte (layer 7) of every tcp session was used as feature, and employs as much as 1000 sequence of such payload bytes in a given flow to classify network traffic into different protocols. The model was evaluated using a private data collected from their Enterprise.
Smith et al. [8] extended the work of Wang. They also employed MLP, as well as used packet payload as features. In addition, their research established that, the first 50 sequences of payload bytes of a flow are sufficient to classify traffic with 90% accuracy. Unlike in [7] , their result was obtained using a public dataset, and is expanded to identify malicious traffic using the same approach.
Wang et al. [9] proposed and end-to-end encrypted traffic classification using convolutional neural network (CNN).
They use raw packet data as the input to the CNN model. The packet length was limited to 784 bytes since the input to the CNN model has to be the same. However no intuition was provided for selecting the 784 bytes as the packet length. The researchers experimented with different architecture of CNN and different traffic representation (flow, session and packet length). They analyzed their model on an encrypted dataset, and showed that, their model outperform C4.5 ML model. Finally, their conclusion was that 1-dimensional CNN and traffic representation composed of session as well as packet length including all layers, give the best result.
In a similar work, Chen et al. [10] proposed a Seq2Img, which is an online traffic classification for Application Identification. They used Reproducing Kernel Hilbert Space (RKHS) to convert sample sequence of a flow into multi-channel image, which was later than passed through a 2-Dimensional CNN. They were able to achieved good detection accuracy.
Yin et al. [11] Employed Recurrent Neural Network (RNN) for intrusion detection task. They evaluated their model based on NSLKDD dataset. The model was compared against Random Forest as well as support vector machines, and achieved higher accuracy than the classical ML techniques.
Another work by Wang et al. [12] applied deep learning for feature learning in network intrusion detection systems (NIDS). They employed a combination of CNN and LSTM. The CNN learns low-level spatial features of network traffic, while the LSTM learns the high-level temporal features of the data. The model was able to improve the False alarm rate (FAR) of the (NIDS)
Auto encoders are employed [13] - [15] , for application identification, where the AEs are utilized in unsupervised fashion to obtain lower representation of the input data. This lower dimensional data is later used as part of a classifier. All the approaches used raw packet bytes as features, and achieved higher accuracies than classical MLs AlQatf et al. [16] used sparse Autoencoder for network intrusion detection. The AE was pre-trained in an unsupervised fashion to reduce the dimension of the data, and then retrained using SVM classifier. The model achieved higher accuracy when compared with classical MLs.
As can be seen, all of the above-mentioned related works based their approaches on the assumption of availability of large labeled dataset. Thus, are not concerned with issue of large dataset collecting and labeling of encrypted traffic, which is the main concern of our work. The most closely related work, which considers the same issue as our approach is [3] . However, their approach addresses the problem using a transfer-learning concept, which is completely different from our approach. In addition, our approach has the advantage of being an end-to-end learning framework, which has a naturalistic synergy, when compared with their divide-andconquer strategy.
III. OUR APPROACH
This section explains our proposed approach, however, we first briefly introduce the background of GAN, which is very essential for understanding our approach.
A. GENERATIVE ADVERSARIAL NETWORKS
GAN is a recently developed new class of artificial neural networks by GoodFellow et al. [17] . The model consists of a combination of two neural networks, which are trained in adversarial setting. The first network composes of a generator, which takes in a random noise and generates new data instances. While the second neural network termed as discriminator, receives input from both the generator and the original training data. The discriminator then reviews each data instances, and decides whether the data is real (i.e. comes from actual training dataset) or comes from the generator. In theory, a point will be reached when the generator would capture the whole training data distribution. Thus, the discriminator will be unable to ascertain whether the inputs are from the generator or not. At that point, the GAN is said to be fully trained. In other words, the generator (G) takes in a vector of random noise z and generates a sample X fake = G(z). The input to the discriminator network D is real data and samples produced by the generator, and it outputs a probability distribution, which represent the probability of the data possible sources. Equation (1) summarizes the entire GAN training concept. The discriminator D is trained to maximize the log-likelihood to assigns correct label, while the generator (G) is trained to maximize the probability of D making a mistake (second term in the equation).
GANs are known to be unstable, and difficult to train. This leads the generator in many instances to produce poor samples. Therefore, several research papers directed their efforts in improving the stability of training. DCGAN [4] is one of the popular GAN architecture, which produces state of the art performance. We adopted the DCGAN architecture and its enhancement by Saliman et al. [18] , which introduces the concept of feature matching. Feature matching, is a way of resolving the instability of GANs by specifying a new objective for the generator. Unlike in regular GAN, where the generator is trained to maximize the output of the discriminator, in feature matching technique, the generator is trained to produce data that matches the expected value of the features on an intermediate layer of the discriminator. This result in improved stability in situation where regular GAN is unstable.
Suppose f (x) denote activations on an intermediate layer of the discriminator, the new objective for the generator is expressed as shown in (2).
One can refer to the paper for a detailed explanation about the concept.
B. SEMI-SUPERVISED LEARNING WITH DCGAN
In a typical supervised learning setting, a standard classifier model is normally required to classify an input x into one of N possible classes. The classifier outputs class probabilities P model (y|x), and is then trained to minimize the cross-entropy between the observed labels and the classifier predictive probability distribution. For semi-supervised learning with GAN, the intuition is utilizing the samples generated by GAN generators to improve the classification tasks. This can be achieved by adding samples from the GAN generator to the dataset, thereby, increasing the class labels of the original dataset. Suppose the original dataset contains N classes, the discriminator is then transformed into multi-class classifier capable of learning the probabilities of each of the original data classes N , and the additional N + 1 class (class label for samples added from the generator). Thus, P model (y = N + 1|x) is used to indicate the probability that, the given input x is fake. This enables the model to learn from unlabeled data, since, it can be inferred that, the input to the model falls into one of N classes of the original dataset by maximizing logP model (y ∈ {1 . . . , N } |x ) Therefore, in a summary, the discriminator losses consist of the following components:
• The cross entropy loss from predicted distribution over N classes:
• The loss from classifying inputs as real:
• The loss from classifying generated samples as fake:
C. PROPOSED APPROACH As mentioned earlier, the proliferation of encryption in today's network traffic is making it very difficult to obtain a large labeled dataset required to train a deep learning model in a fully supervised manner. Hence, the reason for exploring a semi-supervised approach. This would enable us to train a deep learning model with a few labeled datasets. Furthermore, to make our approach applicable for real-time classification, we intend to use time-series features such as inter arrival time between packets, packet direction and packet length etc. Time-series features could be derived from any packet property, which its current value is dependent on previous values in a flow (sequence dependent). For instance, properties such as inter-arrival time between consecutive packets, packets direction, packets length, TCP window size, etc. have all been used in the literature to construct time-series features [3] , [5] .
In our case, we selected inter-arrival time between packets, packets direction, and packets length to construct our timeseries features. The rationale behind their selection is that, apart from being sequence dependent and unique identifiers of applications, the three properties are also not affected by network connection speed. For example properties such as TCP window size and port numbers were employed in [5] as time-series properties. However, we argue that, ports numbers are not suitable candidate for time-series properties since their value is constant, and not sequence dependent. Conversely, TCP window size might appear to be a good candidate for time-series features since it is sequence dependent, however, upon closer inspection, it is easy to see that, its value is highly dependent on network connection speed not application.
Similarly, the intuition behind applying DCGAN model is based on the assumption that consecutive packets in a given flow exhibit correlated behavior similar to the way contiguous pixels in an image behave. Hence, we generate a pseudo image matrix (PIM), which is formed by aggregating consecutive sequences of packets in a given flow. These packets are represented in terms of their feature vectors P described as:
where x 1 , x 2 , . . . x n denotes features such as packet length, packet direction etc. Thus, a single PIM is expressed as:
where P j denotes the feature vector of j th packet. The dimension of each PIM is therefore number of features by the number of packets in a given sequence. Moreover, instead of using packets in an entire flow, to form our PIM, we opted to sample the packets. Sampling provides many benefits as stipulated in [3] . For instance, it eliminates the need to use an entire flow as feature, which requires large amount of memory, and also makes it possible to capture pattern across various portions not necessarily the beginning of a flow. In addition, it serves as some form of dataset augmentation (Since we can generate many PIMs from a single flow). Hence, we arbitrarily choose 20 packets to be the default number of sampled packets. Thus, our PIM is of 20 × 3 dimensions. VOLUME 8, 2020 We employed a fixed step sampling technique, which was proposed in [3] . In fixed step sampling technique, a fixed number of packets are skipped between each consecutive subsample. We performed the sampling such that, in any given flow, 100 PIMs are generated, with each two consecutive PIMs separated by 100 packets (each subsample serves as our PIM). Fig. 2 shows the architecture of the semi-supervised DCGAN model. In our case, the input to the model is our PIM, which is a 2D-dimensional vector of 20 × 3 dimension. The PIM columns compose of packet length, inter-arrival time between packets and packet directions. Packets directions are represented such that, 0 and 1 indicates forward and backward directions respectively. In addition, we normalize packet length and inter-arrival time between packets by dividing each with its maximum value. Table 1 presents the architecture and hyperparameters used to construct our DCGAN model. Our implementation closely mirrored the standard implementation described in the DCGAN paper by Saliman et al. [18] .
The first layer of the generator is a dense layer, which takes in a seed of random noise, and reshapes it into a 4-diemensional tensor (4D). This layer is then preceded by a series of number of transpose convolutions 1 batch normalization (BN), and leakyrelu operations. The sequence of operations upsample the input until the desired size is reached. In our case, the desired size is 20 × 3, which is squeeze between values −1 and 1 through the hyperbolic tangent function.
For the discriminator, 2 it is like a normal CNN-based classifier (i.e a sequence of convolution layers with BN), however, for the last layer, which instead of applying fully connected layer on top of convolution stack, global average pooling (GAP)operation is performed. This operation results in squeezing the tensor dimension into a single value. The 1 To keep the feature map dimension intact between several transpose convolution layers, we used an odd size kernel (5 × 5), as well as apply unit strides and same padding. 2 As in any regular CNN classifier, the BN and dropout layers are employed to prevent excessive overfitting. Again, the unit strides and same padding are chosen to keep the feature map dimension intact between several convolution layers. fully connected layer is then applied after the GAP to output the final logits, which have shape of batch size by number of classes. These logits are then passed through softmax function, which gives the classification probabilities. However, for the binary classification of regular GAN (i.e. the probability of an input being real or fake), the final logits values (which have shape of batch size by number of classes) need to be transformed into a sigmoid logits. To achieve that, the logits values are passed into a LogSumExp function, which model the binary classification value. Thereafter, the result is then fed to a sigmoid function.
Lastly, for the loss, the discriminator loss composes of both Supervised loss and unsupervised loss. The supervised loss is used to compute individual real class probabilities.
Since, it is multi-class classification problem, it is optimized using softmax cross entropy function. As for the unsupervised loss, it is computed using sigmoid cross entropy. Finally, the discriminator loss is the sum of both supervised loss and unsupervised loss.
On the other hand, the generator loss is obtained using feature matching techniques, as describe in [18] . To achieve that, output (features) is taken after the GAP layer (which serves as the intermediate layer) when the discriminator is processing real data, and its moment is then computed. The same procedure is then followed to compute another moment for when the discriminator is analyzing generated samples (fake input) from the generator. Finally, the generator loss is the mean absolute difference between the two moments.
IV. EVALUATION
To evaluate the performance gap of our semi-supervised model, we employ a Multi-layer perceptron (MLP) and 2D-Convolutional Neural Network (CNN) as our baselines. For the base line models we use the following architecture and hyperparameters as depicted in table 2. We measure the performance of the baseline models and the semi-supervised DCGAN model using two different network traffic dataset.
A. QUIC DATASET
This is self-collected encrypted dataset of the newly established QUIC protocol. The dataset composes of four different QUIC services, which are: Google Documents, Google, Drive, Google Music and YouTube. We followed the same procedure as in [3] , [19] to generate traffic flows. We used selenium web driver [20] and autoIt [21] to generate scripts, and then captured the network traffic. We were able to capture a total of three thousand six hundred and thirty seven (3637) flows as presented in Table 3 , using various systems such as Windows 10, Ubuntu and Mac OSX.
Using the fixed step sampling techniques, we were able to generate a total of 72,000 PIMs from the flows. The PIM were divided into two, with 60000 for training and 12000 for testing (80:20 ratio).
B. ISCX VPN-NonVPN DATASET
This is a public dataset published by Canadian institute of cyber security [22] . The dataset comprises of 15 popularly used applications such as facebook, youtube, vimeo, netflix etc., which are encrypted using various encryption protocols. However, we found the dataset to be very small for performing fine-grain classification of applications using our features, thus, we classify applications under the following broad categories: Streaming, Voip, File Transfer and Chat.
We used raw format (pcap) of the dataset, since, packet level features are required to generate our PIM. We first separated individual flows from the pcap data using pkt2flow tool [23] , and then removed flows, which compose of less than 500 packets. (Since it will not be sufficient for sampling). Table 4 presents the selected number of flows from the dataset.
We also performed fixed step sampling procedure, however, in this case, 20 PIMs, which are 20 packets apart, are generated from each given flow.
We were able to generate a total of 42,960 PIM from the dataset. We also separated 80% portion of the PIM for training, while the remaining 20% was used for testing
C. IMPLEMENTATION
We used Tensorflow keras high-level API (Tensorflow 2.0.0-alpha0) as deep learning software framework to implement both our semi-supervised DCGAN model, and the baseline models. The hardware used is from Google Cloud Platform (GCP). We used n1-standard-4 virtual machine, with 4 cpus, 15GB memory and 1 Nvidia Tesla K80 GPU
D. PERFORMANCE METRICS
We define the following performance metrics to evaluate our classifiers: In the first experiment, we compare the performance metrics of the semi-supervised DCGAN and the baseline models using different number of labeled data. We used the following number of labeled data points:
• 10% labeled data points (only 10% of the samples in the dataset are labeled)
• 50% labeled data points (50% of the dataset is labeled while the remaining is unlabeled)
• 100% labeled data points (fully supervised) Fig. 3 and 4 presents our results for the QUIC dataset, we were able to achieve a test accuracy of 89% with just 10% labeled samples (SEMI-DCGAN1). The result surpasses that of our baselines MLP and CNN, which achieved an accuracy score of 77% and 83% respectively, on the same dataset. This strongly indicates that, the model is benefiting from samples produce by its generator. When the number of labeled samples is increased to half of the dataset, the accuracy increases to 93% (SEMI-DCGAN2). Similarly, the semi-supervised DCGAN model shows similar trend of high accuracy score with just few labeled samples on the ISCX VPN-NonVPN dataset as can be seen from Fig. 5 and 6 . We were able to achieve an accuracy score of 78% (SEMI-DCGAN1) and 79% (SEMI-DCGAN2) with 10% and 50% of labeled data respectively. However, in this case, the baselines MLP and CNN, which achieved 79% and 83% accuracy outperforms our DCGAN models. This might be due to the fact that, on the ISCX VPN-NonVPN dataset we performed coarse-grain classification of applications where we merged some diverse applications under the same category.
Some applications have few examples, consequently, the model is unable to capture the whole training data distribution, and thus, the generator produces poor samples. This leads to poor accuracy score when compared to baseline models.
We also compare our results with the work of Rezaei et al. [3] , which employed a semi-supervised learning approach using the concept of transfer learning. However, we performed the comparison on only one of their approaches, which uses fixed step sampling and QUIC dataset.Since, drawing comparison with the entire paper would be unfair due to differences in the dataset and sampling methods. Table 5 presents the result of their approach, which achieves 81.5% accuracy on QUIC dataset when pre-trained on Waikato dataset. As can be seen from the result, both our semi-supervised DCGAN models outperform their transfer learning approach.
In the second experiment we try to find the impact of each feature on model detection accuracy. To do that, we restructure our PIM into a 20x2 matrix (contains two features at a time), and apply it to the model. Table 6 and 7 present the result of our experiment on both QUIC and ISCX-VPN dataset.
On the QUIC dataset, the combination of inter-arrival time between packets and packet direction give the best accuracy score of 82%, followed by 76% obtained from the combination of packet direction and packet length. The worst accuracy score of 72% was obtained when inter-arrival time between packets was paired with packet length.
A similar trend was also observed on the ISCX VPN-NonVPN dataset. The combination of inter-arrival time and packet direction displayed highest accuracy score of 55%, which was closely followed by combination of packet direction and packet length with 53% accuracy score. The least accuracy score of 48% was obtained from combination of inter-arrival time between packets and packet length. Thus, we can conclude that, packet direction is the most significant feature as far as detection accuracy is concern, since its combination yields the highest accuracy score. However, none of the two-feature combination surpasses the accuracy of the model when both the three features are employed (89% for the QUIC dataset and 78% for the ISCX-VPN dataset). This highly indicates that, the three features complement each other, and justified our initial selection of the three features when constructing our PIM.
Lastly, we try to evaluate the impact of size of our PIM (number of sequence packets) to the performance of our classifiers. Since, we arbitrarily selected the number of sampled packet in a given PIM to be 20, it is important to ascertain whether the selected number of packet was a reasonable choice. To perform the experiment, we select number of packets that are both below and above our initial value of 20 packets. We first set the number of packets in each given PIM to 5, 10, and then increase the number to 40, 30, and 50 respectively. However, we were able to conduct this experiment on QUIC dataset only. This is due to the fact that, ISCX VPN-NonVPN dataset consist of small flows (flows contains few number of packets), which makes it impossible to continuously increment the number of packets in a given PIM using our sampling method.
As can be seen from the result of the experiment (Table 8) , the accuracy was relatively low (67%) when 5 sampled packets were used in a PIM. The reason for this is that, the number of packets was not sufficient enough to extract steady pattern for the time-series features. As we increase the number of sampled packets, the accuracy also increases steadily. However, there was a slight performance gain when the number of packet was increased beyond 20 packets. This indicates that, as long as the number of packets is sufficient enough to extract steady pattern for the generator to reproduce the sample, increasing the number of packets further will only result in minor performance gain at much higher computing time. In fact, the accuracy of the model dropped to 83% when the number of packets reached 50. One possible explanation is that, at that point, the model started to overfit due to the large number of features. Thus, it requires much more training data to learn the additional number of features.
Therefore, 20 sampled packets in a given PIM seem to be a reasonable choice to achieve good accuracy. However, we could not make a general conclusion, since, doing that requires experimenting with different model architecture and tweaking several hyperparameters, which time and resources limit us.
V. CONCLUSION
This paper proposes a novel semi-supervised approach for encrypted traffic classification using DCGAN. The paper addresses the challenges associated with establishing ground truth labels of large encrypted traffic dataset.
To demonstrate the efficacy of our approach, we evaluated our model using two different dataset: a self-collected dataset of the recently established QUIC protocol, as well as a publicly available ISCX VPN-NonVPN dataset. Our proposed method surpassed the accuracy of a fully supervised MLP and CNN models, which were used as baseline, with very small number of labeled samples (10% of the dataset) on the QUIC dataset. The approach also performs comparatively well on ISCX VPN-NonVPN dataset.
Despite the fact that, our proposed approach performed well relatively on both dataset, however, a much better performance was obtained on the QUIC dataset, which comprises of applications with large number of packets in a flow. This type of dataset is much more suitable for constructing a good PIM using our sampling technique. Thus, it is safe to say that, our proposed method will perform well on any dataset in which applications have long duration flows with large number of packets in a given flow.
