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We developed and implemented an ensemble-
refinement method to study dynamic biomolecular
assemblies with intrinsically disordered segments.
Data from small angle X-ray scattering (SAXS) exper-
iments and from coarse-grained molecular simula-
tions were combined by using a maximum-entropy
approach. The method was applied to CHMP3 of
ESCRT-III, a protein with multiple helical domains
separated by flexible linkers. Based on recent
SAXS data by Lata et al. (J. Mol. Biol. 378, 818,
2008), we constructed ensembles of CHMP3 at
low- and high-salt concentration to characterize its
closed autoinhibited state and open active state. At
low salt, helix a5 is bound to the tip of helices a1
and a2, in excellent agreement with a recent crystal
structure. Helix a6 remains free in solution and does
not appear to be part of the autoinhibitory complex.
The simulation-based ensemble refinement is
general and effectively increases the resolution of
SAXS beyond shape information to atomically
detailed structures.
INTRODUCTION
Many important biological functions are carried out by large,
multiprotein assemblies. Examples range from DNA transcrip-
tional regulation to signal transduction and the nuclear pore
complex. Multiprotein assemblies often form only transiently
and are held together by relatively weak pairwise interactions
with dissociation constants Kd > 1 mM. The proteins forming
the assemblies frequently contain intrinsically disordered
regions, some of which become ordered only in the complex
(Sugase et al., 2007; Turjanski et al., 2008). A prominent example
is the endosomal sorting complex required for transport
(ESCRT), which is built of about a dozen proteins that contain
multiple domains connected by long flexible linkers (Hurley,
2010). The ESCRT complexes sort ubiquitin-labeled cargo
proteins into the intralumenal vesicles (ILVs) of multivesicular
bodies (MVBs) (Williams and Urbe, 2007; Hurley and Hanson,
2010). Also, certain retroviruses such as HIV-1 recruit the ESCRT
complexes for budding fromhost cell membranes since the latterStructure 19, 109process is topologically equivalent to the formation of ILVs
(Zamborlini et al., 2006; Lee et al., 2007). Recent in vitro experi-
ments showed that the ESCRT-I and -II complexes together are
capable of inducing membrane budding (Wollert and Hurley,
2010), whereas the ESCRT-III system drives the process of scis-
sion of the vesicle buds (Wollert et al., 2009). However, the
molecular mechanisms used by the ESCRTs to promote
membrane invagination and budding remain unknown (Hurley,
2010; Bassereau, 2010).
Multiprotein assemblies containing disordered, flexible poly-
peptide segments pose serious experimental challenges. X-ray
crystallography is best suited for studies of folded, relatively rigid
domains, and tightly bound complexes; also, solution nuclear
magnetic resonance (NMR) faces challenges because of the
large molecular weights. These high-resolution techniques are
thus increasingly complemented by lower resolution methods,
in particular, cryoelectron microscopy and mass spectrometry.
In addition, small angle X-ray scattering (SAXS) offers a prom-
ising alternative for the structural characterization of proteins,
nucleic acids, and biomolecular complexes in solution (Jacques
and Trewhella, 2010; Rambo and Tainer, 2010). Despite the
orientational averaging and the typically limited number of
features in SAXS intensity curves in the momentum transfer
range up to q z 0.3 A˚1, one can extract useful information
about the shapes and dimensions of the molecules and their
complexes. Indeed, SAXS has been successfully applied to
biomolecular systems that range from individual proteins
(Heidorn and Trewhella, 1988; Svergun, 1999; Chacon et al.,
1998; Svergun et al., 2001; Yang et al., 2009) to protein
complexes and biomolecular assemblies (Bernado´ et al., 2007;
Pelikan et al., 2009; VanOudenhove et al., 2009; Datta et al.,
2009; Yang et al., 2009, 2010).
The resolution of the SAXS technique is inherently limited
since a complex three-dimensional molecular structure is
reduced to a one-dimensional intensity profile. Unlike X-ray
crystallography, the SAXS intensity profile is orientationally
averaged. Despite the resulting loss in information, SAXS data
have proven highly valuable in protein structure determination,
especially when supplemented by other techniques. SAXS has
been combined with NMR measurements (Grishaev et al.,
2005, 2008; Mittag et al., 2010) and could in turn be combined
with structure prediction (Shen et al., 2008).
SAXS would seem to be particularly useful for the character-
ization of protein assemblies. Indeed, if there is only a single
dominant structure of a protein complex, and high-resolution
structures of the complex components are known, then it should–116, January 12, 2011 ª2011 Elsevier Ltd All rights reserved 109
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In practice, however, SAXS refinement is often challenging
because many of the large protein assemblies, including those
of the ESCRT system (Prag et al., 2007; Ren et al., 2009), are
dynamic complexes that attain multiple distinct conformations.
The problem is further complicated by the presence of disor-
dered linkers that connect the structured domains. In such
cases, it is impossible to characterize the typical protein confor-
mations by a single molecular envelope and, thus, the standard
regularization methods for molecule shape determination (Sver-
gun, 1999; Svergun et al., 2001) cannot be applied directly. To
overcome this problem and quantitatively characterize flexible
protein systems in solution using SAXS data, several methods
have been developed, including the ensemble optimization
method (Bernado´ et al., 2007), the minimal ensemble search
(Pelikan et al., 2009), and the SAXS module in the integrative
modeling platform (Fo¨rster et al., 2008). In addition, topology-
based (Go-type) models have been used to create an initial
structural ensemble that is then refined against SAXS data
(Yang et al., 2010).
Here, we developed an alternative, physical approach for the
analysis of flexible protein complexes and applied it to a key
protein of the ESCRT system. Our Ensemble-Refinement of
SAXS (EROS) method proceeds in two steps: First, we use
a coarse-grained model for protein binding to simulate the
molecular assembly and, in this way, generate an initial
ensemble of protein conformations. Second, we gently refine
the simulated ensemble to improve the agreement with SAXS
data. The transferable energy function used in our simulations
has been shown to reproduce complex structures and binding
affinities to within a few kT (Prag et al., 2007; Kim and Hummer,
2008; Ren et al., 2009). The use of an energy function optimized
for protein binding constitutes arguably the main difference from
approaches that create initial ensembles based primarily on
steric exclusion (Bernado´ et al., 2007), high-temperature atom-
istic molecular dynamics simulations (Pelikan et al., 2009), and
topology-based Go-type models (Yang et al., 2010). In contrast,
the approach of Fo¨rster et al. (2008) employs statistical poten-
tials similar to ours but performs a gradient-based refinement
focused on a single (or few) distinct structures instead of
a distributed ensemble. Our coarse-grained simulation model
has previously predicted the structures of both specific and tran-
sient protein complexes based on NMR paramagnetic relaxation
enhancement experiments (Kim et al., 2008). We therefore
expect the simulation model to explore the relevant conforma-
tion space of the protein complexes. To refine the resulting
simulation ensemble in a controlled way, and to prevent data
overfitting, we use a maximum-entropy method.
We apply this SAXS refinement formalism to the CHMP3
protein, which is a key component of the ESCRT-III complex
(Shim et al., 2007; Saksena et al., 2009). The ESCRT-III proteins
are predicted to exhibit transitions between a closed, autoinhi-
bited state in the cytosol and an open, activated conformation
on the membrane (Shim et al., 2007). Electrostatic interactions
have been implicated in the conformational transitions of
CHMP3, based on SAXS measurements that show CHMP3 at-
taining an extended conformations in a buffer at high-salt
concentration, and compact conformations at low-salt concen-
tration (Lata et al., 2008).110 Structure 19, 109–116, January 12, 2011 ª2011 Elsevier Ltd All rHere, we use the SAXS experimental data of Lata et al. (2008),
first, to validate our simulation and refinement methodology and
then to gain detailed insight into the structures of CHMP3 in
solution. For further validation of the simulation methodology,
we compare the predicted structures to high-resolution X-ray
structures of the CHMP3 core (Bajorek et al., 2009; Muziol
et al., 2006). Specifically, we show that the simulations recover
the binding of helix a5 to the tip of helices a1 and a2 in agreement
with the recently published monomer crystal structure (Bajorek
et al., 2009). We also examine the location of helix a6, which
has not been crystallized, and show that it does not bind prefer-
entially to the core of CHMP3. Our results shed light on the
conformations of CHMP3 in the activated and autoinhibited
states.RESULTS AND DISCUSSION
We simulated CHMP3 equilibrium conformations with an energy
function optimized previously for protein binding and validated
for binary protein-protein complexes (Kim and Hummer, 2008),
ESCRT protein assemblies (Kim and Hummer, 2008; Prag
et al., 2007; Ren et al., 2009), and transient protein binding
(Kim et al., 2008). In the framework of this coarse-grained model,
amino acid residues are represented as spherical beads
centered at the Ca atoms. The core structure of CHMP3 formed
by helices a1 to a4 is simulated as a single rigid domain. Helices
a5 and a6 are treated as two separate rigid units connected by
flexible linkers. Therefore, helices a5 and a6 can attain different
positions relative to the CHMP3 core structure and to each other.
For details on our simulations, see Experimental Procedures.
To capture the effect of salt in the buffer, we varied the Debye
length lD. In our simulations, we used lD = 30 A˚ and lD = 3 A˚,
which correspond to salt concentrations of about 10 mM and 1
M, respectively. To probe the spatial extent of CHMP3 at low
and high salt, we measured its maximum extension Dmax (see
Figure 1). At low-salt concentration, CHMP3 attains closed
conformations with Dmax ranging from 70 to 120 A˚ and helices
a5 and a6 in close vicinity of helices a1 and a2. At high-salt
concentration, in contrast, CHMP3 predominantly attains open
conformations with Dmax up to 180 A˚ and helices a5 and a6
away from the CHMP3 core. The dependence of the maximum
extension Dmax on salt concentration is in qualitative agreement
with the earlier interpretation of the SAXS experiments (Lata
et al., 2008).
To compare our simulation results quantitatively to experi-
ment, we calculated SAXS intensity profiles for the simulated
ensemble of CHMP3 conformations. As shown in Figure 2A,
the calculated SAXS profiles for our simulated CHMP3 ensemble
agree well with the scattering curves obtained from experiments
(Lata et al., 2008). As a matter of fact, the agreement with exper-
imental data is sufficiently good that we could infer from the
comparison that the SAXS curves in Figure 3A of Lata et al.
(2008) were mislabeled (personal communication, S. Lata and
W. Weissenhorn). There is, however, some noticeable disagree-
ment between our calculations and the experimental data in the
interval 0.1 < q < 0.15 A˚1 in the low-salt concentration case, and
in the interval 0.15 < q < 0.2 A˚1 in the case of high-salt concen-
tration (Figure 2A).ights reserved
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Figure 1. Distribution of the Maximum Extension of CHMP3
Dmax (in units of nm) at low- (solid line) and high-salt concentration (dashed
line). Potentials of mean force for other structural quantities are shown in Fig-
ure S1.
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Figure 2. SAXS Intensity Profiles of CHMP3
SAXS intensities at low-salt (LS) and high-salt (HS) concentration from simula-
tions (lines) and experiment (symbols, taken from Figure 3A of Lata et al.
(2008)).
(A) SAXS intensities before cluster reweighting.
(B) SAXS intensities after cluster reweighting.
See also Figure S2 for details on SAXS profile calculations.
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SAXS Ensemble Refinement of ESCRT-III CHMP3To improve the agreement with experiment and gain insight
into the relevant CHMP3 conformations, we refine the simulated
ensemble as described in Experimental Procedures. In brief, the
simulated structures are clustered and the cluster weights are
varied to decrease the discrepancy between simulations and
experiments. In order to minimally deform the set of initial cluster
weights, and to prevent data overfitting, the maximum-entropy
method is used in the cluster reweighting algorithm (see Exper-
imental Procedures). As a result, the cluster weights are changed
on average by less than 2 kT in free energy (orz1.2 kcal/mol, as
determined from the ratio of cluster weights before and after
reweighting, kT lnðwk=wð0Þk Þ), which is within the expected error
of the energy function used in our simulations (Kim and Hummer,
2008).
The SAXS profiles for the refined ensembles agree with the
experimental data to within the estimated experimental error
(Figure 2B). At low-salt concentration, the refined ensemble is
dominated by only a few well-defined structures (Figure 3, top).
The six clusters with the largest weights suffice to account for
the SAXS data (see Experimental Procedures and Figure 4C).
These clusters constitute about 40% of the refined ensemble
(Figure 4C) and do not differ significantly in terms of their
maximum extension Dmax and their radius of gyration Rg (see
Figures S3A and S3B available online). At high-salt con-
centration, in contrast, the refined ensemble contains many
distinct conformations that jointly contribute to the SAXS inten-
sity profile (Figure 3, bottom). In this case, about 60 of the
most populated clusters are required to account for the SAXS
data (see Experimental Procedures and Figure 4D). These 60
clusters constitute about 50% of the refined ensemble (Fig-
ure 4D) and jointly cover a broad range of Dmax and Rg values
(Figures S3C and S3D).
With the refined ensembles fully matching the experiment, we
can now examine the conformations of CHMP3 at low- and high-
salt concentrations (Figure 3, top and bottom, respectively). At
high-salt concentration, the ensemble consists of a large number
of clusters, with a maximum relative population of 4%. In the
most highly populated clusters, helices a5 and a6 are both disso-
ciated from the core. The ensemble refinement of the SAXS data
thus indicates that at high-salt concentrations CHMP3 attains
open, extended conformations.Structure 19, 109In contrast, CHMP3 populates closed conformations at low-
salt concentration. Helix a5 is then predominantly bound to the
core. In the two most populated clusters that account for 9%
and 8% of the refined ensemble, respectively, helix a5 is bound
close to the tip of helices a1 and a2 (Figure 3, top). These struc-
tures are in excellent agreement with the recently published
crystal structure (Bajorek et al., 2009) (PDB code 3FRT). Even
though we do not observe helix a5 at the opposite end of helix
a2, as suggested by an earlier crystal structure of CHMP3 dimers
(Muziol et al., 2006) (PDB code 2GD5)mimicking CHMP3 assem-
blies, the local binding mode of a5 with respect to helices a1 and
a2 is again nearly identical to our simulation structures.
Helix a6 does not interact strongly with the rest of the protein.
We find that a6 tends to be located close to the core of CHMP3,
but without preferential binding (Figure 3). The weak interaction
of helix a6 with the CHMP3 core might be a reason why
constructs including helix a6 have so far not been crystallized.
Our findings of distinct binding by a5 to the core and of
unbound a6 are consistent with biochemical evidence. Zambor-
lini et al. (2006) showed that a shortened CHMP3 construct, with
helices a5 and a6 removed, bound to the C-terminal domain and
inhibited HIV-1 release. In contrast, when a5 was left intact and
only a6 was removed, inhibition of HIV-1 release and CHMP3
binding were both reduced. These results are consistent with
our simulation ensemble, with a5 being bound in the autoinhi-
bited state, and a6 unbound. Helix a6 therefore likely serves other
functions that may include binding to other parts of the ESCRT–116, January 12, 2011 ª2011 Elsevier Ltd All rights reserved 111
Figure 3. Structures of CHMP3 in Solution
Most populated clusters at low- (top) and high- (bottom)
salt concentration, together with their relative weights.
Blue: helices a1-a4. Red: helix a5. Magenta: helix a6.
Green: helix a5 in crystal structure (PDB code 3FRT).
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SAXS Ensemble Refinement of ESCRT-III CHMP3system (Tsang et al., 2006) or to themembrane. The correspond-
ing helix in Vps2 is known to bind to Vps4 (Obita et al., 2007;
Stuchell-Brereton et al., 2007).
Our simulations show that at low salt helix a5 is bound to the
core in a significant fraction of structures, both before and after
refinement. Before (after) refinement, we find that about 28%
(25%) of the ensemble is within distance root-mean-square
DRMS <5 A˚ (see Experimental Procedures) from the crystal
structure, and about 57% (55%) is within DRMS <7 A˚. Neverthe-
less, even at low-salt concentration a significant fraction of the
ensemble assumes conformations far from the crystal structure.
About 20% of all structures in the refined ensemble have DRMS
>10 A˚ from the crystal structure.
To quantify the amount of helix a5 that is bound to the core, we
have performed an additional refinement of the SAXS data using
only bound structures. Specifically, we used a restricted set of
structures from our simulation ensemble at low-salt concentra-
tion, requiring that they are close to the crystal structure (Bajorek
et al., 2009) with DRMS <3 A˚. Remarkably, in refining this
restricted ensemble, we achieved the same level of agreement
with the SAXS curve up to q = 0.35 A˚1 as with the full simulation
ensemble, at comparable values of the relative entropy S, i.e.,
without overfitting (see Experimental Procedures). In effect, helix
a6 unbound in solution and the connecting linkers both
contribute significantly to the X-ray scattering, and substantially
blur the SAXS profile of the complex of the core and a5. We
therefore cannot tell with certainty from the low-resolution
SAXS data alone, with q < 0.35 A˚1, whether the crystallographic
complex is fully populated at low-salt conditions, or whether it
has only a fractional population.112 Structure 19, 109–116, January 12, 2011 ª2011 Elsevier Ltd All rights reservedConclusions
The ESCRT-III system is involved in multivesic-
ular body biogenesis (Williams and Urbe, 2007;
Hurley, 2010). It can also be engaged by HIV-1
to promote viral budding (Zamborlini et al.,
2006). Over the last several years, substantial
progress has been made in understanding the
assembly and disassembly of the ESCRT-III
complex (Hanson et al., 2008; Saksena et al.,
2009) and the interactions of its components
with other proteins (Zamborlini et al., 2006;
Lata et al., 2008). In particular, in vivo experi-
ments have provided evidence of a regulatory
role of the C-terminal domains of ESCRT-III
proteins (Shim et al., 2007). It has been sug-
gested that ESCRT-III proteins cycle between
a default closed state and an activated open
state under the control of their C terminus
(Shim et al., 2007; Williams and Urbe, 2007).
Also SAXS data indicate that CHMP3 in vitro
attains open, extended conformations in
a buffer at high-salt concentration, and closed,more compact conformations at low-salt concentration (Lata
et al., 2008).
Our simulation results agree very well with these experimental
predictions and accurately account for the measured SAXS data
(Figure 2). The maximum extension Dmax of CHMP3 increases
dramatically with the increase of salt concentration (Figure 1).
Moreover, we correctly recover the interaction of helix a5 with
the core of CHMP3 at low-salt concentrations (Figure 3). In the
most populated clusters of CHMP3 conformations, helix a5
binds close to the tip of helices a1 and a2 in agreement with
the recently published crystal structure (Bajorek et al., 2009).
We also find that helix a6, which has not been crystallized,
does not bind preferentially to the core of CHMP3. This finding
is consistent with evidence from an assay probing the inhibition
of HIV-1 release by CHMP3 fragments (Zamborlini et al., 2006).
Helix a6 is thus a candidate for interactions with other compo-
nents of the ESCRT system.
The differences in binding of helix a5 to the core as well as the
weak interactions of helix a6 with the core indicate that relatively
small changes in the environment can suffice to drive CHMP3
from closed, autoinhibited states to open, activated conforma-
tions. The sensitivity to the ion concentration (Lata et al., 2008),
reproduced here in simulations, suggests an important role of
electrostatics and possibly the membrane environment.
Refinement of low-resolution structural data poses a major
challenge in structural studies of large and dynamic biomolecular
assemblies (Schro¨der et al., 2010). These challenges are high-
lighted by the original refinement of the CHMP3 SAXS data
(Lata et al., 2008). As a first step, amolecular envelopewas deter-
mined with the program DAMMIN (Svergun, 1999). The CHMP3
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Figure 4. Maximum-Entropy Refinement of
Cluster Weights
(A) Discrepancy c2 between experimental and
simulated SAXS data versus relative entropy S.
The red and blue curves correspond to simulations
at low- and high-salt concentration, respectively.
The black dots indicate the entropy threshold S0
below which the simulated data are considered
overfitted.
(B) Optimized weights wk at the entropy threshold
S0 versus initial weights wk
(0). The black dashed
line indicates wk = wk
(0). The dashed gray
lines indicate a free energy change of kT log
(wk/wk
(0)) = ± 2 kT.
(C) Discrepancy c2 as a function of the cumulative
weight of the clusters at low salt. Clusters were
rank ordered by their optimized weights. The
discrepancy c2 was calculated for a truncated
ensemble consisting of the n top-ranked clusters
with cumulative weight
Pn
k =1
wk . The relative weights
were maintained in the calculation of c2.
(D) Discrepancy c2 at high salt.
See also Figure S3 for variations in the structures
of the clusters.
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SAXS Ensemble Refinement of ESCRT-III CHMP3core was then manually fitted into the envelope. The parts of the
envelope not accounted for by the core gave some broad indica-
tions concerning possible locations of helices a5 and a6, but
without the detailed structural information provided by our
ensemble refinement. Because of the disorder, in particular,
under high-salt conditions, theensembleof structures isnoteasily
captured by a single envelope. In contrast, the EROS approach
avoids the construction of envelopes as intermediates by directly
calculating the low-resolution SAXS data from an ensemble of
structures obtained by molecular simulations. This ensemble
refinement methodology is general and immediately applicable
to other multiprotein complexes with flexible linkers. The combi-
nation of experiment and theory effectively increases the resolu-
tion down to the level of residues, allowing us to go beyond the
conventionalmodelingof SAXSdata that is focused first on shape
information, followed by docking of structures into the shapes.
In practice, the two approaches of simulation and envelope-
based refinement can be complementary. In EROS, we create
an initial ensemble of structures from simulations with an energy
function that can predict both structures and binding affinities of
protein complexes (Prag et al., 2007; Kim and Hummer, 2008;
Kim et al., 2008; Ren et al., 2009). In the refinement, we implicitly
assume that this initial ensemble is already ‘‘close’’ to the actual
ensemble. With the maximum-entropy method, we then mini-
mally modify the relative weights of the structures to match the
measured SAXS curve. This procedure allows us to obtain
relative weights for possibly a large number of clusters from
a combination of low-resolution experimental data and simula-
tion output, by striking a balance between the two. In contrast,
refinement methods based on molecular envelopes do not nor-
mally use molecular structures as input. At least in the cases
where only a few structures dominate the ensemble, the result-
ing unbiased envelopes can therefore be used to validate the
simulations.
An approach similar to ours was recently used to assemble
Hck tyrosine kinase with the help of SAXS data (Yang et al.,Structure 19, 1092010), demonstrating the power of combining a low-resolution
experiment with coarse-grained simulations. The main differ-
ence between the two approaches is that Yang et al. (2010)
simulated their system with a multistate topology-based
(Go-type) energy function (Best et al., 2005) that used informa-
tion about the complex structures and its motions as input. In
contrast, here we used a fully transferable energy function opti-
mized for protein binding (Kim and Hummer, 2008), but treated
the folded protein domains as rigid. Additional differences are
in the refinement procedure. Yang et al. (2010) grouped the
ensemble into a small number of clusters (nine for Hck kinase)
based on similarity of structures and scattering functions, and
then refined the cluster weights. Here, we refined the entire
simulation ensemble with a maximum-entropy method.
As we demonstrated for CHMP3, and for the dimeric complex
PF0863 of P. furiosus (see Experimental Procedures), our simu-
lation refinement produces atomically detailed structures that
recover the high-resolution crystal structures of the complexes.
In the case of CHMP3, a key interaction between helix a5 and the
core is accurately captured. The ensemble of refined structures
is consistent with the SAXS experiments, the topology and
stereochemistry of the biomolecular constructs, and the ener-
getics of biomolecular interactions. Here, we validated the
ensemble against high-resolution crystal structures. In general,
additional low-resolution information can be used, in particular,
distances from spin labeling, fluorescence, or cross-linking
experiments. Simulation-based ensemble refinement should
therefore prove useful not only for ESCRT proteins, but also for
other complexes that include intrinsically disordered linkers.EXPERIMENTAL PROCEDURES
SAXS Intensity Calculation for Coarse-Grained Protein Models
In the coarse-grained model we use to simulate CHMP3, amino acid residues
are represented as spherical beads centered at corresponding Ca atoms. The
‘‘crysol’’ software package used to evaluate SAXS intensity curves from–116, January 12, 2011 ª2011 Elsevier Ltd All rights reserved 113
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SAXS Ensemble Refinement of ESCRT-III CHMP3protein models (Svergun et al., 1995) requires all-atom structures as input.
Following the crysol methodology, we developed a simple method that allows
us to calculate SAXS intensity profiles for protein models in the Ca representa-
tion. As in crysol, amultipole expansion is used for fast calculations of the scat-
tering profile. For the systems and q range considered here, an expansion up
to order 20was found to be sufficient. However, there are twomain differences
between our algorithm and the one implemented in crysol. First, the form
factors fj(q) of the 20 types j of amino acids are assumed to be constant in
our calculation, fj = Ne(j) rVj. Here, Ne(j) is the number of electrons of residue
j and r is the electron density of solvent. We assume r = 0.334 e A˚3, as in
Svergun et al. (1995). The solvent volume Vj displaced by residue j is calculated
as a sum of displaced solvent volumes of atoms forming residue j. Values from
Table 1 in Svergun et al. (1995) are used. Second, we use a different hydration
shell model that is built on a cubic lattice with a spacing of 3 A˚. Grid points that
are further than a distance dj
out = rj + 1.5 A˚ from the Ca atoms of all residues j,
but closer than dj
in = rj + 4.5 A˚ from at least one residue Ca atom are assigned
an electron density w. The radii rj of amino acids are consistent with
their excluded volumes used to calculate the amino acid form factors, Vj =
4prj
3 / 3. As with amino acids, we use uniform form factors for the water grid
points. Although the hydration shell construction used in our calculation is
slower than the algorithm implemented in crysol (Svergun et al., 1995), it avoids
the problem of nonuniform distributions of water at the irregular surfaces of
multidomain proteins.
One relevant parameter that enters this calculation is the electron density w
of the hydration shell around the protein (Svergun et al., 1998). The latter quan-
tity depends on the buffer condition as well as on physical properties of the
protein surface. Consistent with previous SAXS refinement protocols (Svergun
et al., 1995; Yang et al., 2009), we treat the hydration shell electron density w as
a free parameter in our calculation that is varied between w = 0 (meaning no
hydration shell) and w = 0.045 e A˚3.
In Figure S2A, we compare the results of our method to crysol output for
CHMP3 of ESCRT-III (PBD code 3FRT), ESCRT-II (PBD code 1U5T), and
ESCRT-I (PBD code 2P22) crystal structures. The crysol calculations are per-
formed with the default program parameters, with a hydration-shell electron
density of w = 0.03 e A˚3 in both calculations. Since the ESCRT-I core struc-
ture is thin and elongated, the hydration shell built by our algorithm and crysol
differ locally, which leads to small differences in calculated intensities in the
high q regime.
In Figure S2B, SAXS experimental data for lysozyme (Svergun et al., 1995)
and for P. furiosus dimeric product PF1026 (BioIsis ID 37; http://www.
bioisis.net) (Hura et al., 2009) were compared with results both from atomistic
crysol calculations and from our coarse-grained calculations. In the scattering
intensity calculation, we used the crystal structures with PDB codes 6LYZ
(lysozyme) and 2DVM (PF1026). In both cases, we obtained agreement with
the experimental data for reduced hydration shell electron densities of w z
0.01 e A˚3. Moreover, the SAXS profiles from atomistic crysol calculations
and from the coarse-grained calculations agree if the default crysol hydration
shell density ofw = 0.03 e A˚3 is used. This ambiguity suggests that the hydra-
tion shell electron density, which is a phenomenological parameter in models
that do not include the solvent explicitly, should be treated as a variable in the
SAXS intensity calculation. For this reason we compared the CHMP3 SAXS
data with our simulation results for different values of hydration shell density
ranging from w = 0 to w = 0.045 e A˚3. We obtained the best agreement for
w = 0.03 e A˚3, which is the default value in crysol (Svergun et al., 1995,
1998) and in our calculations (Figure 2).
Simulation Methodology
To simulate CHMP3 at different buffer conditions, we used a coarse-grained
model for protein binding (Kim and Hummer, 2008). In this model, folded
protein domains are represented as rigid bodies. Here, the CHMP3 core struc-
ture formed by helices a1 to a4 is treated as one rigid body and helices a5 and
a6 aremodeled as two additional rigid bodies. Possible partial disorder in these
helices should not substantially affect the SAXS curves for q < 0.3 A˚1 and the
binding equilibria. The interactions between the domains are treated at the
residue level with amino acid-dependent pair potentials and Debye-Hu¨ckel-
type electrostatic interactions. Flexible linker peptides connecting the three
rigid domains are represented as amino acid beads on a polymer with appro-
priate stretching, bending, and torsion-angle potentials. We perform replica114 Structure 19, 109–116, January 12, 2011 ª2011 Elsevier Ltd All rexchange Monte Carlo (REMC) simulations with 2 3 108 Monte Carlo (MC)
sweeps and, after the initial equilibration of 108 MC sweeps, consider 104
configurations chosen every 104 MC sweeps for analysis. With 20 replica
temperatures between 300 and 485 K, the MC production run took
2 weeks on a parallel PC architecture. Different buffer conditions are
captured by varying the Debye length lD that enters the Debye-Hu¨ckel poten-
tial. We used lD = 30 A˚ and lD = 3 A˚, which corresponds to salt concentrations
of about 10 mM and 1 M, respectively, to simulate CHMP3 at low- and high-
salt conditions.Cluster Reweighting
We use the QT-clustering method (Heyer et al., 1999) with DRMS as a metric
to cluster the simulated structures. The distance between two structures g and
h is
DRMSðg; hÞ=
 
1
N2
X
n;m

dðgÞn;m  dðhÞn;m
2!1=2
(1)
where d
ðgÞ
n;m is the Cartesian distance of the a-carbon atoms of residues n andm
in two different rigid domains of structure g, and N2 is the number of residue
pairs over which the sum is performed.
In theQT clustering, for every structure the number of neighboring structures
in a sphere of radius Rcutoff is calculated. The structure with the maximal
number of neighbors is removed from the structure pool together with all its
neighbors. Then the procedure is iterated until the structure pool is emptied.
We choose Rcutoff = 5 and 7 A˚ to cluster structures form the low- and high-
salt concentration simulations, respectively. With this choice we obtain about
550 and 1400 clusters of structures at low- and high-salt concentrations,
respectively. In both cases, about 40% of all clusters contain only a single
structure. At low-salt concentration, they mostly correspond to structures
with helix a6 dissociated from the CHMP3 core. At high-salt concentration,
the single-structure clusters mainly represent conformations with unbound
helices a5 and a6.
The SAXS intensity Ik(q) assigned to a cluster k is the arithmetic mean of
SAXS intensities resulting from all structures in this cluster. The average
SAXS intensity from the whole ensemble of simulated structures is
IsimðqiÞ=
XNc
k = 1
wkIkðqiÞ (2)
where Nc is the total number of clusters, and wk is the weight of cluster k,
normalized to
P
k wk = 1. The discrepancy between the computed, average
SAXS intensity Isim(qi) and experimental data Iexp(qi) can be quantified by
c2 =N1q
XNq
i = 1
ðcIsimðqiÞ  IexpðqiÞÞ2=s2ðqiÞ (3)
with a scale factor c that results from vc2=vc=0. Here Nq is the number of data
points on the SAXS curve. We assume shot noise as the dominant source of
the experimental error, s2ðqiÞzAIexpðqiÞ, thus ignoring additional uncertainties
from, e.g., the buffer subtraction. From themagnitude of the noise in the exper-
imental curves, we estimate amplitudes of A = 0.025 and A = 0.25 at low- and
high-salt concentration, respectively.
To improve the agreement with experimental data, we vary the cluster
weights wk. We prevent overfitting by using the maximum-entropy method
(Jaynes, 1957). First, we define the relative entropy
S= 
XNc
k = 1
wk ln
wk
w
ð0Þ
k
(4)
where the w
ð0Þ
k are the initial cluster weights. Note that S= 0 if wk =w
ð0Þ
k .
Second, we introduce a ‘‘free energy’’ function G=c2  qS with a tempera-
ture-like control parameter q. Third, we minimize the function G numerically
with respect to the normalized weights wk by using simulated annealing. In
this way, we obtain the optimal set of weights {wk}. For large q, when the rela-
tive entropy term dominates over c2, minimizingG leads to small perturbations
of the initial weights and thuswkzw
ð0Þ
k for themajority of clusters k. In contrast,
minimization ofGwith q = 0 produces the best possible agreement with exper-
iment, but possibly large changes in the weights as a result of overfitting.ights reserved
Structure
SAXS Ensemble Refinement of ESCRT-III CHMP3Figure 4A shows how the discrepancy c2 ({wk}) varies with the relative
entropy S({wk}) for optimal weights wk that minimize the function G. We chose
an entropy threshold S0 below which the data might be overfitted. The entropy
threshold S0 corresponds to the average change in cluster weights by 2 kT,
which is the estimated accuracy of the energy function we use in our
CHMP3 simulations (Kim and Hummer, 2008). Figure 4B shows the optimal
weights wk obtained at this entropy threshold versus the initial weights w
ð0Þ
k .
Reflective of the fact that our initial simulation ensembles are already very
close to the SAXS experiments in the case of CHMP3 (Figure 2A), we find
that the reweighting procedure only minimally perturbs the ensemble.
As shown in Figures S1A–S1C, reweighting results in only small changes of
a few kT in the potentials of mean force for the maximum extension Dmax,
the radius of gyration Rg, and the root-mean-square deviation (RMSD) from
the crystal structure. (The potential of mean force for quantity X is defined
as -kT ln p(X), where p(X) is the probability that the quantity of interest attains
the value X.) Similarly, the pair distance distribution functions change only
minimally, as shown in Figure S1D.
We also estimated the minimum number of clusters that account for the
SAXS data. First, we rank ordered the clusters by their optimized weights.
Second, we calculated c2 for truncated ensembles containing only the n
top-ranked clusters, with their relative weights maintained. Figures 4C and
4D show the discrepancy c2 versus the cumulative weight of these truncated
ensembles at low- and high-salt concentration, respectively. At low-salt
concentration, the six clusters with the largest weights fully account for the
SAXS data (c2 z 0.5). These clusters together constitute about 40% of the
reweighted ensemble. In contrast, at high-salt concentration the 60 most
populated clusters are required to account for the SAXS data (c2z 2), reflect-
ing the disorder in the relatively open high-salt structures.
The maximum-entropy refinement is locally stable and robust. We checked
that small variations of the control parameter q lead to small changes of the
optimal weights {wk} for all clusters k. We also minimized the function G using
simulated annealing with different seeds for the random number generator.
The calculation was repeated seven times at the entropy threshold. The
average relative error of cluster weights was 21% and 31% at low- and
high-salt concentration, respectively. The largest standard deviation for any
of the clusters was 0.0004, which means that only very small weights bear
noticeable uncertainty. To test the robustness of the ensemble refinement
method, we (1) divide the simulated ensemble into four blocks, (2) cluster
the structures in each block separately, and (3) repeat the reweighting calcu-
lation for each block. We find that the resulting cumulative distributions of the
DRMS to the crystal structure (PDB code 3FRT) do not differ significantly
between the blocks. At low-salt concentration, the probability of finding
a structure within DRMS <5 A˚ from the crystal structure varies between 0.24
and 0.27 in different blocks.
Validation
As an additional validation of the EROS methodology, we performed simula-
tions of the protein complex PF0863 of P. furiosus, for which both SAXS
data and a crystallographic structure have been reported (Hura et al., 2009)
(BioIsis ID 36; http://www.bioisis.net). The two proteins in this complex contain
flexible chains, and the SAXS profile calculated from the crystal structure
results in a marginal fit of the measured profile (c2 = 5.8). We performed simu-
lations of this system in which each of the two proteins could translate and
rotate independently inside a periodic simulation box. Their structured parts
were kept rigid and the flexible chains were treated as polymers. In these
simulations, we found that 10% of the complexes were close to the crystal
structure (within 6 A˚ DRMS), the rest populating different structures (Figures
S2C and S2D). The simulation ensemble was then clustered and the weights
refined, again with an entropy threshold of S0 = 2 and the default hydration
shell density of w = 0.03 e A˚3. This refinement not only reduced the c2 from
10.8 to 3.7 (compared to 5.8 of the model in the BioIsis database; Hura
et al., 2009), but also greatly increased the weight of structures consistent
with the high-resolution X-ray crystal. After refinement, the fraction of
structures within 6 A˚ DRMS from the crystal structures increased from 10
to 80%, with 40% of the structures within 3 A˚ DRMS (Figure S2D). We
conclude from this test that the EROSmethodology can also be useful in cases
where a single structure dominates the ensemble, but flexible tails ‘‘blur’’ the
SAXS profile and interfere with a conventional analysis.Structure 19, 109SUPPLEMENTAL INFORMATION
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