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Утверждено учебно-методической комиссией Института управления и 
предпринимательства 
 
Методические указания состоят из следующих частей: 
1. Введение 
2. Программа учебного курса «Статистические методы анализа рынков», 
включающая содержание лекционного курса и материалы для самостоятельной 
работы студента по основным темам, сформулированные в тезисном виде. 
3. Списки рекомендуемой учебной и научной литературы (основной и до-
понительной). 
4. Темы лабораторных, семинарских занятий и коллоквиумов. 
5. Вопросы и задания для самоконтроля. 
6. Перечень вопросов к зачету. 
 
ВВЕДЕНИЕ 
В информационных технологиях одно из центральных мест занимает об-
работка данных (наблюдений, событий, результатов экспериментов и т.п.). С ее 
помощью осуществляется преобразование и приведение исходного фактическо-
го материала к наиболее удобной для восприятия форме с целью принятия 
управленческих решений и извлечения продуктивных знаний. Область приме-
нения методов обработки данных обширна. К ней относится техника, производ-
ство, экономика, бизнес, социология, психология и многие другие сферы чело-
веческой деятельности. В условиях конкурентной и многофакторной внешней 
среды результаты, полученные при статистической обработке информации, 
становятся важнейшим фактором для рационального формирования управлен-
ческих решений.  
В современных условиях обработка больших числовых массивов, кото-
рые поставляет статистическое исследование в любой области знания, немыс-
лима без использования компьютера. Естественно, существует и значительное 
количество программных продуктов, специализированных для решения таких 
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задач. Достаточно назвать такие отечественные пакеты, как «Stadia» и «Olymp»; 
зарубежные – SAS, «Statgraphics», SPSS, «Statistica», «S-Plus» и другие [9]. От-
метим, что здесь упоминаются только профессиональные и универсальные па-
кеты, перечень специализированных программ занял бы существенно больше 
места. 
Цель дисциплины — сформировать у студентов системное представление 
о приложимости и развитии статистических методов обработки информации и 
их компьютерных реализаций в задачах анализа хозяйственной деятельности 
предприятий в условиях рынка. Данный курс в целом способствует интеграции 
экономического и математико-статистического знания, расширению рацио-
нально-количественного кругозора, развитию более серьезного отношения к 
применению статистических методов в студенческих научных работах и прак-
тической деятельности. 
Задачи дисциплины: определить наиболее существенные направления 
анализа рынков, в которых активно задействуются статистические методы ана-
лиза и компьютерные технологии. Сформировать и развить навыки проведения 
количественного анализа экономической среды, дать инструмент и представле-
ние о работе с компьютерными программами обработки статистической ин-
формации. 
Данный курс, с одной стороны, базируется на понимании экономической 
среды и умении оценивать рыночную информацию, которые студенты получа-
ют в рамках общих экономических и управленческих. С другой стороны, син-
тетический характер курса предполагает привлечение информации естествен-
но-научных дисциплин: информатики, математики, теории вероятностей, ста-
тистики. 
Изучение курса предполагает общую ориентацию в привлечении совре-
менных компьютерных технологий в экономических исследованиях. Умение 
применять компьютерные технологии в основных задачах количественного 
анализа рынка, в том числе, прогнозировании, сегментации рынка, принятия 
решений в условиях неопределенности и риска. К особенностям курса следует 
 4
отнести его изменчивость в соответствии с развитием компьютерных техноло-
гий в экономике, использование современных статистических методов анализа 
рынка, проведение практических занятий в компьютерном классе, обучение но-
вым компьютерным программам, использование демонстраций на лекциях. 
 
 
 
ПРОГРАММА УЧЕБНОГО КУРСА 
«СТАТИСТИЧЕСКИЕ МЕТОДЫ АНАЛИЗА РЫНКОВ» 
 
Содержание лекционного курса 
и материалы для самостоятельной работы студента 
 
ВВЕДЕНИЕ В информационных технологиях одно из центральных мест 
занимает обработка данных (наблюдений, событий, результатов экспериментов 
и т.п.). С ее помощью осуществляется преобразование и приведение исходного 
фактического материала к наиболее удобной для восприятия форме с целью 
принятия управленческих решений и извлечения продуктивных знаний. В ус-
ловиях конкурентной и многофакторной внешней среды результаты, получен-
ные при статистической обработке информации, становятся важнейшим факто-
ром для рационального формирования управленческих решений.  
1. ОЦЕНКА РАЗВИТИЯ СИТУАЦИИ В УСЛОВИЯХ НЕОПРЕДЕ-
ЛЕННОСТИ И РИСКА: Измерения и шкалы. Дискретные и непрерывные слу-
чайные величины, законы распределения случайных величин. Числовые харак-
теристики положения и вариативности. Система случайных величин,  коэффи-
циент корреляции. Репрезентативная выборка, стратовый отбор. Первичная 
статистическая совокупность и методы ее обработки. Оценка параметров рас-
пределения по ограниченной выборке. Дисперсионный анализ. Однофакторный 
дисперсионный анализ. Постановка задачи. Алгоритм реализации средствами 
«Excel». Реализация однофакторного дисперсионного анализа в пакете «Stadia». 
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«ANOVA» – реализация дисперсионного анализа в пакете «Statistica». Особен-
ности реализации дисперсионного анализа в пакете SPSS. Многофакторный 
дисперсионный анализ. Компьютерная реализация двухфакторного дисперси-
онного анализа. Корреляционная и регрессионная зависимости. Метод «Делфи» 
в экспертной оценке. Риск как несоответствие ожиданиям. Среднеквадратиче-
ская характеристика риска. Риск разорения. Двухкритериальная трактовка рис-
ка. Субъективное отношение к риску. Понижающие риск эффекты диверсифи-
кации. Планирование экономико-статистического эксперимента.  
2. СТАТИСТИЧЕСКИЙ МНОГОМЕРНЫЙ АНАЛИЗ, СЕГМЕНТА-
ЦИЯ. Анализ многомерных случайных величин. Ранжирование объектов, ха-
рактеризующихся набором многих признаков. Рейтинговая система предпочте-
ний в многомерном случае. Выделение VIP групп. Метод многомерной сред-
ней. Группировка объектов, характеризующихся набором многих признаков. 
Исходные данные. Постановка задачи. Алгоритм реализации. Реализация мето-
да многомерной средней средствами «Excel». Кластерный анализ. Постановка 
задачи. Подготовка данных для кластеризации. Иерархический кластерный 
анализ. Алгоритм последовательной кластеризации. Графическое представле-
ние результатов кластеризации. Определение числа кластеров. Методы мини-
мальной дисперсии. Метод полных связей, или метод «дальнего соседа» (Com-
plete linkage, Furthest neighbor). Метод одиночной связи, или метод «ближайше-
го соседа» (Single linkage, Nearest neighbor). Метод невзвешенного попарного 
среднего (Unweighed pair-group average, Between-groups linkage). Метод Варда 
(Ward's method). Невзвешенный центроидный метод (Unweighed pair-group cen-
troid, Centroid clustering). Метод взвешенного попарного среднего, или метод 
минимальной связи (Weighted pair-group average, Within-groups linkage). Метод 
медиан, или взвешенный центроидный метод (Weighted pair-group centroid Me-
dian clustering). Выделение определяющих факторов из набора косвенных при-
знаков. Факторный анализ. Постановка задачи. Линейная модель факторного 
анализа. Дисперсия, коэффициенты корреляции признаков и их составляющие. 
Алгоритмы решения задачи факторного анализа. Метод главных компонент 
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Реализация факторного анализа в пакете «Statistica». Реализация факторного 
анализа в пакете SPSS 
3. ПЛАНИРОВАНИЕ И ПРОГНОЗИРОВАНИЕ В УСЛОВИЯХ РЫ-
НОЧНОЙ ЭКОНОМИКИ. Анализ динамики временного ряда. Тренд, осцилля-
ция. Основные виды трендов: линейный, параболический, экспоненциальный, 
логарифмический степенной, гиперболический, логистический. Определение 
параметров тренда. Колеблательность рядов динамики. Прогнозирование на 
основе тренда и колеблемости. Планирование экономической деятельности 
предприятия на основании статистической информации. Моделирование сезон-
ных и конъюнктурных волн. 
4. СТАТИСТИЧЕСКИЕ ПОКАЗАТЕЛИ И ЭКОНОМИЧЕСКИЕ ИН-
ДЕКСЫ. Понятие индекса. Экономические индексы. Индивидуальные и общие 
индексы. Агрегированные индексы. Базисные и цепные системы индексов. Не-
которые важные экономические индексы количественных и качественных по-
казателей. Взаимосвязь индексов. Индексы Ласпейреса и Пааше. Идеальный 
индекс Фишера. Индексы Доу-Джонса и Стендард – пуэр 500 стокс. Индексы – 
дефляторы.  
 
РЕКОМЕНДУЕМАЯ ЛИТЕРАТУРА (ОСНОВНАЯ) 
 
1. Количественные методы в экономических исследованиях./ Под ред. 
Грачевой М. В., Фадеевой Л. Н., Черемных Ю. Н. М.: ЮНИТИ. 2004. 
2. Шишкин Е.В., Чхартишвили  А. Г. Математические методы и модели 
в управлении М.: Дело. 2002. 
3. Колемаев В. А., Калинина В. Н. Теория вероятностей и математиче-
ская статистика. М.: ИНФРА-М 1999. 
4. Розен В. В. Математические модели принятия решений в экономике. 
М. ВШ. 2002. 
5. Дубров А. М. Многомерные статистические методы. М.: ФиС. 2003. 
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6. Ханк Д. Э., Уичери Д. У., Райтс А. Дж. Бизнес-прогнозирование. М.: 
Вильямс. 2003. 
7. Тюрин Ю. Н., Макаров А. А. Статистический анализ данных на ком-
пьютере. М.: ИНФРА-М 1998. 
8. Плис А.И., Сливина Н.А. Практикум по прикладной статистике в 
среде SPSS. М.: ФиС. 2004. 
9. Салманов О. Н. Математическая экономика с применением Mathcad и 
Excel. С-Пб. БХВ-Питербург. 2003. 
10. Боровиков В. Statistica. Искусство анализа данных на компьютере. С-
Пб. Питер. 2003.  
11. 
РЕКОМЕНДУЕМАЯ ЛИТЕРАТУРА (ДОПОЛНИТЕЛЬНАЯ) 
1. Просветов Г. И. Математические модели в экономике. М.: РДЛ 2006. 
2. Лабскер Л. Г., Бабешко Л. О. Игровые методы в управлении экономикой и 
бизнесом. М.: Дело. 2001. 
3. Арсеньев Ю. Н., Шелобаев С. И., Давыдова Т. Ю. Принятие решений. 
Интегрированные интеллектуальные системы. М.: ЮНИТИ, 2003. 
4. Зайцев М.Г. Методы оптимизации управления для менеджеров: компь-
ютерно-ориентированный подход. М.: Дело. 2003. 
5. Дубров А. М., Лагоша Б. А., Хрусталев Е. Ю. Моделирование рисковых 
ситуаций в экономике и бизнесе. М.: Финансы и статистика. 2000.  
6. Найт Ф. Ш. Риск неопределенности и прибыль. М.: Дело. 2003. 
7. Плюта В. Современный многомерный анализ в экономических исследова-
ниях. М.: Статистика. 1980. 
8. Костерин А. Г. Практика сегментирования рынка. СПб.: Питер. 2002. 
9. Митина О. В., Михайловская И. Б. Факторный анализ. М.: Психология. 
2001. 
10. Доугерти К. Введение в эконометрику. М.: ИНФРА-М 1997. 
2.11 Дюк В. Обработка данных на ПК в примерах и задачах С.-Пб. Питер. 
1997. 
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2.12 Козлов А.Ю., Мхитарян В.С., Шишов В.Ф. Статистические функции 
MS Excel в экономико-статистических расчетах. М.: ЮНИТИ. 2003.  
 
1. Перечень обучающих, контролирующих компьютерных программ, 
кино- и телефильмов, мультимедиа и т.п., презентации лекций. 
SPSS не ниже версии 11.0, Statistica не ниже версии 6.0 MS Excel. 
Демонстрационные версии программ Stadia, Statgraphics др. программы 
on-line. 
 
ТЕМЫ ЛАБОРАТОРНЫХ, СЕМИНАРСКИХ ЗАНЯТИЙ 
И КОЛЛОКВИУМОВ 
1. Метод многомерной средней. Реализация метода многомерной средней 
средствами «Excel».  
2. Дисперсионный анализ: Однофакторный дисперсионный анализ. Алго-
ритм реализации средствами «Excel». Реализация однофакторного дис-
персионного анализа в пакете «Stadia». «ANOVA» – реализация диспер-
сионного анализа в пакете «Statistica». Особенности реализации диспер-
сионного анализа в пакете SPSS. Многофакторный дисперсионный ана-
лиз. Компьютерная реализация двухфакторного дисперсионного анализа.  
3. Кластерный анализ: Подготовка данных для кластеризации. Метод пол-
ных связей, или метод «дальнего соседа» (Complete linkage, Furthest 
neighbor). Метод одиночной связи, или метод «ближайшего соседа» (Sin-
gle linkage, Nearest neighbor). Метод невзвешенного попарного среднего 
(Unweighed pair-group average, Between-groups linkage). Метод Варда 
(Ward's method). Невзвешенный центроидный метод (Unweighed pair-
group centroid, Centroid clustering). Метод взвешенного попарного средне-
го, или метод минимальной связи (Weighted pair-group average, Within-
groups linkage). Метод медиан, или взвешенный центроидный метод 
(Weighted pair-group centroid Median clustering). 
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4. Факторный анализ. Реализация факторного анализа в пакете «Statistica». 
Реализация факторного анализа в пакете SPSS 
 
Вопросы и задания для самоконтроля 
1. Каковы цели и методы сбора статистических данных? 
2. Измерения и шкалы. 
3. Проверка экономических моделей: оценивание коэффициентов, проверка 
гипотез. 
4. Первичная статистическая совокупность и методы ее обработки. 
5. Понятие генеральной совокупности и выборки. 
6. Что такое репрезентативная выборка, стратовый отбор? 
7. Основные статистические распределения. 
8. Числовые характеристики положения и вариативности. 
9. Соотношение между экономическими переменными. Линейная связь, 
корреляция. 
10. Что такое парная и множественная линейная регрессия? 
11. Что такое нелинейная регрессия? 
12. Что такое дисперсионный анализ? 
13. Метод «Делфи» в экспертной оценке.  
14. Риск, среднеквадратическая характеристика риска, риск разорения. 
15. Двухкритериальная трактовка риска.  
16. Субъективное отношение к риску.  
17. Понижающие риск эффекты диверсификации.  
18. Как происходит планирование экономико-статистического эксперимента? 
19. Ранжирование объектов, характеризующихся набором многих признаков.  
20. Метод многомерной средней.  
21. Группировка объектов, характеризующихся набором многих признаков. 
Кластерный анализ.  
22. Выделение определяющих факторов из набора косвенных признаков. 
Факторный анализ. 
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23. Рейтинговая система предпочтений в многомерном случае.  
24. Выделение VIP групп. Сегментация рынка.  
25. Выделение определяющих факторов экономической деятельности.  
26. Анализ динамики временного ряда.  
27. Что такое тренд, осцилляция?  
28. Основные виды трендов: линейный, параболический, экспоненциальный, 
логарифмический степенной, гиперболический, логистический.  
29. Определение параметров тренда.  
30. Колеблательность рядов динамики.  
31. Прогнозирование на основе тренда и колеблемости. 
32. Планирование экономической деятельности предприятия на основании 
статистической информации.  
33. Моделирование сезонных и конъюнктурных волн. 
34. Экономические индексы.  
35. Индивидуальные и общие индексы. Агрегированные индексы.  
36. Базисные и цепные системы индексов.  
37. Взаимосвязь индексов. 
38. Индексы Ласпейреса и Пааше.  
39. Идеальный индекс Фишера.  
40. Индексы Доу-Джонса и Стендард – пуэр 500 стокс.  
41. Индексы – дефляторы.  
 
Вопросы для подготовки к семинарским и практическим занятиям 
 
5. Метод многомерной средней: Исходные данные. Постановка задачи. Ал-
горитм реализации. Реализация метода многомерной средней средствами 
«Excel».  
6. Дисперсионный анализ: Однофакторный дисперсионный анализ. Поста-
новка задачи. Алгоритм реализации средствами «Excel». Реализация од-
нофакторного дисперсионного анализа в пакете «Stadia». «ANOVA» – 
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реализация дисперсионного анализа в пакете «Statistica». Особенности 
реализации дисперсионного анализа в пакете SPSS. Многофакторный 
дисперсионный анализ. Компьютерная реализация двухфакторного дис-
персионного анализа.  
7. Кластерный анализ: Постановка задачи. Подготовка данных для класте-
ризации. Иерархический кластерный анализ. Алгоритм последовательной 
кластеризации. Графическое представление результатов кластеризации. 
Определение числа кластеров. Методы минимальной дисперсии. Метод 
полных связей, или метод «дальнего соседа» (Complete linkage, Furthest 
neighbor). Метод одиночной связи, или метод «ближайшего соседа» (Sin-
gle linkage, Nearest neighbor). Метод невзвешенного попарного среднего 
(Unweighed pair-group average, Between-groups linkage). Метод Варда 
(Ward's method). Невзвешенный центроидный метод (Unweighed pair-
group centroid, Centroid clustering). Метод взвешенного попарного средне-
го, или метод минимальной связи (Weighted pair-group average, Within-
groups linkage). Метод медиан, или взвешенный центроидный метод 
(Weighted pair-group centroid Median clustering). 
8. Факторный анализ: Постановка задачи. Линейная модель факторного 
анализа. Дисперсия, коэффициенты корреляции признаков и их состав-
ляющие. Алгоритмы решения задачи факторного анализа. Метод главных 
компонент Реализация факторного анализа в пакете «Statistica». Реализа-
ция факторного анализа в пакете SPSS 
 
Вопросы для подготовки к зачету 
 
1. Случайная величина X принимает значение равное числу опытов m прове-
денных до первого успеха, при этом p – вероятность появления благоприят-
ного исхода в единичном опыте, а q=1-p. По какому закону распределена 
случайная величина X? 
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2. Вероятность появления события A равна P(A)=0,4. Чему равна вероятность 
)(AP  появления противоположного события A ? 
3. К использованию какой табулированной функции приводит задача о вычис-
лении вероятности попадания в интервал значения нормально распределен-
ной случайной величины 
 
4. Известно, что случайная величина X распределена так, что ее числовые ха-
рактеристики положения: мода, медиана и математическое ожидание совпа-
дают, по какому закону она может быть распределена? 
5. Непрерывная случайная величина X распределена по равномерному закону 
на отрезке [0,11]. Какой из двух результатов вероятнее получить в единич-
ном опыте: случайная величина приняла значение из отрезка от 0 до 2, или 
случайная величина приняла значение из отрезка от 9 до 12? 
6. Чему равно значение несобственного интеграла ∫∞
∞−
dxxf )(  , где f(x) - функция 
плотности распределения некоторой непрерывной случайной величины X? 
7. Коэффициент корреляции для случайных величин X и Y равен нулю - о чем 
это свидетельствует? 
8. Какие два распределения связывает теорема Пуассона 
9. В какой из предельных теорем речь идет об относительной частоте события 
10. Что является оценкой вероятности? 
11. Какой из статистических методов используется для решения вопроса о том, 
влияет ли некоторый качественный показатель на характер изменения слу-
чайной величины X или нет 
12. Выборочный коэффициент корреляции для случайных величин X и Y мало 
отличается от нуля, о чем это свидетельствует? 
13. Что такое индексы Ласпейроса и Паше? 
14. С чем совпадает вторая квинтиль?  
15. На основании выборки полученной в результате наблюдений над случайной 
величиной X была построена гистограмма, приведенная на рисунке.  
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1 2 3 4 5 6 7
 
Какую гипотезу о характере распределения случайной величины X сле-
дует выдвинуть, и на каком основании проверить такую гипотезу? 
 
Задачи для подготовки к зачету 
 
1. Случайная величина задана рядом распределения 
x -3 5 10 
p 0,2 0,3 0,5 
определить ее математическое ожидание. 
2. Брошены две игральные кости. Найти вероятность того, что сумма выпав-
ших очков равна восьми. 
3. В ящике 10 деталей, из которых  окрашены. Сборщик наудачу взял 3 детали. 
Найти вероятность того, что хотя бы одна из них окрашена. 
4. Нормально распределенная случайная величина X задана плотностью рас-
пределения вероятности 50
)1( 2
25
1)(
−−=
x
exf π . Найти математическое ожидание 
и дисперсию X. 
5. Дана функция распределения непрерывной случайной величины X : 
=)(xF  
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⎧
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Найти функцию плотности распределения X. 
6. По выборке объема n=10 найдена смещенная оценка дисперсии 18* =D . 
Найти несмещенную оценку дисперсии.  
7. В семи опытах наблюдались значения пар признаков {x,y} данные наблюде-
ний приведены в таблице 
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Значение признака x 1 4 -6 10 -2 5 -3 
Значение признака y  0,5 2 -3 5 -1 2,5 -1,5 
Определить значение выборочного коэффициента корреляции 
8. По заданной последовательности цепных индексов 2,11 =Цi , 3,12 =Цi , 8,03 =Цi , 
1,14 =Цi  найти четвертый базисный индекс Бi4   
9. В 15 наблюдениях над непрерывной случайной величиной X была получена 
выборка {1, 2, 5, 3, 6, 7, 7, 9, 3, 2, 4, 0, 6, 6, 8}. Составить интервальную вы-
борку, сгруппировав значения по интервалам: от 0 до 3, от 3 до 6 и от 6 до 9  
10. Из генеральной совокупности извлечена выборка объема n=10 
Значение признака x -4 6 10 
Частота m 2 3 5 
      Определить оценку математического ожидания. 
Из генеральной совокупности извлечена выборка объема n=10 
Значение признака x -4 6 10 
Частота m 2 3 5 
      Определить оценку математического ожидания. 
 
 
 
