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Abstract
Model Predictive Control Design
for Load Frequency Control Problem
by
Nedžad Atić
Master of Science in Electrical Engineering
West Virginia University
Ali Feliachi, Ph.D., Chair
Load Frequency Control (LFC) is a mechanism by which power generation and power
demand are balanced. The main objective of the LFC is to keep the system frequency at
its nominal value and maintain inter-area tie-line power flows at their pre-specified contract
values. Recent deregulation of the power market have emerged development of novel control
techniques that have to include economic objectives as a part of control decisions, and at
the same time ensure compliance with the control performance standards, CPS1 and CPS2,
established by the North American Reliability Council (NERC).
Model Predictive Control (MPC) has been widely accepted as a viable control strategy in
the process industry. It is a model based control strategy where an optimization procedure
is performed in every sampling interval over a prediction horizon, yielding an optimal control
action. The optimization criterion, or objective function, is chosen in such a way as to satisfy
the controlled system dynamics and constraints, penalize system output deviation from the
desired trajectory, and minimize control efforts. Furthermore, a possibility to incorporate
economic objectives into the optimization criterion makes the MPC a good candidate for
power system control.
The first objective of this thesis is an LFC controller design based on the MPC algorithm.
The second objective is implementation of additional control logic to the MPC control algo-
rithm to reduce the unit maneuvering, keeping the area under control in good compliance
with NERC’s standards CPS1 and CPS2. The proposed control techniques are tested on a
multiple area power system model within the MATLAB/Simulink environment.
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In the past decade, the electrical industry has undergone deregulation and restructuring,
when vertically integrated utilities were forced to split into separate independent generation
(Genco), transmission (Transco) and distribution (Disco) companies. These companies are
now competing in the market environment, making contracts to provide electric energy and
ancillary services. In this type of environment, more efficient companies have better chances
to secure those contracts and make profit.
Power systems consist of control areas interconnected through high voltage tie-lines.
Constant changes in power demand affect the power system frequency, as well as the tie-
line power exchange between control areas. Load Frequency Control (LFC) is a mechanism
by which a balance between power demand and power generation is maintained with main
objectives to keep the system frequency at a nominal value f 0 (60 Hz in the US), and maintain
net inter-area tie-line power flows at their pre-specified contract values. In addition to the
main objectives, the control actions need to be provided in such a way as to ensure area’s
compliance with the control performance standards set by the North American Electric
Reliability Council (NERC).
Distances between control areas are significant, and a decentralized architecture for LFC
is considered in order to reduce the size of monitored network and avoid costs associated with
the data communication links. Area Control Error (ACE), a combination of both frequency
deviation (∆f) and tie-line power exchange deviation (∆Ptie), indicates the power mismatch
between the area load and generation. The ACE signal is available at the area control
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centers, and it is used as an input to the LFC controller, thus achieving decentralization.
Because of their relatively simple construction and robust performance, conventional
LFC uses proportional-integral (PI) type of controllers. The parameters (gains) of the PI
controllers are often obtained through extensive field testing, usually using a trial-and-error
approach. Several gain tuning techniques have been proposed, either requiring measurements
of all local states which is impractical for industrial applications, or simplifying the problem
by assuming that all areas are identical. Additionally, PI controllers could yield unsatisfac-
tory performance since the effects of nonlinearities, such as generation rate constraint and
governor dead band were not considered.
In order to operate the system in an efficient manner and to comply with the new market
and technical rules, novel control strategies have to be investigated and implemented. Model
Predictive Control (MPC) is a control algorithm based on a system model, where an opti-
mization procedure is performed in every sampling interval calculating an optimal control
action. During the last decade, the MPC has been proved as a useful control strategy in
process industry. It is especially functional since it can handle constraints on control as well
as system states and/or output variables. Ability to incorporate economic objectives as a
part of control requirements makes it an excellent candidate for the LFC scheme.
The thesis is organized as follows. Literature survey is given in Chapter 2. A basic
background on the LFC problem, dynamic model of a control area and an overview of
the NERC’s control performance standards CPS1 and CPS2 is given in Chapter 3.1. A
Model Predictive Control algorithm based on the step response of the system is presented
in Chapter 4. A Model Predictive Control design for the Load Frequency Control (MPLFC)
is given in Chapter 5. This control technique is successfully tested on a three-area power
system model through several case scenarios. Chapter 6 presents the NERC compliant
MPLFC control design tested on a power system model, under a scenario that includes





A literature survey of topics related to Load Frequency Control designs, together with
an overview of Model Predictive Control related topics, is given in this chapter.
In an interconnected power system, changes in load without adequate changes in gener-
ated power affect the system’s frequency as well as inter-area power exchange. Since the load
can change at any given time, it is desirable to have an automated balancing mechanism to
adjust the power generation. The most preferred method of Automatic Generation Control
(AGC) is the tie-line bias control [1]. In the tie-line bias control, Area Control Error (ACE),
which is a combination of the tie-line power flow deviation and frequency deviation, is used
as an input to the controller. The ACE signal is calculated as:
ACE = [Actual Net Interchange− Scheduled Net Interchange]−
−[(10×Bias)× (Actual Frequency − 60 Hz)]
where the first part is the ACE equation for constant net interchange control, and the second
part is the ACE equation for constant frequency control. Reviews of the AGC technologies
that are utilized by the utilities are given in [2] and [3].
Many control techniques for LFC have been proposed over the years. Centralized control
design, where decisions are made based on information acquired from all control areas within
an interconnection, is impractical since involves data exchange between distant control areas,
which could increase costs of such a system operation. Hence, a decentralized control with
decisions that are based on locally available information is more appropriate for the LFC
problem.
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Feliachi [4] proposes a decentralized control scheme where decentralized control feedback
gains are considered in such a way that the eigenvalues of the closed loop decentralized
system are the same as the eigenvalues of the system under the centralized optimal control
law. The gains for the decentralized controller are calculated through an iterative procedure
from eigenvalue sensitivity expressions already computed based on the centralized case, and
they are updated when a disturbance occur. The initial values for the gains, together with
the eigenvalue sensitivity vectors, are obtained from the solution of an off-line centralized
optimal control problem.
For better interconnected power system operation, Jaleeli et al. [5] proposed wedge control
philosophy where an off-zero ACE is tolerated to some extent. This control philosophy
bounds average ACE within a wedge shaped funnel, with the main features that reacts
to large changes in demand immediately, but does not see small changes of ACE with its
average value limited with the designated funnel over period of time. Several benefits that
can be obtained implementing the wedge control philosophy are given in the paper. Some
of them are: maintaining acceptable frequency, fast response to large deviations in demand,
reduction of interconnection time error and inadvertent accumulation, etc. Unit maneuvering
and associated wear and tear can be also reduced since generating respond to changes in
ACE only if they exceed the funnel bounds.
PI type controllers have emerged as a standard for LFC applications. This is mainly
because of their simple structure and robust performance. However, the controller parame-
ters (gains) are usually tuned based on a trial-and-error procedure, and fixed over a certain
period of time. There are several techniques proposed for PI gains tuning, but there is also
a need for new control techniques, especially in a deregulated environment where economic
objectives have to be considered in control design.
An analysis and design issues in LFC for an interconnected power systems are addressed
in [6]. The authors have proposed an integral type controller with the gain adjusted using
the Quantitative Feedback Theory (QTF) to ensure stability and robustness over large un-
certainties in dynamic models of power systems. An additional phase lead stage is added
to the integral type controller in order to reduce the peak resonance and oscillations of the
system output on a step load disturbance.
In [7], Rerkpreedapong et al. proposed two robust decentralized control techniques for
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LFC. The first technique implements an H∞ control design using linear matrix inequalities
(LMI) technique to obtain robustness against uncertainties. This technique results in a
high order dynamic controller that treats the area interconnections and local load as a
disturbance. The objective is to design an output feedback control law such that the effects
of the disturbance do not exceed a given guaranteed robust performance index. The second
technique implements a PI controller whose gains are tuned in such a way that the same
robust performance as with the first technique is achieved. The control objective is the
same as for the first technique, with an additional constraint that the controller is of a PI
type. The design procedure uses genetic algorithm (GA) search technique to find the best
PI gains under the robust H∞ constraints in terms of LMIs. This new technique is called
the Genetic Algorithms and Linear Matrix Inequalities (GALMI) technique, and it could
be very interesting for industry application. However, this technique replaces a complex
high order controller with a simple PI based controller, using a heuristic search technique to
find the control gains, that heavily depend on the search parameters such as seed, number
of populations, etc., so there is no guaranties that the optimal parameter solution will be
found.
Rerkpreedapong further proposed several new LFC strategies in his PhD Dissertation [8].
He developed several robust decentralized control strategies with the focus on the PI type of
controllers. He also proposed a NERC standards oriented LFC strategy, where the gains of
implemented PI controllers are obtained using fuzzy logic and changed “on-line” based on the
current compliance with CPS1 and CPS2 [9]. For another control design, the wedge-shaped
control criteria is used to adjust the control tightness, and the control gains are determined
“on-line” with the spline curve obtained from a set of “off-line” GALMI computed gains for
different tightnesses [10]. He also applied a simulation on a fully modeled power system using
the Power Analysis Toolbox (PAT) package [11], and showed no observable differences of the
LFC performance when the results are compared to the ones obtained with the classical LFC
model which is commonly used for simulations and analysis.
Donde at al. [12] proposed an optimization technique for finding an integral feedback
gain KI using trajectory sensitivities in conjunction with gradient type Newton algorithm.
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]
dt
This optimization procedure requires simulations of the system model to be performed in
every algorithm iteration which could be time consuming. Moreover, the parameters are
calculated only for the certain load scenario, with an assumption that all the areas are
identical, which is not the case for real power systems.
On February 1, 1997, the NERC introduced new control performance standards CPS1
and CPS2 in place of existing A1 and A2. Jaleeli and VanSlyck in [13] give a brief description
of the new control performance standards with their technical foundation and the research
leading to the standards. They have noted then too tight control of ACE is impractical and
puts a lot of stress on the generating units, and when reasonably tolerated the suppliers can
obtain benefits from an interconnected operation. The authors drew conclusions that the
new standards can be applied to all types of areas, that they can provide information on
area performance over a longer time interval (12 months), and an opportunity for fuel and
unit wear and tear savings. More details on NERC’s performance standards are given in
Chapter 3.3.
Gross and Lee presented an analytic framework for formulation and evaluation of control
performance standards CPS1 and CPS2 in [14]. The authors proposed more general control
performance criteria C1 and C2, with the existing CPS1 and CPS2 given as a special case of
the proposed ones. Moreover, an analysis based on the application of the proposed framework
showed that the two NERC’s standards are redundant under conditions typically in effect
in North American interconnections, and that once CPS1 is satisfied implies satisfaction of
CPS2 for window length W ≥ 10. However, according to the NERC’s data [15], some control
areas had very good compliance with CPS1 while violating CPS2.
Model predictive control has become very attractive control technique, especially for
linear processes, with a rising interest for applications in nonlinear processes. A tutorial
overview is given in [16] that gives a framework in which the critical issues can be expressed
and points out what should be considered to implement this control strategy. In the last
couple of decades, MPC has been implemented in wide variety of industrial applications
ranging from chemical to aerospace industries. An overview of industrial MPC techniques
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with more than 2200 applications is given in [17] and [18].
In [19] and [20], authors have considered a distributed MPC scheme where the distributed
controllers can exchange information through agents. In this scheme, the agents use infor-
mation from the neighbor agents to estimate the effects of the neighboring control actions
to their own area. Such a control scheme is then tested in a power system application, LFC
problem in particular, with only a simple swing equation based model of a two-area power
system. Although successful control performance was demonstrated in a case of distributed
control, a completely decentralized scheme did not yield stable system control. Moreover,
the proposed distributed controllers have agent based modules able to exchange information,
and they are assumed to know the load disturbance in their own areas. Additionally, the
proposed strategy does not consider the net power interchange error, and assumes the avail-
ability of the generator rotor angle measurements, which is not practical for implementation.
A huge interest in novel LFC control designs has increased even more with deregulation
of power systems when economic objectives became an important factor in control decisions.
This thesis presents a new method for robust decentralized LFC. The objective of this thesis
is twofold:
- to propose novel control strategy for the Load Frequency Control technique based on
a Model Predictive Control algorithm,
- to develop an MPC control scheme which will ensure good compliance with the NERC’s
control performance standards CPS1 and CPS2, reducing unit maneuvering and asso-
ciated costs.
Both control designs are based solely on information available at the area control centers,
thus achieving decentralized scheme. The proposed control designs will be tested on two




This chapter will provide a basic background on the Load Frequency Control problem.
Also, a dynamic model of a generic control area with multiple generating units will be
presented. Finally, an overview of the NERC’s control performance standards CPS1 and
CPS2 will be given.
3.1 Load Frequency Control
Changes in power system load temporarily create a mismatch between generation and
demand affecting the system’s frequency. For good power system operation, the system
frequency should remain at the nominal value f 0. Also, in an interconnected power system
operation, in addition to the frequency control, the tie-line power interchange between areas
should be kept at the scheduled value. The frequency control provided by the load’s and
governor’s natural sensitivity to the frequency change is called the primary frequency control
loop. However, the primary control loop rarely restores the balance between generation and
demand at the nominal frequency, therefore a supplemental or secondary control loop is
needed. Since the load changes are frequent, it is desirable that the secondary frequency
control is performed automatically. This control of frequency and generation is called Load
Frequency Control (LFC).
It is very difficult to obtain measurements of all the generation and all the load in the
system to calculate the mismatch between the generation and obligation in one area. The









Figure 3.1: Generic LFC scheme
mismatch is measured at the area control center with Area Control Error (ACE) as:
ACE = P acttie − P stie − 10B(fact − f s)
= ∆Ptie − 10B∆f
(3.1)
where P acttie and P
s
tie are the area’s actual and scheduled (manually set) interchange with
neighboring areas, fact and f s are the area’s actual and scheduled frequency, and B is the
area’s frequency bias coefficient, a negative number measured in MW per 0.1Hz. Often, the
ACE signal is calculated using the area frequency response characteristic β instead of B:
ACE = ∆Ptie + β∆f (3.2)
with




where D is the area’s load-damping coefficient, or the frequency sensitivity of the area’s load
(D = ∂PD/∂f |f=f0), and R is the regulation due to governor action in the area, or droop
characteristic.
Figure 3.1 presents a general overview of the LFC mechanism. Changes in load, create
changes in the electrical torque of the generator, and this change results in a mismatch
between the mechanical and electrical torque, resulting in speed variations. The governor
will sense the change in speed, and adjust the valve position to increase/decrease steam flow
from furnace toward turbine in order to balance the torque mismatch (primary loop). This
balance is rarely performed at the nominal frequency. Therefore, in order to achieve the
nominal frequency of the system and compensate for the power imbalance, the governor’s
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Figure 3.2: Control area dynamic model
setpoint is changed by the actions of an LFC controller whose decisions are based on the
ACE signal (secondary loop). These control actions need to be taken in timely manner
and have to provide robust power system operation under a number of different contingency
situations. Also, a good LFC performance is desirable, and the control areas are obligated
to achieve a certain level of quality of power system operation, assessed through the NERC’s
control performance standards CPS1 and CPS2.
3.2 Dynamic model
Figure 3.2 represents a dynamic model of a generic control area, interconnected with
other areas through tie lines. To obtain the area frequency deviation ∆f , generators are
lumped into one transfer function, and the governors and turbines are modeled with their
appropriate transfer functions, where:
PV - governor valve; PT - turbine power;
PC - governor load setpoint; PD - power demand;
TH - governor time constant; TT - turbine time constant;
D - area load damping coefficient; TP - area aggregate inertia;
R - droop characteristic; B - frequency bias;
f - area frequency; Ptie - net tie-line flow;
ACE - area control error; η - area interface;
α - ramp rate factor; N - number of control areas;
∆ - deviation from nominal values;
Tij - Tie-line synchronizing coefficient between area i and j.
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By ignoring the nonlinearities in the model, a linearized mathematical model of area i
with n generating units can be written [8]:








Turbine : ∆ṖTk = − 1TTk ∆PTk +
1
TTk
∆PV k ; k = 1, . . . , n






∆PT l −∆Ptiei −∆PDi
) (3.4)
The tie-line power deviation between area i and area j is defined as:
∆Pij = Tij(∆δi −∆δj) (3.5)
where ∆δi and ∆δj are the phase angle deviations in areas i and j. With ∆δ̇i = 2π∆fi, a










Dynamic model of the system as described with equations (3.4) and (3.6) in a state-space
form is given with:






∆fi ∆Ptiei ∆PV 1 ∆PT1 . . . ∆PV n ∆PTn︸ ︷︷ ︸
n units
]T
; yi = ACEi











































































































 0 − 1Tpi
−1 0
 ; C = [ βi 1 01×2n ]
In the state-space model representation (3.7), xi is the area state vector, yi is the area
output vector, ui is the area input (∆PCi), and wi is the area disturbance that includes
changes in local load ∆PDi as well as the area interface ηi.
This linearized dynamic model of a generic control area is developed with simple one-
stage transfer functions for the key components. If the system components modeled with
more details are used, there should be no problem to develop the state-space representation
of such a system, with small alteration of the procedure given in this chapter.
3.3 Control performance standards CPS1 and CPS2
On February 1, 1997 the North American Electric Reliability Council (NERC) introduced
two control performance standards: CPS1 and CPS2 [13], [21]. As of January 1998, control
areas are required to be in compliance with the two standards, with penalties for those areas
that fail to meet the requirements. A brief introduction to the CPS1 and CPS2 standards
is given next.
CPS1 is defined as follows [21]: Over a given period, the average of the clock-minute
averages of a control areas [ACE divided by ten times its bias] times the corresponding
clock-minute averages of the interconnections frequency error shall be less than the constant
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(ACEi)1 - clock-minute average of ACE;
Bi - frequency bias of the control area;
∆F1 - clock-minute average of frequency error;
∈1 - targeted frequency bound for CPS1;
Period a) one year for control area evaluation,
b) one month for Resources Subcommittee review.
The CPS1 is calculated as a compliance percentage as follows:
CPS1 = (2− CF ) ∗ 100% (3.9)
where CF is a compliance factor:
CF = AV G12−month[CF1] (3.10)















CPS2 is defined as follows [21]: Over a clock ten-minute period, the ten-minute averages
of a control areas ACE shall be less than the constant on the right-hand side of the following
inequality:
AV G10−minute(ACEi) ≤ L10 (3.12)
where




∈10 - targeted frequency bound for CPS2;
Bi - frequency bias of the control area;
Bs - sum of the frequency bias settings of the control areas in the interconnection.
For the systems with variable bias, CPS2 becomes:
AV G10−minute(ACEi) ≤ L10 (3.14)
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where






Bminimum - area’s minimum allowed bias.




(Total Periodsmonth − Unavailable Periodsmonth)
]
∗ 100% (3.16)
where Violationsmonth are count of the number of periods that ACE10−minute exceeded L10.
Targeted frequency bounds ∈1 and ∈10 are based on historical information of the fre-
quency error, and each interconnection is assigned with its own frequency bounds.
After calculating CPS1 and CPS2 using equations (3.9) and (3.16), the control area com-
pliance rating is obtained as:
Control Compliance Rating = Pass - if CPS1 ≥ 100% and CPS2 ≥ 90%;
Control Compliance Rating = Fail - if CPS1 < 100% or CPS2 < 90%
Implementation of CPS1 and CPS2 allows less unit maneuvering and reduces unit wear





Model Predictive Control (MPC) has become an effective and accepted control strategy
in chemical, oil, automotive, structural and many other industries. It is an open loop control
scheme based on a system model, where in a sampling interval the future system behavior is
predicted over a finite prediction horizon, and a sequence of future control signals is calculated
by minimization of a performance index. Only the first control signal from the sequence is
used as the system input, while the rest of the signal sequence is not considered. The whole
procedure is repeated in the next sampling interval with the prediction horizon moved one
sampling interval forward. The system output is taken into consideration in the optimization
procedure through the error between the actual measured output in the current sampling
interval and the prediction of the output made in the previous sample. Since the future
system behavior is calculated over a shifted prediction horizon, model predictive control is
also called receding or moving horizon control.
Model predictive control is a procedure of solving an optimal control problem that in-
cludes system dynamics and constraints on the system input and output variables. There is
a number of formulations of the MPC strategy that are different either in a way the system
model is obtained (i.e. step response model or finite impulse response model), or in a for-
mulation of the objective function. However, they all explicitly use a model of the system
to obtain the control signal by minimizing the objective function.
An MPC scheme is presented in Figure 4.1 and the receding horizon concept of model
predictive control is illustrated in Figure 4.2. First, an appropriate system model and op-





















Figure 4.1: General MPC scheme
timization objective are specified. The model will be used to determine the future system
responses ŷ(k + 1), hence it needs to include the dynamics of the system. Then, a desired
reference trajectory yr(k + 1) and constraints on output and control variables are defined.
Prediction of the future system behavior is then made over a prediction horizon, based on
the information about past system behavior and the sequence of future control signals that
are required to satisfy the optimization objective. The error of the previous step output
prediction is calculated as e(k) = ym(k)− ŷ(k), where ym(k) is the actual measured output
and ŷ(k) is the prediction of the output made in the previous sample. This error is taken
into account in the optimization procedure. A part of the prediction error accounts for the
system model uncertainties, and the other part accounts for the effects of unmeasured dis-
turbance on the system output. The first of the calculated control signals is implemented
as the input to the system till the new measurements are available. In the next sampling
interval the actual system output ym(k+1) is obtained and the whole procedure is repeated.
The following steps can summarize the core of an MPC algorithm:
1. At the sampling interval k obtain the system measurements ym(k) and calculate the
prediction error e(k) = ym(k)− ŷ(k).
2. Calculate (predict) the output ŷ(k + i), i = 1, . . . , p over the prediction horizon p. The
prediction is obtained by using the system model, optimizing the objective function
with respect to control inputs u(k + j − 1), j = 1, . . . ,m over the control horizon m,
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Figure 4.2: Receding horizon concept of MPC
satisfying given constraints. The current state of the system is used as the initial state
for the prediction.
3. Apply the first control signal u(k) obtained from the optimization procedure until new
measurements are available.
4. At the sampling interval k+1 go to step 1 and repeat the procedure.
The prediction and control horizons in the MPC algorithm are essential for good a per-
formance of an MPC controller and they should be chosen carefully to get desired results
[22], [23]. The output horizon p should be chosen long enough so it covers the system set-
tling time, making it possible to look further to the more stable behavior. The control
horizon m is often smaller number than prediction horizon p, and it represents the number
of possible control moves. Values of p and m directly influence calculation time required to
solve the optimization problem, therefore they should be selected carefully in order to keep
computational efforts manageable in real time. The performance index is usually chosen in
a quadratic form, penalizing the system output deviation from the reference trajectory and
calculating an optimal sequence of control inputs. Minimization of such a performance index
can be transformed into a Quadratic Programing (QP) problem and then solved with one of
widely available algorithms [24], [25]. It is very important to choose a proper sampling time.
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The sampling interval basically depends on the dynamics of the system under control. Sys-
tems with slow response time do not require frequent samplings, although that would yield
better control actions. However, short sampling intervals would increase a computational
burden in every step, thus making a real-time control impractical.
The following sections will give a mathematical formulation of an MPC algorithm based
on a step response system model [23]. The equations are given for a Single Input Single
Output (SISO) system, but with small modifications they hold for a Multi Input Multi
Output (MIMO) system as well.
4.1 Prediction based on a step response
Standard mathematical equations that describe dynamics of a linear time invariant (LTI)
system in a state-space domain are:
ẋ(t) = Ac · x(t) + Buc · u(t) + Bdc · d(t)
y(t) = C · x(t)
(4.1)
where x(t), y(t), u(t), and d(t) are vectors of state, output input and disturbance variables




c and C are the system, input, disturbance and output matrices,
with appropriate dimensions. Index c stands for continuous.
The corresponding discrete-time system will be:
x(k + 1) = Ad · x(k) + Bud · u(k) + Bdd · d(k)














where index d stands for discrete.
If a unit step input u = [1 1 . . . 1] is applied to the system (4.2) at rest without
considering the effects of disturbance, i.e. d(k) = 0, k = 1, 2, . . ., the output will be the










Figure 4.3: Step response on a unit step
step response of the system on the unit step input y = [0 s1 s2 . . . sp] with s1, s2, . . . , sp
presenting the step response coefficients at sampling time k = 1, 2, . . . , p (Figure 4.3). The
step response coefficients can be calculated as:
sp = C · Apdx(0) +
p∑
i=1
C · Ai−1d ·Bd (4.4)




C · Ai−1d ·Bd (4.5)
For linear systems, a shifted unit step input u = [0 1 1 . . . 1] will produce a shifted step
response y = [0 0 s1 s2 . . . sp], and a scaled step input u = [ul ul . . . ul] will produce a
scaled step response y = [0 s1ul s2ul . . . spul].
For an arbitrary input u = [u0 u1 u2 . . . up−1] applied to the system at rest (y0 = 0), the
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output based on the step response coefficients is:
y1 = s1u0
y2 = s2u0 + s1(u1 − u0)
y3 = s3u0 + s2(u1 − u0) + s1(u2 − u1)
...
...
yp = spu0 + sp−1(u1 − u0) + . . . + s1(up−1 − up−2)
Defining ∆ui = ui − ui−1, i = 1, 2, . . ., and assuming that the first input was also an input





Based on the step response model of the system we can make a prediction of the system
output at the sampling time k over the prediction horizon p:
ŷ(k + 1|k) = ŷ(k + 1|k − 1) + s1∆u(k|k) + w(k + 1|k)
ŷ(k + 2|k) = ŷ(k + 2|k − 1) + s2∆u(k|k) + s1∆u(k + 1|k) + w(k + 2|k)
...
...
ŷ(k + p|k) = ŷ(k + p|k − 1) + sp∆u(k|k) + sp−1∆u(k + 1|k) + . . . +
+s1∆u(k + p− 1|k) + w(k + p|k)
(4.7)
where
- ∗(k + i|k) is a prediction at sampling time k + i based on information available at
sampling time k,
- ∗(k + j|k− 1) is a prediction at sampling time k + j based on information available at
sampling time k − 1,
- w(∗|∗) represents effects of the disturbance on output prediction.
If assumed that the unmeasured disturbance will not change in the future, an estimate of
it over the prediction horizon p can be derived as a difference between the “real” measured
output ym(k) and output prediction made in the previous step ŷ(k|k − 1) as:
w(k|k) = w(k + 1|k) = w(k + 2|k) = . . . = w(k + p|k) ≈ ym(k)− ŷ(k|k − 1) (4.8)
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The control variable u is considered only over the control horizon m which is shorter than
the prediction horizon p (m < p). Therefore, the input changes are set to zero for all inputs
after the control horizon:
∆u(k + m|k) = ∆u(k + m + 1|k) = . . . = ∆u(k + p− 1|k) = 0 (4.9)









ŷ(k + 1|k − 1)
ŷ(k + 2|k − 1)
ŷ(k + 3|k − 1)
...




s1 0 0 · · · 0
s2 s1 0 · · · 0


















ym(k)− ŷ(k|k − 1)
ym(k)− ŷ(k|k − 1)
ym(k)− ŷ(k|k − 1)
...
ym(k)− ŷ(k|k − 1)

(4.10)
Note that ŷ(k + p|k − 1) is the p + 1 element of the output prediction at sampling time
k − 1, just outside of the prediction horizon. Since the system is assumed settled after p
steps, there is no change in outputs after the prediction horizon expires. For that reason, it
can be adopted that ŷ(k + p|k − 1) = ŷ(k + p − 1|k − 1) as the output prediction in p + 1
step.
Adopting the new notation that:
Ŷ (k + 1|k)p×1 =
[
ŷ(k + 1|k) ŷ(k + 2|k) . . . ŷ(k + p|k)
]T
Ŷ (k|k − 1)p×1 =
[








s1 0 · · · 0





sp sp−1 · · · sp−m+1

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Pp×1 =
[
1 1 . . . 1
]T
and introducing the “shifting” matrix M as:
Mp×p =

0 1 0 · · · 0






0 0 0 0 1
0 0 0 0 1

the prediction equation (4.10) written in a matrix form becomes:
Ŷ (k + 1|k) = M · Ŷ (k|k − 1) + S ·∆U(k|k) + P · (ym(k)− ŷ(k|k − 1)) (4.11)
4.2 Performance index




qi(ŷ(k + i|k)− yr(k + i|k))2 +
m∑
j=1
rj(∆u(k + j − 1|k))2 (4.12)




The criterion penalizes the weighted sum of the square of predicted output deviations
ŷ(k+i|k) from the reference trajectory yr(k+i|k), calculating an optimal sequence of control
input changes ∆u(k|k). Coefficients qi and rj are the nonnegative weighting coefficients, and
the larger weight means more contribution of the corresponding element in the performance
index, that is, more penalties for that element.










Ŷ (k + 1|k)− Yr(k + 1|k)
]
+
+ [∆U(k|k)]T R [∆U(k|k)]
} (4.14)




q1 0 · · · 0





0 0 · · · qp
 and Rm×m =

r1 0 · · · 0





0 0 · · · rm

Substituting Ŷ (k + 1|k) in equation (4.14) with (4.11) yields:
J = [E(k) + S ·∆U(k|k)]T Q [E(k) + S ·∆U(k|k)] +
+∆U(k|k)T ·R ·∆U(k|k)
(4.15)
where the term E(k):
E(k) = M · Ŷ (k|k − 1) + P · (ym(k)− ŷ(k|k − 1))− Yr(k + 1|k) (4.16)
represents the error vector of the output prediction from the reference trajectory, with an
assumption that all future changes in the system input ∆U(k|k) are set to zero.
Expanding equation (4.15):
J = E(k)T QE(k) + E(k)T QS∆U(k|k) + ∆U(k|k)T ST QE(k)+
+∆U(k|k)T ST QS∆U(k|k) + ∆U(k|k)T R∆U(k|k)
(4.17)
and with E(k)T QS∆U(k|k) = ∆U(k|k)T ST QE(k), we can write:
J = E(k)T QE(k) + 2E(k)T QS∆U(k|k)+
+∆U(k|k)T
[




The first part of the performance index J in equation (4.18), E(k)T QE(k), does not
depend on the change of control input sequence ∆U(k|k) (equation (4.16)) and it is a constant
during the optimization procedure within the sample k, hence, it can be excluded from the
optimization procedure. Therefore, the performance index given with equation (4.14) can











ST QS + R
]
f(k) = 2ST QE(k)
(4.20)
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4.3 Constraints
Many control problems express requirements for constraints on the system variables. The
constraints can be imposed on the manipulated as well as state and/or output variables. The
constraints can be expressed as a variable saturation, variable rate change, or to keep the
variable within certain bounds.








qi (ŷ (k + i|k)− yr (k + i|k))2 +
m∑
j=1
rj (∆u (k + j − 1|k))2
s.t.

ymini ≤ ŷ (k + i|k) ≤ ymaxi
uminj−1 ≤ u (k + j − 1|k) ≤ umaxj−1
∆uminj−1 ≤ ∆u (k + j − 1|k) ≤ ∆umaxj−1
(4.21)










j−1 are the lower/upper bounds to be enforced.
The input and input-change constraints are treated as hard constraints, while the output
constraints are considered as soft.
The output constraints in matrix form are:


















Substituting Ŷ (k + 1|k) in (4.22) with equation (4.11),
Ymin ≤ M · Ŷ (k|k − 1) + S ·∆U(k|k) + P · (ym(k)− ŷ(k|k − 1)) ≤ Ymax (4.23)
the output constraints can be expressed as a function of ∆U(k|k) as:
S ·∆U(k|k) ≤ Ymax −M · Ŷ (k|k − 1)− P · (ym(k)− ŷ(k|k − 1))
−S ·∆U(k|k) ≤ −Ymin + M · Ŷ (k|k − 1) + P · (ym(k)− ŷ(k|k − 1))
(4.24)







Ymax −M · Ŷ (k|k − 1)− P · (ym(k)− ŷ(k|k − 1))
−Ymin + M · Ŷ (k|k − 1) + P · (ym(k)− ŷ(k|k − 1))
]
(4.25)
Saturation constraints on the input variable can be expressed as:




















u(k|k) u(k + 1|k) . . . u(k + m− 1|k)
]T
Elements of U(k|k) can be calculated as:
u(k|k) = u(k − 1) + ∆u(k|k)
u(k + 1|k) = u(k − 1) + ∆u(k|k) + ∆u(k + 1|k)
...
u(k + m− 1|k) = u(k − 1) + ∆u(k|k) + . . . + ∆u(k + m− 1|k)
(4.27)
or in matrix form:
U(k|k) = 1m×1 · u(k − 1) + L ·∆U(k|k) (4.28)
where u(k − 1) is the input calculated in the previous step, and
1m×1 =






1 0 . . . 0





1 1 . . . 1

Substituting (4.28) into (4.26)
Umin ≤ 1m×1 · u(k − 1) + L ·∆U(k|k) ≤ Umax (4.29)
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the constraints can be expressed as a function of ∆U(k|k) as:
L ·∆U(k|k) ≤ Umax − 1m×1 · u(k − 1)








Umax − 1m×1 · u(k − 1)
−Umin + 1m×1 · u(k − 1)
]
(4.31)
Rate constraints on the input variable can be expressed as:


















Constraints (4.32) can be also written as:
Im×m ·∆U(k|k) ≤ ∆Umax












Including the constraints derived with equations (4.25), (4.31) and (4.34) into (4.19), the







∆U(k|k)T H∆U(k|k) + fT ∆U(k|k)
s.t.














Ymax −M · Ŷ (k|k − 1)− P · (ym(k)− ŷ(k|k − 1))
−Ymin + M · Ŷ (k|k − 1) + P · (ym(k)− ŷ(k|k − 1))
Umax − 1m×1u(k − 1)
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4.4 An MPC Algorithm
An MPC algorithm for constrained problem is:
1. Pre-process: Choose sampling interval ∆t, prediction and control horizons p and m,
and set k = 0. Compute the step response coefficient matrix S. Initialize weighting
coefficient matrices Q and R, reference trajectory Yr and control input u(0). Compute
matrix H, equation (4.20) and initialize the QP constraints matrix A, equation (4.36).
Obtain current measurements ym(0) and initialize Ŷ (0) and ∆U(0):
Ŷ (0)p×1 =
[




0 0 . . . 0
]T (4.37)
2. Obtain measurements ym(k).
3. Update the reference Yr(k + 1|k) and constraints A. Compute the error vector E(k),
equation (4.16), QP gradient vector f(k), equation (4.20) and QP constraint matrix b,
equation (4.36):
E(k) = M · Ŷ (k|k − 1) + P · (ym(k)− ŷ(k|k − 1))− Yr(k + 1|k)
f(k) = 2ST QE(k)
b =

Ymax −M · Ŷ (k|k − 1)− P · (ym(k)− ŷ(k|k − 1))
−Ymin + M · Ŷ (k|k − 1) + P · (ym(k)− ŷ(k|k − 1))
Umax − 1p×1u(k − 1)




4. Solve the constrained QP problem, equation (4.35):
∆U(k|k) = QP solver(H, f, A, b) (4.38)
and implement the first element ∆u(k|k) on the plant:
u(k) = u(k − 1) + ∆u(k|k) (4.39)
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5. Compute the output prediction Ŷ (k + 1|k), equation (4.11):
Ŷ (k + 1|k) = M · Ŷ (k|k − 1) + S ·∆U(k|k) + P · (ym(k)− ŷ(k|k − 1))
6. Set k=k+1 and wait for the next sampling time. Go to Step 2 and repeat.
29
Chapter 5
Model Predictive Load Frequency
Control
In this chapter a Load Frequency Control technique based on the Model Predictive Con-
trol algorithm described in Chapter 4 will be applied on a test power system model within
the Matlab/Simulink environment. First, information about chosen test system will be pre-
sented, then the control algorithm will be given, and, finally, the simulation results will be
discussed.
5.1 Test system
The test system, shown in Figure 5.1, consists of three control areas interconnected
through high voltage tie-lines, with three generation companies (Gencos) within each area.
The control areas are responsible for their own native load and to maintain the inter-
area power exchange contracts. The areas are modeled as presented in Chapter 3.2, where
each Genco within the area has one generating unit. The governors and turbines of gen-
erating units are modeled as one-stage transfer functions, while in order to get the fre-
quency deviation of a control area, the generators within the area are lumped together into
one transfer function. The generating unit parameters are tabulated in Table 5.1, and the
tie-line synchronizing power coefficients are: T12 = 180MW/rad, T13 = 200MW/rad and
T23 = 120MW/rad.















Control Area 1 Control Area 2
Control Area 3
Figure 5.1: Three-area test system
This classical system representation is quite common in the literature and studies [7],
[12], [26]. The simulation results obtained with this type of a model showed no significant
differences, when compared to those obtained using the Power Analysis Toolbox (PAT)
package, where the power system components are modeled with more details [8].
Table 5.1: Parameters of generating units
Parameters Generation Company (Genco)
Sbase =
(1000 MW)
1 2 3 4 5 6 7 8 9
Rate (MW) 1000 800 1000 1100 900 1200 850 1000 1020
D (pu/Hz) 0.0150 0.0140 0.0150 0.0160 0.0140 0.0140 0.0150 0.0160 0.0150
TP (pu.sec) 0.1667 0.1200 0.2000 0.2017 0.1500 0.1960 0.1247 0.1667 0.1870
TT (sec) 0.4 0.36 0.42 0.44 0.32 0.40 0.30 0.40 0.41
TH (sec) 0.08 0.06 0.07 0.06 0.06 0.08 0.07 0.07 0.08
R (Hz/pu) 3.00 3.00 3.30 2.7273 2.6667 2.50 2.8235 3.00 2.9412
B (pu/Hz) 0.3483 0.3473 0.3180 0.3827 0.3890 0.4140 0.3692 0.3493 0.3550
α 0.4 0.2 0.4 0.3 0.2 0.5 0 0.5 0.5
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Figure 5.2: Area 1 step response
5.2 Controller design
The basis for the controller design is given in Chapters 3 and 4. It is very important to
choose a proper sampling time ∆t, since the computational burden can be too high if chosen
too short, or the control performance can be unacceptable if chosen too long. The prediction
and control horizons p and m directly depend on the chosen sampling interval as well as on
the system settling time. Figure 5.2 is an output response of the control area 1 model to
the unit step input. It is visible that the system comes to the rest in less than 15 seconds
after the step input is applied. Similar settling time is observed with models of control areas
2 and 3 in the test system. This means that with the sampling interval of 0.5 seconds, the
control horizon of 15 samples (m = 15) and prediction horizon of 40 samples (p = 40) are of
appropriate length to achieve good control performance with manageable computations in
real-time.
Constraints in the system are defined with the physical characteristics of the system.
They can be expressed in a form of saturation of the generator set point (Pminc and P
max
c ),
limits on the generation rate change (GRC) (∆P downc and ∆P
up
c ), or as bounds on the system
output (ACEmin and ACEmax).
Area Control Error in each control area is taken as the system output, and it is measured
in every sampling interval. If the generation within one control area matches its local obliga-
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tion and inter-area power exchange contracts, the ACE is zero. Hence, the control objective
is to keep the ACE at zero value, therefore the reference trajectory is set to 0 all the time:
Yr(k) = 0 ; ∀k.
After choosing the sampling time ∆t, prediction and control horizons p and m, defining
the system constraints, and setting the reference trajectory, the control algorithm as pre-
sented in Chapter 4.4 is followed in every sampling interval. Routines and functions from
the MPC and Optimization toolboxes ([27], [25]) are used to calculate the control inputs,
and the simulation is provided within the Matlab/Simuling environment.
5.3 Simulation results
Performance of the proposed controllers is tested on four different load scenarios:
- Random load changes,
- Large load disturbances in all control areas,
- Loss of a generating unit in Control Area 1, and
- Generating Rate Constraint handling.
The reasons for proposed scenarios are to 1) show the controllers’ performance during
power system normal operation, 2) test the robustness of the controllers in an emergency
situation such as sudden load change or generating unit loss, and 3) test the ability to cope
with constraints on control variables. Results of nonlinear simulations are presented and
compared to those obtained using PI controllers. The parameters (gains) for the PI con-
trollers are selected using the GALMI technique [7], and given in Table 5.2.
Table 5.2: PI Gains
Gains Area 1 Area 2 Area 3
KP 0 0 -0.0253
KI -0.2805 -0.3358 -0.32
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Figure 5.3: Random load changes
5.3.1 Random load changes
Random load changes shown in Figure 5.3 represent expected changes in demand ∆PD1,
∆PD2 and ∆PD3 in respective control areas during 300 seconds of simulation time. Those
fluctuations in power demand are common in power systems operation, and the purpose of
this scenario is to check a behavior of the proposed MPC controller under normal operating
conditions. Figures 5.4(a), 5.4(b) and 5.4(c) present closed-loop responses of the governor
set point (∆PC), area control error (ACE) and frequency deviation (∆f) for control area 1,
2 and 3 respectively. Analyzing the simulation results it can be observed that both type of
controllers (MPC and GALMI PI) adjust the governor set points effectively, responding to
the demand changes in timely manner. The ACE signal and frequency deviation are very
small and within acceptable limits. From the results it can be concluded that both type of
controllers produce adequate control actions and behave in similar manner.
5.3.2 Large load disturbances in all control areas
In this section, effects of large load disturbance and corresponding corrective control
actions are investigated. Step increases in demand of ∆PD1 = 150MW , ∆PD2 = 120MW
and ∆PD3 = 100MW are applied in control areas 1, 2 and 3 respectively. The purpose of this
scenario is to test robustness of the proposed controller against sudden changes in demand.
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Figure 5.4: System response for Scenario 1. MPC - Solid, PI - Dash-dotted
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For this case, generating rate constraint (GRC) was not imposed on the system. As for the
previous scenario, closed-loop responses of the governor set point (∆PC), area control error
(ACE) and frequency deviation (∆f) of control areas 1, 2 and 3 are identified as important,
and they are presented in Figures 5.5(a), 5.5(b) and 5.5(c). It can be observed that the
control inputs ∆PC in all control areas are efficiently increased to match the demand, without
overshoots and oscillations. The ACE and frequency deviation ∆f are driven to zero shortly
after the disturbance occured, with very small oscillations. Under this type of scenario, the
MPC controller performs somewhat better than the GALMI tuned PI controllers.
5.3.3 Loss of a generating unit in Control Area 1
As its name says, model predictive control algorithm is based on a system model, and
precise model of the controlled system is required for good results. However, small inaccura-
cies in the identified model are treated as an unmeasured disturbance and adjusted through
the error correction between the actual and predicted system output.
This scenario tests the robustness of the proposed controller under a severe condition such
is a loss of a generating unit, when the model in use suddenly becomes inaccurate. Changes
in power demand are the same as for Scenario 1 (Section 5.3.1), with unexpected failure of the
generating unit 2 in control area 1 at time t = 5sec. The fault is simulated by disconnecting
the Simulink blocks representing the unit 2, and imposing a step increase in demand for the
value of load that was carried by the unit 2 in the moment of failure. An assumption is
made that the control area 1 has enough reserve in the remaining generation to cover for
the loss of unit 2 (600MW or 0.6p.u. for this scenario). The simulation results are divided
into two parts, the first period of 30 seconds that covers the fault and the transient period
(Figures 5.6(a), 5.6(b) and 5.6(c)), and the second period that includes time after the 30th
second of simulation when the control actions have adjusted the governor set points of the
remaining generation for the loss of generating unit 2 (Figures 5.7(a), 5.7(b) and 5.7(c)). The
results of the first part of simulation show that the control input ∆PC1 of control area 1 was
steadily increased to cover for the demand without overshoots, with the ACE1 and frequency
deviation ∆f1 driven to zero in a fast manner. Control areas 2 and 3 have experienced some
oscillations during the transient period, with all the signals returning to their pre-fault values
CHAPTER 5. MODEL PREDICTIVE LOAD FREQUENCY CONTROL 36



































































































Figure 5.5: System response for Scenario 2. MPC - Solid, PI - Dash-dotted
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after settling the oscillations down. It is noticeable that the controller “requested” 0.75p.u.
of power in control area 1 instead of 0.6p.u. that the unit 2 carried before the fault. The
discrepancy is due to the fact that the contribution of the Genco 2 in the LFC of the control
area 1 was 20%, against 80% for the other two Gencos combined (Table 5.1). Therefore,
the remaining units “receive” only 80% of the control signal which converted into numbers
in our case means 0.75p.u. × 0.8 = 0.6p.u. The second part of simulation showed similar
closed-loop responses to those in scenario 1, with the ACE and frequency deviation ∆f very
close to zero in all three areas. The performance of the MPC controllers is slightly better
that of the PI controllers, with faster recovery time and less oscilations.
This scenario has shown robustness of the proposed control design against severe condi-
tions, giving enough time to the operator to make appropriate actions, such is rescheduling
of the existing generation or introducing the reserves, and to update the system model within
the control algorithm with more accurate one.
5.3.4 Generating Rate Constraint handling
In this scenario, the same load disturbance as in Scenario 2 (Section 5.3.2) is applied
in each area. Additionally, a generating rate constraint (GRC) of 150MW/5 min has been
imposed on each area. The purpose of this scenario is to test the robustness of the proposed
control scheme under large disturbance in power demand, while handling the GRC at the
same time. The closed-loop responses from all control areas are shown in Figures 5.8(a),
5.8(b) and 5.8(c). A longer simulation time of 2000 seconds is considered in order to fully
observe effects of the GRC on the control performance. The responses show that the pro-
posed MPC controllers successfully bring the system back to the stable operating point in
around 300 seconds (5 minutes) after the disturbance occured without any oscillations and
overshoots. At the same time, the system controlled by the PI controllers is experiencing
severe oscillations without achieving the stable point even after 2000 seconds of simulation
time. The superior performance of the MPC controller is achieved due to the fact that the
MPC algorithm incorporates hard constraints on the rate of change of control inputs as a
part of the optimization procedure.
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Figure 5.6: System response for Scenario 3, first period. MPC - Solid, PI - Dash-dotted
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Figure 5.7: System response for Scenario 3, second period. MPC - Solid, PI - Dash-dotted
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Figure 5.8: System response for Scenario 4. MPC - Solid, PI - Dash-dotted
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Chapter 6
NERC compliant Model Predictive
LFC
This chapter presents a decentralized Model Predictive Load Frequency Control algorithm
with two main objectives, (1) to assure control area compliance with control performance
standards CPS1 and CPS2, and (2) to reduce wear and tear of generating units. A nonlinear
simulation of a test system with multiple generation and distribution companies including
load following and regulation contracts is performed to illustrate the proposed control scheme.
6.1 Test system
To assess the performance of the proposed controller, a three-area interconnected power
system is chosen, as presented in Figure 6.1. The test system includes five Gencos and three
Discos competing in the market. Control area 1 and control area 2 have two Gencos and
one Disco each, while Area 3 has only one Genco and one Disco.
In order to satisfy customers’ power demand, Discos call for load following and regulation
services from Gencos. After their bids and offers are matched, those services are provided
by Gencos according to established contracts [28],[29].
Load following contracts: Generating units that provide the load following service will
ramp their generation to follow slow load fluctuations which are estimated based on the time
period of the day, day in a week, season, weather forecast, etc. In the test system, this













Figure 6.1: Three-area test system
service is taken into account, and the contracts are given in Table 6.1.
Regulation contracts: Fast fluctuations in power demand cannot be matched by load
following services. Consequently, resultant mismatches represented in the ACE signal are
taken care by those units providing regulation services [30]. The regulation contracts for the
test system are given in Table 6.2.
Table 6.1: Load Following Contracts
DISCO 1 DISCO 2 DISCO 3
GENCO 1 80% 20% -
GENCO 2 - - -
GENCO 3 - 50% -
GENCO 4 - - -
GENCO 5 20% 30% 100%
Table 6.2: Regulation Contracts
ACE1 ACE2 ACE3
GENCO 1 - - -
GENCO 2 100% - -
GENCO 3 - 50% -
GENCO 4 - 50% -
GENCO 5 - - 100%
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Figure 6.2: Generating unit and prime mover model
The model of a generating unit and prime mover is shown in Figure 6.2, with the turbine
and governor modeled from several stages, and generators within one area lumped into one
block. The parameters are given in Table 6.3, and the synchronizing power coefficients of
the tie lines are: T12 = 200MW/rad, T13 = 250MW/rad and T23 = 200MW/rad.
6.2 Controller Design
The basis for the design is given in Chapters 4 and 5.2, with the upper/lower bounds for
governor setpoint (∆umini and ∆u
max
i ) calculated in every sampling interval as:
∆umini = c×∆P downci
∆umaxi = c×∆P upci
c = max(c1, c2)
(6.1)
where ∆P downci and ∆P
up
ci
are the limits of the governor setpoint changes based on the area
ramp rate, c1 is a coefficient calculated based on a level of compliance with CPS1 and c2 is
CHAPTER 6. NERC COMPLIANT MODEL PREDICTIVE LFC 44
Table 6.3: Generating Unit Parameters
DATA GENCO 1 GENCO 2 & 3 GENCO 4 GENCO
Rating (MW) 1000 750 700 2000
R 5% 4% 4% 5%
D (pu MW/Hz) 20 15 14 18
H (s) 5 5 5 5
T1 2.8 3 2.7 2.5
T2 1 0 0 0
T3 0.15 1 1 1
T4 0.2 0.4 0.35 0.5
T5 6 0 0 5
T6 7 0 0 0
T7 0.5 0 0 0
K1 0.2 1 1 0.4
K2 0.2 0 0 0.6
K3 0.4 0 0 0
K4 0.2 0 0 0
calculated based on 10-minute sliding window average of ACE divided with the area constant
L10 (WIN10[ACE]/L10) as a measure of compliance with CPS2.
To calculate c1, the accumulated average compliance factor (CFac) defined in (6.2) is
used.
CFac = AV GA→C [CF1] (6.2)
Point C in Figure 6.2 presents the current time, and CFac is calculated every minute over
A C B
Last 11 months Current month
Figure 6.3: Sliding 12-month time line for CFac
the period A → C. Point B presents an end of a sliding 12-month period A → B, when




1 if CFac ≤ CPS1min
0 if CFac > CPS1min
(6.3)
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where CPS1min is a threshold for minimum level of compliance. Since the CPS1 is calculated
as a 12 month average of clock-1-minute information, it is not going to change rapidly, so
CPS1min should be around 100 % which is defined by the NERC as a minimum level of
compliance with CPS1. The value of CPS1min can be changed dynamicaly to higher or
lower level based on past CPS1 performance.
The coefficient c2 is calculated from the ratio between 10-minute sliding window average
of ACE (WIN10[ACE]) and the L10 coefficient as follows:
c2 =

0 if WIN10[ACE]/L10 ≤ 0.5
WIN10[ACE]/L10 if 0.5 < WIN10[ACE]/L10 ≤ 1
1 if WIN10[ACE]/L10 > 1 or CPS2 < CPS2min
(6.4)
where CPS2min is a threshold for minimum level of compliance, and it should be close to 90
% which is defined by the NERC as a minimum level of compliance with CPS2.





are calculated with (6.3), (6.4) and (6.1), an optimal control input can be calculated solving
the optimization problem (4.35). The maximum value of the coefficients is set to 1 since there
is no need to change the governor setpoint with more efforts and any faster than the control
area ramp rate value. If the control area is in good compliance with the CPS1 and CPS2,
then the c1 and c2 coefficients are set to zero, hence there is no action taken in that sampling
interval. In a case of bad compliance, the optimization procedure given with equation (4.35)
will result in an optimal control input, satisfying constraints calculated with equation (6.1).
6.3 Simulation results
The algorithm proposed in Chapter 6.2 is applied to the test system under a load pick-up
hour scenario. Figure 6.4 represents expected load changes that consist of linear components,
supposed to be satisfied with the load following services, and random components, which are
supposed to be met by the regulation services.
The performance of the NERC compliant MPC controller is assessed through a nonlinear
simulation, and simulation results are compared to those obtained using the MPLFC control
algorithm as presented in Chapter 5.2 with objective to bring the ACE signal to zero as soon






















Figure 6.4: Aggregate load changes
as possible after occurrence of disturbance (coefficient c in (6.1) set to 1).
Figure 6.5 represents changes in governor setpoints (∆Pc) of each generating unit for the
two type of controllers. Excessive maneuvering of the controllers can be observed in the
case when the MPLFC controllers were used, while the NERC compliant MPC controllers
make changes in the governor setpoints only when necessary to keep control areas in good
compliance with the NERC standards, with time intervals as long as 10 minutes without
control action.
Prior to simulation, all areas in the test system are assumed to be in high compliance with
CPS1. The percentages of compliance for all control areas over the hour under observation
are presented in Figure 6.6. Analyzing the simulation results, the NERC compliant MPC
controllers have increased the value of CPS1 in all three areas. In the case of the MPLFC
control strategy, the CPS1 is raising faster as it was expected. That gives good assurance of
a CPS1 recovery to the control areas that use the NERC compliant MPC algorithm when
the compliance drops below the threshold value CPS1min in which case the NERC compliant
MPC controller becomes the MPLFC type controller.
Figure 6.7 presents AV G10−minute[ACE] for all three control areas as a factor of compli-
ance with CPS2. If the AV G10−minute[ACE] value is above L10 (thick solid line), that counts
as a violation for any 10-minute interval lowering the compliance down. For the case when
the full MPLFC control is implemented, the value of AV G10−minute[ACE] is very low for
all intervals due to the stiff control, while in the case of NERC compliant MPC controllers,





































































Figure 6.5: Raise/Lower signals of each generating unit












































































































Figure 6.8: L1 norm for all three areas
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it is higher for all of the 10 minute intervals in all control areas, but still under L10. It is
observed that the NERC compliant MPC controllers successfully keep the control areas in
compliance with CPS2 and at the same time reduce wear and tear on the generating units.
L1 norm of the LFC control effort, L1 =
∑
|∆Pc| is chosen to present the accumulated
maneuvering of the generating units. The L1 norm is associated with the unit wear and
tear, and its change over the simulated hour of operation is shown in Figure 6.8. It can be
observed that the NERC compliant MPC technique yields significantly lower value of the L1
norm than in the case of the MPLFC control.
The other measure of wear and tear are unit reversals. Frequent changes in direction
of control signal increases stress on the prime mover, and can lead to premature request
for unit maintenance. Table 6.4 gives a count of reversals over the observed hour for both
techniques and the load in each area. From the numbers it can be easily seen that NERC
compliant MPC produces as much as 57% less unit reversals then the MPLFC controller
without additional logic.
Table 6.4: Number of unit reversals
AREA 1 AREA 2 AREA 3
LOAD 871 856 899
MPLFC 657 702 588
NERC MPC 401 300 294
Reduction in
unit reversals [ % ]
39% 57% 49%
Both L1 norm and the reversal count indicate that implementation of additional logic in
the MPC control algorithm considerably reduces excessive unit maneuvering and reversals,
and thus significantly decreases wear and tear of the generating units, increases the regular




Load Frequency Control design is a very interesting research topic, and it has become
even more interesting after the deregulation. In the first part of the thesis, a Model Predictive
Control based controller design for the Load Frequency Control problem in an interconnected
power system is proposed. Control inputs are calculated in every sampling interval as an
optimal control problem solution, penalizing deviation of a model based prediction of the
future system behavior from the desired reference trajectory.
The proposed controller is implemented in a completely decentralized fashion, using Area
Control Error signal as the only input. A model of a three-area nine-generator system is
chosen to present the effectiveness of the Model Predictive LFC controller. The control
actions are calculated based on a step response model of the system, with the objective to
minimize the effects of uncontrolled changes in area’s native load and area’s interconnections
with the neighboring areas. These effects are treated in control algorithm as unmeasured
disturbances and taken into calculations through the error between the measured system
output and its prediction.
Simulation results for several scenarios, including normal system operation, large load
disturbance in all areas, and loss of a generating unit, have shown a good performance of
the proposed MPLFC controller. For all considered cases, the control actions are taken
effectively and in timely manner. Furthermore, a comparison with performance of a GALMI
tuned PI controllers showed advantages of the proposed control design, especially for the
case when significant rate limiter nonlinearities were imposed on the system.
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Quality of load frequency control performance is assessed through the NERC’s control
performance standards CPS1 and CPS2. All control areas in an interconnected operation
are required to report their compliance with the standards on a monthly basis, and those
areas with compliance below designated levels are being penalized. In order to assure good
control area compliance with CPS1 and CPS2 and avoid penalties, an additional control logic
to the MPC design has been proposed in the second part of the thesis. The controller uses
updated CPS1 and CPS2 levels of compliance together with the ACE signal as the inputs,
with all these signals available at the area control center, thus achieving decentralized control
scheme.
The added control logic works in such a way that the control actions are taken only when
necessary, i.e. when the compliance is low and close to violation of the NERC’s standards. In
such a case, the controller will produce a signal to timely adjust the generation and improve
area compliance. However, when the compliance is good, the controller will not produce
changes in governor set-points avoiding unnecessary maneuvering of the generating units.
The effectiveness of the proposed NERC compliant control scheme is illustrated by using
a model of a test system that consists of three control areas with multiple generation and
distribution companies. The L1 norm of the change in governor set-points and the unit
reversals have been chosen to indicate the accumulated unit maneuvering which builds up
wear and tear on generating units. The simulation results show that both the L1 norm and
the reversals are significantly reduced in a case when the proposed algorithm is implemented,
compared to those obtained with an MPC controller without CPS compliance and unit
maneuvering considerations.
A disadvantage of the proposed MPC control designs is that it requires a complex opti-
mization procedure in every sampling interval, increasing demand on controller’s processing
power. However, with further development and price-decrease in microprocessing compo-
nents, this disadvantage could become less important. Moreover, if enforcement of the
constraints on the system is not considered, then the solution of the QP problem in equa-
tion (4.19) is given with:
∂J
∂∆U(k|k)
= H ·∆U(k|k) + f(k) = 0 ⇒
∆U(k|k) = −H−1 · f(k) (7.1)
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yielding a simple multiplication of two matrices, since matrix H with its inversion can be
calculated “off-line” and used in the control algorithm as a constant matrix.
The work in the thesis can be further improved by:
- modeling unmeasured disturbance to minimize the prediction error,
- considering governor deadband nonlinearities in the design of the proposed controllers,
- including economic objectives, such as marginal cost of generating units and price of
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ACE and dP_tie calculation
Figure B.1: MATLAB/Simulin model for MPLFC
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Data file for MPLFC case
% Gen . un i t s numerical parameters
Sb = 1000 ; f 0 = 60 ;
D = [ 1 5 1 4 15 1 6 1 4 14 15 1 6 15 ] / Sb ;
Sr = [1000 800 1000 1100 900 1200 850 1000 1020 ] ;
H = [ 5 4 . 5 6 5 . 5 5 4 . 9 4 . 4 5 5 . 5 ] . ∗ Sr/Sb ;
Rp = [ 5 4 5 . 5 5 4 5 4 5 5 ] ;
R = (Rp/100∗ f 0 ∗Sb ) . / Sr ;
B = D+1./R;
Tp = 2∗H/60;
macarea1 = [ 1 2 3 ] ;
macarea2 = [ 4 5 6 ] ;
macarea3 = [ 7 8 9 ] ;
% f o r Control Area
Ba(1) = sum(B( macarea1 ( 1 ) : macarea1 ( l ength ( macarea1 ) ) ) ) ;
Tpa(1) = sum(Tp( macarea1 ( 1 ) : macarea1 ( l ength ( macarea1 ) ) ) ) ;
Da(1) = sum(D( macarea1 ( 1 ) : macarea1 ( l ength ( macarea1 ) ) ) ) ;
Ba(2) = sum(B( macarea2 ( 1 ) : macarea2 ( l ength ( macarea2 ) ) ) ) ;
Tpa(2) = sum(Tp( macarea2 ( 1 ) : macarea2 ( l ength ( macarea2 ) ) ) ) ;
Da(2) = sum(D( macarea2 ( 1 ) : macarea2 ( l ength ( macarea2 ) ) ) ) ;
Ba(3) = sum(B( macarea3 ( 1 ) : macarea3 ( l ength ( macarea3 ) ) ) ) ;
Tpa(3) = sum(Tp( macarea3 ( 1 ) : macarea3 ( l ength ( macarea3 ) ) ) ) ;
Da(3) = sum(D( macarea3 ( 1 ) : macarea3 ( l ength ( macarea3 ) ) ) ) ;
T12 = 180/Sb ;
T23 = 120/Sb ;
T31 = 200/Sb ;
sumT1 = T12+T31 ;
sumT2 = T12+T23 ;
sumT3 = T23+T31 ;
Tt = [ 0 . 4 0 . 3 6 0 . 4 2 0 . 4 4 0 . 3 2 0 . 4 0 . 3 0 . 4 0 . 4 1 ] ;
Th = [ 0 . 0 8 0 . 0 6 0 . 0 7 0 . 0 6 0 . 0 6 0 . 0 8 0 . 0 7 0 . 0 7 0 . 0 8 ] ;
% Ramp Rate and r e gu l a t i on requirement
r = [ 4 0 2 0 4 0 3 0 2 0 5 0 0 5 0 5 0 ] ;
reg = 100 ;
ra = r / reg ;




PD1 = 150/Sb ;
PD2 = 120/Sb ;
PD3 = 100/Sb ;
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
% Random load s e t t i n g s
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Np = 0 .000001 ; t s = 50 ; f i l = 0 ;
Npsm = 0 .000001 ; tsm = 2;




Kp1 = 0 ;
Ki1 = 0 . 2805 ;
Kp2 = 0 ;
Ki2 = 0 . 3358 ;
Kp3 = 0 . 0253 ;




st ime = [ . 5 . 5 . 5 ] ;
% Setup areas
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Area1 .Th = Th ( 1 : 3 ) ;
Area1 . Tt = Tt ( 1 : 3 ) ;
Area1 . ra = ra ( 1 : 3 ) ;
Area1 .R = R( 1 : 3 ) ;
Area1 .D = Da( 1 ) ;
Area1 . b = Ba ( 1 ) ;
Area1 .Tp = Tpa ( 1 ) ;
Area2 .Th = Th ( 4 : 6 ) ;
Area2 . Tt = Tt ( 4 : 6 ) ;
Area2 . ra = ra ( 4 : 6 ) ;
Area2 .R = R( 4 : 6 ) ;
Area2 .D = Da( 2 ) ;
Area2 . b = Ba ( 2 ) ;
Area2 .Tp = Tpa ( 2 ) ;
Area3 .Th = Th ( 7 : 9 ) ;
Area3 . Tt = Tt ( 7 : 9 ) ;
Area3 . ra = ra ( 7 : 9 ) ;
Area3 .R = R( 7 : 9 ) ;
Area3 .D = Da( 3 ) ;
Area3 . b = Ba ( 3 ) ;
Area3 .Tp = Tpa ( 3 ) ;
Ti j =[0 T12 T31 ; T12 0 T23 ; T31 T23 0 ] ;
% Obtain MPC model
MPCModel1 = CreateArea ( Area1 , Ti j , 1 , st ime ( 1 ) ) ;
MPCModel2 = CreateArea ( Area2 , Ti j , 2 , st ime ( 2 ) ) ;
MPCModel3 = CreateArea ( Area3 , Ti j , 3 , st ime ( 3 ) ) ;
% Set p r ed i c t i on and con t r o l hor i zons , weights and r e f e r e n c e s
M1=15;
P1=40;
q1 = [ 0 . 7 8 ] ;
r1 = [ 3 ] ;
Yr1=0;
u sat1=[− i n f i n f GRC∗ st ime ( 1 ) ] ;
M2=15;
P2=40;
q2 = [ 0 . 7 3 ] ;
r2 = [ 3 ] ;
Yr2=0;
u sat2=[− i n f i n f GRC∗ st ime ( 2 ) ] ;
M3=15;
P3=40;
q3 = [ 0 . 7 3 ] ;
r3 = [ 3 ] ;
Yr3=0;
u sat3=[− i n f i n f GRC∗ st ime ( 3 ) ] ;
% Create MPC subsystem
MPC1 = mpccon (MPCModel1 .mod , q1 , r1 ,M1, P1 ) ;
MPC2 = mpccon (MPCModel2 .mod , q2 , r2 ,M2, P2 ) ;
MPC3 = mpccon (MPCModel3 .mod , q3 , r3 ,M3, P3 ) ;
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
APPENDIX B. SIMULINK MODELS AND DATA FILES 58
”CreateArea.m” function to obtain area’s MPC model
f unc t i on MPCModel=CreateArea (Params , Ti j , area , st ime )
% MPCModel=CreateArea (Params , Ti j , area , st ime )
% area=area #, st ime=sampling time ;
% Th=Params .Th ; Tt=Params . Tt ; ra=Params . ra ;R=Params .R;
% D=Params .D; b=Params . b ;Tp=Params .Tp ;
Th=Params .Th ;
Tt=Params . Tt ;
ra=Params . ra ;
R=Params .R;
D=Params .D;
b=Params . b ;
Tp=Params .Tp ;
% Continuous system
MPCModel .A = [ ;
−D/Tp 1/Tp 0 1/Tp 0 1/Tp 0 −1/Tp ;
0 −1/Tt ( 1 ) 1/Tt ( 1 ) 0 0 0 0 0 ;
−1/(R(1)∗Th( 1 ) ) 0 −1/Th( 1 ) 0 0 0 0 0 ;
0 0 0 −1/Tt ( 2 ) 1/Tt ( 2 ) 0 0 0 ;
−1/(R(2)∗Th( 2 ) ) 0 0 0 −1/Th( 2 ) 0 0 0 ;
0 0 0 0 0 −1/Tt ( 3 ) 1/Tt ( 3 ) 0 ;
−1/(R(3)∗Th( 3 ) ) 0 0 0 0 0 −1/Th( 3 ) 0 ;
2∗ pi ∗sum( Ti j ( area , : ) ) 0 0 0 0 0 0 0 ] ;
MPCModel .B = [ 0 0 ra (1)/Th( 1 ) 0 ra (2)/Th( 2 ) 0 ra (3)/Th( 3 ) 0 ] ’ ;
MPCModel .C = [ b 0 0 0 0 0 0 1 ] ;
% Di s c r e t e system
[ discA , discB ] = c2dmp(MPCModel .A,MPCModel .B, st ime ) ;
% MPC c on t r o l l e r setup
i n f o (1) = stime ; %, the sampling per iod .
i n f o (2) = length (S .A) ; %, the system order ( dimension o f ” a ” ) .
i n f o ( 3 ) = 1 ; %, the number o f manipulated inputs .
i n f o ( 4 ) = 0 ; %, the number o f measured d i s tu rbance s .
i n f o ( 5 ) = 0 ; %, the number o f unmeasured d i s tu rbance s .
i n f o ( 6 ) = 1 ; %, the number o f measured outputs .
i n f o ( 7 ) = 0 ; %, the number o f unmeasured outputs .
MPCModel .mod = mod2step ( ss2mod ( discA , discB ,MPCModel .C, z e ro s ( 1 , l ength ( discB ( 1 , : ) ) ) , i n f o ) , 5 ) ;







Three area test system model








































































































Figure B.2: MATLAB/Simulin model for NERC compliant MPLFC
APPENDIX B. SIMULINK MODELS AND DATA FILES 60
Data file for NERC compliant MPC case
% System Parameters
Sb = 2000 ; f 0 = 60 ;
D1 = 20 ; Rp1 = 5 ; Sr1 = 1000;
D2 = 15 ; Rp2 = 4 ; Sr2 = 750 ;
D3 = 18 ; Rp3 = 5 ; Sr3 = 2000;
D4 = 14 ; Rp4 = 4 ; Sr4 = 700 ;
R1 = Rp1/100∗ f 0 ∗Sb/Sr1 ;
R2 = Rp2/100∗ f 0 ∗Sb/Sr2 ;
R3 = Rp3/100∗ f 0 ∗Sb/Sr3 ;
R4 = Rp4/100∗ f 0 ∗Sb/Sr4 ;
T1 = [ 2 . 8 3 2 . 5 2 . 7 ] ;
T2 = [ 1 0 0 0 ] ;
T3 = [ 0 . 1 5 1 1 1 ] ;
T4 = [ 0 . 2 0 . 4 0 . 5 0 . 3 5 ] ;
T5 = [ 6 0 5 0 ] ;
T6 = [ 7 0 0 0 ] ;
T7 = [ 0 . 5 0 0 0 ] ;
k1 = [ 0 . 2 1 0 . 4 1 ] ;
k2 = [ 0 . 2 0 0 . 6 0 ] ;
k3 = [ 0 . 4 0 0 0 ] ;
k4 = [ 0 . 2 0 0 0 ] ;
TP = 2∗H/60;
T12 = 200/Sb ;
T13 = 250/Sb ;
T23 = 200/Sb ;
B11 = (D1/Sb)+1/R1 ;
B12 = (D2/Sb)+1/R2 ;
B21 = (D2/Sb)+1/R2 ;
B22 = (D4/Sb)+1/R4 ;
B31 = (D3/Sb)+1/R3 ;
B1 = B11+B12 ;
B2 = B21+B22 ;
B3 = B31 ;
H = [5∗ Sr1/Sb+5∗Sr2/Sb 5∗Sr2/Sb+5∗Sr4/Sb 5∗Sr3/Sb ] ;
D = [D1+D2 D2+D4 D3]/ Sb ;
Bs = B1+B2+B3 ;
e1 = 5.3962/1000 ;
e10 = 0.5576/1000 ;
L10 (1) = sq r t (B1∗Bs )∗1 .65∗ e10 ;
L10 (2) = sq r t (B2∗Bs )∗1 .65∗ e10 ;
L10 (3) = sq r t (B3∗Bs )∗1 .65∗ e10 ;
tsamp = 2;
% Random Load
upthres = 0 . 6 ;
lowthres = 0 . 5 ;
p c l im i t = 0 . 001 ;
seed1 = 2641;
seed2 = 31145;
seed3 = 214 ;
% Load f o l l ow ing con t ra c t s
cp f = [ 0 . 8 0 . 2 0 ;
0 0 . 5 0 ;
0 . 2 0 . 3 1 ] ;
% Regulat ing con t ra c t s
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apf1 = [ 0 . 0 1 . 0 ] ;
apf2 = [ 0 . 5 0 . 5 ] ;
apf3 = 1 ;
% add i t i ona l parameters
lup = 1 . 2 ;
l l ow = −1.2;
rateup = 0 . 10 ;
rate low = −1.0;
MPCSetup ;
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MPCSetup.m function to obtain MPC models
% Area 1
tsamp1=2;
P1=30; % pr ed i c t i on hor izon
M1=15; % con t r o l hor izon
q1 = [ . 1 ] ; % output va r i ab l e weights
r1 =[1 ] ; % con t r o l v a r i ab l e ve i gh t s
dUmax1=.1 ; dUmin1=−.1;
% Continuous dynamics model
A1c = [ ;
−D(1)/TP( 1 ) 0 0 k1 (1)/TP( 1 ) k2 (1)/TP(1)
−1/(R1∗T1 ( 1 ) ) −1/T1 ( 1 ) 0 0 0
0 1/T2 ( 1 ) −1/T2 ( 1 ) 0 0
0 T2(1 )/ (T3(1)∗T4 ( 1 ) ) 1/T4(1)−T2(1 )/ (T3(1)∗T4 ( 1 ) ) −1/T4 ( 1 ) 0
0 0 0 1/T5 ( 1 ) −1/T5(1)
0 0 0 0 1/T6(1)
0 0 0 0 0
−1/(R2∗T1 ( 2 ) ) 0 0 0 0
0 0 0 0 0
2∗ pi ∗(T12+T13 ) 0 0 0 0 ] ;
A1c=[ A1c
k3 (1)/TP( 1 ) k4 (1)/TP( 1 ) 0 k1 (2)/TP( 1 ) −1/TP( 1 ) ;
0 0 0 0 0 ;
0 0 0 0 0 ;
0 0 0 0 0 ;
0 0 0 0 0 ;
−1/T6 ( 1 ) 0 0 0 0 ;
1/T7 ( 1 ) −1/T7 ( 1 ) 0 0 0 ;
0 0 −1/T1 ( 2 ) 0 0 ;
0 0 1/T4 ( 2 ) −1/T4 ( 2 ) 0 ;
0 0 0 0 0 ] ;
B1c = [ 0 apf1 (1)/T1 ( 1 ) 0 0 0 0 0 apf1 (2)/T1 ( 2 ) 0 0 ] ’ ;
C1c = [B1 0 0 0 0 0 0 0 0 1 ] ;
% Di s c r e t e model
[A1d , B1d ] = c2dmp(A1c , B1c , tsamp1 ) ;
[ nrow , nco l ]= s i z e (A1d ) ;
% Step response matrix
x=ze ro s ( nrow , 1 ) ;
s1 = [ 0 ] ;
f o r i =2:P1
x=A1d∗x+B1d ;
y=C1c∗x ;
s1=[ s1 ; y ] ;
end
S1 = [ ] ;
f o r i =1:M1
S1=[S1 , [ z e ro s ( i −1 ,1) ; s1 ( 1 : P1−( i − 1 ) ) ] ] ;
end
% Matrix H and con s t r a i n t s
H1=2∗(S1 ’∗ ( q1∗eye (P1))∗ S1+(r1∗eye (M1) ) ) ;
A1=[ eye (M1);− eye (M1) ] ;
% Cont ro l l e r inputs
PM1=[P1 M1 ] ;
yuwt1=[q1 , r1 ] ;
l im1=[dUmax1 dUmin1 ] ;
Yr1=0;
APPENDIX B. SIMULINK MODELS AND DATA FILES 63
% Area 2
tsamp2=2;
P2=30; % pr ed i c t i on hor izon
M2=15; % con t r o l hor izon
q2 = [ . 1 ] ; % output va r i ab l e weights
r2 =[1 ] ; % con t r o l v a r i ab l e ve i gh t s
dUmax2=.1 ; dUmin2=−.1;
% Continuous dynamics model
A2c = [ ;
−D(2)/TP( 2 ) 0 k1 (2)/TP( 2 ) 0 k1 (4)/TP( 2 ) −1/TP( 2 ) ;
−1/(R2∗T1 ( 2 ) ) −1/T1 ( 2 ) 0 0 0 0 ;
0 1/T4 ( 2 ) −1/T4 ( 2 ) 0 0 0 ;
−1/(R4∗T1 ( 4 ) ) 0 0 −1/T1 ( 4 ) 0 0 ;
0 0 0 1/T4 ( 4 ) −1/T4 ( 4 ) 0 ;
2∗ pi ∗(T12+T23 ) 0 0 0 0 0 ] ;
B2c = [ 0 apf2 (1)/T1 ( 2 ) 0 apf2 (2)/T1 ( 4 ) 0 0 ] ’ ;
C2c = [B2 0 0 0 0 1 ] ;
% Di s c r e t e model
[A2d , B2d ] = c2dmp(A2c , B2c , tsamp2 ) ;
[ nrow , nco l ]= s i z e (A2d ) ;
% Step response matrix
x=ze ro s ( nrow , 1 ) ;
s2 = [ 0 ] ;
f o r i =2:P2
x=A2d∗x+B2d ;
y=C2c∗x ;
s2=[ s2 ; y ] ;
end
S2 = [ ] ;
f o r i =1:M2
S2=[S2 , [ z e ro s ( i −1 ,1) ; s2 ( 1 : P2−( i − 1 ) ) ] ] ;
end
% Matrix H and con s t r a i n t s
H2=2∗(S2 ’∗ ( q2∗eye (P2))∗ S2+(r2∗eye (M2) ) ) ;
A2=[ eye (M2);− eye (M2) ] ;
% Cont ro l l e r inputs
PM2=[P2 M2 ] ;
yuwt2=[q2 , r2 ] ;




P3=30; % pr ed i c t i on hor izon
M3=15; % con t r o l hor izon
q3 = [ . 1 ] ; % output va r i ab l e weights
r3 =[1 ] ; % con t r o l v a r i ab l e ve i gh t s
dUmax3=.1 ; dUmin3=−.1;
% Continuous dynamics model
A3c = [ ;
−D(3)/TP( 3 ) 0 k1 (3)/TP( 3 ) k2 (3)/TP( 3 ) −1/TP( 3 ) ;
−1/(R3∗T1 ( 3 ) ) −1/T1 ( 3 ) 0 0 0 ;
0 1/T4 ( 3 ) −1/T4 ( 3 ) 0 0 ;
0 0 1/T5 ( 3 ) −1/T5 ( 3 ) 0 ;
2∗ pi ∗(T13+T23 ) 0 0 0 0 ] ;
B3c = [ 0 1/T1 ( 3 ) 0 0 0 ] ’ ;
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C3c = [B3 0 0 0 1 ] ;
% Di s c r e t e model
[A3d , B3d ] = c2dmp(A3c , B3c , tsamp3 ) ;
[ nrow , nco l ]= s i z e (A3d ) ;
% Step response matrix
x=ze ro s ( nrow , 1 ) ;
s3 = [ 0 ] ;
f o r i =2:P3
x=A3d∗x+B3d ;
y=C3c∗x ;
s3=[ s3 ; y ] ;
end
S3 = [ ] ;
f o r i =1:M3
S3=[S3 , [ z e ro s ( i −1 ,1) ; s3 ( 1 : P3−( i − 1 ) ) ] ] ;
end
% Matrix H and con s t r a i n t s
H3=2∗(S3 ’∗ ( q3∗eye (P3))∗ S3+(r3∗eye (M3) ) ) ;
A3=[ eye (M3);− eye (M3) ] ;
% Cont ro l l e r inputs
PM3=[P3 M3 ] ;
yuwt3=[q3 , r3 ] ;
l im3=[dUmax3 dUmin3 ] ;
Yr3=0;
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”NERCMPC.m” S-function executed in every sampling interval
f unc t i on [ sys , x0 , s t r , Ts ] = mpc1( t , x , sysu , f l a g ,PM, yuwt , l im , Yr ,H,A, tsamp )
g l oba l MPCfile1 ACE10win1 CPS1 1 CPS2 1 % Holds name o f f i l e f o r temporary data s to rage .
% ACE10win1 , CPS1 1 and CPS2 1 comes from the s imu la t i on
sys = [ ] ; x0 = [ ] ; s t r = [ ] ; Ts=[ ] ; % I n i t i a l i z e outputs
P=PM( 1 ) ;
M=PM( 2 ) ;
q=yuwt ( 1 ) ;
r=yuwt ( 2 ) ;
dUmax=lim ( 1 ) ;
dUmin=lim ( 2 ) ;
i f f l a g == 0 % I n i t i a l i z a t i o n
sys = [ 0 1 1 1 0 1 1 ] ;
x0 = [ 0 ] ;
Ts=[tsamp 0 ] ;
MPCfile1=tempname ;
e l s e i f f l a g == 3 % The outputs are equal to the s t a t e s .
sys = x ;
e l s e i f f l a g == 2
sys = x ; % I f not at sampling time , s t a t e s are not changed
Ym = sysu ; % Get the cur rent measurement .
i f t == 0,
Yhat=ze ro s (P , 1 ) ;
deltaU=ze ro s (M, 1 ) ;
save ( MPCfile1 , ’ Yhat ’ , ’ deltaU ’ ) ;
end
load ( MPCfile1 ) ;
L10=5.3662 e−004;
E=[Yhat ( 2 : end ) ; Yhat ( end )]+ ones (P, 1 )∗ (Ym−Yhat (1))−Yr∗ones (P , 1 ) ;
f=2∗S ’∗ ( q∗eye (P))∗E;
% Check compliance
coe f = min ( abs (ACE10win1)/L10 , 1 ) ;
i f CPS1 1 < 100
coe f = 1 ;
end
i f CPS2 2 < 90
coe f = 1 ;
end
i f c o e f <0.5
% Good compliance
deltaU=ze ro s (M, 1 ) ;
e l s e
% Action needed
dUmax=coe f ∗dUmax ;
dUmin=coe f ∗dUmin ;
IM=ones (M, 1 ) ;
b = [IM∗dUmax ;
−IM∗dUmin ] ;
deltaU=quadprog (H, f ,A, b ) ;
end
% Use the f i r s t c on t r o l input only
delU=deltaU ( 1 ) ;
sys = x + delU ; % Apply con t r o l input
%ca l c u l a t e p r ed i c t i on f o r the next step
Yhat=[Yhat ( 2 :P ) ; Yhat (P) ] + bigSu ∗ [ deltaU ( 1 ) ; z e ro s (M−1 ,1) ] + ones (P, 1 )∗ (Ym−Yhat ( 1 ) ) ;
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[29] J. Kumar, K.H. Ng, and G. Sheblé, “AGC Simulator for Price-Based Operation - Part II:
Case Study Results,” IEEE Transactions on Power Systems, vol. 12, no. 2, pp. 533-538,
May 1997.
[30] E. Hirst, and B. Kirby, “Ancillary-service details: regulation, load following, and
generator response,” Oak Ridge National Laboratory, Oak Ridge, TN, Tech. Rep.
ORNL/CON-433, September 1996.
