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Abstract
Rational solutions and special polynomials associated with the gen-
eralized K2 hierarchy are studied. This hierarchy is related to the
Sawada – Kotera and Kaup – Kupershmidt equations and some other
integrable partial differential equations including the Fordy – Gibbons
equation. Differential – difference relations and differential equations
satisfied by the polynomials are derived. The relationship between
these special polynomials and stationary configurations of point vor-
tices with circulations Γ and −2Γ is established. Properties of the
polynomials are studied. Differential – difference relations enabling
one to construct these polynomials explicitly are derived. Algebraic
relations satisfied by the roots of the polynomials are found.
1 Introduction
Vortical flows belong to one of the most important issues of fluid dynamics [1–
7]. The motion of point vortices including the problem of finding equilibrium
vortex configurations has been intensively studied in recent years [8–15]. It is
a well–known fact that positions of N identical point vortices in equilibrium
on a line are described by the roots of the N th Hermite polynomial [8].
According to another classical result N identical point vortices in equilibrium
on a circle form a regular N–gon [8, 9, 15].
Not long ago a striking relationship between the theory of point vortices
and rational solutions of some integrable partial differential equations was
established. Stationary equilibria of point vortices with circulations Γ and
−Γ are described by the roots of the Adler – Moser polynomials [3, 14, 16].
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Originally these polynomials were introduced to construct rational solutions
of the Korteweg — de Vries equation. The Adler – Moser polynomials at
certain values of the parameters are known as the Yablonskii — Vorob’ev
polynomials, which are used to represent rational solutions of the second
Painleve´ equation [17–19]. The third, the fourth, the fifth, and the sixth
Painleve´ equations also possess rational or algebraic solutions expressible in
terms of certain special polynomials [17]. For example, rational solutions of
the fourth Painleve´ equation can be expressed via logarithmic derivative of
the generalized Hermite and the generalized Okamoto polynomials [14, 17].
Special polynomials associated with the Painleve´ equations and their
higher–order analogues have been attracting much attention during recent
decades. It was shown that these polynomials possess a certain number of
interesting properties. For example, their roots form highly regular struc-
tures in the complex plane.
In this article we investigate the connection between equilibria of point
vortices and special polynomials associated with rational solutions of the
generalized K2 hierarchy. This hierarchy is related to the Sawada – Kotera
equation [20], the Kaup – Kupershmidt equation [21], their hierarchies [22,
23], and some other integrable partial differential equations including the
Fordy – Gibbons equation [24].
This article is organized as follows. In section 2 we consider equilibria
of point vortices with circulations Γ and −µΓ, µ > 0. In section 3 we
study properties of special polynomials associated with the generalized K2
hierarchy, we derive differential – difference relations and ordinary differential
equations satisfied by the polynomials. In section 4 we discuss the case of
the fourth–order equation in the generalized K2 hierarchy.
2 Dynamics of point vortices
One of the basic systems of equations in the theory of point vortices can be
written as
dz∗k
d t
=
1
2pii
M∑
j=1
′ Γj
zk − zj
, k = 1, . . . ,M. (2.1)
These equations describe the motion ofM point vortices with circulations (or
strengths) Γk at positions zk, k = 1, . . ., M . The prime in expression (2.1)
means that we exclude the case j = k and the symbol ∗ stands for complex
conjugation. In this article we study stationary equilibria of vortices, thus
we set dz∗k/dt = 0. First of all, let us consider the situation with l1 vortices of
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circulation Γ at positions a1, . . ., al1 and l2 vortices of circulation −µΓ, µ > 0
at positions b1, . . ., bl2 . For further analysis it is convenient to introduce the
polynomials P (z) and Q(z) with roots at the positions of vortices [8]
P (z) =
l1∏
i=1
(z − ai), Q(z) =
l2∏
j=1
(z − bj). (2.2)
Note that polynomials P (z) and Q(z) do not have multiple and common
roots. From the equations (2.1) we find
l1∑
i=1
′ 1
ak − ai
= µ
l2∑
j=1
1
ak − bj
, k = 1, . . . , l1,
l1∑
i=1
1
bm − ai
= µ
l2∑
j=1
′ 1
bm − bj
, m = 1, . . . , l2.
(2.3)
Using properties of the logarithmic derivative, we get
Pz = P
l1∑
i=1
1
z − ai
, Qz = Q
l2∑
j=1
1
z − bj
, (2.4)
Pzz = P
l1∑
i=1
l1∑
k=1
′ 1
(z − ai)(z − ak)
, Qzz = Q
l2∑
j=1
l2∑
m=1
′ 1
(z − bj)(z − bm)
.
(2.5)
Equalities (2.5) can be rewritten in the form
Pzz = 2P
l1∑
i=1
l1∑
k=1
′ 1
(z − ai)(ai − ak)
, Qzz = 2Q
l2∑
j=1
l2∑
m=1
′ 1
(z − bj)(bj − bm)
.
(2.6)
Now let z tend to one of the roots of the corresponding polynomial. Calcu-
lating the limit z → ai0 in the expression for Pzz and the limit z → bj0 in the
expression for Qzz, we obtain [8]
Pzz(ai0) = 2Pz(ai0)
l1∑
i=1
′ 1
ai0 − ai
, Qzz(bj0) = 2Qz(bj0)
l2∑
j=1
′ 1
bj0 − bj
. (2.7)
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Using expressions (2.3), (2.4), we get the conditions
Pzz(ai0)Q(ai0) = 2µPz(ai0)Qz(ai0), Qzz(bj0)P (bj0) =
2
µ
Qz(bj0)Pz(bj0), (2.8)
which are valid for any root ai0 (bj0) of the polynomial Q(z) (P (z)). Further
we see that the polynomial PzzQ−2µPzQz+µ
2PQzz being of degree l1+l2−2
possesses l1+l2 roots a1, . . ., al1 , b1, . . ., bl2 . Thus, this polynomial identically
equals zero. Consequently, the generating polynomials P (z) and Q(z) of the
arrangements described above satisfy the differential correlation
PzzQ− 2µPzQz + µ
2PQzz = 0. (2.9)
Note that the reverse result is also valid. If two polynomials with no common
and multiple roots satisfy the correlation (2.9), then the roots of these poly-
nomials give positions of vortices with circulations Γ and −µΓ in stationary
equilibrium.
Secondly, we consider the situation with l1 vortices of circulation Γ at
positions a1, . . ., al1 , l2 vortices of circulation −µΓ at positions b1, . . ., bl2 ,
and a vortex of circulation −νΓ at position z = 0. Again we introduce the
polynomial P (z) with roots a1, . . ., al1 and the polynomial Q(z) with roots
b1, . . ., bl2 (see (2.2)). These polynomials do not have multiple and common
roots. In addition we suppose that the polynomials P (z) and Q(z) do not
have a zero root. Now, instead of correlations (2.3) we have the following
algebraic system
l1∑
i=1
′ 1
ak − ai
= µ
l2∑
j=1
1
ak − bj
+
ν
ak
, k = 1, . . . , l1,
l1∑
i=1
1
bm − ai
= µ
l2∑
j=1
′ 1
bm − bj
+
ν
bm
, m = 1, . . . , l2.
(2.10)
Table 2.1: Polynomials {Pk(z)}.
P0(z) = 1
P1(z) = z
P2(z) = z
5 + s2
P3(z) = z
8 + 28
5
t2z
6 + 14 t22z
4 + 28 t32z
2 + s3z − 7 t
4
2
P4(z) = z
16 + 44
7
t3z
12 − 32 s2z
11 + 22 t3
2z8 − 2112
7
s2t3z
7 + 1408 s2
2z6 + s4z
5
−44 t3
3z4 + 352 s2t3
2z3 − 1408 s2
2t3z
2 + 2816 s2
3z + s2s4 −
11
5
t3
4
4
along with the condition
l1∑
i=1
1
ai
= µ
l2∑
j=1
1
bj
. (2.11)
By analogy with the previous case we substitute expressions (2.10), (2.4) into
equalities (2.7) and obtain
ai0Pzz(ai0)Q(ai0) = 2µai0Pz(ai0)Qz(ai0) + 2νPz(ai0)Q(ai0),
bj0Qzz(bj0)P (bj0) =
2
µ
bj0Qz(bj0)Pz(bj0)−
2ν
µ
Qz(bj0)P (bj0).
(2.12)
Now let us take the polynomial z(PzzQ − 2µPzQz + µ
2PQzz) − 2ν(PzQ −
µPQz), which is of degree l1 + l2 − 1 and possesses l1 + l2 roots a1, . . ., al1 ,
b1, . . ., bl2 . Thus we conclude that this polynomial identically equals zero
z(PzzQ− 2µPzQz + µ
2PQzz)− 2ν(PzQ− µPQz) = 0. (2.13)
Consequently, the vortices in arrangements described above are in stationary
equilibrium if and only if the generating polynomials of the vortices satisfy
differential correlation (2.13). Note that from correlation (2.13) it follows
Pz(0)Q(0)− µP (0)Qz(0) = 0. (2.14)
The same result can be obtained if we use equalities (2.11), (2.4).
Now let us study polynomial solutions of equation (2.9). If we fix, for
example, the polynomial Q(z), i. e. Q(z) = Qk(z), then this relation can
be regarded as a linear second–order differential equation for the function
P (z). We denote by Pk−1(z), Pk+1(z) two linearly independent solutions of
this equation with Q(z) = Qk(z). Changing the roles of Q(z) and P (z), we
obtain the system
Pk±1,zzQk − 2µPk±1,zQk,z + µ
2Pk±1Qk,zz = 0,
Pk,zzQk±1 − 2µPk,zQk±1,z + µ
2PkQk±1,zz = 0.
(2.15)
Table 2.2: Polynomials {Qk(z)}.
Q0(z) = 1
Q1(z) = z
Q2(z) = z
2 + t2
Q3(z) = z
5 + t3z − 4s2
Q4(z) = z
7 + 7 t2z
5 + 35 t2
2z3 + t4z
2 − 35 t2
3z − 5
2
s3 + t4t2
Q5(z) = z
12 + 11 t3z
8 − 88 s2z
7 + t5z
5 − 77 t3
2z4 + 616 s2t3z
3 − 2464 s2
2z2
+t5t3z −
7
4
s4z − 4 t5s2 +
77
5
t3
3
5
The first equation in (2.15) is satisfied by the polynomials P−1(z) = 1,
Q0(z) = 1, P1(z) = z and the second equation in its turn is satisfied by
Q−1(z) = 1, P0(z) = 1, Q1(z) = z. So we take the index k in expressions
(2.15) as k ∈ N. Using the formula relating two linearly independent solu-
tions of a linear second–order ordinary differential equation, we obtain
Pk+1(z) = Pk−1(z)
∫
γk+1
Q2µk (z)
P 2k−1(z)
dz, k ∈ N ∪ {0}
Qk+1(z) = Qk−1(z)
∫
δk+1
P
2/µ
k (z)
Q2k−1(z)
dz, k ∈ N ∪ {0}.
(2.16)
Calculating the indefinite integrals in these expressions, we introduce the
integration constant sk+1 in the first one and tk+1 in the second. These
formulae with arbitrary constants sk+1, γk+1 and tk+1, δk+1 accordingly give
the general solutions of equations (2.15). Note that relations (2.16) can be
rewritten in the differential–difference way
Pk+1,z(z)Pk−1(z)− Pk+1(z)Pk−1,z(z) = γk+1Q
2µ
k (z),
Qk+1,z(z)Qk−1(z)−Qk+1(z)Qk−1,z(z) = δk+1P
2/µ
k (z).
(2.17)
For the rationality of both integrals in (2.16) we essentially need to set
µ = 1 , µ = 2, µ = 1/2. Now let us prove that relations (2.16) define
polynomials. This statement is true for k = 0. System (2.15) is invariant
under the transformation z 7→ z − z0. Let us set s1 = 0, t1 = 0. Suppose
that relations (2.16) define polynomials at k = 1, . . ., l − 1. Let us consider
the case k = l. Note that at each step k = 1, . . ., l − 1 we may define the
constants sk+1, tk+1 in such a way that the polynomials Pk+1(z), Qk(z), as
well as the polynomials Qk+1(z), Pk(z) do not have common roots. This fact
can be proved by induction using asymptotic analysis of the integrals around
a root z = b of Qk(z) and around a root z = a of Pk(z). Besides that, the
absence of common roots of the polynomials Pk+1(z), Qk(z) and Qk+1(z),
Pk(z) implies that polynomials Pk+1(z), Qk+1(z) do not have multiple roots.
Indeed, assuming the contrary we come to the contradiction with the help of
correlations (2.17). Now let us show that logarithmic terms do not appear in
(2.16). For this purpose it is sufficient to prove that the following conditions
hold
resz=a
Q2µl (z)
P 2l−1(z)
= 0, resz=b
P
2/µ
l (z)
Q2l−1(z)
= 0 (2.18)
for any simple root z = a of Pl−1(z) and any simple root z = b of Ql−1(z).
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Calculating the residues, we obtain
resz=a
Q2µl (z)
P 2l−1(z)
=
Q2µ−1l (a)
P 3l−1,z(a)
{2µQl,z(a)Pl−1,z(a)−Ql(a)Pl−1,zz(a)} ,
resz=b
P
2/µ
l (z)
Q2l−1(z)
=
P
2/µ−1
l (b)
Q3l−1,z(b)
{
2
µ
Pl,z(b)Ql−1,z(b)− Pl(b)Ql−1,zz(b)
} (2.19)
Using equalities (2.15), we see that conditions (2.18) are valid. Thus formulae
(2.16) enables one to construct sequences of polynomials satisfying equation
(2.9) essentially in the following cases µ = 1 , µ = 2, µ = 1/2. The cases
µ = 2, µ = 1/2 are equivalent since we may change the roles of Q(z) and
P (z). The sequence of polynomials, which provide solutions of equation (2.9)
with µ = 1 is given by the Adler – Moser polynomials [16]. Note that in this
case we set Pk(z) = Qk(z). The Adler – Moser polynomials are associated
with rational solutions of the Korteweg – de Vries equation. The case µ = 2
in relationship with the equilibrium of charges in the plane was studied in the
article [25]. We would like to emphasize that polynomials from the sequences
{Pk(z)}, {Qk(z)} may have multiple or common roots at certain values of the
parameters {sk}, {tk}. Along with this there may exist polynomial solutions
of equation (2.9) with µ = 1, µ = 2 that are can not be included into the
sequences {Pk(z)}, {Qk(z)}.
In what follows we shall consider the case µ = 2. The degrees of the
polynomials can be obtained balancing the highest–order terms in relation
(2.9). Consequently, we find
degPk(z) =
6k(k + 1)− 1 + (−1)k(2k + 1)
8
,
degQk(z) =
6k(k + 1) + 1 + (−1)k+1(2k + 1)
16
.
(2.20)
Let us take the parameters γk+1, δk+1 in expressions (2.16) in such a way
that all the polynomials are monic, thus we get
γk+1 =
6k + 3 + (−1)k+1
2
, δk+1 =
6k + 3 + (−1)k
4
. (2.21)
Thus we have proved that roots of the polynomials Pk(z), Qk+1(z) (Pk+1(z),
Qk(z)) give positions of vortices with circulations Γ (roots of Pk(z) or Pk+1(z))
and −2Γ (roots of Qk+1(z) or Qk(z)) in stationary equilibrium whenever the
polynomials Pk(z), Qk+1(z) (Pk+1(z), Qk(z)) do not have multiple and com-
mon roots.
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(a) Q4(z) (b) P5(z)
Figure 1: Roots of the polynomials {Qk(z)}, {Pk(z)}, t2 = 1, s3 = 1, t4 = 1,
s5 = 1.
First few polynomials {Pk(z)}, {Qk(z)} in explicit form are given in tables
2.1, 2.2. Interestingly, that roots of the polynomials in question form regular
structures in the complex plane. For example, see figures 1, 2.
In next sections we shall study special polynomials associated with ratio-
nal solutions of the generalized K2 hierarchy. Our aim is to show that partial
cases of the polynomials {Pk(z)}, {Qk(z)} appear in the theory of integrable
differential equations.
3 Rational solutions of the generalized K2 hi-
erarchy
The Sawada – Kotera equation, one of the partial differential equations in-
tegrable by the inverse scattering method,
ut + uxxxxx − 5uuxxx − 5uxuxx + 5u
2ux = 0 (3.1)
possesses the self–similar reduction u(x, t) = (5 t)−
2
5 {wz(z) + w
2(z)}, z =
x (5 t)−
1
5 with w(z) satisfying the equation
wzzzz + 5wz wzz − 5w
2wzz − 5ww
2
z + w
5 − z w − β = 0. (3.2)
Another soliton equation, the Kaup – Kupershmidt equation
vt + vxxxxx + 10vvxxx + 25vxvxx + 20v
2vx = 0 (3.3)
8
(a) Q5(z) (b) P4(z)
Figure 2: Roots of the polynomials {Qk(z)}, {Pk(z)}, s2 = 1, t3 = 50, s4 = 1,
t5 = 1.
also admits a self–similar reduction to equation (3.2). Indeed setting v(x, t) =
(5 t)−
2
5
{
wz(z)−
w2(z)
2
}
, z = x (5 t)−
1
5 , we obtain equation (3.2) for the func-
tion w(z).
In this section we consider the following hierarchy of ordinary differential
equations [26]
K
(N)
2 [βN , α1, . . . , αN ] :
(
d
dz
+ w
) N∑
n=1
αnHn
[
wz −
1
2
w2
]
−
−z w − βN = 0, N = 1, 2, . . . ,
(3.4)
where the function Hn[v] is defined through the recurrence formula
Hn+2[v] = J1[v] Ω[v]Hn[v], H0[v] = 1, H1[v] = vzz + 4 v
2 (3.5)
and the operators J1[v] and Ω[v] are given by
Ω[v] = D3 + 2 v D + vz, D =
d
dz
(3.6)
J1[v] = D
3 + 3 (vD +Dv) + 2
(
D2 v D−1 +D−1 v D2
)
+
+8
(
v2D−1 +D−1 v2
)
, D−1 =
∫
dz
(3.7)
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The hierarchy (3.4) arises as a self–similar reduction of the Sawada – Kotera
equation (3.1), the Kaup – Kupershmidt equation (3.3), and their hierarchies.
Let us call the hierarchy (3.4) as the generalized K2 hierarchy. Note that the
equations in the generalized K2 hierarchy admit another representation
K
(N)
2 [βN , α1, . . . , αN ] : −
1
2
(
d
dz
− 2w
) N∑
n=1
αnGn
[
−2wz − 2w
2
]
−
−z w − β = 0, N = 1, 2, . . . ,
(3.8)
where the function Gn[u] is defined as
Gn+2[u] = J2[u] Ω[u]Gn[u], G0[u] = 1, G1[u] = uzz +
1
4
u2 (3.9)
and the operator J2[u] takes the form
J2[u] = D
3 +
1
2
(
D2 uD−1 +D−1 uD2
)
+
1
8
(
u2D−1 +D−1 u2
)
. (3.10)
In what follows we introduce notation
H˜N [v] =
N∑
n=1
αnHn[v], G˜N [u] =
N∑
n=1
αnGn[u]. (3.11)
The parameter αN can be removed from (3.4) and (3.8) by means of a simple
transformation, but for convenience we shall not do this.
It is a distinguishing property of the Painleve´ equations and higher–order
analogues of the Painleve´ equations that their rational solutions, if any, admit
representation in terms of certain special polynomials [14, 28, 29]. Rational
solutions of the equations in the generalized K2 hierarchy also admit rep-
resentation via logarithmic derivative of special polynomials. The rational
solutions are classified in the following theorem.
Theorem 1. The equation K
(N)
2 [βN , α1, . . . , αN ] possesses rational solu-
tions if and only if βN ∈ Z\{1±3n, n ∈ N}. They are unique at fixed values
of the parameters α1, . . ., αN and have the form
w(N)(z; β
(1)
k ) =
d
dz
ln
Sk−1
T 2k
, w(N)(z; β
(2)
k ) =
d
dz
ln
Sk
T 2k−1
, k ∈ N (3.12)
where Sk(z) ≡ S
(N)
k (z), Tk(z) ≡ T
(N)
k (z) are polynomials of degrees
deg Sk(z) =
6k(k + 1)− 1 + (−1)k(2k + 1)
8
,
deg Tk(z) =
6k(k + 1) + 1 + (−1)k+1(2k + 1)
16
(3.13)
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and the parameter β is given by
β
(1)
k =
3
2
k +
1
4
{
1 + (−1)k+1
}
, β
(2)
k = −
3
2
k +
1
4
{
1 + (−1)k+1
}
. (3.14)
The only remaining rational solution is the trivial solution w(N)(z; 0) = 0.
This theorem can be proved by analogy with the case of the generalized
second Painleve´ hierarchy performing asymptotic analysis for solutions of
the equation K
(N)
2 [βN , α1, . . . , αN ] (for more details see, for example [18,
27, 30, 31]). Note that the sequences of polynomials begin with S
(N)
0 (z) =
1, S
(N)
1 (z) = z, T
(N)
0 (z) = 1, T
(N)
1 (z) = z. The rational solutions of the
equation K
(N)
2 [βN , α1, . . . , αN ] can be calculated in explicit form with the
help of Ba¨cklund transformations. For any solution w ≡ w(N)(z, βN ) of the
equation K
(N)
2 [βN , α1, . . . , αN ] the following transformations
w(N)(z, 2− βN ) = w −
2 βN − 2
H˜N
[
wz −
1
2
w2
]
− z
,
w(N)(z,−1− βN) = w −
2 βN + 1
G˜N [−2wz − 2w2]− z
,
(3.15)
produce solutions of the same equation with different values of the parameter
βN .
Further let us derive several differential – difference relations satisfied by
the polynomials S
(N)
k (z), T
(N)
k (z).
Theorem 2. The polynomials Sk(z) ≡ S
(N)
k (z), Tk(z) ≡ T
(N)
k (z) satisfy
the following differential – difference relations
Sk±1,zzTk − 4Sk±1,zTk,z + 4Sk±1Tk,zz = 0,
Sk,zzTk±1 − 4Sk,zTk±1,z + 4SkTk±1,zz = 0.
(3.16)
and
Sk+1,zSk−1 − Sk+1Sk−1,z =
(
3k +
(−1)k+1
2
+
3
2
)
T 4k ,
Tk+1,zTk−1 − Tk+1Tk−1,z =
(
3k
2
+
(−1)k
4
+
3
4
)
Sk.
(3.17)
Proof. Without loss of generality, we fix the N th equation in the gen-
eralized K2 hierarchy and omit the index N . By direct substitution of the
Ba¨cklund transformations (3.15), we can prove that the following formulae
are valid
d
dz
w
(
z; β
(1)
k+1
)
−
1
2
w2
(
z; β
(1)
k+1
)
=
d
dz
w
(
z; β
(2)
k
)
−
1
2
w2
(
z; β
(2)
k
)
, β
(1)
k+1 = 2− β
(2)
k ,
d
dz
w
(
z; β
(1)
k
)
+ w2
(
z; β
(1)
k
)
=
d
dz
w
(
z; β
(2)
k+1
)
+ w2
(
z; β
(2)
k+1
)
, β
(2)
k+1 = −1− β
(1)
k .
11
(3.18)
First of all, let us derive correlations (3.16). Substituting the representa-
tion of the rational solutions in terms of the polynomials Sk(z), Tk(z) into
formulae (3.18), we obtain
Sk,zzTk+1 − 4Sk,zTk+1,z + 4SkTk+1,zz
SkTk+1
=
Sk,zzTk−1 − 4Sk,zTk−1,z + 4SkTk−1,zz
SkTk−1
,
Sk+1,zzTk − 4Sk+1,zTk,z + 4Sk+1Tk,zz
Sk+1Tk
=
Sk−1,zzTk − 4Sk−1,zTk,z + 4Sk−1Tk,zz
Sk−1Tk
.
(3.19)
Decreasing the subscript in (3.19) and using ”initial conditions” S0(z) = 1,
S1(z) = z, T0(z) = 1, T1(z) = z, gives required relations (3.16).
Further let us prove that differential – difference relations (3.17) hold.
Again we use formulae (3.18) to get
d2
dz2
ln
Sk−1
Sk+1
=
(
d
dz
ln
Sk−1
Sk+1
)(
d
dz
ln
T 4k
Sk+1Sk−1
)
,
d2
dz2
ln
Tk−1
Tk+1
=
(
d
dz
ln
Tk−1
Tk+1
)(
d
dz
ln
S2k
Tk+1Tk−1
)
.
(3.20)
Integrating these expressions, we obtain
Sk+1,z(z)Sk−1(z)− Sk+1(z)Sk−1,z(z) = λk+1T
4
k (z),
Tk+1,z(z)Tk−1(z)− Tk+1(z)Tk−1,z(z) = ξk+1Sk(z).
(3.21)
Balancing the leading order term in (3.21), we find the values of the param-
eters λk+1, ξk+1 as given in (3.17). This completes the proof.
Thus we see that the polynomials associated with rational solutions of
the equations in the generalized K2 hierarchy satisfy the correlations, which
we have obtained for describing equilibria of vortices with circulations Γ and
−2Γ. In fact the polynomial S
(N)
k (z) is a partial case of the polynomial Pk(z)
with µ = 2 and the polynomial T
(N)
k (z) is a partial case of the polynomial
Qk(z) with µ = 2 (see the previous section). The roots of the polynomials
S
(N)
k (z), T
(N)
k+1(z) or S
(N)
k+1(z), T
(N)
k (z) give positions of vortices with circu-
lations Γ and −2Γ in stationary equilibrium, whenever the corresponding
polynomials do not have multiple and common roots.
Let us derive formulae for constructing the polynomials S
(N)
k (z), T
(N)
k (z)
in explicit form. In what follows we omit the upper index N . For this aim
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let us calculate the expressions u = −2(wz + w
2), v = wz −
1
2
w2. Using the
differential – difference correlations of theorem 2 , we obtain
u(z; β
(1)
k ) = 12
d 2
dz2
lnTk, v(z; β
(2)
k ) =
3
2
d 2
dz2
lnSk. (3.22)
Along with this the following relations are valid
w(z; β
(2)
k+1)− w(z; β
(1)
k ) =
d
dz
ln
Sk+1
Sk−1
, β
(2)
k+1 = −1 − β
(1)
k ,
w(z; β
(1)
k+1)− w(z; β
(2)
k ) = 2
d
dz
ln
Tk−1
Tk+1
, β
(1)
k+1 = 2− β
(2)
k .
(3.23)
Substituting these expressions and differential – difference formulae (3.17)
into the Ba¨cklund transformations (3.15), we get the recurrence relations,
which enable one to construct the polynomials explicitly
Sk+1Sk−1 = T
4
k
(
z − G˜N
[
12
d 2
dz2
lnTk
])
,
Tk+1Tk−1 = Sk
(
z − H˜N
[
3
2
d 2
dz2
Tk
])
.
(3.24)
Now let us derive ordinary differential equations satisfied by the polynomi-
als S
(N)
k (z), T
(N)
k (z). The Miura transformation v = −2(wz + w
2) relates
solutions of the equation K
(N)
2 [βN , α1, . . . , αN ] to solutions of the following
ordinary differential equation(
d 3
dz3
+ 2v
d
dz
+ vz
)
H˜N [v]− zvz − 2v = 0. (3.25)
Consequently, substituting the function v as given in (3.22) into this equa-
tion, we obtain an ordinary differential equation satisfied by the polynomials
S
(N)
k (z). Similarly, for any solution w of the equation K
(N)
2 [βN ] there exists
are solution u = wz −
1
2
w2 of the following differential equation(
d 3
dz3
+ 2u
d
dz
+ uz
)
G˜N [u]− zuz − 2u = 0. (3.26)
Thus, making the substitution of the function u given by (3.22) into the
equation (3.26) yields an ordinary differential equation satisfied by the poly-
nomials T
(N)
k (z).
In conclusion we would like to note that the Sawada – Kotera equation
in the form
5uα1 + uzzzzz − 5uuzzz − 5uzuzz + 5u
2uz = 0, u = u(α1, z) (3.27)
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possesses rational solutions expressible in terms of the polynomials T
(N)
k (z),
i.e. u = −6{lnT
(N)
k (z)}zz. Analogously, the Kaup – Kupershmidt equation
in the form
5vα1 + vzzzzz + 10vvzzz + 25vzvzz + 20v
2vz = 0, v = v(α1, z) (3.28)
possesses rational solutions, which can be expresses via the polynomials
S
(N)
k (z). Indeed we have v = 3{lnS
(N)
k (z)}zz/2.
4 Rational solutions of the fourth – order
equation in the generalized K2 hierarchy
In this section we study the case of the fourth – order equation in the gener-
alized K2 hierarchy. This equation can be written as
α1(wzzzz +5wz wzz − 5w
2wzz − 5ww
2
z +w
5)− z w− β1 = 0, α1 6= 0. (4.1)
Rational solutions of equation (4.1) are given in theorem 1 (see also [31]). The
special polynomials S
(1)
k (z), T
(1)
k (z) appearing in theorem 1 can be generated
with the help of the following differential – difference relations
Sk+1Sk−1 = zT
4
k − 12α1(T
3
kTk,zzzz − 4T
2
kTk,zTk,zzz + 6TkT
2
k,zTk,zz − 3T
4
k,z),
Tk+1SkTk−1 = zS
2
k −
3
2
α1
(
SkSk,zzzz − 4Sk,zSk,zzz + 3S
2
k,zz
)
.
(4.2)
Here and in what follows we set N = 1 and omit this index. Several examples
of these polynomials are give in tables 4.1, 4.2.
Table 4.1: Polynomials {S
(1)
k (z)}.
S
(1)
0 (z) = 1
S
(1)
1 (z) = z
S
(1)
2 (z) = z
5 + 36α1
S
(1)
3 (z) = z
8
S
(1)
4 (z) = z
16 − 1152α1z
11 + 1824768α1
2z6 + 131383296α1
3z
S
(1)
5 (z) = z
21 − 3276α1z
16 + 6604416α1
2z11 + 3328625664α1
3z6
−119830523904α1
4z
S
(1)
6 (z) = z
33 − 15840α1z
28 + 63866880α1
2z23 + 708155965440α1
3z18
+1922177762806726656α1
5z8
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Now let us derive sixth–order ordinary differential equations satisfied by
the polynomials. We take equations (3.25), (3.26), make the substitution
v = 3hz/2 in the first one and u = 12gz in the second, and after that
integrate the results to obtain
α1
(
hzzzzz + 15hzhzzz +
45
4
h2zz + 15h
3
z
)
− zhz − h = 0, h = (lnSk)z ,
α1
(
gzzzzz + 30gzgzzz + 60g
3
z
)
− zgz − g = 0, g = (lnTk)z .
(4.3)
In this expressions we set the constants of integration to zero as otherwise
the equations do not have rational solutions with asymptotic behavior in a
neighborhood of infinity h(z) = deg Sk/z, g(z) = deg Tk/z. This fact can
be proved if we perform asymptotic analysis around infinity for the solutions
of these equations. Now let us study properties of the polynomials {Sk(z)},
{Tk(z)}.
Theorem 3. The following statements hold
1. The polynomials Sk(z), Tk(z) do not have multiple roots except possi-
bly the point z = 0.
2. The polynomials Sk(z), Tk±1(z) and Sk±1(z), Tk(z) do not have common
roots except possibly the point z = 0.
3. If the point z = 0 is the multiple root of the polynomial Sk, then its
multiplicity equals 8.
4. If the point z = 0 is the multiple root of the polynomial Tk, then its
multiplicity equals 2.
Table 4.2: Polynomials {T
(1)
k (z)}.
T
(1)
0 (z) = 1
T
(1)
1 (z) = z
T
(1)
2 (z) = z
2
T
(1)
3 (z) = z
5 − 144α1
T
(1)
4 (z) = z
7 − 504α1z
2
T
(1)
5 (z) = z
12 − 3168α1 z
7 − 3193344α1
2z2
T
(1)
6 (z) = z
15 − 6552α1 z
10 − 13208832α1
2z5 − 951035904α1
3
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5. If the point z = 0 is a root of the polynomial Sk of multiplicity 8, then
the point z = 0 is a root of the polynomials Tk+1, Tk−1 of multiplicity
2 and a simple root of the polynomials Sk+2, Sk−2.
6. If the point z = 0 is a root of the polynomial Tk of multiplicity 2, then
the point z = 0 is a root of the polynomials Sk+1, Sk−1 and the total
multiplicity is equal to 9.
Proof. Making asymptotic analysis around zeros for the solutions of the
equations satisfied by the polynomials Sk, Tk (see (4.3)), we find that the
polynomial Sk may have simple roots and roots of multiplicity 8 and the
polynomial Tk may have simple roots and roots of multiplicity 2. Further
constructing the Laurent series in a neighborhood of poles and infinity for
solutions of the equation (4.1) yields the structure of its rational solutions
w(z) =
n1∑
i=1
1
z − z1,i
+
n4∑
i=1
4
z − z4,i
−
n−2∑
i=1
2
z − z−2,i
−
n−3∑
i=1
3
z − z−3,i
. (4.4)
The rational solution (4.4) possesses nj poles with residue j, j = 1, 4, −2,
−3. If we combine this expression with the formula giving representation of
the rational solutions in terms of the polynomials Sk, Tk (see theorem ??),
we obtain the fifth statement of the theorem with the point z = 0 replaced
by the point z = z0. Moreover, if a point z = z0 is a multiple root of the
polynomial Tk, then this point is also a root of the polynomials Sk+1, Sk−1
of multiplicities either 1, or 8. Further suppose that z = z0 is a multiple
root of the polynomial Tk, then the multiplicity of this root is 2. Finding
the Taylor series for the polynomial Tk around its multiple root z = z0 with
the help of the equation for the polynomials given in (4.2) and substituting
this series into the right–hand side of the first expression in (4.2), we see
that it is satisfied only in the case z0 = 0. Along with this, we see that the
total multiplicity of the root z = 0 for the polynomials Sk+1, Sk−1 is equal
to 9. Thus we have proved that every polynomial Tk possesses only simple
roots except possibly the point z = 0. As a consequence we see that the
polynomial Sk does not have multiple roots except possibly the point z = 0.
Indeed, assuming the converse, we see that any neighbor polynomial from
the sequence {Tk}, i.e. Tk±1 possesses a multiple root, what is impossible.
Now let us suppose that the polynomials Sk(z), Tk±1(z) or Sk±1(z), Tk(z)
have a common root z = z0, z0 6= 0. By the above the root z = z0 is simple
for all these polynomials and this fact contradicts expressions (3.12), (4.4).
Further we see that there are polynomials in the sequences {Sk}, {Tk}
possessing the multiple root at the point z = 0. Indeed with the help of the
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Laurent series around infinity that satisfy the equations for polynomials (see
(4.3)), we find their structure
Sk(z) =
[deg Sk/5]∑
i=0
Ak,iz
deg Sk−5i, Tk(z) =
[deg Tk/5]∑
i=0
Bk,iz
deg Tk−5i, (4.5)
where the degrees of the polynomials Sk, Tk are given in (3.13). From this
expressions it follows that if deg Sk mod 5 6= 0 or deg Tk mod 5 6= 0, then
the corresponding polynomial has the multiple root at the point z = 0.
Note that for a polynomial Sk with multiple zero root of multiplicity 8 the
coefficient of z3 in expression (4.5) is equal to zero.
Now let us take two neighbor polynomials from the sequences {Sk}, {Tk},
for example, Sk, Tk+1. Suppose that the polynomial Sk has a root of multi-
plicity 8 at the point z = 0 and the polynomial Tk has a root of multiplicity
2 at the point z = 0, then we can set Sk(z) = z
8R(z), Tk+1(z) = z
2V (z),
where the polynomials R(z), V (z) do not have multiple or common roots and
R(0) 6= 0, V (0) 6= 0. Substituting this expressions into the relation given in
(3.16), we obtain
z(RzzV − 4RzVz + 4RVzz) + 8(RzV − 2RVz) = 0 (4.6)
This formula coincides with the expression (2.13) if we set P = R, Q = V ,
µ = 2, ν = −4. By analogy we consider the case Sk(z) = zR(z), Tk+1(z) =
z2V (z) and obtain the relation
z(RzzV − 4RzVz + 4RVzz)− 6(RzV − 2RVz) = 0 (4.7)
Thus we see that the formula (4.7) coincides with the expression (2.13) setting
P = R, Q = V , µ = 2, ν = 3. If the point z = 0 is not a multiple root of of
the polynomial Tk+1, then the polynomials Sk, Tk+1 do not have multiple and
common roots and satisfy the correlation, which coincides with (2.9) setting
P = Sk, Q = Tk+1, µ = 2. Consequently, we have shown that roots of two
neighbor polynomials from the sequences {Sk}, {Tk}, i. e. Sk, Tk+1 or Sk+1,
Tk give stationary equilibrium positions of point vortices in arrangements
described in section 2.
In conclusion let us find algebraic relations satisfied by the roots of poly-
nomials Sk, Tk. By {ai} we denote the roots of Sk and by {bj} the roots of
Tk. The functions h = (lnSk)z, g = (lnTk)z can be presented in the form
h(z) =
∆1
z
+
degSk−∆1∑
i=1
1
z − ai
, g(z) =
∆2
z
+
deg Tk−∆2∑
j=1
1
z − bj
, (4.8)
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(a) S
(1)
6 (z) (b) T
(1)
7 (z)
Figure 3: Roots of the polynomials {S
(1)
k (z)}, {T
(1)
k (z)}, α1 = 10.
where ∆1 = 0 if Sk(0) 6= 0, ∆1 = 1 if the point z = 0 is a simple root of
the polynomial Sk, ∆1 = 8 if the point z = 0 is the multiple root of the
polynomial Sk and in its turn ∆2 = 0 if Tk(0) 6= 0, ∆2 = 1 if the point z = 0
is a simple root of the polynomial Tk, ∆2 = 2 if the point z = 0 is the multiple
root of the polynomial Tk. We suppose that ai = 0, i = deg Sk −∆1 +1, . . .,
deg Sk in the case Sk(0) = 0 and bj = 0, j = deg Tk −∆2 + 1, . . ., deg Tk in
the case Tk(0) = 0. Finding the Laurent series for the functions h(z), g(z)
in a neighborhood of infinity, we get
h(z) =
deg Sk
z
+
∞∑
m=1
[
deg Sk∑
i=1
ami
]
1
zm+1
, |z| > max
1≤i≤deg Sk
|ai|,
g(z) =
deg Tk
z
+
∞∑
m=1
[
deg Tk∑
j=1
bmj
]
1
zm+1
, |z| > max
1≤j≤deg Tk
|bj|.
(4.9)
Further we take the equations satisfied by he functions h(z), g(z) and con-
struct the Laurent series in a neighborhood of infinity using asymptotic meth-
ods. Finally, we obtain
h(z) =
deg Sk
z
+
∞∑
m=1
c−m−1
zm+1
, g(z) =
deg Tk
z
+
∞∑
m=1
d−m−1
zm+1
(4.10)
The coefficients of z−1 in this expression are arbitrary. We take them as
deg Sk for the function h(z) and as deg Tk for the function Tk. In addition
we get that c−m−1 = 0 if m mod 5 6= 0 and d−m−1 = 0 if m mod 5 6= 0.
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(a) S
(1)
11 (z) (b) T
(1)
12 (z)
Figure 4: Roots of the polynomials {S
(1)
k (z)}, {T
(1)
k (z)}, α1 = 10.
Comparing the series given by (4.9) with the series in expression (4.10), we
obtain the following algebraic relations for the roots of the polynomials Sk,
Tk
deg Sk∑
i=1
ami = c−m−1,
deg Tk∑
j=1
bmj = d−m−1, m > 0. (4.11)
Several examples are given in table 4.3. We note that expanding the func-
Table 4.3: Algebraic relations for the roots {ai} of the polynomial S
(1)
k (z)
and for the roots {bi} of the polynomial T
(1)
k (z) (the upper index is omitted).
deg Sk∑
i=1
ai = 0
deg Sk∑
i=1
a2i = 0
deg Sk∑
i=1
a3i = 0
deg Sk∑
i=1
a4i = 0
deg Tk∑
j=1
bj = 0
deg Tk∑
j=1
b2j = 0
deg Tk∑
j=1
b3j = 0
deg Tk∑
j=1
b4j = 0
deg Sk∑
i=1
a5i = 3α1 deg Sk(deg Sk − 1)(deg Sk − 8)
deg Tk∑
j=1
b5j = 12α1 deg Tk(deg Tk − 1)(deg Tk − 2)
tions h(z), g(z) in a neighborhood of their poles and the origin gives other
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sequences of algebraic relations for the roots of polynomials Sk, Tk. In figures
3, 4 we present several plots of roots for the polynomials Sk, Tk.
5 Conclusion
In this article we have studied the problem of finding stationary equilibrium
positions for two sets of point vortices (identical vortices with strength Γ in
one set and identical vortices with strength −µΓ in another). Along with this
we have investigated the case of three sets of vortices (identical vortices with
strength Γ in the first set, identical vortices with strength −µΓ in the second
and a vortex in the origin with strength −νΓ). We have found differential
equations satisfied by the generating polynomials of vortices and have derived
formulae for constructing these polynomials explicitly in the case µ = 2.
Interestingly, that if we introduce the generalized Hirota derivative according
to the rule
Dmz [µ] f(z) · g(z) =
[(
d
dz1
− µ
d
dz2
)m
f(z1)g(z2)
]
z1=z2=z
, m ∈ N ∪ {0},
(5.1)
then we can rewrite differential equations for the generating polynomials of
vortices as follows
D2z [µ]P ·Q = 0,
{
zD2z [µ]− 2νDz[µ]
}
P ·Q = 0. (5.2)
Further we have shown that special polynomials associated with rational so-
lutions of the generalized K2 hierarchy satisfy the same differential equations
with µ = 2. We have derived differential – difference relations and ordinary
differential equations satisfied by the polynomials. In details we have studied
the case of the fourth–order equation in the generalized K2 hierarchy. We
have shown that roots of the polynomials associated with this equation give
equilibrium positions of the vortices in situations described above. We have
found algebraic relations satisfied by the roots of these special polynomials
and, consequently, satisfied by coordinates of vortices in equilibrium.
In conclusion we would like to note that equations in the Fordy–Gibons,
Sawada–Kotera, and Kaup–Kupershmidt hierarchies possess solutions ex-
pressible via solutions of the equations in the generalized K2 hierarchy. As
a consequence, there exist solutions of these partial differential equations
expressible in terms of special polynomials, which we have studied in this
article.
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