The blow up problem of the semilinear scale-invariant damping wave equation with critical Strauss type exponent is investigated. The life span is shown to be:
Introduction and Main Results
In this paper, we consider the blow up problem of following semilinear damping wave equation
where µ ≥ 0, f, g ∈ C ∞ 0 (R n ). We assume that ε > 0 is a "small" parameter, and the support of f and g satisfy supp (f, g) ⊂ x |x| ≤ 1 2 .
The damping term µ 1+t u t is so called as "scale invariant" since it shares same scaling as u tt : u(t, x) = u(λ(1 + t) − 1, λx).
For this typical damping, the asymptotic behavior of linear solution heavily relies on the size of µ see [16] . Meanwhile, the blowup problem or the determination of the critical exponent of the semilinear equation has drawn great of attention. Wakasugi [13] has obtained the blowup result if 1 < p ≤ p F (n) and µ > 1, or 1 < p ≤ 1 + w(x, t) := (1 + t) µ 2 u(x, t), w turns out to satisfy the wave equation without damping and mass terms when µ = 2. There are some studies focusing on this special case. D'Abbicco-LucenteReissig [3] have showed the small data global existence if:
where p S (n) is the Strauss exponent,
which is the positive root of the quadratic equation:
In the case of 1 dimension and µ = 2, Wakasa [15] considered the lifespan and showed that the critical exponent is p S (3). For general µ > 0, D'Abbicco [2] obtained following small data global existence result:
Recently, Lai-Takamura-Wakasa [8] applied test function method to obtain following blowup result:
for p F (n) ≤ p < p S (n + 2µ), n ≥ 2 and 0 < µ < n 2 + n + 2
2(n + 2) .
By introducing modified Bessel function K ν (t) as new test function, Tu-Lin [12] updates their result to:
for p F (n + µ 2 ) < p < p S (n + µ), n ≥ 2 and µ > 0.
Ikeda-Sobajima [6] obtained similar result. Besides, they also give the life-span of critical case, i.e, p = p S (n + µ) with lifespan
where µ is required to less than µ * := n 2 +2+2
n+2 . Their proof relies on the use of hypergeometric function, which is initiated from Zhou-Han [18] . In the present paper, we shall give an alternative way to construct the test function. By applying the wave plane formula and limiting behavior of second type of modified Bessel function, we succeed to obtain the properties which is critical to the test function. We emphasis that this approach is normal and can be also applied to some other type of Laplacian with variable coefficients.
Our main result is stated in the following. 
Then lifespan T < ∞ and there exists a positive constant C which is independent of ε such that 
However, combing the result of [2] and [13] , there is still gaps. To be precisely, the global small data result of following cases are lacking:
and p > p S (n + µ) with 0 < µ ≤ µ * for arbitrary n. These cases need further consideration.
The rest of the paper is arranged as follows. In Section 2, we do some preliminary work. The test function is constructed and some important properties related with are proved. Section 3 is devoted to prove the main theorem.
Preliminaries
In this section we prepare some lemmas. We first introduce the second type of modified Bessel function:
which satisfies:
We collect some facts about K ν (t) from [10] . The monotonicity with respect to the order ν:
The limiting forms of K ν (t), for t ≫ 1,
For 0 < t ≪ 1,
The derivative identity:
We now start to construct our test function b q (x, t). For η > 0, let
It is obvious that λ η (t) satisfies
and ϕ η (x) satisfies
Define the positive smooth function:
Observing (6), to ensure the integrability, q is required to satisfy:
We summary the properties of b q (x, t) in following lemma.
(ii) The following identity holds for b qt (x, t)
Proof. (i) The two identities can be proved directly from definition, which means b q (x, t) satisfy the conjugate equation of (1):
(ii) Utilizing (7), we have
Inserting this into b q (x, t), it is easy to verify (12) .
(iii) Applying the plane wave formula to ϕ η (x) (see [1] , page 8), we have
2 dη, whereη = (1 + t)η. Due to (5), there exists finite large T 0 which is independent with ε such that for any θ ∈ [−1, 1] and (x, t) with
On the other hand, by (11) with (6) and the condition q > − Consequently, for t > T 0 b q (x, t) ∼ (t + 1) −q around z = 1. Finally we conclude that
Remark 2.2. In fact, for γ > β > 0, the hypergeometric function has following integral representation
That is to say, for t > T 0 , implies that µ has to satisfy
where µ * , as we mentioned earlier, also satisfies p F (n) = p S (n + µ * ).
Lemma 2.4. Suppose the Cauchy problem (1) has an energy solution u. If the initial data satisfies that
and they are not identically to 0. Then for t > T 0 , for any p > 1
The proof of this lemma can be found in Tu-Lin [12] . We summaries the key point in Appendix. We now test equation (1) by b q (x, t).
Integrate this identity over [0, t] three times, we obtain:
Inserting (12) for b qt (0), we find the last integral is positive,
We obtain following inequality:
Based on the estimation (15), we have following Lemma.
under the condition of Theorem 1.1, the functional
where K is a constant which is independent of ε.
Proof. We note that the restriction (11) on q require µ < µ * := n 2 +n+2
n+2 . Simple calculation gives
We estimate the righthand side of (15) . By using the finite propagation speed and Hölder inequality, we have
Since q = n−1−µ 2 − 1 p and p = p S (n + µ), utilizing the quadratic form (3), we have
So we obtain
For the second term, inserting (12), we have
The estimate of II 1 is similar as I, by Hölder inequality and (13),
We now estimate II 2 . Define
with same process as (iii) in Lemma 2.1, one can prove that b q (x, t) shares the same estimation (13) of b q (x, t) for some t > T 0 . As q = n−1−µ 2
which combines the Hölder inequality, it gives
Consequently, we have
Plugging the estimates (19), (20) and (21) into (15), we obtain for t > 2,
On the other hand,
]G(τ )dτ = 2(t + 1)
So we conclude that for t > 2,
Proof of Main Theorem
The following lemma is from [18] .
Lemma 3.1. Suppose that K(t) and h(t) are all positive C 2 functions and satisfy
where α ≥ 0, and
Then we have
which implies K(t) > h(t), ∀ t ≥ 0.
Now we begin to prove the main theorem. Making use of Lemma 2.3 (14) and Lemma 2.1 (13), for t > T 0 , (1 + t)( (1−n−µ)+(n−1) for t > T 0 .
.
