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Abstract. We study homogenization for fully nonlinear uniformly parabolic equations in stationary ergodic
spatio-temporal media from the qualitative and quantitative perspective. We show that under suitable
hypotheses, solutions to fully nonlinear uniformly parabolic equations in spatio-temporal media homogenize
almost surely. In addition, we obtain a rate of convergence for this homogenization in measure, assuming that
the environment is strongly mixing with a prescribed rate. A general methodology to study the stochastic
homogenization and rates of convergence for stochastic homogenization of uniformly elliptic equations was
introduced in [8] and [7]. We extend their approach to fully nonlinear uniformly parabolic equations, and
we develop a number of new arguments to handle the parabolic structure of the problem.
1. Introduction
We study the stochastic homogenization for fully nonlinear uniformly parabolic equations with oscillations
in space and time. Specifically, we study the limiting behavior of solutions uε = uε(x, t, ω) of the initial
value problem
(1.1)
{
uεt − F (D2uε, x/ε, t/ε2, ω) = 0 in DT ,
uε = g on ∂pDT ,
where D ⊂ Rd is an open, bounded domain, DT = D × (0, T ], ∂pDT = (D × {0}) ∪ (∂D × [0, T )) denotes
the parabolic boundary which satisfies a uniform exterior cone condition, and g ∈ C(∂pDT ). The argument
ω describes an environment which is an element of the underlying probability space (Ω,F ,P). We postpone
the precise assumptions on (1.1) until later (see (F1)-(F5)), but we point out the key hypotheses at this time.
For each ω ∈ Ω, F (·, ·, ·, ω) is uniformly elliptic and satisfies the necessary assumptions for well-posedness
in the theory of viscosity solutions. With regards to the random setting, we assume that F is stationary in
space-time, and that translations in space-time are ergodic with respect to the law of F (·, ·, ·, ω).
The first result pertains to a qualitative observation about the limiting behavior of uε. We show that
almost surely, uε converge uniformly to a limiting function u = u(x, t), which solves a deterministic limiting
equation. The limiting equation takes on the form
(1.2)
{
ut − F (D2u) = 0 in DT ,
u = g on ∂pDT ,
where we construct F , a real-valued function on Sd, the space of d× d symmetric matrices with real entries.
More precisely, we prove
Theorem 1.1. Assume (F1)-(F4). There exists a uniformly elliptic operator F : Sd → R, such that if
uε(·, ·, ω) is the solution of (1.1), then as ε→ 0, a.s. in ω, uε → u uniformly, where u is the unique solution
of (1.2).
Furthermore, we establish a rate of convergence for Theorem 1.1 “in measure.” In order to quantify the
rate of convergence of Theorem 1.1, it is necessary to quantify the ergodicity hypothesis by assuming that F
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is strongly mixing with a prescribed rate. In broad terms, the rate of mixing measures the “decorrelation”
of different events of the probability space. Under our hypotheses, we find f(ε), h(ε) such that
P
[{
ω : ||uε(·, ·, ω)− u(·, ·)||L∞(DT ) ≥ f(ε)
}]
≤ h(ε)
where limε→0 f(ε) = limε→0 h(ε) = 0. This gives us a rate of convergence for homogenization in measure.
We assume a logarithmic rate of mixing in order to obtain a logarithmic rate for the homogenization of (1.1).
The main result we prove regarding the rate of convergence for homogenization is
Theorem 1.2. Assume (F1)-(F5). Let uε, u solve (1.1) and (1.2) respectively. There exist constants
C˜, c˜, Cˆ, cˆ, and ε0 which depend on the ellipticity constants and dimension so that for all ε < ε0,
(1.3) P[||uε − u||L∞(DT ) ≥ C˜εc˜| ln ε|
−2/3
] ≤ Cˆεcˆ| ln ε|−2/3 .
The qualitative and quantitative stochastic homogenization for fully nonlinear uniformly elliptic equations
was addressed in [8] and [7] respectively, and our paper is an extension of their work to the class of fully
nonlinear uniformly parabolic equations with oscillations in space and time. Theorem 1.1 is the parabolic
analogue of the main result of [8], and the rate in Theorem 1.2 is comparable to the rate obtained in [7].
We point out that the strategies to prove Theorems 1.1 and 1.2 are similar to those of [8] and [7], however
there are several difficulties which arise given the parabolic structure of the problem. The proofs in [8] and
[7] rely upon delicate applications of the regularity theory for fully nonlinear elliptic equations. Therefore,
extending these results to a different problem requires verifying that these arguments still hold using the
regularity estimates available for the problem at hand. For fully nonlinear uniformly parabolic equations,
these properties have been developed in a number of works, including (but not limited to) those of Krylov
[17, 16], Tso [21], Wang [23, 24], Lin [18], and Turanova [22]. A consistent issue in our analysis is having
to deal with the natural causality inherent in parabolic equations. Parabolic regularity estimates depend
sensitively on time; they are not always merely Rd+1 generalizations of elliptic results in Rd. This dependency
on time causes several of the arguments of [8] and [7] to break down without additional justification. This
paper addresses these issues which arise in the parabolic setting.
While we were writing this, it came to our attention that Armstrong and Smart [3] have very recently
developed a different approach to the stochastic homogenization of fully nonlinear uniformly elliptic equa-
tions. Their method yields an algebraic rate of convergence for homogenization under the assumption that
the environment is independent, and identically distributed, which is a stronger mixing hypothesis than ours.
Moreover, it is unclear how to adapt their approach to the parabolic setting, making our results independent
of their work.
We next aim to motivate and outline the proofs of Theorems 1.1 and 1.2.
Homogenization Strategy. Most of the arguments in the theory of homogenization are based on the
ansatz that uε(·, ·, ω) takes on a multiscale expansion
uε(x, t, ω) = u(x, t, ω) + ε2wε(x/ε, t/ε2, ω) + . . .
and letting y = x/ε, s = t/ε2, this formally implies that
ut + w
ε
s − F (D2xu+D2ywε, y, s, ω) = 0 in DT .
If homogenization is to occur, the former expression must be independent of y and s. This naturally leads
to the following compatibility condition: for each M ∈ Sd, there exists a unique constant F (M) and a
continuous function wε satisfying
(1.4)
{
wεs − F (M +D2ywε, y, s, ω) = −F (M) in Rd+1,
1
(|y|2+|s|)w
ε(y, s, ω)→ 0 as |y|, |s| → ∞, a.s. in ω,
where the second condition is the necessary and sufficient condition for F (M) to be uniquely determined.
However, it is unknown whether solutions to (1.4) exist. The fundamental observations of [8] showed it
is possible to homogenize by reformulating the compatibility condition imposed on wε and F . Indeed, it is
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enough if we require that for each M ∈ Sd, there exists a unique constant F (M) and a continuous solution
wε which solves
(1.5)
{
wεs − F (D2ywε +M,y, s, ω) = −F (M) in Q1/ε,
wε(y, s) = 0 on ∂pQ1/ε,
with the condition that
∣∣∣∣ε2wε(·, ·, ω)∣∣∣∣
L∞(Q1/ε)
→ 0 as ε → 0, a.s. in ω, where Qr = Br(0) × (−r2, 0]. We
refer to wε as the “approximate corrector” of (1.1).
The above problem can also be reformulated as follows. Letting
wε(y, s, ω) = ε
2wε(y/ε, s/ε2, ω),
and for any M ∈ Sd, setting
FM (·, y, s, ω) = F (·+M,y, s, ω),
then (1.5) is equivalent to wε solving
(1.6)
{
wε,s − FM (D2ywε, y/ε, s/ε2, ω) = −F (M) in Q1,
wε = 0 on ∂pQ1,
with ||wε(·, ·, ω)||L∞(Q1) → 0 as ε→ 0, a.s. in ω.
We will frequently change our perspective, by working with wε or wε, and we will try to continually
remind the reader of their definitions. Some of the arguments in this paper are much more convenient to
explain using one of the two perspectives, so we simply choose the most convenient representation to explain
our arguments. We emphasize that all results which hold true for solutions wε also hold for wε with the
appropriate adjustments for scaling.
To identify the correct choice of F (M), we vary the values of the right hand side of (1.6) until the
corresponding solution has the desired behavior in the limit as ε → 0. More precisely, for each ` ∈ R, we
study the limiting behavior of w`ε, which solves
(1.7)
{
w`ε,s − FM (D2w`ε, y/ε, s/ε2, ω) = ` in Q1,
w`ε = 0 on ∂pQ1.
The correct choice of F (M) has the property that lim
ε→0
w−F (M)ε (y, s, ω) = 0 a.s. in ω, uniformly in Q1. For
` ∈ R, we expect that  limε→0w
`
ε(y, s, ω) ≥ 0 if ` ≥ −F (M),
lim
ε→0
w`ε(y, s, ω) ≤ 0 if ` ≤ −F (M).
(1.8)
In order to establish an almost-sure limit for
{
w`ε
}
, we compare w`ε to the solutions of the corresponding
obstacle problems from above and below. It was shown in [8] that w`ε is controlled by the measure of the
contact sets of the obstacle problems, which are subadditive and stationary quantities. We then appeal to the
subadditive ergodic theorem (Theorem A.1) to obtain an almost-sure limit, which determines the limiting
behavior of w`ε for any ` ∈ R. One difficulty we encounter is that parabolic cubes do not satisfy the original
assumptions of Akcoglu and Krengel’s subadditive ergodic theorem [1], and we could not find a result in the
literature which applied to the parabolic setting. We overcome this by extending the results of [1] for nested
families of cubes with sides of arbitrary length. The precise result and its proof are presented in Appendix
A.
Using the information from the limiting behavior of solutions of the obstacle problem, we are then able
to build a well-defined, uniformly elliptic operator F . By invoking the perturbed test function method of
Evans [12], we are able to conclude.
Rates Strategy We follow the general approach outlined by Caffarelli and Souganidis in [7], by computing
the rate of homogenization for (1.1) in two main steps.
The first step is to understand, for each M ∈ Sd, the rate of decay of the associated approximate corrector
ε2wε(·, ·, ω) as ε tends to 0. The behavior of wε is controlled by the solutions to the obstacle problem from
above and below, and this amounts to understanding the rate of decay of the measure of the contact sets of
the obstacle problem. Roughly speaking, we show that for any choice of ` ∈ R, the product of the second
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moments of the measure of the contact sets corresponding to (1.7) from above and below satisfy a certain
rate of decay. Obtaining a rate for this product is quite technical, and relies heavily on regularity estimates
for fully nonlinear uniformly parabolic equations. Even with the appropriate parabolic versions of the elliptic
regularity results, the argument of [7] does not immediately work due to the causality of parabolic equations.
We overcome this by utilizing estimates developed in a companion paper [18] to adapt the argument of [7] to
this setting. Using the rate on this product, we show that excluding an exceptional set AMε , which depends
only on the size of M , ε2wε(·, ·, ω) decays with a given rate. This amounts to obtaining a rate of convergence
for the homogenization ε2wε (or equivalently wε) in measure.
The second step is to quantify the perturbed test function method. In [7], this step is formulated in the
language of δ-solutions, which have been generalized to the parabolic setting by Turanova in [22]. We use the
results of [22] in order to show that for configurations ω ∈ Ω\AMε , with |M | specified, the decay on wε(·, ·, ω)
yields a rate of decay on ||uε(·, ·, ω)− u(·, ·)||L∞(DT ). This allows us to obtain a rate for the homogenization
in measure.
General Assumptions: We work in the stationary ergodic, spatio-temporal setting. We assume there exists
an underlying probability space (Ω,F ,P) equipped with a measure-preserving transformation {τ(y′,s′)}(y′,s′)∈Rd+1 .
We also assume that ∂pDT satisfies a uniform exterior cone condition, which allows us to construct global
barriers (see [10] for the precise assumption). Our hypotheses can be summarized as follows:
(F1) Stationarity : For every (M,ω) ∈ Sd × Ω, and for all (y′, s′) ∈ Rd+1,
F (M,y + y′, s+ s′, ω) = F (M,y, s, τ(y′,s′)ω).
(F2) Ergodicity : If A ∈ F , and τ(y′,s′)A = A for all (y′, s′) ∈ Rd+1, then P(A) = 0 or P(A) = 1.
(F3) Uniform Ellipticity. There exists λ,Λ > 0 such that for all N ∈ Sd, N ≥ 0, and for all ω ∈ Ω,
λ ||N || ≤ F (M +N, y, s, ω)− F (M,y, s, ω) ≤ Λ ||N || .
where ||N || denotes the largest eigenvalue of N . This immediately implies that uniformly in
(y, s, ω), F (·, y, s, ω) is Lipschitz continuous on Sd.
(F4) Boundedness and Regularity of F : For every R > 0, ω ∈ Ω,M ∈ Sd with ||M || ≤ R,
{F (M, ·, ·, ω)} is uniformly bounded and uniformly equicontinuous on Rd+1
and there exists C so that
ess sup
ω∈Ω
|F (0, 0, 0, ω)| < C,
which by (F1), implies
sup
(y,s)∈Rd+1
ess sup
ω∈Ω
|F (0, y, s, ω)| < C.
In light of the continuity of F , this implies that
ess sup
w∈Ω
sup
(y,s)∈Rd+1
|F (0, y, s, ω)| < C.
We also require that there exists a modulus of continuity ρ(·), and a constant σ > 12 such that
for all (M,y, s, ω) ∈ Sd × Rd+1 × Ω,
|F (M,y1, s1, ω)− F (M,y2, s2, ω)| ≤ ρ[(1 + |M |)(|y1 − y2|Rd + |s1 − s2|)σ]
where ||·||Rd denotes the standard Euclidean norm on Rd.
By applying (F3), we have that
ess sup
ω∈Ω
sup
(y,s)∈Rd+1
|F (M,y, s, ω)| ≤ C + Λ|M | ≤ C(1 + |M |).
(F5) Mixing Hypothesis. Ω is strongly mixing with rate given by (2.3).
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Conditions (F3) and (F4) imply that F (·, ·, ·, ω) admits a comparison principle (see [11]).
Historical/Literature Review The first results regarding homogenization of fully nonlinear second-order
equations were for the periodic homogenization of uniformly elliptic equations in the work of Evans [12].
The problem was later revisited by Caffarelli using a different approach in [5]. In the random setting,
stochastic homogenization for elliptic equations originated in the study of linear, uniformly elliptic operators
in divergence and nondivergence form in the works of Papanicolau and Varadhan [19, 20] and Kozlov [15]. For
fully nonlinear uniformly elliptic equations in random media, the first work was done by Caffarelli, Souganidis,
and Wang [8], which was the main inspiration for this paper. The topic was revisited by Armstrong and
Smart [4] for equations with gradient dependence, and furthermore the method was extended by the same
authors to a class of degenerate elliptic equations in the random setting [2].
Rates of convergence for homogenization of second-order equations is a far less well-developed topic, with
a smaller body of literature. In the linear setting, under more restrictive hypotheses than ours here, Yurinskii
[26, 25] obtained an algebraic rate of convergence for homogenization of uniformly elliptic equations in dimen-
sions d ≥ 3. For fully nonlinear elliptic equations in the periodic setting, which have an additional convexity
assumption on F , algebraic rates of convergence have been proven using several different approaches. Camilli
and Marchi [9] proved an algebraic rate of convergence for the periodic homogenization of fully nonlinear
uniformly elliptic equations, using the regularity of the correctors and PDE methods. Ichihara [14] showed
that for degenerate elliptic equations in the periodic setting, one may obtain algebraic rates of convergence
using methods from stochastic control theory. The paper of Caffarelli and Souganidis [7] was the first paper
for fully nonlinear equations which did not require a convexity assumption on F , and it addressed rates of
convergence for homogenization in the periodic, almost-periodic, and stationary ergodic setting. Assuming a
logarithmic mixing hypothesis, they obtain a logarithmic rate of convergence for homogenization in measure.
As previously mentioned, a new approach to stochastic homogenization has been put forth by Armstrong
and Smart [3] which yields an algebraic rate of convergence in measure for stochastic homogenization of
fully nonlinear uniformly elliptic equations, assuming that the environment is independent and identically
distributed.
Outline of the Paper We begin by addressing some preliminary background and notation necessary for
the proofs of Theorem 1.1 and Theorem 1.2. The proof of Theorem 1.1 follows in Section 3. The rest of the
paper is devoted to proving Theorem 1.2. In Section 4, we prove a rate on the decay of the product of the
second moments of the measure of the contact sets of the obstacle problems from above and below. This
yields a rate of decay on the approximate correctors wε in measure, which is explained in Section 5. Finally,
in Section 6, the argument is completed by employing the regularity estimates of [22].
The Appendix to this paper contains content which is crucial for the proofs of Theorem 1.1 and Theorem
1.2. In Appendix A, a generalization of Akcoglu and Krengel’s multiparameter subadditive ergodic theorem
is proven for cubes with sides of arbitrary length. In Appendix B, we include some of the proofs of the
technical lemmas in Section 4, which take on a similar flavor to their elliptic analogues in [7]. Appendix C
reviews the quantitative regularity estimate established in [18], which is the most delicate step in the proof
of Theorem 4.1. In Appendix D, we review the regularity estimates established in [22], which are necessary
to complete the proof of Theorem 1.2.
2. Preliminaries
2.1. Notation. We work in the Euclidean space Rd+1. We reserve | · | to denote the Lebesgue measure of
sets or the norm of vectors, while ||·|| will denote either the maximum eigenvalue of a nonnegative matrix or
the appropriate norm for a Banach space. We define the parabolic distance between (x1, t1) and (x2, t2) in
Rd+1 by
d((x1, t1), (x2, t2)) =
(|x1 − x2|2 + |t1 − t2|)1/2 .
For α ∈ (0, 1), u ∈ C0,α(DT ) if
||u||C0,α(DT ) = ||u||L∞(DT ) + sup
(xi,ti)∈DT ,
(x1,t1)6=(x2,t2)
|u(x1, t1)− u(x2, t2)|
[d((x1, t1), (x2, t2))]α
.
Moreover, u ∈ Ck if for all α, β such that |α|+ 2β ≤ k, DαxDβt u is continuous.
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Unless otherwise stated, uε and u will always refer to the respective solutions of (1.1) and (1.2). We
denote Sd to be the space of d × d symmetric matrices with real coefficients. For P,N ∈ Sd, we say that
P ≥ N if tr(P −N) ≥ 0. We reserve λ,Λ to be the ellipticity constants corresponding to (F3).
We work in parabolic cylinders Qr = Br(0)× (−r2, 0] or Qr(x, t) = Br(x)× (t− r2, t] and parabolic cubes
of the form Cr = (−r, r)d × (−r2, 0] or Cr(x, t) = (−r + x, r + x)d × (t− r2, t]. We also work with cylinders
which are forward in time, which we denote by Q+r = Br(0)× (0, r2] or Q+r (x, t) = Br(x)× (t, t+ r2].
For every M ∈ Sd, we define Pucci’s extremal operators for ellipticity constants λ,Λ by
M−(M) = λ
(∑
ei>0
ei
)
+ Λ
(∑
ei<0
ei
)
and M+(M) = Λ
(∑
ei>0
ei
)
+ λ
(∑
ei<0
ei
)
,
where ei are the eigenvalues of M . It follows immediately from (F3) that for all N ≥ 0,
M−(N) ≤ F (M +N, y, s, ω)− F (M,y, s, ω) ≤M+(N).
For a detailed analysis of Pucci’s extremal operators, and a list of their properties, see [6]. For any domain
DT ⊂ Rd+1, we define S(g,DT ) to be the set of viscosity supersolutions to
ut −M−(D2u) ≥ g in DT ,
and respectively, S(g,DT )) to be the set of viscosity subsolutions to
ut −M+(D2u) ≤ g in DT .
We define S(g,DT ) = S(g,DT ) ∩ S(g,DT ) and S∗(g,DT ) = S(− ||g||∞ , DT ) ∩ S(||g||∞ , DT ).
We work in the probability space (Ω,F ,P). We denote E[·] to be the expectation of a random variable,
and V[·] = E[(·)2]− (E[·])2 to denote the variance of a random variable.
We will frequently fix the matrix M ∈ Sd in our analysis, and therefore when it is clear from context, we
use the notation F (·, y, s, ω) = FM (·, y, s, ω) = F (·+M,y, s, ω) in order not to clutter the notation.
2.2. Parabolic Regularity. We will make use of the following regularity results for parabolic equations.
These estimates are stated for viscosity solutions, and we refer to [23] for proofs.
Parabolic ABP-Estimate (Wang, [23]). Let u ∈ S(g,Q1), and assume that u ≥ 0 on ∂p(Q1). There
exists C = C(λ,Λ, d) > 0 such that
sup
Q1
u− ≤ C
(∫
{u=Γ(u)}
(g−)d+1dxdt
)1/(d+1)
where Γ(u) is the convex envelope of −u−.
Parabolic Krylov-Safonov Estimate (Wang, [23]). There exists C = C(λ,Λ, d) > 0, σ = σ(λ,Λ, d) ∈
(0, 1) such that if u ∈ S∗(g,Q1), then u ∈ C0,σ(Q1) and
||u||C0,σ(Q1/2) ≤ C(||u||L∞(Q1) + ||g||Ld+1(Q1)).
2.3. Properties of the Obstacle Problem. For each ` ∈ R, the limiting behavior of wε,` is controlled by
the solutions to the obstacle problem with obstacle 0. In this section, we drop the dependencies of w = wε,`
since it plays no role in our analysis. To avoid confusion, we will also present everything by solving problems
in general domains K ⊂ Rd+1. We recall that the solution to the obstacle problem from above v(y, s, ω) is
defined by
v = inf
{
v ∈ C(K) : vs − F (D2v, y, s, ω) ≥ ` in K and v ≥ 0 on K
}
and respectively,
v = sup
{
v ∈ C(K) : vs − F (D2v, y, s, ω) ≤ ` in K and v ≤ 0 on K
}
,
The key quantity to study is the measure of the contact sets of the obstacle problems. We define
m(K, `, ω) = |{v = 0}| and m(K, `, ω) = |{v = 0}| .
We also define
mε(K, `, ω) = |{vε = 0}| and mε(K, `, ω) = |{vε = 0}|
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to denote when we are solving the obstacle problem in K with arguments
(
y/ε, s/ε2
)
.
The next theorem summarizes the properties of the obstacle problem, which are relevant to this paper.
The proofs have been omitted, because they follow as direct parabolic versions of the proofs found in [8].
Theorem 2.1. Let v(resp. v) be defined as above.
(i) There exists σ = σ(λ,Λ, d) ∈ (0, 1) such that v, v ∈ C0,α(K) and v = v = 0 in ∂pK.
(ii) v solves
(2.1)
{
vs − F (D2v, y, s, ω) = `+ (`+ F (0, y, s, ω))−χ{v=0} in K,
v = 0 on ∂pK,
and v solves
(2.2)
{
vs − F (D2v, y, s, ω) = `− (`+ F (0, y, s, ω))+χ{v=0} in K,
v = 0 on ∂pK.
For (y0, s0) ∈ {v 6= 0} (resp., {v 6= 0}), vs(y0, s0) − F (D2v(y0, s0), y0, s0, ω) = ` (resp., vs(y0, s0) −
F (D2v(y0, s0), y0, s0, ω) = `) .
(iii) If K1 ⊂ K2, and v1 and v2 solve the obstacle problem from above in those respective domains, then
v1 ≤ v2. Therefore,
m(K2, `, ω) ≤ m(K1, `, ω).
Similarly,
m(K2, `, ω) ≤ m(K1, `, ω).
(iv) If F1 and F2 satisfy (F3), and F1 ≤ F2, then m(K, `, F1) ≤ m(K, `, F2). Similarly, m(K, `, F1) ≤
m(K, `, F2).
Finally, we highlight an important observation which is unique to parabolic obstacle problems. We use
this later to address some interesting challenges which arise in the proof of Theorem 4.1.
Lemma 2.2. Let v1 solve the obstacle problem from above in K1, and v2 solve the obstacle problem from
above in K2, with ∂pK1 ⊂ ∂pK2. Then ({v2 = 0} ∩ K1) = {v1 = 0}. Respectively, for v1 and v2 defined
analogously, ({v2 = 0} ∩K1) = {v1 = 0}.
Proof. We only show the proof for v. By monotonicity of the obstacle problem, it is immediate that {v2 = 0}∩
K1 ⊂ {v1 = 0}. To show equality, we suppose for the purpose of contradiction that {v2 = 0}∩K1 ( {v1 = 0}.
This means that there exists a point (yˆ, sˆ), where v1(yˆ, sˆ) vanishes, but v2(yˆ, sˆ) remains strictly positive. By
the continuity of v1 and v2, there exists an open set B where v2 > v1, and hence the maximum of v2 − v1
occurs in B. Moreover, in B, v2 is a solution to the obstacle problem, while v1 is only a supersolution. As
in the proof of the comparison principle on K1, this contradicts the solution properties of v2 and v1, which
implies {v2 = 0} ∩K1 = {v1 = 0}. The same argument shows the statement for v1 and v2. 
2.4. The Mixing Hypothesis. We assume a quantified mixing hypothesis on the probability space (Ω,F ,P).
We assign a rate to the“decorrelation function,” which describes how quickly events become indepen-
dent. We denote B and B(r) to denote the smallest σ-algebras generated by the measurable subsets
{F (·, y, s, ·) : (y, s) ∈ C1} and {F (·, y, s, ·) : d((y, s), C1) ≥ r} of Ω. We impose a logarithmic mixing rate,
in order to obtain a logarithmic rate of convergence for homogenization:
There exists c > 0 such that for all δ > 0,
(2.3) sup
A∈B,B∈B(r)
|P[A ∩B]− P[A]P[B]| ≤ δ if r > δc ln δ.
We note that the decay rate in the mixing hypothesis yields a similar rate of decorrelation for random
variables on B and B(r). Indeed, the following proposition follows from (2.3),
Proposition 2.3 (Caffarelli, Souganidis [7]). Assume (2.3). Let f ∈ L∞+ (B), the space of bounded, non-
negative random variables on B, and g ∈ L∞+ (B(r)), the space of bounded, nonnegative random variables on
B(r). Then
(2.4) sup
f∈L∞
+
(B)
g∈L∞
+
(B(r))
||E[fg]− E[f ]E[g]|| ≤ 3−k3/2 ||f ||∞ ||g||∞ if r > 3k
3
.
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Moreover, the decorrelation of random variables leads to a decay in variances.
Lemma 2.4 (Caffarelli, Souganidis,[7]). Let pi1, pi2 . . . piM be a family of random variables such that for
i, j = 1, . . .M and some σij > 0, E[piipij ]− E[pii]E[pij ] ≤ σij. Then
V
[
1
M
M∑
i=1
pii
]
≤ 1
M2
M∑
i=1
V[pii] +
1
M2
M∑
i,j=1
σij ,
E
( 1
M
M∑
i=1
pii
)2 ≤ ( 1
M
M∑
i=1
E[pii]
)2
+
1
M2
M∑
i,j=1
σij +
1
M2
M∑
i=1
V[pii],
and if, for all i = 1, . . . ,M , E[pii] = E, V[pii] = V , then
(2.5) V
[
1
M
M∑
i=1
pii
]
≤ 1
M
V +
1
M2
M∑
i,j=1
σij .
3. The Homogenization of (1.1)
3.1. The Construction of F . We use the subadditive ergodic theorem (Theorem A.1) to identify F through
the ergodic properties of the measure of the contact sets of the obstacle problem. Recall that for every
M ∈ Sd, our choice of F (M) relies upon the limiting behavior of w−F (M)ε . We will first understand the
limiting of behavior of w`ε for each choice of ` ∈ R, in order to find the correct choice ` = −F (M). Since M
is fixed throughout this section, we adopt the notation that F (·, y, s, ω) = FM (·, y, s, ω) for simplicity.
We claim that m(·, `, ·) (resp. m(·, `, ω)) : V ×Ω→ R, where V represents the set of subdomains of Rd+1,
satisfies (S1)-(S3) for Theorem A.1.
Proposition 3.1. m(K, `, ω) (resp. m(K, `, ω)) satisfies (S1)-(S3) for Theorem A.1.
Proof. We only show the proof for m(K, `, ω) since the other case follows similarly.
(1) We note that (S3) is immediate since m(K, `, ω) ≤ |K|.
(2) We next verify the subadditivity, Let K =
⋃
j Kj , where Kj are mutually disjoint subsets of Rd+1,
and |∂pKi ∩ ∂pKj | = 0 if i 6= j. Let v denote the solution to the obstacle problem from above on K.
The monotonicity of the obstacle problem and the subadditivity yield
m(K, `, ω) =
∑
j
|{v = 0} ∩Kj | ≤
∑
j
m(Kj , `, ω).
(3) We show that m(K, `, ω) satisfies the stationarity assumption (S1) . For (z, r) ∈ Rd+1, we define
T(z,r)m(K, `, ω) = m((z, r) +K, `, ω) and T(z,r)m(K, `, ω) = m((z, r) +K, `, ω).
We claim that for all (z, r) ∈ Rd+1, T(z,r)m(K, `, ω) = m(K, `, τ(z,r)ω), and respectively, T(z,r)m(K, `, ω) =
m(K, `, τ(z,r)ω).
Fix (z, r) ∈ Rd+1. We only show the proof for m(K, `, ω), as the case for m(K, `, ω) follows
similarly. For (y, s) ∈ (z, r) +K, let
v˜(y, s, ω) = v(z,r)+K(y, s, ω).
If we represent (y, s) = (z, r) + (y′, s′) for (y′, s′) ∈ K, then v˜ solves
v˜s − F (D2v˜, z + y′, r + s′, ω) = v˜s − F (D2v˜, y′, s′, τ(z,r)ω) ≥ ` in K.
Moreover, since v˜ ≥ 0 on (z, r) + K, it follows that f(y′, s′, ω) = v˜(z + y′, r + s′, ω) ≥ 0 on K.
Combining these two observations, we observe that f(y′, s′, ω) is an admissible supersolution to the
obstacle problem from above in K, and by applying the minimality of v, we have
{f(y′, s′) = 0} ⊂ {vK(y′, s′, τ(z,r)ω) = 0} .
This implies that
m(K, `, τ(z,r)ω) ≥ |{f(y′, s′) = 0}| = m((z, r) +K, `, ω) = T(z,r)m(K, `, ω).
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To obtain the reverse inequality, we can make an analogous argument to show that perturbing
v(y, s, τ(z,r)ω) will solve the obstacle problem from above in K + (z, r), and by applying minimality
of the obstacle problem, we obtain the desired result.

Since m(K, `, ω) and m(K, `, ω) satisfy (S1)-(S3), Theorem A.1 yields that for each ` ∈ R, there exists an
event Ω` ⊂ Ω, of full probability, such that for all ω ∈ Ω`,
(3.1) p(`) = lim
ε→0
m(Q1/ε, `, ω)
|Q1/ε| = infr>0
m(Qr, `, ω)
|Qr| and p(`) = limε→0
m(Q1/ε, `, ω)
|Q1/ε| = infr>0
m(Qr, `, ω)
|Qr| ,
where p(`), p(`) are constant by the ergodicity assumption (F2). We note that the values of p(`) and p(`)
do not depend on whether we use cylinders or cubes. More importantly, if we change scales and work in Q1,
we may represent
(3.2) p(`) = lim
ε→0
mε(Q1, `, ω)
|Q1| and p(`) = limε→0
mε(Q1, `, ω)
|Q1| .
We show that the limiting behavior of w`ε is controlled by whether p(`) > 0 or p(`) = 0. We claim that
if p(`) = α > 0, then the contact set must spread all over, and hence vε must converge to the obstacle
uniformly.
Lemma 3.2. If p(`) = α > 0 (respectively p(`) > 0), then for all ω ∈ Ω`, lim
ε→0
vε = 0 (resp., lim
ε→0
vε = 0)
uniformly on Q1.
Proof. For convenience, we use the unit cube C1 instead of the unit cylinder. We decompose C1 into a
disjoint union of parabolic cubes Ci of diameter at most δ, and show that vε must vanish in each C
i. Indeed,
by Theorem 2.1(iii) and Theorem A.1, for ε sufficiently small and for all i, | {vε = 0}∩Ci| ≤ |mε(Ci, `, ω)| =
α|Ci|, for all ω ∈ Ω`. This implies that the ratio of contact set of vε in each Ci can never be greater than
α. Moreover, the ratio of contact set can never be strictly less than α in any subcube. Otherwise, in order
to preserve the ratio α over C1, a different subcube would have to have ratio strictly greater than α which
is impossible. Therefore, for all ω ∈ Ω`, every subcube Ci has ratio exactly α of contact set, which means
there exists at least one point in each Ci so that vε vanishes.
We note that with this scaling, in view of Theorem 2.1(i), {vε} have uniform Holder estimates. Therefore,
|vε| ≤ Chδσ in C1.
Letting first ε→ 0, then δ → 0, yields limε→0 vε = 0 uniformly in Q1, for all ω ∈ Ω`. 
Since we are interested in limε→0 w`ε where w
`
ε solves (1.7), we consider the behavior of the relaxed half
limits
w`,∗(y, s, ω) = lim sup
ε→0
y′→y,s′→s
w`ε(y
′, s′, ω) and w`∗(y, s, ω) = lim infε→0
y′→y,s′→s
w`ε(y
′, s′, ω).
We show how the values of p(`) determine the limiting behavior of w`,∗ and w`∗.
Lemma 3.3. If p(`) > 0, then w`,∗(·, ·, ω) ≤ 0.
Proof. We fix ` and drop the dependencies of `, since it plays no role in our analysis. By the comparison
principle, vε(·, ω) ≥ wε(·, ω), so by letting ε→ 0 and applying Lemma 3.2, we have the desired result. 
Lemma 3.4. If p(`) = 0, then w`∗(·, ·, ω) ≥ 0.
Proof. We drop the dependencies on ` since they play no role in our analysis. It is immediate from Theorem
2.1(ii) that
(wε − vε)s −M−(D2wε −D2vε) ≥ (wε − vε)s + F (D2vε, y, s, ω)− F (D2wε, y, s, ω)
≥ − ||F (0, ·, ·, ω)||∞ χ{vε=0}
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and wε − vε∂Q1 = 0. The ABP-estimate yields
sup
Q1
(−wε(·, ·, ω)) ≤ sup
Q1
(vε(·, ·, ω)− wε(·, ·, ω)) = sup
Q1
(wε(·, ·, ω)− vε(·, ·, ω))−
≤ C[mε(Q1, `, ω)]1/(d+1).
Sending ε→ 0, and using that p(`) = 0, we conclude. 
For every ` ∈ R, we have shown there exists an event Ω` ⊂ Ω of full probability such that for all ω ∈ Ω`,
either w`,∗(·, ·, ω) ≤ 0 or w`∗(·, ·, ω) ≥ 0. In order to find the value of ` = −F (M) with the correct limiting
behavior on a set of full probability, we define
` = inf {` ∈ R : p(`) = 0} .
and
(3.3) Ω˜ =
⋂
M∈SdQ
⋂
`∈Q
Ω`,
where SdQ denotes the space of symmetric d-by-d matrices with entries in Q, and we point out that P(Ω˜) = 1.
We claim that ` is the correct choice of −F (M).
Lemma 3.5. For all ω ∈ Ω˜, lim
ε→0
w`ε = 0 uniformly in Q1.
Proof. Fix ω ∈ Ω˜. Let {`n} ⊂ Q be a monotonically decreasing sequence such that, limn→∞ `n = `, and
p(`n) = 0. For notational simplicitiy, let w
n
ε = w
`n
ε , the solution of (1.7) with right hand side `n. We note
that since {`n} ⊂ Q, and ω ∈ Ω˜, the limiting behavior of wnε is determined by Lemmas 3.3 and 3.4. Let
{αn} be a sequence of positive, real numbers, to be chosen later. Letting w˜nε = wnε − αn(s+ 1) solves
w˜nε,s(y, s)− F (D2w˜nε , y/ε, s/ε2, ω) = wnε,s(y, s)− αn − F (D2wnε , y/ε, s/ε2, ω) = `n − αn
and, for `n − αn ≤ l, w˜nε a subsolution with right hand side `. Moreover, on ∂pQ1, w˜nε (y, s) = −αn(s+ 1) ≤
0 = w`ε(y, s). The comparison principle yields
w˜nε (y, s, ω) ≤ w`ε(y, s, ω).
Sending ε→ 0, and then n→∞, we have that
w`∗ ≥ 0.
If we repeat this argument by approximating ` from below, and use that the contact set has positive
measure, we have w`,∗ ≤ 0.
Hence,
0 ≤ w`∗ ≤ w`,∗ ≤ 0.
This proves that limε→0 w
¯`
ε = 0 uniformly, for all ω ∈ Ω˜. 
We have shown that letting −F (M) = ` gives the desired limited behavior for w−F (M)ε . We now claim
that this is the unique value of F (M). In order to do so, it is enough to verify the following uniqueness
lemma:
Lemma 3.6. Suppose that there exists w1ε , w
2
ε which solve w
i
ε,s − F (D2wiε, y/ε, s/ε2, ω) = `i respectively,
with `2 = `1 + η, for some η > 0. Then there exists β = β(Λ, d) > 0, isuch that
w1ε(y, s) + βη(s+ 1)(1− |y|2) ≤ w2ε(y, s).
Proof. Let w˜ε(y, s) = w
1
ε(y, s) + βη(s + 1)(1 − |y|2), with β to be chosen later. Note that w˜ε = 0 on ∂pQ1,
and
w˜ε,s − F (D2w˜ε, y/ε, s/ε2, ω) = w1ε,s + βη(1− |y|2)− F (D2w1 − 2βη(s+ 1)`, y/ε, s/ε2, ω)
≤ w1ε,s + βη(1− |y|2)− F (D2w1, y/ε, s/ε2, ω) + 2Λdηβ(s+ 1)
≤ `1 + βη(1 + 2Λd)
≤ `2
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for an appropriate choice of β. By the comparison principle,
w˜ε(y, s) = w
1
ε(y, s) + βη(s+ 1)(1− |y|2) ≤ w2ε(y, s)
as asserted. 
Lemma 3.6 shows that it is impossible for two potential values of F (M) to yield the same limiting behavior
for their corresponding solutions wε, which implies that F (M) is unique for every M ∈ Sd. Finally, we show
that F (·) satisfies the necessary hypotheses, namely uniformly ellipticity, in order for (1.2) to be well-posed.
We note that the uniform ellipticity of F (·) will also imply that F (·) is continuous. Therefore, for any
M ∈ Sd, consider {Mk} ⊂ SdQ such that Mk →M . By the continuity of F (·), F (Mk)→ F (M). By (3.3), for
every ω ∈ Ω˜, for every M ∈ Sd, for every ` ∈ R, the limiting behavior of w`ε(y, s, ω) is understood. Hence,
the construction of F (M) makes sense for all ω ∈ Ω˜.
It was observed in [4] that the uniform ellipticity of F (·) follows relatively easily from the properties of
the obstacle problem. The same proof applies in this setting, so we choose to omit it.
Proposition 3.7 (Armstrong, Smart [4]). F (·) is uniformly elliptic.
3.2. The Proof of Theorem 1.1. Having obtained F (M) with the appropriate limiting behavior of wε, we
employ the perturbed test function argument of Evans [12] to prove that this choice F (M) satisfies Theorem
1.1.
Proof of Thm 1.1. We define the half-relaxed limits
u∗(x, t, ω) = lim sup
ε→0
y→x,s→t
uε(y, s, ω) and u∗(x, t, ω) = lim inf
ε→0
y→x,s→t
uε(y, s, ω).
It is immediate that u∗(·, ·, ω) ≤ u∗(·, ·, ω). We claim that for all ω ∈ Ω˜, u∗(·, ·, ω) is a subsolution to
(1.2), and u∗(·, ·, ω) is a supersolution to (1.2).
Here we only show the proof for u∗(x, t, ω). To this end, we fix ω ∈ Ω˜, and argue by contradiction
assuming that there exists a smooth function ϕ(x, t) such that u∗(·, ·, ω)−ϕ(·, ·) has a strict local maximum
at (xˆ, tˆ), with u∗(xˆ, tˆ, ω) = ϕ(xˆ, tˆ), but
ϕt(xˆ, tˆ)− F (D2ϕ(xˆ, tˆ)) = σ > 0.
Let M = D2ϕ(xˆ, tˆ), and consider wε solving (1.5) with right hand side −F (M) in Q1/ε(xˆ, tˆ). We claim
that
ϕε(x, t) = ϕ(x, t) + ε2wε(x/ε, t/ε2, ω)
is a subsolution to (1.1) in Qr(xˆ, tˆ) for r sufficiently small. Suppose that ψ is a smooth function, and ϕ
ε−ψ
has a minimum at (xε, tε) inside Qr(xˆ, tˆ) (r to be chosen later). It follows from (1.5) that
ψt(xε, tε)− ϕt(xε, tε)− F (M +D2ψ(xε, tε)−D2ϕ(xε, tε), xε/ε, tε/ε2, ω) ≥ −F (D2ϕ(xˆ, tˆ))
which implies that, for r sufficiently small,
ψt(xε, tε)− F (D2ψ(xε, tε), xε/ε, tε/ε2, ω) ≥ ϕt(xˆ, tˆ)− F (D2ϕ(xˆ, tˆ), ω)− σ
2
=
σ
2
> 0 in Qr(xˆ, tˆ).
The comparison principle for parabolic equations yields,
sup
Qr(xˆ,tˆ)
(uε − ϕε)+ ≤ sup
∂pQr(xˆ,tˆ)
(uε − ϕε)+,
and after taking the appropriate lim sup and using the decay condition of wε(·, ·, ω), we have that
sup
Q
(u∗ − ϕ)+ ≤ sup
∂pQ
(u∗ − ϕ)+.
This contradicts having a strict maximum at (xˆ, tˆ). Thus, u∗(·, ·, ω) is a subsolution to (1.2).
A similar argument shows that u∗(·, ·, ω) is a supersolution to (1.2). By the comparison principle, we have
that u∗(·, ·, ω) = u∗(·, ·, ω) =: u(·, ·, ω), and u(·, ·, ω) solves (1.2). By Proposition 3.7, u(·, ·, ω) is the unique
solution to (1.2). Since (1.2) is a deterministic equation, this means that u(·, ·, ω) = u(·, ·) is independent of
ω. Therefore, we may conclude that for all ω ∈ Ω˜, uε(·, ·, ω) → u(·, ·) locally uniformly in DT . A standard
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barrier argument [10] and the uniform exterior cone condition allows us to conclude that the convergence is
uniform on DT . 
4. A Rate of Decay of the Masses of the Obstacle Problem
We prove a rate of decay for the product of the second moments of the masses of the obstacle problem
from above and below, which holds for any choice of `. In light of (1.8) Lemma 3.3, and Lemma 3.4,{
` ≥ −F (M) =⇒ p(`) = 0,
` ≤ −F (M) =⇒ p(`) = 0,
which implies that p(`)p(`) = 0 for every ` ∈ R. Therefore, by (3.1), for each ` ∈ R and almost surely in ω,
(4.1) lim
ε→0
m(Q1/ε, `, ω)m(Q1/ε, `, ω) = 0.
The ultimate goal is to obtain a rate of decay on ε2wε. As in the proof of Theorem 1.1, this must come
from studying the separation of wε from the obstacle problems from above and below. Recall that
sup
Q1/ε
(−ε2wε(·, ·, ω)) ≤ sup
Q1/ε
(ε2vε(·, ·, ω)− ε2wε(·, ·, ω)) ≤ C
(
1
|Q1/ε|
∫
{vε=0}
(`+ F (0, y, s, ω))d+1− dyds
)1/d+1
,
and
sup
Q1/ε
(ε2wε(·, ·, ω)) ≤ sup
Q1/ε
(ε2wε(·, ·, ω)− ε2vε(·, ·, ω)) ≤ C
(
1
|Q1/ε|
∫
{vε=0}
(`+ F (0, y, s, ω))d+1+ dyds
)1/d+1
.
This suggests that we should study the limiting behavior of the right hand sides of the former expressions.
Moreover, instead of studying the above limit ω-by-ω, we obtain a rate of decay for the second moments
of these quantities. In other words, we choose to study
(4.2)
lim
ε→0
E
( 1
|Q1/ε|
∫
{vε=0}
(`+ F (0, y, s, ω))d+1− dyds
)2E
( 1
|Q1/ε|
∫
{vε=0}
(`+ F (0, y, s, ω))d+1+ dyds
)2 .
4.1. Notation, Set-Up, Statement of the Main Theorem. We work with Gk = C3k , parabolic cubes
with sides of length 3k in space and 32k in time. Unless otherwise stated, Gk will always have top point
(0, 0). We refer to vk and vk as the solutions to the obstacle problem from above and below in the cube
Gk, respectively. We note that because we are working with domains which expand in k, the functions
F (·, y, s, ω) are used. Also, M and ` are fixed throughout this section, so we drop their dependencies to keep
the notation as simple as possible.
We define the total masses of the obstacle problems (from above and below) to be the random variables
pik(ω) =
1
|Gk|
∫
{vk=0}
(`+ F (0, y, s, ω))d+1− dyds and pik(ω) =
1
|Gk|
∫
{vk=0}
(`+ F (0, y, s, ω))d+1+ dyds.
We aim to study the decay of (4.2) “globally in ω.” We consider the second moments of pik(ω) and pik(ω)
defined by
(4.3) Jk = E[pi2k] and Jk = E[pi2k].
We also define the quantities
(4.4) Ek = E[pik] and Ek = E[pik],
and
(4.5) V k = Jk − (Ek)2 and V k = Jk − (Ek)2.
We will frequently write equations with the terms V k, Ek, and Jk, to signify that the equations hold for the
quantities from above and below, respectively.
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Later in this section, we verify some precise statements regarding the decay of Jk and Jk. For now, we
point out that by the monotonicity of the obstacle problem, these are non-increasing quantities in k. We
now state the main result of this section:
Theorem 4.1. Assume (F1)-(F5). There exists universal constants τ = τ(λ,Λ, d) ∈ (0, 1), C = C(λ,Λ, d) >
0 and a positive integer k0 = k0(λ,Λ, d) such that for k ≥ k0,
(4.6) Jk3 = Jk3Jk3 ≤ C(1 + ||M ||+ `)4(d+1)3(k0−k)τ
4.2. An outline of the proof of Theorem 4.1. We provide a heuristic outline of the proof of Theorem
4.1 in order to clarify the ideas in the rest of this section. We work inductively, by considering three different
scales for parabolic cubes, which we denote by Gb, Gm and Gs to represent the big scale, middle scale, and
small scale. We assume that (4.6) holds for the small scale Gs. Given information about the small scale and
the middle scale, there are three possible outcomes:
Case 1: If either Js or Jm is less than some critical level, corresponding to the desired rate of Jb, then by the
non-increasing property of Jk and Jk, we may conclude.
Case 2: We suppose there exists some η ∈ (0, 1), to be chosen, such that V m ≥ ηJm, or V s ≥ ηJs. By
applying the mixing hypothesis (2.3) to (2.5), we obtain a decay in the variances, which in this case yields
a decay in the second moments. This allows us to conclude.
Case 3: We address the case if both Jm and Js are above the critical level in Case 1, and V m and V s are
small compared to Jm and Js respectively. Chebyshev’s inequality yields that for most ω ∈ Ω, the random
variables pim(ω) and pis(ω) are approximately constant and equal to Em and Es respectively. Therefore, a
decay in the random variables pim(·) to pis(·) would be enough to conclude for these choices of ω. Since we
are not in Case 1 or 2, pim and pim have explicit low bounds. Using these explicit lower bounds and the
regularity estimates from [18], we show that vm and vm are strictly separated in each subcube G
i
s of
2
3Gm.
This implies there must be a decay in the measure of the contact sets from the small scale to the middle
scale, and hence a decay from pis to pim or pis to pim. This is enough to yield a rate on the second moments,
and we may conclude.
4.3. Some Simplifying Observations and Notation. We now assign specific values for the levels of
b,m, s in the outline above. The three scales we consider are b = (k+ 1)3, m = k3 + 3k2 and s = k3. Notice
that G(k+1)3 is subdivided into 3
(3k+1)(d+2) subcubes Gik3+3k2 , and then each of those subcubes is further
divided into 33k
2(d+2) subcubes Gijk3 . Whenever any of the quantities such as v
α and piβα have indices on
them, this will represent solving the obstacle problem in the domain Gβα, and working with the respective
quantities there.
Using these scales, we modify the statement of (2.3) for r > 3k
2
. At the scales we have chosen, we may
represent (2.3) as the following:
(4.7) sup
A∈B,B∈B(r)
|P[A ∩B]− P[A]P[B]| ≤ 3−k3/2 if r > 3k3 .
We also define the averaged quantities
(4.8) A
i
k3+3k2 = 3
−(3k2)(d+2)
3k
2(d+2)∑
j=1
piijk3(ω) and A(k+1)3 = 3
−(3k+1)(d+2)
3(3k+1)(d+2)∑
i=1
piik3+3k2(ω).
These quantities naturally arise when applying (2.3) to (2.5).
We note that by applying the stationarity property (F1), for i = 1, 2, . . . , 3(3k+1)(d+2), and j = 1, 2, . . . , 33k
2(d+2),
we have that
E[piijk3 ] = Ek3 and E[pi
i
k3+3k2 ] = Ek3+3k2 ,
which implies that
E[Ak3+3k2 ] = Ek3 and E[A(k+1)3 ] = Ek3+3k2 .
Finally, recall that by (F4), (`+ FM (0, y, s, ω))± ≤ C(1 + ||M ||+ `). By a standard rescaling argument (see
[8]), we may assume that for all (y, s) ∈ Rd+1,
(`+ F (0, y, s, ω))± ≤ 1
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which implies
(4.9) 0 ≤ pˆik ≤ 1, 0 ≤ Jk3 ≤ 1 and 0 ≤ Jk3+3k2 ≤ 1.
Using this rescaling, (4.6) is equivalent to showing there exists τ = τ(λ,Λ, d) ∈ (0, 1), k0 = k0(λ,Λ, d) such
that
(4.10) Jk3 ≤ 3(k0−k)τ
4.4. Technical Lemmas. We next state the relevant lemmas needed to prove Theorem 4.1. We comment
that some of the statements, and their proofs, are direct parabolic analogues of the corresponding results in
[7]. We include them in the Appendix B for completeness. However, the major difficulty in the parabolic
setting is the argument in Case 3 to show that vm and vm are strictly separated. In the elliptic setting, it
was shown in [7, 8] that the Fabes-Stroock estimate [13] yields a quantitative lower bound for vm− vm. The
parabolic version of this quantitative regularity estimate was established in full generality in [18]. For this
application, we use a special case of [18] to conclude that vm − vm remains strictly positive in a subdomain
of Gm.
The first lemma we state is regarding the monotonicity of the obstacle problem, and the natural mono-
tonicity inherited by Jk, and Jk.
Lemma 4.2. For k ≥ 1,
(1) Jk3 ≥ Jk3+3k2 ≥ J (k+1)3 ,
(2) Jk3 ≥ Jk3+3k2 ≥ J(k+1)3 .
This follows by a direct computation and employing the monotonicity of the obstacle problem.
The next lemma addresses Case 2. In order to apply (2.5), we introduce the averaged quantities Ak
defined by (4.8).
Lemma 4.3. For all k ≥ 1,
(4.11) V[Ak3+3k2 ] ≤ 3−(3k
2)(d+2)+(d+1)V k3 + 3
−k3/2 ,
and
(4.12) V[A(k+1)3 ] ≤ 3−(3k+1)(d+2)+(d+1)V k3+3k2 + 3−k
3/2
.
For Case 3, we first justify the claim that pik(ω) is comparable to Ek, for most ω’s. Whenever we are in
the case where,
(4.13) V k3 ≤ η(Ek3)2 and V k3+3k2 ≤ η(Ek3+3k2)2,
then by Chebyshev’s inequality, for j = k3 or k3 + 3k2,
P
[
|pij − Ej | ≥
Ej
2
]
≤ P
|pij − Ej | ≥
√
V j
4η
 ≤ 4η.
In Case 3, we would like to show that piijk3 is controlled by the expectation. By the above, this is true for
each Gijk3 , up to certain exceptional sets. However, in order to understand the behavior at a global level, we
define
aik3+3k2(ω) = 3
−(3k2(d+2))
33k
2(d+2)∑
j=1
1{piij
k3
(·)≤ 12Ek3}(ω),
and
N
i
k3+3k2(ω) =
33k
2(d+2)∑
j=1
(
1− 1{piij
k3
(·)≤ 12Ek3}(ω)
)
.
We point out that N
i
k3+3k2 represents the number of subcubes where pi
ij
k3(ω) >
1
2Ek3 .
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Moreover, we consider
(4.14) ζd =
1
4
(
2
3
)d+1
,
where the choice for ζd will become clear in the proof of Theorem 4.1. We consider the sets
(4.15) 〈Bk3〉 =
{
ω ∈ Ω : 〈aijk3〉(ω) > ζd
}
.
We now justify the claim that pik3+3k2 are “almost constant” up to these exceptional sets:
Lemma 4.4. Suppose (4.13) holds. For every k, there exists subsets Bk3+3k2 ⊂ Ω so that
(4.16) pik3+3k2 ∈
[
1
2
Ek3+3k2 ,
3
2
Ek3+3k2
]
in Ω \Bk3+3k2 and P[Bk3+3k2 ] ≤ 4η.
Also,
(4.17) P[〈Bk3〉] < ζ−1d η and Nk3 ≥ (1− ζd)33k
2(d+2) in Ω \ 〈Bk3〉.
If
Bk = Bk3+3k2 ∪Bk3+3k2 ∪ 〈Bk3〉 ∪ 〈Bk3〉,
then we have that
(4.18) P[Bk] ≤ 8η(1 + ζd).
Up to now, these lemmas have been direct parabolic analogues of the results of [7]. We now begin to
explain the most delicate part of the rate computation in the parabolic setting, the strict separation of vm
and vm.
We consider hm(y, s, ω) = vm(y, s, ω)− vm(y, s, ω) is a nonnegative supersolution to
(4.19) hs −M−(D2h) ≥ fm := (`+ F (0, y, s, ω))+χ{vm=0} + (`+ F (0, y, s, ω))−χ{vm=0}.
A direct application of Theorem C.1 (with κ = 2/3) yields a constant c = c(λ,Λ, d) so that for all |y| ≤ 233m,
0 ≥ s ≥ − 23
||fm||d+1
Ld+1(Gm)
2 3
−md, for all ω ∈ Ω
(4.20) c3m(2−(d+2)α) ||fm||1−(d+1)αL∞(Gm) ||fm||
(d+1)α
Ld+1(Gm)
≤ hm(y, s, ω).
We point out that this estimate is not good enough for the application we have in mind. The domain
where (4.20) holds depends on ||fm||Ld+1(Gm), which is a consequence of the causality property of parabolic
equations. In particular, fm = fk3+3k2 decays as k →∞, and therefore we have an estimate which worsens
in a domain which is also shrinking. If one tries to continue the argument of [7] with (4.20), the argument
breaks down. We must find an estimate which holds in a fixed fraction of the cube Gm.
In light of the remarks in Appendix C, it is enough to show that there exists a suitable choice of t0 so
that
Γ(ω) :=
{
(y, s) ∈ Gm : fm(y, s, ω) > 1
2|Gm|1/(d+1) ||fm||Ld+1(Gm)
}
⊂ {t ≤ t0} .
In order to do so, we will apply the subadditive ergodic theorem (Theorem A.1), in order to show that Γ(ω)
spreads all over the cylinder Gm almost surely.
We define G
′
m = (0, 3
m)d × (−32m,− 23 · 32m] ⊂ Gm. We note that by construction that ∂pG
′
m ⊂ ∂pGm,
which by Lemma 2.2 implies that the corresponding obstacle problems in G
′
m have the same contact sets as
those for Gm. In other words,
{
v
′m = 0
}
= {vm = 0}∩G′m. In particular, m(G
′
m, `, ω) = | {vm = 0}∩G
′
m|.
We note that since m(Gm, `, ω) is a stationary, subadditive quantity, it follows by the same arguments of
Proposition 3.1 and (4.9) that
RGm(ω) :=
∫
fd+1m dyds =
∫
(`+ F (0, y, s, ω))d+1+ χ{vm=0} + (`+ F (0, y, s, ω))
d+1
− χ{vm=0} dyds
is a stationary, subadditive process. The crucial step in the next lemma is to apply Theoreom A.1 to RGm(ω).
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Lemma 4.5. There exists positive an event of full probability, Ω1, such that for all ω ∈ Ω1,
(4.21)
∣∣∣∣{fj(·, ·, ω) > 1(4|Gj |)1/(d+1) ||fj ||Ld+1(Gj)
}
∩G′j
∣∣∣∣ ≥ 112 ||fj ||d+1Ld+1(Gj) .
for j sufficiently large.
Proof. We first note that by Theorem A.1, there exists an event Ω1 of full probability, such that
RI(ω)
|I|
converges as |I| → ∞.
For the purposes of contradiction, we suppose that there exists a subsequence {jn} → ∞ (perhaps
depending on ω), so that
(4.22)
∣∣∣∣{fj(·, ·, ω) > 1(4|Gj |)1/(d+1) ||fj ||Ld+1(Gj)
}
∩G′j
∣∣∣∣ < 112 ||fj ||d+1Ld+1(Gj)
for all jn in this subsequence. To simplify the notation, let Hj =
1
(4|Gj |)1/(d+1) ||fj ||Ld+1(Gj). We now compute∫
G
′
j
|fj |d+1dyds =
∫
G
′
j∩{fj>Hj}
|fj |d+1dyds+
∫
G
′
j∩{fj≤Hj}
|fj |d+1dyds
≤
∣∣∣{fj > Hj} ∩G′j∣∣∣+ |G′j |4|Gj | ||fj ||d+1Ld+1(Gj)
<
1
12
||fj ||d+1Ld+1(Gj) +
|G′j |
4|Gj | ||fj ||
d+1
Ld+1(Gj)
=
1
4
|G′j |
|Gj | ||fj ||
d+1
Ld+1(Gj)
+
|G′j |
4|Gj | ||fj ||
d+1
Ld+1(Gj)
which implies
(4.23)
1
|G′j |
∫
G
′
j
|fj |d+1dyds < 1
2
1
|Gj | ||fj ||
d+1
Ld+1(Gj)
.
Since
{
vj = 0
}
=
({
v
′j = 0
}
∩G′j
)
, we have that that fj = f
′
j in G
′
j . This implies
(4.24)
RG′j
|G′j |
<
1
2
RGj
|Gj | .
Finally, we note that since
{
G
′
j
}
and {Gj} form nested, increasing families of cubes, by Theorem A.1, both
sides of (4.24) converge almost surely to the same number as jn →∞, and we obtain a contradiction. 
Lemma 4.5 shows that
(4.25) lim
j→∞
P
[∣∣∣∣{fj(·, ·, ω) > 1(4|Gj |)1/(d+1) ||fj ||Ld+1(Gj)
}
∩G′j
∣∣∣∣ ≥ 112 ||fj ||d+1Ld+1(Gj)
]
= 0.
As a consequence of Lemma 4.5, and in light of the remarks made in Appendix C, we have have
Proposition 4.6. There exists positive constants cfs = cfs(λ,Λ, d), ρ = ρ(λ,Λ, d), and β = β(λ,Λ, d) such
that for all ω ∈ Ω, j ∈ N satisfying (4.21), for all |y| ≤ 233j, for all − 233−2j ≤ s ≤ 0,
(4.26) hj(y, s, ω) ≥ cfs ||fj ||d+1L(d+1)α(Gj) ,
with α = ρ+ β log
(
2|Gj |/ ||f ||d+1Ld+1(Gj)
)
.
Finally, we state the result we will use in the proof of Theorem 4.1, which demonstrates the strict separation
which will happen in Case 3.
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Lemma 4.7. Let ω ∈ Ω1, k ∈ N such that (4.21) holds for j = k3 + 3k2, and assume that the total masses
of the obstacle problems in Gk3+3k2 satisfy pik3+3k2(ω)pik3+3k2(ω) ≥ θ for some θ > 0. Let `, θ are so
that 2 Chcfs ≤ 33k
2(2+σ−d/d+1)3k
3(2−d/d+1)θα/2 where σ is the Holder exponent which comes from the Holder
continuity of the obstacle problem, Ch is the Holder norm affiliated with the obstacle problem, and α, cfs are
as in Proposition 4.6. Then it is not possible for both vk3+3k2(·, ·, ω) and vk3+3k2(·, ·, ω) to vanish in any of
the subcubes Gik3 that subdivide
2
3Gk3+3k2 =
(
− 233k
3+3k2 , 233
k3+3k2
)d
×
(
− 2332(k
3+3k2), 0
]
.
4.5. Decay Estimate. We now present the proof of Theorem 4.1.
Proof of Theorem 4.1. We seek τ ∈ (0, 1), and k0 ≥ 1 so that for all k ≥ k0,
(4.27) Jk3 ≤ 3(k0−k)τ .
We proceed by induction on k, assuming (4.27). We would like to prove that for appropriate choices of
k0, τ ,
(4.28) J(k+1)3 ≤ 3(k0−k−1)τ .
If we are in the situation where either
Jk3 ≤ 3(k0−k)τ−1, Jk3+3k2 ≤ 3(k0−k)τ−1, or Jk3+3k2 ≤ 3(k0−k)τ−1,
then by the non-increasing property of Jk, (4.28) is immediate.
We will assume then that
(4.29) Jk3 > 3
(k0−k)τ−1, Jk3+3k2 > 3
(k0−k)τ−1, and Jk3+3k2 > 3(k0−k)τ−1.
Suppose we are in Case 2, where there exists η ∈ (0, 1), to be chosen, so that either
V k3 ≥ η(Ek3)2 or V k3+3k2 ≥ η(Ek3+3k2)2.
This implies that
(4.30) Jk3 ≥ (1 + η)(Ek3)2 or Jk3+3k2 ≥ (1 + η)(Ek3+3k2)2.
If V k3 ≥ η(Ek3)2, then by Lemma 4.3, (4.29)
J (k+1)3 ≤ Jk3+3k2 ≤ E[(Ak3+3k2)2] = V [Ak3+3k2 ] + (Ek3)2
≤ 3−(3k2)(d+2)+(d+1)V k3 + 3−k
3/2
+ (Ek3)
2
≤ (1 + η)−1[1 + 3−(3k2)(d+2)+(d+1)(1 + η)]Jk3 + 3−k
3/2
3(k−k0)τ+1Jk3 .
Therefore, if there exists choices of k0, τ so that for all k ≥ k0,
(1 + η)−1[1 + 3−(3k
2)(d+2)+(d+1)(1 + η)] + 3−k
3/2+(k−k0)τ+1 ≤ 3−τ ,
then (4.28) holds. We note that the former expression is the same as requiring
(1 + η)−1[1 + 3−(3k
2)(d+2)+(d+1)(1 + η)] + 3−k(k
1/2−τ)3−k0τ+1 ≤ 3−τ .
Since τ < 1, we see that this holds so long as k0, η, τ satisfy
(4.31) (1 + η)−1[1 + 3−(3k
2
0)(d+2)+(d+1)(1 + η)] + 3−k0τ+1 ≤ 3−τ .
Finally, we suppose we are in Case 3, where both
(4.32) V k3 ≤ η(Ek3)2 and V k3+3k2 ≤ η(Ek3+3k2)2,
which in light of (4.30), yields
(4.33) Jk3 ≤ (1 + η)(Ek3)2 and Jk3+3k2 ≤ (1 + η)(Ek3+3k2)2.
We claim that in this case, either Jk3+3k2 will have a strict decay from Jk3 , or Jk3+3k2 will have a strict
decay from Jk3 , and this will be enough to recover (4.10).
We recall the set Bk from Lemma 4.4. Let Dk ⊂ Ω1 be the set of ω ∈ Ω1 such that (4.21) does not hold
for j = k3 + 3k2. In light of (4.25), there exists a k0 such that for all k ≥ k0,
(4.34) P[Dk] ≤ (1 + ζ−1d )η.
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We apply Lemma 4.7 to show
Claim 4.8. In Ω1 \ (Bk ∪Dk), either vk3+3k2 or vk3+3k2 cannot both have a contact point in any of the
subcubes Gik3 in
2
3Gk3+3k2 .
For ω ∈ Ω1 \ (Bk ∪Dk), by (4.16) and (4.33),
pik3+3k2pik3+3k2 ≥
1
4
Ek3+3k2Ek3+3k2 ≥
1
4(1 + η)
(Jk3+3k2Jk3+3k2)
1/2
=
1
4(1 + η)
J1/2k3+3k2 ≥
1
4(1 + η)
3
(k0−k)τ−1
2 .
In the language, of Lemma 4.7, θ = 14(1+η)3
(k0−k)τ−1
2 . We just need to check that
2
Ch
cfs
≤ 3k3(2−d/d+1)33k2(2+σ−d/d+1)θα/2
where σ is the Holder exponent that comes from the obstacle problem, we may check the condition for
α = ρ+ β log
(
2
pik3+3k2+pik3+3k2
)
. We note that
3k
3(2−d/d+1)33k
2(2+σ−d/d+1)θ(α/2)
= 3k
3(2−d/d+1)33k
2(2+σ−d/d+1)
(
1
4(1 + η)
3
(k0−k)τ−1
2
) ρ
2+
β
2 log
(
2
pi
k3+3k2
+pi
k3+3k2
)
≥ 3k3(2−d/d+1)33k2(2+σ−d/d+1)
(
1
4(1 + η)
3
(k0−k)τ−1
2
) ρ
2+
β
4 log(
1
θ )
= 33k
2(2+σ−d/d+1)3k
3(2−d/d+1)
(
1
4(1 + η)
3
(k0−k)τ−1
2
) ρ
2− β4 log( 14(1+η) )− β4
(k0−k)τ−1
2 log 3
≥ 3k3(2−d/d+1)33k2(2+σ−d/d+1)
(
1
8
) ρ
2− β4 log( 14(1+η) )− β4
(k0−k)τ−1
2 log 3
3
(k0−k)τ−1
2 ·
(
ρ
2− β4 log( 14(1+η) )− β4
(k0−k)τ−1
2 log 3
)
.
The above calculation demonstrates that 3k
3(2−d/d+1)33k
2(2+σ−d/d+1)θ(α/2) ∼ 3p(k), where p(k) is cubic
polynomial. Therefore, there exists k0 such that for all k ≥ k0,
(4.35) 3k
3(2−d/d+1)33k
2(2+σ−d/d+1)θ(α/2) ≥ 2Ch
cfs
,
which allows us to apply Lemma 4.7.
Now we return to the proof of the final rate. Once Claim 4.8 holds, for each ω ∈ Ω1\(Bk∪Dk), at least one
of vk
3+3k2(·, ·, ω) or vk3+3k2(·, , ·, ω) cannot have a contact point in half of the ( 23 )d+133k
2(d+2) = 4ζd3
3k2(d+2)
subcubes Gijk3 which make up
2
3Gk3+3k2 . Therefore, for at least half of the ω’s in Ω1 \ (Bk ∪ Dk), either
vk
3+3k2(·, ·, ω) or vk3+3k2(·, , ·, ω) cannot have a contact point in at least half of the subcubes Gijk3 . Without
loss of generality, we assume that vk
3+3k2 does not touch half of the subcubes. Therefore, there exists
Wk ⊂ Ω1 \ (Bk ∪Dk) so that
(4.36) P[Wk] ≥ 1
2
P[Ω1 \ (Bk ∪Dk)] ≥ 1
2
[
1− 9(1 + ζ−1d )η
]
=
1
2
[
1− 9
(
1 +
(
3
2
)(d+1))
η
]
where for all ω ∈Wk,
(4.37) vk
3+3k2 does not vanish in at least 2ζd3
3k2(d+2) subcubes Gijk3 inside
2
3
Gik3+3k2 .
In light of (4.36), we restrict
(4.38) η ∈
(
0,
1
9 (1 + (3/2)d+1)
)
.
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We now proceed to show how Case 3 yields a strict decay in masses. We will show that for ω ∈ Wk,
pik3+3k2(·, ·, ω) is strictly smaller than Ak3+3k2 by some multiple of Ek3 . We fix ω ∈ Wk, and we quantify
the number of subcubes Gijk3 so that pi
ij(ω)k3 ≥ 12Ek3 . By Lemma 4.4, there exists at least (1− ζd)33k
2(d+2)
subcubes where pik3(ω) ≥ 12Ek3 . Thus, there has to be at least 3ζd3k
2(d+2) = (1 − ζd)33k2(d+2) − (1 −
4ζd)3
3k2(d+2) subcubes inside 23Gk3+3k2 with pi
ij
k3(ω) ≥ 12E
ij
k3 . Combining this with (4.37), there exists at
least ζd3
3k2(d+2) subcubes Gijk3 so that v
k3+3k2 stays strictly positive, and piijk3(ω) ≥ 12E
ij
k3 . We denote these
subcubes by j
′
and the rest of the subcubes by j∗.
This yields
piik3+3k2(ω) = 3
−(k3+3k2)(d+2)
33k
2(d+2)∑
j=1
∫
Gi
k3+3k2
∩{vk3+3k2=0}
(`+ F (0, y, s, ω)
(d+1)
+ dyds
≤ 3−3k2(d+2)
∑
j∗
piij
∗
k3 (ω)
≤ 3−3k2(d+2)
∑
j∗
piij
∗
k3 (ω) +
∑
j′
(
piij
′
k3 (ω)−
1
2
Ek3
)
≤ Ak3+3k2(ω)− 3
−3k2(d+2)
2
∑
j′
Ek3

≤ Ak3+3k2(ω)− 1
2
ζdEk3 .
Finally, we compute that
Ek3+3k2 = E[pik3+3k2 ] =
∫
Ω\Wk
pik3+3k2(ω)dP+
∫
Wk
pik3+3k2(ω)dP
≤
∫
Ω\Wk
Ak3+3k2(ω)dµ+
∫
Wk
(
Ak3+3k2(ω)− 1
2
ζdEk3
)
dP
= E[Ak3+3k2 ]− 1
2
ζdP[Wk]Ek3
≤ Ek3 − 1
4
([1− 9(1 + ζ−1d )η]ζd)Ek3
=
(
1− ζd
4
+
9
4
ηζd +
9
4
η
)
Ek3
Applying (4.32),
Jk3+3k2 ≤ (1 + η)
(
1− ζd
4
+
9
4
ηζd +
9
4
η
)2
Jk3
= (1 + η)
(
1− 1
16
(
2
3
)d+1
+
9
16
η
(
2
3
)d+1
+
9
4
η
)2
Jk3 .
Therefore, if we choose η so that
(4.39) (1 + η)
(
1− 1
16
(
2
3
)d+1
+
9
16
η
(
2
3
)d+1
+
9
4
η
)2
≤ 3−τ ,
this produces the desired rate in Case 3.
Thus, if we choose k0, τ, η so that (4.31), (4.34), (4.35), (4.38), and (4.39) all hold, then (4.28) holds.

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5. A Rate of Decay on the Free Solutions
In this section, we establish a rate of decay on
∣∣∣∣ε2wε∣∣∣∣
L∞(Q1/ε)
in measure. We note that we may
reformulate Theorem 4.1 by changing scales in terms of ε. In other words, if we choose 3−k
3
= ε, then (4.6)
becomes
(5.1) Jε ≤ C(1 + ||M ||+ |`|)4(d+1)3c| ln ε|−2/3 .
Moreover, if we consider Q1/ε instead of C1/ε, then we claim that this rate still holds, since the analysis
stays the same. It was merely for convenience that we chose to present the previous section for C1/ε instead
of Q1/ε. By changing our perspective, and considering wε = ε
2wε(y/ε, s/ε2, ω), we seek a rate of decay for
||wε||L∞(Q1) in measure. We point out that χ{vε=0}(y, s, ω) = χ{vε=0}(y/ε, s/ε
2, ω). This implies that pi and
pi are invariant when we move between the interpretations of wε and wε, which implies that (5.1) holds for
the problem with wε. Moreover, throughout this section, we will constantly be relabeling constants c, C, cˆ, Cˆ,
etc. throughout the proofs, when these constants depend only on universal parameters such as λ,Λ, d.
In order to control the decay of |wε|, it is enough to obtain a rate of decay for Jε and Jε. Although we
have managed to obtain a rate on Jε, this does not automatically yield a rate for Jε or Jε. In particular,
for ` very close to −F (M), it is possible that one of the quantities remains constant for some values of ε,
and then decays while the other stays constant. With this type of oscillatory behavior, it is not possible to
show that wε → 0 from both sides. In order to obtain the decay, we follow the strategy of [7] by studying
the problem with ` = −F (M) ± γ for some γ > 0. Using this choice for ` and (1.8), it will be immediate
that either Jε or Jε must be strictly positive and bouned below. This means that the (5.1) will be enough
to yield a rate on the other quantity, which will be enough to obtain a rate on each side.
We define wγε to be the solution of
(5.2)
{
∂
∂sw
γ
ε − FM (D2wγε , y/ε, s/ε2, ω) = F (M) + γ in Q1
wγε = P on ∂pQ1.
and vγε and v
γ
ε to be the solutions of the obstacle problem from above and below respectively corresponding
to (5.2). Similarly, we let piγε (ω) and pi
γ
ε (ω) denote the total masses of the obstacle problems corresponding
to vγε and v
γ
ε . We have the following “perturbative estimate”:
Lemma 5.1. There exist uniform constants Cp = C(λ,Λ, d) and ε1 = ε(λ,Λ, d), such that for all ε < ε1,
(5.3) E[(piγε )2] ≥ Cpγ2(d+1).
Proof. By Theorem 1.1, wγε → wγ uniformly in Q1, a.s. in ω, where wγ solves{
wγs − F (D2wγ) = F (M) + γ in Q1
wγ = 0 on ∂pQ1.
By the comparison principle and the uniform ellipticity of F , there exists β(λ,Λ, d) so that
wγ ≤ −βγ(s+ 1)(1− |y|2)
which implies, almost surely,
(5.4) lim
ε→0
(vγε (y, s, ω)− wγ(y, s, ω)) ≥ βγ(s+ 1)(1− |y|2).
On the other hand, the parabolic ABP-estimate yields
(5.5) sup
Q1
[vγε − wγε ]d+1(·, ·, ω) ≤ Cd+1abp piγε (ω).
Combining (5.4) and (5.5), almost surely as ε→ 0,
(5.6) (βγ)d+1 ≤ [vγε (0, 0, ω)− wγε (0, 0, ω)]d+1 ≤ Cd+1abp piγε (ω).
Squaring, integrating, and using the fact that the convergence is also in probability, there exists ε1 so that
for all ε < ε1, (5.3) holds. 
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The same proof shows that if we consider ` = −F (M)− γ, then we have for ε sufficiently small,
(5.7) E[(piγε )2] ≥ Cpγ2(d+1).
We now use this lemma to compute a rate of decay of wε in measure.
Proposition 5.2. There exists positive constants C˜, c˜, Cˆ, cˆ, and ε0 depending only on λ,Λ, d so that for
every M ∈ Sd, for all ε ≤ ε0, there exists AMε ⊂ Ω such that
P[AMε ] ≤ C˜(1 + ||M ||)2(d+1)εc˜| ln ε|
−2/3
,
and for all ω ∈ Ω \AMε ,
||wε(·, ·, ω)|| ≤ Cˆεcˆ| ln ε|−2/3 .
Proof. Fix γ > 0, to be chosen later. By the comparison principle, for each ω,
||wγε (·, ·, ω)− wε(·, ·, ω)||L∞(Q1) ≤ Cγ.
Thus,
wε(·, ω) ≤ wγε − vγε + Cγ.
By combining Lemma 5.1 and (5.1),
E[(piγε )2] ≤ C(1 + ||M ||)4(d+1)γ−2(d+1)εc| ln ε|
−2/3
.
Therefore,
E[piε,γ ] ≤ C(1 + ||M ||)2(d+1)γ−(d+1)εc| ln ε|
−2/3
.
Finally, by applying (5.5),
(5.8) E
[
||wγε − vγε ||d+1L∞(Q1)
]
≤ C(1 + ||M ||)2(d+1)γ−(d+1)εc| ln ε|−2/3 .
For θ > 0, we define the exceptional sets Aγ,Mθ ⊂ Ω by
(5.9) Aγ,Mθ =
{
ω ∈ Ω : ∣∣∣∣wγε (·, ·, ω)− vε,γ(·, ·, ω)∣∣∣∣L∞(Q1) > θ} ,
and by applying Chebyshev’s inequality with (5.8) , we have
P
[
Aγ,Mθ
]
≤ C(1 + ||M ||)2(d+1)εc| ln ε|−2/3(θγ)−(d+1).
Thus, for all ω ∈ Ω \Aγ,Mθ ,
max
Q1
(wε(·, ·, ω)) ≤ θ + Cγ.
Finally, we just need to choose θ+Cγ = Cˆεcˆ(ln ε)
−2/3
, for cˆ, Cˆ chosen appropriately, and this determines the
choices of c˜ and C˜.
A similar argument with ` = −F (M)− γ and applying (5.7) yields the other side of the inequality. 
We note that a priori, the set Aγ,Mθ may depend upon the choice of M . We will show now that this is not
the case, by obtaining an estimate which only depends on ||M ||.
Proposition 5.3. Let R > 0. There exist uniform positive constants C˜, Cˆ, c˜, cˆ and ε0 so that for all M ∈ Sd,
such that ||M || ≤ R, for all ε ≤ ε0, there exists Aε ⊂ Ω such that
(5.10) P[Aε] ≤ C˜Rd2(1 +R)2(d+1)εc˜| ln ε|−2/3 ,
and for all ω ∈ Ω \Aε,
(5.11) sup
||M ||≤R
||wε,M (·, ·, ω)||L∞(Q1) ≤ Cˆεcˆ| ln ε|
−2/3
,
where wε,M solves (1.6).
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Proof. We cover
{
M ∈ Sd : ||M || ≤ R} ⊂ ∪Ki=1Br(Mi) where Br(Mi) = {N ∈ Sd : ||N −Mi|| ≤ r}, ||Mi|| ≤
R, and K ≤ 2(R/r)d2 .
By applying the comparison principle and using that F (·) is uniformly elliptic, there exists a uniform
constant C, such that for all i,
(5.12) sup
||M−Mi||≤r
||wε,M (·, ·, ω)||L∞(Q1) ≤ Cr + ||wε,Mi(·, ·, ω)||L∞(Q1) .
By Proposition 5.2, and taking the maxmimum over all i’s, there exist positive constants C˜, c˜, Cˆ, cˆ and a
set Aε ⊂ Ω, such that
P[AMiε ] ≤ C˜(1 +R)2(d+1)εc˜| ln ε|
−2/3
and
||wε,Mi(·, ·, ω)||L∞(Q1) ≤ Cˆεcˆ| ln ε|
−2/3
for ω ∈ Ω \Aε.
Let Aε =
⋃
AMiε . Then
P[Aε] ≤
K∑
i=1
P[AMiε ] ≤ C˜
(
R
r
)d2
(1 +R)2(d+1)εc˜| ln ε|
−2/3
,
and for all ω ∈ Ω \Aε,
(5.13) sup
||Mi||≤R
||wε,Mi(·, ·, ω)||L∞(Q1) ≤ Cˆεcˆ| ln ε|
−2/3 ∀i.
Choose r = εc| ln ε|
−2/3
, where cd2 ≤ c˜. By combining (5.12) and (5.13), we have that for all ω ∈ Ω \Aε,
sup
||M ||≤R
||wε,M (·, ·, ω)||L∞(Q1) ≤ Cˆεcˆ| ln ε|
−2/3
,
and
P[Aε] ≤ C˜(Rd2(1 +R)2(d+1))ε(c˜/2)(ln ε)−2/3 .

Remark 5.4. For future reference, we work out the scaling of (5.11). Suppose that wε solves{
wε,s − FM (D2wε, y/ε, s/ε2, ω) = −F (M) in Qr
wε = 0 on ∂pQr
Rescaling Proposition 5.3, there exists Aε ⊂ Ω such that
P[Aε] ≤ CRd2(1 +R)2(d+1)(εr−1)c˜| ln(εr−1)|−2/3 ,
and for all ω ∈ Ω \Aε,
sup
||M ||≤R
||wε,M (·, ·, ω)||L∞(Qr) ≤ Cˆr2(εr−1)cˆ| ln(εr
−1)|−2/3 .
6. The Proof of Theorem 1.2
We show that the rate of decay on the approximate correctors wε yields a rate of decay on u
ε − u. This
follows by performing a quantification of the perturbed test function method of Evans [12]. In the elliptic
setting, this quantification was first presented in the language of δ-solutions, introduced in [7]. δ-solutions
were recently generalized to the parabolic setting by Turanova [22]. We heavily use the regularity estimates
developed in [22], but for the problem at hand we choose to present the results directly. We will constantly
relabel C in this section, whenever C depends only on universal constants such as λ,Λ, d, T .
Our goal is to control P[ω : ||uε(·, ·, ω)− u(·, ·)||L∞
(
DT )
≥ Cδα], where Cδα will be chosen in terms of ε.
For convenience, we denote this set P [|uε − u| ≥ Cδα].
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We first outline our method of approach. We compare u to strict supersolutions and subsolutions of (1.2),
because these approximations allow us to absorb small errors which come from various perturbations in the
argument. We define u+δ
(6.1)
{
u+δt − F (D2u+δ) = δα in DT ,
u+δ = g on ∂pDT ,
and
(6.2)
{
u−δt − F (D2u−δ) = −δα in DT ,
u−δ = g on ∂pDT .
The comparison principle yields
sup
DT
(u+δ − u) ≤ δαT and sup
DT
(u− u−δ) ≤ δαT.
It follows that
P [|uε − u| ≥ Cδα] ≤ P [(uε − u) ≥ Cδα] + P [(uε − u) ≤ −Cδα]
≤ P[(uε − u+δ) ≥ Cδα] + P[(uε − u−δ) ≤ −Cδα]
= P[(u+δ − uε) ≤ −Cδα] + P[(u−δ − uε) ≥ Cδα](6.3)
Therefore, the main focus of this section will be to control P[(u+δ − uε) ≤ −Cδα] and P[(u−δ − uε) ≥ Cδα].
We continue the argument for controlling P[(u+δ − uε) ≤ −Cδα], since the argument for P[(u−δ − uε) ≥
Cδα] follows similarly. After regularizing u+δ and uε appropriately, it was pointed out in [22] that if
ω ∈ {(u+δ − uε) ≤ −Cδα}, then there exists a paraboloid P which touches touches uε from above, and
has opening |D2P | ≤ Cδ−σ, where C, σ are universal constants of the problem. Perturbing P to be P˜ , we
show that P˜ + ε2wε is a supersolution to (6.1) with a given rate of decay for ω ∈ Ω \ Aε, where Aε is the
exceptional set originating from Proposition 5.3. As in the proof of Theorem 1.1, we obtain a contradiction,
which implies that
{
(u+δ − uε) ≤ −Cδα} ⊂ Aε, whose measure is controlled by Proposition 5.3. We note
that the exceptional sets Aε in Proposition 5.3 only hold for local cylinders or parabolic cubes. Therefore, to
estimate the total probability corresponding to the domain DT , we apply a covering argument to conclude.
Without loss of generality, we assume that u+δ are uε are semiconcave and semiconvex respectively. This
may be justified by regularizing u+δ and uε using inf and sup convolutions in space (see Appendix E and [22]
for details). Furthermore, we only need to analyze the behavior of u+δ − uε in the interior of the domain,
since u+δ and uε share the same boundary condition, and they are both Lipschitz continuous.
We introduce some new notation which will be utilized in this section. In order to perform the covering,
we consider a grid enumerated by i of parabolic cubes Kir =
[
xi − r
√
d
2 , xi +
r
√
d
2
]d
× (ti + r2162d , ti + r
2
81d ],
with r to be chosen so that Kir ⊂ Q+r (xi, ti) ⊂ DT . We are allowed to do so, because we are only concerned
with the interior of DT . Moreover, we define Pσ to be the set of all paraboloids of opening Cδ−σ. In other
words,
Pσ =
{
P (x, t) : P (x, t) = Pt · t+ 1
2
〈D2Px, x〉+ C and |Pt|, |D2P | ≤ Cδ−σ
}
.
Using the same arguments as in [22], we have
Claim 6.1. There exists Q+r (xi, ti) so that there exists (x0, t0) ∈ Kir and a paraboloid P ∈ Pσ, with P ≥ uε
in Q+r (x, t) ∩ {t ≤ t0}, P (x0, t0) = uε(x0, t0), Pt(x0, t0)− F (D2P (x0, t0)) > δα.
We prove the claim in the appendix. Therefore,
P[(u+δ − uε) ≤ −Cδα]
≤ P[ ∃i : Claim 6.1 holds].
Moreover, in light of the grid,
P[ ∃i : Claim 6.1 holds] ≤
∑
i
P[Claim 6.1 holds in Q+r (xi, ti)].
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Therefore, if we are able to control P[Claim 6.1 holds] in each Q+r (xi, ti), then we are done.
The next lemma shows that
{ω : Claim 6.1 holds} ⊂ Aiε,
where Aiε is the exceptional set corresponding to Q
+
r (xi, ti).
Lemma 6.2. Let Q+r (xi, ti), K
i
r as above. Let ω ∈ Ω so that there exists (x0, t0) ⊂ Kr(xi, ti) and a
paraboloid P ∈ Pσ such that P (x0, t0) = uε(x0, t0, ω), P ≥ uε(·, ·, ω) in Qr(xi, ti)∩{t ≤ t0}, and Pt(x0, t0)−
F (D2P (x0, t0)) > δ
α. Then there exists a choice of r(δ, ε) such that ω ∈ AQ+r (xi,ti)ε , the exceptional set
associated with Q+r (xi, ti).
Proof. We first claim that without loss of generality, we may assume that P (x, t) = uε(x0, t0) + Pt(t− t0) +
1
2 〈D2P (x−x0), x−x0〉, where Pt and D2P are constant. We will perturb P to a function P ∗ where P ∗+wε,r
is a supersolution to (1.1).
First, let P˜ (x, t) = P (x, t)− ηδα(t− ti)(r2 − |x− xi|2), with η to be chosen. Note that by construction,
P˜ = P ≥ uε on ∂pQ+r (xi, ti). Also, we have
P˜t = Pt − ηδα(r2 − |x− xi|2) and D2P˜ = D2P + 2ηδα(t− ti)Id
which implies
P˜t(x0, t0) = Pt − ηδα(r2 − |x0 − xi|2) and D2P˜ (x0, t0) = D2P + 2ηδα(t0 − ti)Id.
This yields
P˜ (x0, t0)− uε(x0, t0) = −ηδα(t0 − ti)(r2 − |x0 − xi|2) < 0.
We consider the solution wε which solves
(6.4)
{
wε,t − F (D2P˜ (x0, t0) +D2wε, x/ε, t/ε2, ω) = −F (D2P˜ (x0, t0)) in Q+r (xi, ti)
wε = 0 on ∂pQ
+
r (xi, ti)
By Proposition 5.3, there exists positive constants C˜, c˜, Cˆ, cˆ and ε0 such that for all ε ∈ (0, rε0), there
exists a set of bad configurations Arε = A
Qr(xi,ti)
ε ⊂ Ω such that for all ω ∈ Ω \Arε
(6.5) ||wε(·, ·, ω)|| ≤ Cr2(εr−1)cˆ| ln(εr−1)|−2/3 .
(Note that P may vary between choice of (x0, t0) but |D2P | ≤ Cδ−σ is universal. Moreover, the size of the
perturbation is controlled for all choices of (x0, t0) ∈ Kr(xi, ti). We say that everything is controlled by a
factor of Cδ−σ universally.)
On ∂p(Q
+
r (xi, ti) ∩ {t ≤ t0}),
P˜ + wε = P ≥ uε.
Moreover, upon studying the solution properties, we have
P˜t + wε,t − F (D2P˜ +D2wε, x/ε, t/ε2, ω)
= P˜t(x0, t0) + ηδ
α
[|x− xi|2 − |x0 − xi|2]+ wε,t − F (D2P˜ (x0, t0)− 2ηδα(t0 − t)Id+D2wε, x/ε, t/ε2, ω)
≥ P˜t(x0, t0) + wε,t − F (D2P˜ (x0, t0) +D2wε, x/ε, t/ε2, ω) + ηδα
[|x− xi|2 − |x0 − xi|2]− 2Λdηδα|t0 − t|
≥ Pt(x0, t0)− ηδα
[
r2 − |x0 − xi|2 − (|x− xi|2 − |x0 − xi|2)
]− F (D2P˜ (x0, t0) +D2wε, x/ε, t/ε2, ω)
− 2Λdηδα|t0 − t|
≥ Pt(x0, t0)− ηδα
[
r2 − |x− xi|2
]− F (D2P˜ (x0, t0))− 2Λdηδα|t0 − t|
= Pt(x0, t0)− F (D2P + 2ηδα(t0 − ti)Id)− ηδα
[
r2 − |x− xi|2
]− 2Λdηδα|t0 − t|
≥ δα − ηδα [r2 − |x− xi|2]− 2Λdηδα(|t0 − ti|+ |t0 − t|)
= δα
[
1− η (r2 − |x− xi|2 + 2Λd(|t0 − ti|+ |t0 − t|))]
which is positive if
(6.6) η
[
r2 +
4Λdr2
(81d)2
]
< 1.
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By the comparison principle,
(6.7) uε ≤ P˜ + wε in Q+r (xi, ti) ∩ {t ≤ t0} .
In particular, this means
0 < wrε(x0, t0) + P˜ (x0, t0)− uε(x0, t0) ≤ wδε(x0, t0)− ηδα(t0 − ti)(r2 − |x0 − xi|2)
which implies that
ηδα(t0 − ti)(r2 − |x0 − xi|2) ≤ Cˆr2
(
εr−1
)−cˆ| ln(εr−1)|−2/3
For appropriate choices of δ, r, α, with δα < C(εr−1)−cˆ| ln(εr
−1)|−2/3 , we obtain a contradiction. Therefore,
ω ∈ Arε for the appropriate choices of constants. 
This shows that
P[Claim 6.1 holds in Q+r (xi, ti)]
≤ P[Aiε]
≤ C˜δ−σd2(1 + δ−σ)2(d+1)(εr−1)c˜(ln |εr−1|)−2/3 .
Therefore, ∑
i
P[Claim 6.1 holds in Q+r (xi, ti)]
≤ |DT ||Kir|
C˜δ−σd
2
(1 + δ−σ)2(d+1)(εr−1)c˜| ln(εr
−1)|−2/3
≤ C˜(DT )
rd+2
δ−σd
2
(1 + δ−σ)2(d+1)(εr−1)c˜| ln(εr
−1)|−2/3(6.8)
and for suitable choices of r, δ, α, this is controlled from above by C˜εc˜| ln ε|
−2/3
.
We are now ready to prove Theorem 1.2.
Proof of Theorem 1.2. Combining (6.3), Claim 6.1, Lemma 6.2 and (6.8), we obtain the desired result for
universal choices of c˜, C˜, cˆ, and Cˆ. 
Appendix A. The Subadditive Ergodic Theorem
We prove a generalized version of Akcoglu and Krengel’s subadditive ergodic theorem [1]. We present our
work in a more general setting than what is needed in this paper. We show that the subadditive ergodic
theorem holds for any sequence of nested cubes with sides of arbitrary lengths in Rd, where now d is an
arbitrary dimension. Let I denote the collection of subcubes in Rd, and for all I ∈ I, we denote |I| to be
the Lebesgue measure of the cube. Recall the underlying probability space (Ω,F ,P), and for all s ∈ Rd,
transformation τs : Ω → Ω is measurable. We consider nonnegative processes R(I, ω) : I × Ω → R which
satisfy the following:
(S1) R is stationary, i.e. for any s ∈ Rd,
R(s+ I, ω) = R(I, τsω).
(S2) R is subadditive, i.e. for all I ∈ I, if I = I1 ∪ I2, with I1 ∩ I2 = ∅, then
R(I, ω) ≤ R(I1, ω) +R(I2, ω).
(S3) There exists a constant C such that for all ω ∈ Ω,
0 ≤ R(I, ω) ≤ C|I|.
The purpose of this section is to establish
25
Theorem A.1. Let R(I, ω) satisfy (S1), (S2), and (S3), and consider a sequence of cubes
{
Inj
}
with
In1 ⊂ In2 . . ., and Inj → Rd+ =
{
x ∈ Rd : xi ≥ 0
}
as j → ∞. Then lim
j→∞
R(Inj , ω)
|Inj |
exists, and converges
almost surely to a function R ∈ L1(Ω). Moreover, we have that
E[R] = lim
j→∞
1
|Inj |
∫
R(Inj , ω) dP.
In particular, if τs is ergodic, then R(ω) = γ(R) =: infK∈I 1|K|
∫
R(K,ω) dP a.s.
We point out that in contrast to the result of Akcoglu and Krengel, we do not require that there exists
a constant C so that |Inj | ≤ C|In|, where In = [0, n)d. In particular, Theorem A.1 allows us to apply the
subadditive ergodic theorem to parabolic cubes Kn = [0, n
2) × [0, n)d, which are needed in the proof of
Theorem 1.1 and Theorem 4.1.
We show that the proof of Akcoglu and Krengel can be extended to the setting of Theorem A.1. We point
out that it is enough to prove a multiparameter ergodic theorem for additive processes under the hypotheses
above. One can then extend to subadditive processes using the same argument of [1], and thus we omit the
details of this step. We first establish a general maximal inequality which will be used at various points
in the proof. We then prove a multiparameter ergodic theorem for additive processes using an inductive
argument. This will be enough to conclude the proof of Theorem A.1.
We prove a discrete version of Theorem A.1. The proof for continuous processes is done by a standard
approximation argument (see [1]), using the fact that R(I, ω) is continuous in I by (S3).
The first lemma we present is similar to Vitali’s covering lemma, for cubes of arbitrary dimension.
Lemma A.2. Consider a finite subset A ⊂ Zd such that for all u ∈ A, there exists a corresponding vector
n(u) ∈ Rd. Then there exists u1, u2, . . . u` ∈ A so that
{
ui + In(ui)
}`
i=1
are disjoint, and
3d
∑`
i=1
|In(ui)| ≥ |A|.
Proof. Let u1 be so that n(u1) = maxu∈A
{|In(u)|}, and set Kn(u1) = u1 + In(u1). Define
K˜n(u1) =
⋃
u∈∂Kn(u1)
u± In(u1).
Then |K˜n(u1)| = 3d|In(u1)|. Let A1 = A\ (K˜n(u1)∩A). If A1 = ∅, then we are done. Otherwise, we continue
this process by choosing u2 such that n(u2) = maxu∈A1
{|In(u)|}. In this way, we select a sequence of vectors
{ui} such that ui + In(ui) are disjoint, cover all of A, and stay within
⋃
i K˜n(ui). By the construction of
K˜n(ui), we have
3d
∑`
i=1
|In(ui)| ≥ |A|
as asserted. 
Using this covering argument, we now prove a general maximal inequality, which holds in every dimension
d.
Proposition A.3. Let H be a nonnegative, discrete, superadditive process. Let α > 0, and let E ={
ω : supj≥1
1
|Inj |H(Inj , ω) > α
}
. Then
P[E] ≤ 3
d
α
(
lim
j→∞
1
|Inj |
∫
H(Inj , ω) dP
)
.
Proof. Fix J > 0, and let EJ =
{
ω : sup1≤j≤J
1
|Inj |H(Inj , ω) > α
}
. Choose K > J , fix ω ∈ Ω, and define
A(ω) =
{
u ∈ Zd : u+ InJ ⊂ InK , τuω ∈ EJ
}
.
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We note that A(ω) is finite for all ω since we are in the discrete case. By definition, for each u ∈ A(ω), there
exists nj = nj(u), with 1 ≤ j ≤ J so that
H(u+ Inj , ω) = H(Inj , τuω) > α|Inj |.
Lemma A.2 yields a subset {ui}`i=1 such that
{
ui + Inj(ui)
}`
i=1
are disjoint and
3d
∑`
i=1
|In(ui)| ≥ |A(ω)|.
The nonnegativity and superadditivity of H yield
3dH(InK , ω) ≥ 3d
∑`
i=1
H(ui + In(ui), ω) ≥ 3dα
∑`
i=1
|In(ui)| ≥ α|A(ω)|.
Therefore,
3d
∫
H(InK , ω) dP ≥ α
∫
|A(ω)| dP
= α
∫ ∑
u+InJ⊂InK
1EJ (τuω) dP
= α
d∏
p=1
(npK − npJ)P(EJ)
where npK is the p-th coordinate of nK . Hence,
3d
1
|InK |
∫
H(InK , ω) dP ≥ α
∏
p(n
p
K − npJ)
|InK |
P(EJ).
Sending K →∞, then J →∞, we have
P(E) ≤ 3
d
α
lim
K→∞
1
|InK |
∫
H(InK , ω) dP.

We now prove a multiparameter ergodic theorem for additive processes. In order to do so, we proceed by
induction on the dimension of the space.
Theorem A.4. Let G(Inj , ω) be a nonnegative, discrete, additive process, with the same assumptions as
Theorem A.1 on
{
Inj
}
. Then lim
j→∞
G(Inj , ω)
|Inj |
converges a.s. to a function G ∈ L1(Ω). Moreover,
E[G] = lim
j→∞
1
|Inj |
∫
G(Inj , ω) dP.
Proof. We denote I1nj = [0, 1]
d−1 × [0, n1j ), I2nj = [0, 1]d−2 × [0, n1j )× [0, n2j ) . . . where nj ∈ Zd for all j, and
recall that In = [0, n)
d.
In the case when d = 1, Birkhoff’s ergodic theorem ensures that there exists G1(·) ∈ L1(Ω) such that
lim
n→∞
G(I1n, ω)
n
→ G1(ω) a.s., and
E[G1] = lim
n→∞
1
n
∫
G(I1n, ω) dP.
We suppose now that the result holds true in dimension d − 1. We modify the notation at this step in
order to present the ideas clearly. We let Ij = I
d
nj and I
′
j = I
d−1
nj . By the inductive hypothesis, there exists
Gd−1(ω) such that lim
j→∞
G(I ′j , ω)
|I ′j |
= Gd−1(ω) a.s., and
E[Gd−1] = lim
j→∞
1
|I ′j |
∫
G(I ′j , ω) dP.
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We define the linear operator Aj : L
1(Ω)→ L1(Ω) by
Aj [f ](ω) =
1
ndj
ndj−1∑
k=0
f(τ(0,0,...,k)ω).
We note that for every j, ∫
|Aj [f ](ω)| dP =
∫ ∣∣∣∣∣∣ 1ndj
ndj−1∑
k=0
f(τ(0,0,...,k)ω)
∣∣∣∣∣∣ dP
≤ 1
ndj
ndj−1∑
k=0
∫
|f(τ(0,0,...,k)ω)| dP
=
1
ndj
ndj−1∑
k=0
∫
|f(ω)| dP
and hence,
(A.1) sup
j
||Aj ||1 = sup
j
sup
||f ||L1≤1
||Aj [f ]||L1 ≤ 1.
By additivity,
1
|Ij |G(Ij , ω) =
1
ndj
ndj−1∑
k=0
G(I ′j , τ(0,0,...,k)ω)
|I ′j |
= Aj
[
G(I ′j , ·)
|I ′j |
]
(ω).
For simplicity, we define G′j(·) = G(I
′
j ,·)
|I′j | . Recall by the inductive hypothesis, G
′
j(ω) → Gd−1(ω) a.s. We
now claim that Aj [G
′
j ](ω) converge in L
1(Ω). Indeed,∫ ∣∣Aj [G′j ](ω)−A`[G′`](ω)∣∣ dP ≤ ∫ ∣∣Aj [G′j −G′`](ω)∣∣ dP+ ∫ |Aj [G′`](ω)−A`[G′`](ω)| dP(A.2)
≤ ||Aj ||1
∣∣∣∣G′j −G′`∣∣∣∣L1 + ∫ |Aj [G′`](ω)−A`[G′`](ω)| dP.(A.3)
Using (A.1) and the inductive hypothesis, we claim that for j, ` sufficiently large,
(A.4) ||Aj ||1
∣∣∣∣G′j −G′`∣∣∣∣L1 ≤ ε3 .
To control the second term of (A.3), we observe that∫
|(Aj −A`) [G′`](ω)| dP ≤
∫ ∣∣(Aj −A`) [Gd−1](ω)∣∣ dP+∫ ∣∣(Aj −A`) [G′` −Gd−1](ω)∣∣ dP
≤
∫ ∣∣(Aj −A`) [Gd−1](ω)∣∣ dP+ 2 sup
j
||Aj ||1
∣∣∣∣G′` −Gd−1∣∣∣∣L1 .
We note that Aj is the standard 1-dimensional Birkhoff ergodic summation operator, and since G
d−1 ∈
L1(Ω), we may apply the Birkhoff Ergodic Theorem to conclude that for j, ` sufficiently large,
(A.5)
∫ ∣∣(Aj −A`) [Gd−1](ω)∣∣ dP ≤ ε
3
.
Furthermore, (A.1) and the fact that G′j(ω) converge almost surely to G
d−1 yields that for ` sufficiently
large,
(A.6) 2 sup
j
||Aj ||1
∣∣∣∣G′` −Gd−1∣∣∣∣L1 ≤ ε3 .
28
Combining (A.4), (A.5), and (A.6), we have that `, j sufficiently large,∫ ∣∣Aj [G′j ](ω)−A`[G′`](ω)∣∣ dP ≤ ε.
Since
{
Aj [G
′
j ]
}
are Cauchy in L1(Ω), there exists A(ω) ∈ L1(Ω) such that 1|Ij |G(Ij , ω) = Aj [G′j ](ω)→ A(ω)
in L1(Ω). We now show that 1|Ij |G(Ij , ω) converge almost uniformly, which is enough to conclude almost
sure convergence. Consider that
lim sup
j→∞
1
|Ij |G(Ij , ω)− lim infj→∞
1
|Ij |G(Ij , ω) = lim supj→∞
1
|Ij |G(Ij , ω)−A(ω) +A(ω)− lim infj→∞
1
|Ij |G(Ij , ω)
≤ 2 sup
j
∣∣∣∣ 1|Ij | |G(Ij , ω)−A(ω)|Ij |
∣∣∣∣ .
Moreover, since 1|Ij |G(Ij , ω)→ A(ω) in L1(Ω), there exists ρ, η such that for all j sufficiently large, G(Ij , ω)−
A(ω)|Ij |+ ρ ≥ 0 and A(ω)|Ij | −G(Ij , ω) + η ≥ 0 almost surely. Therefore, for any α > 0,
P
[
sup
j
∣∣∣∣ 1|Ij | |G(Ij , ω)−A(ω)|Ij |
∣∣∣∣ > α2
]
≤ P
[
sup
j
1
|Ij | (G(Ij , ω)−A(ω)|Ij |) >
α
2
]
+ P
[
sup
j
1
|Ij | (A(ω)|Ij | −G(Ij , ω)) >
α
2
]
≤ P
[
sup
j
1
|Ij | (G(Ij , ω)−A(ω)|Ij |+ ρ) >
α
2
]
+ P
[
sup
j
1
|Ij | (A(ω)|Ij | −G(Ij , ω) + η) >
α
2
]
.
By Proposition A.3,
P
[
lim sup
j→∞
1
|Ij |G(Ij , ω)− lim infj→∞
1
|Ij |G(Ij , ω) > α
]
≤ P
[
sup
j
1
|Ij | (G(Ij , ω)−A(ω)|Ij |+ ρ) >
α
2
]
+ P
[
sup
j
1
|Ij | (A(ω)|Ij | −G(Ij , ω) + η) >
α
2
]
≤ 23
d
α
lim
j→∞
1
|Ij |
∫
|A(ω)|Ij | −G(Ij , ω)| dP
+
3d
α
lim
j→∞
ρ+ η
|Ij | = 0.
Thus, limj→∞ 1|Ij |G(Ij , ω) converge almost surely to a limit G(ω), and by uniqueness, they must converge
almost surely to the L1-limit, A(ω). We conclude that∫
G(ω) dP = lim
j→∞
1
|Ij |
∫
G(Ij , ω) dP.
By induction, we have the conclusion of Theorem A.4 for all dimensions. 
Appendix B. Proof of Technical Lemmas
Proof of Lemma 4.2. We only show the argument for the decay of J (k+1)3 to Jk3+3k2 , since the other cases
follow similarly. We also drop the dependence on ω since it plays no role in our analysis. By minimality of
the obstacle problem, we have for all i = 1, 2, . . . 3(3k+1)(d+2),{
v(k+1)
3
= 0
}
∩Gik3+3k2 ⊂
{
vk
3+3k2 = 0
}
.
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Therefore, we have that
|G(k+1)3 |pi(k+1)3(ω) =
∫
G(k+1)3∩{v(k+1)3=0}∩G(k+1)3
(`+ F (0, y, s, ω))d+1+ dyds
=
3(3k+1)(d+2)∑
i=1
∫
Gi
k3+3k2
∩{v(k+1)3=0}
(`+ F (0, y, s, ω))d+1+ dyds
≤
3(3k+1)(d+2)∑
i=1
∫
{vk3+3k2=0}
(`+ F (0, y, s, ω))d+1+ dyds
= |Gk3+3k2 |
3(3k+1)(d+2)∑
i=1
piik3+3k2(ω).
This yields
pi(k+1)3(ω) ≤ |Gk
3+3k2 |
|G(k+1)3 |
3(3k+1)(d+2)∑
i=1
piik3+3k2(ω) = A(k+1)3(ω),
which implies J (k+1)3 ≤ E
[(
Ak3+3k2
)2]
.
Finally, we compare
E[(A(k+1)3)2] = 3−2(3k+1)(d+2)E

3(3k+1)(d+2)∑
i=1
piik3+3k2
2

= 3−2(3k+1)(d+2)
3(3k+1)(d+2)∑
i,j=1
E
[
piik3+3k2 · pijk3+3k2
]
≤ 3−2(3k+1)(d+2)
3(3k+1)(d+2)∑
i,j=1
(
E
[
(piik3+3k2)
2
])1/2 (E [(pijk3+3k2)2])1/2
= E
[
(pik3+3k2)
2
]
= Jk3+3k2
where we applied the Cauchy-Schwarz inequality and stationarity. Combining the above, we have J (k+1)3 ≤
Jk3+3k2 . 
Proof of Lemma 4.3. We only show the argument for (4.11), since the argument for (4.12) follows similarly.
We consider each of the subcubes Gijk3 = G
j
k3 , with centers zj . (The centers of the cubes are centered in
space and time.) We fix one of the subcubes Gjˆk3 and consider all of the other subcubes which make any
contact with Gjˆk3 . These can be characterized by considering all of the subcubes so that d(zi, zjˆ) < 2 · 3k
3
.
There are at most 3d+1 such distinct subcubes, including Gjˆk3 . Note that by (4.7),
E[piik3pi
j
k3 ] ≤ Ek3 + 3−k
3/2
if d(zi, zj) > 3
k3 .
Moreover, by the Cauchy-Schwartz inequality and stationarity,
E[piik3pi
j
k3 ]− (Ek3)2 ≤ Jk3 − (Ek3)2 = V k3
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for all i, j. Therefore,
V (Ak3+3k2) = 3
−2(3k2)(d+2)E
3k2(d+2)∑
i=1
(piik3 − E
i
k3)
2
= 3−2(3k
2)(d+2)
3k2(d+2)∑
i,j=1
E[(piik3 − E
i
k3)(pi
j
k3 − E
j
k3)]
= 3−2(3k
2)(d+2)
3k2(d+2)∑
i,j=1
(
E[piik3pi
j
k3 ]− (Ek3)2
)
= 3−2(3k
2)(d+2)
3k2(d+2)∑
i,j
d(zi,zj)<2·3k3
(
E[piik3pi
j
k3 ]− (Ek3)2
)
+ 3−2(3k
2)(d+2)
3k2(d+2)∑
i,j
d(zi,zj)≥2·3k3
(
E[piik3pi
j
k3 ]− (Ek3)2
)
≤ 3−2(3k2)(d+2)[3(3k2)(d+2)3d+1V k3 + (3(3k
2)(d+2))(3(3k
2)(d+2) − 3d+1)3−k3/2 ]
≤ 3−(3k2)(d+2)+(d+1)V k3 + 3−k
3/2
.
The argument for (4.12) follows similarly. 
Proof of Lemma 4.4. We only show the proofs for pik3+3k2 since those for pik3+3k2 follow similarly. By
Chebyshev’s inequality, if we define Bk3+3k2 by
(B.1) Bk3+3k2 =
{
ω ∈ Ω : |pik3+3k2(ω)− Ek3+3k2 | ≥ 1
2
Ek3+3k2
}
,
then (4.16) is immediate.
Moreover, by (4.13),
V k3 = E
[(
piijk3(·)− Ek3
)2]
≥
∫
[piijk3(·)− Ek3 ]21{piij
k3
(·)≤ 12Ek3}(ω) dP
≥ 1
4
(Ek3)
2P
[
piijk3 ≤
1
2
Ek3
]
,
which implies that
(B.2) P
[
piijk3 ≤
1
2
Ek3
]
≤ 4V k3
(Ek3)2
≤ 4η.
By stationarity, we have that
(B.3) E[aijk3+3k2 ] ≤ 4η,
so by Chebyshev’s inequality and (4.14),
(B.4) P
[〈Bk3〉] = P [aijk3+3k2 > ζd] ≤ 4ηζ−1d .
We note that for ω ∈ Ω \ 〈Bk3〉 =
{
ω ∈ Ω : aijk3+3k2 < ζd
}
,
3−3k
2(d+2)
(
33k
2(d+2) −Nk3
)
< ζd,
which implies
Nk3 ≥ (1− ζd)33k
2(d+2).
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Finally, by combining (4.16), (B.4), and the analogous statements for pik3+3k2 ,
P[Bk] ≤ P[Bk3+3k2 ] + P[Bk3+3k2 ] + P[〈Bk3〉] + P[〈Bk3〉] ≤ 8η
[
1 + ζ−1d
]
.

Proof of Lemma 4.7. Recall that hk
3+3k2 is a supersolution to
hs −M−(D2h) ≥ fk3+3k2 = (`+ F (0, y, s, ω))+χ{vk3+3k2=0} + (`+ F (0, y, s, ω))−χ{vk3+3k2=0}
Therefore, since ω ∈ Ω1, k3 + 3k2 satisfy (4.21), by Proposition 4.6, there exists cfs so that for all
|y| ≤ 233k
3+3k2 , 223
−2(k3+3k2) ≥ s ≥ 0,
(B.5) hk
3+3k2(y, s, ω) ≥ cfs3(k3+3k2)(2−(d+2)α) ||fk3+3k2 ||αLd+1(Gk3+3k2
with α = ρ+ β log
(
2·3(d+2)(k3+3k2)
||f ||d+1
Ld+1(G
k3+3k2
)
.
Using the fact that (`+ F (0, y, s, ω))−(`+ F (0, y, s, ω))+ = 0,
||fk3+3k2 ||d+1Ld+1(Gk3+3k2 ) =
∫
Gk3+3k2
[(`+ F (0, y, s, ω))+χ{vk=0} + (`+ F (0, y, s, ω))−χ{vk=0}]d+1dyds
=
∫
Gk3+3k2
(`+ F (0, y, s, ω))d+1+ χ{vk=0} + (`+ F (0, y, s, ω))d+1− χ{vk=0} dyds
= |Gk3+3k2 |(pik3+3k2 + pik3+3k2) ≥ 2|Gk3+3k2 |θ1/2.(B.6)
Combining this with (B.5), we have for all (y, s) ∈ 23Gk
3+3k2 ,
hk
3+3k2(y, s, ω) ≥ cfs3(k3+3k2)(2−(d+2)α)|Gk3+3k2 |αθα/2
= cfs3
2(k3+3k2)θα/2.
This implies that for all (y, s) ∈ 23Gk
3+3k2 ,
(B.7)
(
vk
3+3k2(y, s, ω)− 0
)
+
(
0− vk3+3k2(y, s, ω)
)
≥ CFS32(k3+3k2)θ(α/2).
If there exists Gik3 ⊂ 23Gk3+3k2 such that both vk
3+3k2 and vk
3+3k2 vanish, then by the Holder continuity
of vk
3+3k2 and vk
3+3k2 , properly rescaled,
max
Gi
k3
(vk
3+3k2(·, , ·, ω)− vk3+3k2(·, , ·, ω)) ≤ max
Gi
k3
(vk
3+3k2(·, ·, ω)− 0) + max
Di
k3
(0− vk3+3k2)
≤ 2Ch3(k3+3k2)[(d/d+1)−σ]3σk3 = 2Ch3(k3+3k2)(d/d+1)−σ3k2 .
Combining the above, we have
2Ch3
(k3+3k2)(d/d+1)−σ3k2 ≥ cfs32(k3+3k2)θ(α/2),
which implies
2
Ch
cfs
≥ 33k2(2+σ−d/d+1)3k3(2−d/d+1)θ(α/2)
which is impossible in light of the hypotheses. 
Appendix C. A Quantitative Regularity Estimate
We review the regularity estimates established in [18] which play a crucial role in the proof of Theorem
4.1. We explain everything in terms of a general QR instead of Gk3+3k2 . We recall the following general
result from [18]:
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Theorem C.1 (Lin, [18]). Let 0 ≤ f ≤ ||f ||L∞(QR), and let u be a nonnegative function in S(f,QR). There
exists c, C, ρ, β > 0, depending on λ,Λ, d, such that for all |x| ≤ 23R, 0 ≥ t ≥ − 23
||f ||d+1
Ld+1(QR)
2 R
−d,
(C.1) cR2−(d+2)α ||f ||1−(d+1)αL∞(QR) ||f ||
(d+1)α
Ld+1(QR)
≤ u(x, t) ≤ CRd/(d+1) ||f ||Ld+1(QR)
with α = ρ+ 2βRd+2 ||f ||−(d+1)
Ld+1(QR)
.
We point out that the domain where (C.1) holds depends on ||f ||Ld+1(QR). This is problematic in adapting
the proof of [7] to this setting, because the domain is shrinking too fast to gain information in a subset of
QR as R increases.
It was shown in [18] that (C.1) holds in the domain for all t ≥ t0 for
t0 = sup
t
{
(x, t) : f > 2−1Rd+2 ||f ||d+1Ld+1(QR)
}
.
Therefore, to obtain (C.1) in a domain such as 23QR, it is enough to show that{
(x, t); f > 2−1Rd+2 ||f ||d+1Ld+1(QR)
}
⊂
{
t ≤ −2
3
R2
}
.
This is where Lemma 4.5 plays a role.
Furthermore, we comment that if we are in the situation of Lemma 4.5, we may improve the estimate of
[18]. The key contribution of [18] was to obtain a quantitative lower bound for solutions to{
wt −M−(D2w) = χQr(x0,t0) in QR,
w = 0 on ∂pQR,
where Qr(x0, t0) ⊂ QR. If t0 ≤ −κR2, then it is possible to rework the argument of Proposition 2.5 of [18],
to show that the lower bound decreases by rβ in each step of the iteration, where β = β(λ,Λ, d). Therefore,
once may improve the estimate to show that
(C.2) w(x, t) ≥ Crα
where α = ρ + β log(Rd+2/ ||f ||d+1Ld+1(QR). We omit the details here. This yields the following improvement
to Theorem C.1
Theorem C.2. Let 0 ≤ f ≤ ||f ||L∞(QR), and let u be a nonnegative function in S(f,QR). Suppose that{
f ≥ 2−1Rd+2 ||f ||d+1Ld+1(QR)
}
⊂ {t ≤ − 23R2}. There exists cfs, C, ρ, β > 0, depending on λ,Λ, d, such that
for all |x| ≤ 23R, 0 ≥ t ≥ − 23R2,
(C.3) cfsR
2−(d+2)α ||f ||1−(d+1)αL∞(QR) ||f ||
(d+1)α
Ld+1(QR)
≤ u(x, t) ≤ CRd/(d+1) ||f ||Ld+1(QR)
with α = ρ+ β log(Rd+2/ ||f ||Ld+1(QR)).
Appendix D. Regularized Solutions for Parabolic Equations
D.1. Regularizing Solutions of Parabolic Equations. We state some results regarding regularizations
of solutions to parabolic equations. We state these results without proof, as the details can be found in [22].
We define the aforementioned sup/inf convolutions in space:
Definition D.1. For u ∈ C0,1(DT ), we define the x-sup convolution uθ and the x-inf convolution uθ to be
uθ(x, t) = sup
y
{
u(y, t)− |x− y|
2
2θ
}
and uθ(x, t) = inf
y
{
u(y, t) +
|x− y|2
2θ
}
.
If the supremum/infimum is achieved at some point, we denote that point x∗. We also define
DθT =
{
(x, t) ∈ DT : inf
(y,s)∈∂pDT
|x− y| ≥ 2θ|Du|
}
.
We now list some standard properties pertaining to the x-sup/inf convolutions.
Proposition D.2 (Turanova, [22]). Let u ∈ C0,1(DT ).
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(1) |x− x∗| ≤ 2θ|Du|
(2) For (x, t) ∈ DθT , uθ(x, t) ≤ u(x, t) + 2θ(|Du|)2 and uθ(x, t) ≥ u(x, t)− 2θ(|Du|)2.
(3) uθ is twice differential in x, a.e. in D
θ
T ; and D
2
xuθ ≥ −θ−1Id and D2xuθ ≤ θ−1Id in the sense of
distributions.
(4) If u is a subsolution, (resp. super solution) to ut − F (D2u) = c in DT , then uθ (respectively uθ is a
sub (respectively super) solution in DθT .
Moreover, we need the following proposition which says that upon regularizing function a function u(x, t)
in x, u may be touched by paraboloids in certain sets. This is the main ingredient of Claim 6.1. We define
the sets
Q+,θr (x, t) = B(x, r − θ ||Du||∞)× (t, t+ r2]
and
K+,θr (x, t) =
[
x−
(
r
9
√
d
− θ ||Du||∞
)
, x+
(
r
9
√
d
− θ ||Du||∞
)]d
×
(
t, t+
r2
81d
]
Proposition D.3 (Turanova, [22]). Assume F (0) = 0. Suppose u ∈ C0,1(DT ) is a solution to ut+F (D2u) =
0. Assume Q
θ
r(x, t) ⊂ DT , and dist(Q+,θr (x, t), ∂pDT ) ≥ θ.
(1) If (x1, t1), (x2, t2) ∈ K+,θr (x, t), then (x∗1, t), (x∗2, t) ∈ K+,θr (x, t) and
|x1 − x2| ≤ Cθ−1(1 + ||u||L∞(DT ))|x∗1 − x∗2|
(2) There are universal constants M0, σ, and C such that for all M ≥M0, there exists a set
Θ
θ
M (uθ, Q
+,θ
r (x, t)) ⊂ K+,θr (x, t)
such that for any (x0, t0) ∈ ΘθM (uθ, Q+,θr (x, t)), there exists a polynomial P = c+ ` ·x+m · t+xQxT
where c, `,m, a ∈ R, and Q ∈ Sd such that Pt(x0, t0)−F (D2P (x0, t0)) = 0. For all (y, s) ∈ Qθr(x, t)∩
{s ≤ t0},
uθ(y, s)− uθ(x0, t0) ≥ (≤)P (y − x0, s− t0) +
C(d)
r2
M(|y − x0|3 + |y − x0|2|t0 − s|+ |t0 − s|2)
− C(1 + ||u||L∞(DT ))
θ2
|y − x0|(t0 − s).
Moreover,∣∣∣C+,θr (x, t) \ΘθM (uθ, Q+,θr (x, t))∣∣∣ ≤ Crd+1θ2Mσ (||u||L∞(DT ) + 1)1+σ (1 + rθ) .
D.2. A brief summary of the proof of Claim 6.1. We next explain the proof of the Claim 6.1. As the
argument is technical, and follows the same reasoning as Lemma 4.2 of [22], we omit the details. We first
fix ω ∈ Ω such that |uδ,θ − uεθ(·, ·, ω)| ≥ Cδα. Using the parabolic ABP-estimate for uδ,θ − uεθ and a covering
argument, one may show that Θ
θ
M and the convex envelope of u
+δ −uε must intersect in one of the cubes of
the grid. Therefore, there exists a point where u+δ has a second order expansion from above, and u+δ − uε
is convex there. By perturbing the polynomial approximation, we may lower it so that it touches uε from
above, and stays above uε in Q+r (xi, ti).
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