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Termination is one of the most interesting problems when dealing with context-sensitive
rewrite systems. Although a good number of techniques for proving termination of context-
sensitive rewriting (CSR) have been proposed so far, the adaptation to CSR of the dependency
pair approach, one of the most powerful techniques for proving termination of rewriting,
took some time and was possible only after introducing some new notions like collapsing
dependency pairs, which are specific for CSR. In this paper, we develop the notion of context-
sensitive dependency pair (CSDP) and show how to use CSDPs in proofs of termination of CSR.
The implementation and practical use of the developed techniques yield a novel and pow-
erful framework which improves the current state-of-the-art of methods for automatically
proving termination of CSR.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Most computational systemswhose operational principle is basedon reducing expressions canbedescribed and analyzed
by using notions and techniques from the abstract framework of term rewriting systems (TRSs [11,61]). Such computational
systems (e.g., functional, algebraic, and equational programming languages as well as theorem provers based on rewriting
techniques) often incorporate apredefined reduction strategy that is used tobreakdown thenondeterminismthat is inherent
to reduction relations. Eventually, this can raise problems, as eachkindof strategy only behaves properly for particular classes
of programs (i.e., it is normalizing, optimal, etc.). For this reason, the designers of programming languages have developed
mechanisms to give the user more flexible control of the program execution. For instance, syntactic annotations (which
are associated to arguments of symbols) have been used in programming languages such as Clean [57], Haskell [41], Lisp
[54],Maude [14], OBJ2 [23], OBJ3 [36], CafeOBJ [24], etc. to improve the termination and efficiency of computations.
Lazy languages (e.g., Haskell, Clean) interpret them as strictness annotations in order to become ‘more eager’ and efficient.
Eager languages (e.g., Lisp, Maude, OBJ2, OBJ3, CafeOBJ) use them as replacement restrictions to become ‘more lazy’,
thus (hopefully) avoiding nontermination. Termination is one of the most interesting practical problems in computation
and software engineering. A program or computational system is said to be terminating if it does not lead to any infinite
computation for any possible call or input data. Ensuring termination is often a prerequisite for essential program properties
like correctness.Messages reporting (a never-ending) “processing”, “waiting for an answer”, or even “abnormal termination”
(which are often raised during the execution of software applications) usually correspond to nonterminating computations
arising from bugs in the program.
Context-sensitive rewriting (CSR [44,46]) is a restriction of rewriting that has proved useful in investigating some of the
aforementionedprogramming languages, see e.g., [13,16,17,31,45,52]. InCSR, the restrictionof the rewriting computations is
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Fig. 1. Computing Wallis’ approximation to π
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first imposed on the arguments of function symbols f in the signatureF . A signature is a set of function symbols f1, . . . , fn, . . .
together with an arity function ar : F → N that establishes the number of ‘arguments’ associated to each symbol. A
replacement map is a mapping μ: F → ℘(N) that satisfies μ(f ) ⊆ {1, . . . , ar(f )}, for each symbol f in the signature F
[44]. It specifies the argument positions where rewriting is allowed. In CSR, we only rewrite μ-replacing subterms: every
term t (as a whole) is μ-replacing by definition; and ti (as well as all its μ-replacing subterms) is a μ-replacing subterm of
f (t1, . . . , tk) if i ∈ μ(f ).








2n+1 . InR, function symbols 0 and s are used to represent natural numbers in Peano’s notation; we also have the usual
arithmetic operations addition and product. Symbols cons and nil are the standard list constructors which are then used
to build (possibly infinite) lists of natural numbers like evenNs (the infinite list of even numbers) and oddNs (the infinite
list of odd numbers). Function incr increases all the elements of a list in one unit through the application of s. The function
zip merges a pair of lists into a list of fractions, and tail returns the elements of a list after removing the first one. The
function take can be used to obtain the components of a finite approximation to π
2
which wemultiply with prodOfFracs.
Note the explicit use of consF for building finite lists of fractions of natural numbers by means of take, thus ensuring that
the product of their elements computed by prodOfFracs is well-defined. A call halfPi(sn(0)) for some positive number
n > 0 will return the desired approximation. Since R is nonterminating (due to the first two rules), we should be careful
when choosing the rewrite steps that will be issued to obtain an approximation.
With CSRwe can achieve a terminating behaviour for this system. Consider the replacement map μ given by:
μ(cons) = {1} and μ(f ) = {1, . . . , ar(f )} for all f ∈ F − {cons}
where μ(cons) = {1} disallows reductions on the list part of the list constructor cons, thus making a kind of lazy eval-
uation of lists possible. Furthermore, the replacement restrictions imposed by the replacement map μ are not an obstacle
to obtaining the desired approximations: the repeated application of context-sensitive rewriting steps to an expression






, which is obtained by taking the first n terms in Wallis’ formula (this follows from
[44, Theorem 11]).
1.1. Termination of context-sensitive rewriting
Several methods have been developed for proving termination of CSR under a replacement mapμ for a given TRSR (i.e.,
for proving the μ-termination of R). Termination of CSR is an interesting problem with several applications in the fields of
term rewriting and in the analysis of programming languages [8,16,17,19,21,31,46,50,59]. The development of methods
and techniques for automatically proving termination is, therefore, one of the most interesting and challenging problems
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Fig. 2. Dependency pairs for the TRS in Example 1.
when dealingwith CSR. Furthermore, with CSR, we can achieve a terminating behavior with nonterminating TRSs by pruning
(all) infinite rewrite sequences as shown in Example 1. Examples of tools that are able to automatically prove termination
of CSR are AProVE [32], Jambox [18], mu-term [2,47], and VMTL [60].
In the 90s, a number of transformations that permit termination of CSR to be treated as a standard termination
problem were developed (see [31,50] for recent surveys). Polynomial orderings and the context-sensitive version of the
recursive path ordering were also investigated [12,26,48,49]. In [3], we adapted the dependency pair method [10,25,38],
which is a very powerful technique for proving termination of rewriting, to CSR. In this paper, we develop and improve
the original notions in [3] to incorporate recent improvements introduced by the dependency pair framework [33,35],
and we obtain a powerful and modern framework that improves the current state-of-the-art of methods that can be used
to automatically prove termination of CSR. Our tool mu-term implements the methods and techniques described in this
paper.
1.2. Dependency pairs for context-sensitive rewriting
A TRSR is terminating if there is no infinite rewrite sequence starting from any term.With regard to proofs of termination
of rewriting, the dependency pair technique focuses on the following idea: the rules that are really able to produce such
infinite sequences are those rules l → r such that r contains some defined symbol 1 g. Intuitively, we can think of these
rules as representing some possible (direct or indirect) recursive calls. Such recursion paths associated to each rule l → r
are represented as new rules u → v, where u = f (l1, . . . , lk) if l = f (l1, . . . , lk), and where v = g(s1, . . . , sm) if
s = g(s1, . . . , sm) is a subterm of r and g is a defined symbol. The notation f  for a given symbol f means that f ismarked. In
1 A symbol g ∈ F is defined inR if there is a rule inRwhose left-hand side is of the form g(l1, . . . , lk).
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Fig. 3. Dependency graph for the TRS in Example 1.
practice, we often capitalize f and use F instead of f  in our examples. For this reason, the dependency pair technique starts
by considering a new TRS DP(R) that contains all these new rules for each l → r ∈ R. For instance, according to [10], the
set DP(R) of dependency pairs for R in Example 1 consists of the rules in Fig. 2. The rules in R and the rules in DP(R)
determine the so-called dependency chainswhose finiteness or infiniteness characterize termination or nontermination ofR
[10]. A chain of dependency pairs is a sequence ui → vi of dependency pairs together with a substitution σ such that σ(vi)
rewrites to σ(ui+1) for all i  1. The dependency pairs can be presented as a dependency graph, where the infinite chains
are represented by the cycles in the graph. For instance, the dependency graph that corresponds to the TRS R in Example 1
is depicted in Fig. 3. The cycle consisting of nodes (3) and (14) witnesses the nontermination ofR.
In general, these intuitions are valid for CSR: the subterms s of the right-hand sides r of the rules l → r which are
considered to build the context-sensitive dependency pairs l → s must be μ-replacing terms now.
Example 2. ConsiderR andμ as in Example 1. Only the dependency pairs (1), (4)-(12), (14)-(21), and (23) in Fig. 2 are also
context-sensitive dependency pairs.
The following example shows the need for dependency pairs of a new kind.
Example 3. Consider the following TRSR:
a→ c(f(a)) f(c(x)) → x
together with μ(c) = ∅ and μ(f) = {1}. No μ-replacing subterm s in the right-hand sides of the rules is rooted by a
defined symbol. Thus, there is no ‘regular’ dependency pair (in particular A → A is dismissed due to μ(c) = ∅). If no other
dependency pair is considered, we could wrongly conclude thatR is μ-terminating, which is not true:
f(a) ↪→μ f(c(f(a))) ↪→μ f(a) ↪→μ · · ·
Indeed, we must add the following collapsing dependency pair:
F(c(x)) → x.
Since the right-hand side is a variable, this would not be allowed in Arts and Giesl’s approach [10].
Collapsing pairs are essential in our approach. They express that infinite context-sensitive rewrite sequences can involve
not only the kind of recursion that is represented by the usual dependency pairs but also a new kind of recursion that is
hidden inside the nonreplacing (or frozen) parts of the terms involved in the infinite sequence. The activation of such delayed
recursions is due to the presence of migrating variableswithin a rule l → rwhich is used in the sequence.Migrating variables
are those that are not replacing in the left-hand side l but that become replacing in the right-hand side r.
Example 4 (Continuing Example 2). The following collapsing pairs are context-sensitive dependency pairs for the CS-TRS in
Example 1:
TAIL(cons(x, xs)) → xs (25)
TAKE(s(n), cons(x, xs)) → xs (26)
Note that variable xs isμ-replacing in the right-hand sides of the rulestail(cons(x, xs)) → xs andtake(s(n), cons(x, xs))
→ consF(x, take(n, xs)) but it is non-μ-replacing in the corresponding left-hand sides.
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1.3. Plan of the paper
Wehave argued that termination of CSR is an interesting and challenging topic of researchwith a goodnumber of practical
applications. The results, techniques, and tools that derive from our work can be of interest to a sufficiently wide audience.
The material in this paper will be more familiar, however, to those specialists who are interested in termination (in general)
and in how to prove termination of CSR in particular. Throughout the paper, however, we made a serious effort to provide
sufficient intuition and informal descriptions for our main definitions and results.
After Section 2, the paper is structured in three main parts:
1. Section 3 provides appropriate notions of minimal non-μ-terminating terms and introduces the main properties of
such terms. We introduce the notion of hidden term and investigate the structure of infinite context-sensitive rewrite
sequences starting fromminimalnon-μ-terminating terms. This analysis is essential inorder toprovideanappropriate
definition of context-sensitive dependency pair and the related notions of chains, graphs, etc.
2. We define the notions of context-sensitive dependency pair and context-sensitive chain of pairs and show how to use
them to characterize termination of CSR. Sections 4 and 5 introduce the general framework to compute and use
context-sensitive dependency pairs to prove termination of CSR. The introduction of dependency pairs of a new kind
(the collapsing dependency pairs, as in Example 3) leads to a notion of context-sensitive dependency chain, which is
quite different from the standard one. In Section 6, we prove that our context-sensitive dependency pair approach fully
characterizes termination of CSR.
3. We describe a suitable framework for dealing with proofs of termination of CSR by using these results. Section 7
adapts the dependency pair framework [33,35] to CSR by defining appropriate notions of CS problem and CS processor
that rely on the results obtained in the second part of the paper. Section 8 introduces the notion of context-sensitive
(dependency) graph and the associated CS processor. Section 9 describes CS processors for removing or transforming
collapsing pairs. Section 10 investigates the use of term orderings in processors. Section 11 adapts Hirokawa and
Middeldorp’s subterm criterion [38]. Section 12 adapts narrowing transformation of pairs in [35].
Experiments are reported in Section 13. Sections 14 and 15 discuss related work. Section 16 concludes.
2. Preliminaries
This section collects a number of definitions and notations about term rewriting. More details and missing notions can
be found in [11,58,61].
LetA be a set andR ⊆ A×A be a binary relation onA. We denote the transitive closure ofR byR+ and its reflexive and
transitive closure by R∗. We say that R is terminating (strongly normalizing) if there is no infinite sequence a1 R a2 R a3 · · · .
A reflexive and transitive relation R is a quasi-ordering.
Given relations R and R′ over the same set A, we define its composition R ◦ R′ as follows: for all a, b ∈ A, a (R ◦ R′) b if
there is c ∈ A such that a R c and c R′ b.
2.1. Signatures, terms, and positions
Throughout the paper, X denotes a countable set of variables and F denotes a signature, i.e., a set of function symbols
{f, g, . . .}, each having a fixed arity given by amapping ar : F → N. The set of terms built fromF andX is T (F,X ). Var(t)
is the set of variables occurring in a term t. A term t is ground if it contains no variable (i.e., Var(t) = ∅). A term is said to
be linear if it has no multiple occurrences of a single variable.
Terms are viewed as labelled trees in the usual way. Positions p, q, . . . are represented by chains of positive natural
numbers used to address subterms of t.We denote the empty chain by. Given positions p, q, we denote their concatenation
as p · q. Positions are ordered by the standard prefix ordering: p  q if ∃q′ such that q = p · q′. If p is a position, and Q is a
set of positions, then p · Q = {p · q | q ∈ Q}. The set of positions of a term t is Pos(t). Positions of nonvariable symbols in t
are denoted as PosF (t), and PosX (t) are the positions of variables. The subterm at position p of t is denoted as t|p, and t[s]p
is the term t with the subterm at position p replaced by s.
We write s  t, read t is a subterm of s, if t = s|p for some p ∈ Pos(s) and s  t if s  t and s 
= t. We write s  t and
s  t for the negation of the corresponding properties. The symbol labeling the root of t is denoted as root(t). A context is a
term C ∈ T (F ∪ {},X ) with a ‘hole’ (a fresh constant symbol). We write C[ ]p to denote that there is a (usually single)
hole at position p of C. Generally, we write C[ ] to denote an arbitrary context and make the position of the hole explicit
only if necessary. C[ ] =  is called the empty context.
2.2. Substitutions, renamings, and unifiers
A substitution is a mapping σ : X → T (F,X ). Denote as ε the ‘identity’ substitution: ε(x) = x for all x ∈ X . The set
Dom(σ ) = {x ∈ X | σ(x) 
= x} is called the domain of σ .
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Remark 1. We do not impose that the domain of the substitutions be finite. This is usual practice in the dependency pair
approach, where a single substitution is used to instantiate an infinite number of variables coming from renamed versions
of the dependency pairs (see below).
A renaming is an injective substitution ρ such that ρ(x) ∈ X for all x ∈ X . A substitution σ such that σ(s) = σ(t) for
two terms s, t ∈ T (F,X ) is called a unifier of s and t; we also say that s and t unify (with substitution σ ). If two terms s and
t unify, then there is a unique most general unifier σ (up to renaming of variables) such that for every other unifier τ , there
is a substitution θ such that θ ◦ σ = τ .
A relation R ⊆ T (F,X ) × T (F,X ) on terms is stable if, for all terms s, t ∈ T (F,X ) and substitutions σ , we have
σ(s) R σ(t) whenever s R t.
2.3. Rewrite systems and term rewriting
A rewrite rule is an ordered pair (l, r), written l → r, with l, r ∈ T (F,X ), l 
∈ X and Var(r) ⊆ Var(l). The left-hand
side (lhs) of the rule is l, and the right-hand side (rhs) is r. A rewrite rule l → r is said to be collapsing if r ∈ X . A Term
Rewriting System (TRS) is a pair R = (F, R), where R is a set of rewrite rules. We often use ∅ to denote TRSs whose set
of rules R is empty. Given TRSs R = (F, R) and R′ = (F ′, R′), we let R ∪ R′ be the TRS (F ∪ F ′, R ∪ R′). An instance
σ(l) of a lhs l of a rule is called a redex. Given R = (F, R), we consider F as the disjoint union F = C unionmulti D of sym-
bols c ∈ C (called constructors) and symbols f ∈ D (called defined functions), where D = {root(l) | l → r ∈ R} and
C = F − D.
Example 5. Consider again the TRS in Example 1. The symbols evenNs, oddNs, incr, take, zip, tail, rep2, add, prod,
prodFrac, prodOfFracs, and halfPi are defined. Symbols s, 0, cons, consF, nil, and frac are
constructors.
We oftenwrite l → r ∈ R instead of l → r ∈ R to express that the rule l → r is a rule ofR. A term s ∈ T (F,X ) rewrites
to t (at position p), written s
p→R t (or just s →R t, or s → t), if s|p = σ(l) and t = s[σ(r)]p, for some rule l → r ∈ R,
p ∈ Pos(s) and substitution σ . We write s >p→R t if s q→R t for some q > p. A TRS R is terminating if its one step rewrite
relation →R is terminating.
2.4. Context-sensitive rewriting
A mapping μ : F → ℘(N) is a replacement map (or F-map) if for all symbols f ∈ F , μ(f ) ⊆ {1, . . . , ar(f )} [44]. Let
MF be the set of all F-maps (or MR for the F-maps of a TRS (F, R)). Let μ be the replacement map given by μ(f ) ={1, . . . , ar(f )} for all f ∈ F (i.e., no replacement restrictions are specified).
A binary relation R on terms is μ-monotonic if, for all f ∈ F , i ∈ μ(f ), and s, t, t1, . . . , tk ∈ T (F,X ), f (t1, . . . , ti−1,
s, ti+1, . . . , tk) R f (t1, . . . , ti−1, t, ti+1, . . . , tk) whenever s R t. If R is μ-monotonic, we just say that R is
monotonic.
The set of μ-replacing positions Posμ(t) of t ∈ T (F,X ) is: Posμ(t) = {} if t ∈ X , and Posμ(t) =
{} ∪ ⋃i∈μ(root(t)) i.Posμ(t|i) if t 
∈ X . Note that Posμ(t) (as Pos(t)) is prefix closed. When no replacement map is made
explicit, theμ-replacing positions are often called active; and the non-μ-replacing ones are often called frozen. The following
results about CSR are often used without any explicit mention.
Proposition 1 [44]. Let t ∈ T (F,X ) and p = q · q′ ∈ Pos(t). Then p ∈ Posμ(t) iff q ∈ Posμ(t) ∧ q′ ∈ Posμ(t|q).
The chain of symbols lying on positions above/on p ∈ Pos(t) is prefixt() = root(t), prefixt(i · p) = root(t).prefixt|i(p).
The strict prefix sprefix is sprefixt() = , sprefixt(p · i) = prefixt(p), i.e., the last symbol in prefixt(p · i) is removed.
Although sprefixt(p) is a sequence, when the ordering of symbols in sprefixt(p) does not matter, we often use the standard
set-theoretic notation (e.g., inclusion as in sprefixt(p) ⊆ F) with the obvious meaning.
Proposition 2 [44]. If p ∈ Pos(t) ∩ Pos(s) and sprefixt(p) = sprefixs(p), then p ∈ Posμ(t) ⇔ p ∈ Posμ(s).
The μ-replacing subterm relation μ is given by s μ t if there is p ∈ Posμ(s) such that t = s|p. We write s μ t if
s μ t and s 
= t. We write s μ t to denote that t is a non-μ-replacing (hence strict) subterm of s: s μ t if there
is p ∈ Pos(s) − Posμ(s) such that t = s|p. The set of μ-replacing variables of a term t, i.e., variables occurring at some
μ-replacing position in t, is Varμ(t)={x∈Var(t) | tμ x}. The set of non-μ-replacing variables of t, i.e., variables occurring
at some non-μ-replacing position in t, is Varμ(t)={x ∈ Var(t) | t 
μ
x}. Note that Varμ(t) and Varμ(t) do not need to be
disjoint (when t is not linear).
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A pair (R, μ) where R is a TRS and μ ∈ MR is often called a CS-TRS. In context-sensitive rewriting, we (only) contract
μ-replacing redexes: sμ-rewrites to t,written s
p
↪→R,μ t (or s ↪→R,μ t, s ↪→μ t andeven s ↪→ t), if s p→R t andp ∈ Posμ(s).
Example 6. ConsiderR and μ as in Example 1. Then, we have:
evenNs ↪→μ cons(0, incr(oddNs)) 
↪→μ cons(0, incr(incr(evenNs)))
Since the second argument of cons is not μ-replacing, we have 2 
∈ Posμ(cons(0, incr(oddNs))). Thus, redex oddNs
cannot be μ-rewritten.
A term t is μ-terminating (or (R, μ)-terminating, if we want an explicit reference to the involved TRS R) if there is no
infinite μ-rewrite sequence t = t1 ↪→R,μ t2 ↪→R,μ · · · ↪→R,μ tn ↪→R,μ · · · starting from t. A TRS R is μ-terminating if
↪→R,μ is terminating.
A term s μ-narrows to a term t (written s R,μ,θ t), if there is a nonvariable μ-replacing position p ∈ PosμF (s) and a
rule l → r in R (sharing no variable with s) such that s|p and l unify with the most general unifier θ and t = θ(s[r]p). The
following definition is used in Section 10.2.
Definition 1 [26]. Let F be a signature and μ ∈ MF . The μ-replacing projection TRS Embμ(F) consists of the following
rules:
{f (x1, . . . , xk) → xi | f ∈ F, i ∈ μ(f )}
3. Minimal non-µ-terminating terms and infinite µ-rewrite sequences
Given a TRSR = (CunionmultiD, R), theminimal nonterminating terms associated toR are nonterminating terms twhose proper
subterms u (i.e., t  u) are terminating; T∞ is the set of minimal nonterminating terms associated to R [38,40]. Minimal
nonterminating terms have two important properties:
1. Every nonterminating term s contains a minimal nonterminating term t ∈ T∞ (i.e., s t).
2. Minimal nonterminating terms t are always rooted by a defined symbol f ∈ D: ∀t ∈ T∞, root(t) ∈ D.
As discussed in [38], considering the structure of the infinite rewrite sequences starting from a minimal nonterminating
term t ∈ T∞ can be helpful to come to the notion of dependency pair [10]. Such sequences proceed as follows:
Proposition 3 [38, Lemma 1]. LetR = (C unionmulti D, R) be a TRS. For all t ∈ T∞, there exist l → r ∈ R, a substitution σ and a term
u ∈ T∞ such that root(u) ∈ D, t >−→∗ σ(l) → σ(r) u, and there is a nonvariable subterm v of r, r v, such that u = σ(v).
In the following, we show how to generalize these notions and results to CSR.
3.1. Minimal non-μ-terminating terms
Before starting our discussion about (minimal) non-μ-terminating terms, we provide an obvious auxiliary result about
μ-terminating terms. 2
Lemma 1. LetR = (F, R) be a TRS, μ ∈ MF , and s, t ∈ T (F,X ). If s is μ-terminating, then:
1. If sμ t, then t is μ-terminating.
2. If s ↪→∗R,μ t, then t is μ-terminating.
Given a TRSR = (F, R) and a replacement mapμ ∈ MF , maybe the simplest extension to CSR of the notion of minimal
term for unrestricted rewriting (i.e., T∞), is the following: let T∞,μ be a set of minimal non-μ-terminating terms in the
following sense: t belongs to T∞,μ if t is non-μ-terminating and every strict subterm u (i.e., t  u) is μ-terminating. It is
obvious that root(t) ∈ D for all t ∈ T∞,μ. We also have the following:
Lemma 2. Let R = (F, R) be a TRS, μ ∈ MF , and s ∈ T (F,X ). If s is not μ-terminating, then there is a subterm t of s (s t)
such that t ∈ T∞,μ.
2 For the sake of readability, the missing proofs of the technical results in this section have been moved to Appendix A.
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Unfortunately, there can be non-μ-terminating terms having no μ-replacing subterm in T∞,μ.
Example 7. Consider the CS-TRS (R, μ) in Example 3 and s = f(c(f(a))). Note that s is not μ-terminating, but s 
∈ T∞,μ
becausef(c(f(a)))f(a) andf(a) is notμ-terminating. Note thatf(c(f(a)))
μ
f(a). The onlyμ-replacing strict subterm
of s is c(f(a)), which is μ-terminating, i.e., c(f(a)) 
∈ T∞,μ.
Therefore, minimal non-μ-terminating terms are not themost natural ones because they could occur at non-μ-replacing
positions, where no μ-rewriting step is possible. Thus, this simple notion would not lead to an appropriate generalization
of Proposition 3 to CSR. There is a suitable generalization of Proposition 3 to CSR (see Proposition 5) based on the following
notion.
Definition 2 (Minimal non-μ-terminating term). Let M∞,μ be a set of minimal non-μ-terminating terms in the follow-
ing sense: t belongs to M∞,μ if t is non-μ-terminating and every strict μ-replacing subterm t′ of t (i.e., t μ t′) is μ-
terminating.
Note that T∞,μ ⊆ M∞,μ. In the following, we often say that terms in T∞,μ are strongly minimal non-μ-terminating; we
use them in Section 3.4. Now, we have the following:
Lemma 3. LetR = (F, R) be a TRS,μ ∈ MF , and s ∈ T (F,X ). If s is not μ-terminating, then there is aμ-replacing subterm t
of s such that t ∈ M∞,μ.
Obviously, if t ∈ M∞,μ, then root(t) is a defined symbol. Since μ-terminating terms are preserved under μ-rewriting
(Lemma 1), it follows thatM∞,μ is preserved under inner μ-rewritings in the following sense.
Lemma 4. LetR be a TRS, μ ∈ MR, and t ∈ M∞,μ. If t
>
↪−→ ∗ u and u is non-μ-terminating, then u ∈ M∞,μ.
Lemma 4 does not hold for T∞,μ: consider the CS-TRS (R, μ) in Example 3. Note that f(a) ∈ T∞,μ and f(a) >↪−→
f(c(f(a))). Although f(c(f(a))) is not μ-terminating, f(c(f(a))) 
∈ T∞,μ, as shown in Example 7.
3.2. Hidden terms in minimal μ-rewrite sequences
Given a CS-TRS (R, μ), the hidden terms are nonvariable terms occurring on some frozen position in the right-hand side
of some rule of R. As we show in the next section, they play an important role in infinite minimal μ-rewrite sequences
associated toR.
Definition 3 (Hidden symbols and terms). Let R = (F, R) be a TRS and μ ∈ MF . We say that t ∈ T (F,X ) − X is a hidden
term if there is a rule l → r ∈ R such that r 
μ
t. Let HT (R, μ) (or just HT , if no confusion arises) be the set of all hidden
terms in (R, μ). We say that f ∈ F is a hidden symbol if it occurs in a hidden term. Let H(R, μ) (or just H) be the set of all
hidden symbols in (R, μ).
In the following, we also use DHT (R, μ) = {t ∈ HT (R, μ) | root(t) ∈ D} for the set of hidden terms which are rooted
by a defined symbol.
Example 8. For R and μ as in Example 1, the maximal hidden terms are incr(oddNs), incr(x), zip(xs, ys), and
cons(x, rep2(xs)). The hidden symbols are incr, oddNs, incr, zip, cons, and rep2. Finally, DHT (R, μ) = {oddNs,
incr(oddNs), incr(x), zip(xs, ys), rep2(xs)}.
The following lemma says that frozen subterms t in the contractum σ(r) of a redex σ(l) that do not contain t are (at least
partly) ‘introduced’ by a hidden term in the right-hand side r of the involved rule l → r.
Lemma 5. Let R = (F, R) be a TRS and μ ∈ MF . Let t ∈ T (F,X ) and σ be a substitution. If there is a rule l → r ∈ R such
that σ(l)  t and σ(r) 
μ
t, then there is no x ∈ Var(r) such that σ(x)  t. Furthermore, there is a term t′ ∈ HT such that
r 
μ
t′ and σ(t′) = t.
The following lemma establishes that minimal non-μ-terminating and non-μ-replacing subterms that occur in a μ-
rewrite sequence involving only minimal terms come directly from the first term in the sequence or are instances of a
hidden term.
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Lemma 6. Let R be a TRS and μ ∈ MR. Let A be a μ-rewrite sequence t1 ↪→ t2 ↪→ · · · ↪→ tn with ti ∈ M∞,μ for all i,
1  i  n. If there is a term t ∈ M∞,μ such that t1  t and tn μ t, then t = σ(s) for some s ∈ DHT and substitu-
tion σ .
Weuse theprevious results to investigate infinite sequences that combineμ-rewriting steps onminimalnon-μ-terminat-
ing terms and the extraction of such subterms as μ-replacing subterms of (instances of) right-hand sides of the
rules.
Proposition 4. Let R be a TRS and μ ∈ MR. Consider a finite or infinite sequence of the form t1 ↪→ s1 μ t′2
>





↪−→ ∗ t3 · · · with ti, t′i ∈ M∞,μ for all i ≥ 1. If there is a term t ∈ M∞,μ such that ti μ t for some i ≥ 1, then
t1 μ
t or t = σ(s) for some s ∈ DHT and substitution σ .
3.3. Infinite μ-rewrite sequences starting from minimal terms
The following proposition establishes that, given a minimal non-μ-terminating term t ∈ M∞,μ, there are only two
ways for an infinite μ-rewrite sequence to proceed. The first one is by using ‘visible’ parts of the rules that correspond
to μ-replacing nonvariable subterms in the right-hand sides that are rooted by a defined symbol. The second one is by
showing up ‘hidden’ non-μ-terminating subterms that are activated by migrating variables in a rule l → r, i.e., variables
x ∈ Varμ(r) − Varμ(l) that are not μ-replacing in the left-hand side l but become μ-replacing in the right-hand side r.
Proposition 5. Let R be a TRS and μ ∈ MR. Then, for all t ∈ M∞,μ, there exist l → r ∈ R, a substitution σ , and a term
u ∈ M∞,μ such that t
>
↪−→ ∗ σ(l) ↪→ σ(r) μ u and either
1. there is a nonvariable μ-replacing subterm s of r, r μ s, such that u = σ(s), or
2. there is x ∈ Varμ(r) − Varμ(l) such that σ(x)μ u.
Proof. Consider an infinite μ-rewrite sequence starting from t. By definition of M∞,μ, all proper μ-replacing subterms
of t are μ-terminating. Therefore, t has an inner reduction to an instance σ(l) of the left-hand side of a rule l → r of R:
t
>
↪−→ ∗ σ(l) ↪→ σ(r) and σ(r) is not μ-terminating. Thus, we can write t = f (t1, . . . , tk) and σ(l) = f (l1, . . . , lk) for
some k-ary defined symbol f , and ti ↪→∗ σ(li) for all i, 1  i  k. Since all ti are μ-terminating for i ∈ μ(f ), by Lemma
1, σ(li) and all its μ-replacing subterms are also μ-terminating. In particular, σ(y) is μ-terminating for all μ-replacing
variables y in l: y ∈ Varμ(l). Since σ(r) is non-μ-terminating, by Lemma 3, it contains a μ-replacing subterm u ∈ M∞,μ:
σ(r)μ u, i.e., there is a position p ∈ Posμ(σ (r)) such that σ(r)|p = u. We consider two cases:
1. If p ∈ PosF (r) is a nonvariable position of r, then there is a μ-replacing nonvariable subterm s of r (i.e., p ∈ PosμF (r)
and s = r|p /∈ X ), such that u = σ(s).
2. If p 
∈ PosF (r), then there is aμ-replacing variable position q ∈ Posμ(r)∩PosX (r) such that q  p. Let x ∈ Varμ(r)
be such that r|q = x. Then,σ(x)μu, andσ(x) is notμ-terminating: sinceu ∈ M∞,μ is notμ-terminating, by Lemma
1,σ(x) is notμ-terminating. Sinceσ(y) isμ-terminating for all y ∈ Varμ(l), we conclude that x ∈ Varμ(r)−Varμ(l).

Proposition 5 entails the following result, which establishes some properties of infinite sequences starting from minimal
non-μ-terminating terms.
Corollary 1. LetR be a TRS and μ ∈ MR. For all t ∈ M∞,μ, there is an infinite sequence
t
>
↪−→ ∗ σ1(l1) ↪→ σ1(r1) μ t1
>
↪−→ ∗ σ2(l2) ↪→ σ2(r2) μ t2
>
↪−→ ∗ · · ·
where, for all i  1, li → ri ∈ R are rewrite rules, σi are substitutions, and terms ti ∈ M∞,μ are minimal non-μ-terminating
terms such that either
1. ti = σi(si) for some nonvariable subterm si such that ri μ si, or
2. σi(xi)μ ti for some xi ∈ Varμ(ri) − Varμ(li).
Remark 2. The (↪→μ ∪ μ)-sequence in Corollary 1 can be easily viewed as an infinite μ-rewrite sequence by just
introducing appropriate contexts Ci[ ]pi with μ-replacing holes: since σi(ri) μ ti, there is pi ∈ Posμ(σi(ri)) such that
σi(ri) = σi(ri)[ti]pi ; just take Ci[ ]pi = σ(ri)[]pi . Hence:
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t ↪→∗ σ1(l1) ↪→ C1[t1]p1 ↪→∗ C1[σ2(l2)]p1 ↪→ C1[C2[t2]p2 ]p1 ↪→∗ · · ·
Note that, e.g., p1 · p2 ∈ Posμ(C1[C2[t2]p2 ]p1) (use Proposition 1).
3.4. Infinite μ-rewrite sequences starting from strongly minimal terms
In the following, we consider a function Renμ which independently renames all occurrences of μ-replacing variables
within a term t by using new fresh variables that are not in Var(t):
• Renμ(x) = y if x is a variable, where y is intended to be a fresh new variable that has not yet been used;
• Renμ(f (t1, . . . , tk)) = f ([t1]f1, . . . , [tk]fk) for evey k-ary symbol f , where given a term s ∈ T (F,X ), [s]fi = Renμ(s) if
i ∈ μ(f ) and [s]fi = s if i 
∈ μ(f ).
Note that Renμ(t) keeps variables at non-μ-replacing positions untouched. Note also that Renμ is not a substitution:
it replaces the n(x) different μ-replacing occurrences of the same variable x by different variables x1, . . . , xn(x). Clearly,
t = θ(Renμ(t)) for some substitution θ which just identifies the variables introduced by Renμ (i.e., θ(xi) = x for all
1  i  n(x)). The use of Renμ together with μ-narrowability yields a necessary condition for reducibility of terms under
some instantiations which is used in our development.
Proposition 6. Let R = (F, R) be a TRS and μ ∈ MF . Let t ∈ T (F,X ) − X be a nonvariable term and σ be a substitution. If
σ(t)
>
↪−→ ∗ σ(l) for some (possibly renamed) rule l → r ∈ R, then Renμ(t) is μ-narrowable.
Proof. We can write the sequence from σ(t) to σ(l) as follows: σ(t) = t1 >↪−→ t2 >↪−→ · · · >↪−→ tm = σ(l) for some
m  1. We proceed by induction onm.
1. If m = 1, then σ(t) = σ(l). Since t 
∈ X , t is μ-narrowable (at the root position) using the rule l → r. Since
t = θ(Renμ(t)) for some substitution θ , we have σ(t) = σ(θ(Renμ(t))) = σ(l). Since we can assume that the new
variables instantiated by θ are not in l, we have σ(θ(l)) = σ(l). Thus, Renμ(t) and l unify with mgu σ ◦ θ . Since
t /∈ X , implies that Renμ(t) /∈ X , Renμ(t) is μ-narrowable at the root position using the same rule l → r.




↪−→ ∗ σ(l). We consider two cases according to the position p ∈ Posμ(t1) where
the μ-rewrite step t1
>
↪−→ t2 is performed (note that t1 = σ(t) by assumption).
(a) If p ∈ PosμF (t), then there is a rule l′ → r′ and a substitution θ such that σ(t)|p = σ(t|p) = θ(l′). Again, we
have σ(t|p) = σ(l′), i.e., t isμ-narrowable at position p using rule l′ → r′ and (reasoning as above), we conclude
that Renμ(t) is μ-narrowable.
(b) If p 
∈ PosμF (t), then there is a μ-replacing variable position q ∈ PosμX (t) of t such that t|q = x ∈ Varμ(t), q  p
and σ(x) ↪→μ t2|q. Therefore, t1 = σ(t[x]q) = σ(t)[σ(x)]q and t2 = σ(t)[t2|q]q = σ ′(t′) for a term t′ = t[y]q
where y is a new fresh variable y 
∈ Var(t) and a substitution σ ′ given by σ ′(y) = t2|q and σ ′(z) = σ(z) for all
z ∈ Var(t) (including x). Clearly,
σ ′(t′) = σ ′(t[y]q) = σ ′(t)[σ ′(y)]q = σ(t)[t2|q]q = t2.
By the inductionhypothesis,Renμ(t′) isμ-narrowable. Since t and t′ only differ in a single variable,we can assume
that Renμ(t′) = Renμ(t). Thus, we conclude that Renμ(t) is μ-narrowable as well. 
Corollary 2. Let R = (F, R) be a TRS and μ ∈ MF . Let t ∈ T (F,X ) − X be a nonvariable term and σ be a substitution such
that σ(t) ∈ M∞,μ. Then, Renμ(t) is μ-narrowable.
Proof. By Proposition 5, there is a rule l → r and a substitution σ such that σ(t) >↪−→ ∗R,μ σ (l) (since we can assume
that variables in l and variables in t are disjoint, we can apply the same substitution σ to t and l without any problem). By
Proposition 6, the conclusion follows. 
In the following, we writeNarr
μ
R(t) (or justNarr
μ(t)) to indicate that t isμ-narrowable with respect to the (intended) TRS
R. We also let
NHT (R, μ) =
{
t ∈ DHT (R, μ) | NarrμR(Renμ(t))
}
be the set of hidden terms that are rooted by a defined symbol, and that after applying Renμ become μ-narrowable.
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Example 9. Since all terms t ∈ DHT (R, μ) forR and μ as in Example 8 are μ-narrowable (even without applying Renμ),
we have NHT (R, μ) = DHT (R, μ).
As a consequence of the previous results, we have the following main result, which we use later.
Theorem 1. LetR be a TRS and μ ∈ MR. For all t ∈ T∞,μ, there is an infinite sequence
t = t0
>
↪−→ ∗ σ1(l1) ↪→ σ1(r1) μ t1
>
↪−→ ∗ σ2(l2) ↪→ σ2(r2) μ t2
>
↪−→ ∗ · · ·
where, for all i  1, li → ri ∈ R are rewrite rules, σi are substitutions, and terms ti ∈ M∞,μ are minimal non-μ-terminating
terms such that either
1. ti = σi(si) for some nonvariable term si such that ri μ si, or
2. σi(xi)μ ti for some xi ∈ Varμ(ri) − Varμ(li) and ti = θi(t′i ) for some t′i ∈ NHT and substitution θi .
Proof. Since T∞,μ ⊆ M∞,μ, by Corollary 1, we have a sequence
t = t0
>
↪−→ ∗ σ1(l1) ↪→ σ1(r1) μ t1
>
↪−→ ∗ σ2(l2) ↪→ σ2(r2) μ t2
>
↪−→ ∗ · · ·
where, for all i  1, li → ri ∈ R, σi are substitutions, ti ∈ M∞,μ, and either (1) ti = σi(si) for some nonvariable term si
such that ri μ si or (2) σi(xi)μ ti for some xi ∈ Varμ(ri) − Varμ(li) (and hence σ(li)μ ti and σ(ri)μ ti as well). We
only need to prove that terms ti are instances of hidden terms in NHT whenever (2) holds. By Proposition 4, for all such
terms ti, we have that either (A) σ1(l1) μ
ti or (B) ti = θi(t′i ) for some t′i ∈ DHT and substitution θi. In case (B), we just
consider Corollary 2, which ensures that t′i ∈ NHT . In case (A), since t
>
↪−→ ∗ σ1(l1) and σ1(l1) is not μ-terminating, by
Lemma 4, all terms uj in the μ-rewrite sequence
t = u1 >↪−→ u2 >↪−→ · · · >↪−→ um = σ1(l1)
belong toM∞,μ: uj ∈ M∞,μ for all j, 1  j  m. Since t ∈ T∞,μ, all its strict subterms (disregarding their μ-replacing
character) are μ-terminating. Since ti is not μ-terminating, t  ti. By Lemma 6, ti = θi(t′i ) for some t′i ∈ DHT and
substitution θi. By Corollary 2, t
′
i ∈ NHT . 
4. Context-sensitive dependency pairs
By Lemma 2 every non-μ-terminating term s0 contains a strongly minimal subterm t ∈ T∞,μ which, by Theorem 1,
starts an infinite μ-rewrite sequence. In such a sequence, a number of μ-rewriting steps below the root of t are performed.
Then a rule l → r is applied at the topmost position of the obtained reduct. According to Proposition 5, the application of
such a rule either
1. introduces a newminimal non-μ-terminating subterm u having a prefix swhich is a nonvariableμ-replacing subterm
of r. By Corollary 2, Renμ(s) is μ-narrowable. Otherwise,
2. takes a minimal non-μ-terminating and non-μ-replacing subterm u and
(a) brings it up to an active position by means of the binding σ(x) for somemigrating variable x in l → r.
(b) At this point, we know that u, which is rooted by a defined symbol due to u ∈ M∞,μ, is an instance of a hidden
term u′ ∈ NHT .
Afterwards, further inner μ-rewritings on u lead to amatchingwith the left-hand-side l′ of a new rule l′ → r′ and everything
starts again. This process is abstracted in the definition of context-sensitive dependency pairs and in the definition of chain
below.
Given a signature F and f ∈ F , we let f  be a new fresh symbol (often called tuple symbol or DP-symbol) associated to
a symbol f [10]. Let F be the set of tuple symbols associated to symbols in F . As usual, for t = f (t1, . . . , tk) ∈ T (F,X ),
wewrite t to denote themarked term f (t1, . . . , tk). Conversely, given amarked term t = f (t1, . . . , tk), where t1, . . . , tk ∈
T (F,X ), we write t to denote the term f (t1, . . . , tk) ∈ T (F,X ).
Definition 4 (Context-sensitive dependency pairs). Let R = (F, R) = (C unionmulti D, R) be a TRS and μ ∈ MF . Let DP(R, μ) =
DPF (R, μ) ∪ DPX (R, μ) be the set of context-sensitive dependency pairs (CSDPs) where:
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DPF (R, μ) =
{
l → s | l → r ∈ R, r μ s, root(s) ∈ D, l μ s,Narrμ(Renμ(s))
}
DPX (R, μ) =
{
l → x | l → r ∈ R, x ∈ Varμ(r) − Varμ(l)
}
We extend μ ∈ MF into μ ∈ MF∪D by μ(f ) = μ(f ) if f ∈ F , and μ(f ) = μ(f ) if f ∈ D.
The CSDPs u → v ∈ DPX (R, μ) in Definition 4, consisting of collapsing rules only, are called the collapsing CSDPs.
Remark 3. The notion of CSDP in Definition 4 differs from the standard definition of dependency pair [10,35] in two
additional requirements:
1. As in [38], which follows Dershowitz’s proposal in [15], we require that subterms s of the right-hand sides r of the
rules l → r which are considered to build the dependency pairs l → s are not subterms of the left-hand side (i.e.,
l μ s).
2. As in [53], we require μ-narrowability of Renμ(s): Narrμ(Renμ(s)).
But the crucial difference, which is specific for context-sensitive rewriting, is the introduction and use of collapsing
dependency pairs.
A rule l → r of a TRS R is μ-conservative if Varμ(r) ⊆ Varμ(l), i.e., there is no migrating variable; R is μ-conservative
if all its rules are μ-conservative (see [43,50]). The following fact is obvious from Definition 4.
Proposition 7. IfR is a μ-conservative TRS, thenDP(R, μ) = DPF (R, μ).
Therefore, in order to deal with μ-conservative TRSs R we only need to consider the ‘classical’ dependency pairs in
DPF (R, μ).
Fig. 4. Context-sensitive dependency pairs for the CS-TRS in Example 1.
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together with μ(g) = μ(h) = ∅ [63, Example 1]. Note that R is μ-conservative. DP(R, μ) consists of the following
(noncollapsing) CSDPs:
G(x) → H(x) H(d) → G(c)
with μ(G) = μ(H) = ∅.
If the TRS R contains non-μ-conservative rules, then we also need to consider dependency pairs with variables in the
right-hand side.
Example 11. As discussed in Examples 2 and 4, for the CS-TRS (R, μ) in Example 1, we have the CSDPs in Fig. 4.
5. Chains of CSDPs
An essential property of the dependency pair method is that it provides a characterization of termination of TRSsR as the
absence of infinite (minimal) chains of dependency pairs [10,35]. Aswe prove in Section 6, this is also true for CSRwhen CSDPs
are considered. First, we have to introduce a suitable notion of chain that can be used with CSDPs. As in the DP-framework
[33,35], where the origin of pairs does not matter, we use another TRS P together withR to build the chains. Once this more
abstract notion of chain is introduced, it can be particularized to be used with CSDPs, by just taking P = DP(R, μ).
Definition 5 (Chain of pairs – minimal chain). LetR = (F, R) and P = (G, P) be TRSs and μ ∈ MF∪G . A (P,R, μ)-chain is
a finite or infinite sequence of pairs ui → vi ∈ P , together with a substitution σ : X → T (F ∪ G,X ) satisfying that, for all
i  1:
1. if vi 
∈ Var(ui) − Varμ(ui), then σ(vi) ↪→∗R,μ σ (ui+1), and
2. if vi ∈ Var(ui)−Varμ(ui), then σ(vi) = Ci[si]pi for some si and Ci[ ]pi such that pi ∈ Posμ(Ci[ ]pi), sprefixCi[ ]pi (pi) ⊆
F , and si ↪→∗R,μ σ (ui+1).
As usual, we assume that different occurrences of pairs do not share any variable (renaming substitutions are used if
necessary). A (P,R, μ)-chain is calledminimal if for all i  1,
1. if vi 
∈ Var(ui) − Varμ(ui), then σ(vi) is (R, μ)-terminating, and
2. if vi ∈ Var(ui) − Varμ(ui), then si is (R, μ)-terminating and ∃s¯i ∈ NHT (R, μ) such that si = σ(s¯i).
Note that the condition vi ∈ Var(ui)−Varμ(ui) in Definition 5 implies that vi is a variable. Furthermore, vi is amigrating
variable in the rule ui → vi.
Remark 4 (Conventions about P). The following conventions about the componentP = (G, P)of our chainswill be observed
during our development:
1. According to the usual terminology [35], we often call pairs the rules u → v ∈ P .
2. We have to mark terms si ∈ T (F,X ) before connecting them to the instance σ(ui+1) of the left-hand side of the next
pair. Sincemarked symbols f  are fresh (with respect to the signatureF of the TRSR), we also assume thatD∩F = ∅
and D ⊆ G.
3. We assume that P contains a finite set of rules. This is essential in many proofs.
In the following, the pairs in a CS-TRS (P, μ), where P = (G, P), are partitioned according to their role in Definition 5 as
follows:
PX = {u → v ∈ P | v ∈ Var(u) − Varμ(u)} and PG = P − PX
Remark 5 (Collapsing pairs). Note that all pairs in PX = (G, PX ) are collapsing. The rules in PG = (G, PG) can be collapsing
as well: a rewrite rule f (x) → x ∈ P with μ(f ) = {1} does not belong to PX but rather to PG because x is not a migrating
variable.
B. Alarcón et al. / Information and Computation 208 (2010) 922–968 935
Despite this fact, we refer to PX as the set of collapsing pairs in P because its intended role in Definition 5 is capturing
the computational behavior of collapsing CSDPs inDPX (R, μ).
Remark 6 (Notation for chains). In general, a (P,R, μ)-chain can be written as follows:
σ(u1) ↪→P,μ ◦μ t1 ↪→∗R,μ σ (u2) ↪→P,μ ◦μ t2 ↪→∗R,μ · · ·
where, for all i  1 and ui → vi ∈ P ,
1. if ui → vi 
∈ PX , then ti = σ(vi),
2. if ui → vi ∈ PX , then ti = si for some term si such that σ(vi) = Ci[si]pi for some Ci[ ]pi such that pi ∈ Posμ(Ci[ ]pi),
and sprefixCi[ ]pi (pi) ⊆ F .
This is denoted in a compact way by σ(ui) ↪→P,μ ◦μ ti emphasizing that there is a P-step followed by either an equality
step (as in (1)) or byμ-replacing projection steps (restricted to symbols inF) plus amarking operation (as in (2)) depending
on the considered pair ui → vi.
5.1. Properties of some particular chains
In the following, we let NHT P(R, μ) ⊆ NHT (R, μ) (or just NHT P ) be as follows:
NHT P(R, μ) =
{
t ∈ NHT (R, μ) | ∃u → v ∈ P, ∃θ, θ ′, θ(t) ↪→∗R,μ θ ′(u)
}
This set contains the narrowable hidden terms that ‘connect’ with pairs in P .
Remark 7. Note that NHT P(R, μ) is not computable, in general, due to the need for checking the reachability of θ ′(u)
from θ(t) using CSR. Suitable (over)approximations are discussed below (see Remark 10).
We let P1X denote the subTRS ofPX containing the rules whosemigrating variables occur on non-μ-replacing immediate
subterms in the left-hand side:
P1X = {f (u1, . . . , uk) → x ∈ PX | ∃i, 1  i  k, i 
∈ μ(f ), x ∈ Var(ui)}
Proposition 8. LetR = (F, R) and P = (G, P) be TRSs and μ ∈ MF∪G .
1. IfNHT P = ∅, then every infiniteminimal (P,R, μ)-chain is an infiniteminimal (PG,R, μ)-chain and there is no infinite
minimal (PX ,R, μ)-chain.
2. If P = P1X , then there is no infinite (P,R, μ)-chain.
Proof.
1. By contradiction. Assume that there is an infiniteminimal (P,R, μ)-chain containing anyui → vi ∈ PX . ByDefinition
5, such a pair must be followed by a pair ui+1 → vi+1 ∈ P such that θi(s¯i ) ↪→∗R,μ σ (ui+1) for some s¯i ∈ NHT and
substitution θi. Therefore, t
′
i ∈ NHT P , but NHT P = ∅, leading to a contradiction.
2. By contradiction. Assume that there is an infinite chain that only uses dependency pairs ui → xi ∈ P1X for all i  1.
Let fi = root(ui) for i  1. Then, by definition of P1X , for all i  1, there is ji ∈ {1, . . . , ar(fi)} − μ(fi) such that
ui|ji  xi. According to Definition 5, we have that σ(ui)|ji  σ(xi)μ si for some term si such that si ↪→∗R,μ σ (ui+1).
Since root(s

i ) ∈ D ⊆ G and D ∩ F = ∅ (Remark 4), no μ-rewriting step is possible at the root of si . Thus,
root(s

i ) = root(ui+1) = fi+1 and ji+1 
∈ μ(fi+1). Since no μ-rewriting step is possible on the ji+1th immediate
subterm s

i |ji+1 of si , it follows that si |ji+1 = σ(ui+1)|ji+1  σ(xi+1), i.e., σ(xi)  σ(xi+1) for all i  1. We get an
infinite sequence σ(x1) σ(x2) · · · which contradicts well-foundedness of. 
The following proposition establishes some important ‘basic’ cases of (absence of) infinite context-sensitive chains of pairs
which are used later.
Proposition 9. LetR = (F, R) and P = (G, P) be TRSs and μ ∈ MF∪G .
1. If P = ∅, then every (P,R, μ)-chain is empty.
936 B. Alarcón et al. / Information and Computation 208 (2010) 922–968
2. If R = ∅, then there is no infinite (PX ,R, μ)-chain.
3. Let u → v ∈ PG be such that v = θ(u). Then, there is an infinite (P,R, μ)-chain.
Proof.
1. Obvious, by Definition 5.
2. By contradiction. If there is an infinite (PX ,R, μ)-chain, then, since there is no rule in R, there is a substitution σ
such that
σ(u1) ↪→P,μ σ (x1)μ t1 = σ(u2) ↪→P,μ σ (x2)μ t2 = σ(u3) · · ·
where ti = si for some terms si ∈ T (F,X ) such that σ(xi) = Ci[si]pi for some Ci[ ]pi and pi ∈ Posμ(Ci[ ]pi) such
that sprefix(pi) ⊆ F for i  1. Since xi ∈ Var(ui) and ui is not a variable, we have ui  xi; hence, σ(ui) σ(xi) (by
stability of) and also σ(ui) si for all i  1. Since si and σ(ui+1) only differ in the root symbol, we can actually say
that si  si+1 for all i  1. Thus, we obtain an infinite sequence s1  s2  · · · that contradicts the well-foundedness
of.
3. Trivial. 
The following example shows that Proposition 9(2) does not hold for TRSs P with arbitrary rules.
Example 12. Consider P = {F(x) → x, G(x) → F(g(x))} together with a TRSRwith an emtpy set of rules:R = ({g},∅).
Letμbegivenbyμ(f ) = ∅ for all f ∈ F∪G. Note thatPX consists of thepairF(x) → x because x ∈ Var(F(x))−Varμ(F(x)).
Then, we have an infinite chain
F(g(x)) ↪→P,μ g(x)μ G(x) ↪→P,μ F(g(x)) ↪→R,μ · · ·
Since NHT = ∅, g(x) is not an instance of any term in NHT . Thus, the chain is not minimal.
5.2. Chains of CSDPs vs. chains of DPs
The definition of chain of CSDPs differs from the one for DPs. First, we use ↪→∗ instead of→∗ for connecting pairs. Also,
we requireμ-termination instead of termination for minimal chains. However, the most important difference concerns the
treatment of collapsingpairs. In general (and in sharp contrastwith theDPapproach), the connectionbetween the right-hand
side of a collapsing pair (which is a variable, e.g., x) and the left-hand side u of the next pair in the chain depends onwhether
a marked narrowable hidden term (which is introduced by a previous μ-rewriting step) μ-rewrites into σ(u). Dealing with
collapsing pairs, hidden terms can be thought of as playing the role of hidden or delayed recursive paths. This fits the guiding
idea of the DP approach as an analysis of rewriting-based recursion paths in function calls (as briefly discussed in Section 1).
6. Characterizing termination of CSR using chains of CSDPs
The following result establishes the soundness of the CSDP approach.
Theorem 2 (Soundness). Let R be a TRS and μ ∈ MR. Then, R is μ-terminating if there is no infinite minimal (DP(R, μ),
R, μ)-chain.
Proof. By contradiction. If R is not μ-terminating, then there is t ∈ T∞,μ (Lemma 2). By Theorem 1, there are rules
li → ri ∈ R, substitutions σi, and terms ti ∈ M∞,μ, for i  1 such that
t = t0
>
↪−→ ∗ σ1(l1) ↪→ σ1(r1) μ t1
>
↪−→ ∗ σ2(l2) ↪→ σ2(r2) μ t2
>
↪−→ ∗ · · ·
where either (D1) ti = σi(si) for some si such that ri μ si or (D2) σi(xi) μ ti for some xi ∈ Varμ(ri) − Varμ(li) and
ti = θi(t′i ) for some t′i ∈ NHT . Furthermore, since ti−1
>
↪−→ ∗ σi(li) and ti−1 ∈ M∞,μ (in particular, t0 = t ∈ T∞,μ ⊆
M∞,μ), by Lemma 4, σi(li) ∈ M∞,μ for all i  1. Note that, since ti ∈ M∞,μ, we have that ti is μ-terminating (with
respect to R), because all μ-replacing subterms of ti (hence of ti as well) are μ-terminating and root(t

i ) is not a defined
symbol ofR.
First, note that DP(R, μ) is a TRS P over the signature G = F ∪ D and μ ∈ MF∪G as required by Definition 5.
Furthermore, PG = DPF (R, μ) and PX = DPX (R, μ). We can define an infinite minimal (DP(R, μ),R, μ)-chain using
CSDPs ui → vi for i  1, where ui = li and
B. Alarcón et al. / Information and Computation 208 (2010) 922–968 937
1. vi = si if (D1) holds. Since ti ∈ M∞,μ, we have that root(si) ∈ D and, because ti = σi(si), by Corollary 2, Renμ(si)
is μ-narrowable. Furthermore, if we assume that si is a μ-replacing subterm of li (i.e., li μ si), then σi(li)μ σi(si).
Since σi(si) = ti ∈ M∞,μ, this contradicts that σi(li) ∈ M∞,μ. Thus, li μ si. Hence, ui → vi ∈ DPF (R, μ).
Furthermore, t

i = σi(vi) is μ-terminating. Finally, since ti = σi(si)
>
↪−→ ∗ σi+1(li+1) and μ extends μ to F ∪ D by
μ(f ) = μ(f ) for all f ∈ D, we also have that σi(vi) = σi(si ) ↪→∗R,μ σi+1(ui+1).
2. vi = xi if (D2) holds. Clearly, ui → vi ∈ DPX (R, μ). As discussed above, ti isμ-terminating. Since σi(xi) ∈ T (F,X )
and σi(xi)μ ti, we have that σ(vi) = Ci[ti]pi for some Ci[ ]pi and pi ∈ Posμ(Ci[ ]pi) such that sprefixCi[ ]pi (pi) ⊆ F .
Finally, since ti
>
↪−→ ∗ σi+1(li+1), again we have that ti ↪→∗R,μ σi+1(ui+1). Furthermore, ti = θi(t′i ) for some t′i ∈
NHT and substitution θi.
Regarding σ , w.l.o.g. we can assume that Var(li) ∩ Var(lj) = ∅ for all i 
= j, and therefore Var(ui) ∩ Var(uj) = ∅ as well.
Then, σ is given by σ(x) = σi(x) whenever x ∈ Var(ui) for i  1. From the discussion in (1) and (2), we conclude that the
CSDPs ui → vi together with σ define an infinite minimal (DP(R, μ),R, μ)-chain. This leads to a contradiction. 
LetDP1X (R, μ) = P1X for P = DP(R, μ). By Theorem 2 and Propositions 8 and 9, we have the following.
Corollary 3 (Basic μ-termination criteria). LetR be a TRS and μ ∈ MR.
1. IfDP(R, μ) = ∅, thenR is μ-terminating.
2. If NHT DP(R,μ)(R, μ) = ∅ andDPF (R, μ) = ∅, thenR is μ-terminating.
3. IfDP(R, μ) = DP1X (R, μ), thenR is μ-terminating.
Example 13. Consider the following TRSR [44, Example 15]:
and(true, x) → x
and(false, y) → false
if(true, x, y) → x
if(false, x, y) → y
first(s(x), cons(y, z)) → cons(y, first(x, z))
add(0, x) → x
add(s(x), y) → s(add(x, y))
from(x) → cons(x, from(s(x)))
first(0, x) → nil
together with the canonical replacement mapμ(cons) = μ(s) = μ(from) = ∅,μ(add) = μ(and) = μ(if) = {1}, and
μ(first) = {1, 2}, which ensures completeness of CSR for computing head-normal forms3 with R (see [44,46]). Then,
DP(R, μ) = DP1X (R, μ) is:
AND(true, x) → x
ADD(0, x) → x
IF(true, x, y) → x
IF(false, x, y) → y
Note also thatNHT DP(R,μ) = ∅. Thus, by either of the last two statements of Corollary 3, we conclude the μ-termination
ofR.
The following example shows that Corollary 3(3) does not hold for chains consisting of arbitrary collapsing CSDPs.
Example 14. Consider the CS-TRS (R, μ) in Example 3. Note that DP(R, μ) = DPX (R, μ) (both DPF (R, μ) and
DP1X (R, μ) are empty!). We have the following infinite (DP(R, μ),R, μ)-chain:
F(a) ↪→R,μ F(c(f(a))) ↪→DP(R,μ),μ F(a) ↪→R,μ · · ·
Now, we prove that the previous CS-dependency pair approach is not only correct but also complete for proving termi-
nation of CSR.
Theorem 3 (Completeness). Let R be a TRS and μ ∈ MR. If R is μ-terminating, then there is no infinite (DP(R, μ),R, μ)-
chain.
3 A head-normal form is a term that cannot be rewritten to a redex.
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Proof. By contradiction. If there is an infinite (DP(R, μ),R, μ)-chain, then there are a substitution σ and dependency
pairs ui → vi ∈ DP(R, μ) such that
1. σ(vi) ↪→∗R,μ σ (ui+1), if ui → vi ∈ DPF (R, μ), and
2. if ui → vi = ui → xi ∈ DPX (R, μ), then there is si ∈ T (F,X ) such that σ(xi)μ si and si ↪→∗R,μ σ (ui+1).
for i  1. Now, consider the first dependency pair u1 → v1 in the sequence:
1. If u1 → v1 ∈ DPF (R, μ), then v1 is a μ-replacing subterm of the right-hand-side r1 of a rule l1 → r1 in R.
Therefore, r1 = C1[v1]p1 for some position p1 ∈ Posμ(r1) and context C1[ ]p1 , and we can perform the μ-rewriting
step t1 = σ(u1) ↪→R,μ σ (r1) = σ(C1)[σ(v1)]p1 = s1, where σ(v1) = σ(v1) ↪→∗R,μ σ (u2) and σ(u2) initiates
an infinite (DP(R, μ),R, μ)-chain. Note that p1 ∈ Posμ(s1).
2. If u1 → x ∈ DPX (R, μ), then there is a rule l1 → r1 inR such that u1 = l1, and x ∈ Varμ(r1) − Varμ(l1), i.e., r1 =
C1[x]q1 for some q1 ∈ Posμ(r1). Furthermore, since σ(x) = C′1[s]p′1 for some term s, C′1[ ]p′1 and p′1 ∈ Posμ(C′1[ ]p′1)
such that s ↪→∗R,μ σ (u2), we can perform the μ-rewriting step t1 = σ(l1) ↪→R,μ σ (r1) = σ(C1)[C′1[s]p′1]q1 = s1
where s ↪→∗R,μ σ (u2) (hence s
>
↪−→ ∗R,μ u2) and σ(u2) initiates an infinite (DP(R, μ),R, μ)-chain. Note that
p1 = q1 · p′1 ∈ Posμ(s1) (use Proposition 1).
Since μ(f ) = μ(f ), and p1 ∈ Posμ(s1), we have that s1 ↪→∗R,μ t2[σ(u2)]p1 = t2 and p1 ∈ Posμ(t2). Thus, we can build
an infinite μ-rewrite sequence t1 ↪→R,μ s1 ↪→∗R,μ t2 ↪→R,μ · · · which contradicts the μ-termination ofR. 
Proposition 9(3) suggests a simple checking of non-μ-termination.
Corollary 4 (Non-μ-termination criterion). LetR = (F, R) be a TRS and μ ∈ MF . If there is u → v ∈ DPF (R, μ) such that
v′ = θ(u) for some substitution θ and renamed version v′ of v, thenR is not μ-terminating.
As a corollary of Theorems 2 and 3, we have:
Corollary 5 (Characterization of μ-termination). LetR be a TRS and μ ∈ MR. Then,R is μ-terminating if and only if there is
no infinite minimal (DP(R, μ),R, μ)-chain.
7. Mechanizing proofs ofµ-termination using CSDPs
Over the last 10 years, the dependency pair method has evolved to a powerful technique for proving termination of
TRSs in practice. In the DP-approach [10], the starting point is a TRS R from which a set of dependency pairs DP(R) is
obtained. Then, these dependency pairs are organized in a dependency graphDG(R) whose nodes are the pairs inDP(R)
and where the arcs are obtained by investigating possible rewriting connections between (instances of) the right-hand sides
of the pairs and (instances of) the left-hand sides of other (not necessarily distinct) pairs. The cycles of the graph are analyzed
to show that no infinite chains of DPs can be obtained from them [25]. In this sense, the treatment of strongly connected
components of the graph (SCCs) instead of cycles [38,39] brought an important improvement to the practical use of this
approach.
In the DP-approach, the components ui → vi of the chains (or cycles) are dependency pairs, i.e., ui → vi ∈ DP(R) for all
i  1. Since they only make sense when an underlying TRS R is given as the source of the dependency pairs, transforming
DPs is possible (the narrowing transformation is already described in [10]) but only as a final step because, afterwards,
they are no longer dependency pairs of the original TRS. The dependency pair framework [33,35] solves this problem in a
clear way, leading to a more powerful mechanization of termination proofs. The central notion now is that of DP problem
[35, p. 158]: given a TRS R and a set of pairs P , the goal is to verify the absence of infinite (minimal) chains. In this case,
the DP problem is called finite. Termination of a TRS R is addressed as a DP problem4 (P,R) where P = DP(R): R is
terminating if this problem is finite. The most important notion regarding the mechanization of the proofs is the notion of
processor. Formally, a DP processor is a function Proc that takes a DP problem as input and returns a new set of DP problems
that then have to be solved instead. Alternatively, it can also return “no” [35, p. 159]. In the following, we adapt the notions of
[35] to CSR.
4 The original definition in [35] includes an extra parameter e, which specifies two kinds of problems: e = t for termination problems, and e = i for innermost
termination problems.
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7.1. CS problems, CS processors, and the CSDP-framework
In our definition of DP problem for CSR, we prefer to avoid ‘DP’ because, as discussed above, dependency pairs (as such)
are relevant in the theoretical framework only for investigating a particular problem (termination of TRSs), whereas some
transformations can yield sets of pairs which are no longer dependency pairs of the underlying TRS.
Definition 6 (CS problem). A CS problem τ is a tuple τ = (P,R, μ), where R and P are TRSs and μ ∈ MR∪P . The CS
problem τ is finite if there is no infinite minimal (P,R, μ)-chain. The CS problem τ is infinite ifR is non-μ-terminating or
there is an infinite minimal (P,R, μ)-chain.
Remark 8. As in the standard DP framework (see the discussion and further motivation in [35, p. 159]), the inclusion of
the case when R is nonterminating as part of the definition of infinite problem is essential for dealing with some specific
transformations of CS problems (see Theorems 8 and 16).
Definition 7 (CS processor). A CS processor Proc is a mapping from CS problems into sets of CS problems. Alternatively, it
can also return “no”. A CS processor Proc is
• sound if for all CS problems τ , we have that (1) τ is finite whenever Proc(τ ) 
= no and (2) ∀τ ′ ∈ Proc(τ ), τ ′ is finite.
• complete if for all CS problems τ , we have that (1) τ is infinite whenever Proc(τ ) = no or (2) ∃τ ′ ∈ Proc(τ ) such that
τ ′ is infinite.
A (sound) processor transforms DP problems into (hopefully) simpler ones, in such a way that the existence of an infinite
chain in the original DP problem implies the existence of an infinite chain in the transformed one. Here, ‘simpler’ usually
means that fewer pairs are involved. Soundness is essential for proving termination. Completeness is necessary for proving
nontermination.
Processors are used in a divide and conquer scheme to incrementally simplify the original CS problem asmuch as possible,
possibly decomposing it into smaller pieces which are then independently treated in the very same way. The trivial case
comes when the set of pairs P becomes empty. Then, no infinite chain is possible, and we can provide a positive answer yes
to the CS problem which is propagated upwards to the original problem in the root of the decision tree. In some cases, it is
also possible to witness the existence of infinite chains for a given CS problem; then a negative answer no can be provided
and propagated upwards.
Theorem 4 (CSDP-framework). LetR be a TRS and μ ∈ MR. We construct a tree whose nodes are labeled with CS problems or
“yes” or “no”, and whose root is labeled with (DP(R, μ),R, μ). For every inner node labeled with τ , there is a sound processor
Proc satisfying one of the following conditions:
1. Proc(τ ) = no and the node has just one child that is labeled with “no”.
2. Proc(τ ) = ∅ and the node has just one child that is labeled with “yes”.
3. Proc(τ ) 
= no, Proc(τ ) 
= ∅, and the children of the node are labeled with the CS problems in Proc(τ ).
If all leaves of the tree are labeled with “yes”, then R is μ-terminating. Otherwise, if there is a leaf labeled with “no” and if all
processors used on the path from the root to this leaf are complete, thenR is not μ-terminating.
Propositions 8 and 9 are the basis for the following sound and complete processors, which provide some base cases for
our proofs of termination of CSR.
Theorem 5 (Basic CS processors). Let R = (F, R) and P = (G, P) be TRSs and μ ∈ MF∪G . Then, the processors ProcFin and




∅ if P = ∅ ∨ P = P1X ∨ (R = ∅ ∧ P = PX ); and
{(P,R, μ)} otherwise
ProcInf (P,R, μ) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
no if v = θ(u)
for some u → v ∈ PG and substitution θ; and
{(P,R, μ)} otherwise
are sound and complete.
5 In the following, we often write Proc(P,R, μ) instead of Proc((P,R, μ)) to avoid duplicated parentheses.
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In the following sections, we describe several sound and (most of them) complete CS processors.
8. Context-sensitive dependency graph
In the dependency pairs approach [10], a dependency graph DG(R) is associated to the TRS R. The nodes of DG(R)
are the dependency pairs in DP(R); there is an arc from a dependency pair u → v to a dependency pair u′ → v′
such that Var(u) ∩ Var(u′) = ∅ if θ(v) →∗R θ(u′) for some substitution θ . In [35], a more general notion of graph
of pairs DG(P,R) associated to a set of pairs P and a TRS R is considered. Pairs in P are now used as the nodes of
the graph, but they are connected by R-rewriting in the same way [35, Definition 7]. The analysis of the cycles in the
graph that is built from such pairs is useful for investigating the existence of infinite (minimal) chains of pairs. In the fol-
lowing section, we take into account these points to provide an appropriate definition of context-sensitive (dependency)
graph.
8.1. Definition of the context-sensitive dependency graph
Given TRSsR and P and a replacement map μ ∈ MR∪P , we want to obtain a notion of graph that is able to represent all
infiniteminimal chains of pairs as given in Definition 5.
Definition 8 (Context-sensitive graph of pairs). Let R and P be TRSs and μ ∈ MR∪P . The context-sensitive (CS-)graph
G(P,R, μ) has P as the set of nodes. Given u → v, u′ → v′ ∈ P , there is an arc from u → v to u′ → v′ if u → v, u′ → v′
is a minimal (P,R, μ)-chain for some substitution σ .
In termination proofs, we are concerned with the so-called strongly connected components (SCCs) of the dependency
graph, rather than with the cycles themselves (which are exponentially many) [39]. A strongly connected component in a
graph is amaximal cycle, i.e., a cycle that is not contained in any other cycle. The following result justifies the use of SCCs for
proving the absence of infinite minimal (P,R, μ)-chains.
Theorem 6 (SCC processor). LetR and P be TRSs and μ ∈ MR∪P . Then, the processor ProcSCC given by
ProcSCC(P,R, μ) = {(Q,R, μ) | Q are the pairs of an SCC in G(P,R, μ)}
is sound and complete.
Proof. We prove soundness by contradiction. Assume thatProcSCC is not sound. Then, there is a CS problem τ = (P,R, μ)
such that, for all τ ′ ∈ ProcSCC(τ ), τ ′ is finite but τ is not finite. Thus, there is an infinite minimal (P,R, μ)-chain A. Since P
contains a finite number of pairs, there is P ′ ⊆ P and a tail B of A, which is an infinite minimal (P ′,R, μ)-chain where all
pairs in P ′ are infinitely often used. According to Definition 8, this means that P ′ is a cycle inG(P,R, μ). Hence P ′ belongs
to some SCC with nodes in Q, i.e., P ′ ⊆ Q. Thus, B is an infinite minimal (Q,R, μ)-chain, i.e., τ ′ = (Q,R, μ) is not finite.
Since τ ′ ∈ ProcSCC(τ ), we obtain a contradiction.
With regard to completeness, sinceQ ⊆ P for someSCC inG(P,R, μ)withnodes inQ, every infiniteminimal (Q,R, μ)-
chain is an infinite minimal (P,R, μ)-chain. Hence, the processor is complete as well. 
As a consequence of this theorem, we can separately work with the strongly connected components of G(P,R, μ), disre-
garding other parts of the graph. Now we can use these notions to introduce the context-sensitive dependency graph.
Definition 9 (Context-sensitive dependency graph). Let R be a TRS and μ ∈ MR. The Context-Sensitive Dependency Graph
(CSDG) forR and μ isDG(R, μ) = G(DP(R, μ),R, μ).
8.2. Estimating the CS-dependency graph
In general, the context-sensitive graph is not computable: it involves reachability of σ(u′) from σ(v) (for u → v ∈ PG) or
σ(t) (for t ∈ NHT P ) using CSR. Since the reachability problem for CSR is undecidable, we need to use some approximation
of it.
Remark 9. Several estimations of the dependency graph were investigated in [10,34,39,55,56]. The first one, introduced in
[10], was adapted to CSR in [3].
Following [34], we describe how to approximate the CS-dependency graph of a CS-TRS. Given a TRSR and a replacement
map μ, we let tcap
μ
R be as follows:
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tcap
μ
R(x) = y if x is a variable, and
tcap
μ
R(f (t1, . . . , tk)) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
f ([t1]f1, . . . , [tk]fk) if f ([t1]f1, . . . , [tk]fk) does not unify
with l for any l → r inR
y otherwise
where y is intended to be a new, fresh variable that has not yet been used and given a term s, [s]fi = tcapμR(s) if i ∈ μ(f ) and
[s]fi = s if i 
∈ μ(f ). We assume that l shares no variablewith f ([t1]f1, . . . , [tk]fk)when the unification is attempted. Function
tcap
μ
R is intended to provide a suitable approximation of the aforementioned (R, μ)-reachability problems by means of
unification. The following result formalizes the correctness of this approach.
Proposition 10. LetR = (F, R) be a TRS andμ ∈ MF . Let t, u ∈ T (F,X ) be such thatVar(t)∩Var(u) = ∅. If θ(t) ↪→∗ θ(u)
for some substitution θ , then tcap
μ
R(t) and u unify.
Proof. In the following, we let s = tcapμR(t). Note that, since Var(t) ∩ Var(u) = ∅, we also have Var(s) ∩ Var(u) = ∅.
Clearly, t = σ(s) for some substitution σ . We proceed by induction on the lengthm of the sequence from θ(t) to θ(u).
1. Ifm = 0, then θ(t) = θ(σ (s)) = θ(u). Since Var(s) ∩ Var(u) = ∅, we can write θ(u) = θ(σ (u)), i.e., s and u unify.
2. Ifm > 0, thenwe have θ(t) ↪→ t′ ↪→∗ θ(u). Let p ∈ Posμ(θ(t)) be the positionwhere theμ-rewrite step θ(t) ↪→ t′
is performed. By definition of tcap
μ
R, s = s[z]q for some fresh variable z and position q such that q  p. We can write
θ(t) = θ(s). Furthermore, since z is a fresh variable, we can write t′ = θ(s) if we assume that θ(z) = t′|q. Thus,





R(t)) is just a renaming of tcap
μ
R(t), the conclusion follows. 
According to Proposition 10, given terms t, u ∈ T (F,X ) that share no variable, and a substitution θ , the reachability of θ(u)
from θ(t) by μ-rewriting can be approximated as unification of tcap
μ
R(t) and u. Thus, taking into account Definitions 5 and
8, we have the following.
Definition 10 (Estimated context-sensitive graph of pairs). Let R and P be TRSs and μ ∈ MR∪P . The estimated CS-graph
associated toR and P (denoted EG(P,R, μ)) has P as the set of nodes and the arcs that connect them as follows:
1. There is an arc from u → v ∈ PG to u′ → v′ ∈ P if tcapμR(v) and u′ unify.
2. There is an arc from u → v ∈ PX to u′ → v′ ∈ P if there is t ∈ NHT (R, μ) such that tcapμR(t) and u′ unify.
As a consequence of Proposition 10, we have the following.
Corollary 6 (Approximation of the context-sensitive graph). Let R and P be TRSs and μ ∈ MR∪P . The estimated CS-graph
EG(P,R, μ) contains the CS-graph G(P,R, μ).
Therefore, we have the following estimated CSDG: EDG(R, μ) = EG(DP(R, μ),R, μ).
Remark 10. Proposition 10 also provides estimations for NHT P : if t ∈ NHT P , then tcapμR(t) and u unify for some
u → v ∈ P . In the following, we compute NHT P in this way.
Fig. 5. Context-sensitive dependency graph for the CS-TRS in Example 1.
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Example 15. Consider again the CS-TRS (R, μ) in Example 1. Note that
NHT DP(R,μ)(R, μ) = {oddNs, incr(oddNs), incr(x), zip(xs, ys), rep2(xs)}
The (estimated) CSDG in Fig. 5 has four cycles, each of which contains a single pair. We transform the CS problem
(DP(R, μ),R, μ) into a set
ProcSCC(DP(R, μ),R, μ) =
{
({(1)},R, μ), ({(17)},R, μ), ({(21)},R, μ), ({(23)},R, μ)
}
which contains four new (but very simple) CS problems.
Remark 11 (CSDG vs. DG). Consider againR andμ as in Example 1. Pairs (9) and (10) belong to bothDG(R) (see Fig. 3) and
DG(R, μ) (see Fig. 5). However, they are not equally connected inDG(R) andDG(R, μ). The reason is that the collapsing
pair (25), that is not a node ofDG(R), originates an incoming arc from both (9) and (10).
9. Treating collapsing pairs
The following result shows how to safely transform collapsing pairs into noncollapsing ones in some particular cases.
Theorem 7 (Removing collapsing pairs). Let R = (F, R) and P = (G, P) be TRSs and μ ∈ MF∪G . Let P ′ = (G′, P′) where
P′ = (P − PX ) ∪ Q for Q = {u → t | u → x ∈ PX , t ∈ NHT P}, G′ = G if Q = ∅, and G′ = F ∪ G if Q 
= ∅. Then, the
processor ProcgNHT given by
ProcgNHT (P,R, μ) =
⎧⎨
⎩
{(P ′,R, μ)} if NHT P(R, μ) ⊆ T (F)
{(P,R, μ)} otherwise
is sound.
Proof. First, note that P ′ is a TRS: the new rules in Q are of the form u → t for t ∈ NHT P . Since NHT P ⊆ T (F), we
trivially have Var(t) ⊆ Var(u), i.e., u → t is a rewrite rule. Furthermore, whenever Q 
= ∅, G′ is the union of F and G
to reflect the use of symbols in F coming from terms t for t ∈ NHT P(R, μ)). Since we assume that D ⊆ G (Remark 4),
root(t) ∈ D ⊆ G ⊆ G′.
Weprove that theexistenceof an infiniteminimal (P,R, μ)-chain implies theexistenceof an infiniteminimal (P ′,R, μ)-
chain. Consider an infinite minimal (P,R, μ)-chain:
σ(u1) ↪→P,μ ◦μ t1 ↪→∗R,μ σ (u2) ↪→P,μ ◦μ t2 ↪→∗R,μ σ (u3) ↪→P,μ ◦μ · · ·
for some substitution σ , where, according to Definition 5, for all i  1, ti is μ-terminating and, (1) if ui → vi ∈ PG , then
ti = σ(vi) and (2) if ui → vi = ui → xi ∈ PX , then ti = si for some si such that σ(xi) μ si and si = θi(s¯i) for some
s¯i ∈ NHT and substitution θi. Actually, since ti = si = θi(s¯i) = θi(s¯i ) and ti ↪→∗R,μ σ (ui+1), we can further say that
s¯i ∈ NHT P .
In case (2), sinceNHT P ⊆ T (F), we have ti = si = θi(s¯i ) = s¯i , i.e., ti ∈ NHT P . Thus, we can use ui → ti ∈ Q instead
of ui → xi ∈ PX , becausewe still have ti ↪→∗R,μ σ (ui+1). In this way, by replacing each ui → xi ∈ PX by the corresponding
ui → ti ∈ Q, each step σ(ui) ↪→P,μ ◦ μ ti becomes a step σ(ui) ↪→P ′,μ ti, whereas steps σ(ui) ↪→P,μ σ (vi) = ti for
ui → vi ∈ PG remain unchanged. Thus, we obtain an infinite minimal (P ′,R, μ)-chain, as desired. 
Note that no pair in P ′ in Theorem 7 is collapsing. Unfortunately, ProcgNHT is not complete.
Example 16. Consider the following TRS:
b → f(c(b))
f(x) → x
together with the replacement map μ given by μ(f) = μ(c) = ∅.DP(R, μ) is:
B → F(c(b))
F(x) → x
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and NHT DP(R,μ) = {b}. There is no infinite (P,R, μ)-chain for P = DP(R, μ), i.e., (DP(R, μ),R, μ) is finite and R
μ-terminating. However, with P ′ as in Theorem 7:
B → F(c(b))
F(x) → B
we have an infinite minimal (P ’,R, μ)-chain, i.e, (P ’,R, μ) is not finite.
The following processor provides a sound and complete transformation of collapsing pairs into noncollapsing pairs.
Theorem 8 (Transforming collapsing pairs). LetR = (F, R) and P = (G, P) be TRSs and μ ∈ MF∪G . Let u → x ∈ PX and
Pu = {u → U(x)}
∪ {U(f (x1, . . . , xk)) → U(xi) | f ∈ F, i ∈ μ(f )}
∪ {U(t) → t | t ∈ NHT P}
where U is a fresh symbol. Let P ′ = (G ∪ {U}, P′) where P′ = (P − {u → x}) ∪ Pu, and μ′ which extends μ by μ′(U) = ∅.
The processor ProceColl given by
ProceColl(P,R, μ) = {(P ′,R, μ′)}
is sound and complete.
Proof. With regard to soundness, we proceed by contradiction. If ProceColl is not sound, then there is an infinite minimal
(P,R, μ)-chain but there is no infinite minimal (P ′,R, μ′)-chain A. Since P is finite, we can assume that there is Q ⊆ P
such that A has a tail B
σ(u1)

↪→Q,μ ◦μ t1 ↪→∗R,μ σ (u2) ↪→Q,μ ◦μ t2 ↪→∗R,μ · · ·
for some substitution σ and pairs ui → vi ∈ Q, and, for all i  1,
1. if vi 
∈ X , then ti = σ(vi),
2. if vi = xi ∈ X , then xi 
∈ Varμ(ui), and σ(xi) = Ci[si]pi for some context Ci[ ]pi , such that pi ∈ Posμ(Ci[ ]pi),





↪→Q,μ ◦ μ ti such that ui → vi 
= u → x, we have ui → vi ∈ P ′. By minimality of B, ti is (R, μ)-
terminating. Since ti ∈ T (F ∪ G,X ) and μ′(f ) = μ(f ) for all f ∈ F ∪ G, ti is (R, μ′)-terminating, too. On the other hand,
if ui → vi = u → x, then, since Ci[ ]pi ⊆ F , pi ∈ Posμ(Ci[ ]pi), and by definition of Pu, we get
σ(ui) ↪→Pu,μ′ U(σ (vi)) = U(Ci[si]pi) ↪→∗Pu,μ′ U(si) = U(θi(s¯i)) = θi(U(s¯i)) ↪→Pu,μ′ θi(s¯i ) = si = ti
where all terms of the form U(s) in the sequence above are (R, μ′)-terminating: sinceμ′(U) = ∅ and U does not belong to
F , U(s) is in (R, μ′)-normal form. Furthermore, by minimality of B, ti is (R, μ)-terminating and, sinceμ′(f ) = μ(f ) for all
f ∈ F ∪ G, ti is (R, μ′)-terminating. Therefore, we obtain an infinite minimal (P ′,R, μ′)-chain, leading to a contradiction.
For completeness, we consider two cases: if R is not μ-terminating, then all termination problems are infinite (both
before and after the application of ProceColl) and there is no problem. Therefore, assume that R is μ-terminating and that




↪→Q,μ′ ◦μ′ t1 ↪→∗R,μ′ σ(u2)

↪→Q,μ′ ◦μ′ t2 ↪→∗R,μ′ · · ·
for some substitutionσ and pairs ui → vi ∈ Qwhere ti = σ(vi) is (R, μ′)-terminating for i  1.Without loss of generality,
we can assume that σ(x) ∈ T (F ∪ G,X ) for all x ∈ X , i.e., σ does not introduce any symbol U. It is not difficult to see
that, for each (P ′,R, μ′)-chain which is based on a substitution σ ′ whose bindings σ ′(x) contain symbols U, there is a
(P ′,R, μ′)-chainwhich uses the same pairs inP ′ and rules inR for the rewriting steps, but which is based on a substitution
σ where the U’s have been just removed from all bindings σ ′(x) to obtain σ(x) instead.
If ui → vi ∈ Pu, then, without loss of generality, we can assume that ui = u and vi = U(x). Since μ(U) = ∅, there is
n  0 such that
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σ(ui)

↪→P ′,μ′ σ(U(x)) = U(σ (x)) = σ(ui+1)






↪→P ′,μ′ σ(vi+n) = σ(U(si+n+1))

↪→P ′,μ′ σ(si+n+1) = σ(ti)
↪→∗R,μ′ σ(ui+n+2)
where, for all j, i+1  j  i+n, uj = U(fj(x1, . . . , xij , . . . , xkj)), vj = U(xij), ij ∈ μ(fj), and si+n+1 ∈ NHT P (by definition
of ProceColl). Therefore, from the n rewriting steps that remove the fj ∈ F for 1  j  n, we know that σ(x) = Ci[ti+n+1]pi
with pi ∈ Posμ(Ci[ ]pi) and sprefixCi[ ]pi (pi) ⊆ F . Thus, according to Definition 5, we have: σ(ui)

↪→P,μ ◦ μ ti and
ti ↪→∗R,μ σ (ui+n+2). Furthermore, ti is μ-terminating (because R is μ-terminating). On the other hand, if ui → vi ∈
P − {u → x}, then we have σ(ui) ↪→P,μ ◦μ ti satisfying the conditions in Definition 5. We obtain an infinite minimal
(P,R, μ)-chain, leading again to a contradiction. 
Example17. TheuseofProceCollwith (DP(R, μ),R, μ) inExample16yields (P ′,R, μ′)whereP ′ consistsof the following
pairs:
B → F(c(b)) F(x) → U(x)
U(b) → B
It is not difficult to see now that there is no infinite minimal (P ′,R, μ′)-chain.
10. Use of µ-reduction pairs
A reduction pair (,) consists of a stable and monotonic quasi-ordering, and a stable and well-founded ordering
satisfying either ◦ ⊆ or ◦ ⊆ [42]. The absence of infinite chains of pairs can be ensured by finding a reduction
pair (,) that is compatible with the rules and the pairs: l  r for all rewrite rules l → r and u  v or u  v for all
dependency pairs u → v [10]. In the dependency pair framework, they are used to obtain smaller sets of pairs P ′ ⊆ P by
removing the strict pairs, i.e., those pairs u → v ∈ P such that u  v.
Stability is required for both and because, although we only check the left- and right-hand sides of the rewrite rules
l → r (with ) and pairs u → v (with  or ), the chains of pairs involve instances σ(l), σ(r), σ(u), and σ(v) of rules
and pairs, and we aim to conclude σ(l)  σ(r) and also σ(u)  σ(v) or σ(u)  σ(v). Monotonicity is required for to
deal with the application of rules l → r to an arbitrary depth in terms. Since the pairs are ‘applied’ only at the root level, no
monotonicity is required for (but, for this reason, we cannot compare the rules inR using). Endrullis et al. noticed that
transitivity is not necessary for the strict component because it is somehow ‘simulated’ by the compatibility requirement
above [20].
In our setting, since we are interested in μ-rewriting steps only, we can relax the monotonicity requirements as follows.
Definition 11 (μ-reduction pair). Let F be a signature and μ ∈ MF . A μ-reduction pair (,) consists of a stable and μ-
monotonic quasi-ordering and awell-founded stable relation on terms in T (F,X ) that are compatible, i.e., ◦ ⊆
or ◦ ⊆. We say that (,) is μ-monotonic if is μ-monotonic.
The following result allows us to use a μ-monotonic μ-reduction pair to remove some rewrite rules from the original
rewrite systemR before starting a termination proof.
Proposition 11 (Removing strict rewrite rules). Let R be a TRS and μ ∈ MR. Let (,) be a μ-monotonic μ-reduction pair
such that l ( ∪ ) r for all l → r ∈ R. Let R = {l → r ∈ R | l  r} and S = R − R. Then, R is μ-terminating if and
only if S is μ-terminating.
Proof. Since S ⊆ R, the only if part is obvious. For the if part, we proceed by contradiction. IfR is not μ-terminating, then
there is an infinite μ-rewrite sequence A:
t1 ↪→R,μ t2 ↪→R,μ · · · tn ↪→R,μ · · ·
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where an infinite number of rules inR havebeenused; otherwise, therewouldbe an infinite tail tm ↪→S,μ tm+1 ↪→S,μ · · ·
for somem  1 where only rules in S are applied, contradicting the μ-termination of S . Let J = {j1, j2, . . .} be the infinite
set of indices indicating μ-rewrite steps tj ↪→R,μ tj+1 in A, for all j ∈ J, where rules in R have been used to perform the
μ-rewriting step. Since l  r for all l → r ∈ R, by stability and μ-monotonicity of , we have that tji  tji+1. Since
l  r for all l → r ∈ S, by stability and μ-monotonicity of , we have that tji+1  tji+1 . By compatibility between 
and, we have tji  tji+1 for all i  1. We obtain an infinite sequence tj1  tj2  · · · which contradicts well-foundedness
of. 
10.1. Argument filterings for CSR
An argument filtering π for a signature F is a mapping that assigns to every k-ary function symbol f ∈ F an argument
position i ∈ {1, . . . , k} or a (possibly empty) list [i1, . . . , im] of argument positions with 1  i1 < · · · < im  k [42]. The
trivial argument filtering π is given by π(f ) = [1, . . . , k] for each k-ary symbol f ∈ F . It corresponds to the argument
filtering which does nothing. In the dependency pair method, argument filteringsπ provide a simple way to remove parts of
the syntactic structure of a rule s → t. Argument filterings (recursively) drop immediate subterms of terms and can produce
terms from a new signature where the arity of symbols has been decreased if necessary. In this way, we obtain simpler
expressions that are (hopefully) easy to compare. In the following, we adapt the argument filtering technique to our CSDP
framework. In Section 10.2, we investigate their use together withμ-reduction pairs. We can use an argument filtering π to
‘filter’ either the signature F or any replacement map μ ∈ MF . In the following, we assume that:
1. The signature Fπ consists of all function symbols f such that π(f ) is some list [i1, . . . , im], where, in Fπ , the arity of
f ism. As usual, we give the same name to the version of f ∈ F that belongs to Fπ .
2. The replacement map μπ ∈ MFπ is given as follows: for all f ∈ F such that f ∈ Fπ and π(f ) = [i1, . . . , im]:
μπ(f ) = {j ∈ {1, . . . ,m} | ij ∈ μ(f )}




t if t is a variable
π(ti) if t = f (t1, . . . , tk) and π(f ) = i
f (π(ti1), . . . , π(tim)) if t = f (t1, . . . , tk) and π(f ) = [i1, . . . , im]
Note that, for the trivial argument filteringπ, we have thatFπ = F andμπ = μ for allμ ∈ MF . Furthermore,π(t) = t
for all t ∈ T (F,X ). In the following, given a substitutionσ and an argument filteringπ , we letσπ be the substitution defined
by σπ(x) = π(σ(x)) for all x ∈ X . The following auxiliary results are used below.
Lemma 7. Let F be a signature, π be an argument filtering for F , and σ be a substitution. If t ∈ T (F,X ), then π(σ(t)) =
σπ(π(t)).
Proof. By structural induction.
1. Base case: t is a variable or a constant symbol. If t = x ∈ X , then π(x) = x and π(σ(x)) = σπ(x) = σπ(π(x)). If t is
a constant symbol, then π(t) = t and σ(t) = t = σπ(t). Hence, π(σ(t)) = π(t) = t = σπ(t) = σπ(π(t)).
2. If t = f (t1, . . . , tk), then we consider the two possible cases according to π(f ):
(a) If π(f ) = i for some i ∈ {1, . . . , k}, then π(t) = π(ti). By the induction hypothesis, π(σ(ti)) = σπ(π(ti)).
Therefore, π(σ(t)) = π(f (σ (t1), . . . , σ (tk))) = π(σ(ti)) = σπ(π(ti)) = σπ(π(f (t1, . . . , tk))) = σπ(π(t)).
(b) If π(f ) = [i1, . . . , im], then π(t) = f (π(ti1), . . . , π(tim)). By the induction hypothesis, π(σ(tij)) = σπ(π(tij))
for all j ∈ {1, . . . ,m}. Thus, π(σ(t)) = π(f (σ (t1), . . . , σ (tk)))= f (π(σ (ti1)), . . . , π(σ (tim)))= f (σπ (π(ti1)),
. . . , σπ (π(tim))) = σπ(f (π(ti1), . . . , π(tim))) = σπ(π(t)). 
Proposition 12. Let R = (F, R) be a TRS, μ ∈ MF , π be an argument filtering for F , and s, t ∈ T (F,X ). Let  be a
μπ -monotonic quasi-ordering such that π(l)  π(r) for all l → r ∈ R. If s ↪→∗ t, then π(s)  π(t).
Proof. By induction on the length n of the μ-rewrite sequence.
1. If n = 0, then s = t and, trivially, π(s) = π(t). Since is reflexive, we have π(s)  π(t).
2. If n > 0, we can write s ↪→ s′ ↪→∗ t, where the length of the sequence from s′ to t is n − 1. Let p ∈ Posμ(s) be the
μ-replacing position where the μ-rewriting step s ↪→ s′ is performed. We prove that s ↪→ s′ implies π(s)  π(s′)
by induction on the structure of p.
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(a) If p = , then s = σ(l) and s′ = σ(r) for some rewrite rule l → r and matching substitution σ . By Lemma
7, π(s) = π(σ(l)) = σπ(π(l)) and π(s′) = π(σ(r)) = σπ(π(r)). Since π(l)  π(r), by stability of  we
conclude π(s) = σπ(π(l))  σπ(π(r)) = π(s′).
(b) If p = i · q, then we can write s = f (s1, . . . , si, . . . , sk) and s′ = f (s′1, . . . , s′i, . . . , s′k) for some nonconstant
symbol f (i.e., ar(f ) > 0) and we know that i ∈ μ(f ), si ↪→ s′i at position q, and sj = s′j for all j 
= i. By the
induction hypothesis, π(si)  π(s′i). We consider the two possible cases according to π(f ):
i. Ifπ(f )= j for some j ∈ {1, . . . , k}, thenπ(s)=π(sj). If i 
= j, then s′j = sj . By reflexivity of, we haveπ(sj) 
π(s′j). If i= j, then we know from above that π(si)  π(s′i). Therefore, π(s) = π(sj)  π(s′j) = π(s′).
ii. If π(f ) = [i1, . . . , im], then we have that π(s) = f (π(si1), . . . , π(sim)) and π(s′) = f (π(s′i1), . . . , π(s′im)).
Consider ij for some j ∈ {1, . . . ,m}. We have two cases:
A. If ij = i, then by the induction hypothesis, π(sij)  π(s′ij) and, by definition of μπ , j ∈ μπ(f ).
B. If ij 
= i, then s′ij = sij and we have π(sij) = π(s′ij).
Note that π(sij) is the jth immediate subterm of π(s). By μπ -monotonicity of,
π(s) = π(f (s1, . . . , sk))
= f (π(si1), . . . , π(sij), . . . , π(sim))
 f (π(si1), . . . , π(s′ij), . . . , π(sim))
= f (π(s′i1), . . . , π(s′ij), . . . , π(s′im))
= π(f (s′1, . . . , s′k))
= π(s′)
where we assume that ij = i for some j ∈ {1, . . . , k}. If no such j exists, then we would have π(s) = π(s′),
which also implies π(s)  (s′) because is reflexive.
Thus, we have proved that s ↪→ s′ implies π(s)  π(s′) as desired.
Therefore, π(s)  π(s′) and, by the induction hypothesis, π(s′)  π(t). By transitivity of , we conclude
π(s)  π(t). 
Remark 12. We often use argument filterings to transform (sets of) rules S as follows: π(s → t) = π(s) → π(t) for a
rule s → t, and π(S) = {π(s → t) | s → t ∈ S}. Given a TRS R = (F, R), we write π(R) to denote the filtered TRS
(Fπ , π(R)).
10.2. Removing pairs using μ-reduction pairs
Given TRSs R = (F, R) and P = (G, P), and μ ∈ MF∪G , checking the absence of infinite minimal (P,R, μ)-chains can
often be ‘simplified’ to checking the absence of infinite minimal (P ′,R, μ)-chains for a proper subTRS P ′ of P by finding
appropriate μ-reduction pairs (,). The presence of collapsing pairs u → v = u → x ∈ PX imposes some additional
requirements on the μ-reduction pairs:
1. We need to ensure that the quasi-ordering is able to ‘look’ for aμ-replacing subterm s inside the instantiation σ(x)
of a migrating variable x: since σ(x) = C[s]p for some context C[ ]p and μ-replacing position p ∈ Posμ(C[ ]p) such
that sprefixC[ ]p(p) ⊆ F , we can obtain s out from C[s]p by applying the projection rules in Embμ(F) (Definition 1).
Hence, we require Embμ(F)⊆.
2. We need to connect the marked version s of s (which is an instance of a hidden term t ∈ NHT P , i.e., s = θ(t) for
some substitution θ ) with an instance σ(u) of the left-hand side u of a pair; hence, we require t  t or t  t for all
t ∈ NHT P which, by stability, becomes s  s or s  s.
The following theorem formalizes a generic processor to remove pairs from P by using argument filterings andμ-reduction
pairs.
Theorem 9 (μ-reduction pair processor). Let R = (F, R) and P = (G, P) be TRSs and μ ∈ MF∪G . Let π be an argument
filtering for F ∪ G and (,) be a μπ -reduction pair such that
1. π(R) ⊆, π(P) ⊆ ∪ , and
2. whenever NHT P 
= ∅ and PX 
= ∅, we have that
(a) for all f ∈ F , either π(f ) = [i1, . . . , im] and μ(f ) ⊆ π(f ), or π(f ) = i and μ(f ) = {i},
(b) Embμπ (Fπ )⊆, and
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(c) π(t) ( ∪ ) π(t) for all t ∈ NHT P ,




{(P − P,R, μ)} if (1) and (2) hold
{(P,R, μ)} otherwise
is sound and complete.
Proof. Completeness is obvious, since P − P ⊆ P . Regarding soundness, we proceed by contradiction. Assume that there
is an infinite minimal (P,R, μ)-chain A, but that there is no infinite minimal (P − P,R, μ)-chain. Due to the finiteness
of P , we assume that there is Q ⊆ P such that A has a tail B
σ(u1) ↪→Q,μ ◦μ t1 ↪→∗R,μ σ (u2) ↪→Q,μ ◦μ t2 ↪→∗R,μ σ (u3) ↪→Q,μ ◦μ · · ·
for some substitution σ , where all pairs in Q are infinitely often used. Also, for all i  1, (1) if ui → vi ∈ QG , then
ti = σ(vi) and (2) if ui → vi = ui → xi ∈ QX , then ti = si for some si such that σ(xi) = Ci[si]pi for some Ci[ ]pi and
pi ∈ Posμ(Ci[ ]pi) such that sprefixCi[ ]pi (pi) ⊆ F and si = θi(s¯i) for some s¯i ∈ NHT and substitution θi. Actually, since
ti = si = θi(s¯i) = θi(s¯i ) and ti ↪→∗R,μ σ (ui+1), we can further say that s¯i ∈ NHT Q.
Since π(ui) ( ∪ ) π(vi) for all ui → vi ∈ Q ⊆ P , by stability of and, we have σπ(π(ui)) ( ∪ ) σπ (π(vi))
for all i  1.
No pair u → v ∈ Q satisfies that π(u)  π(v). Otherwise, we get a contradiction by considering the following two
cases:
1. If ui → vi ∈ QG , then ti = σ(vi) ↪→∗R,μ σ (ui+1) and by Proposition 12, π(ti)  π(σ(ui+1)). By Lemma 7,
π(ti)  σπ(π(ui+1)). Since we have σπ(π(ui)) ( ∪ ) σπ (π(vi)) = π(σ(vi)) = π(ti) (using Lemma 7), by using
transitivity of and compatibility between and, we conclude that σπ(π(ui)) ( ∪ ) σπ (π(ui+1)).
2. If ui → vi = ui → xi ∈ QX , then σ(vi) = σ(xi) = Ci[si]pi . Since i ∈ μ(f ) implies that i ∈ π(f ), we can say that
π(σ(x)) = σπ(x) = π(Ci)[π(si)]qi for some qi ∈ Posμπ (π(Ci)) and sprefixπ(Ci)(qi) ⊆ Fπ . Since Embμπ (Fπ )⊆,
we have σπ(π(vi)) = σπ(xi)  π(si). Furthermore, we are assuming that π(t) ( ∪ ) π(t) for all t ∈ NHT Q ⊆
NHT P . Since si = θi(s¯i), we have that π(si) = π(θi(s¯i)) = θi,π (π(s¯i)) (using Lemma 7 again) and, similarly,
π(s

i ) = θi,π (π(s¯i )). By stability we have that π(si) ( ∪ ) π(si ). Hence, by transitivity of  (and compatibility
of and), we have σπ(π(vi)) = σπ(xi) ( ∪ ) π(si ). Finally, since π(si ) = π(ti) and ti ↪→∗R,μ σ (ui+1) for all
i  1, by Proposition 12 and Lemma 7, π(ti)  σπ(π(ui+1)). Therefore, again by transitivity of and compatibility
of and, we conclude that σπ(π(ui)) ( ∪ ) σπ (π(ui+1)).
Since u → v occurs infinitely often in B, there is an infinite set I ⊆ N such that σπ(π(ui))  σπ(π(ui+1)) for all i ∈ I .
And we have σπ(π(ui)) ( ∪ ) σπ (π(ui+1)) for all other ui → vi ∈ Q. Thus, by using the compatibility conditions of the
μπ -reduction pair, we obtain an infinite decreasing-sequence that contradicts the well-foundedness of.
Therefore, Q ⊆ P − P, which means that B is an infinite minimal (P − P,R, μ)-chain, thus leading to a
contradiction. 
Example 18. Consider the TRSR [63, Example 5]:
if(true, x, y) → x
if(false, x, y) → y
f(x) → if(x, c, f(true))
with μ(f) = {1} and μ(if) = {1, 2}. Then,DP(R, μ) consists of the following CSDPs:
F(x) → IF(x, c, f(true)) IF(false, x, y) → y
with μ(F) = {1} and μ(IF) = {1, 2}. The μ-reduction pair (,>) induced by the polynomial interpretation6
[c] = [true] = 0 [f](x) = x [F](x) = x
[false] = 1 [if](x, y, z) = x + y + z [IF](x, y, z) = x + z
6 See [49] for more information about the automatic generation of polynomial (quasi-)orderings with monotonicity requirements specified by means of
replacement maps.
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can be used to prove the μ-termination of R. For P = DP(R, μ), we have NHT P = {f(true)}. First, we can see that the
quasi-ordering is compatible with the rules in Embμ(F):
[f(x)] = x  x = [x]
[if(x, y, z)] = x + y + z  x = [x]
[if(x, y, z)] = x + y + z  y = [y]
Now we can see that the condition on the only hidden term in NHT P is also fulfilled:
[f(true)] = 0  0 = [F(true)]
Finally, for the three rules inR and the two pairs in P , we have:
[f(x)] = x  x = [if(x, c, f(true))]
[if(true, x, y)] = x + y  x = [x]
[if(false, x, y)] = x + y + 1  y = [y]
[F(x)] = x  x = [IF(x, c, f(true))]
[IF(false, x, y)] = y + 1 > y = [y]
We remove the ‘strict’ pair IF(false, x, y) → y from P to obtain P ′. With (P ’,R, μ), the application of ProcSCC leads to
an empty set of CS problems. Thus, the μ-termination ofR is proved.
The ‘compatibility’ between the replacement map μ and the argument filtering π , which is required when collapsing
pairs are present, is necessary in Theorem 9.
Example 19. Consider the following TRSR:
a→ c(h(f(a), b))
f(c(x)) → x
together with the replacement map μ given by μ(f) = μ(h) = {1} and μ(c) = ∅.DP(R, μ) is:
F(c(x)) → x
and NHT DP(R,μ) = {f(a)}. Note thatR is not μ-terminating:
f(a) ↪→ f(c(h(f(a), b))) ↪→ h(f(a), b) ↪→ · · ·
For the argument filtering π given by π(a) = π(h) = [], π(F) = π(f) = [1] and π(c) = 1, Fπ consists of the constants
a, h and symbol f of arity 1. Also, μπ(f) = μπ(F) = {1} and μπ(a) = μπ(h) = ∅. We get the constraints:
π(a) = a  h = π(c(h(f(a), b)))
π(f(c(x))) = f(x)  x = π(x)
f(x)  x
π(f(a)) = f(a)  F(a) = π(F(a))
π(F(c(x))) = F(x)  x = π(x)
which are easily satisfiable (by a polynomial interpretation, for instance). We would wrongly concludeμ-termination ofR.
Note that π(c) = 1 but μ(c) = ∅, and that π(h) = [] but μ(h) = {1}.
The next processor is useful when all (filterings of) terms inNHT P are ground. The advantage is that the quasi-ordering
 of the μ-reduction pair does not need to impose compatibility with the rules in Embμ(F).
Theorem 10 (μ-reduction pair processor for ground hidden terms). LetR = (F, R) and P = (G, P) be TRSs andμ ∈ MF∪G .
Let π be an argument filtering for F ∪ G such that, for all t ∈ NHT P , π(t) is ground. Let (,) be a μπ -reduction pair such
that
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1. π(R) ⊆, π(PG) ⊆ ∪ , and
2. for all u → v ∈ PX and all t ∈ NHT P , π(u) ( ∪ ) π(t)





{(P − P,R, μ)} if (1) and (2) hold
{(P,R, μ)} otherwise
is sound and complete.
Proof. Theproof is analogous to that of Theorem9. Assume the facts andnotation in thefirst paragraphof such aproof. Again,
we proceed by contradiction and assume that a pair u → v ∈ Q is in P. Again, we have σπ(π(ui)) ( ∪ ) σπ (π(ui+1))
for all pairs ui → vi ∈ QG .
Now, if ui → vi = ui → xi ∈ QX , then since π(ui) ( ∪ ) π(t) for all t ∈ NHT Q ⊆ NHT P , by stability we have
that σπ(π(ui)) ( ∪ ) σπ (π(t)). Since π(t) is ground, we have σπ(π(ui)) ( ∪ ) π(t). Therefore, since si ∈ NHT Q
and ti = si , we have σπ(π(ui)) ( ∪ ) π(ti). Finally, since si = ti and ti ↪→∗R,μ σ (ui+1) for all i  1, by Proposition 12
and Lemma 7, we have that π(ti)  σπ(π(ui+1)). Thus, we also have σπ(π(ui)) ( ∪ ) σπ (π(ui+1)).
Since u → v occurs infinitely often in B, by using the compatibility conditions of the μπ -reduction pair, we obtain
an infinite decreasing -sequence that contradicts well-foundedness of . In particular, if u → v ∈ QX ∩ P, then
π(u)  π(t) for all t ∈ NHT Q, so each time that u → v is used, a strict decrease occurs. 
Theorem 10 can succeed when Theorem 9 fails.
Example 20. Consider the TRSR:
a→ f(d(c(a))) (27)
f(c(x)) → x (28)
d(c(x)) → b (29)
and the replacement map μ given by μ(c) = ∅ and μ(f) = μ(d) = {1}. There are three CSDPs:
A→ F(d(c(a))) (30)
A→ D(c(a)) (31)
F(c(x)) → x (32)
ProcSCC(DP(R, μ),R, μ) yields a single CS problem (P,R, μ) with P = {(30), (32)}. Since NHT P = {a} 
= ∅ and
F(c(x)) → x is a collapsing CSDP, according to Theorem 9 we would require that any μ-reduction ordering used in the
theorem satisfy Embμ(F) ⊆  (assume the trivial filtering π here) and that a ( ∪ ) A. In this case, though, since
d(c(a))μ c(a), wemust have d(c(a))  c(a); byμ-monotonicity of, F(d(c(a)))  F(c(a)). Now, one of the following
two cases must hold:
1. A  F(d(c(a))) and F(c(x)) ( ∪ ) x. By stability of and, we have F(c(a)) ( ∪ ) a. Thus,
A  F(d(c(a)))  F(c(a)) ( ∪ ) a ( ∪ ) A.
By compatibility of and, we have A  · · ·  A, contradicting the well-foundedness of.
2. A ( ∪ ) F(d(c(a))) and F(c(x))  x. Hence,
A ( ∪ ) F(d(c(a)))  F(c(a))  a ( ∪ ) A.
Again, by compatibility of and, we have A  · · ·  A.
Thus, Theorem 9 cannot be used with this example. SinceNHT P ⊆ T (F), Theorem 10 is applicable here. The μ-reduction
pair (,>) induced by the following polynomial interpretation: 7
7 See [49,51] for details about the use of polynomial intepretations with rational coefficients.
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[a] = 1 [b] = 0 [c](x) = x + 1 [d](x) = 1
4
x
[f](x) = x [A] = 1 [F](x) = 0
can be used to remove (30) from P . For the three rules inR and the two pairs in P , we have:
[a] = 1  1
2
= [f(d(c(a)))]





 0 = [b]
[A] = 1 > 1
2
= [F(d(c(a)))]
[F(c(x))] = x + 1  1 = [A]
We remove (30) from P to obtain P ′ = {(32)}. Now, ProcSCC(P ′,R, μ) = ∅ because NHT P ′ = ∅ and EG(P ′,R, μ)
contains no cycle. Thus, the μ-termination ofR is proved.
Nevertheless, even with NHT P ⊆ T (F), Theorem 9 can be helpful when Theorem 10 fails.
Example 21. ConsiderR andμ as in Example 16. Theorem 10 cannot be used here because, reasoning as in Example 16, we
would obtain constraints that are incompatiblewith thewell-foundedness of for any strict component of aμ-reduction
pair (,). However, theμ-termination ofR can be easily provedwith Theorem 9. Theμ-reduction pair (,>) generated
by the following polynomial interpretation:
[b] = 1 [c](x) = 0 [f](x) = x
[B] = 2 [F](x) = x + 1
satisfies the requirements of Theorem 10 and can be used to show a weak decrease of the rules and a strict decrease of the
two CSDPs which can both be removed.
Our last result establishes that if we are able to provide a strict comparison between unmarked and marked versions of
the (filtered) hidden terms in NHT P , then we can remove all collapsing pairs at the same time.
Theorem 11 (μ-reduction pair processor for collapsing pairs). Let R = (F, R) and P = (G, P) be TRSs and μ ∈ MF∪G . Let
π be an argument filtering for F ∪ G and (,) be a μπ -reduction pair such that
1. π(R) ⊆, π(P) ⊆ ∪ ,
2. π(t)  π(t) for all t ∈ NHT P and
(a) for all f ∈ F , either π(f ) = [i1, . . . , im] and μ(f ) ⊆ π(f ), or π(f ) = i and μ(f ) = {i},
(b) Embμπ (Fπ )⊆.




{(PG,R, μ)} if (1) and (2) hold
{(P,R, μ)} otherwise
is sound and complete.
Proof. As in the proof of Theorem 9, we proceed by contradiction. We assume that there is an infinite minimal (P,R, μ)-
chain A, but that there is no infinite minimal (PG,R, μ)-chain. Thus, there isQ ⊆ P such thatQ∩ PX 
= ∅ and A has a tail
B as in the proof of Theorem 9. Now, we assume the notation as in the first paragraph of such a proof.
We have σπ(π(ui)) ( ∪ ) π(ti) and π(ti)  σπ(π(ui+1)) for all pairs ui → vi ∈ PG . If ui → vi = ui → xi ∈ QX ,
then by applying the considerations in the corresponding item of the proof of Theorem 9 and taking into account that
π(t)  π(t) for all t ∈ NHT P , we now have that σπ(π(ui)) ( ∪ ) σπ (xi)  π(ti)  σπ(π(ui+1)). Since pairs
ui → vi ∈ QX occur infinitely often in B, by using the compatibility conditions of the μπ -reduction pair, we obtain an
infinite decreasing-sequence that contradicts the well-foundedness of. 
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11. Subterm criterion
In [38], Hirokawa and Middeldorp introduce a subterm criterion that permits certain cycles of the dependency graph to
be ignored without paying attention to the rules of the TRS. Their result applies to cycles in the dependency graph. Thiemann
has adapted it to the DP-framework [62, Section 4.6]. In our adaptation to CSR, we take ideas from both works. Our first
definition is inspired by Thiemann’s head symbols [62, Definition 4.36].
Definition 12 (Root symbols of a TRS). LetR = (F, R) be a TRS. The set of root symbols associated toR is:
Root(R) = {root(l) | l → r ∈ R} ∪ {root(r) | l → r ∈ R, r 
∈ X }
The following result relates Root(P) and the setHP of hidden symbols occurring at the root of terms inNHT P(R, μ). It
is silently used in the statements of some theorems below.
Lemma 8. LetR = (F, R) = (C unionmultiD, R) and P = (G, P) be TRSs such that Root(P)∩D = ∅, andμ ∈ MF∪G . For all f ∈ HP ,
we have f  ∈ Root(P).
Proof. If f ∈ HP , then there is t ∈ NHT P such that f = root(t). Therefore, there are substitutions θ and θ ′ such that
θ(t) ↪→∗R,μ θ ′(u) for some u → v ∈ P . Since f  
∈ F , μ-rewritings on θ(t) usingR do not remove it. Thus, root(u) = f 
and f  ∈ Root(P). 
Thiemann uses argument filterings (see Section 10.1) instead of simple projections [38, Definition 10]. We find it more
convenient to follow Hirokawa and Middeldorp’s style, so we generalize their definition to be used with TRSs rather than
cycles in the dependency graph.
Definition 13 (Simple projection). Let R be a TRS. A simple projection for R is a mapping π that assigns to every k-ary
symbol f ∈ Root(R) an argument position i ∈ {1, . . . , k}. The mapping that assigns a subterm π(t) = t|π(f ) to every term
t = f (t1, . . . , tk) with f ∈ Root(R) is also denoted by π ; we also let π(x) = x if x ∈ X .
Given a simple projection π for a TRSR, we let π(R) = {π(l) → π(r) | l → r ∈ R}.
Theorem 12 (Subterm processor for noncollapsing pairs). Let R = (F, R) = (C unionmulti D, R) and P = (G, P) be TRSs such that
P contains no collapsing rule, i.e., for all u → v ∈ P , v 
∈ X , and Root(P) ∩ D = ∅. Let μ ∈ MF∪G and let π be a simple




{(P − Pπ,μ,R, μ)} if π(P) ⊆ μ
{(P,R, μ)} otherwise
is sound and complete.
Proof. Completeness is obvious because P − Pπ,μ ⊆ P . For soundness, we proceed by contradiction. Assume that there
is an infinite minimal (P,R, μ)-chain A but there is no infinite minimal (P − Pπ,μ,R, μ)-chain. Since P is finite, we can
assume that there is Q ⊆ P such that A has a tail B that is an infinite minimal (Q,R, μ)-chain where all pairs in Q are
infinitely often used. Assume that B is as follows (since QX = ∅, we use a simpler notation):
t0 ↪→∗R,μ s1 ↪→Q,μ t1 ↪→∗R,μ s2 ↪→Q,μ t2 ↪→∗R,μ · · ·
where there is a substitution σ such that, for all i  1, si = σ(ui) and ti = σ(vi) for some ui → vi ∈ Q. Furthermore,
w.l.o.g. we also assume that t0 = σ(v0) for some u0 → v0 ∈ P .
Note that, for all i  1, root(si) ∈ Root(P) because root(ui) ∈ Root(P). Since root(vi) 
∈ X , we have that root(vi) ∈
Root(P). Then, for all i  0, root(ti) ∈ Root(P). Therefore, we can apply π to si+1 and ti for all i  0. Moreover, since
ti ↪→∗R,μ si+1 for all i  0 and Root(P)∩D = ∅, we can actually write ti >↪−→ ∗R,μ si+1 becauseμ-rewritingswithR cannot
change root(ti). Hence, π(ti) ↪→∗R,μ π(si+1) and also root(ti) = root(si+1) for all i  0. Finally, since π(ui) μ π(vi) for
all i  0, by stability ofμ, we have
π(si) = π(σ(ui)) = σ(π(ui))μ σ(π(vi)) = π(σ(vi)) = π(ti)
for all i  1. No pair u → v ∈ Q satisfies that π(u)μ π(v). Otherwise, we get a contradiction in both of the following two
complementary cases:
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1. If π(f ) 
∈ μ(f ) for all f ∈ Root(Q), then, for all i  0, π(ti) = π(si+1), because no μ-rewritings are possible on the
π(root(ti))th immediate subterm π(ti) of ti. Since π(si+1)μ π(ti+1), we have that π(ti)μ π(ti+1) for all i  0.
Furthermore, since we assume π(u)μ π(v) for some u → v ∈ Qwhich occurs infinitely often in B, and by stability
of μ, there is a maximal infinite set J = {j1, j2, . . .} ⊆ N such that π(tji) μ π(tji+1) for all i  1. We obtain an
infinite sequence π(tj1)μ π(tj2)μ · · · which contradicts the well-foundedness ofμ.
2. Ifπ(f ) ∈ μ(f ) for some f ∈ Root(Q), then, since root(ti) = root(si+1) and all pairs inQ occur infinitely often in B, we
can assume that root(t0) = f . Furthermore, since A is minimal, we can assume that t0 isμ-terminating (with respect
toR). Since π(ti) ↪→∗R,μ π(si+1) and π(si+1)μ π(ti+1) for all i  0, the sequence B is transformed into an infinite
↪→R,μ ∪μ-sequence
π(t0) ↪→∗R,μ π(s1) μ π(t1) ↪→∗R,μ π(s2) μ π(t2) ↪→∗R,μ · · ·
containing infinitely manyμ-steps, due to π(u) μ π(v) for some u → v ∈ Q which occurs infinitely often in B.
Sinceμ is well-founded, the infinite sequence must also contain infinitely many ↪→R,μ-steps. By making repeated
use of the fact thatμ ◦ ↪→R,μ ⊆ ↪→R,μ ◦ μ, we obtain an infinite ↪→R,μ-sequence starting from π(t0). Thus,
π(t0) is not μ-terminating with respect to R. Since π(f ) ∈ μ(f ) and hence t0 μ π(t0), this implies that t0 is not
μ-terminating (use Lemma 1(1)). This contradicts μ-termination of t0.
Hence, Q ⊆ P − Pπ, and B is an infinite minimal (P − Pπ,μ,R, μ)-chain. This contradicts our initial argument. 
Example 22 (Proof of termination of the main example). Consider the termination problems obtained in Example 15 for
the CS-TRS in Example 1:
τ1 = ({(1)},R, μ), τ2 = ({(17)},R, μ), τ3 = ({(21)},R, μ), and τ4 = ({(23)},R, μ)
We apply ProcsubNColl to all such problems. For τ1, with π(ADD) = 1, we have π(ADD(s(n),m)) = s(n) μ n =
π(ADD(n,m)). Now, ProcsubNColl(τ1) = {(∅,R, μ)}. With ProcFin we conclude that τ1 is finite. Since this can be done for
τ2, τ3, and τ4, the μ-termination ofR is proved.
The following examples show that if P contains collapsing rules, then Theorem 12 does not hold.
Example 23. Consider the two TRSs
R : h(x) → f(g(h(x))) and P : f(g(x)) → x
Let μ be given by μ(f ) = {1, . . . , k} for all symbols f . Note that, Root(P) = {f} and D = {h} are disjoint. By using the
projection π(f) = 1, we get π(f(g(x))) = g(x) μ x. After removing the pair in P , a finite CS problem (∅,R, μ) is
obtained. However, (P,R, μ) is not finite:
f(g(h(x))) ↪→P,μ h(x) ↪→R,μ f(g(h(x))) ↪→P,μ · · ·
In the following theorem, we show how to use the subterm criterion to remove all collapsing pairs from P .
Theorem 13 (Subterm processor for collapsing pairs). Let R = (F, R) = (C unionmulti D, R) and P = (G, P) be TRSs such that PG
contains no collapsing rule, Root(P) ∩ D = ∅, and μ ∈ MF∪G . Let π be a simple projection for P such that
1. π(P) ⊆ μ, and
2. whenever PX 
= ∅, we have π(f ) ∈ μ(f ) ∩ μ(f ) for all f ∈ HP .




{(PG,R, μ)} if (1) and (2) hold
{(P,R, μ)} otherwise
is sound and complete.
Proof. Completeness is obvious because PG ⊆ P . For soundness, we proceed by contradiction. Assume that there is an
infinite minimal (P,R, μ)-chain A but there is no infinite minimal (PG,R, μ)-chain. Since P is finite, we can assume that
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there isQ ⊆ P such that A has a tail Bwhich is an infinite minimal (Q,R, μ)-chain where all pairs inQ are infinitely often
used and Q contains some collapsing pair u → x ∈ QX . Assume that B is
t0 ↪→∗R,μ s1 ↪→Q,μ ◦μ t1 ↪→∗R,μ s2 ↪→Q,μ ◦μ t2 ↪→∗R,μ · · ·
where there is a substitution σ such that, for all i  1, si = σ(ui) for some ui → vi ∈ P , and
1. if vi 
∈ X , then ti = σ(vi),
2. if vi = xi ∈ X , then xi 
∈ Varμ(ui) and ti = ri for some ri ∈ T (F,X ) such that σ(xi) = Ci[ri]pi for some Ci[ ]pi and
pi ∈ Posμ(Ci[ ]pi) such that sprefixCi[ ]pi (pi) ⊆ F and ri = θi(r¯i) for some r¯i ∈ NHT Q and substitution θi.
Since we can freely choose the starting term of B, w.l.o.g. we assume that t0 is a particular case of the second alternative
above, i.e., there is a collapsing pair u0 → x0 such that σ(x0)μ r0 and t0 = r0. Note that, for all i  1, root(si) ∈ Root(P)
because root(ui) ∈ Root(P). Furthermore, for all i  0, root(ti) ∈ Root(P) because:
1. If ui → vi ∈ QG , then root(vi) ∈ Root(P) and ti = σ(vi).
2. If ui → vi ∈ QX , then root(ti) ∈ D; since ti ↪→∗R,μ si+1 and D ∩ F = ∅ (see Remark 4), rewritings withR cannot
remove the marked root symbol in ti; hence, we can further conclude root(ti) = root(si+1) ∈ Root(P).
Therefore, we can apply π to si+1 and ti for all i  0. Moreover, since ti ↪→∗R,μ si+1 for all i  0 and Root(P) ∩ D = ∅, we
can actually write ti
>
↪−→ ∗R,μ si+1. Hence, π(ti) ↪→∗R,μ π(si+1) and also root(ti) = root(si+1) for all i  0.
Since u → x ∈ QX and B is infinite, it must be HQ 
= ∅ (hence HP 
= ∅). Thus, we have π(f ) ∈ μ(f ) for all
f ∈ HQ ⊆ HP . Then, since root(ti) = root(si+1) and all pairs in Q occur infinitely often in B, we can assume that
root(t0) = f . Furthermore, since A is minimal, we can assume that t0 isμ-terminating. We have that π(ui)μ π(vi) for all
ui → vi ∈ Q. Now we distinguish two cases:
1. If ui → vi ∈ QG , then si = σ(ui) and ti = σ(vi). By stability ofμ we have π(si)μ π(ti).
2. If ui → vi = ui → xi ∈ QX , then si = σ(ui) and there is a term ri, such thatσ(xi)μ ri and ri = ti. Sinceπ(ui)μ xi,
by stability ofμ we have
π(si) = π(σ(ui)) = σ(π(ui))μ σ(xi)μ ri.
Note that fi = root(ri) = root(r¯i) ∈ HP . Since π(ti+1) = ti|π(f i ) = r

i |π(f i ) = ri|π(f i ) and π(f

i ) ∈ μ(fi), we have
that ri μ π(ti) and thus π(si)μ π(ti).
Therefore, by applying the simple projection π , the sequence B is transformed into an infinite ↪→R,μ ∪μ-sequence B′
π(t0) ↪→∗R,μ π(s1)μ π(t1) ↪→∗R,μ π(s2)μ π(t2) ↪→∗R,μ · · ·
Since u → x occurs infinitely often in B, and by case (2) above, B′ contains infinitely many μ steps, starting from π(t0).
Sinceμ is well-founded, the infinite sequence must also contain infinitely many ↪→R,μ-steps. By making repeated use of
the fact thatμ ◦ ↪→R,μ ⊆ ↪→R,μ ◦ μ, we obtain an infinite ↪→R,μ-sequence starting from π(t0). Thus, π(t0) is not
μ-terminating with respect toR. Since π(f ) ∈ μ(f ) and hence t0μ π(t0), this implies that t0 is notμ-terminating (use
Lemma 1(1)). This contradicts μ-termination of t0. Therefore, Q cannot contain collapsing pairs. This contradicts our initial
assumption u → x ∈ Q. 
Remark 13. The use of Theorem 13 only makes sense if P ⊆ PG ∪ P1X . If u → x ∈ PX − P1X for some u = f (u1, . . . , uk),
then for all i ∈ {1, . . . , k}, whenever x ∈ Var(ui) we have i ∈ μ(f ) and ui μ x. Thus, there is no simple projection π such
that π(u)μ x.
Example 24. Consider the following TRSR:
g(x, y) → f(x, y)
f(c(x), y) → g(x, g(y, y))
together with the replacement map μ given by μ(c) = μ(g) = {1} and μ(f) = ∅. The CSDPs are:
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G(x, y) → F(x, y) (33)
F(c(x), y) → G(x, g(y, y)) (34)
F(c(x), y) → x (35)
and all of them are part of the only SCC P = {(33), (34), (35)} in the CSDG of (R, μ). Note thatNHT P = {g(y, y)}; hence
HP = {g}. Consider the simple projection π given by π(F) = π(G) = 1. Note that π(G) ∈ μ(G) ∩ μ(g) as required by
Theorem 13. We have
• π(G(x, y)) = x μ x = π(F(x, y))• π(F(c(x), y)) = c(x)μ x = π(G(x, g(y, y))),• π(F(c(x), y)) = c(x)μ x = π(x)
We use ProcsubColl to remove (35) from P and obtain a new problem ({(33), (34)},R, μ). Then, ProcsubNColl applies and
yields ({(33)},R, μ). With ProcSCC , we conclude the μ-termination ofR.
The following result provides a kind of generalization of the subterm criterion to simple projections that only take
non-μ-replacing arguments.
Theorem 14 (Non-μ-replacing projection processor). Let R = (F, R) = (C unionmulti D, R) and P = (G, P) be TRSs such that PG
contains no collapsing rule, Root(P)∩D = ∅, andμ ∈ MF∪G . Let be a stable quasi-ordering on terms whose strict and stable
part > is well-founded and π be a simple projection for P such that
1. for all f ∈ Root(P), π(f ) 
∈ μ(f ),
2. π(P) ⊆,
3. whenever NHT P 
= ∅ and PX 
= ∅, we have that Embμ(F)⊆ and t  t|π(root(t)) for all t ∈ NHT P .




{(P − P>,R, μ)} if (1), (2), and (3) hold
{(P,R, μ)} otherwise
is sound and complete.
Proof. Completeness is obvious because P−P> ⊆ P . For soundness, we proceed by contradiction. Assume that there is an
infinite minimal (P,R, μ)-chain A but there is no infinite minimal (P − P>,R, μ)-chain. Since P is finite, we can assume
that there is Q ⊆ P such that A has a tail B
σ(u1)

↪→Q,μ ◦μ t1 ↪→∗R,μ σ (u2) ↪→Q,μ ◦μ t2 ↪→∗R,μ · · ·
for some substitution σ and pairs ui → vi ∈ Q, and
1. if vi 
∈ X , then ti = σ(vi), and
2. if vi = xi ∈ X , then xi 
∈ Varμ(ui) and ti = si for some si such that σ(xi) = Ci[si]pi for some Ci[ ]pi and pi ∈
Posμ(Ci[ ]pi) such that sprefixCi[ ]pi (pi) ⊆ F and si = θi(s¯i) for some s¯i ∈ NHT P and substitution θi.
Furthermore, all pairs in Q are used infinitely often in B. As discussed in the proof of Theorem 12, for all i  1, root(ti) ∈
Root(P), π(ti) ↪→∗R,μ π(σ (ui+1)) and also root(ti) = root(ui+1) for all i  1. No pair u → v ∈ Q satisfies that
π(u) > π(v). Otherwise, by applying the simple projection π to the sequence B, we get a contradiction as follows:
1. Sinceπ(f ) 
∈ μ(f ) for all f ∈ Root(Q), noμ-rewritings are possible on the subtermπ(ti) of ti. Therefore, for all i  1,
π(ti) = π(σ(ui+1)) = σ(π(ui+1)).
2. Due to π(ui)  π(vi) and by stability of , we have that π(σ(ui)) = σ(π(ui))  σ(π(vi)). Now, we distinguish
two cases:
(a) If ui → vi ∈ QG , then π(ti) = π(σ(vi)) = σ(π(vi)). Thus, π(σ(ui))  π(ti).
(b) If ui → vi ∈ QX , then σ(π(vi)) = σ(xi). We have that σ(xi)  si (because Embμ(F)⊆). Let f = root(ui+1) =
root(ti) = root(s¯i ). Since t  t|π(root(t)) for all t ∈ NHT P , by stability, we have si = θi(s¯i)  θi(s¯i|π(f )) =
θi(s¯i)|π(f ) = si|π(f ). Since si|π(f ) = ti|π(f ) = π(ti), we have si  π(ti). Hence, π(σ(ui))  π(ti).
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Thus, we always have π(σ(ui))  π(ti). We obtain an infinite sequence
π(σ(u1))  π(t1) = π(σ(u2))  π(t2) · · ·
Sincepairs inQoccur infinitely often, this sequence contains infinitelymany> steps starting fromπ(σ(u1)). This contradicts
the well-foundedness of >.
Therefore, Q ⊆ P − P>, i.e., B is an infinite minimal (P − P>,R, μ)-chain. This contradicts our initial assumption. 
Example 25. Consider the CS-TRS (R, μ) in Example 10.DP(R, μ) is:
G(x) → H(x) H(d) → G(c)
where μ(G) = μ(H) = ∅. The dependency graph contains a single cycle that includes both pairs. The only simple
projection is π(G) = π(H) = 1. Since π(G(x)) = π(H(x)), we only need to guarantee that π(H(d)) = d > c = π(G(c))
holds for a stable and well-founded ordering > (e.g., an RPO with d > c).
Theorem 15 (Non-μ-replacing projection processor II). Let R = (F, R) = (C unionmulti D, R) and P = (G, P) be TRSs such that PG
contains no collapsing rule, Root(P)∩D = ∅, andμ ∈ MF∪G . Let be a stable quasi-ordering on terms whose strict and stable
part > is well-founded and let π be a simple projection for P such that
1. for all f ∈ Root(P), π(f ) 
∈ μ(f ),
2. π(P) ⊆,
3. whenever NHT P 
= ∅ and PX 
= ∅, we have that Embμ(F)⊆ and t > t|π(root(t)) for all t ∈ NHT P .




{(PG,R, μ)} if (1), (2), and (3) hold
{(P,R, μ)} otherwise
is sound and complete.
12. Narrowing transformation
The starting point of a proof ofμ-termination of a TRSR is the computation of the estimated CSDG,EDG(R, μ), followed
by the use of the SCC processor (Theorem 6). The estimation of the graph can lead to overestimating the arcs that connect
two CSDPs.
Example 26. Consider the following example [50, Proposition 7]:
f(0) → cons(0, f(s(0)))
f(s(0)) → f(p(s(0)))
p(s(x)) → x
together with μ(f) = μ(p) = μ(s) = μ(cons) = {1} and μ(0) = ∅.DP(R, μ) consists of the pairs:
F(s(0)) → F(p(s(0))) (36)
F(s(0)) → P(s(0)) (37)
The estimatedCS-dependency graph contains one cycle: {(36)}. However, this cycle does not belong to the CS-dependency
graph because there is no way to μ-rewrite F(p(s(0))) into F(s(0)).
As already observed by Arts and Giesl for the standard case [10], in our case, the overestimation comes when a (noncol-
lapsing) pair ui → vi is followed in a chain by a second one ui+1 → vi+1 and vi and ui+1 are not directly unifiable, i.e., at least
one μ-rewriting step is needed to μ-reduce σ(vi) to σ(ui+1). Then, we always have σ(vi) ↪→R,μ σ (v′i) ↪→∗R,μ σ (ui+1).
Then, v′i is a one-step μ-narrowing of vi, and we could require ui  v′i (which could be easier to prove) instead of ui  vi.
Furthermore, we could discover that vi has no μ-narrowings. In this case, we know that no chain starts from σ(vi).
We can bemore precise when connecting two pairs u → v and u′ → v′ in a chain if we perform all the possible one-step
μ-narrowings on v in order to develop the possible reductions from σ(v) to σ(u′). Then, we obtain new terms v1, . . ., vn,
which are one-step μ-narrowings of v using unifiers θi (i.e., v R,μ,θi vi) for i ∈ {1, . . . , n}, respectively. These unifiers
are also applied to the left-hand side u of the pair u → v. Therefore, we can replace a pair u → v by all its (one-step)
μ-narrowed pairs θ1(u) → v1,…, θn(u) → vn.
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As in [10,35], a pair u → v ∈ P can only be replaced by its μ-narrowings if the right-hand side v does not unify with
any left-hand side u′ of a (possibly renamed) pair u′ → v′ ∈ P (note that this excludes pairs u → vwith v ∈ X ). Moreover,
the term vmust be linear. We need to demand linearity instead of (the apparently more natural)μ-linearity (i.e., something
like “no multiple μ-replacing occurrences of the same variable are allowed”).
Example 27. The following TRS is used in [10] to motivate the requirement of linearity.
f(s(x)) → f(g(x, x))
g(0, 1)) → s(0)
0 → 1
We make it a CS-TRS by adding a replacement map μ given by μ(f) = μ(s) = {1}, and μ(g) = {2}. The only cycle in
the CSDG consists of the CSDP
F(s(x)) → F(g(x, x)).
If linearity of the right-hand sides is not required for μ-narrowing CSDPs, then this pair will be removed, since F(g(x, x))
and the (renamed version of) the left-hand side F(s(x′)) do not unify. Thus, there are noμ-narrowings. However, the system
is not μ-terminating:
f(s(0)) ↪→ f(g(0, 0)) ↪→ f(g(0, 1)) ↪→ f(s(0)) . . .
Theproblem is that theμ-reduction fromσ(F(g(x, x))) toσ(F(s(x′))) takes place ‘inσ ’, and, therefore, it cannot be captured
by μ-narrowing. Note that F(g(x, x)) is “μ-linear”.
Another restriction to take into account whenμ-narrowing a noncollapsing pair u → v is that theμ-replacing variables
in v have to beμ-replacing in u as well (this corresponds with the notion of conservativeness). Furthermore, they cannot be
both μ-replacing and non-μ-replacing at the same time. This corresponds to the following definition.
Definition 14 (Strongly conservative [29]). Let R be a TRS and μ ∈ MR. A rule l → r is strongly μ-conservative if it is
μ-conservative and Varμ(l) ∩ Varμ(l) = Varμ(r) ∩ Varμ(r) = ∅.
The following result shows that, under these conditions, the set of CSDPs can be safely replaced by their μ-narrowings.
Theorem 16 (Narrowing processor). LetR and P be TRSs and μ ∈ MR∪P . Let u → v ∈ P be such that
1. v is linear,
2. for all u′ → v′ ∈ P (with possibly renamed variables), v and u′ do not unify.




{(Q,R, μ)} if (1) and (2) hold
{(P,R, μ)} otherwise
is
1. sound whenever u → v is strongly conservative,
2. complete in all cases.
Proof. The proof of this theorem is analogous to the proof of [35, Theorem 31], which we adapt here. For soundness, we
prove that given a minimal (P,R, μ)-chain “. . . , u1 → v1, u → v, u2 → v2, . . .”, there is a μ-narrowing v′ of v with
the mgu θ such that “. . . , u1 → v1, θ(u) → v′, u2 → v2, . . .” is also a minimal (Q,R, μ)-chain. Hence, every infinite
minimal (P,R, μ)-chain yields an infinite minimal (Q,R, μ)-chain.
If “. . . , u1 → v1, u → v, u2 → v2, . . .” is a minimal (P,R, μ)-chain, then there is a substitution σ such that for all
pairs s → t in the chain,
1. if s → t ∈ PG , then σ(t) is μ-terminating and it μ-reduces to the instantiated left-hand side σ(s′) of the next pair
s′ → t′ in the chain
2. if s → t = s → x ∈ PX then, σ(x) has a μ-replacing subterm s0, σ(x) μ s0 such that s0 is μ-terminating and
it μ-reduces to the instantiated left-hand side σ(s′) of the next pair s′ → t′ in the chain; furthermore, there is
s¯0 ∈ NHT (R, μ) such that s0 = θ0(s¯0) for some substitution θ0.
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Assumethatσ is a substitutionsatisfying theaboverequirementsandsuch that the lengthof thesequenceσ(v) ↪→∗R,μ σ (u2)
is minimum. Note that the length of this μ-reduction sequence cannot be zero because v and u2 do not unify, that is,
σ(v) 
= σ(u2). Hence, there is a term q such that σ(v) ↪→R,μ q ↪→∗R,μ σ (u2). We consider two possible cases:
1. The reduction σ(v) ↪→R,μ q takes place within a binding of σ , i.e., there is a term r, a μ-replacing variable position
p ∈ PosμX (v), and a μ-replacing variable x ∈ Varμ(v) such that v|p = x, q = σ(v[r]p) and σ(x) ↪→R,μ r. Since v
is linear, x occurs only once in v. Thus, q = σ ′(v) for the substitution σ ′ with σ ′(x) = r and σ ′(y) = σ(y) for all
variables y 
= x. As we assume that all occurrences of pairs in the chain are variable disjoint, σ ′(x) behaves like σ for
all pairs except u → v. We have σ(z) ↪→∗R,μ σ ′(z) for all z ∈ X . Since u → v is strongly conservative, we also have
σ(u) ↪→∗R,μ σ ′(u) because all occurrences of x in umust be μ-replacing. Hence, if u1 → v1 ∈ PG we have
σ ′(v1) = σ(v1) ↪→∗R,μ σ (u) ↪→∗R,μ σ ′(u)
and if u1 → v1 ∈ PX , then there is s1 ∈ T (F,X ) such that
σ ′(v1) = σ(v1)μ s1 and s1 ↪→∗R,μ σ (u) ↪→∗R,μ σ ′(u)
and, in both cases,
σ ′(v) = q ↪→∗R,μ σ (u2) = σ ′(u2).
Note that, by minimality and because u → v ∈ PG , σ(v) is (R, μ)-terminating and, since σ(v) ↪→R,μ q, the term q
is (R, μ)-terminating as well. Therefore, σ ′(x) = q is (R, μ)-terminating and σ ′ satisfies the two conditions above.
Since the length of the sequence σ ′(v) ↪→∗R,μ σ ′(u2) is shorter than the sequence σ(v) ↪→∗R,μ σ (u2), we obtain a
contradiction and we conclude that the μ-reduction σ(v) ↪→R,μ q cannot take place in a binding of σ .
2. The reductionσ(v) ↪→R,μ q ‘touches’ v, i.e., there is a nonvariable position p ∈ PosμF (v), and a rewrite rule l → r ∈ R
such that σ(v|p) = ρ(l), for some substitution ρ and
σ(v) = σ(v)[σ(v|p)]p = σ(v)[ρ(l)]p ↪→R,μ σ (v)[ρ(r)]p = q
Sincewecanassume that variables in l are fresh,wecanextendσ to behave likeρ onvariables in l. Thus,σ(l) = σ(v|p),
i.e, l and v|p unify and there is a mgu θ and a substitution τ satisfying σ(x) = τ(θ(x)) for all variables x. We have that
v μ-narrows to θ(v)[θ(r)]p = v′ with unifier θ . Again, we can extend σ to behave like τ on the variables of θ(u) and
v′. Therefore, if u1 → v1 ∈ PG we have
σ(v1) ↪→∗R,μ σ (u) = τ(θ(u)) = σ(θ(u))
and if u1 → v1 ∈ PX , then there is s1 ∈ T (F,X ) such that
σ(v1) = σ(x)μ s1 and s1 ↪→∗R,μ σ (u) = τ(θ(u)) = σ(θ(u))
and
σ(v′) = τ(v′) = τ(θ(v))[τ(θ(r))]p = σ(v)[σ(r)]p = σ(v)[ρ(r)]p = q ↪→∗R,μ σ (u2)
Hence, “. . . , u1 → v1, θ(u) → v′, u2 → v2, . . .” is also a minimal chain.
Completeness is also analogous to the ‘completeness’ part of [35, Theorem 31]. If (Q ,R, μ) is infinite and R is non-μ-
terminating, then (P,R, μ) is infinite as well. IfR is μ-terminating, then let “. . . , u1 → v1, θ(u) → v′, u2 → v2, . . .” be
an infinite minimal (Q,R, μ)-chain where v′ is a one-step μ-narrowing of v using the mgu θ . We prove that “. . . , u1 →
v1, u → v, u2 → v2, . . .” is an infinite minimal (P,R, μ)-chain. There is a substitution σ such that
σ(v1) ↪→∗R,μ σ (θ(u)) if u1 → v1 ∈ PG , and
σ(v1) = σ(x)μ s1 and s1 ↪→∗R,μ σ (θ(u)) if u1 → v1 ∈ PX
Finally, we also have
σ(v′) ↪→∗R,μ σ (u2).
958 B. Alarcón et al. / Information and Computation 208 (2010) 922–968
Since the variables in the pairs are pairwise disjoint, we may extend σ to behave like σ(θ(x)) on x ∈ Var(u) then σ(u) =
σ(θ(u)) and therefore
σ(v1) ↪→∗R,μ σ (u) if u1 → v1 ∈ PG , and
σ(v1)μ s1 and s

1 ↪→∗R,μ σ (u) if u1 → v1 ∈ PX
Moreover, by definition of μ-narrowing, we have θ(v) ↪→R,μ v′. This implies that σ(θ(v)) ↪→R,μ σ (v′), and since
σ(v) = σ(θ(v)), we obtain
σ(v) ↪→R,μ σ (v′) ↪→∗R,μ σ (u2).
Since R is μ-terminating, σ(v) is (R, μ)-terminating. Hence, “. . . , u1 → v1, u → v, u2 → v2, . . .” is a minimal infinite
(P,R, μ)-chain as well. 
Example 28. Since the right-hand side of pair (36) in Example 26 does not unify with any (renamed) left-hand side of a
CSDP (including itself) and it can beμ-narrowed at position 1 (notice thatμ(f)={1}) by using the rule p(s(x)) → x, we can
replace it by its μ-narrowed pair:
F(s(0)) → F(0) (38)
Now, ProcSCC({(38)},R, μ) = ∅ and the μ-termination ofR is proved.
The following example shows that strong conservativeness cannot be dropped for the pair u → v to beμ-narrowed. This
requirement was not taken into account in [4, Theorem 5.3].
Example 29. Consider the following8 TRSR:
c(e(x)) → d(x, x)
a → e(a)
and P consisting of the following pair:
F(d(x, x)) → F(c(x))
together with μ(c) = μ(d) = μ(F) = {1} and μ(e) = ∅. There is an infinite (P,R, μ)-chain:
F(c(a)) ↪→R,μ F(c(e(a))) ↪→R,μ F(d(a, a)) ↪→P,μ F(c(a)) ↪→R,μ · · ·
Since F(c(x)) does not unify with any left-hand side of another pair, we canμ-narrow the pair inP . We obtainP ′ consisting
of the μ-narrowed pair
F(d(e(x), e(x))) → F(d(x, x))
No infinite (P ′,R, μ)-chain is possible now.Note thatP isμ-conservative, but it is not stronglyμ-conservative (the variable
x is both μ-replacing and non-μ-replacing in F(d(x, x))).
Remark 14 (Implementing the narrowing processor). In our current implementation, we apply the narrowing processor
only if, after computing the (one-step)μ-narrowings of the right-hand side v of a pair u → v ∈ P , the new CS-dependency
graph does not increase the number of arcs. More sophisticated strategies like (the corresponding adaptations of) the safe
transformations in [35, Definition 33] could be considered in the future.
13. Experiments
The processors described in the previous sections were implemented as part of the tool mu-term. We tested the CSDP-
framework in practice on the 90 examples in the Context-Sensitive Rewriting subcategory of the 2007 International Termi-
nation Competition:
http : //www.lri.fr/∼marche/termination − competition/2007/.
These 90 examples are part of the Termination Problem Data Base (TPDB, version 4.0):
http : //www.lri.fr/∼marche/tpdb/.
8 We thank Fabian Emmes for providing this example.
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Table 1
Comparison among CSR termination techniques.
Tool version Proved Total time Average time
CSDPs 65/90 0.31 s 0.00 s
CSRPO 37/90 0.21 s 0.00 s
Polynomial orderings 27/90 0.06 s 0.00 s
Transformations 56/90 5.59 s 0.10 s
We addressed this task in three different ways:
1. We compared CSDPs with previously existing techniques for proving termination of CSR.
2. We compared the improvements introduced by the different CS processors which have been defined in this paper.
3. We participated in the CSR subcategory of the 2007 International Termination Competition.
In the following subsections, we provide more details about this experimental evaluation.
13.1. CSDPs vs. other techniques for proving termination of CSR
Several methods have been developed to prove termination of CSR for a given CS-TRS (R, μ). Twomain approaches have
been investigated so far:
1. Direct proofs, which are based on using μ-reduction orderings (see [63]) such as the (context-sensitive) recursive
path orderings [12] and polynomial orderings [26,48,49]. These are orderings> on terms that can be used to directly
compare the left- and right-hand sides of the rules in order to conclude the μ-termination of the TRS.
2. Indirect proofs, which obtain a proof of the μ-termination of R as a proof of termination of a transformed TRS Rμ
(where  represents the transformation). If we are able to prove termination of Rμ (using the standard methods),
then the μ-termination ofR is ensured.
We usedmu-term to compare all these techniques with respect to the aforementioned benchmark examples. The results of
this comparison are summarized in Table 1.
Remark 15. A number of transformations  from TRSs R and replacement maps μ that produce TRSs Rμ have been
investigated by Lucas (transformation L [43]), Zantema (transformation Z [63]), Ferreira and Ribeiro (transformation FR
[22]), and Giesl and Middeldorp (transformations9 GM, sGM, and C [30,31]), see [31,50] for recent surveys about these
transformationswhichalso includea thoroughanalysis about their relativepower. All these transformationswere considered
in our experiments, so the item “Transformations” in Table 1 concentrates the joint impact of all of them.
From the benchmarks summarized in Table 1, we clearly conclude that the CSDP-framework is the most powerful tech-
nique for proving termination of CSR. Actually, all the examples that were solved by using CSRPO or polynomial orderings
were also solved using CSDPs. With regard to transformations, there is only one example (namely, Ex9_Luc06, which can
be solved by using transformation GM) that could not be solved with our current implementation.
Example30. The followingnonterminatingTRSR canbeused to compute the list of primenumbersbyusing thewell-known
Erathostenes sieve10 [30]:
primes → sieve(from(s(s(0))))
from(x) → cons(x, from(s(x)))
head(cons(x, y)) → x
sieve(cons(x, y)) → cons(x, filt(x, sieve(y)))
tail(cons(x, y)) → y
if(true, x, y) → x
if(false, x, y) → y
filt(s(s(x)), cons(y, z)) → if(div(s(s(x)), y), filt(s(s(x)), z), cons(y, filt(s(s(x)), z)))
9 The labels for these transformations correspond to the ones introduced in [50].
10 Without appropriate rules for defining symbol div, the TRS has no complete computationalmeaning. However, we take it here as given in [30] for the purpose
of comparing different techniques for proving termination of CSR by transformation.
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Table 2
Comparison among CS processors.
Tool version Narrowing Non-μ-replacing projection Subterm Proved Total time Average time
1 No No No 54/90 3.00 s 0.05 s
2 No No Yes 62/90 0.55 s 0.01 s
3 No Yes No 57/90 0.82 s 0.01 s
4 No Yes Yes 65/90 0.49 s 0.01 s
5 Yes No No 54/90 3.22 s 0.06 s
6 Yes No Yes 62/90 2.64 s 0.04 s
7 Yes Yes No 57/90 1.27 s 0.02 s
8 Yes Yes Yes 65/90 0.31 s 0.00 s
Consider the replacement map μ for the signature F given by:
μ(cons) = μ(if) = {1} and μ(f ) = {1, . . . , ar(f )} for all f ∈ F − {cons, if}.
From the termination point of view, this example is interesting because, since its introduction in Giesl and Middeldorp’s
paper [30], no automatic proof of termination has been reported. In sharp contrast, termination of CSR for this TRS and
replacement map μ is easily proved by using the techniques developed in this paper. In particular, the context-sensitive
dependency graph contains no cycle.
13.2. Contribution of the different CS processors
In our implementation of the CSDP-framework, besides processorProcSCC , the subterm processors in Section 11 and the
μ-reduction-pair CS processors in Section 10 are the most frequently used (in this order). The impact of the CS processors
in Sections 11 and 12 is summarized in Table 2. Our benchmarks show that the CS processors described in Section 11 play
an important role in our proofs. The subterm processors ProcsubNColl and ProcsubColl are quite efficient, but the ones that
are based on simple projections for non-μ-replacing arguments (ProcNRP and ProcNRP2) also increase the power and the
speed of the CSDP technique. Furthermore, these two groups of CS processors are complementary: the extra problems that
are specifically solved by them are different. Narrowing is useful for simplifying the graph, but it does not play an important
role in the benchmarks because it is only applied to solve two examples (which can be solved without narrowing as well).
Furthermore, it must be used carefully because recomputing the graph can be expensive in that case. Complete details of
our experiments can be found here:
http : //zenon.dsic.upv.es/muterm/benchmarks/csdp/.
13.3. CSDPs at the 2007 International Termination Competition
In2007,AProVE [32]was theonly tool (besidesmu-term) implementing specificmethods forproving terminationofCSR.
BothAProVEandmu-termparticipated in theCSR subcategoryof the2007 International TerminationCompetition.AProVE
participated with a termination expert for CSR which, given a CS-TRS (R, μ), successively tries different transformations
 for proving termination of CSR (which are enumerated in Remark 15, i.e.,  ∈ {C, FR,GM,L, sGM,Z}). It then uses a huge
variety of different and complementary techniques to prove termination of rewriting (according to the DP-framework) on
the obtained TRSRμ. Actually,AProVE is currently themost powerful tool for proving termination of TRSs and implements
most existing results and techniques regarding DPs and related techniques.
However,mu-term’s implementation of CSDPswas able to beatAProVE in the CSR category (mu-termwas able to prove
68 of the 90 examples; AProVE proved 64), thus demonstrating that CSDPs are actually a very powerful technique for
proving termination of CSR.
14. Related work
The first presentation of the context-sensitive dependency pairs was given in [3]. This paper is an extended and revised
version of [3,4]. We provide complete proofs for all results, 11 and also present many examples about the use of the theory.
The main conceptual differences between [3,4] and this paper are the following:
1. In this paper, we have investigated two different notions of minimal non-μ-terminating terms: the so-called strongly
minimal terms (T∞,μ, which are introduced in this paper) and theminimal terms (M∞,μ), which were introduced in
[3] and further investigated in [4]. The combined use of these notions leads to a better development of the theory. This
has brought new essential results, remarkably Theorem 1, which is the basis (at the level of pure context-sensitive
rewriting) of the new notions of CSDP and minimal chain.
11 We report and fix some bugs in previous papers.
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Fig. 6. Context-sensitive dependency graph of Example 1 following [3].
2. Although most of the ideas in this first part of the paper (Section 3) were present in [4, Section 3], we make some
aspects explicit that were only implicit there. For instance, the essential notion of hidden term (a consequence of
Lemma 5 which is further developed in Lemma 6 and Proposition 4) was implicit in [4, Section 3], but only the notion
of hidden symbolwas made explicit. Actually, the proofs of the aforementioned results in this paper correspond (with
minor changes) to those of Lemmas 3.4 and 3.5, and Proposition 3.6 in [4], respectively.
3. The notion of context-sensitive dependency pairswas first introduced in [3, Definition 1], but the narrowing condition
that we have now included for the noncollapsing CSDPs is new. This condition is inspired in the recent extension of
the DP-method to Order-Sorted TRSs [53]. In this paper, we have elaborated it in depth to show that it is actually a
natural requirement (see Section 3.4). In [53], it has already been shown that including ‘narrowability’ in the usual
definition of dependency pair can be useful to automatically prove termination of rewriting. Similar considerations
are valid for CSR.
4. In [3], a notion ofminimal chainwas introduced but not really used in themain results. Actually, the notion ofminimal
chain in this paper is completely different from the old one and is a consequence of the analysis of infinite μ-rewrite
sequences developed in Section 3. Furthermore, in this paper, the notion of minimal chain of pairs is essential for the
definition of the context-sensitive dependency graph and the development of the CSDP-framework in Section 7.
5. The notion of context-sensitive dependency graph was first introduced in [3] and further refined in [4] thanks to the
introduction of the hidden symbols. The definition in this paper introduces a new refinement through the notion of
‘narrowable hidden term’ and shows a nice symmetry between the arcs associated to noncollapsing and collapsing
pairs. Furthermore, the newdefinition leads to a great simplification of the computed graph: for the CS-TRS in Example
1, compare the graph in Fig. 6 (corresponding to [3]) with the new graph in Fig. 5.
6. The estimation of the CSDG in [3,4]was an adaptation of the one by Arts and Giesl [10] to the context-sensitive setting.
In this paper,we have defined a newestimation of the CSDGon the basis of themost recent proposal byGiesl et al. [34].
7. The definition of a CSDP-framework for the mechanization of proofs of termination of CSR using CSDPs is new. A
number of processors introduced here had a kind of counterpart in [3] (for instance, the use ofμ-reduction orderings
was formalized in [3, Theorem 4] and the subterm criterion for noncollapsing pairs was formalized in [3, Theorem 5])
or in [4] (for instance, the narrowing transformation in [4, Theorem 5.3]), but they were not formulated as processors.
8. This paper introduces a number of new processors that can be used for proving termination of CSR: the SCC proces-
sor, 12 the processors for filtering or transforming collapsing pairs (see Section 9), the use of argument filterings, 13
the use of the subterm criterion with collapsing pairs (Theorem 13), etc.
9. Finally, for thefirst time,wehave consideredhowtodisprove terminationofCSRwithin theCSDP framework (processor
ProcInf in Theorem 5).
14.1. CSDPs vs. DPs and a piece of history
The first attempt to develop a theory of dependency pairs for CSR started more than 10 years ago when the third author
of this paper asked Thomas Arts (who was preparing the first presentation of the dependency pair method [9]) about the
possibility of extending the dependency pair approach to CSR. Arts immediately noticed that themain problem of extending
the existing results for ordinary rewriting to CSR was the possibility of having variables that are not replacing in the left-
hand sides of the rules but that become replacing in the corresponding right-hand side. This is what we now callmigrating
variables. After this first failed attempt, the focusmoved to transformations of CS-TRSs (R, μ) into ordinary TRSsRμ (where
 represents the transformation) in such a way that termination of Rμ implies the μ-termination ofR [31,50].
12 This is mentioned in [3, Section 4.2] but without any formal description.
13 This was briefly mentioned at the end of [3, Section 4.2] but was never formalized.
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During the spring of 2006, mu-term was being revised in preparation for its participation in the 2006 International
Termination Competition, which was organized by Claude Marché. The idea of adapting DPs to CSR came up again. A
first correct version of context-sensitive dependency pairs that did not at the time consider collapsing pairs was the
following:
Definition 15 (First preliminary version of CSDPs). LetR = (F, R) = (C unionmulti D, R) be a TRS and μ ∈ MR. Let
DP1(R, μ) =
{





l → MUSUBTERM(x) | l → r ∈ R, x ∈ Varμ(r) − Varμ(l)
}
∪ {MUSUBTERM(f (x1, . . . , xk)) → MUSUBTERM(xi) | f ∈ F, i ∈ μ(f )}
∪ {MUSUBTERM(f (x1, . . . , xk)) → f (x1, . . . , xk) | f ∈ D}
with μ(f ) = μ(f ) if f ∈ F , μ(f ) = μ(f ) if f ∈ D, and μ(MUSUBTERM) = ∅.
We handle migrating variables x by enclosing them inside a term MUSUBTERM(x) which (after instantiating x by means
of a substitution σ ) would be able to start the search for a μ-replacing subterm s = f (s1, . . . , sk) which (after marking its
root symbol f as f ) is able to connect with the left-hand side of the next CSDP in a sequence. The notion of chain of CSDPs
that was used here was essentially the standard one. All pairs were treated in the very same way and the only difference
was that pairs were connected by using CSR instead of ordinary rewriting.
The implementation of the CSDPs in Definition 15 did not work very well in practice. The structure of pairs which dealt
with migrating variables introduced many arcs in the corresponding graph and, therefore, many cycles. Thus, the following
proposal was considered instead.
Definition 16 (Second preliminary version of CSDPs). LetR = (F, R) = (CunionmultiD, R) be a TRS andμ ∈ MR. LetDP2(R, μ) =
DP2,F (R, μ) ∪ DP2,X (R, μ) where:
DP2,F (R, μ) =
{
l → s | l → r ∈ R, r μ s, root(s) ∈ D, l 
μ s
}
DP2,X (R, μ) =
{
l → Ul,f ,x(x) | l → r ∈ R, f ∈ D, x ∈ Varμ(r) − Varμ(l)
}
∪ {Ul,f ,x(f (x1, . . . , xk)) → f (x1, . . . , xk) | l → r ∈ R, f ∈ D, x ∈ Varμ(r) − Varμ(l)}
and μ(f ) = μ(f ) if f ∈ F , μ(f ) = μ(f ) if f ∈ D, and μ(Ul,f ,x) = {1} for all rules l → r, symbols f , and variables x
originating one of these symbols.
Here, migrating variables x are enclosed inside a term Ul,f ,x(x) which (after instantiating x by means of a substitution
σ ) would be able to connect any μ-replacing subterm s = f (s1, . . . , sk) (with f a defined symbol) with the left-hand side
of the next CSDP in a sequence. Note that no explicit μ-replacing subterm search is possible with this new definition of
CSDP. Instead, this requirement was moved to the definition of chain. Now, although these dependency pairs still remain as
the ‘traditional ones’, a clear distinction wasmade between two kinds of CSDPs: those that were obtained from the nonvariable
parts of the right-hand sides of the rules (DP2,F (R, μ) inDefinition16) and those thatwere introduced to treat themigrating
variables (DP2,X (R, μ) in Definition 16). Both kinds of CSDPs were clearly distinguished in the new definition of chain and
the μ-subterm requirement was used to describe how chains of such CSDPs are built.
A version of mu-term that implemented the CSDPs in Definition 16 was submitted for participation in the Context-
Sensitive (sub)category of the 2006 International Termination Competition (June 2006). We are grateful to Claude Marché
for providing a copy of the folder where the mu-term outcome was stored. It is now available at the following URL:
http : //zenon.dsic.upv.es/muterm/benchmarks/ic10/muterm − 2006/benchmarks.html
A further evolution led to the definition of CSDP which was finally published in [3]. In sharp contrast to the standard
dependency pair approach, where all dependency pairs have tuple symbols f  both in the left- and right-hand sides, we
finally took the definitive step to also consider collapsing pairs having a single variable in the right-hand side as the most
elegant, concise and expressive way to reflect the effect of the migrating variables in the termination behavior of CSR. This
is one of the most important and original contributions of the paper.
15. CSDPs vs. noncollapsing CSDPs
In [1], a transformation of collapsing pairs into ‘ordinary’ (i.e., noncollapsing) pairs is introduced. The transformation
uses the following notion.
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Definition 17 (Hiding context [1, Definition 7]). Let R be a TRS and μ ∈ MR. The function symbol f hides the argument i if
there is a rule l → r ∈ Rwith r
μ
f (r1, . . . , ri, . . . , rn), i ∈ μ(f ), and ri contains a defined symbol or a variable at an active
position. A context C is hiding iff C =  or C has the form f (t1, . . . , ti−1, C′, ti+1, . . . , tn)where f hides the argument i and
C′ is a hiding context.
The notion of CSDPs that is given in [1] is the following:
Definition 18 [1, Definition 9]. LetR be a TRS and μ ∈ MR. IfDPX (R, μ) 
=∅, we introduce a fresh unhiding tuple symbol
U and the following unhiding DPs:
• s → U(x) for every s → x ∈ DPX (R, μ),• U(f (x1, . . . , xi, . . . , xn)) → U(xi) for every function symbol f of any arity n and every 1 ≤ i ≤ nwhere f hides position i,• U(t) → t for every hidden term t.
Let DPu(R, μ) be the set of all unhiding DPs (where DPu(R, μ) = ∅ whenever DPX (R, μ) = ∅). Then DP′(R, μ) =
DPF (R, μ) ∪ DPu(R, μ).
The correspondingdefinitionof chain is, essentially, the standardone [10], butμ-rewriting (withR) is used for connecting
pairs.
Definition 19 [1, Definition 11]. Let P and R be TRSs and let μ be a replacement map. We extend μ to tuple symbols by
definingμ(f ) = μ(f ) for all f ∈ D andμ(U) = ∅. A sequence of pairs u1 → v1, u2 → v2, . . . fromP is a (P,R, μ)-chain
if there is a substitution σ with σ(vi) ↪→∗R,μ σ (ui+1) and σ(vi) is (R, μ)-terminating for all i.
Using these definitions, a characterization of termination of CSR is given.
Theorem 17 [1, Theorem 12]. A TRSR is μ-terminating if and only if there is no infinite (DP′(R, μ),R, μ)-chain.
On the basis of these definitions and results, Alarcón et al. [1, Section 4] develop a CSDP framework.
15.1. Comparing CSDPs and noncollapsing CSDPs
As discussed in Section 14.1, the idea of providing a definition of CSDPs that does not use collapsing pairs cannot be
considered as themain contribution of [1]: in 2006 there was an implementation of CSDPs without collapsing pairs (namely
the one which corresponds to Definition 16). Actually, Definition 18 is very close to Definition 15 (i.e., the first correct notion
of CSDP developed in 2006) if we write U instead of MUSUBTERM in Definition 15. The crucial differences between Definition
15 and Definition 18 are the use of hiding contexts (Definition 17) and the use of hidden terms (Definition 3). As discussed
in [1, Section 3], the notion of hiding context is a refinement of the notion of hidden term described in this paper (and
previously approached in [4]), see Section 3.2.
Indeed, the notion of hiding context is the most important contribution of [1] from the theoretical side. The notion of
hiding context can be easily integrated in the CSDP frameworkdiscussed in this paper. This has been carried out in [27,28,37],
where an extension of our CSDP frameworkwas developed to appropriately integrate this notion.Within this new approach,
Definition 18 could be incorporated to the CSDP framework by using the following modified version of Theorem 8, which
defines the appropriate CS processor.
Theorem 18. LetR = (F, R) and P = (G, P) be TRSs and μ ∈ MF∪G . Let u → x ∈ PX and
Pu = {u → U(x)}
∪ {U(f (x1, . . . , xk)) → U(xi) | f ∈ F, 1  i  ar(f ) and f hides i}
∪ {U(t) → t | t ∈ NHT P}
where U is a fresh symbol. Let P ′ = (G ∪ {U}, P′), where P′ = (P − {u → x}) ∪ Pu, and μ′ which extends μ by μ′(U) = ∅.
Then, the processor ProchCtx given by
ProchCtx(P,R, μ) = {(P ′,R, μ′)}
is sound and complete.
The proof of this result would be analogous to the one for Theorem 8 with the proviso, in our definition of chain of pairs
(Definition 5), that the contexts Ci[ ]pi which are used for handling collapsing pairs are now hiding contexts. In contrast to
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Fig. 7. Context-sensitive dependency graph of Example 1 according to [1].
processorProceColl in Theorem8,ProchCtx has the advantage of introducing fewer rules due to the use of the notion of hiding
in Definition 17. Obviously, this could lead to simpler proofs when it is used.
In this paper, we have shown that collapsing pairs are an essential part of the theoretical description of termination of
CSR. Actually, Definition 18 explicitly uses them to introduce the new unhiding pairs. This shows that the most basic notion
whenmodeling the termination behavior of CSR is that of collapsing pair and that unhiding pairs should be better considered
as an ingredient for handling collapsing pairs in proofs of termination (as implemented by processor ProchCtx above).
15.2. Use of CSDPs and noncollapsing CSDPs
The application of Definition 18 at the very beginning of the termination analysis of CS-TRSs (as done in [1]) often leads
to obtaining a more complex dependency graph. For instance, we would replace the collapsing CSDPs (25) and (26) by the
following ones:
TAIL(cons(x, xs)) → U(xs) (39)
TAKE(s(n), cons(x, xs)) → U(xs) (40)
U(incr(x)) → U(x) (41)
U(incr(oddNs)) → INCR(oddNs) (42)
U(oddNs) → ODDNS (43)
U(rep2(x)) → U(x) (44)
U(zip(x, y)) → U(x) (45)
U(zip(x, y)) → U(y) (46)
U(cons(x, y)) → U(x) (47)
to obtain the graph in Fig. 7, which should be compared with the CSDG for the same example in Fig. 5. On the other hand,
if P contains no collapsing pairs (as happens if Definition 18 is used to compute the dependency pairs of a CS-TRS), then
Definition 19 is subsumed by our notion of chain of pairs (Definition 5). This means that, after using processor ProceColl in
Theorem 8 to remove collapsing pairs in the componentP of a CS problem (P,R, μ),we could use all CS processors developed
in [1], some of which have not been discussed in our paper (for instance, the instantiation processor [1, Theorem 24]). Also,
the CS processors that are developed here can be used in any implementation following [1].
Remark 16. Note that, although the definition of chain in [1] (see Definition 19) is apparently closer to the standard one [35,
Definition 3], this does not mean that we can use or easily ‘translate’ existing DP-processors (see [35]) to be used with CSR.
The narrowing processor provides a striking example. Example 29 shows that the application of the narrowing processor
to the TRSs P and R in the example is not correct due to the lack of strong μ-conservativeness of the μ-narrowed pair in P .
Since P has no collapsing pair, one could think (following a naïve interpretation of [1]) that the narrowing processor of the
DP-framework (see [35, Theorem 31]), which does not take into account the replacement restrictions, should work with CSR
without difficulties, which is not the case.
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Table 3
Summary of processors used in mu-term-IC.
Processors Applied in
SCC processor (Section 8) 94/94 problems
Processors based on subterm criteria (Section 11) 56/94 problems
Processors based on reduction pairs (Section 10) 50/94 problems
Basic processors (Section 7) 28/94 problems
Narrowing processor (Section 12) 3/94 problems
Thus, a CSDP framework that is based on Definitions 18 and 19 does not boil down to the DP-framework, and a careful
consideration of the replacement restrictions is necessary before being able to use any DP-processor with CSR.
15.3. Experimental evaluation
We have performed an experimental evaluation of the use of CSDPs vs. the ones in Definition 18 as follows: we prepared
two versions ofmu-term:mu-term-LPAR08 andmu-term-IC. The toolmu-term-LPAR08 first applies Theorem 18 to remove
all collapsing pairs (as one would do when working within the approach described in [1]) and then uses the CS processors
described in both this paper and in [1] to achieve termination proofs. On the other hand,mu-term-IC implements the CSDP
framework that we have described here (with the modifications developed in [27,28,37]).
On a collection of 109 examples, both tools succeeded on the very same ones (94 proofs of termination). However,
mu-term-IC performed globally faster. Furthermore, we did not need to use ProchCtx in the proofs with mu-term-IC. This
suggests that (in contrast towhatwe claimed in [1]when the integration of the notion of hiding context into the CSDP frame-
work was pending), collapsing pairs do not represent any drawback for automatically proving termination of CSR. Detailed
benchmarks are at the following URL: http://zenon.dsic.upv.es/muterm/benchmarks/ic10/muterm-2009/benchmarks.html
Table 3 shows the use of the different processors in these benchmarks. The interpretation of the frequency of use for the
different processors should take into account the following strategy for invoking them inmu-term-IC when CS problems are
treated: first, we try the basic (infinite and finite) processors. If some of them succeed, we are done; otherwise, we continue
as follows:
1. SCC processor.
2. Subterm criterion processors.
3. Reduction pair (RP) processors with polynomial and matrix interpretations over the reals [6,7,49,51].
4. Narrowing processor.
Interestingly, all processors are used at least once during the proofs.
16. Conclusions
Wehave analyzed the structure of infinite context-sensitive rewrite sequences starting fromminimal non-μ-terminating
terms (Theorem 1). This knowledge is used to provide an appropriate definition of context-sensitive dependency pair (Defi-
nition 4), and the related notion of chain (Definition 5). In sharp contrast to the standard dependency pair approach, where
all dependency pairs have tuple symbols f  in both the left- and right-hand sides, we have collapsing dependency pairs that
have a single variable in the right-hand side. These variables reflect the effect of themigrating variables on the termination
behavior of CSR. At the level of minimal chains, however, the contrast with the ordinary DP approach is somehow recovered
by a nice symmetry arising from the central notion of hidden term (Definition 3): a noncollapsing pair u → v is followed by
a pair u′ → v′ if σ(v) μ-rewrites into σ(u′) for some substitution σ ; a collapsing pair u → v is followed by a pair u′ → v′
if there is a hidden term t such that σ(t) μ-rewrites into σ(u′) for some substitution σ . We have shown how to use the
context-sensitive dependency pairs in proofs of termination of CSR. As in Arts and Giesl’s approach, the absence of infinite
minimal chains of dependency pairs fromDP(R, μ) characterizes the μ-termination ofR (Theorems 2 and 3).
We have provided a suitable adaptation of the dependency pair framework to CSR by defining appropriate notions of CS
problem (Definition 6) and CS processor (Definition 7).We have described a number of sound and (most of them) complete CS
processors that can be used in any practical implementation of the CSDP-framework. In particular, we have introduced the
notion of (estimated) context-sensitive (dependency) graph (Definitions 8 and 10) and the associated CS processor (Theorem
6). We have also described some CS processors for removing or transforming collapsing pairs from CS problems (Theorems
7 and 8). We are also able to use μ-reduction pairs (Definition 11) and argument filterings to ensure the absence of infinite
chains of pairs (Theorems 9, 10, and 11). We have adapted Hirokawa and Middeldorp’s subterm criterion which permits
concluding the absence of infinite minimal chains by paying attention only to the pairs in the corresponding CS problem
(Theorems 12 and 13). Following this appealing idea, we have also introduced two new processors that work in a similar
way but use a very basic kind of ordering instead of the subterm relation (Theorems 14 and 15). Narrowing context-sensitive
dependency pairs have also been investigated. It is helpful to simplify or restructure the dependency graph and eventually
simplify the proof of termination (Theorem 16).
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We have implemented these ideas as part of the termination toolmu-term [2,47]. The implementation and practical use
of the developed techniques yield a novel and powerful framework that improves the current state-of-the-art of methods
for proving termination of CSR. Actually, CSDPs were an essential ingredient for mu-term in winning the context-sensitive
subcategory of the 2007 competition of termination tools.
For future work, we plan to extend the basic CSDP-framework described in this paper with further CS processors inte-
grating the usable rules for CSR [29] and proofs of termination of innermost CSR using CSDPs [5].
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Appendix A
A.1. Proofs of Section 3
Lemma 2. Let R = (F, R) be a TRS, μ ∈ MF , and s ∈ T (F,X ). If s is not μ-terminating, then there is a subterm t of s (s  t)
such that t ∈ T∞,μ.
Proof. By structural induction. If s is a constant symbol, it is obvious: take t = s. If s = f (s1, . . . , sk), then we proceed by
contradiction. If there is no subterm t of s such that t ∈ T∞,μ, then s 
∈ T∞,μ. Since s is not μ-terminating, there is a strict
subterm t of s (s  t) that is not μ-terminating. By the Induction Hypothesis, there is t′ ∈ T∞,μ such that t  t′. Then, we
have s t′, thus leading to a contradiction. 
Lemma 3. LetR = (F, R) be a TRS, μ ∈ MF , and s ∈ T (F,X ). If s is not μ-terminating, then there is a μ-replacing subterm t
of s such that t ∈ M∞,μ.
Proof. By structural induction. If s is a constant symbol, it is obvious: take t = s. If s = f (s1, . . . , sk), then we proceed
by contradiction. If there is no μ-replacing subterm t of s such that t ∈ M∞,μ, then s 
∈ M∞,μ, i.e., there is a strict
μ-replacing subterm t of s which is not μ-terminating. We have t = s|p for some p ∈ Posμ(s) − {}. By the Induction
Hypothesis, t contains aμ-replacing subterm t′ which belongs toM∞,μ, i.e., t′ = t|q for some q ∈ Posμ(t). By Proposition
1, p · q ∈ Posμ(s). Thus, t′ is a μ-replacing subterm of s that belongs toM∞,μ, thus leading to a contradiction. 
Lemma 4. LetR be a TRS, μ ∈ MR, and t ∈ M∞,μ. If t
>
↪−→ ∗ u and u is non-μ-terminating, then u ∈ M∞,μ.
Proof. Allμ-rewritings belowof t the root are issued onμ-replacing andμ-terminating terms that remainμ-terminating by
Lemma1. Then, all strictμ-replacing subtermsofu (which are theones that canbeoriginatedor transformedbyμ-rewritings
from t to u) are μ-terminating. Since u is non-μ-terminating, u ∈ M∞,μ. 
16.1. Proofs of Section 3.2
Lemma 5. LetR = (F, R) be a TRS andμ ∈ MF . Let t ∈ T (F,X ) and σ be a substitution. If there is a rule l → r ∈ R such that
σ(l)  t and σ(r)
μ
t, then there is no x ∈ Var(r) such that σ(x) t. Furthermore, there is a term t′ ∈ HT such that r 
μ
t′
and σ(t′) = t.
Proof. By contradiction. If there is x ∈ Var(r) such that σ(x) t, then since variables in l are always below some function
symbol we have σ(l) t, leading to a contradiction.
Since there is no x ∈ Var(r) such thatσ(x)t butwehave thatσ(r)
μ
t, then there is a nonvariable andnon-μ-replacing
position p ∈ PosF (r) − Posμ(r) of r, such that σ(r|p) = t. Then, we let t′ = r|p. Note that t′ ∈ HT . 
Lemma 6. Let R be a TRS and μ ∈ MR. Let A be a μ-rewrite sequence t1 ↪→ t2 ↪→ · · · ↪→ tn with ti ∈ M∞,μ for
all i, 1  i  n. If there is a term t ∈ M∞,μ such that t1  t and tn μ t, then t = σ(s) for some s ∈ DHT and
substitution σ .
Proof. By induction on n:
1. If n = 1, then it is vacuously true because t1  t and t1 μ t do not simultaneously hold.
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2. If n > 1, then we assume that t1  t and tn μ
t. We consider two cases:
(a) If tn−1 μ t, then by the induction hypothesis the conclusion follows.
(b) If tn−1μ t does not hold, then, since assuming tn−1 μ t leads to a contradiction (because tn−1 ∈ M∞,μ in the
hypothesis implies that t /∈ M∞,μ), we have that tn−1  t. Let l → r ∈ R be such that tn−1 = C[σ(l)] and
tn = C[σ(r)] for some context C[ ] and substitution σ . Then, in particular, σ(l)  t and, since tnμ t there must
be σ(r)
μ
t. Thus, by Lemma 5we conclude that t = σ(s) for some s ∈ HT and substitution σ . Since t ∈ M∞,μ,
it follows that root(t) = root(s) ∈ D. Thus, s ∈ DHT . 
Proposition 4. Let R be a TRS and μ ∈ MR. Consider a finite or infinite sequence of the form t1 ↪→ s1 μ t′2
>





↪−→ ∗ t3 · · · with tj, t′j ∈ M∞,μ for all j ≥ 1. If there is a term t ∈ M∞,μ such that ti μ t for some i ≥ 1, then
t1 μ
t or t = σ(s) for some s ∈ DHT and substitution σ .
Proof. By induction on i:
1. If i = 1, it is trivial.
2. If i > 1 and ti μ
t, then we consider two cases:
(a) If ti−1 μ t, then by the induction hypothesis, the conclusion follows.
(b) If ti−1 μ t does not hold, then let l → r ∈ R and σ be such that ti−1 = σ(l) and si−1 = σ(r) μ t
′
i . Since
ti−1 μ t leads to a contradiction (because ti−1 ∈ M∞,μ implies that t /∈ M∞,μ), we have that ti−1  t. We
consider two cases:
(A) If t′i  t, then, since t′i , t ∈ M∞,μ, the case t′i μ t is excluded and the only possibility is that t′i μ t. Then,
since σ(l) = ti−1  t and σ(r)μ t′i μ t, i.e., σ(r)μ t, by Lemma 5 we conclude that t = σ(s) for some
s ∈ HT and substitution σ . Since t ∈ M∞,μ, it follows that root(t) = root(s) ∈ D. Thus, s ∈ DHT .
(B) If t′i  t, then, by applying Lemma 4 and Lemma 6 to the μ-rewrite sequence t′i
>
↪−→ ∗R,μ ti, the conclusion
follows. 
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