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THESIS: 
THE CONTROL OF SEARCH TECHNIQUES 
AND SEARCH STRATEGIES USING PETRI NET THEORY 
IN THE 
ABSTRACT 
NATIONAL BUREAU OF STANDARD'S 
REAL-TIME CONTROL SYSTEM 
lLT Barbara s. Timpte 
Manufacturing Systems Engineering 
Lehigh University 
Bethlehem, Pennsylvania 
For over a decade, the National Bureau of Standards 
has been developing a control system to help facilitate the 
flexibility of machines and robots on the factory floor and 
to develop a true 'system' - an organized integrated whole 
made up of diverse but interrelated and interdependent 
parts. They established a set of rules by which to inter-
face machines and computers in a work environment. The 
theory of control of ~his system is called the Real-Time 
Control System (RCS). 
Tony Barbera, M.L. Fitzgerald, and James Albus, all of 
the National Bureau of Standards, describe the RCS as a 
system where high-level goals are decomposed through a 
succession of levels, each producing strings of simpler 
commands to the next lower level. The bottom level 
generates drive signals to the robot, gripper and other 
actuators. Each control level represents a well-defined, 
clearly bounded control function with a limited number of 
inputs and outputs. Commands input at the highest level 
are decomposed into a sequence of subtasks which are passed 
to the next level for further break down. This procedure 
is used at each successive level until the sequence of 
subtasks are in a form the robot controller can understand 
and execute. 
The RCS system is now being applied to a real-life 
situation for the US Navy - the control of an unmanned 
underwater submarine to be used for deploying underwater 
mines, seeking and destroying enemy targets, and searching 
an area for charting. This thesis covers the application 
of the RCS to the search of an area by one or two of the 
underwater autonomous vehicles ( AUV ). 
This thesis addresses issues concerned with the valid 
techniques to be used in a two AUV search and the 
algorithms to be generated by an expert system that control 
the movements of the AUVs. It describes seven search 
• 1 
r 
v 
techniques adapted from military techniques applied to 
soldiers. It questions and discussions the validity of 
technique and the control measures needed to apply 
techniques in an underwater world. 
foot 
each 
the 
This thesis also describes the search strategy that is 
to be applied to the database to determine the best route 
to travel between two points, from a port to a search area, 
or from the AUV's current position to that of a known enemy 
stronghold. This will be the route that will be searched by 
the AUVs using the above mentioned seven search techniques. 
It finally describes the communication structure 
between the levels of the hierarchy - how the search tech-
nique algorithm is chosen, generated, and decomposed from 
level to,level. The method of communication is a modified 
Petri net called an AUV net which is a flow-chart like 
structure that allows some level of concurrency and strong 
control in execution. 
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CHAPTER 1 
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1.0 INTRODUCTION 
Man's fascination with m~chines that move under their 
own power and with internal control is as ancient as our 
recorded history. As early as 3000 B.C., the Greeks, 
Egyptians, and Chinese were said to have had constructed a 
variety of statues and figures that acted out sequences of 
motions powered by falling water, steam, or weights and 
pulleys. Ddring the 18th century, it became the rage to 
build lifelike automata of birds, animals, and humans for 
the amusement of royalty. These early robots were 
controlled by elaborate mechanical precision cams driven by 
spring powered clock escapements. Many of these early 
automata are still in existence today and still work. 
The phenomenon of trying to create artificial life by 
mechanical means has continued to mature and has slowly 
become the precursor to modern robotics. The word 'robot' 
is derived from the Czechoslovakian word for 'worker' and 
was first used in the modern context by a Czech playwright 
named Karel Capek. The play, called R.U.R. ( Rossum's 
Universal Robots ) introduced the notion· of robots 
replacing humans in the manufacturing of goods, a notion 
that has been taken to heart by today's industries. 
1 
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Man's fascination for robots has not dwindled • 1n 
recent years but, because of the advent of the computer, 
has instead heightened. The computer has increased the 
speed and ease of control of the mechanical robot and has 
also allowed for greater flexibility in the types of 
applications in which they could be used. The robot is no 
longer simply a mechanical muscle but is also becoming 
intelligent, be it artificially. 
The modern history of robotics began with work in the 
1950s on mechanical manipulators for handling radioactive 
materials and in 1959, the Unimation Corporation introduced 
the first industrial robot in the commercial marketplace. 
Since the 1950's, robotics has become a • science • in 
itself and is no lon~er just a pastime for inventors to 
show off their prowess to royal families. Industrial 
robots are 
manufacturing 
currently being used • in 
and non-manufacturing areas • • 
numerous 
loading, 
assembly, welding, painting, inspection, harvesting, sheep 
shearing, and medical uses such as bionics just to name a 
few. 
Robotics is a systems science that attempts to 
integrate artificial intelligence with feedback control of 
mechanical devices. Artificial intelligence is the study 
of ideas that enable computers to be 'smart' in order to 
make them more useful in our complex society. Expert 
systems are on the computational side of AI and robotics 
are the actuators or muscles of AI. For a better 
understanding of artificial intelligence and it ap-
2 
• 
' 
plications, reference Fiegenbaum [17]. 
The most interesting aspect of robots is their future 
potential, not their current capabilities. The capability 
of today's industrial robot could be compared with a 
"blind, deaf, stupid, one-armed giant wearing a steel 
boxing glove, with both feet nailed to the floor'' (10]. 
Some industrial robots can move around a flat surface on 
wheels and some research robots can even walk but with 
nothing approaching the ambulatory skills of a four legged 
bug on crutches, much less those of a human. 
Future applications of robotics will cover a broad 
• sensing, spectrum, from mobility and data access to 
allowing robots to leave the relatively structured 
environment of the factory. The majority of current factory 
layouts are static and the robot is the only moving object 
in its designated 'space'. 
...__ 
Future applications will allow 
the robot to leave this static world and enter the 
unstructured environment of the three dimensional world of 
nature. Control and 30 movement are the topics of much of 
the work that is currently being done in research labs 
around the world. These are a major aspect of the focus of 
the National Bureau of Standards' (NBS) Sensory Inter-
active Robotics Group, on whose work much of this is based. 
The NBS is conducting continuing research in the area 
of robotics. Their first efforts began on the factory floor 
and has since moved to the control of autonomous vehicles, 
machines that carry out tasks without the feedback of 
3 
\ 
humans. The National Bureau of Standards has received a 
grant from the US Navy to implement the control system the 
NBS has developed to control a multi-cell manufacturing 
environment on an underwater submarine built by the 
University of New Hampshire. The project has been named 
AUV for Autonomous Underwater Vehicle. 
Lehigh University has worked with the NBS on many past 
projects and has been given a grant by the NBS to help 
develop certain aspects of the AUV project. Lehigh • 1S 
involved in the world modeling, sensor fusion and path 
planning areas of the project. This thesis presents a 
description of the NBS control system and describes a part 
of the research and implementation of the project that has 
been the basis of this thesis. In particular, the following 
topics that are pertinent to the planning and control of 
the AUV are examined in this thesis: 
(1) NBS Real-Time Control System, 
(2) path planning, 
(3) the search techniques needed for the AUV to perform its 
tasks in the dynamic environment of a lake, and 
(4) the formal representation of a plan using Petri-nets. 
Each of these topics is summarized below and covered 
in a chapter of the thesis: 
(1) NBS Real-Time Control System , 
This section includes an explanation of the NBS hierarchy, 
the RCS system and its implementation, and the RCS3 system 
that is being written to control the movements of the AUV. 
(2) path planning 
This include a historical view of the path planning problem 
and the need for this type of planning in the AUV project. 
It outline the advantages, disadvantages, and uses of eight 
of the most popular database search algorithms used in ar-
tificial intelligence applications and discusses in depth 
4 
the A* algorithm and its implementation in the AUV's world. 
(3) the search techniques needed for the AUV to perform its 
tasks in the dynamic environment of a lake 
Adapted from true military search techniques, these search 
methods are to be used by one or two vehicle groups for 
searching an area for new information such as terrain, 
enemy positions, underwater mine fields, or enemy defenses. 
(4) formal representation of a plan using Petri-Nets 
This section describe the history, definition, and uses of 
Petri nets and their application in the control of the AUV. 
It includes diagrams of several different nets in a search 
and destroy type mission and discusses their potential 
advantage in the control of a robot. 
1.1 REAL-TIME CONTROL SYSTEM BACKGROUND 
The planning and control of complex systems has been 
an ongoing topic of research for many years. 
system, whether computer based, military, 
Any complex 
business 
oriented, or governmental, has developed or will develop 
over time and through trial and error its own elaborate 
organizational structure. This structure develops in order 
·~::-
to simplify the control of the organization's many distinct 
and sometimes unrelated components. 
The National Bureau of Standards (NBS) has been 
conducting research in this area directed at structuring a 
theory for an architecture for real-time control. Although 
the theory has applications in any complex system control 
problems it has only been applied to manufacturing, 
computer, and robotic manipulator problems. This thesis 
I 
describes a new eff~~t(o apply the theory to an Autonomous 
Underwater Vehicle ( AUV) and develops some implementation 
extensions for AUV planning. 
5 
The following paragraphs describe the basis for the 
theoretical model that is the end result of the NBS 
research in the real-time sensory interactive control of 
complex systems, and discusses its current implementation 
'-
• 
called the Real-Time Control System (RCS). \__ 
The NBS has based its work on the fact that a control 
system must decide on the actions necessary to accomplish a 
goal according to rules which have been previously 
specified. In addition, there must also be a method for 
measuring the immediate environment so that the actions can 
be modified to ensure that the goal is accomplished in an 
• 
ever changing environment (13]. This basic real-time 
sensory interactive control system is shown in FIGURE 1.1. 
I ~, P LI T C 1J ~1 r1 A ~~ c, 
SENSORY OR GOAL 
C'" C" C" i, C:· .:. r 1" i i:, T i:i 
I I.. I.. lo.' •' I I I.. 1, •' I I I I I 
TH AT Ct E ~. C ~· IE: E ~. 
THE PRESENT STATE 
OF THE ENVIRONMENT 
CC1NTROL 
s. ''{STE f•l 
NEXT ACTION TO SE 
CARRIED OUT TOWARD 
ACCOMPLISHING THE GOAL 
FIGURE 1.1 • • The basic real-time sensory interactive 
control system. 
To accomplish complete control for a complex 
organization through the one level of processing depicted 
in FIGURE 1.1 results in a system that • 1S almost 
6 
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impossible for a human design, build, or understand: there 
are far too many variables and relations to maintain. As a 
first step in the simplification of this problem is to 
decompose the processing module into two separate 
components - one that performs the control decisions and 
the other that functions as the sensory processor [13]. 
This division of labor is illustrated in FIGURE 1.2. 
CONTROL 
SYSTEM 
SENSORY DATA 
SENSORY 
PROCESS.~~~ 
MODULE 
SENSORY DATA 
FIGURE 1.2 : The division of labor. 
CONTROL 
DECISION 
MODULE 
Decomposing the control decision module into a number 
of simpler control levels, FIGURE 1.3, allows for the task 
to be divided up into more easily handled subtasks. 
Although the subdivision into simpler modules appears to 
create a simplification, the requirement for interfaces 
adds· complexity in the minds of some. The decomposition 
helps keep the amounts of information handled at any one 
level always within the limits of comprehension thus 
reducing computational and programming errors. The number 
of levels in any given system is not constrained system but 
each level must carry all the properties of control and 
feedback. 
7 
S E ~~ S C• ~· ''{ 
F"EEC1BAC~: 
C c, t·~ T R 1J L 
C1 E C I ~. I O t·~ 
MC1C1UL E 
.-• ~ 
SE~~SORY 
FEEDBACK 
Ct·~ TL D E C I ~. I 1) t·~ 
LE 1JEL 
SENSORY CNTL DECISION 
FEEDSACKr LEVEL 
SENSORY CNTL DECISION 
F EE c, 8 AC t~ r L E t.J E L 
FIGURE 1.3 : The division of the control level into 
subtasks. 
S Et~S C•R'{ 
c- c- r, E· A r L' 
..... i..· 'I .... ,. 
::.TATU~. 
.1 
,: E •. , ,:. Ii C. '1' 
-· Ii- • p; 
co~,TROL 
C1ECIS I c,t~ 
LE 1,..'EL 
c- c- c- r, o .:a r v 
I I.. I.. I.' I.' I I I.. I'\ 
STATUS 
[ c, {'l f1 At~ D 
C O t·~ T ~· 1J L 
c, E C I ::. I O t~ 
LE 1..JEL 
F"EEDBAC~! 
STATUS 
COt·~T~·1jL 
DECISIOt·~ 
LE~1EL 
C 1J Pl rl A t·~ D 
FIGURE 1.4 : The status feedback between control levels. 
Since the use of a multi-level control system requires 
8 
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feedback of task status between control levels, the NBS 
proposed a status reporting scheme that is shown in FIGURE 
1.4. This system supports feedback from the level below 
reporting on the progress of the last command sent to that 
level. The generic control decision level module can be 
seen in FIGURE 1.5. Each level receives input from a 
higher source, outputs a set of subtask commands to a lower 
level, gets status feedback from the lower level and sends 
its own status to the level above. Each level also receives 
sensory data from the sensory processing module. 
• 
::.TATU:, fi·EPC•RT 
Tc, N E :x: T HI ,3 HER 
LE~..'EL 
-=. E ~ • -=. r, ~ \/ 
- 11--11:J 
FEEDE:AC~~ 
~. TA T LI::. R E F· ,:, R T 
F R C1 Pl L i:, t.J E ~· 
C c, t·~ T ~· 1:i L L E 1.,.1 E L 
C c, t~ T ~· c, L 
D EC I ::. IO~~ 
LE'...'EL 
INPUT COMMAND FROM 
NEXT HIGHER LEVEL 
OUTPUT COMMAND TO 
N E ::< T L c, l,J E R L E 1.} E L 
FIGURE 1.5: Generic control decision level. 
The sophisticated real-time use of sensor data for 
• coping with uncertainty and error recovery requires 
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feedback of sensor data to the control system at many 
different levels simultaneously. For this reason, the 
• sensory-processing module, FIGURE 1.6, has also been 
decomposed into a number of simpler modules to speed· up 
processing of relevant sensory input and to weed out 
useless data. Raw sensory data is input at the lowest level 
and is further processed for identification or recognition 
as it is passed up through the levels. It is at these lower 
levels that immediate reaction to the environment • 1S 
needed. At this level, the system need only to recogni~e an 
object as an obstacle in the path of the robot and not as a 
specific object. 
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FIGURE 1.6: Sensory processing decomposition. 
Sensory information at the top levels is more abstract 
in nature and requires longer periods of time to integrate 
the data. However, the behavioral decisions common to the 
higher levels need to be made less frequently and therefore 
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the longer time intervals for processing can usually be 
tolerated [14] ( There may be some instances where higher 
levels also need immediate reaction, however). 
It has been found that as the control system cannot 
operate efficiently as simply a series of sensory input 
modules and a series of control decision modules, some 
sort of organizational constraints must be imposed on the 
system and a method for communication between the sensory 
modules and the control levels must be incorporated. The 
NBS has proposed a hierarchical structure to deal with the 
organizational problem and they have developed a database 
manager, gatherer of information, sensory analyzer, and 
query responder called the world model to deal with the 
problem of communication between the sensory input and the 
control modules. 
Each of the three modul~s, sensory-processing ( called 
sensory perception), world model, and control decision ( 
called task decomposition ), are decomposed into 
interconnected hierarchies (7] as shown in FIGURE 1.7. The 
modules have been • given letter abbreviations for 
simplicity: • sensory-processing modules G, world model 
modules M, and task decomposition modules H. 
Each hierarchy is complete in itself and while it has 
a correspondence and need for interaction with the other 
two hierarchies, its levels and modules do not have a 
direct one-to-one correspondence with the levels and 
modules that lay within the other hierarchies. In other 
11 
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words, the top level of the task decomposition hierarchy is 
not given a one-to-one correspondence with the top level of 
the sensory hierarchy nor does it need to get its 
information from only the top level of the world model 
hierarchy. Logically, ,for reasons of clarity, the levels 
are sometimes 'linked' across the modules. FIGURES 1.8 and 
1.9 show examples of the logical connections between the 
task decomposition and the world model, and the world model 
and the sensors respectively. 
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FIGURE 1.7: The interconnecting hierarchies - sensory 
processing, world model, and task decomposition. 
12 
t·.., If L' • ·,, 
, 
' 
Each level of the task decomposition hierarchy has a 
server to aid in getting queries to and information from 
the world model. It is uncertain, as of yet, if •,,the servers 
are a component of the world model or of the task 
decomposition modules but it is understood that they are 
needed to help identify the type of information requested 
and to aid in locating that information in the world 
model's database. 
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FIGURE 1.8: Logical connection between the world model and 
the task decomposition hierarchies. 
In FIGURE 1.8, an example of a dual-arm robot 
application, a higher level of the task decomposition sends 
a simple command such as transfer a ·part to a location to 
the task plan level. This command will be decomposed into 
a logical list of simpler commands that are sent to the 
task synchronization level. These commands have been 
13 
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decomposed in such a way as to determine what machine or 
part of the machine is to perform which task(s). At the arm 
level, for the two armed robot referenced in the figure, 
the commands are sent to the respective arms • in 
terminology that 
controller. 
• 1S understandable by the robot's own 
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FIGURE 1.9: Logical connection between the world model and 
the sensory processing hierarchies. 
A similar hierarchical concept is used for the sensory 
perception modules except that sensory information flows up 
the hierarchy and it is sensory data being passed from 
level to level instead of commands ( FIGURE 1.9 ). In this 
example, data from four sensor types is processed through 
sensor perception programs before being sent to the object 
14 
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identification program. Here the information is compiled 
and joined to obtain a single object perception from four 
different sensor perceptions. This would be like a human 
getting information about a whippoorwill. He knows it 
• is 
bird by looking at it but can further detetmine the bird is 
a whippoorwill by listening to its song. The more data 
collected from a multitude of various kinds of sensors, the 
easier the identification becomes. 
The information will be put in the world model at the 
object identification level but will also be sent 'up' the 
hierarchy for further processing to determine movement . 
and/or relations to other objects. 
The world model hierarchy contains prior knowledge ( 
about the task, the object space, and the work environment. 
Given the state of the task execution at each level, the 
can predict what kind of 
I 
sensory-processing world model 
algorithms can be applied to the incoming data· [14] .. 
Sensor data can often be predicted from the actions 
executed by the task decomposition modules. The world model 
' 
' 
generates expectations as to what· the sensor data should 
I 
on previous • experience • in look like based a similar 
situation. The world model can also generate expectations 
by comparing what it knows about the environment against 
the action being performed in that environment. 
The sensory feedback, through the world model, can be 
used by the task decomposition hierarchy either to modify 
current· actions so as to bring sensory observations into 
15 
correspondence with these world model expectations, or to 
change the 
expectations 
input 
into 
to the world 
correspondence 
I 
model to pull the 
with the sensory 
observations. In either case, once a match is achieved 
between the two, the task decomposition hierarchy can act 
upon information contained in the world model which cannot 
be obtained from direct observation. 
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FIGURE 1.10: The RCS feedback system. 
This feedback system is shown • in FIGURE 1.10. The 
command "'~is sent to the task decomposition module which 
outputs an action to be performed by the robot. The actions 
are performed and the actual state of the world is changed 
by those actions. Measurements of the state of the world 
are taken by the sensors and sent to the sensory perception 
hierarchy for processing. The state of the world perceived 
by the sensors is then compared to the information of the 
static environment stored by the world model. That 
information • 1S fed back to the task decomposition as an 
estimate of the error between what the world actually looks 
like and what it was expected to look like at the end of 
the last action. The task decomposition module can then 
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modify its plan of action to compensate for this error. 
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FIGURE 1.11: Interaction of the three modules, sensory perception, world model, and task decomposition, 
with the environment and knowledge base. 
This feedback system needs a method of access to data 
and perception and decision algorithms as well as a way to 
interact with the environment. A diagram of this 
interaction is shown in FIGURE 1.11. Information about the 
physical environment • 1S initially stored in the task 
knowledge base and is readily available to and kept up by I 
the world model. This knowledge base can be thought of as a 
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map of the shop floor, the robot cell, or the • universe 
.. 
known to a robot vehicle. It is this information that the 
measured (sensed) .state of the world is compared to for 
error estimations. The world model is also in charge of the 
knowledge base update and management. 
Communication from one module to another and between 
the three hierarchies is accomplished through the use of a 
common memory ''mailbox'' system. Common memory refers to a 
part of system memory that all levels and all modules can 
access. No program, algorithm, or information specific to a 
module may be in common memory - only public information 
\ 
may reside there. Mailbox is a term given to an address in 
common memory occupied by a command, query, or answer to a 
query. 
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FIGURE~l.12: Common memory 'mailbox' system. 
When a task decomposition module wishes to send down 
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a command to the next lower level, it passes the 
information or command via a mailgram, or data file, into a 
specified address in common memory as shown in FIGURE 1.12. 
The lower level will then check the "mailbox" for a new 
command and retrieve the data. This is also the method used 
by the world model to send a response due to a query from 
the task decomposition modules and to receive information 
from the sensory-processing hierarchy. 
In summary, the National Bureau of Standard's Real-
Time Control System can be described as a system where 
high-level goals are decompos~d through a succession of 
levels, each producing s~rings of simpler commands to the 
next lower level. The bottom level generates drive signals 
to the robot's actuators. Each control level represents a 
well-defined, clearly bounded control function with a 
limited number of inputs and outputs. Commands i·nput at 
the highest level are decomposed into a sequence of 
subtasks which are passed to the next level for further 
break down. This procedure is used at each • successive 
level until the sequence of subtasks are in a form the 
robot actuator controller can understand and execute [1]. 
The above describes the theory of the control system 
developed by the National Bureau of Standards over the last 
several years. We now turn our attention to some 
implementation questions and the application of this 
control theory to a specific problem. In doing so, we 
provide the background on the NBS's latest implementation 
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called RCS3. 
1.2 RCS3 BACKGROUND 
The RCS is in its third stage, RCS3, and is being 
developed to control the movements of an underwater 
autonomous vehicle ( AUV) built by the Univ~rsity of New 
Hampshire. The problem the'NBS now faces is how to control 
the AUV • using the Real-Time Control System it has 
developed. 
Much of the work implemented to date on the RCS is in 
a language called SMACRO which is written in FORTH on a set 
of Moterola 68000 based single board computers on a 
backplane. It is currently being tested in a factory 
facility built at the NBS called the Automated 
Manufacturing Research Facility ( AMRF) [8]. The AMRF 
provides a test bed for research directed toward the 
establishing of standard policies in the integration of 
software and machines used in the manufacturing area. This 
system • 1S a first step toward FMS 
- a flexible 
manufacturing system. RCS has become the control system for 
the AMRF. 
Because of the long-term, hands-on nature of the AMRF, 
new segments and procedures have been added to the RCS 
throughout the years without much consistency in software 
or hardware. It is a system which works because it evolved 
into what it is as opposed to being planned that way and 
interfaces mechanisms were created in an ad-hoc fashion 
20 
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instead of following any kind of defined schema. For this 
reason, the RCS theory of hierarchical control is being 
used to design a new system from scratch - the RCSJ. 
The RCS3 has started as a clean slate for more than 
the reason of the original implementation of RCS having 
become a kludge over the past decade. Several issues were 
raised concerning a need to try other methods for 
implementation, to use other languages such as C, and to 
introduce artificial intelligence or the ability to 'think' 
to the system. The AUV project also does not have its roots 
in manufacturing where RCS is currently under testing but 
involves a new set of specifications for control, planning, 
and execution of a task. The concept of RCS3 is a cleaner, 
more reliable system with better and • easier features 
expandability more suited to general control problems. This 
• 1S vehicle being developed through an autonomous 
application. 
The RCS3 is defined by Albus [2] as a six level 
hierarchical system decomposed into the three distinct 
modules at each level to facilitate communications and data 
flow. These modules are again the task decomposition 
module H, the world modeling module M, and a sensory 
processing module G shown in FIGURE 1.13. 
As mentioned before, the RCS can be divided into any~ 
number of levels, depending on the application. The AUV 
project has divided the hierarchy into the six distinctive 
levels in FIGURE 1.14. The mission control level or the top 
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FIGURE 1. 13 : The hierarchical RCS!3 system. 
level is the segment of the system that interacts with t
he 
human user. It is concerned wi'bh long-range strategic 
planning and 'global' or far reaching effects. The group 
control level decomposes the strategic plan into tactica
l 
group plans and the vehicle task level takes those tactica
l 
. plans and outlines a course of actions on the opera
tional 
level. The bottom three levels deal with the robot 
controllers and servos. More details on every level will b
e 
explained later in this chapter. 
To facilitate the work and divide the workload, the 
AUV project members have been sectioned into teams, one 
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team per hierarchy. The task decomposition team has been 
further divided into the planner group and the executor 
group. 
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FIGURE 1.14 : The six levels of the AUV control system. 
This thesis is mainly concerned with the higher levels 
of the task decomposition hierarchy, its functions, and 
specifically the planner team's method of dealing with the 
problem. 
On each level there exists a task decomposition module 
consisting of a configuration manager module CM, a set of 
planners PL, and a set of executors EX [2]. These 
decompose the task decomposition module input task into 
both spatially and temporally distinct subtasks as shown in 
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FIGURE 1.15. The 
I 
world model on each level provides 
v information_) to the task decomposition module ' about the 
current state of the world that the task decomposition 
-
module uses to make intelligent decisions on the most 
D 
effective 
module 
way to reach the goal. The sensory 
supplies the world model with the 
I processing 
sensory 
information about the world. 
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FIGURE 1.15: Spatially and temporally distinct subtasks of 
the task decomposition module . 
• On each level, there exists a number of cooperating 
expert systems. For the implementation of the RCS theory 
that was described earlier, RCS3 needs to become a complex 
set of rules of what-if conditions. Before expert systems 
24 
theory was developed, these what-if conditions looked just 
like a long series of if-then clauses. Taking advantage of 
the advances in expert systems these if-then clauses have 
in fact become a series of interconnected expert systems. 
The planner on any one level may consist of many expert 
systems in itself. The executor is also an expert system 
using rules and data to execute current commands. The 
configuration manager has the job of making sure that the 
different expert systems get their jobs accomplished. 
rtC 
crt 
• 
-pi.t3) 
1?L t 2) 
FIGURE 1.16: The physically distinct 
mechanisms. 
planner/executor 
The configur~tion manager CM acts in a 
capacity. It is its job to: 
,• 
• supervisory 
1) decompose complex input tasks into simpler subtasks 
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2) assign subtasks to particular subordinate planners 
3) allocate resources to subordinates 
4) analyze feedback from subordinates 
5) initiate corrective actions when required 
6) infor1n supervisor of any problems [ 12] 
To accomplish the decomposition of the input into 
smaller subtasks, the CM partitions commanded task TC into 
s spatially or logically distinct job commands JC(s) to be 
perf orined by s physically distinct planner/executor 
mechanisms, PL(s) and EX(s) as shown in FIGURE 1.16. 
Planning typically requires evaluation of alternate 
hypothetical sequences of planned subtasks PST(s) [2]. The 
planner hypothesizes some action or set of actions, the 
world model predicts the results of the action(s) and 
computes some evaluation function EF(s) on the predicted 
resulting state of the world. The plan picked by the 
planner to be executed by its executor will be the 
hypothetical sequence of actions that produced the best 
evaluation function EF(s)max. In other words, the planner 
determines the best sequence of actions by asking 'what 
'f?I 1 . questions to the world model and sends that sequence 
to the next level. 
Each executor is responsible for successfully 
' 
executing the plan prepared by its respective planner. If 
all the subtasks in the plan can be directly executed, the 
goal of the original task will be achieved. Otherwise, the 
executor will command the next level's configuration 
manager to further decompose the task through the 
subcommand STX(s), FIGURE 1.16. If the executor cannot 
execute the plan nor send it to the next level for further 
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decomposition, it will send a •cannot do' status to its 
planner which in turn will replan or send a negative status 
report up to the previous level. 
1.2.1 SYSTEM PERSPECTIVE 
First, to put the entire system into perspective, 
think of ~t as a military machine where the top level, 
Level 6, consists of the generals and the servo level, 
Level 1, is made up of privates as shown in FIGURE 1.17. A 
five star general at Level 6 will give his one star 
generals and his full colonels instructions for the entire 
army group say <attack enemy army in area X>. The lower 
generals and colonels at Level 5 will divide the area and 
work up into smaller elements and will assign these areas 
to a number of battalions commanded by lieutenant 
colonels or majors and give a command similar to <attack 
enemy battalion in sector X2>. 
The major of a battalion, who is at Level 4, will take 
his assigned area and divide it up among his three or four 
companies telling his captains to <attack enemy in grid Y>. 
The company captains at Level 3 will further divide the 
grid into three or four sections to give to his platoon 
leaders or lieutenants with the command <attack enemy 
between this hill and that road>. 
The lieutenants at Level 2 in turn divide the small 
areas they have been given into two teams by telling the 
privates who reside at Level 1 to <engage enemy between 
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FIGURE 1.17: The military hierarchy. 
that line of trees and that rock outcropping>. The private 
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will then go and engage the enemy. 
1.2.2 CONTROL LEVELS 
Levels 1-3 of the task decomposition hierarchy are 
being developed by the University of New Hampshire as a 
part of the control of the AUV [3]. UNH is building the 
trajectory planning levels and the servo mechanism levels 
that deal with the lowest level of mechanical operation of 
the AUV's engines, gauges, and sensors. 
Level 1, the servo level, outputs drive power for 
mechanical actuators such as thruster motors, rudder and 
manipulator joint actuators, pumps, valves, and electrical, 
acoustic, and chemical emissions such as radar, sonar, 
radio, laser, and smoke. 
Level 2, the primitive level, takes trajectory subgoal 
points as input and divides them into translational and 
rotational components and interpolates finer points 
between the trajectory knot points. 
Level 3, or the elemental move level, sets up the 
trajectory knot points dependent upon the path sent from 
the Level 4 executor. The NBS is responsible for 
developing the upper three levels of RCS3: vehicle, group, 
and mission [2]. • 
Level 4, the vehicle task level, receives commands 
from the Group Leader ( Level 5) to maneuver relative to 
some place, target, or group of targets, possibJy • in 
cooperation with other members of the Command Group, and to 
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execute a particular task or sequence of tasks • 1n an 
environment containing multiple threats, ob~tacles, or 
unexpected hazards. Command inputs to this level may be 
<enter harbor>, <cut cable>, <deploy mine>, <attack ship>, 
etc. 
The 
Captain. 
configuration manager CM(4) is the vehicle 
It is an expert system which receives commands 
from the Level 5 executor EX(S,s) and decides what jobs 
each of the vehicle's subsystems should carry out by 
• • examining the current state of the vehicle and its 
identified target. 
The subsystems on this level consists of five 
cooperating expert systems: 
• 
1) Pilot - { PL ( 4, 1) , EX ( 4, 1) } -
2) Manipulator - { PL ( 4, 2) , EX(4,2) } 
3) Weapons - { PL ( 4, 3) , EX(4,3) } 0 
4) • { PL ( 4, 4) , EX(4,4) } Engineer --
5) Electronic-Warfare-Officer - { PL ( 4, 5) , EX(4,5) } -
FIGURE 1.18 depicts this breakdown ( sans the 
J 
Engineer and Electronic-Warfare-Officer). The numbers in 
the parentheses indicate the level and the position of the 
planner or executor. For example, the pilot, PL(4,1), 
resides on the fourth level and is the first planner on 
that level. 
The pilot PL(4,1) contains rules for • engaging the 
enemy, vehicle movements, and group cooperation. It has a 
repertiore of commands the vehicle is able to execute and 
will never ask the AUV to Perform outside its range of 
abilities. Generic or •canned' plans for engagement or 
movements may be predetermined to make simple tasks easier 
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to plan and carry out. 
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FIGURE 1.18 : Breakdown of levels showing Level 4 
- Vehicle 
Task - cooperating expert systems. 
The manipulator PL(4,2) is responsible for decomposing 
the gripper and manipulator commands into a series
 of tasks 
the manipulator is able to perform such as <grasp>
, <move>, 
<depart>, <approach>, etc. 
The weapons planner PL(4,3) is responsible for arming, 
aiming, and firing the various weapons at specific
 targets. 
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The engineer's job is to maintain all the internal systems 
in top form keeping them operational at all times. 
Internal systems include the buoyancy system, battery, fuel 
and power levels, temperature of engines and systems, etc. 
Level 5 is the Group Command Level and is responsible 
(, 
for decomposing mission level outputs into commands • given 
to one or more vehicles. Mission level outputs may be 
<patrol>, <defend sector>, <attack battle group>, etc. 
The configuration manager CM(5) at this level is an 
expert system that operates as group leader and decides 
which vehicle(s) will perform_ which jobs. It is also at 
this level that the route planners exist. Route or path 
planners are algorithms that are implemented to determine 
the shortest path from a start point to a goal point . 
• Again, 'canned' task sequences and routes may be used or 
the planner may formulate new plans real time by an 
examination of the state of the world. 
The Mission Control Level, Level 6, receives its 
commands from a human or group of humans. Input to this 
level consists of commands similar to <attack fleet>, 
<defend harbor>, <clear mined harbor X>, etc. The human(s) 
also acts as this level's configuration manager CM(6) and 
assigns groups of vehicles a task or set of tasks. Initial 
apriori plans are also input interactively by a user. 
1.3 SUMMARY 
The above was a description of the upper three levels, 
4, 5, and 6, of the hierarchy that the NBS-Lehigh team are 
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implementing. The next chapter describes the search 
algorithms which begin to focus on my contribution to this 
research. The path planning algorithms are a part of the 
vehicle navigator on level 5. ' 
' 
I 
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CHAPTER 2 
l 
2.0 PATH PLANNING 
A major part of any autonomous vehicle is its ability 
to get from one point to another. For a human, or at least 
most humans, finding the best path from one place to 
another is almost trivial if he is familiar with the area 
and is quite simple if he has a map of the region on hand. 
An autonomous vehicle, however, doesn't have the inherent 
sense of direction or knowledge of an area. It forgets 
once it has finished doing its current job and if it wants 
to repeat that same job again, it will have to run a 
program to generate the instruction set or search the 
database for a file that contains the apriori instructions 
on how to accomplish the job. Therefore, a path planner is 
needed. 
Several people have been working on the path or route 
planning since the mid 50's and a very popular analogy used 
for a pattern is a story of a traveling salesman. In this 
problem, a salesman is given a list of cities to go to and 
the costs of tickets to get from city to city. Computer 
scientists and mathematicians have been working on • various 
algorithms to get the salesman from the beginning city to 
all the cities on the route and back to the beginning city 
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with the least cost. The planning committee of the AUV 
team is concerned with developing a solution to the least 
cost path problem bounded by the limits of its •salesman' 
and the representation of the world in which it lives. 
Instead of cities to go to and from, the AUV has targets 
and search areas to find its way to and around. 
Because of the military nature of the AUV, not only 
does the submarine need to get from point to point but it 
must also search the area around it for defense points, 
targets, and unknown objects while it is moving from start 
point to goal point. This chapter first deals with the 
route planning problem and the next chapter goes on to 
discuss eight methods of searching along the chosen route. 
2.1 SEARCH ALGORITHMS 
There are seven or eight well known and widely used 
' 
search database algorithms and possibly hundreds more prog-
rammed methods for specific tasks. Of the most common 
methods, few were considered to useful f~ the types of 
applications needed by the AUV. 
Because of the real-time requirements of RCS3, a fast 
algorithm and one that came up with an optimal path or at 
least a very good path was desired. Many of the algorithms 
were passed over for their lengthy search processes. and 
other algorithms that didn't guarantee the optimal solution 
or at least a very good solution were also eliminated. The 
words 'quality solution' will be used to describe the 
35 
' 1 
phrase •an optimal solution or at least very good one•. 
The search techniques described in this section are 
algorithms designed to search a database. The structure 
that they traverse is a tree structure that is, for th
e 
most part, built as the traversal expands. Descendants o
f 
nodes are added only as they are needed saving space. If 
a 
tree were built apriori to represent all the possible move
s 
there 
120 
2 
are in a chess game, for instance, there would 
building the tree apriori • 1S nodes! Clearly, 
be 
not 
physically possible. 
The world is described in terms of the space and the 
viable moves to be made in those spaces. The chess game
, 
for example, can be used to describe a world consisting o
f 
an axa array, each element in the array representing 
a 
square on the board. The sequence of moves permitted woul
d 
be the movement allowed by each of the separate ches
s 
• pieces. 
The search for the best path through what is termed 
the state space is the basis of most artificial intel
-
ligence methods even those found outside of path planning
. 
Its structure corresponds to the structure of problem
 
solving in two important ways: 
1) It allows for a formal definition of the problem as 
the need to convert some given situation into some 
desired situation using a set of permissible rules 
2) It permits us to define the process of solving a par-
ticular problem as a combination of known techniques 
( the rules) and search. 
The eight search algorithms considered are all ordered 
state space searches. These algorithms were: 1) depth-
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first, 2) hill-climbing, 3) breadth-first, 4) beam-search, 
5) best-first, 6) British museum, 7) branch-and-bound, and 
8) A*. These eight algorithms, as well as a few others, are 
briefly outlined in FIGURE 2.1 [11]. Five of the algorithms 
simply find any path whether optimal or not while the other 
three, the British Museum, branch-and-bound, and A* comes 
up with a quality solution. The other algorithms like 
MinMax or AlphaBeta shown in FIGURE 2.1 are used mainly • in 
game playing and are not applicable in the AUV's particular 
situation. 
~-DEPTH-FIRST 
~-HILL CLIMBING 
~~SOME PATH~~~~-BREADTH-FIRST 
~-8EAM 
~-8EST-FIRST 
~-BRITISH MUSEUM 
SEARCH~~~~OPTIMAL PATH~~~BRANCH ANO BOU~JO 
~-DYNAMIC PROGRAMMI~IG 
----Ai 
~-MINMAX 
~-ALPHA-BETA PRUNING 
~~GAMES~~~~~~-PROGRESSIVE DEEPE~,ING 
~-HEURISTIC PRUNING 
~-HEURISTIC CONTINUATIO~~ 
FIGURE 2.1: Search algorithms. 
To illustrate the eight algorithms ( all figures 
describing the first seven algorithms were taken from 
Winston [11] ), the basic search problem shown in FIGURE 
2.2 will be used in all the searches. The graph visually 
displays the problem at hand. The start of the search lies 
at Sand the goal is at node G. As can be seen from the 
graph, there are multiple paths to follow to get from S to 
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G but by intuition, a human can immediately see that the 
best route to take is S-D-E-F-G. A robot, however, does 
not have this intuitive ability; it needs to use some sort 
of an algorithm to determine the path for it. For use by a 
robot, the graph must be turned into a structure that • 1S 
understood by the computer controlling the robot. This 
structure is a tree. 
3 
FIGURE 2.2 : The basic search problem. 
1 ·~ l J 
FIGURE 2.3 : Tree version of the graph in FIGURE 2.2. 
FIGURE 2.2 has been redrawn in the form of a tree 
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structure in FIGURE 2.3. The numbers under the terminal 
nodes, the nodes that do not expand to other nodes, are the 
accumulated distances from s to that node. Again, a human 
can look at the tree and easily see that the route S-D-E-F-
G is the best route since G is reached after 13 units of 
distance. Note, however, that the tree is in drawn in full. 
In all of the search algorithms, the tree is never fully 
expanded, it is built as the procedure is executed. 
The following terminology applies to tree searches and 
will be used throughout the chapter. A state on the tree is 
called a node. A node is expanded by applying a user 
written function to the node that determines what other 
states can be reached from that particular node. Both node 
A and node Din FIGURE 2.3 can be reached from nodes so 
node s expands into nodes A and D. These newly generated 
states, A and D are called descendants of s. 
The first search considered, the depth-first search, 
\ 
FIGURE 2.4, picks an alternative at every node and works 
forward from that alternative completely ignoring the other 
alternatives on the same level. It uses an in-order con-
vention that the alternatives are tried left-to-right 
causing a headlong dash to the bottom of the tree along the 
leftmost branches. 
The depth-first search was found inappropriate because 
of its wasteful in-order tree search. It's exhaustive 
search pattern doesn't guarantee a quality because it 
returns the first solution it finds; in this case, G was 
found at 19 units of distance - six units more than the 
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optimal solution. 
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, FIGURE 2.4 : An example of depth-first search. 
The hill-climbing method, FIGURE 2.5, has many of the 
same properties as the depth-first search. It will find the 
local optimal path but again fails to guarantee finding the 
global optimal solution. It orders choices so that only the 
most promising choice is explored next. Some sort of 
heuristic or rule of thumb such as straight line distance 
from the current node to the goal node is the method of 
choosing that most promisinq alternative. 
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FIGURE 2.5: An example of hill climbing. . .. 
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Hill climbing foothills problem: The program begins 
climbing the first foothill because the height increase 
gives a feeling of getting closer to the goal G. As soon as 
Xis reached, a false start has been realized but time has 
been wasted. 
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Hill climbing plateau problem: The program may wander 
around a plateau wasting time before finally reaching goal 
G. 
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Hill climbing ridge problem: The program-wastes time going 
around the goal and making very little upward progress. 
FIGURE 2.6 : Hill climbing problems. 
Using a heuristic is a good way of finding the best 
alternative, but as shown • in FIGURE 2.6, there are, 
however, three basic problems with the hill-climbing 
search: 1) the foothill problem comes about whenever there 
are secondary peaks. The program can reach the top of a 
foothill only to realize that is a smaller hill and the 
hill actually wanted is on the other side of a valley, 2) 
the plateau problem comes up when there is mostly a flat 
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area separating the peaks. The algorithm may spend a lot 
of time running around a plateau before it begins climbing_ 
toward the goal again, and 3) the ridge problem occurs when 
the search takes a seeming parallel course along the side 
of the peak gaining little footage toward the goal. As the 
search space increases, the chances of these three problems 
• 
occurring time and time again also increases. 
FIGURE 2.7: An example of breadth-first search. 
A better search is the breadth-first, FIGURE 2.7, 
which is a level by level search that is good if there • 1S 
one path on the tree that finds the solution on a much 
higher level than the rest of the solutions. If all paths 
lead to a goal at more or less the same level, however, it 
too can be a very wasteful search method. 
The beam-search, FIGURE 2.8, is an offshoot of the 
breadth-first algorithm that uses a heuristic to determine 
on the best w, in this case w=2, nodes to expand instead of 
expandin~ all leaves on the current level. If the beam 
search of width w is used in a tree with a branching factor 
b ( the max number of descendants any node can have ), 
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there will be only wb nodes under consideration at any 
depth not the explosive number there would be in a breadth-
first search. It is a much faster search but also lacks the 
properties of high speed and a close-to-optimal solution 
needed by the AUV search algorithm. 
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FIGURE 2.8 : An example of beam-search. 
The British Museum search uses an exhaustive to 
approach to determine all solutions then chooses the 
optimal one from the paths found. It guarantees the optimal 
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path but is very time consuming and wasteful. 
,· I 
The last two algorithms considered were more conducive 
to the needs of the AUV problem. The branch-and-bound 
algorithm is a type of best-first search. Like the hill-
I 
climbing algorithm, the best-first method, FIGURE 2.9, is a 
forward motion search through the best open or unexpanded 
node not just the best descendent of the current node but 
it overcomes the problems of the hill-climbing method. 
Beginning at s, its descendants are put on the tree 
and analyzed to find out which is the least costly of the 
two as shown in iteration 1. Node A is chosen and expanded. 
Of the three terminal node or leaves, node Dis found to be 
the least costly, hence it becomes the next node to be 
expanded in iteration 3. The algorithm continues to chose 
and expand upon the least costly leaf until the node G 
becomes the least 
iteration 11. 
costly leaf and the path is 
l 
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FIGURE 2.9: An example of best-first search. 
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FIGURE 2.9: Best-first search continued. 
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This algorithm is again another improvement on the 
breadth-or depth-first algoritpm but doesn't guarantee the 
minimal cost path as it determines a path on past cost only 
and doesn't take into account the future cost. 
The branch-and-bound algorithm may also be augmented 
by dynamic programming. The dynamic programming principle 
holds that when looking for the best path from S to G, all 
paths from s to any intermediate node, I, other than the 
minimum-length path from S to I, can be. ignored.· This cuts 
down on the search space required and therefore speeds up 
the algorithm. For example, the tree in FIGURE 2.9 will be 
expanded in much the same way under dynamic programming. In 
iteration 2, however, node D appears as a leaf node twice 
with two different estimates. Using dynamic • programming, 
the branch-and-bound algorithm would chose the D node with 
the cost of 4 and completely cut the other reference to D 
from the list of acceptable leaves on the tree. Because of 
this cut, iteration 6 would never occur reducing the space 
required and decreasing the search time. Likewise, 
iterations 7, 8, 10, and 11 would never occur as nodes A, 
E, and B have been expanded in previous iterations. 
A search problem can be approached in two ways: 
mathematically and heuristically. The mathematical approach 
establishes the minimum cost path by orderly examination 
and is more concerned with the ultimate achievement than 
with the feasibility. Heuristics use a specific knowledge 
about the domain to improve computational efficiency. It 
is, in fact, a rule of thumb for any given problem. 
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Heuristics have generally been unable to guarantee that the 
minimal cost path will always be found. A* is approached 
heuristically. 
Nils Nilson [4] has been the foremost authority on the 
minimal coat path problem and developed the A* search 
algorithm that assures finding a quality solution. The A* 
procedure_ is a branch-and-bound search with the dynamic 
programming principle combined with an estimate of the 
remaining distance from the current node to G called the 
evaluation function, f*. This cost function takes into 
account past cost as well as an estimate of the future 
cost. 
A*'s distinctive feature is its definition of its 
evaluation function f*. The evaluation function • 1S a 
heuristic that helps choose the node with lowest cost to be 
the next node expanded. The.function is defined as 
f*(n) = g*(n) + h*(n) 
where g*(n) is the distance traveled from the start node to 
the current node and h*(n) is the 'educated guess' or 
estimate of the distance remaining to the goal node. If 
h*(n) is a lower bound on the actual distance, then A* 
produces optimal solutions. 
A* is used on a graph G defined to be a set of nodes 
{n} and directed line segments {e } and its cost {c } • • 
. ' 
• • 1 l] 1] This graph is specified implicitly by means of a set of 
, source nodes S {n} and a successor operator gamma which • 1 
expands {n }. Each time a node is expanded, the cost of • 1 
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getting ton found thus far, g*(n), is stored within each 
successor and a pointer to the predecessor of n along that 
path is set. The minimum cost path can then be recons-
tructed by simply chaining back from the goal to the start 
node through the pointers. 
The A* algorithm is as follows [11]: 
1. Form a queue of partial paths. Let the initial queue 
consist of the zero-length, zero-step path from the 
root node to nowhere. 
2. Until the queue is empty or the goal has been 
reached, determine if the first path of the queue 
reaches the goal node. 
2a. If the first path reaches the goal, do nothing 
2b. If the first path does not reach the goal node: 
2bl. Remove the first path from the queue. 
2b2. For1n new paths from the removed path by 
extending one step. 
2b3. Add the ne~ paths to the queue. 
2b4. Sort the queue by the value off* with the 
least cost paths in front. 
2b5. If two or more paths reach a common node, 
delete all those paths except for the one 
that reaches the common node with the min-
imum cost. 
3. If the goal node has been found, announce success; 
otherwise announce failure. 
Proofs of the optimality of A* and proofs of the 
admissibility condition which states if all arc costs are 
positive and can be bounded from below by a positive 
number; then A* is guaranteed to find a solution path of 
minimal cost if that solution path exists, can be found in 
Hart, Nilsson, and Raphael (4]. 
As the AUV runs in real time, its decisions and 
control structures must also be made and run in real time. 
The A* search algorithm allows the determining of a quality 
path from one point to another efficiently because of its 
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use of heuristics and dynamic programming. In terms of 
looking at getting a path quickly versus getting the 
minimal cost path, the least costly path is desired by the 
AUV. The heuristic for the algorithm will contain infor-
mation on time, distance, fuel needed and fuel left, enemy 
locations, and danger to the AUV. Other search algorithms 
give the planner no control over these kinds of variables 
when determining a path. 
The AUV will be traveling in potentially dangerous 
areas and must take. into account these dangers when deter-
mining a path plan. It is better to take a long route 
around an enemy emplacement and get to the goal unscathed 
than to save time by cutting in front of an enemy defense 
and take the chance of getting hit. The heuristic function 
of A* allows for these types of variable to be considered 
when making a decision on which path to take. This fun-
ction has yet to be developed. Weights must be attached to 
each of the variables and a fitting formula must be proven 
for the algorithm to be effective. The way that the al-
gorithm has been implemented, however, allows for the 
addition of the heuristic function without changing any of 
the procedures of the A* algorithm itself. 
The algorithm has been programmed inc on a VAX • main-
frame. It was designed to be generic, a black box to be 
used and not tampered with. The user may change the struc-
ture of the environment and the A* routines could still be 
applied to the new data structures. The heuristic function 
could be modified many times over without affecting the 
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performance of the routines. It was written this way to 
take into account the ever changing design environment 
surrounding a project such as the AUV research. 
The AUV A* algorithm is slightly different from the 
actual algorithm as laid out by Winston (11] and outlined 
on page 49 of this thesis. Instead of using a single queue, 
I have used two linked lists to keep track of the leaves on 
the tree or the nodes that are still under consideration 
for • expansion, and to know which nodes have already been 
expanded so that they will not be expanded again. 
~ ~ 
F 
A I i! Gl(N) N L 
... 
~ ~ T ~ .... ~ ... 
• E I E • • X tJ Fl(N) • • M T T 
FIGURE 2.10: A node on the linked list. 
The node on the linked list is shown in FIGURE 2.10. It 
has pointers to its predecessor on the expanded list, the 
item or place in the database that node represents, and to 
the next node on the list, as well as entries for the 
values of g*(n) and f*(n). The user may represent the world 
in any appropriate manner - I used the freeway system that 
will be described in the next chapter - as all that • 1S 
required of the A* algorithm is a pointer to the data 
structure not the data structure itself. The user, however, 
must call this structure SEARCH ITEM. 
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Another slight change I made in the algorithm is to 
insert the newly formed nodes into the linked list in order 
according to their f*(n) values. This insertion will 
eliminate the need to sort the list after every • expansion 
and addition of nodes and therefore cut down on the 
implementation time and any additional space that was 
required for the sort. A short scenario of how the 
algorithm works is shown in FIGURE 2.11. 
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FIGURE 2.11: The A* algorithm scenario. 
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The beginning state is •start' and the ending state is 
NS. The leaves list L begins with only the 'start' node on 
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it. The expanded list E begins with no entries. The first 
step is to remove the first node from L and check it 
against the goal node. If the current node is not the goal 
node, place it on the end of E. The current node, 'start' I 
is then expanded and its successors, Nl, N2, and N3, are 
inserted into Lin order according to their f*(n) values. 
Note that each node, Nl, N2, and N3, points back to its 
parent node on the E list. The first node from the L list 
now becomes the current node, is removed from L, checked 
against the goal node, and since Nl is not NS, put on E and 
expanded. Nl's successors, N4 and NS, are then inserted in 
order into the leaves list L. This iterative procedure 
I 
1S 
then repeated until N5 becomes the first node on Land 
I 
1S 
found to be the goal node. The parent pointers can then be 
traced to determine the path, 'start'-Nl-N5. 
• 1S responsible for implementing the 
I 
main The user 
program that sets up the world representation database, 
opens all files, prints out the final path, and calls the 
A* routine. The ASTAR function returns a pointer to the 
goal node which can then be followed backwards through the 
linked list structure to dlsclose the minimal cost path. 
The user must also write the procedure that expands the 
current node, the procedure that checks to see if the goal 
has been reached, and the functions to compute g*(n) and 
h*(n). For the user code written for a freeway represen-
tation see Appendix A a~d for the ASTAR code and a better 
explanation of the interface between the two user module 
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and the ASTAR function see Appendix B. 
2.2 SUMMARY 
This chapter has dealt with the problem of searching a 
database for a quality solution to a path plan. Once this 
path plan has been determined, the AUV must follow that 
route. Because of the military nature of the AUV, it cannot 
simply follow the path outlined but must take into account 
the mission and the danger, and use stealth techniques to 
survive. If the mission is a mining of a harbor, then the 
danger might be negligible so a direct route can be made. 
But once the AUV arrives at the harbor, it must have a way 
of clearing the area - hence the need for a 'search' tech-
• n1que. • • mission enemy and is to search out the If the 
destroy him, then it must search the predetermined path as 
it travels along it. 
The following chapters are an indepth look into the 
techniques that can be used by the AUV to search along a 
path and the method of implementing them into the control 
structure of the AUV • 
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€HAPTER 3 
3.0 SEARCH TECHNIQUES 
In each of the military services, there exits many 
books and manuals on the different methods of searching an 
area according to the terrain, the number of people and/~r 
vehicles, the weather, the positions of the enemy and the 
risk factors involved. The Navy has literally hundreds of 
search formations to take into account the size of the area 
being searched, the type of enemy being searched for, and 
the number and types of vessels on hand. The Air Force also 
relies on various techniques for altitude, vegetation, and 
camouflage differences. 
The techniques after which the AUV searches were 
patterned came from the U.S. Army field manual FM7-8 [5]. 
The vehicle is a very slow moving sub with only sonar 
sensors on which to rely so it may be thought of as a foot 
soldier with little or no protection other than the natural 
vegetation surrounding it. 
As the technique used by a platoon depends greatly on 
the terrain surrounding the group and the intelligence data 
gathered on the whereabouts of the enemy emplacements, the 
techniques developed for the AUVs depend greatly on the 
obstacles found in the world and the known positions of the 
targets and their defenses. 
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Because of the sensory nature of the AUV, an enemy may 
follow the sub the the AUV would never detect it but it can 
· discover a new obstacle or enemy emplacement above, below, 
or in front of it. The following search techniques have 
been adaoted from an 11 to 30 man overland search to a two 
AUV underwater search in order to seek out those unknown 
obstacles and to detect the exact locations of the enemy. 
All but one of the search techniques are adaptable to 
either one or two AUVs and have been designed to follow a 
freeway spine or spine segments as described by Brooks [6] 
in his paper on representing the world in terms of 
generalized cones and freeways between obstacles. The 
freeway spine theoretically looks like the yellow stripe 
down the center of a highway and it is this that the subs 
will attempt to follow. FIGURE 3.1 illustrates the freeway 
system. 
The freeway algorithm generates imaginary lines called 
' 
'spines' between obstacles that describe a trajectory or 
path between those obstables. The AUV follows these spines 
much like we follow the yellow stripe down the center of a 
road - thus the term 'freeway•. 
The algorithm of each of seven search techniques I 
have adapted is represented in graph form as shown in many 
of the figures throughout this chapter. These graphs are 
not complete as they do not take into account failures of 
the AUV's mechanical systems, exceeded time limits, fuel 
depletion, or what exactly to do in case of an enemy 
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sighting. Including these scenarios in the graphs would 
make them large, ungainly, and would obscure the true 
usefulness of the graphs - understanding the algorithms of 
the search techniques. 
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FIGURE 3.1: The freeway system as defined by Brooks. 
3.1 SPINE SEARCH 
Of the eight search techniques, the SPINE search, 
FIGURE 3.2, is the easiest to conceptulize and to perform. 
It is to be used in very narrow areas where the edge of the 
generalized cones are easily within sensor range. The AUVs 
simply follow the spine and let the sensors do all the work 
gathering data about its surroundings. The search may be 
done with the subs in tandem or side by side. This 
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technique is used in conjunction with a few of the other 
methods to be described in full later in the chapter. 
I 
I 
I 
I 
I 
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I 
I 
I 
. I 
FIGURE 3.2: The SPINE search technique 
3.2 WEAVE SEARCH 
The WEAVE search, FIGURE 3.3a, is also very easy 
to understand and to perform. It is to be used in an area 
where the width of the cone is less than or equal to 500 
meters and simply involves a serpentine movement back and 
forth across the width of the cone. It can be modified to 
one side of the spine, becoming the raster-scan search, 
/ 
FIGURE 3.3b, or an offset of the pattern as shown in FIGURE 
3.3c. The WEAVE search algorithm is shown in the graph 
FIGURE 3.3d. 
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FIGURES 3.3a, 3.3b & 3.3c: The WEAVE search techniques. 
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FIGURE 3.3d:The WEAVE search graph. 
When the AUV first comes to the area in which it is to 
search using the WEAVE search technique, it simply turns 
toward the edge of the cone. If it is the vehicle on the 
right, it turns toward the right and if it is the vehicle 
on the left, it turns toward the left edge of the cone. As 
the sub approaches the edge of the cone, it'll angle 90 
degrees in the opposite direction - if it went left first 
it now angles right and visa-versa. When AUVl reaches the 
spine again, it will wait for the other sub to cross the 
I 
spine to avoid any collisions then will proceed to the edge 
of the cone to cycle through the turning procedure once 
• again. 
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If the sub discovers an enemy stronghold or an unknown 
obstacle during any point in the search, it will send its 
current status to its computers to get directions on what 
to do next. 
3.3 VANTAGE POINT SEARCH 
This search, FIGURE 3.4, is very easy to perform in 
itself as it involves nothing more than waiting • in a 
concealed place and watching for enemy or unknown objects 
to move across its field of sensors. It is much like an 
ambush in the Army but involves more of a data gathering 
and surveillance type mission than an attack mission. To 
secure the vantage point, however, the following search 
must be done in conjunction with this technique. 
FIGURE 3.4: The VANTAGE POINT search 
3.4 FAN SEARCH 
This is the most popular search technique to use when 
the need arises to secure the area around a vantage point. 
The reason for securing the area comes from the possibility 
. , 
of an enemy .doing a similar surveillance in the area or 
having a well concealed emplacement close by. The AUV must 
be able to secure a good position without having to worry 
about being discovered or attacked while at the vantage 
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point. 
The FAN search can be used to .clear either a very wide 
area or a set of very narrow freeways, FIGURES 3.5a-and 
3.Sb. It assures total coverage of an area but leaves the 
sub(s) open for attack when using it in wide open spaces. 
f 
I 
' 
' 
PATH 
OF 
AUV 
,, 
FIRST 
INTERSECTING 
FREEWAY 
FIGURES 3.5a & 3.5b: The FAN search techniques. 
The FAN search algorithm is shown in the graph 
depicted in FIGURE 3.5c. When the sub reaches the vantage 
point, it is going to make a flower like search radiating 
from the vantage point. If it is in a_ wide open area, it 
will make a circle tangent to the vantage point, avoiding 
any smaller obstacles or edges of obstacles that conceal 
the vantage point. It will then turn a few degrees and 
make another circle tangent to the vantage point. This 
procedure will be followed until the AUV returns to the 
point where it made the first circle or makes six loops, 
whichever comes first . 
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FIGURE 3.5c: The FAN search graph. 
The two AUVs may do the search in tande
m or go in the 
opposite directions to search the area 
faster. Depending 
on the size of the search area, howev
er, the AUV's may not 
want to separate as to decrease the da
nger of being alone 
if one or the other encounters an enemy.
 
If the vantage point is located in an 
area with lots 
of obstacles and lots of intersecting
 freeways, the FAN 
search becomes much like the CONVE
RGING ROUTE search 
explained in the next few paragraphs. 
3.5 CONVERGING ROUTE SEARCH 
The CONVERGING ROUTE searchs used in a
n area where 
there are many intersecting and narrow
 freeways like the 
area shown in FIGURE 3.5b. The searc
h always returns to 
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the primary spine but checks the area around that spine for 
enemy positions or to see if the vehicles are being 
followed. The danger with this search is in the instance 
that the side spine followed never intersects with another 
spine that would eventually return the vehicle to the 
primary route. 
CONTINUE 
CHANGE 
SEARCH 
TECHNIOUE 
PERFORM EVASIVE 
OR DESTROY MANEUVERS 
·, 
OTHER 
VEHICLE 
CONTACTED 
FIGURE 3.6: The CONVERGING ROUTE search graph. 
The algorithm for the CONVERGING ROUTE search is shown 
in the graph in FIGURE 3.6. The vehicles will find the 
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second intersecting spine to the primary route and turn on 
that • spine, each going a different direction • As an AUV 
reaches the next intersecting spine, it turns onto it. The 
intersecting spines are located and taken until the AUV 
reaches the main route again, encounters the other vehicle, 
or finds an enemy position. If the enemy is sighted, as in 
all other search techniques, evasive actions are either 
taken or an attack is initiated. Since the vehicles are 
separated throughout most of the search, if they are too 
far apart for effective communications the best alternative 
' 
would be to take evasive maneuvers and run. 
If both vehicles return unharmed to the primary route, 
they • again find the second intersecting spine and begin 
another CONVERGING ROUTE search. 
J 
( 
3.6 SPIRAL SEARCH 
This search technique is used in wide open spaces 
where maximum coverage and detail of the area is desired. 
It simply entails searching the area in ever widening 
circles as shown in FIGURE 3.7a. This search is dangerous 
FIGURE 3.7a: The SPIRAL search technique. 
in the fact that it leaves the AUV team in wide open, 
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uncovered spaces for a long period of time. tt would not 
be a useful search when the enemy or enemy defenses are 
known to be in close proximity to the search area. 
The graphic representation for the SPIRAL search • 1S 
depicted in FIGURE 3.7b. The AUV must first determine a 
starting point for the search. This starting point may be 
at the outside of the spiral or in the very middle of the 
spiral and therefore in the middle of the search area. The 
LOCATE A 
STARTING POINT 
IN AREA 
CONTINUE 
CHANGE 
SEARCM 
TECttNIOIE 
-
PERFORM EVASIVE OR 
DESTROY MANEUVERS 
ENEMY SIGHTED 
OR 
OR 
UNTIL 
ENCOUNTER 
FREEWAY EDGE 
FIGURE 3.7b: The SPIRAL search graph. 
graph assumes that the center point has been chosen for the 
start point. A circle around the start point is made, the 
radius of the circle increased, and a new circle made. The 
circles are increased and traversed until the edge of the 
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search area or the the freeway edge is encountered. At this 
point, either the search technique will be changed or the 
AUV will transit to another point. If at any time during 
the SPIRAL search the enemy is sighted, I evasive maneuvers 
will be performed and a new graph and algorithm will be 
used. 
3.7 U-SHAPE SEARCH 
The U-SHAPE search is used under all the same 
circumstances that the SPIRAL search is utilized. This 
search, however, gives the AUV team a little more cover as 
., 
I 
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DESTROY MANEUVERS 
OR 
FIGURE 3.8: The U-SHAPE search graph. 
it allows the vehicles to hug the edge of the freeway spine 
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and hopefully natural vegetation at the end of every sweep 
as shown in FIGURE 3.8. The search is basically a WEAVE 
search in which the AUV's never separate. Because of the 
distances involved in the search area, the danger of the 
vehicles being separated is increased. This danger ought to 
be avoided if at all possible. 
These seven search techniques are only guidelines as 
to how the AUV's may move along the freeway spines and 
search in specified areas. Because of the nature of Lake 
Winnepesake and the underwater terrain involved in the 
actual testing of the AUV, only three of the seven search 
techniques will be considered for use. The other four 
techniques might be programmed and added to the AUV's 
algorithms if the need arises in another test setting 
besides the lake. 
The three main techniques to be used by the AUV will 
be the SPINE, the SPIRAL, and the WEAVE searches. These 
were considered to be the most representative of the seven 
searches and were also the three techniques that most 
naturally fit the type of areas the AUV will be 
encountering in the mainly open spaces of Lake Winnepesake. 
3.8 SEARCH AND THE RCS3 HIERARCHY 
During the course of reading the RCS3 material, I have 
determined that there are three possible levels in which 
the search technique routines may reside: 
1) Level 4 - Vehicle Task 
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2) Level 5 - Group Control 
· 3) Level 6 - Mission Control 
Levels 1-3 deal with the low level operations of 
itself and are not at all conducive to the needs 
search routines. 
3.8.1 LEVEL 6 
AUV 
the 
:-~ 
Level 6 is the mission control level. Here, the 
configuration manager CM(6) is a human who divides up the 
tasks manually. Examples of commands at this level would be 
<Mine Harbor X>,<Engage Enemy>,or <Clear Mines From Cnannel 
Y>. Clearly this is too high of a level to worry about 
searching methods to clear the harbor or find the enemy. 
3.8.2 LEVEL 5 
Level 5 has been defined as the group control level. 
The CM at this level is the group leader and is in charge 
of partitioning the command from Level 6 into vehicle 
assignments. Examples of the input to this level from Level 
6 would be <Patrol>, <Defend/Attack Sector>, or 
<Attack/Evade Battle Group>. The output from this level's 
executor is a command to the individual vehicles and the 
planner PL(5,s) output to its executor EX(5,s) is a team 
how to accomplish the input 
• using command plan two on 
vehicles. 
Already inherent to Level 5, there exists a vehicle 
navigator that plans courses and routes based on the group 
goals, fuel and time requirements and/or restrictions, 
obstacles, and potential threats. Within this navigator 
k 
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lies a perfect spot in which to put the search technique 
descriptions. 
Once the navigator has set the course or route for the 
I 
team to follow to the objective, the route· should be 
searched and a plan layed for using the different search 
techniques along the planned route. For example, if the 
route goes from a very wide area to a medium width area to 
a a very narrow area, the planner would send to the 
executor the route, its beginning and end points, three 
suggested search methods, 
beginning and end points: 
and each of the method's 
<GO BY ROUTE X: Begin A, End D> 
<SEARCH BY METHOD U-SHAPE: Begin A, End B> 
<SEARCH BY METHOD WEAVE: Begin B, End C> 
<SEARCH BY METHOD SPINE: Begin c, End D> 
The executor would then send to Level 4 commands 
similar to the following: 
<AUVl,SEARCH(U SHAPE,ARC L,LEFT) ,From A,Until B> 
<AUV2,SEARCH(U=SHAPE,ARC=L,RIGHT),From A,Until B> 
which would tell vehicle 1 to start a U SHAPE search to 
begin a left arc and to be on the left side of vehicle 2 
and tell AUV2 to begin a left arc also but to stay to the 
right of AUVl. The AUV's will continue a U SHAPE search 
until they reach point B. 
3.8.3 LEVEL 4 
4 deals with the vehicles as individual Level 
entities. It contains the vehicle's 'pilot', 'engineer', 
'electronic-warfare officer', and the weapons and 
manipulator commanders. The CM(4) at this level is the 
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vehicle 'captain' and is in charge of examining the current 
state of the vehicle and determining which jobs should be 
given to which planner PL(4,s). 
When a SEARCH command comes down from Level 5, it is 
the job of the search PL(4,s) to follow the technique 
specified by input command. This is the level in which the 
procedures for doing the actual searches are located. 
Level 5 contains only descriptions of the searches and 
under which circumstances each technique is to be used. 
' 
This PL(4,s) will output to its executor a plan on how the 
search technique will be accomplished. 
3.9 SUMMARY 
This chapter described the techniques for searching an 
area that have been adapted for the AUV's. For the control 
of the AUV, however, the graph paradigm described in this 
chapter is insufficient. It allows for little or no control 
other than stepping through the graph a node at a time. 
A ~etter method of determining the flow of control 
between the levels of the search and for describing the 
search techniques must be used. A way to receive status 
from lower levels, to send status to higher levels, and to 
access the 011tside world through the sensory input hier-
archy must also be incorporated into a useful control 
paradigm. The following chapter describes a methodology 
called Petri nets through which I address the flow of 
control. 
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CHAPTER 4 
4.0 PETRI NET BACKGROUND 
Over the last decade, the Petri net has gained 
increased usage and acceptance as a basic model of systems 
of asynchronous concurrent computation. A Petri net is an 
abstract, formal model of information flow. The properties, 
concepts, and techniques of Petri nets are being developed 
in search for natural, simple, and powerful methods for 
describing and analyzing the flow of information and 
control in systems (9]. The major use of Petri nets has 
been the modeling of systems of events in which it 
• is 
possible for some events to occur concurrently but when 
there are constraints of the concurrence, precedence, or 
frequency of these occurrences. 
A Petri net is viewed as a sequence of discrete events 
whose order of occurrence .is one of many possible allowed 
by the basic structure. This leads to non-determinism 
• in 
its execution. There is no need to synchronize as these 
events can occur independently. These is also no inherent 
flow of time • • giving the Petri net its asynchronous 
properties. 
The Petri net also has the ability to model a system 
hierarchically - both at high levels of abstraction and at 
greater detail or refinement at the lower levels. It 
• 1S 
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this feature that makes the Petri net useful in the RCS3 
system for control. 
A simple Petri net is shown in FIGURE 4.1 [9]. There 
are two kinds of nodes in a classical Petri net - circles 
which represent places or states, and bars which are 
transitions between the states of the system. The places 
and transitions are connected by directed arcs representing· 
the input or output of a node. A place can only follow or 
precede a transition and a transition can only follow or 
precede a place. There can be numerous tokens in one place 
at a time in a classical Petri net or the net can be 
classified as 'safe' by allowing only one token in a place 
at any given time. Safe nets allow for better management of 
the net and keep the order of firing under tighter control 
by the nature of the way this class of nets are built . 
. T2 
Tl 
TS· 
T6 
FIGURE 4.1: A simple Petri net 
The execution of a Petri net is controlled by the 
movement of markers or tokens through the nodes as game 
pieces move in a board game. Tokens move along the arcs 
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and rest in places until they are able to move again.· In 
order to allow movement of a token, a transition must 
'fire' and in order for a transition to fire, it must be 
enabled. To enable a transition, there must be a token in 
each of its input places. When a transition is fired, it 
removes the tokens from all of its input places, generates 
new tokens and puts one of these new tokens in each of its 
output places. The firing of transitions is considered to 
be instantaneous meaning that they take no time. 
The nondeterministic and nonsimultaneous firing of 
transitions takes on the following two forms: 
1) 'simultaneous' events which can occur in either order 
without disabling the other event from firing and 
2) 'conflicting' events which can occur when the firing of 
one enabled transition disables another enabled 
transition. 
For example, in FIGURE 4.2, tokens have been put in 
Pl, PS, and P7. The token in Pl has enabled transition T2 
causing it to fire and put tokens in places P2 and P3. The 
net now looks like the diagram in FIGURE 4.3. Note that the 
T2 
Tl 
T6 
/ 
FIGURE 4.2: An enabled Petri net. 
' 
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token has been removed from place Pl. As can be seen, Tl, 
T3, and T5 are now all enabled. The firing of either T3 or 
T5 has no effect on whether or not Tl can fire: Tl is a 
•simultaneous' event with both T3 and TS. 
Tl 
I 
TS 
T6 
FIGURE 4.3: The net after transition T2 has fired. 
It is clear to see, however, that there is a conflict 
arising from which transition should fire first, T3 or TS. 
Both are enabled by having tokens in all of their input 
places but only one of them can fire. If T5 fires, then T3 
will be disabled and visa versa. 
4.1 PETRI NETS AND THE AUV 
For use with the AUVs, the Petri net has been modified 
greatly to allow for the usage of world model inputs, 
status inputs from the levels below, commands from the 
levels above, and internal states or 'OR' places. FIGURE 
4.4 illustrates the seven different types of nodes the 
modified nets will use. These new nets are called AUV nets 
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as they are distictly differen
t from Petri nets but have 
many of the properties desired 
from Petri nets. 
STATUS 
FROM 
'cORLD . 
CEL.INPUT 
C0t+1AND 
EXECUTION TRANSilICN 
' 
STATE 
FIGURE 4.4 : Types of nodes for 
the AUV nets. 
The command-node is a command fr
om the level above and 
is usually the node that b
egins the execution of a 
particular net. The command-e
xecution-node is a command to 
the level below. The status-fro
m-below-node acknowledges 
messages from the level below o
n the current status of the 
execution and the status-node
 sends a message up to the 
level above on the current statu
s of this level. The world-
model-inputs-node 
• 
receives answers to queries pu
t to the 
world model by the task planne
r and the state-node 
• is an 
internal 'OR' node. The 'OR' 
node can be replaced by the 
use of a single transition w
ith a large numbers of input 
places but this causes the AUV
 nets to look ungainly and 
harder to follow. 
The AUV net allows tokens to b
e randomly introduced 
into the net by means of the w
orld-model-input and status-
from-below nodes. A Petri net b
egins with a certain number 
• 
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of tokens in the net and no more are ever introduced except 
through the firing of transistions. For the AUV project, 
this was found to be too contraining. Outside information 
and status reports are a must. 
Classical Petri nets do not allow ordering of the 
firing of transition, they are completely nondeter-
ministic. Because of the real-life nature of the AUV, some 
ordering was built into the AUV nets by numbering the 
transitions. The lower the transitions number the more 
priority in firing it will have. For example, if a tran-
sition numbered five is enabled and a transition numbered 
two is also enabled, the number two transition will have 
priority over the number five transition. 
The AUV net's ordering can be shown in a Petri net by 
enlarging the Petri net and adding many intermediate places 
to force nondeterminism. The AUV net's ordering makes the 
nets more succinct and easier for a human to understand 
than bulky, hard to follow, nondeterministic Petri nets. 
The AUV net allows no more than one token in a place 
at any given time but cannot be labeled as a 'safe' net due 
to the connections allowed between the places and tran-
sitions. A Petri net is deemed safe by the the nature of 
its connections, there is no possible way for another token 
to be put in an already filled node. Since the AUV net 
allows for randomly introduced tokens, there • l.S a 
possiblility of a token to try to go to an already filled 
node. 
The AUV net will be executed cyclicly • u.sing the 
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following algorithm: 
1. Place world model input tokens 
2. Place lower level status tokens 
3. Place input command tokens 
4. Fire lowest numbered enabled transition 
5. Output marked command, if any 
6. output marked status, if any 
The AUV net will be used as the set of plans PST(s) 
generated by the planner on each level ( as explained I in 
Section 1.2 on page 26 ). These nets will be sent to the 
executor on each level for execution. It is the job of the 
executor to 'step; through the nets and manage the movement 
of the tokens. While the executor is moving tokens around 
the net and sending commands to the next lower level's 
planners, the current level's planners can be generating 
optional plans or even be planning an entirely new sequence 
of events as commanded by the level above. 
If an executor cannot continue executing the AUV net 
because of some error status from below or because of 
emergency information sent by the world model, a new plan 
is sent down in the form of another net and execution 
continues using the new net. 
The following diagrams and AUV net are to explain a 
scenario that may happen while the AUVs are under water 
carrying out a search and destroy mission [15]. FIGURE 
4.5a shows the initial search plan for locating an enemy 
stronghold. The AUVs leave the port at point A and 
transit or move to the specified search area. Once in the 
search area, they will carry out one of the search 
strategies described in Chapter 3 in order to locate the 
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enemy emplacement(s). 
While in transit, however, the vehicles encounter a 
defense position and must replan accordingly - in this case 
the new plan is to explore the defense perimeter looking 
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FIGURE 4.5a • • Initial search plan of enemy stronghold. 
for a way of breaking through the defense. FIGURE 4.5b 
depicts th.is new situation. . A new area to explore • 1S 
determined, the vehicles separate and plan to rendezvous at 
the point of initial contact with the defense as that • 1S 
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the only known point guaranteed to be accessible by both 
vehicles • 
• scenario: 
FIGURE 4.Sc illustrates the ~ext step in the 
one of the vehicles finds a penetration point, 
the two vehicles rendezvous then return to the penetration 
point and pierce the enemy's ·defense. The initial search 
r1 I ~. ~. I C1 ~~ : 
E ::{ F· L c, F.· E c, E F E t~ S E 
F' E ~· I r•l E T E ~· 
G~·c,uF· = 
PLAN EXPLORATION IN 
C1ESI 13t~ATEC1 AR EA 
FIGURE 4.Sb: Redefining 
detected. 
.-1 
EXPLORATION RADIUS 
GUARRANTEES WE WILL 
F" I ~~ c, C c, t·~ ~~ E C T I ~t G 
c, E F E ~~ S E ::. 
the scenario after a defense 
plan can now be continued as planned until the target 
• 1S 
• 1S 
located. A new plan, one of attack, is then formulated and 
carried out, hopefully, to a successful conclusion. 
The control of the initial plan and all of its 
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complicated replanning can be done with the use of the 
AUV net in FIGURE 4.6. The mission begins at the command-
node in the upper left corner labeled ''start". Transition 
1 can fire immediately causing a token to be placed in the 
.. -:,.· 
• • ... .,.  
.. .,. 
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FIGURE 4.5c: Finding an penetrating the penetration point 
before continuing the search. 
command-execution-node marked "transit to search area". 
This 
level 
node causes a command to be sent to the next lower 
directing that level to carry out some sort of 
transit. 
token will 
After a successful completion of a transit, a 
be placed in the round status-from-below-node 
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labeled ''done transit'' enabling and firing transition 2 and 
a search can begin. 
In the scenario described in FIGURE 4.Sa-c, 
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0 
0 
0 
TRANSIT 
AREA 
G 
PERH£TE 
RE~. 
0 
ATTACK 
8 
INSIC£ 
SEAA0-1 ARE 
0 
TARG(l 
DETECTED 
~-------"' 
0 
TRN-6IT 
TO 
PORT 
however, 
0 
FIGURE 4.6 : Search & Destroy Mission AUV net. 
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before the transit has been completed, a defense per~meter 
is detected by the sensory input hierarchy, sent to the 
world model for analysis, and then sent to planner module 
by way of placing a token in the AUV net world-model-input-
node. Because a token has now been placed in the ''defense 
detected'' node and there exists a token in the "transit to 
search area" node, transition 3 can fire sending a token to 
"explore defense perimeter and rendezvous". 
Once a rendezvous has been successfully accomplished, 
status to that effect will be sent up from the level below 
placing a token in "done rendezvous" and causing a new 
transition, 8, to fire. A command will then be sent to 
penetrate the defense from the node "penetrate defense" to 
Again, upon a successful completion the next level down. 
of the penetration, a token will be placed 
• in "done 
penetrate'' as status from the level below 
• causing tran-
sition 12 to be enabled and fired. The AUVs can now 
continue the transit or begin a search depending on whether 
or not they have entered the previously specified search 
area during penetration. Since the penetration in the 
scenario in FIGURE 4.5c ended up inside the search area, 
transition 14 will fire and a token will be put in the 
command-to-lower-level-node ''search''. 
If a target is detected by the sensors, the world 
model will put a token in the ''target detected'' node 
enabling transition 4. After firing, transition 4 will put 
a token in the ''attack'' node which in turn will command the 
next lower level to carry out an attack. If the attack is 
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successful, a token will be placed in "done attack" and 
transition 9 will fire. At this point, the AUVs will 
continue searching for more targets as they are still 
located within the specified boundaries of the search area. 
If there are no more targets and the entire search area has 
been covered, the level below will place a token in the 
status node "area searched'', transition 6 will fire, the 
vehicles will transit back to port, and once in port, 
transition 11 will fire causing a status of ''done'' to be 
sent to the level above. 
The net in FIGURE 4.6 also takes into account a failed 
rendezvous and exceeded time limits. A rendezvous could 
fail if one or both vehicles do not return to the 
rendezvous point for any number of reasons such as 
mechanical difficulties or destruction by the enemy. The 
status-from-below-node would be • given a token if the 
·. 
submarine has been in the water for a long period of time 
and is getting close to the point of running out of fuel. 
In that case, the AUVs should return immediately to port 
for refueling. In reality, the emergency situation status-
nodes like time limit exceeded should be able to have an 
effect at any point in time not just when the vehicle • 1S 
in search mode. This again has been left out of the net for 
readiblity not for absolute correctness. 
This net also doesn't take into consideration all the 
possible problems that the vehicles may encounter during a 
mission such as search and destroy. The net may allow for 
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the flagging of numerous mechanical difficulties, act on 
any number of sensory stimuli such as depth, temperature, 
speed, or water salidity, or even discontinue the current 
net in the case of emergency. This net is only an example 
of the way a AUV net may be used to control the AUVs. And, 
of course, this net, like all nets, may be stored as a 
•canned' program inside the AUV's memory or may generated 
by the planner in real-time. 
4.2 SEARCH AND THE AUV NET 
In Chapter 3, seven search techniques were introduced 
that directed the AUV on how to conduct a search I in a 
particular area. Three of these techniques, the SPINE, 
SPIRAL, and WEAVE searches, were pegged for further 
refinement for use in the AUV test at Lake Winnepesake. 
These three techniques have been translated from their 
graph form to AUV net form to coincide with the control 
described for the Search and Destroy mission. The control 
hierarchy of the search nets is described in FIGURE 4.7. 
The mission level net, the Search and Destroy net, 
sends a command to the group level planner. This planner 
set will either generate new nets or use I I apr1or1 nets 
stored • in memory. From these group level nets, weave, 
spine, and spiral commands are sent to the task level 
planners which in turn generates nets that will eventually 
send commands to the AUV controller during net execution. 
There are two philosophies on how the AUV net should 
84 
.. 
' 
act. In one philosophy, the net has some decision power 
within it depending on sensor data and other information 
received from the world model. FIGURE 4.8 reflects the 
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FIGURE 4.7: The control hierarchy of the search nets. 
group level search net for this philosophy. This net 
• 1S 
invoked by a command being sent from the command-execution-
node in the Search and De~troy net on Level 6 to one of the 
planners on Level 5. 
Both vehicles will do identical searches but one will 
be on an offset from the other. Depending on the width of 
the freeway, the decision of which search technique to be 
used will be made in the AUV net. If the area is narrow, 
use the SPINE, if it is of medium width use the WEAVE, and 
if it a wide area, use the SPIRAL search technique. The 
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terms narrow, medium and wide· are relative and have no 
direct meaning at the moment. All areas at Lake Winnepesake 
, 
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·/.'·a·re wide but different views and scenarios should be 
considered as to add modularity and flexibility to the 
control system for the long run. 
Once the freeway width has been determined, then 
either transition 1, 3, or 5 will fire. For an example, say 
the freeway is narrow so we will want to conduct a SPINE 
search. Transition 1 will fire causing both vehicles to be 
sent commands to execute a search. When both vehicles are 
done with that search and there is an indication from the 
world model that the freeway width is changing measurably, 
transition 7 will fire sending a token to the internal-
state-node 'OR'. If there is still more of the area to 
search, then transition 11 will be enabled. Once it has 
fired, a token will be put in the 'OR' node. This 
internal-state-place exists to only to separate transition 
11 from transitions 2, 4, and 6. Since only a place can 
follow or proceed a transition and only a transition can 
follow or proceed a place. 
The world model will be queried as to the relative 
width of the freeway again and another transition will fire 
depending on which world-model-input-node has had a token 
put in it by the world model's response to the query. For 
• 
example, if the world model's response puts a token in the 
''medium width" node, transition 4 will fire and both 
vehicles will be instructed to begin a WEAVE search. When 
both vehicles are done with that search and there 
• 1S an 
indication from the world model that the freeway width 
• 1S 
changing measurably, transition 8 will fire sending a token 
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to the internal-state-node 'OR'. Depending on the state 
of the world, the AUVs could begin another search or 
finish. Once the entire area has been searched, the 'done' 
status is sent back up to the mission level. 
The other philosophy about AUV net implementation 
I 
1S 
to not allow any decision making in the net. This 
philosophy is reflected in three three nets shown in FIGURE 
4.9. Decisions about which search·method to use are made 
by the planner, not the net, and the smaller nets shown in 
FIGURE 4.9 are generated and sent to the executor 
individually. The decisions are based on the current state 
of the world. When the planner sends a different net to the 
executor, the executor stops executing the current net 
quickly and begins to execute the new net. This makes for a 
very simple net and more work for the group level planner. 
For the vehicle task level search nets, the command-
execution-nodes send the actual commands to the AUV 
controller. The AUV controller can execute the following 
commands: 
STRAIGHT lgoall speed! translation neighborhood! theta! 
rotation neighborhood! tolerance measure 
This is straight line motion to the goal point (x, 
y, z, O) with speed. The UNH controller reports 
'done' when the AUV is within both neighborhoods of 
the goal then stops at the goal if no more commands 
are given. The neighborhoods allow for fluid motion 
around points instead of motion to a point, 
turning, and then continuing forward. Theta tells 
the orientation of the AUV at the goal point. 
FOLLOW 1vehicle idl relative positionl tolerance measure 
This command allows one vehicle to lead and to make 
all the navigation decisions while the other simply 
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decision making 
follows maintaining a relative position ( x, y, z) 
and the same bearing and speed. 
CIRCLE lcenterl radiusl anglel speedl tolerance measure 
This command allows circular motion around the 
center point ( x, y) with speed and radius 
stopping at the limit •angle'. the UNH controller 
reports done when the circular distance angle is 
covered and the sub stops. The current z position 
is maintained. This is useful for circling a 
defense or target. 
STRAIGHT-HIDE I goal I speed I altitude I 
neighborhood I rotation 
tolerance measure 
translation 
neighborhood I 
This command is a modification of the STRAIGHT 
command but the sub maintains a certain altitude 
above the bottom of the lake. This will help avoid 
detection as the sub will be 'hugging' the bottom. 
FOLLOW-VALLEY I bearing I 
altitude 
tolerance measurel distance I 
This command is used to hide and travel 
narrow, uncharted valley. The AUV maintains 
distances from both walls of the valley and 
at a constant altitude above the lake floor. 
SPIRAL lpitchl angle! speed 
• in a 
equal 
stays 
This command traces a spiral 
current position of the AUV. 
increase in radius per radian. 
centered on the 
Pitch gives the 
There are numerous ways to implement searches at the 
vehicle task level using the available commands described 
above. FIGURE 4.10 shows two straight forward searches -
the SPINE and the SPIRAL. Both can be directly translated 
into Emove level commands ( remember that the three UNH 
control levels are called Emove, primitive, and servo). 
Information about pitch, angle, and speed is all the 
planner needs to obtain for the spiral command and data 
about the goal point, speed, and neighborhoods is what the 
planner must have for the straight command used in the 
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SPINE search. 
•·· 
STRAIGHT 
~ ......... ----~ X.Y.Z.O, 
I ,A.8 ,C 
PllCH 
_...,.._ __ ,~ Nn.E. 
SPEED 
FIGURE 4.10: Task level SPINE and SPIRAL searches. 
FIGURE 4.11 shows the AUV net for the WEAVE search 
technique using the theta variable in the STRAIGHT command 
to execute turns. All rotations are relative to the AUV's 
current position. FIGURE 4.12a and 4.12b are similar 
except that they use the circle command to rotate about the 
sub's current position thereby executing a turn. 
In FIGURE 4.11, it is assumed that the planner has 
already determined each ( x, y, z) point along the search 
• 
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path and has put this list in an accessible place in common 
memory. The executor at this level will simply step through· 
the list of points to get each successive subgoal. Hence 
the need for the diamond-shaped node used for internal 
bookkeeping - in this case, for keeping the list counter • 
• 
This looping could also be implemented by a query to the 
world model for the next point. This questioning, however, 
may be slower than accessing the information set directly. 
STRAlGHT 
0 
0 
-/ 
__ .__~ STRAIGH'Tl----------------\-----· 
XjY ;Z;-9 ' 
l,A.8,C 
STRAIGHT 
XjY;Z;904--i---~ 
l,A.8.C 
AT Sl.8-
AL POINT 
---------------------------.----~-· ·--
FIGURE 4.11: Task level WEAVE search AUV net. 
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FIGURE 4.12a shows an interesting aspect of the WEAVE 
search technique. While crossing back and forth across the 
freeway • spine, the AUV's have a chance of hitting one 
another. So as AUVl comes within a certain neighborhood of 
the spine, it'll have to communicate with AUV2 in order to 
determine whether or not AUV2 has crossed the spine already 
on that leg of the search. If so, AUVl will continue the 
search and if not, it will have to wait until AUV2 passes 
thus avoiding ( we hope! ) a collision. 
-© 
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X. Y,Z 
o.~ © STRA]OHT 
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,..._ ___ --..J CJACL£ 
X,Y,Z. 
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·-4 .. --· - .... ····----.............. ·---------.. --·---- •" 
@ 
FIGURE 4.12a • • Task level WEAVE search using the CIRCLE 
command for two vehicles •. 
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FIGURE 4.12b shows a task level WEAVE search net for 
a single vehicle search using the CIRCLE command to make 
turns. This shows a very simple back and forth algorithm 
only since a single searching vehicle doesn't need to worry 
about colliding with a second vehicle. 
CIRCLE 
X.Y.Z. 
o.-4~ 
STRAIGHT 
X.Y.Z.O 
I .A.B ,C 
_ __,,.a, 
CJRCLE. 
X.Y.Z. 
0,90 
0 CJRCl.E 
t------4_. STAAlGHT t------~--.. X,Y,Z, 
X. Y.2.8. ---4....J o,-90 
l,A.8,C 
0 STRAIGHT 
,,,-----------~ X.Y.Z,9. 
I.A.8.C 
FIGURE 4.12b: Task level WEAVE search using the CIRCLE 
command for one vehicle. 
A modified WEAVE search referred to as the RASTER-SCAN 
search • 1S illustrated in the AUV net in FIGURE 4.13a • 
This search technique alleviates the collision problems in 
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FIGURE 4.13a: Task Level RASTER-SCAN WEAV
E Search 
the AUV nets shown in FIGURES 4.12a-b. Instead, the 
search makes a box like pattern from spine to edge and back 
to spine again never crossing into the AUV's territory as 
shown in FIGURE 4.13b. Again, the diamond-shaped node is 
used for internal bookkeeping - the offsetting of the y 
coordinate. The algorithm for this search follows: 
d = 0 
straight/x,y,z,90/1/a/b/c 
straight/x-r,y,z,-90/1/a/b/c 
repeat 
d = d + p 
straight/x-r,y+d,z,-90/1/a/b/c 
straight/x,y+d,z,90/1/a/b/c 
d = d + p 
straight/x,y+d,z,90/1/a/b/c 
straight/x-r,y+d,z,-90/1/a/b/c 
until at goal point 
The angles referenced always refer to the orientation 
of the vehicle with the vehicle facing o degrees as shown 
in FIGURE 4.13c . 
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FIGURES 4.13b and c : The RASTER-SCAN WEAVE search 
technique and the vehicle orientation. 
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Although the searches described above are only three 
of the original seven seraches, as time goes on and as 
needed, the other four searches, FAN, U-SHAPE, VANTAGE 
• POINT, and CONVERGING ROUTE, may be implemented in a 
similar fashion • 
• 
4.3 SUMMARY 
The Petri net has been defined as a model for systems 
exhibiting concurrent asynchronous activities. Although 
Petri nets are not the only models of asynchronous concur-
rent systems, they are equivalent to or include most other 
models. In addition they have a certain clearness which 
permits a simple and natural representation of many systems 
[14]. 
has 
input 
I 
I 
As applied to the RCS3 system, the Petri net theory 
been modified to allow for several different types 
places and transition ordering which seem to give 
' 
of 
a 
visual and clear method by which to control the state of 
the AUV search techniques. Because of the concurrent 
abilities embedded within the AUV net paradigm, many dif-
ferent interrelated but separate processes may be rep-
resented as occurring simultaneously. The real power of the 
AUV net lies in the representation of the more abstract 
levels, Levels 5 and 6, than in the more procedural levels 
like Level 4. 
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CHAPTER 5 
~ 
CONCLUSION 
5.0 RCS 
This thesis has been a broad background on control 
systems for intelligent machines - a basis to the beginning 
of understanding what should be incorporated into such 
control systems. 
The hierarchical structure called the Real-Time 
Control System (RCS) outlined in the first chapter of 
this thesis describes a system where high level goals are 
decomposed through a succession of levels, each producing 
strings of simpler commands to the next lower level. The 
RCS is mainly a theoretical construct and at present has 
only been implemented for one system, the NBS's AMRF. 
There are still many unresolved questions • concerning 
the implementation of the RCS theory for an autonomous 
vehicle such as how the system can best be programmed, the 
timing and synchronization between hierarchies and between 
vehicles, and how programs can be edited, compiled and 
' 
debugged. However, it is felt that the NBS hierarchy is a 
fundamentally correct approach to the problem of inter-
facing either an industrial robot or an autonomous vehicle 
to its environment making it increasingly responsive to 
sensory input [3]. 
The modularity of the hierarchical decomposition, and 
the separation of the sensory processing function from the 
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behavior-generating function is an important first step in 
applying the principles of structured programming to the 
control of intelligent machines. 
5.1 SYSTEMS DESIGN 
Designing a complex control system is especially 
difficult when the system needs to adapt its behavior 
continuously in response to changes in the environment. 
Designers want behavior to be predictable and therefore 
reliable. Thus the need for decomposition. But adaptable 
behavior, readily responding to sensor input, is also 
another ideal trait in the design of complex systems. 
The design of any complex system has many design 
concepts to be considered and because of the :,real-time 
nature of the AUV, real-time control concepts also had to 
be taken under consideration. The following list comprises 
the major complex system design concepts to examine [3]: 
1) All systems must be designed to meet the human 
limitation of not being able to handle more than 
seven pieces of information at a time. 
2) Systems are structured to account for this 
limitation by modularization into well-bounded, 
functionally independent components, each which 
processes not more than a few pieces of 
information. 
3) Further reductions in complexity are obtained by 
the use of generic processing structures. 
A different set of issues come into play that must be 
weighed for real-time applications: 
1) A control system produces output actions that are 
a function of both its input command and 
feedback. 
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2) A sampled control system must generate an output 
within a task dependent time period after the 
occurrence of an event in order to provide an 
effective response . 
3) Each response of the control system must be a 
function of the entire input state. 
The application of complex system design concepts to those 
for real-time sensory-interactive control lead to the 
following considerations: 
1) Modularization of the system into independent 
components which clearly delineates the function 
and the responsibility of each component. 
2) Definition of generic control structures (generic 
control levels). 
3) Use of multiple processor architecture to. provide 
sufficient processing for time critical res-
ponses. 
4) Use of synchronized, common memory communications 
for continuous real-time response and clarity of 
understanding of multiple processor interactions. 
5) Use of state table processing for ease of control 
function specification, clarity and program-
mability. 
These concepts are the guidelines the NBS followed in 
order to begin to understand the control of complex 
systems. It is this understanding that will help to pave 
the way for better implementation of current systems and to 
learn to implement future robotic systems. 
5.2 PETRI NETS AND AUV NETS 
The modeling power and decision power of the Petri net 
model is what makes it suitable for use with a hierarchical 
system such as RCS. At each level, the command-execution 
node can actually be ·4ecomposed into a Petri net on the 
next level that describes,the representation of the actions 
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of that command. A slightly modified version of the Petri 
net called the AUV net allows input from the sensory-
processing hierarchy through communication to the world 
model in a real-time fashion and can receive status from 
levels below as well as send status to the level above. 
The nets can be modular, the levels below a command-
execution node can be replaced, added, or subtracted 
according to the application. 
Petri net theory is not the answer to the problem of 
intelligent control but a stepping stone in the under-
standing of how such a system must act and how it must 
accomplish its goals. It has many of the desired properties 
of intelligent control like modularity, concurrency, and 
a state table-like implementation. 
The AUV net has not been proven in the manner of the 
Petri net which can be shown to model certain classes of 
systems quite well. The AUV net is still under research and 
as of yet has not established a mathematical background, 
basis or proof of validity in its usefulness in the area of 
intelligent cont~ol. 
The AUV net also has many features not allowed in the 
classical Petri net such as randomly introduced tokens, 
internal bookkeeping nodes, and 'OR' nodes. These new 
properties • raise such research questions as can it be 
proved that the AUV net will ever finish? Can they be 
optimized? What effect does the numbering of transitions 
have on the overall system? These and other questions are 
101 
• 
, . ...,_~. 
.~, \i,'J I \;" 
/ 
' good topics for further research. 
5 • 3 FUTURE WORK Q 
The real usefulness of the AUV net representation for 
the control of an underwater autonomous vehicle lies in the 
implementation of the nets in a real-time system. The work 
,done here has been a large portion the background needed to 
understand what must be done to intelligently control a 
machine. The next step of the process is to implement the 
AUV nets in some sort of system that will enable decisions 
to be made concurrently in a real-time fashion. Work • in 
this area will be continued by myself and Professor Glen 
Blank of Lehigh University who has developed a natural 
language processor called Register Vector Grammar ( RVG) 
that we will adapt for the use with AUV net control. 
The work we plan to do will involve studying the 
transition from the AUV net to RVG code and back again to 
the visual representation of a net. We will look at the 
problem of multiplicity and the simulation of concurrency. 
Another issue we will address will be the combining of 
hierarchy with heterarchy. The system interfaces to the c 
prograJl111ling language so that the actions necessary to be 
taken by the vehicle can be written inc. 
Because of the military nature of the AUV, it can be 
assumed that the submarine with the optimal search 
technique will win the underwater battle. It can be shown 
that throughout history, the force with the best statistics 
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( -i--re. men, machines, battle plans, etc) on their side won 
the war. If the probability structure of any element in the 
battle can be changed or optimized, such as which search 
technique to use when, how to apply stealth techniques, or 
whose system can run faster and 'think' better, the scales 
will ultimately balance in their direction. The optimizer 
of the statistics wins the war. So for future work ••. AUV 
net optimization and proof is a must. 
• 
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APPENDIX A 
'* --~-------~~------~-~------------------------------------ *' 
I* This structure belongs to the MAIN.C program and is written 
by the user to reflect problem speciric data. The ASTAR 
.Punc ti on uses r'iAX_CHILDREN and SEARCH_ITEt1 but the us er may 
define them according to the problem at hand. 
SEARCH ITEM contains all the information needed to follow 
-
along line segments given by the world model. Each line 
segment t, as two en p o int s g iv en b y X l , Y 1 , X 2, Y2, and i s 
assigned a number for easier identification called SEG_NUM. 
MIDPOINT contains the X,Y coordinate of the midpoint or the 
line segment and NEXT points to the next segment on the list. 
CONN points to a list of connecting line segments that are 0 in 
fact, that segmetn 's children. 
#define max children 5 
-
FILE *infile, *outfile, *beg_end, *fopen(); 
struct point 
{ 
-Float x, y; 
}; 
struct connector 
{ 
int seg_num; 
struct connector *link; 
}; 
• 
' struc~~search_item 
< .... 
float xl, u1; 
.. 
float x2, y2; 
int seg_num; 
struct point midpoint; 
struct conne:tor *conn; 
. . 
s·tt--r u c t s ear c h 1 t em * n e x t ; 
-} *segments; 
struct search item *add seq(); 
- - . 
struct connector *add conn(); 
-
struct search_item *-rind_nearest_segment(); 
'* ----------------------------------~-------------------- *' 
--
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I*-~---~---~----~-----~--~---------------~----~----------- *I 
I* This module is written by the user in conJunction with usi"g 
* the ASTAR function. It rinds the nearest sement to the 
* 
* 
*I 
start and goal points and determines the midpoint of a line 
s~gment and the straight line distance between two points. ( 
'.a.. • 1 d .• • d . h ... ff 1 n c u e ·= .• s \, 1 o . _.:-
#inc 1 ud e·(math. h) 
#include "types. h" 
'* ---------------------------------------------------------- *' 
str•.•ct search_i'tem *Tind_nectre~t_segment Cpl, swtch) 
sti'uct point pl; 
int su,tch; 
• 
I* Given a point x, y, determine the segment that lies nearest 
* to the point. CLOSEST is a pointer to the segment in the segment 
* list that is closest to the given point. DIST and NEAREST are 
* tempora~y variables to determine the nearest segment. 
{ 
struct 
struct 
double 
point seg_average(); 
search item * c, 1 o s est, 
-dist, nearest; 
"-· 
I* First set the L pointe~ to the first segm~nt in the list. Find 
* the midpoint of that segment and the distance from the midpoint to 
* the point and advance the pointer. 
*I 
1 = segments; 
closest= l; 
1 - ::· m i d p o i n t = s e g _aver a g e ( 1 > ; 
ci i s t a n c e C p 1 , 1 - :> m i d p o i n t , l: ii e a r e s t ) ; 
l = 1 - ::· n e x t ; 
.. -- --- ....
.. 
·-------··-- -
I* While there are still segments in the list, 1-F.-t.he-start--segmen-c---:·-
* being found find the segment's midpoint and then compute its 
* distance from the point. If the new distance is closer than the 
* last, set CLOSEST to that segment and update NEAREST to the closer 
* distance and advance the pointer. 
*I 
wh i 1 e < 1 ! = NULL ) 
{ 
} 
if C swtch == 1 > 
1-)midpoint = seg_average C 1 ); 
distance C pl, 1-)midpoint, &dist ); 
if ( dist< nearest > 
{ 
closest - 1; 
nearest - dist; 
) 
1 - 1-)next; 
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/* Return the value of CLOSEST which is a pointer to the nearest 
* segment. 
*I 
return < closest ); .. 
} 
1* ~-----~~~--------------------------------------------------~-- *' 
struct point 5eg_average < 1 > 
;truct search_item *l; 
/* Find the midpoint of a line segment *I 
< 
struct point p; 
p. x = C 1->xl + l-)·x2 > / 2; 
1 1 .. .., ) / c...,,. p. y = ( 1->y + -~ye. 
r~turn < p ); · 
} 
---- ·--------------~-----------
- *' 
--------------
------------
---- ...
 
distance C pl, p2, dist > 
struct point pl, p2; 
double *dist; 
-
I* .Determine the straight line distance between a segment's 
* midpoint and the given point. , 
*I 
{ 
} 
double d; 
j = ( p 2. X - p 1. X ) * ( p 2. X - p 1. X ) ; 
d += ( p 2. y - 'p 1. y > * C p 2. y - P 1. Y >; 
*dist = sq_rt < d ); 
j 
'*--------------------------~----------------------------------*I int is_goal < item, goal ) 
struct search_item *item, 11f-goal; 
I* The method ror finding whether or not you are at the goal node 
is simply to compare the segment number of the current segment 
to that of the goal node. Returning a 1 signifys that the 
current segment is the goal segment and returning a O says that 
there is nop match. 
*I 
{ 
} 
_if C item-)seg_num 
return < 1 >; 
else 
return< 0 ); 
-
-- g oa 1-)·s eg _num > 
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'* --------------------------------------------------------*'I 
expand_node C s, num, children > 
struct search item *Si 
-int *num; 
struct search item *childrenCJ; 
-
I* This fuction will return to the ASTAR function- the list 6f 
* the current node's children. 
*' 
{ 
struct connector *Ci 
struct search_item *Pi 
int J, 1 = 0; 
.•. 
I* First s~t all th@ children to point to NULL*' 
-t= o r ( J = 0 ; J -::: ma x _ c h i 1 d r e n ; 
::hildr~nCJJ = 0; 
' J++} 
I* Then while there are children on the connector list locate 
* th~ correspQnding node an the segment list to the current 
* child. *I 
... 
,. - -- ~co..,n· 
•- - ~ J ti I 
p = s~gments; 
I.L~hile ( C ~= Q) 
{ 
while C ( p I -· r. ,.; 
p = p - :~ n e r. t ; 
) ~< ~--= < · p - :> s e g _ n u m '= c-)·seg_num > i 
I* Ir th~ child is found on the segment list, then add a pointer 
* to the list of children that points to the found segment. 
* Otherwise if no corresponding segment was located and the 
* segment list has been completely traversed, print an error 
* m~ssage. 
*I 
if ( p - ~:- s e g _ n um 
{ 
chil'1.renCiJ 
i ++; 
} 
else 
.. 
.. 
--
--
-
-
if . ( p == c, ) 
{ 
c-)·seo num ) 
--
p ; 
}, 
\ 
printf ("ERROR: Sea'r'ching for a non-~xistent segment. \n"). 
,, p_= segmentsi 
} 
·: = c-)·1 ink; 
::> = p-::next; 
I* Set num equal to the number of childr~n and send it back to ASTAR *I 
*n1Jm = 1; 
} 
. I* ~ ~ - - --- -------~---------- _,..._,..._-_.,... .. ., ____________ _.. ___ ._. _ __.___,.._. _____ __, ___ ... _____ .__ * f-
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• ; I*------------------------------------------------------------ *I 
#include <stdio. h) 
#include "types. h" 
#include "astar. h" 
'* --~-------------------------------------~------------------- *' 
main<> 
/* This program uses the ASTAR routine to find a minimal cost path 
between two points. The ·world is divided up into line segments 
that the AUV will follow. The data for these segments is found 
in a file called ENVIRON and the set of paths to find is in a 
{ 
file called POINTS. 
The segment informa~ion is put into a linked list like structure. 
Refer ta TYPES.H file to view the actual structure of a SEARCH ITEM 
-
It is assumed that the segment information is in numerical order -
that is that segment #1 is before segment #2 and so on. The seg-
ments are connected and these are represented by a list o~ segment 
numbers attached to each segment node. 
5 TART _PO I t~ T i s t h e s tar t i n g p o i n t an d GO AL _PO I NT i s th e d e s t i n at i on 
point. START_SEG and GOAL_SEO are pointers to the segments in the 
segment list that are the closest to the start and goal points 
respectively. 
s t T' u c t p o i n t s tar t _p o i n t , g o a l _p o i n t ; 
struct search_item *start_seg, *goal_seg; 
struct list *path; 
struct list *astar (); 
b @ g _end = f Q pen ( II p Qin t $ Ii I II T' II ) j 
get_info (); 
UJhile ( 
{ 
! feof < beg_end >) 
f s c an f C b e g _en d , " i. f 'l. -F " , &: s tar t _p o i n t . x , ~-< s tar t _p o i n t . y > ; 
fscanf C beg_end, "'l.f 'l.f 11 , t<goal_point. x, &goal_point. y ); 
s tar t _ s e g = f i n d _ n ear e s t _ s e gm en t C s tar t _p o i n t , 1 > ; 
g o a 1 _ s e g = f i n d _ n e a r e s t _ s e g men t C g o a 1 _p o i n t , 0 ) ; 
path = astar < start_seg, goal_seg )i 
p r i n t _p a t b- C p a t h , s t a r t _p o i n t , g o a l _p o i n t > ; 
} 
fclose C beg_end ); 
I*-------------:------------·----------------------------------- * I 
print_item C it.em> 
struct search item *item; 
-
/* This function ~rites out t~e segment number of the current 
segment on the path. It is called by the ASTAR ~unction 
and the user can write out any pertinant information. 
*' 
{ 
> 
-~-
... 
printf < "Goto segment #i.d tt,en\n", item-:-:.seg_num ) ; 
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'* --------------------------------------------------------- *' 
I* This is a user written module that is part of the ASTAR 
* search. It contains the functions to calculate the f* 
* function: 
* f*Cn> = g*Cn) + h*Cn) 
* and the runction that sends back to the ASTAR function the 
* list o~ the current node's children. 
*I 
#include (stdio. h:> 
#include 11 types. h" 
#include "astar. h" 
'* ---------------------------------------------------------- *' 
double comp_g_hat C item, parent > 
struc:t search_item *item, *parent; 
/* This function ~eturns to the ASTAR function the value of 
* g*(n) which is the estimate of how far you have come in 
* the search. It does the estimate by finding the stra~ht line 
* distance bet~een the midpoint of th~ current node and that 
* o-r its parent node. 
*I 
{ 
} 
dduble cost, dist; 
struct point pl, p2i 
pl= it~m-:)midpoint; 
p2 = par~nt-:~midpoint; 
d i s t a n c e ( p 1 , p 2 , ~< c o s t ) ; 
return < cost ); 
I*--------------------------------------------------------- *I 
do u b 1 e comp _h _hat < it em, g oa 1 > 
struct search_item *item, *goal; 
/* This function calculates the estimate of how far the current 
* node is from t~e goal r,ode, h*(n). !t estimates it by finding 
* t h e s ~. r a i g h. t. 1 i n e .d i s ta n c e fr om t h e m i d p o i n t o f t h e c u r r en t 
* node to that bf the goal node. 
*I 
{ 
'\. 
double disti 
struct point pl, p2; 
-pl= iten1->midpcinti 
p 2 ·= g o a 1 - :>m i d p o i n t ; 
distance< pl, p2, ·~<dist); 
return ( dist ); 
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'* --------------------------------------------------------- *I 
'* 
* 
* 
* 
* 
This module reads in the information needed to build the 
segment list. INFILE contains the line segment ID numbers, 
the line segment's endpoints, and the ID numbers of the 
connecting segments. The information looks like this: 
0 9 0 12 2 1 2 -1 
* 
~here O = the segment number, 
* 9 0 = one endpoint, 
* 12 2 = the other endpoint, 
* 
* 
1 2 = the connecting segment numbers, 
-1 = end of line character. 
*' 
#include <:stdio. h) 
#include "types. h" 
'* --------------------~--------------------------------------~- *' get_inro c > 
I* Thi·s function will build a linked list that has all the segment 
* information *I 
{ 
s tr u c t sear c h i t em * 1 , *m; 
-
::-,f-il~ = fopen ( "environ", "r 11 ); 
I* Put the first segment on the list*/ 
segments = add_seg ( ); 
1 = segments; • 
I* While there are still segments in the file, add the segment to 
* the list. 
*I 
,. 
.. 
.... 
while C ! feof < infile ) > 
{ 
} 
m = ad~_seg < ); 
1-)next = m; 
. .,_ 
1 = m; -. . 
-
fclose < infile ); 
'* 
---~-~----~-~-~---~----~--
-------------------------------- *' 
;true~ search item *add seg C > 
- -
'*Adda segment to the segment linked list*' 
{ 
float x1, yl, x2, y2; 
i,it num = 0, seg; 
struct search_item *Si 
struct connector *C, *di 
,, 
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I* First get the segmetn number and the X,V coordinat~s or the two 
• endpoints from the INFILE. Then dynamically allocate space for 
* a new segment node and fill the node with .the cu~rent segment 
* inf or mat ion. 
*' 
f scan f , inf i 1 e, '' 't. d 't. f 't. r 
s = ( struct search item* 
-
s-::. .. ne x t = NULL; 
s-)seg_num - s e g; 
s-:> X 1 - .. 1 . #. , 
•. " 
- y 1; ,._ --y. :. -· . 
s-)x2 - X ~. 
-
C:.. I 
s-::."y2 - y..,. - ~, 
•1 ~ •~ "II ~ 
~• T /a T I •.( S e g I ts<X1, ~yl, &x2, 8<1J2 ); 
) callee C .1, sizeor C struct search item)); 
-
Read . the first 1n I* connector ID from INFILE and put it on the 
* connector list. Then while the information read in is not the end 
* ofdline character, add the connector IDs to the connector list. 
*I 
fscanf C infile, "%d 11 , t.,.num ); 
s-)conn = add conn C num ); 
-
d = s - :, c on n ; 
fscanf ( infile, "i.d", ~~num ); 
iJJhile ( num != -1) 
{ 
c = add conn C num ); 
- .._ 
d - :> 1 i n k = Ci 
d = Ci 
f s c a n f < i n f i 1 e , '' % d '' , ~--: n ,; m ) ; 
} 
I* Retur~ . .. the p011iv:-r to the newly made segme~ node *I 
} 
retur:i ( ~ 1 . ' - : I -
I*-----------------------------------------------~--------------- *I 
struct connector *add conn C num > 
-int n•;m; 
I* Add the connectors to a segment link in the segment linked list *I 
{ 
st~uct connector *Ci 
I* First allocat~ space ~or a new connector node and then fill in the 
* information and return the pointer to the new connector node. 
*I 
} 
c = ( struct connector*> callee C 1, 
c-)·seg_num = num; 
c - ) 1 i n k = r~ULL; 
return C c ·t;. 
. . 
sizeof < struct connector)); 
• 
'* -------------------------------------------------------------*/ 
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APPENDIX B 
The ASTAR module is a generic version or the A* search as d
escribed 
by Nil Nilsson. It will search through any representation 
of a user defined world model as it only passes back and fo
rth 
pointers to the world mod~l structure. 
7he ASTAR function returns a pointer to the goal node which
 can then 
be followed backwards through a tree to disclose the minima
l cost 
path. The function must b~ invoked by the following stateme
nt: 
path = astar < start, goal ); 
~o be proce~ded by the following declarations: 
str,Jct 
: tr,J: t 
search item *start, 
-list *path; 
• 
*o oa l; .., 
l.!.1~.'=re start is a pointEr to the beginning S£·arch_item struc
ture 
~nd goal 1s a pointer to the goal search_item structure. 
For 
~~ample, if the user's world consists of numbe,5 line segm
ents, 
ttart may be a pointer to segment 3 and goal a pointer to 
:egrn:nt 15. ASTAR will find the minimal cas~ path from segm
ent 3 
to sEornent 15. 
-
!tis up to the u;Er to write ~he rollcwing functions that
 
~ill reflect th~ current s~~rch crotl~m. The user must al
so 
. ,. +- +-0 ~ i l n ea ccnsvanv 
-· - ~ - C . . I -.= M h . - h :>::::.r-'"' M I - ~ l 1.. • 
·--r-i.. =·C'·= ._., -space. 
. . 
called M~X CH!~DREN ~~d a structure called 
-
CCJj':tains infori7,~t.;ion ~?==:ific to the 
1) int is_goal ( item, goal > 
struct search item *ite1:1, *t'!oal; 
-
-
This function will return the value 1 if the 
• 
item and the ooal are :he same and a value 0 
-
if they are not. 
-i· ... d ( .... , . 
:::.J i?~pan ... _no ~ :.1:ern, num, ,:,:1.cr~n • 
·= tr u c t sear c h i t e n1 * 1 t e Ci., * c h i l d re i, L J ; ~ -
... 
1 n " *ii ur., 
t~L'M is a point~r ta an integer whose value is 
passed b~ck tc ASTAR ana is equal to the number 
of ch i l d re n ITEM h 2 -::. . Th i ; fun ct;. on IJJ i J. l 
put ~oint~rs tc e3cn 
~e~rch item nodes 1n 
-
cf th~ !TEfl's childr2n's 
thE CHiLDREN ar~au. . 
3) double comp_g_hat < item, parent > 
struct search_item *item, *parent; 
This function will return the o*(n) ~unction value J 
by computing the heuristic between the ITEM and 
its PARENT. 
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4 > d oub 1 e c omp_h_hat < item, g oa 1 > 
s t T' u c t s ear c h _ i t em * i t em, * g,o a 1 ; 
This runction will return the h*Cn) function value 
by computing the heuristic between the ITEM 
and the GOAL. 
0 
5) print_item C item ) 
struct seafch item *item; 
-This function will print out the pertinent 
i.n-Formation the user wishes to use to display 
th~ path rcund. 
A" example of what the user may define as his/her SEARCH_ITEM 
and MAX CHILDREN are as follows: 
- ·-
#de~ine max children 30 
-
struct search item 
-< float xl, y1, x2, y2i 
} 
int id number; 
-
struct point midpoint, 
struct children *~hild; 
struct search item ~nexti 
-
This may represent a line 
segment - two end points in 
2-D coordinates and the mid-
point of the line segment -
a pointer to a list of sons, 
and a pointer to the next 
segment on the list. 
It is up to the user to be able to use 
within the functions he/she will write. 
and max children must be lower case. 
the structure wisely 
r~OTE : search item 
-
-
I*--~-~----------~--~~-~--~-----~-----~----~-------~------- *I 
I* This structure belongs to the ASTAR.C function. It is hidden 
from the user in that the user need not know what the structure 
contains. He need only ~now that it exists. 
SEARCH ITEM is the user defined structure that contains all the 
-data pe~tin=nt to the current search problem. It may contain 
X , Y, Z c o or d i n a t e s , d i s t a Tl c e s , I D n um b e r s , an d c h i 1 d r en i n f o . 
Th~ LIST structure simply points to the corresponding node that 
holds relevant data. 
G_HAT and F_HAT contain the values of the guesstimates, G_HAT 
holds ~here you have been while F_HAT estimates the heuristic 
f~om your position to the goal. 
r~EXT points to the next leaf on the lea¥ list and PARENT points 
to the node that leaf was expanded from. 
struct list 
< 
struct search item *item; 
-do u b 1 e g _hat, .P _hat; 
struct list *next; 
struct list *parent; 
} ; 
• 
struct list *ge~-~ode(); 
.. 
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'* ----------------~---------------------------------------- *' 
/* This module is a generic version of the A* search as described 
~ * by Nil Nilsson. It will search through any representation 
* of a user defined world model as it only passes back and ~orth 
* pointers t~ the world model structure. 
. - * 
#include <stdio. h) 
#include "types. h 11 
#include "astar. h" 
'* -------------------~-------------------------------------- *' 
struct list *astar C start, goal > 
struct search_item *start, *goal; 
I* This function will use the A* technique as described by Nils 
* Nilsson to determine the minimal cost path using a user defined 
heuristic function. 
* 
* 
* 
* 
* 
* 
*I 
The function will make use of two linked list structures, one the 
--1 eaves on t h:e "tr 1: e 11 < there re a 11 y i s n 't a tree structure being 
I implemented ), and the other being a list of those nodes already 
expanded and with pointers pointing up the minimal search path. 
{ 
s tr· u c t 1 i s t * 1 ea v e s , * e x p an d e d , * 1 , * n , * 1 a s t ; 
struct list-:.put_node_on_list(); 
·struct search item *childrenCmax children]; 
- -int num, 1, found = 0; 
/* Put the first leaf on the leaf list and· set the expanded list to 
* NULL. 
*I 
leaves = get_node C start, 0, goal ); 
expanded= O; 
.. 
I* While there are still nodes on the leaf list, 
* off the list and put it on the expanded list. 
* is NULL, set EXPANDED to the node. 
*I 
while C leaves != 0 ) 
{ 
1 = leaves; 
leaves= 1-)next; 
if C expanded== 0) 
expanded = l; 
else 
{ 
} 
last-)next = l; 
1-:,next = 0; \ 
114 
.. 
take ·the first node 
If the expanded list 
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I* Ir the current node is the goal node then return the pointer to the 
* c u r rent nod e. 0th er w i .s e e x pan d _ th e c u r rent .. nod e. . After. th e f UJ'I c t i on 
* call has returned, CHILDREN will hold an array of poin~ers pointing 
* to the current node's children. 
*' 
if C is_goal C 1-)item, goal ) == 1 > 
t-eturn < '1 ) ; 
expand_node C 1-)item, &num, children ); 
/* If the current node has no children, then continue otherwise while 
* there are children in the.CHILDREN array, put the children on the 
* leaf list . 
*' 
if < num != 0 > 
for C i = 0; i < num; i++ ) 
if C leaves== 0 > 
leaves = get_node C childrenCiJ, 1, goal ); 
else 
{ 
I* If the child node has already been expanded then don't put it on 
* the list. 
*I 
n = exp3nded; 
while<< n != 0) && < found== 0 >> 
{ 
} 
if C n->item == childrenCi] > 
found = 1; 
n = n->n ext; 
I* Otherwise, put the child on the list *I 
if< found== 0 > 
... 
leaves = put_node_on_list C childrenCiJ, 1, leaves, goal ); 
found = Q; 
• } 
I* And set LAST to point to the end of the expanded list *I 
last = l; 
} 
I* If the program reaches this point, no path has been found *I 
return ( 0 ) ; 
} 
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'* 
-~---------~-------~~--~--~------~~-------~--
-----~---~---- *' 
struct list *put_node_on_list < child, 
struct search_item *Child, *goal; 
struct list *parent, *leaves; 
• 
p.arent, leaves, goal > 
I* This function will determine the correct place on the leaves 
* list where a nawly ~armed node belongs and return a pointer 
* to the beginning o~ the leaves list. 
*I 
< 
struct list *l, *m, *c, 
int -round = 0; 
1 = lea,,es; 
,n = l; 
*insert af·ter <); 
-
. d ( ... .; , -' c = oe~ no c C•i .... u, 
- -
parent, goal ); 
I* While not at the end of the leaves list, the correct position 
* has not been found, and the newly formed node isn't a duplicate 
* of a r.ode already existing on~the list, if the new node's F_HAT 
* v a 1 L' e i s 1 e = s t ~1 a ii th e c u r rent nod e 's F HAT ...._. a l u e, p u t the new 
' 
-
* node on the list otherwise advance to the nest node on the 
* leaves list. 
*' 
I* 
* 
* 
*I 
} 
wh i 1 e < < m ! = 0 ) ~:f~ C found == 0 > && C chi 1 d ! = 1·-), it em > > 
i T ( c - )· r h a t -:: = rn - )· -F h a t > 
.... -
If 
we 
on 
leaves = iriCE:rt a-Fter C 1, c, leaves ); 
-
found = 1; 
.. 
./' 
.. 
e .1 s e 
{ 
• l. = m; 
m = 1 - :> n e x t ; 
" 
.I 
the new node l: not a duplicate of a node on the list and 
h a v· e r e ·= c h e d t 1i e e n d o f t h e 1, e ave s 1 i s t , p u t t h e n e t!1 n o d e 
the enc .. o~ tr.~ leaves list. 
. '),., 
·-:' -
... 
l·~ ( C·hJ'ld I 1 •. ·~ ) T , = - .. :· l v e ffi 
.. -~- < ·m -- ·"'· ;· 
-i.· I • '-~ 
1:.;,:es = i~;-:---: afte-r <. 1, c, leaves ); 
-
return ( le:'./~S ) . . ' 
!*--------------------------------------------------------------*I 
p r i n t _p -= t h C p a t h , s tar t , g o a 1 > 
struct list *path; 
s t ~ rJ c t p o i n t s tar t , g o a 1 ; 
I* Th i s f u n c t i o n w i 1 1 f i r s t r eve T' s e t h e or d er o f t h e p a t h C -·· s i n c e 
* you iollow the parent pointe-r from the goal node to the start 
* nod~ for the path > and call a user defined function PRINT_ITEM 
* to priryt the pertinent information about the path. 
*I 
{ 
st"i"uct list *l, *new list; 
-
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; 
n,w_l ist == path;. 
1 = path-)parent; 
u . th:.le < 1 != 0 > 
.r 
... 
1-)next = new list; 
-
new list = 1; 
-1 = !-)parent; • 
} 
l = ii~UI list; 
t 
-printr<"The path 
start. y, 
wh i ls r 1 ! = 0 ) 
from point i.f i.f to point i~r i~f is: \n", start. x, 
goal. x, goal. y ); 
} 
.. ,. 
.. 
pri~t_item < 1-)item ); 
1 = 1-::."n-e.x. t ; 
.. 
P - ~ -. -.! l II\ Ji II.)• __ ,1w,\ •.1 I . .. 
I~~ ---.----------------------·-----------~-------~--- - -------------·-- *·I 
I*--------------------------------------------------------- *I 
struct list *get_node < x, y, goal > 
struct search_item *X, *goal; 
stT'uct list *Y; 
I* This function will allocate dynamic space to a node and fill in 
* al 1 the appropriate information. To rind G_HAT and F _HAT, the 
* function will call the user defined functions COMP GHAT and 
- -
* COMP_H_HAT. Xis the user defined item corresponding to the 
* current node and Y is the parent of the current node which is 
* in the expanded list~~nd defines by the ASTAR function. 
*I 
{ 
double comp_g_hatC ), comp_h_hat( ); 
struct list *l; 
1 = C struct list*> calloc C 1, sizeO-f ( struct list )); 
1-::-item = x; 
1 - :=· p a r en t = y ; 
1-)·next = Q; 
I* If th~ node is the fi.rst node on the expanded list, then set its 
* G_HAT valut. to zero otherwise compute the G_HAT value . 
. -:- . 
.. 
if C 1-)parent == 0 > 
l - )· g .... ha t = 0; 
else 
:v . 
! 
1 - :, g _ha t = c om p _g _ha t ( 1-) i t em, 1-), p a r en t-)· i t em > + 1 - )· p a r en t - :-:. g _h a t ; 
1-::-f_hat = !_:-)·g_hat + comp_h_hat < 1-)item, goal); 
/*"·Return the pointer to the newly made node*' 
return < 1 ); 
} 
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I* -------- ----------------•·•a....a.---------1111!9---------------... ,..--------------... - • 1 
struct 1 ist· *insert after < 1, c, l••ve1 > 
-
struct list *l, *c, *leaves; 
/* This function will insert the new node in the leaves list *I 
< 
I* If the new node's F_HAT value is less than that of the first 
* node on the leaves list, then put the new node at the beginnil\9 
* of the list and return that pointer as the new pointer to the 
* leaves list. 
*I 
if (( leaves== 1 > ~& ( c-)f hat<= 1-)f hat)) 
- -
{ 
} 
c - :=-n e x t = 1 ; 
return Cc); 
I* Otherwise, insert the new node after the current node and 
* keep the leaves list pointer intact. 
*I 
} 
else 
{ 
.. 
J" 
c-)next = 1-)next; 
1-)·next = c; 
return C leaves ); 
'* ------------~------------------------------------------------- •J 
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