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A bstract
A number of fluid-dynamical systems are considered with regard to their global 
stability. First, a simple linearised Ginzburg-Landau-type system with periodic 
coefficients is shown to be absolutely unstable under certain conditions.
Some two-fluid channel-flow problems with application to stability of flow 
through pipes and ducts and to cavity tones are considered next. Firstly, flow 
through a channel with periodically-deformed walls is shown, using Floquet’s 
theorem, to be absolutely unstable for any case other than that of homogeneous 
coefficients. This is due to a three-wave interaction. A finite-range variation 
in the channel shape is then considered. It is found that, for a contraction in 
the channel, global instability appears for an obstacle of any length. For an 
expanded channel section, a large length is required for global instability to be 
observed. As a simplification, a system with two fluids separated by a solid wall 
containing a finite-length aperture is considered. A finite number of unstable 
global modes are found and some analysis is done for the infinite-range limit.
Next, two systems are investigated of which, if infinite, all harmonic wave­
like perturbations would be considered to be stable, but in which transient 
growth is observed in the temporal evolution of disturbances. It is found 
that the equivalent finite-range formulation shows global instability due to 
feedback between the ends. The first system exhibits such behaviour due to 
transient growth of a spatial nature, while the second exhibits purely temporal 
transients.
Finally, a system governed by a Benjamin-Ono equation is considered. It 
is shown that, for a homogeneous problem, the greatest contribution to the 
instability of the system can come from a branch point at the origin in the 
wavenumber plane. Some problems with numerical computation of stability 
for problems with a Cauchy-type integral are then discussed.
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Chapter 1 
Introduction
1.1 Background
The study of hydrodynamic stability began over a hundred years ago, since 
which time it has become one of the central areas of research in fluid mechanics. 
It has long been known that the properties of a turbulent flow can be very 
different to those of a laminar flow and so understanding the breakdown of a 
laminar flow into a turbulent one is a very important concern. It is clear that 
a laminar flow which is stable, in the sense that any perturbation to the flow 
decays in space and time, cannot ever undergo a significant change in its flow 
pattern. Thus, a necessary condition for transition must be the flow being, or 
becoming, unstable.
Early theoretical work on the stability of fluid flows was carried out by 
Helmholtz [30], Kelvin [36] and Rayleigh [52], [53] amongst others, but it is 
Reynolds’ experiment [55] which has become the most famous starting point 
for the subject. A streak of dye was injected into water flowing through a pipe. 
By varying the speed of the flow and the amount of disturbance at the inlet, 
Reynolds performed a systematic study of the breakdown of the laminar water 
flow and its transition to turbulence. He showed that the transition depended
23
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on a ratio of parameters which is now named after him.
At the beginning of the Twentieth Century, Orr [46] and Sommerfeld [61] 
began considering wavelike perturbations of a steady base flow and derived 
the famous equation which now bears their names. However, early attempts 
to solve this did not match particularly well with experimental observations, in 
either Couette or the experimentally-easier Poiseuille flow. For example, exper­
iments found instability for plane Couette flow, whereas the Orr-Sommerfeld 
equation predicts stability. In fact, Couette flow is stable, but only to infinites­
imal perturbations.
More successful in matching theoretical predictions with experimental ob­
servations were Heisenberg [29], Tollmien [67] and Schlichting [58]. Their large 
Reynolds number asymptotics of the Orr-Sommerfeld equation predicted the 
existence of waves now known as Tollmien-Schlichting waves. These were sub­
sequently verified by the experiments of Schubauer and Skramstad [60].
Two transition problems which are worthy of mention for the ideas they 
contributed to the study of fluid stability are the break-up of a jet of one 
fluid in another and the transition of a wake to turbulence, see e.g. Batchelor 
and Gill [2 ] and Lessen and Singh [39]. Analysis of such problems led to the 
method of normal modes and a distinction between absolute and convective 
instability. This was formalised by Sturrock [62], Briggs [11] and Bers [6 ] and 
received some experimental confirmation of its validity in Crighton and Gaster 
[21]. These ideas will be covered in more detail in subsequent sections.
The normal mode method has found application to many problems, such 
as instability in plasma physics [7] and waveguides [22], both analytically (see 
later) and computationally [37]. However, the majority of this thesis is con­
cerned with more theoretical problems related to fluid dynamics and we now 
discuss how such problems may be approached.
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1.2 Stability in general
The approach used to understand the linear stability of a particular fluid-
dynamical system depends on the nature of the system. One obvious dis­
tinguishing factor between systems is whether their spatial extent is finite or 
infinite.
Examples of finite-range systems include Benard convection in a box [23] 
or two-dimensional Couette flow (also [23]). If such systems have no explicit 
dependence on time t in their base state then we often assume that whichever 
flow variable we are solving for in the disturbed state (usually velocity, pressure 
or some combination of the two) can be separated into a time-dependent part 
and a space-dependent part. The time variation is taken to be of the form 
ext or e~luJt. Applying boundary conditions, usually at the edges of our finite 
domain, leads to an eigenvalue problem for A. As an example, consider
solution is of the form (1 .2 ), although this is the case; neither do we prove 
that the eigenfunctions ecx/2 sm(nx) form a complete set. However, this may 
be seen, using the result that a set of sine functions is complete, as follows: for
complete set. It follows that any function can be written in the form v(x) =
( i.i)
U(0 , t) ~  u{7T, t) = 0 .
c is taken to be real. A substitution of the form
u(x, t) = uoextecx/2 sin(nx), (1.2)
leads to
and so An =  A(n) =  — ^  — n2. We do not prove here that every nontrivial
any suitable function v(x ), consider the sine-series expansion for v(x)e cx/2, 
This can always be found as the sine functions form a
n
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^ 2  sin(nx). Thus, we may write any solution to (1.1) as
n
u(x,t)  = d n e ^ e 03*/2 sin(na;). (1.4)
n
By the completeness of the set of spatial eigenfunctions, we can choose the ans 
to approximate any initial condition with arbitrary accuracy.
It is worth noting here that it is often the case with such finite-range linear 
problems that we can find a complete set of eigenfunctions and thus solve 
problems in this fashion. We call such a system stable if all the eigenvalues 
have negative real part, so all solutions to the stability problem eventually 
decay to zero. It is unstable if at least one eigenvalue has positive real part.
The other major group of stability problems comprises those which are infi­
nite in spatial extent. These may be further divided into spatially-homogeneous 
problems, i.e. those for which the geometry is homogeneous in the flow di­
rection, and spatially-nonhomogeneous problems. The former includes, for 
example, Poiseuille flow [23] in an infinitely-long channel. The theory for ho­
mogeneous problems is quite well-understood, but is sufficiently subtle and 
sufficiently important to Chapters 2 and 3 to warrant a fuller explanation in 
the next section. In general, for a system homogeneous in x, we may make a 
substitution of the form u(x, t) = u0elkx~wt and find a relationship between k 
and Lj known as the dispersion relation. We then have one or more ks for each 
uj (or vice versa), forming a continuous spectrum. This may be contrasted 
with the discrete, countable spectrum of As we had in the finite-range case.
Lastly, we consider systems which are infinite, or semi-infinite, in extent 
but nonhomogeneous. This includes wake flow [26], for example. In general, 
these systems possess both discrete and continuous spectra, the former being 
due to the nonhomogeneity and the latter coming from an integral similar to 
those in the following section, albeit made more complex by the presence of 
the nonhomogeneity.
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Before moving on to nonhomogeneous systems, however, we first summarise 
the theory for homogeneous ones.
1.3 Parallel flow stability concepts
Linear stability theory is concerned with the development in space and time of 
infinitesimal perturbations of a base flow. A thorough explanation of the con­
cepts involved in the study of the linear stability of parallel flows may be found 
in Huerre and Monkewitz [35] and we follow their description here. We con­
sider such infinitesimal perturbations to be modelled by a partial differential 
equation involving space (x) and time (t ) of the form
D ^  (x i t) = y  (x, t ) , (1.5)
for some operator Z), with possible dependence on other parameters, such 
as the Reynolds number, which we omit for simplicity. We note that, for 
parallel flow in which another spatial direction, y say, must be considered, the 
boundary conditions on y often enable us to arrive at an equation of this form. 
An example of this is 2D parallel flow past a flat surface with appropriate 
boundary conditions at y = 0 and as y —> oo. As suggested by the name, such 
equations are arrived at by considering only perturbations which are linear in 
the perturbation parameter.
Our approach to solving this system comes from the theory of Green’s 
functions. If we define a Green’s function, or impulse response, G, by
D ^  G (x > t) = $ (x ) S M y (L6)
where the 8s are Dirac delta functions, then we may arrive at the more general 
solution ip (x, t), for forcing (x, t), by convolution of ^  and G (see [56]). Note 
that our equation must be linear for this to hold.
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We are now in a position to define some terms relating to stability. Our 
system is stable with respect to this impulse if,
X
along any ray -  =  const, lim G (x, t) — 0 .t t —> 00
A system is unstable if,
X
there exists some ray — =  const, such that lim G (x , t ) =  0 0 .
t  t —* o o
We may further subdivide this into flows which are convectively unstable, 
i.e. the flow is unstable but,
X
along the ray — =  0, lim G (x, t) =  0 , (1.7)t t —* 00
and those unstable flows which are absolutely unstable, i.e.
X
along the ray -  =  0 , lim G (x , t )  =  0 0 .t t—► 00
These ideas are illustrated in Figure 1.1. We note that although, strictly, 
these criteria apply to the response to an impulse, we anticipate that many 
realistic initial conditions will have a response which appears similar to these, 
for large x  and t.
1.3.1 Fourier and Laplace transform spaces
We now turn our attention to the criteria for distinguishing the various kinds of 
(in)stability. These are easier to derive after carrying out a Laplace transform 
in time (with u  as our transform parameter) and a Fourier transform in space 
(with k as parameter). For simplicity, we consider this for our impulse system, 
(1.6), rather than the full system. We note also that, as we expect G(x,t)  to 
be causal, i.e. G(x , t) = 0 for t < 0, our Laplace transform in time may be seen 
as another Fourier transform, with the lower limit at —0 0  (see [1]). After the 
usual substitutions for derivatives under Fourier transformation, our operator 
D becomes a function D (k ,u ) .
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(a)
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(c)
Figure 1.1: Representations of stability, convective instability and absolute 
instability. In (a) the wavepacket is stable, in (b) it is convectively unstable 
and in (c) it is absolutely unstable.
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Temporarily returning to the full system (1.5), we note that in the unforced 
case (x , t) = 0 , we may allow nontrivial solutions only when
We call this the dispersion relation for our problem.
Our impulse-forced solution can now be seen, from (1.6), as the double 
inverse-Fourier transform
Our integral paths are defined as follows: for the above inverse transform in 
time integral to be correct, we must choose the path, L, to go from — oo to oo. 
However, in order to satisfy causality, i.e. to ensure that the solution is zero for 
alH  < 0 , we move the path into the upper half-plane, above any singularities 
of the function. In many cases, we may assume that we can close our path with 
a ‘semicircle at infinity’, in the upper half-plane (for t < 0 ), which makes no 
contribution. Then, if our closed curve contains no singularities of the function, 
the integral will be zero. (For t > 0, we close the path with an ‘infinite’ 
semicircle in the lower half-plane.) Thus we choose, initially, a horizontal path 
above all zeros of D (k,u).
The inverse transform in space (k ) path, F, is a curve which, initially, 
comprises the real axis and a semicircle at infinity in the lower half-plane for 
x < 0  and in the upper half-plane for x  > 0 .
If we now assume, for simplicity, that we have only a single temporal mode 
cj(A:), then we may begin to evaluate our Green’s function by means of a residue 
calculation for the cj-integral, i.e.
where u  is now considered as a function of k. Here H(t)  is the Heaviside 
unit-step function, indicating that our system has no response before t = 0 .
D  (A;, lj) =  0. (1.8 )
(1.9)
( 1. 10)
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G (x , t )  ~   , -  -  _  - Jl/2. (1 .1 2 )
From our definitions of (in)stability, we are clearly interested in the be­
haviour of G(x,t)  for large t , with x / t  fixed. To this end, we assume that we 
may choose a single value of k , kc say, such that the group velocity at this 
value of k corresponds to any particular ray, i.e. any value of x / t , so
^ ( k c) = x / t ,  (1 .1 1 )
and also that we can deform our original F  contour so that it passes through 
kc. Then we may asymptotically evaluate G(x,t)  for large t by the method of 
steepest descents (see [35]),
j gi(kcx—u)(kc)t)
^  5 ? (*<=> ^  (fc<=)) (t® r (K))
Along each ray x / t  the solution is dominated by the wavenumber (A;-value) kc
defined above. Note that, although the formal ideas underlying this method are
fairly recent, the general idea of asymptotically approximating the dominant
contribution to the solution goes back a long way (see e.g. Havelock [28]).
It is important to distinguish at this stage between temporal and spatial
(in)stability. In general, in temporal problems, we take the wavenumbers k to
be real, and consider complex frequencies u,  with u>i > 0  indicating growth
in time. In spatial problems, the frequencies are taken to be real and the
wavenumbers complex, with ki < 0 indicating growth for a: > 0. We will use
the subscripts r and i to indicate the real and imaginary parts of a quantity
throughout.
For a temporal problem, we may define the maximum growth rate as
^i,max = M (kmax) j ( l 'l^ )
where kmax is chosen such that
^ / ( k m a x ) = 0 ,  (1.14)
at a maximum of Ui(k). Equation (1.11) tells us that this is observed along
diOr
dkthe ray with x / t  = (kmax)• From our discussion above, it is clear that if
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Wi,max is positive, then our flow is unstable and if it is negative, our flow is 
stable. We proceed to further classify unstable flows in accordance with (1.7). 
The absolute frequency is defined as
u 0 = uj(ko), (1.15)
where ko is chosen such that
f | ( M  =  0 . (1.16)
It is clear that this corresponds to the solution along the ray x / t  = 0. The 
absolute frequency is insufficient, on its own, to determine the nature of any 
instability in a flow: the pinch-point condition, described below, must first be 
considered. If, however, the pinch-point condition is met, then the absolute 
frequency may be used to classify flows as follows: if the imaginary part of the 
absolute frequency is positive, we have absolutely unstable flow, with negative 
imaginary part corresponding to convectively unstable flow. It is also worth 
noting that ujiiTnax is an upper bound for any growth rate, so (see [35])
,m a x ’ (1.17)
1.3.2 The pinch-point condition
In order to fully describe the dominant contribution to the large-t asymptotics 
of our system, we find saddle points of k(u)  and use the method of steepest 
descents (see [44]). It is clear that simply finding points where the derivative is 
zero is insufficient: behaviour in the vicinity of such points is also important.
To determine the location of the saddle points we use the method of Briggs
and Bers ([11], [62], [7]) and the pinch-point condition described here will 
subsequently be referred to as the Briggs-Bers criterion.
We begin by noting that a saddle point in k(u)  will usually correspond to a 
branch cut in u{k).  We now consider the double inverse Fourier integral (1.9).
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The contour L  was chosen to be above all singularities in u(k),  including the 
branch point corresponding to such a branch cut. We define ki(uj) to be k(u) 
with u  constrained to lie on our contour L  and similarly ujp{k) to be uj{k) with 
k lying on the contour F. Note that these may each describe more than one 
line due to D (k,u)  possibly having multiple roots for k or u.
Firstly, we can say that our curves k^u;) cannot cross the contour F , taken 
initially to be the real axis, in the /c-plane. This is due to F  being closed in a 
half-plane for the dynamics of x  > 0 (upper) or x  < 0 (lower). If the points on 
the contour L have large enough imaginary part, then the k{u) curves in one 
half-plane affect dynamics of either x > 0  or x < 0 , but not both, and they 
therefore cannot pass between half-planes.
From now on, for simplicity, we will assume that our system admits a single 
temporal mode and two spatial branches. We also assume that the system 
admits a single saddle point in k, i.e. k0. We begin to displace our L contour 
downwards, keeping it above up(k)  and thus the branch-point singularity we 
are interested in. It is now possible that the k^uj)  curves will begin to move 
into the other half-plane. We thus simultaneously deform our contour F, 
keeping it between the two k ^ u )  curves. The procedure is illustrated in Figure 
1 .2 .
This process can be continued until our L  contour meets the singularity in 
the o;-plane. At this point, the two ^ (u ;) curves will meet and pinch the F  
contour. Now, up{k)  must meet our L  contour precisely at the branch point 
u>o and the two k ^ u )  curves must pinch the F  contour at the saddle point 
k0. This enables us to locate the saddle point which determines the large-£ 
evolution of our system. If Uo is located in the upper half-plane, the instability 
is absolute. If it is in the lower half-plane, the instability is convective. This 
follows from the fact that the absolute frequency ujq corresponds to the solution 
along the ray x / t  =  0. If growth in time is observed along this ray, the sys­
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tem is absolutely unstable; otherwise, an unstable system is only convectively 
unstable.
It is important to note that it is implicit in our simplified discussion that 
the pinching occurs between k ^ u )  curves which originate (when the us  on L 
have large imaginary part) in opposite half-planes. This is necessary to ensure 
that we do indeed find a saddle point. This is not always the case, as may be 
seen in e.g. [7] and [50].
At this point we briefly mention the recent work of Fokas and Papageor- 
giou, who in [25] present two examples for which a modified version of the 
absolute/convective instability criterion, altered to be more geometrical in 
nature, is used. However, for the rest of this thesis we will use the more 
widely-recognised criterion described above.
1.3.3 D iscrete and continuous spectra
For a system with no explicit time dependence, it is common to make a sub­
stitution of the form
u(x, t) = u(x)e~lut. (1-18)
We note that, due to the terms which describe the temporal evolution of the 
system, this substitution leads to an eigenvalue problem for the eigenvalue u.  
In higher-dimensional systems, x  in this equation can be any position vector. 
For certain systems, for a fixed set of parameters, it is possible to find a set of 
discrete complex values of u.  An example of such a system is plane Poiseuille 
flow, see e.g. [40]. However, this is especially true of nonhomogeneous (in 
space) systems, such as those considered here. These eigenvalues form the 
discrete spectrum of our system.
If a discrete eigenvalue, u,  can be found with imaginary part Ui > 0, for 
some realistic boundary conditions, then the corresponding eigenfunction is 
often referred to as an unstable global mode.
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Figure 1 .2 : The pinching process. The diagrams on the left show the cj-plane, 
those on the right the fc-plane. We begin, in (a), with the L  contour above 
all singularities in the u;-plane and the F  contour along the real axis in the 
A;-plane. As the L contour is displaced downward in (b), it becomes necessary 
to curve the F  contour. Eventually, in (c), the F  contour becomes pinched 
between spatial branches and the L  contour cannot be lowered any further. 
This happens at the branch point ujq.
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In many problems, however, the system also possesses a continuous spec­
trum. This is typically more difficult to find numerically and often manifests 
itself in calculations as a cluster of modes, along a line for example, the exact 
position of which is dependent on the discretisation in the numerical scheme. 
An example of this is boundary layer flow stability, see e.g. [59].
1.4 Global and local instability
Having defined and discussed the ideas of convective instability and absolute 
instability in the previous section, we now consider the concepts of global and 
local instability. A system is globally unstable if it supports an unstable global 
mode. This is a mode with a nontrivial eigenfunction whose frequency, u,  has 
positive imaginary part so that it grows everywhere in time. Unlike convec­
tive instability and absolute instability which, strictly, are only applicable to 
infinite-range systems, this is applicable to both finite-range and infinite-range 
systems.
Local stability refers to the stability of a flow-like system at a particular 
streamwise station. At such a station, we determine the parameters of the 
(full) system at that point. We then perform a stability analysis of a homo­
geneous system with the same parameters as those at the station. This then 
determines the local stability of the system at the station. Thus a flow, at 
a particular location, may be locally stable, locally convectively unstable, or 
locally absolutely unstable. The short-range nature of local stability makes it, 
too, relevant to both finite-range and infinite-range systems.
1.4.1 Recent work
As suggested previously, the study of absolute and convective instability and 
their relation to local and global instability has developed into a subject in
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its own right. Huerre and Monkewitz [35] comprehensively reviewed the linear 
case for a number of physical scenarios. This work included the important 
result that a finite range of absolute instability can lead to self-sustained growth 
and hence global instability ([15], [34], [38], [42], [49]). Work in this area has 
been extended to include the nonlinear case, see for example [12], [19] and the 
recent review by Chomaz [13]. Tobias et al. [6 6 ] also extended the terminology 
to include disturbances in finite geometries.
Recently, some attention has been turned to analysis of the strongly non­
parallel flow problem. This includes both the linear and nonlinear cases, see 
for example Edwards et al. [24], Tuckerman et al. [71], and the book by Schmid 
and Henningson [59].
1.5 Problems of recent interest
As mentioned in Section 1 .2 , there are many ‘classical’ linear stability problems 
in fluid mechanics which are quite well understood. However, there are also 
many problems which are less well understood, or where effects other than 
those found in the classical problems are important.
Non-self-adjoint systems are an example of such problems. A non-self- 
adjoint linear operator is one that is not equal to its adjoint. Given an inner 
product (,) on a space of functions, the adjoint of an operator L  is the operator 
L* such that, for all functions u and u, (L u ,v ) = (u,L*v). The formal defi­
nition of such an operator and proofs of existence, uniqueness etc. are quite 
involved and the reader is referred to a textbook on functional analysis, such 
as [17]. Instead, we concentrate on an example. Consider
f  =  Zu with L = £ i - c £ + P ,  (119)
u(0 , t) = u(7T, t) = 0 ,
for real constants c and /?, representing a simple linearised Ginzburg-Landau
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equation which includes an advection term. The adjoint of the operator L  is
(1 2 0 )
(see e.g. [56]) and therefore this problem is non-self-adjoint. To solve (1.19), 
we make our usual substitution u(x,t)  = eXtu(x). The eigenfunctions of L  are
u(x) = sin (n x ) (1 -2 1 )
and the eigenvalues are An =  —c2/ 4 — n 2 +  /?, for integer n  ^  0. We note 
that, as a consequence of the non-self-adjointness of the linear operator, the 
eigenfunctions are not orthogonal:
r  { " i  +  ” 2 even
f  e "  sin (riix) e "  sin (n^x) dx =  <  ^ ^  ^
•/ ° / , ,  m + «2 odd, ^ (c24-(n i— 712) ) ( c 2+(ni+ri2) )
(1.22)
for ni 7^  n 2 . These are not zero for c ^  0. This can have important conse­
quences for certain initial conditions.
We now turn our attention to non-self-adjoint matrices, i.e. matrices which 
are not equal to the complex conjugate of their transpose. There are a number 
of similarities between these and non-self adjoint differential operators. We will 
comment further on this later, but now give some examples which demonstrate 
properties of non-self-adjoint systems.
One important property of such systems we wish to demonstrate is that 
they may exhibit strong transients. Consider
^  =  A n  with, (1.23)
A = \ ~ 1 A ] .  (1.24)\ 0 - 2
Here, A e  R is large. This has solutions
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for arbitrary constants a\ and 0 2 - Therefore, for any initial condition, solutions 
eventually decay to 0. Note that, as A is large, the eigenvectors are nearly 
parallel. We put a\ = A and a2 =  — 1 to satisfy the initial condition u(0) =  
(0 1)T, where the superscript T  denotes the transpose. If we then measure the 
‘size’ of u, which we label |u|, by the square root of the sum of the squares of 
its two components, it is straightforward to show that the maximum value of 
this is
I 8  (1 +  A2) 3 (A3 +  A v /A ^ s  -  2)
u
\ A2 (3A +
which, for example, equals 5.025 when A =  2 0 . A plot of |u| against t for this 
case is shown in Figure 1.3. It is also straightforward to show that, for A large, 
|u |max «  A/4. Thus, by varying A, we have an initial condition of fixed size 
and an arbitrarily-large transient.
|u|
2.50.5
Figure 1.3: |u| against t for A =  20. Although the solution eventually decays, 
we see that it can become several times larger than the initial condition before 
it starts to do so.
We now demonstrate that it is the non-self-adjointness of A  which leads 
to this transient. If we replace A by a general 2 x 2  self-adjoint matrix with
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complex-valued elements
A = (  A n )  A m  | , (1.27)
\  ^ ( 12) A (22)
where the superscript asterisk denotes the complex conjugate. j4(n) and A(22) 
are real. We assume that this matrix is nonsingular. The eigenvalues of the 
matrix are
=  \  ^ ( H )  +  A (22) ~  \ ] ( A l l )  “  A (22))2 +  4v4(i2) 4^ *12)^  
^2 =  \  ^ ( 11) +  >1(22) +  y j ( A l l )  -  -4(22))2 +  4A(12)A*{12)J  
both of which are real. The corresponding eigenvectors are
(1.28)
qi
_  /  ^ ( 11) -  >1(22) “  \j( A l l )  -  >1(22))2 +  4 y l( i2 )> l(12)
\  ^ ( 1 2 )
_  /  >1(11) -  >1(22) +  y/(>1(11) -  >1(22))2 +  4 ^ ( 12)A ^12) (1.29)
q2 =
2A
( 12)
Note that q ^q i =  0, where the superscript H  indicates the conjugate trans­
pose. Although we do not prove it here, this is true of any pair of distinct 
eigenvectors of a nonsingular self-adjoint complex matrix of any size. The 
solution to (1.23) with (1.27) is
u(£) =  aieAltqi +  a2eX2t q2, (1.30)
for arbitrary ai and a2. We assume that solutions eventually decay, so Ai)2 < 0. 
If |u| = u, which coincides with the definition used previously, then
\u(t)\ = y j  a ;a ie2A^ q f  qi +  a*2a2e2X*tq $ q 2, (1.31)
as q^qi =  0. The terms ajai, q fq i, a£ a 2 and q^q2 are all real and positive, 
so \u(t)\ decays monotonically; this may not be the case if q ^q i 7  ^ 0  for a 
pair of eigenvectors, which could be true for a non-self-adjoint matrix. We
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conclude that it is non-self-adjointness in such systems which can lead to the 
initial transient growth of solutions.
The transient growth experienced by some systems can be very important. 
For example, if the system described by (1.23) and (1.24) arose from linearising 
a more complex system then, for A large enough, the transient could take the 
solution completely out of the linear regime and although the prediction of the 
linear model is that all solutions decay, this may not be observed in practice. 
Thus transient growth has received considerable coverage in the literature (see
Another important consequence of non-self-adjoint systems is the sensi­
tivity of their eigenvalues to small perturbations. In classical linear stability 
theory, it is the eigenvalues which determine the stability, or otherwise, of a 
system. Thus this sensitivity can be a very important consideration as a small 
perturbation of such a system can lead to a large change in the spectrum. We 
consider an example which is similar to the one considered in (1.23) and (1.24),
where A is real and large. This has -1 / 2  and - 2  as eigenvalues for e = 0. 
For e /  0, the eigenvalues become Ai^ =  \  (—5 ±  +  16eA). This means
that a perturbation of size |e| ~  1 /A can have a significant effect on the 
observed eigenvalues. If A is large, making the matrix strongly non-self-adjoint, 
then this can be quite a small perturbation. Figure 1.4 shows the size of this 
variation. The eigenvalues of an e-perturbed matrix are referred to as the 
e-pseudospectrum of the original matrix. We see that a perturbation of size 
|e| > 1/A can be sufficient to push the decaying solution with eigenvalue -1 / 2  
into the right half-plane, which corresponds to a growing solution. Rigorous 
definitions and examples of recent work on pseudospectra can be found in [54],
e.g. [9], [32], [47]).
i.e.
(1.32)
[6 8 ], [69] and [70].
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| e A | =0.5 |e A |=0.5
,0 .2:
- 2 -0.5 0.5- 3
1.25/
| e A |=1.5
Figure 1.4: The e-pseudospectra of the matrix A  in (1.32). If e is a complex­
valued perturbation such that |eA| is fixed, then the boundary of the region 
in which the eigenvalues can then be observed is shown by the corresponding 
line. The dots indicate the eigenvalues of the e =  0 system.
As an example of the connection between non-self-adjoint linear differential 
operators and non-self-adjoint matrices, we return to (1.19). One means of 
obtaining a solution to systems like this is to discretise the problem in space, 
replace the differential operators by small changes over a single step in space 
and time and arrive at an algebraic problem. It can then be shown that, for a 
good approximation scheme, in the limit of small steps in space and time, the 
algebraic system will have the same solution as the differential one.
We now discretise Lu from (1.19) by means of a simple, symmetric in space, 
finite-difference system. Letting uJn be the value of our function at time-step j  
and position n and A t  and Ax be our step-lengths in time and space, we have
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Putting in these approximations and rearranging we get
uj+i
' - . 0  0 0
’ •. mo m_ i 0  0
0  mi mo m_i 0 
0  0  mi m0 
0  0  0 '*.
ul (1.34)
where m _t =  ^  , m0 =  1 +  +  0A< and m , =  ^  We can
see that the condition for L to be non-self-adjoint, i.e. that c ^  0 , is exactly 
the same condition as that which makes the matrix above non-self-adjoint. 
If we decide to study the system on the finite range 0 < x < Lo, then as L q 
increases, the number of points required to accurately represent u increases and 
the matrix above becomes larger. The errors in eigenvalues found numerically 
are generally proportional to the Euclidean (Frobenius) norm of the matrix to 
which they correspond ([51]). This will typically grow as the matrix grows and 
thus the system becomes more difficult to solve. This is a fundamental aspect 
of the problem, not a numerical issue with the discretisation, although it does, 
of course, affect our ability to compute results.
Another important consequence of the non-self-adjointness is that the spec­
tra  of the infinite-range problem and that of any finite-range approximation 
may be very different. This can remain true even in the limit of the length 
of the finite-range problem tending to infinity. This phenomenon has been 
explored in [14] and [18].
A simple explanation of this property may be found by considering the 
evolution of a small pulse introduced in the middle of each system. For the 
infinite-range system, of course, this can be taken to be anywhere. If the 
infinite range system is convectively unstable and our non-self-adjointness is 
due to advection, then the pulse will grow as it advects away. The continuous 
spectrum therefore contains a range of wavenumbers for which the imaginary
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part of the frequency is positive.
If the same pulse is introduced into a finite-range system, initially the 
behaviour will be similar to the case just described. The pulse will advect 
away and grow, until its influence reaches an end of the system. If this end 
then reflects some or all of the signal back in the opposite direction, as many 
reasonable end conditions will, the signal will be sent back and decay in space 
and time. Upon reaching the other end, it will return, possibly growing again. 
In many such systems, during this cycle some of the signal will be lost to the end 
conditions or to dissipation. Thus the pulse may be ‘weaker’ when it returns. 
Every frequency of the system thus decays over a cycle and hence decays as 
time tends to infinity, so all frequencies are stable. This remains true as the 
length of the system tends to infinity and can mean that the long-length-limit 
finite-range system has an entirely different spectrum to the infinite-range one.
Another important result, as discussed in [16] and [42] is that, in a slowly 
varying system satisfying the WKBJ approximation (see [5]), a global mode 
may be found by considering the properties of the local absolute frequency. As 
mentioned in Section 1.4.1, it is then found that a region of absolute instability 
is required for such a global mode to be unstable, i.e. to grow in time.
1.6 Overview
The main theme in this thesis is instability analysis of spatially- 
nonhomogeneous systems. The focus will be on several representative ex­
amples, which illustrate various aspects of the general problem, often with 
quite unexpected properties. It is worth emphasising from the outset that the 
method of analysis is strongly dependent on the nature of the nonhomogeneity. 
For example, in a flow through a periodically-deformed channel we are inter­
ested in criteria for absolute and convective instability and hence in continuous
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spectra. In a channel flow with a localised expansion or contraction the focus 
will be on computing eigenvalues of discrete global modes, even though the 
continuous spectrum is present in the problem. In a problem formulated in a 
finite spatial domain, only discrete eigenfunctions are of relevance. Clearly, in 
practical applications, a wide range of nonhomogeneities is possible.
The work in this thesis will be fairly theoretical: although mention of prac­
tical applications of the examples presented will be made, we will make no 
specific engineering recommendations relating to, for example, the suppres­
sion of instability. Instead, it is hoped that the approaches developed in this 
thesis will contribute to the still lacking general theory of instability in non- 
homogeneous systems.
The following subsection describes the content of subsequent chapters.
1.6.1 Chapter summary
The linearised Ginzburg-Landau equation is an important equation for a num­
ber of problems in fluid dynamics. For example, Huerre [33] used it as a simple 
illustration of convective and absolute instability. We begin, in Chapter 2 , by 
considering this equation with a spatially-periodic linear growth rate term. 
Floquet theory is used to evaluate the spectra and investigate the question of 
absolute and convective instability in such strongly nonhomogeneous systems, 
using the so-called signalling problem.
A number of interesting results are obtained from this system. Firstly, 
the system may be made stable, convectively unstable or absolutely unstable 
by appropriate combinations of the parameters. The combinations required 
for such situations to occur are not straightforward. Secondly, although the 
sinusoidal variations of the linear growth rate term are chosen to have the same 
average, over a period, as the homogeneous case, adding the periodic variation 
makes the system more unstable. However, it is also found that the spatial
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periodicity can cause regions of local absolute instability to appear while the 
system remains convectively unstable overall.
In Chapter 3 a problem of fluid-dynamical stability is investigated. We 
consider two fluids flowing through a channel whose width is small. A thin- 
layer approximation is made and, with one further simplifying assumption, an 
analytic solution is found to the governing equations. This is considered to be 
a base flow, of which we consider the evolution of perturbations.
The first nonhomogeneous case we consider is that of sinusoidally-varying 
wall shape, as shown in Figure 1.5(a). This, like the system investigated in 
Chapter 2, is a differential system with spatially-periodic coefficients and we 
again use the signalling problem to determine its spatial stability. Computa­
tion of the characteristic exponent (wavenumber) spectrum, using Floquet’s 
theorem, shows that branch reconnections occur for frequencies with positive 
imaginary part for sinusoidal wall variations of any magnitude. This indicates 
that the flow is absolutely unstable in this case. It is then shown that the 
instability arises due to a three-wave resonance between branches, with one 
‘branch’ being the variation in the channel wall.
In Chapter 4, a problem is discussed for which the physics is similar to 
that in Chapter 3. However, we take the nonhomogeneity in the channel 
shape to be confined to a finite x-range. The remainder of the channel is 
taken to be straight, with the upstream and downstream sections having equal 
dimensions, as shown in Figure 1.5(b). This is an example of a infinite-range 
nonhomogeneous problem and, as discussed previously, we search for a discrete 
spectrum of modes. It is important to note that the finite-range nature of the 
problem means that the distinction between absolute and convective instability 
is now less relevant: a system either supports unstable global modes or it does 
not.
Firstly, we consider the case where the wall-shape nonhomogeneity is si-
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Figure 1.5: Diagrams showing the set-ups considered in Chapters 3-5. (a) is 
considered in Chapter 3, (b) and (c) in Chapter 4 and (d) in Chapter 5. The 
symbols on the diagrams are defined in the relevant chapters.
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nusoidally shaped. Different numbers of sine periods in the wall shape are 
considered, with most being found to be unstable.
Secondly, a wall nonhomogeneity shaped like two discrete jumps, i.e. form­
ing a rectangular ‘obstacle’, is considered. This is illustrated in Figure 1.5(c). 
Instability, due to feedback between the two ends of the middle section, is 
found both for channels with a contracted section and those with an expanded 
section. However, for the expanded-section case, the middle section must be 
reasonably long before the instability is observed. There is no such restriction 
for channels with a contracted middle section.
In Chapter 5, another problem with physics similar to that in the previous 
chapters is considered. In this case the geometry comprises a channel contain­
ing two fluids separated by a solid partition everywhere except for in a short 
finite region, where they are in contact, as shown in Figure 1.5(d). Numerical 
results are presented which show that the system is globally unstable for all 
finite aperture lengths which are not too short. This is despite the fact that 
the local system in the aperture region is only convectively unstable.
The problem is then reformulated by considering disturbances as waves 
travelling between the ends of the aperture. The system exhibits a feedback 
between such waves and this idea is used to obtain an infinite-range limit for 
the stability spectrum. It remains globally unstable in this limit, again despite 
the fact that the homogeneous system is only convectively unstable.
In Chapter 6 , we move away from the problems of fluid-dynamical origin 
considered in Chapters 3, 4 and 5. In these chapters it was shown that a system 
which, over an infinite range, is locally convectively unstable everywhere can, 
over a finite range, support an unstable global mode through feedback between 
boundary conditions. In Chapter 6  we look at systems, typical of those used 
to study stability, which are stable over an infinite range but support strong 
transients as a growth mechanism. When nonhomogeneous boundary condi­
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tions are introduced, in this case by confining the system to a finite range, 
global instability is again observed.
The first system we consider comprises three coupled linear kinematic wave 
equations. It is shown that each of the three waves which satisfy the equations 
is stable on an infinite range. One wave is right-going; two are left-going and 
the parameters of the problem are chosen such that these are in near-resonance. 
When the system is confined to a short range, unstable eigenmodes are found.
The second system comprises two coupled linear kinematic wave equations. 
This system is amenable to analytic solution for sufficiently simple initial con­
ditions. Again, solutions decay on an infinite range but, if the coupling param­
eter is appropriately chosen, solutions can grow when the system is confined. 
The system is shown not to receive energy through the boundary conditions; 
this leads to the result that the instability is due to the non-normality of the 
wave operator.
The Benjamin-Ono equation is used in the stability analysis of deep strati­
fied fluids. Integration across a ‘bulk fluid’ region satisfying Laplace’s equation 
in such analysis leads to the Benjamin-Ono equation having a Cauchy integral 
term. Solutions to equations possessing a Cauchy integral term may decay al­
gebraically in space; this is demonstrated by consideration of soliton solutions 
of the equation at the beginning of Chapter 7.
In the remainder of the chapter, a modified Benjamin-Ono equation with 
a linear growth rate term and a dissipative term is considered. Firstly, it is 
shown that ‘mechanical’ use of the Briggs-Bers (saddle point) criterion for the 
stability analysis of the system is incorrect. This is because the Cauchy integral 
term in the equation corresponds to a nonanalytic function of wavenumber in 
the dispersion relation. The branch cut associated with this makes a more 
important contribution to the overall stability than the saddle point does.
Having considered the stability problem associated with the homogeneous
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version of our modified Benjamin-Ono equation, we construct an inhomoge- 
neous version by making the linear growth rate vary in space. We wish to 
compute solutions to this problem numerically and so we consider the eigen­
values of a matrix formulation. However, the algebraic decay of solutions 
discussed above means that the computational domain has to be very large to 
fully represent the system and it is found that attempts to accurately com­
pute eigenvalues fall foul of the problems discussed earlier for large-matrix 
eigenvalue calculations.
In Chapter 8  we summarise the work presented in this thesis and suggest 
some ways in which it might be interesting to continue the ideas developed 
here.
Chapter 2 
The linearised Ginzburg-Landau 
equation
2.1 Introduction
As an introductory example, we consider a linearised one-dimensional 
Ginzburg-Landau equation with a spatially-periodic linear growth rate term. 
The general approaches to the study of the stability of spatially-periodic sys­
tems are still being developed (see e.g. [10]). Therefore, in this chapter and the 
next, we consider representative examples with the hope of identifying the typ­
ical features of such systems with regard to the distinction between stability, 
convective instability and absolute instability.
The Ginzburg-Landau equation is a classical model used in the instability 
theory of dissipative systems. It describes the typical behaviour of a system 
near the onset of a Hopf bifurcation (see [23]). The linearised version of this 
equation has been used as an illustration of absolute and convective instability 
in open flows (see [33]), end effects and transient growth, as well as of the 
relationship between discrete spectra of non-self-adjoint operators and absolute 
and convective instability in the related homogeneous systems (see [14], [18]).
51
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Firstly, we recall the spatially-homogeneous case, which may be analysed 
completely for a given initial condition and which has a well-defined dispersion 
relation, as described in Chapter 1 . We then include spatial periodicity in the 
destabilising term and address the question of absolute/convective instability 
for such strongly nonhomogeneous systems. Strictly speaking, the issue should 
be resolved using a Green’s function approach, similar to that outlined in the 
introduction, by solution of an initial-and-boundary-value problem. However, 
this approach may not be feasible in more complicated situations. Instead, 
we rely on the analysis of the so-called signalling problem in conjunction with 
parametric continuation from a well-defined state (the system with constant co­
efficients, in our case). Specifically, we assume that a time-periodic disturbance 
is being constantly supplied to the system by means of a spatially-localised 
source. The source of the disturbance does not need to be specified as we 
are effectively studying an infinite-time limit. We consider the response of the 
system in the form of spatial eigenfunctions, which in the constant-coefficient 
system may be written as exponentials. In the case of spatially-periodic coeffi­
cients, the exponentials are replaced by more complicated functions determined 
by Floquet theory. We use parametric continuation to distinguish between 
eigenfunctions corresponding to upstream- and downstream-propagating dis­
turbances in the far field (away from the disturbance source). We are then 
able to distinguish between stable and unstable systems. The analogue of 
the pinch-point condition described in Chapter 1 is then used to pinpoint the 
onset of absolute instability in this example. In particular, we find that abso­
lute instability appears sooner when an x-periodic component is added to the 
destabilising term, despite the average value of the term, over a period, being 
the same. Also, although making the system periodic makes it less stable in 
general, we find that the system remains convectively unstable when it con­
tains regions where the local value of the destabilising term would correspond
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to absolute instability in the homogeneous case, i.e. regions of local absolute 
instability.
2.2 Formulation
Consider the following one-dimensional linearised Ginzburg-Landau equation:
ut +  cux = uxx +  b(x)u where,
(2 .1)
b(x) =  6o +  esin(xL).
This equation includes an advection term cux, with c constant, and a term 
b(x)u which, in the case of constant positive b(x), is a source of instability in 
the system. As this system is intended as an introductory example, we choose 
a sinusoidal variation in b(x) for its simplicity. The constant e is initially 
taken to be small; it measures the size of the variation in b(x) over a period. 
The length of the period is equal to 27r/L and is thus fixed by L. Equation 
(2.1) has no explicit t dependence and so, as suggested in Chapter 1 , we take 
the solution to be of the form u(x,t)  =  e~lutu(x). For this problem we will 
generally take u  to be real-valued and so this is a spatial stability problem. 
Substituting into (2.1), we have
—iuju(x) -I- cu'(x) = u"{x) -1- [bo +  esin(xL)]u(x). (2.2)
Now we let x = xL  and v(x) = u(x). This gives
—iuv(x)  +  Lcv'(x) = L 2v " ( x )  +  [bo +  esin(5)]u(x). (2.3)
We may divide through by L2, rescaling c, 60, u  and e accordingly, rearrange 
and drop the ~s to obtain
v"(x) — cv'(x) -f- [bo +  iu  +  esin(o:)]u(a:) =  0. (2.4)
This shows that the system has three significant constant parameters, c, bo 
and e, in addition to the disturbance frequency u. We can write (2.4) as a
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system of first-order equations, by putting
V =  V(1) ,  V  = U ( 2 ) . (2.5)
So
—bo — iuj — esin(x) c
=  A v  where,
0 1
(2 .6)
A  is a continuous 27r-periodic matrix. Solutions of (2 .6 ) are conventionally
where A(x)  is a continuous n  x n matrix which is ^-periodic in x  for some 
constant 6. Here we will always take 6-periodic to mean ‘periodic with period 
6\ v =  v(x)  is a function from R to Mn satisfying this equation. A fundamental 
matrix, <F(o;), of such an equation is an n x n  matrix with n  linearly independent 
solutions of the equation as its columns. Floquet’s theorem states that any 
fundamental matrix of (2.7) can be written as the product of an ^-periodic 
matrix and a (generally) non-periodic matrix.
Theorem 1 (Floquet) Consider equation (2.7) with A(x) a continuous, n x 
n, 9-periodic matrix. Each fundamental matrix ^>(x) of (2.7) can be written 
as a product of two n x n  matrices
studied with the aid of Floquet’s theorem, which we discuss in the following 
section.
2.3 Floquet’s theorem 1
Consider an equation of the form
—  =  A(x)v,  i e l ,  
dz
(2.7)
3>(x) =  P(x)eBx, (2 .8)
^ee [72]
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with P (x ) 9-periodic and B  a constant n x n  matrix.
Proof
The fundamental matrix $(x)  is composed of n linearly independent solutions 
of (2.7). Putting £ =  x +  0 and using dashes to represent derivatives w.r.t. x 
or, equivalently, £, we have
v' = A ( £ - 0 )v
(2.9)
=  A(C)v,
so we see that $>(£) =  4>(:r +  6) is also a fundamental matrix. As <b(x) and
4>(:c +  6) each contain n linearly independent solutions to (2.7), which has at
most n solutions, they must be linearly dependent. Thus, we have a constant 
nonsingular n x n  matrix C  such that
${x  +  6) = ${x)C.  (2 .1 0 )
That C must be constant is shown in Appendix A. 1 .1 . There exists a constant 
matrix B  such that
C = eB$. (2.11)
The existence of a matrix logarithm is justified in A. 1 .2 . Consider now
P(x)  =  <S>(x)e~Bx. (2.12)
Then
(2.13)
P(x  +  0) = 3>(:r +  Q)e B(x+0)
=  ${x)Ce~B0e - Bx 
= ${x)e~Bx 
= P(x).
So P(x)  is ^-periodic and
$(x) =  P{x)eBx. (2-14)
□
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The eigenvalues, 77, of C  are called characteristic multipliers. For each such 77 
we may find complex A such that 77 =  eA0, unique up to multiples of 2 m / 0. 
Such A are called characteristic exponents of C. For any eigenvector, q, of C, 
we can choose these characteristic exponents such that they coincide with the 
eigenvalues of B  and
eBeq = Cq  =  rjq = exeq. (2.15)
As mentioned in Section 2.2, equation (2.4) meets the requirements of Flo­
quet’s theorem. The fact that the (real part of the) exponents A are uniquely 
determined is important to us as it is these real parts which determine the 
growth, or otherwise, of solutions of (2.4).
We delay a discussion of the definition, in general, of stability for (2.1) until 
we have considered the case e =  0 .
2.4 The case e = 0
For the case e =  0, we may study solutions analytically. As the system is 
now homogeneous in space, as well as in time, we may arrive at a dispersion 
relation for this problem, as discussed in the introduction. We make a wavelike 
substitution into (2.4), with e =  0, of the form v(x,t )  = v^elkx~luJt, This gives 
us a dispersion relation of
k2 + cik — (b0 + iu) = 0. (2.16)
We begin by considering the temporal stability of a system with this dispersion 
relation, i.e. (2.4). We will now refer to the A;-values as wavenumbers and 
u -values as frequencies, as per Chapter 1. For any real wavenumber, the 
imaginary part of the frequency, cj*, is given by
u>i = b0 -  k2 (2.17)
CHAPTER 2. THE LINEARISED GINZBURG-LANDAU EQUATION  57
and so, if bo < 0 , waves with any wavenumber will decay in time and the 
system is stable. For b0 > 0, there will be wavenumbers which correspond to 
growing solutions and hence instability. In order to determine which param-
instability, we consider the spatial problem. Solutions of (2.16) for k are
We note that, when bo < 0, for any real u  we will obtain one k-value with 
positive imaginary part and one A;-value with negative imaginary part. As 
we know the bo < 0  situation to be stable, we can say that the wavenumber 
with positive imaginary part must be downstream-travelling, as it decays in 
the downstream direction and is stable. The wavenumber with negative imag­
inary part must be upstream-travelling, as it decays upstream. It is from this 
situation, which we fully understand, that we continue our solutions first into 
the convectively unstable regime and then into absolute instability.
From (2.18), we know that solutions to the homogeneous system (2.4 with 
6 =  0 ) are of the form
for constant a\ and a<i. Firstly, consider c < 0. Having said that, when b0 < 0, 
solutions decay and thus our upstream-travelling and downstream-travelling 
waves decay in their direction of travel for all real u,  we may now consider 
the values of u  for which the corresponding waves decay when bo > 0. For the 
real parts of the two exponents to have opposite sign and thus for the waves 
to continue to decay in their direction of travel, we require
eter combinations correspond to convective instability and which to absolute
(2.18)
Re > 0. (2 .20)
Considering the limiting case, Re |  +  y ( § ) 2 — {bo +  iu) =  0, we have
(2 .21 )
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for some T G R. Rearranging and equating real and imaginary parts, we have
M  =  \cVb~ol Stability thus occurs, when b0 > 0 , for
|u;| > —cy/bo (n.b. c < 0 ). (2 .2 2 )
Similarly, when c > 0, we have stability for
M  > cy/bo. (2.23)
As suggested in Chapter 1 , we have absolute instability when our two (in
this case) fc-curves pinch the integration contour for k. This occurs when two 
wavenumbers, which ‘originate’ in opposite half-planes, become equal. In the 
introduction, by taking our ^-integration contour (L) above the singularities 
of the dispersion relation, we were, in effect, giving u  a large imaginary part. 
In this problem, bo and u  only occur in the combination (bo + iu),  so increasing 
Ui is the same as decreasing bo (which is real). As has already been mentioned, 
decreasing bo below 0  leads to stability and the separation of the two fc-curves 
into opposite half-planes and so our curves clearly do ‘originate’ in different 
half-planes. Two /c-values will be equal and our k-curves will pinch, when
] / © 2 - {bo+iuj) = °- (2'24)
2 2 This happens when u  = 0 and b0 — Thus, for the range 0 < 60 < we
have instability, but not absolute instability, and we conclude that this is the
convective instability range. We note that, with bo in this range, there exists a
range of real u  for which both wavenumbers (k-values) have negative imaginary
part (see Figure 2.1). We conclude that, for such lj, the downstream-travelling
wave now grows in the downstream direction, while the upstream-travelling
wave still decays upstream, as would be expected with convective instability.
It is also worth noting that, in the case of absolute instability, there exists a 
frequency (u — 0  in this case) for which the upstream and downstream waves 
are indistinguishable.
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Numerical calculations can be used to show the effect of varying bo on the 
range of u  for which solutions are stable. As bo increases, the range of u  for 
which solutions are unstable is seen to increase.
Re A
Figure 2.1: The variation of the real part of the characteristic exponents of 
(2.4) with u;, for several values of bo- e = 0 and c = — 1 . Note that A =  ik. 
The diagram is symmetric about Re(A) =  —0.5, so only half of the curves have 
been labelled.
It is worth noting at this point that, although we have generally only con­
sidered the case c < 0 here, (2.19) remains essentially the same under the 
change c —> —c, x  —> — x and so all the results in this section hold for c > 0 , 
but with the direction in space reversed.
Finally, we note that although, for stability problems, we are often inter­
ested in making wavelike substitutions similar to those above, for the case e = 0 
we can solve the equation for a given initial condition. If v(x , t  = 0) =  6(x) 
then our system is solved by
0.5
co
-1.5
bo=0.15
bo=-0.2
(2.25)
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a translating, spreading Gaussian curve. We note that, if bo < 0, correspond-
2
ing to stability, this solution will decay for all values of x. If 0 < bo < 
corresponding to convective instability, we fix x, setting it equal to zero for 
simplicity and the solution becomes
v(0 ,t)  =  _ L = e(*»-£)‘, (2.26)
which decays. However, ‘moving along with’ the solution, by putting x =  ct, 
we obtain
V{ct’t) = 2 ^  
which clearly grows. Thus, in a fixed frame of reference, the solution will
decay, but in a moving frame, moving at an appropriate speed, the solution
grows. This corresponds exactly to our definition of convective instability.
Finally, if b0 > putting x = 0 again gives us (2.26) again, which now grows,
corresponding to absolute instability.
2.5 The case e ^  0
Now we reintroduce the esin(x) term into (2.6) and study solutions numeri­
cally. We consider solutions with
/  1 ° \
$(°) =  I x I =  / 2, (2-28)
where <F(x) is a fundamental matrix of solutions, as described in Section 2.3. 
This ensures that we get two linearly independent solutions and that the matrix 
C in (2.10) is equal to $(27r). From this, the eigenvalues of C can be obtained 
and hence the characteristic exponents. We may thus study the effect of the e 
term on the system.
We begin by considering bo and e both small, which we treat as a continu­
ation of the bo small, e =  0 case. The results of this are shown in Figure 2.2.
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When e = 0 for bo = 0.15, the system is convectively unstable. We see that 
increasing e from 0  makes the system more unstable - that is, at u  = 0 , the 
real parts of the characteristic exponents become closer in value, making the 
most unstable mode more unstable. This indicates that adding any amount 
of periodic variation to the destabilising term makes the system less stable, 
despite the average value, over one period, of the term remaining the same. 
As e is increased further, the characteristic exponent curves eventually meet 
at about e =  0.5. Although it is not shown, the imaginary parts of the char­
acteristic exponents are both zero at u  =  0. The two characteristic exponents 
are thus identical for e «  0.5, u  = 0, indicating absolute instability.
R e X
0.5
0.25
e=1.5
0.5 0.5-1 .5
8=0
-0 .5
-0 .7 *
-1 .2 5
-1 .5
Figure 2.2: The variation of the real part of the characteristic exponents of 
(2.4) with cu, for several values of e. bo = 0.15 and c = —1 . Note that A =  ik.
However, as e increases still further, we find that eventually the curves begin 
to move apart again (see the case e =  0.65 in Figure 2.2). It is not, however, 
immediately clear whether this corresponds to the absolute instability being 
broken again, as we have relied on continuation from the case e =  0. When we 
reach absolute instability, the A-curves meet and may then rejoin differently.
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Beyond this, then, (in terms of larger e) we may not have the condition that 
increasing the imaginary part of u  moves the two curves into opposite half­
planes.
Another important point which can be made about Figure 2.2 is that the 
overall system remains convectively unstable globally, even when regions of 
space which could be considered to be absolutely unstable are present. For 
example, when e =  0.3 in Figure 2.2, we can see that the system remains 
convectively unstable. However, if we define a ‘local 6o’ to be the value of 
bo +  esin(rr) at a particular x-station, it is clear that this has a maximum 
value of 0.45. Comparing this with our absolute instability criterion, for the 
homogeneous case of bo > (=0.25 here), we see that there will exist regions
of local absolute instability. We know (see Section 1.4.1) that a region of local 
absolute instability is sometimes sufficient for global instability, but here that 
is clearly not the case.
Next, we consider Figure 2.3, which shows plots of complex A as a function 
of real u,  for several values of e. We begin by noting that our characteristic 
exponents are repeated infinitely in the A-plane, separated by an amount n G 
Z. This is a consequence of the 27r-periodic coefficients of the equation and may 
be understood by considering that any matrix like em/x, with I  the identity 
matrix, may be divided out of P(x)  in (2.8) and multiplied into eBx in the same 
equation, without changing the validity of Floquet’s theorem. This will change 
the characteristic exponents by n and these ‘new’ characteristic exponents will 
be as valid as any others. This phenomenon will be discussed in much more 
detail for the example in the next chapter.
In the figure, we show only two copies, the one ‘nearest’ the origin and 
the copy just above it, in the A-plane. When e =  0, the important curves to 
concentrate on are those which pass nearest to -0.5 in the A-plane. In this 
(e =  0 ) case, these are the only ones that really exist, but a copy is shown
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e=0 e=0.4
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- 2 -0.5 - 2 -0.5
-0.5 -0.5
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e=3.9
- 2 -0 .5
-o.:
e=4.1
0.5
- 2 -0 .5
-0 .5
0.5
- 2 -0 .5
-0 .5
0.5
-0 .5- 2
-0 .5
e=10.l
0.5
-0 .5- 2 -1 .5 0.5
-0 .5
O o0.5
-1 .5 -0 .5 0.5- 2
-0 .5
Figure 2.3: Plots of the characteristic exponents of our equation for varying 
real u  in the complex A-plane, for several values of e. c =  — 1 and bo =  0.15. 
A full explanation of this figure may be found in the text.
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above to facilitate comparison with the e ^  0 cases. Firstly, we note that the 
upstream-travelling branch curves are those for which Xr —> — oo as A; —* ±oo, 
by consideration of (2.16). The downstream-travelling branches are those on 
the curves which have Ar —> oo as A* —> ±oo. The fact that the downstream- 
travelling branches cross the imaginary A-axis means that some downstream- 
travelling signals grow downstream and this situation is, as discussed above, 
convectively unstable.
As e is increased, upstream-travelling and downstream-travelling curves 
move towards each other. As e is increased further, we observe that the two 
sets of curves reconnect, indicating absolute instability. For e larger still, the 
two sets of curves move apart again. Now, however, each upstream-travelling 
and downstream-travelling curve has reconnected to a different curve of its own 
type. By carefully noting which pairs of downstream-travelling and upstream- 
travelling curves connect at which e values, we see that a pair of upstream- 
travelling curves and downstream-travelling curves connect to each other and 
then each reattaches to a new curve of its own type. They then repeat this 
process. The purpose of the diagram is therefore to demonstrate how we 
may continue to observe mode reconnections for e of any size as there are 
infinitely many upstream-travelling curves for each upstream-travelling curve 
to reconnect with and infinitely many downstream-travelling curves for each 
downstream-travelling curve to reconnect with. As we have said, increasing 
e beyond the point at which the curves meet may push them apart again, 
although this does not necessarily correspond to a return to convective insta­
bility.
Justification for choosing to plot the curve only for the value lj = 0 will be 
given later. When bo varies, the changes in shape of the curves are shown in 
Figure 2.5. We can also demonstrate numerically the fact that the curves can 
only reconnect for u  =  0. This is our reason for plotting u  =  0 in Figures 2.4
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Re(X)
- 2
Figure 2.4: The variation of the real part of the characteristic exponents of 
(2.4) with e. bo = 0 , u  =  0 and c =  — 1 . Numerical calculations near each 
‘spike’ in the graph show that they do meet up in the middle.
Re(X)
0.5
-0 .5
Figure 2.5: The variation of the real part of the characteristic exponents of 
(2.4) with e for various 6q- c =  — 1 and u  =  0.
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and 2.5. When u  is very small, the variation of the characteristic exponents 
with e is very similar to the case where u  = 0 , but the curves never reconnect. 
This is shown in Figure 2.6.
Re(X)
-0 .48
-0 .49
-0.5
-0.51
-0.52
(0=0.0025
© = 0.001
©=0.0025
© = 0.001
©=0.0005
©=0.00025 n
 © = 0.0001
© = 0.0001
©=0.00025
©=0.0005
Figure 2.6: The variation of the real part of the characteristic exponents of 
(2.4) with e for various to, close to lj = 0. c =  — 1 and b0 =  0.15.
2.6 The M athieu equation
If we take (2.4) and make a change of variable so that v(x) = ecxw(x) then
i  C X  C X  iv = 2 w +  e 2 w ,
(2.29)
v" = K-e^w +  ce^w '  +  e^w".
This gives
w" + c2bo — — +  iu  +  e sin(x) w = 0. (2.30)
Equation (2.30) is of the form of the Mathieu equation (see [43]) and a series 
solution for this equation can be obtained.
We may now set c = 0 and relabel b0 to compensate. In this section, our 
primary interest has been in determining whether solutions to (2 .1 ) are stable,
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convectively unstable or absolutely unstable. As was shown above, the value 
of uj which is most critical to this determination is u; =  0. This is, in some 
sense, the most unstable real value of u. We will thus only consider u  = 0 
from now on, which gives
w" + b0 + esin(x) w = 0. (2-31)
We proceed to compute the characteristic exponents of (2.31). Removing c as 
was done above means (consider (2.19)) that if, for example, A is one charac­
teristic exponent, then —A is the other. We plot the real part of the one with 
non-negative real part (there clearly must be one), with bo and e varied, in 
Figure 2.7. It is clear that the smallest possible value for the real part of the 
characteristic exponent with non-negative real part is now zero. For compar-
40 
30 
« 20 
10 
0
Figure 2.7: The variation of the real part of the characteristic exponents of 
(2.31) with e and bo. Areas with larger characteristic exponents are shown 
with lighter shading, with areas of A =  0 being black.
ison, we may alter (2.31) so that the parameters match those of Morse and
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Feshbach in [43]. Figure 2.8 shows the result of this. Note that b0 has been 
relabelled and h varies like yje.
0 5 10 u 15 20 25*>o
Figure 2.8: The variation of the real part of the characteristic exponents of 
(2.31) with e and b0, shown in terms of the parameters used by Morse and 
Feshbach in [43]. Areas where the characteristic exponents are larger are shown 
with lighter shading, with areas of A =  0 being black.
2.7 Sum m ary
The Ginzburg-Landau equation is a classical model in stability theory. In 
this chapter, a linearised one-dimensional Ginzburg-Landau equation with 
spatially-periodic growth rate term has been considered. Results have been 
obtained by considering continuation from the homogeneous case of a con­
stant growth rate term. The technique which has been used is the study of the 
signalling problem, here understood as the large-time response of the system 
to a localised periodic forcing. Floquet’s theorem has been used to determine 
this response for the spatially-periodic system. The homogeneous system may
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be made stable, convectively unstable or absolutely unstable by appropriate 
choices of parameters. Adding the periodicity generally makes the system more 
unstable, in the sense that the most unstable wave grows faster downstream, 
than in the homogeneous case. However, patches of local absolute instability 
can appear in a system which remains globally convectively unstable and so 
local absolute instability does not necessarily imply global absolute instability.
Chapter 3 
A channel-flow problem
3.1 Introduction
We now turn our attention to a problem of fluid-dynamical origin. In this and 
the next two chapters we will study the stability of two-fluid flows through 
channels with non-homogeneous geometries. Although our studies will be 
quite theoretical in their approach, there are several potential applications. 
In this chapter we will concentrate on a channel whose width varies periodi­
cally along its length; this has applications to flow through pipes and ducts, 
for example, which may have some slight periodicity due to the way in which 
they are constructed. The reason for our interest in studying the stability of 
parallel flows in these geometries is, as was mentioned in the introduction, the 
determination of whether laminar-turbulent transition would occur.
Consider a two-dimensional stratified flow in which two constant-density 
fluids flow through a channel whose cross-section is small. The cross-section of 
the channel is not fixed but is allowed to vary along its length. We assume these 
variations to be fairly small but, in general, of the same order of magnitude as 
the undistorted channel width. The thinness of the channel allows us to make 
simplifying assumptions about the system and to arrive at a set of thin-layer
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inviscid equations which describe its evolution. For this set of equations it 
is possible to derive a fairly simple, time independent, analytic solution. We 
consider this solution to be a base flow through the channel and consider the 
development of small perturbations by means of a linear stability problem, with 
the simplicity of the base flow ensuring that this can be done in a symbolic, 
rather than computed, form.
Analogously with Chapter 2 , we begin by considering the stability problem 
for a channel which is homogeneous along its length. A dispersion relation is 
derived and the flow regimes corresponding to absolute and convective insta­
bility, due to Kelvin-Helmholtz instability (see [23]), are identified by means of 
the Briggs-Bers criterion. This again enables us to arrive at a system which we 
understand in the sense that we may say which wavelike disturbances travel 
upstream and which downstream.
Next, we give the system a sinusoidal periodic spatial variation, comparable 
with that in Chapter 2 . This is done by making the thickness of the channel 
vary periodically in space. The solution of the full initial-and-boundary-value 
problem which it would be desirable to use is infeasible and so we again use 
the signalling problem, considering what the response at large distance would 
be to a localised time-periodic forcing placed somewhere in the flow. Thus 
this also is a spatial stability problem. Floquet’s theorem is used to calculate 
the characteristic exponents of solutions which describe the development of 
wavelike perturbations of the base flow. Using the techniques of Brevdo and 
Bridges [10], the Briggs-Bers criterion is also applicable here. Essentially, we 
consider the characteristic exponent spectrum of the periodic problem to be a 
continuation of the homogeneous case, giving us our upstream-travelling and 
downstream-travelling branches.
Computation of the characteristic exponent, or wavenumber, spectrum in­
dicates that spatial branches reconnect as soon as any periodic variation is in-
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troduced, indicating absolute instability. We confirm this by a multiple scales 
analysis.
As mentioned above, Floquet’s theorem is used to determine the wavenum- 
ber spectrum for this problem. The periodic matrix to which the theorem is 
applied in this section is a continuous function of the frequency, u,  with the con­
sequence that, for this system, we obtain a continuous spectrum, as discussed 
in Chapter 1 . The periodicity of the matrix also leads to the wavenumber 
curves occurring in an infinite periodic set. This continuous periodic spectrum 
gives a wide range of observed wavenumbers, which leads to the possibility of 
resonances between waves. Of particular interest for the system considered 
here is three-wave resonance. The absolute instability in the system is shown 
to be due to a three-wave resonance, where one of the three ‘waves’ is the 
periodic variation in the channel wall.
Finally in this chapter, we briefly consider the effect of non-sinusoidal pe­
riodic wall variation.
We consider the two-dimensional irrotational flow of two fluids in a horizontal 
channel whose width may vary along its length, as shown in Figure 3.1. u and 
v are the components of the fluid velocity in the x  and y directions, p is a 
density and p is pressure, modified to take gravity into account. A thin-layer, 
long-wave inviscid approximation is made, so the equations are of the form
3.2 Formulation
(3.1)
du \ t2 <31)1,2
dx dy
(3.2)
(3.3)
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(See Appendix A.2 .1  for the derivation of these equations). The subscript 2 
refers to quantities in the top fluid layer and the subscript 1 refers to those in 
the bottom fluid layer.
y
0.5 P2.P2
-20
-0 .5 P i .  Pi
■=>■ ui
-h i  (x)
Figure 3.1: The set-up for the channel-flow problem being considered. Note 
that, although we show the wall shape to vary periodically along its length, 
we do not require this until Section 3.4.
Far upstream, the flow in each layer is taken to be steady flow in a uniform 
straight channel, with the following properties: 
h i ( x - oo) =  hioo,
k2(x —> - O O )  =  / l 2oo,
and
v\(x  —> —oo) =  0 ,
v2(x —> —oo) =  0 ,
Thus, the thickness of the top and bottom layers far upstream are h2oo and
hioo respectively and the corresponding fluid velocities are u2oo and uiqq. The
variables in the varying section of the channel can then be non-dimensionalised
against these quantities. The reason for this assumption of uniformity far
upstream is that we can fully understand the straight-channel problem and so
the assumption means that the fluid enters the system in a ‘known’ state.
The interface between the fluids is at a level given by y = /(x , £), with the
interfacial pressure jump being given by
d2f
P 2 ~ P l  =  ~ 9 P f  +  7 ^ 2  > ( 3 -6 )
U\(x —> —oo) 
u2{x —> — oo)
Uioo,
U200
(3.4)
P l ( x  -> -o o ) 
p2(x -> -o o )
0 ,
0 .
(3.5)
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where, again, p\ and P2 represent reduced pressure, gp is a constant propor­
tional to the acceleration due to gravity and to the density difference. 7  is the 
non-dimensional surface tension coefficient.
As mentioned above, we take the flow to be irrotational everywhere. Note 
that, far upstream, the flow is taken to have no x, or y, dependence and hence 
is irrotational. By means of a scaling argument similar to the one presented 
in Appendix A.2 .1 , in our thin-layer system, the condition that the circulation 
is everywhere zero reduces to a condition that =  0. Hence equation (3.1) 
becomes
duh2 , duif2 1 dph2
~TTT 1" Ul,2—~  —---------o---• (3-7)
O t  O X  P i , 2 O X
We consider conditions at the interface of the two fluids. In the bottom fluid, 
its lower boundary is fixed and its vertical velocity at its upper boundary is 
given by the material derivative of its thickness
D f a  + f )
Dt = M y  = /Cm)). (3.8)
Integrating the continuity equation (3.2) across fluid 1 vertically and combining 
this with (3.8) we get
<9(/ii +  / )  d ( h i + f )  . dui  .
at 1 dx ( 1 = (3'9)
As h\ is constant w.r.t. t, this gives
^  lu i x (^1  +  /)] =  0- (3.10)
Similarly, for the upper fluid, we obtain
[U2 x { - h 2 +  /)]  =  0. (3.11)
In order to remove terms relating to the interface shape from subsequent sta­
bility analysis, we make the simplifying assumption that, for the base flow, the 
interface is, and remains, horizontal, i.e. fo(x,t)  =  0 , where the subscript zero
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indicates a quantity pertaining to the base flow. As it stands, this condition 
overspecifies the problem. To account for this, we may choose h2(x) in such a 
way that the condition fo(x, t )  =  0 is met. Our system then has the correct 
number of degrees of freedom. From now on, we label quantities u i)2, Ui)2, 
Pi)2, . .. which pertain to the base flow with a further subscript 0. We have
« 1  =  Uio(x) =  ,
h' (x) (3.12)
U2 =  U2o(x) =
from continuity (3.2) and
P l =  P l o ( x )  = f  M o o  -  U io ( z ) )  ,
P2 =  P20(x) = f  (ML -  uj0(x)) ,
both from (3.7). These are equal to each other by (3.6), which reduces to 
Pio =  P20 for the base flow. We can now calculate the shape of the upper 
boundary, h2(x). From (3.13) we obtain
M20( x ) \ 2 =  1 +  P1m L ^ i | W _ 1>) ( 314 )
\  u 2oo /  P 2 u 2oo \  U lo o
and thus, from (3.12),
h2{x) = — ------— —  - • (3.15)
\ f l  + -  A
Y 2^U2oo \ h l ( x )  J
The channel geometry given by (3.15) may seem artificial, but we are prepared 
to sacrifice generality for the value of having an explicit analytic expression for 
the base state. This greatly improves the clarity of subsequent results. It is 
also worth noting that this form of h2 can give fairly symmetrical variations in 
the channel walls. For example, in Figure 3.1, — h\{x)  is shown as sinusoidal 
and h2(x) is shown as given by (3.15).
In order to perform a stability analysis on our system, which has no explicit
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t dependence, we consider small disturbances of the form
ui = uio(x) +  Se~luJtUi(x) +  0 (5 2), 
U2 = u2o{x) +  8e~wtU2(x) +  0(<52), 
Pi =  Pio(z) +  5e~lutPi(x) +  0(<52), 
P2 = P2o(x) +  Se~luJtP2(x) +  0(52), 
f  = 5e~tu)iF(x) +  0(52),
(3.16)
where 5 is a small parameter. This gives instability if solutions of the system 
have u  with positive imaginary part. It is implicit from the long-wave approxi­
mation used in deriving the base flow that the spatial variation of disturbances 
is not too fast, i.e. that the ‘wavelengths’ are long. This point will be returned 
to in the discussion of results. Combining (3.6), (3.7), (3.10), (3.11) and (3.16) 
and linearising, we obtain
iuU2pi -  PiU2u'20 -  ^ a o ( - i u F  + u'20F  + u2aF ’ -  U2h2) 
- i u U m +PiUiu\0 + ^ { i u j F - u ’laF - u wF ' - U ^ )  = - g F '  + 1 F "\
(3.17)
apply Floquet’s theorem to this system later, we require the system to be 
expressed as a first order linear matrix equation. To this end, we introduce 
symbols G = F' and H  = G' = F ” and obtain
( i u F - u \ QF - u lQF ' - U xh\) = U[
± ( - i u F  + u'20F  + u20F' - U 2h'2) = U’2
where primes denote derivatives w.r.t. x  (see Appendix A.2 .2 ). In order to
U2
F
G
U2
= A(x) F  
G
(3.18)
\ H / \ H  /
where A(x) =
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- h \ 0 i u — u^Q - U l Q 0
h i h i h i
0 - h ' 2 —iu /+ i*  20 1*20 0
h 2 h 2 / l 2
0 0 0 1 0
0 0 0 0 1
—i u } p \ h \ + p \ u ' 1Qh \  iu>P2 h 2 —p 2 U 2 0 h 2  i w p \ u \ o —p \ u \ o u ' 1Q . . — p \ u \ Q
j h i  7 /12  7/11 *■ 7  ' y h i  q
P \ U \ p h \  p 2 U 2 Q h '2 i u p 2  1*20 P 2 1*201*20 , - P 2 U 2Q
\  7 ^ 1  7 * 2  7 /12  7 ^ 2  /
3.3 The case of a straight channel
We begin by considering the case of a straight channel, with hi(x) = h \ ^  
This gives h2(x) = h2oo and all other variables characterising the base flow are
constants. W ith no explicit x  dependence in the elements of the matrix A  in
(3.18), we may put
[Uu U2, F] =  eikx [C/,,0 , U2,0 , Fo\, (3.19)
to obtain a normal mode calculation, as described in the introduction. This 
gives us the following dispersion relation (see Appendix A.2 .3):
~ kuioo)2 +  -  ku2oo) 2 =  gpk2 +  7A:4 . (3.20)
"'loo "<2oo
This is second order w.r.t. uj and fourth order w.r.t. k and so we have two 
temporal modes and four spatial branches. We will concentrate only on the 
spatial branches, i.e. the case of u  real. For the following illustrations, we 
choose the parameters of the problem to be
h \ o o  —  h 2oo  —  U 200  —  1 , U io o  —  0 . 8 ,
7  =  0 .5 ,  gp =  0 , ( 3 .2 1 )
P l =  P 2  =  I -
The variation of the imaginary part of k , for real w, is shown in Figure 3.2. 
This clearly shows that the system has branches with nonzero lm(k).  In order
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to examine the stability of the system, Figure 3.3 shows the trajectories of the 
spatial branches, k{u ), in the complex /c-plane. To distinguish between the 
branches, a small positive amount is added to tj it the imaginary part of u. 
As mentioned in Chapter 2 , this has the effect of pushing upstream-travelling 
branches into the lower half-A;-plane and downstream-travelling branches into 
the upper half-fc-plane and is sufficient to distinguish those that lie close to the 
real k-axis. Only u r > 0 is shown. The dots in the diagram show the value of 
k when u r =  0 .
0.5
Im(k) 0
-0 .5
0.5-0 .5 0
(0
Figure 3.2: Variation of the imaginary part of k , with u,  for the normal modes 
of the straight-channel system. The lines are different shades to help distin­
guish them. Ui =  0 .
Trajectory 1 is a downstream-travelling branch and, as ki < 0 for small w, 
is unstable. Trajectory 2 is also downstream-travelling, but is stable. Trajec-
CHAPTER 3. A  CHANNEL-FLOW PROBLEM 80
0.05
Im(k) 0
-0.05
- 0.1
- 2
Re(k)
Figure 3.3: The trajectories of k , as u  varies, in the complex plane. u r > 0. 
The black dots at the ends of the lines show the positions of the branches for 
u r = 0. The trajectories are plotted as dots, rather than lines, to prevent 
incorrect connections between trajectories from being shown. u>i = 0 .0 0 2 .
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tories 3 and 4 correspond to waves travelling upstream. Varying Ui shows that 
no pinching of branches occurs for Ui > 0  and so the system is only convec- 
tively unstable. This can be seen in Figure 3.4, which shows the movement of 
the branches into different half-planes as Ui is made larger.
0.05
Im(k) 0
-0.05
- 0.1
- 2
Re(k)
Figure 3.4: The trajectories of A;, as u  varies, in the complex plane. u r > 0. 
The dots show the positions of the branches for u r =  0. Ui = 0 .0 1 2 .
Finally, we note that this combination of parameters gives neutrally stable 
solutions. By continuing our branch numbering down to Ui = 0 from the 
Ui =  0.002 case shown in Figure 3.3, root 4, the majority of root 1 and sections 
of the trajectories of roots 2 and 3 lie along the real axis, indicating this neutral 
stability. The presence of neutral modes is also clear from Figure 3.2.
It is worth noting, however, that the convective instability of the system is 
dependent on the choice of parameters as, if parameters are chosen such that
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the ‘bulge’ in root 1 meets root 3, then absolute instability occurs. This is 
illustrated in Figures 3.5 and 3.6, where we have reduced uioo to 0.4, keeping 
all other parameters the same.
0.2
Im(k) 0
- 0.1
- 0.2
- 2
Re(k)
Figure 3.5: The trajectories of k, as u  varies, in the complex plane, when Uioo 
is reduced to 0.4. u r > 0. The dots show the positions of the branches for 
u r =  0. Ui = 0.015.
The merger of the two branches, marked 1 and 3 in Figure 3.5, for positive 
Ui, indicates absolute instability (Chapter 1 ). We keep uioo at 0.8 for the 
remainder of this chapter, and in subsequent chapters, to ‘keep some distance 
from’ this possibility.
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0.2
Im(k) 0
- 0.1
- 0.2
- 2
Re(k)
Figure 3.6: The trajectories of k, as u  varies, in the complex plane, when Uioo 
is reduced to 0.4. u r > 0. The dots show the positions of the branches for 
u r =  0. Ui = 0.01. The downstream-travelling branch marked 1 in Figure 
3.5 has merged with the upstream-travelling branch marked 3 for Ui > 0, 
indicating absolute instability.
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3.4 Flow in a periodically-varying channel
We now allow the lower boundary of the system to be a function of x  (only). 
This will also determine the upper boundary of the system, via (3.15). We put
h\{x) = hioo +  esin(x), (3.22)
where e is assumed to be small, i.e. |e| < hioo. Now, combining (3.12), (3.15) 
and (3.18) and defining u  by u  =  (U\ C/ 2 F  G H)T, the superscript T  indicat­
ing ‘transpose’, we obtain
^  =  A(z)u, (3.23)
with A{x) a known function of Uioo, w2oo, hioo, h2oo, pi, p2, gp, 7 , u, e and x 
(see Appendix A.2 .4). The space coordinate x  only appears in A(x)  through 
the sine function and its derivatives, so A(x)  is 27r-periodic in x. We may 
therefore apply Floquet’s theorem to (3.23) and obtain solutions of the form
$(x) =  P{x)eBx, (3.24)
where <&(x) is a fundamental matrix of (3.23), P(x)  is 27r-periodic and B  is a 
constant matrix. In order to calculate B , we begin with $(0) =  Is, the 5 x 5  
identity matrix. Then (3.23) is solved numerically, by means of a fourth-order 
Runge-Kutta integration, to find C  =  $(27r). Floquet’s theorem then says 
that the characteristic exponents, Aj, of C, defined such that Pj = e2nXj is an 
eigenvalue of C, and unique up to the addition of multiples of i, can be chosen 
to coincide with the eigenvalues of B. We thus expect solutions of (3.23) to 
vary as eXjX, where Aj are the eigenvalues of B.
An important point when considering solutions (3.24) of our equation is
that P(x), a 27r-periodic function of x, has a Fourier series expansion equal to
00
P{x) =  ] T  r ne - ^ nx, (3.25)
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say, so we may write
oo
$ ( i ) =  T ne ^ - ihn)x. (3.26)
n = —oo
Assuming that the matrix coefficients T n are, in general, not zero, we 
find that we are actually searching for the eigenvalues of B  — i l5n  for all n. 
Subtracting i l 5n  from a matrix decreases each of its eigenvalues by zn, so the 
eigenvalues/branches we are searching for can therefore only be determined up 
to the addition of integer multiples of z. An alternative viewpoint is to say that 
any matrix of the form elIbUX can be ‘removed from’ (divided out of) P(x)  and 
‘given to ’ (multiplied into) eBx, without altering the validity of (3.24). This is 
a consequence of the periodic coefficients of the equation.
We begin defining by wavenumbers k by A =  ik and treating these as a 
continuation from the wavenumbers in the straight channel, e = 0, case. We 
look at the case e =  0.1. Although this may be considered quite a large varia­
tion in the channel thickness, given that the base flow equations made use of a 
thin-layer approximation, we take this value of e for clarity of results and will 
demonstrate later that the results apply for any small positive value. Figure 
3.7 shows the variation of A:*, with u,  for u; real. This may be compared with 
Figure 3.2 for the e =  0 case. Immediately obvious is the appearance of two 
loops in the branch curves, at around u  = ±0.3. Some idea of the origin of 
these loops can be obtained by considering Figure 3.8. The lines in these dia­
grams are coloured different shades of grey, in order to help distinguish them. 
However, wherever two branches intersect in these diagrams, two entirely dif­
ferent branch curves appear after the intersection. It is thus not meaningful 
to associate curves of one shade on one side of an intersection with curves of 
the same shade on the other side. By adding a small imaginary part to u  
and separating the curves, we can meaningfully assign one shade to an entire 
curve. This is done later, when the influence on the stability of the system of 
the branch reconnections which create the loops is considered.
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Im(k) 0
-0 .5
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Figure 3.7: Variation of the imaginary part of A;, with lj, for the branch curves 
when e =  0.1. Ui = 0. See the text for a note about the shading of the lines.
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co
0.5-0 .5
7 0 .5
0.25
Im(k)
0.5
-0.25
-0 .5
Figure 3.8: Variation of k in the complex plane, with u,  for the branch curves 
when e =  0.1. Ui =  0. The branches repeat infinitely with period 1 in kr. Two 
copies are shown. See the text for a note about the shading of the lines.
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We compare Figure 3.8 with Figure 3.9. Figure 3.9 shows the same set of 
curves as Figure 3.8, generated numerically, for e =  0. The fact that the curves 
were generated in the same way as for the e ^  0  curves ensures that we see 
the same 1-periodicity in the branches. This facilitates comparison between 
the two and, although we are adding branches which may not be there in the 
case e =  0 , we will see later that the branches will be there for any non-zero e, 
however small.
co
0.5-0 .5
Re(k) 0.5
7 0 .5
0.25
Im(k)
-0 .5
-0 .25
-0 .5
Figure 3.9: Variation of k in the complex plane, with cj, for the branch curves 
when t =  0. Ui = 0. The curves shown are repeated, with period 1 in hr, for 
comparison with Figure 3.8. Two copies are shown.
We can see which two branch curves, when e =  0.1, interact to create the 
loop (marked *). We can also see how two nearby branch curves (marked **) 
swap and move away from each other. This behaviour is similar for all sets of
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curves while e remains small. An important point to note about the interaction 
which creates the loop is that it occurs between two copies of the ‘same’ curve, 
with one shifted by 1 in kr. By ‘the same’ we mean that they correspond 
to parabolas of the same sign in the kr — o;r-plane. The two branches which 
separate come from two parabolas (in the kr — u;r-plane) with opposite sign, 
one of which is also 1-shifted in kr, relative to the original (e =  0 ) curves. 
Note that both the loop and the curve separation are due to the interaction 
between roots corresponding to waves travelling in opposite directions: in the 
former case roots 3 and 1 and, in the latter, roots 3 and 2 . This is illustrated 
in Figure 3.10 which shows the branch curves which lie in the kr — u;r-plane. 
Note that, as u r(kr) is shown, we have only two values of u r for each kr.
Re(ti»
0.75
0.5
0.25
- 2
1.25
-0 .5
-0 .75
Figure 3.10: Variation of real u  with real fc, for the branch curves when e =  0. 
The two places, for positive lj and &, at which the branch curves are separated 
by exactly 1 are shown by the As and ♦s and the points marked * and ** 
correspond to those in Figures 3.8 and 3.9. The numbering of the curves 
corresponds to that in Figure 3.3.
In the ‘3D’ curves we can see that one of the branches is always zero (this
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and its 1-shifted copy are shown as the palest grey lines in Figure 3.9). This 
is to be expected as our calculations from (3.23) return five values, where the 
dispersion relation for e =  0, equation (3.20) has only four roots for k. Thus 
A{x) contains more information than is necessary. The zero root is left in as 
it provides a convenient reference axis k = 0. It also suggests that the channel 
supports standing waves of any frequency.
We will show later that the loop in the branch curves occurs for any e, 
however small. To support this idea, Figure 3.11 shows the loop for e =  0.001. 
The scales on the axes give an idea of its size.
CO
0.29 0.291
0.4
0.3995
Re(k)
0.399
-f 0.001 
0.0005
0.3985
Im (k)
-0 .0 0 0 5
- 0.001
Figure 3.11: Close-up view of one of the loops in the branch curves formed 
when small e > 0 . e = 0 .0 0 1 .
Also of interest is the behaviour of the loops as e becomes large. They 
continue to grow, maintaining a similar shape until e becomes quite large. 
Figure 3.12 shows the size of the loops when e =  0.3. Eventually, they connect 
to the parabola-like roots with large ki for large |cjr |, as shown in Figure
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3.13. At this stage, the branch curves are quite complicated and will not be 
considered further. Note that the long-wave approximation used to derive the 
base flow equations is not applicable when the wall shape changes rapidly with 
the streamwise coordinate and this is the case when e is made large.
0.5
0.25
Im (k) 0
-0 .2 5
-0 .5
- 0 .5 0 0.5
G)
Figure 3.12: Variation of k{ with real u  for e =  0.3.
We now consider the effect of the branch interactions which create the 
loops on the stability of the system. Figure 3.14, similar to Figure 3.4, shows 
the position of the branches, in the complex /c-plane, when Ui =  0.015 and 
e =  0. The branches are repeated, 1-periodically, in a similar way to Figure 
3.9 and for the same reason. The labelling is as in Figures 3.3 and 3.4, with 
root number 4 being just off the left hand edge of the diagram. Root 1 and its 
copies, and the copies of root 4, tend to asymptotic lines parallel to the real 
axis, as u r —♦ oo. However, only a limited range of u  can be shown, as the 
numerical routine used to generate the data breaks down for large |av|.
Figure 3.15 shows what happens to the branches when ‘roughness’ is added
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Figure 3.13: Variation of ki with real u  for e =  0.45. The loops in the branch 
curves have joined to the parabola-like curves.
to the walls. Here e = 0.1. The formation of the loop, manifested as upward 
and downward spikes in the curves at around kr = 0 .4+  n, n  £ Z, is apparent. 
Also apparent is the movement of the copies of root 1 and those of root 3 
towards each other, for kr about 0.3 +  n. When Ui is reduced slightly, we 
see that the two branches join up at this point. Figure 3.16 shows this for 
Ui =  0.01, in which the branches cannot be labelled consistently with Figures 
3.14 and 3.15. We thus have two roots, originating in different half-planes, 
which join up in the complex A;-plane for positive cjj, which indicates (see 
Chapter 1 ) absolute instability. We note that at least one of these absolutely 
unstable wavenumbers, i.e. kr «  0.4, corresponds to a ‘long wave’, i.e. one 
whose wavelength is much larger than the channel thickness and so the long­
wave approximation made in Section 3.2 is valid.
We now briefly comment on the likely physical meaning of this instability.
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Figure 3.14: The trajectories of k, as u r varies, in the complex plane when 
e = 0. u r > 0 and Ui = 0.015. The numbering is as in Figure 3.10.
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Our ‘disturbance vector’, u, corresponds, physically, to a combination of the 
two fluid velocities and the surface shape. If, for certain wavenumbers, the 
components of this vector grow (in modulus) in time, we expect to see these 
velocities and surface shape change in time. The most obvious physical quan­
tity, from the point of view of someone looking at the system, is the surface 
shape. We would thus expect the surface shape to change from being flat to 
being a growing-in-time wave pattern, the shape of which depends on the un­
stable wavenumbers. It is likely that, in an experimental problem, the surface 
would then break up, destroying our model.
0.2
Im(k) 0
- 0.1
0.2
01 1
Re(k)
Figure 3.15: The trajectories of k , as u r varies, in the complex plane when 
e =  0.1. u r > 0 and Ui =  0.015.
We now examine the size of the loop. Figure 3.17 shows the result of 
measuring, numerically, the maximum value of ki across the loop, for various
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Figure 3.16: The trajectories of k , as u  varies, in the complex plane when 
e =  0 .1 . u>r > 0  and Ui =  0 .0 1 .
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very small e. A straight line through the origin is fitted to the data, with 
equation
hmax = 0.75702e. (3.27)
The R 2 and adjusted R 2 values for this fit are equal to unity, to greater preci­
sion than that of the measured data.
M ax Im(k)
0.007
0.006
0.005
0.004
0.003
0.002
0.001
0.002 0.004 0.006 0.008 0.01
Figure 3.17: The maximum value of ki across the loop in the branch curves, 
measured numerically, for various very small e. The best-fit line has equation 
Kmax = 0.75702e.
3.5 M ethod of multiple scales analysis of the  
instability
We use the method of multiple scales to analyse this loop growth with e. We 
wish to treat the e =  0  case as a leading order approximation and the e small 
and positive case as a perturbation of this. From the form of A (x ), (Appendix
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A.2 .4), we may write (Appendix A.2 .5):
A(x) = A(0) +  e A ^ e ix + e A ^ e ' * *  +  0 (e2). (3.28)
We expect the order-e terms to have influence on length scales of order 1/e. 
To capture this influence, we define the slow-scale variable X  = ex and so
u  =  uo(x, X )  +  eui(x, X )  +  0 (e2), (3.29)
du chi0/ chii . <9u0/
- - f c (x’X )  + e- f a {x' X )  + ed X {x’X )  + 0{e  (3,30)
so, from (3.23) at order 1, we have
^ ( z , X ) - . 4 (o>Uo(x,X) =  0, (3.31)
with solutions
4
Uo =  J 3 q ,( X ) e ifciI , (3.32)
j = 0
where the ikj are the eigenvalues of and the are the corresponding
eigenvectors, defined up to multiplication by a scalar dependent on the initial
conditions. At order e, we have
^ - ( z ,  X ) - \ - ^ ^ ( x 1X )  =  A(0)u i(x , A )+ A (1+)u 0 (z, X ) e lx-\-A{1~)u 0(x, X)e~ lx,
(3.33)
or
Ft 4 4
^ ( x , A ) - A (0)U!(x ,X) =  - ^ q ' ( A ) e i^ x +  A (1+ )^ q J(A)ei(^ +1)a;
j =0 j = 0
4
+ .4 (1- ) ^ q , - ( A > i(*’- 1)l.
j=o
(3.34)
As discussed in Appendix A.2.6, in order to eliminate the secular terms 
which vary like xetkjX from the solution of (3.34), we begin by writing, for each 
m, the coefficients on the right hand side of (3.34) which vary like etkmX, added 
together, as QelkmX for some constant vector Q. Figure 3.9 shows that, for
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almost any u,  the eigenvalues ikj are distinct. Thus the eigenvectors of 
qj, are linearly independent and so we may write Q as a linear combination 
of them. We must ensure that the coefficient of qm in this expansion is zero.
If, for a particular u  and m , i k m is such that i(km + 1) and i(km — 1) do not 
correspond to any other eigenvalues, then we may ensure that the coefficient 
on the right hand side of (3.34) parallel to qm is zero by putting q ^ P O  equal 
to zero, i.e. qm(X) is a constant.
If, however, u  is such that ik\ = i(ko + 1), say, then to eliminate the secular 
terms we must have
- q iP O  +  ^ 1->q1(X) € span{q1(X ),q 2 (X ),q 3 (X ),q 4 (X)}. (3.35)
We know from (3.31) that the qj must remain eigenvectors of Therefore 
they can vary only up to scalar multiplication. For each j ,  we put <\j(X)  =  
Zj(X)q , with l j (X)  a scalar function of X  and q  ^ a constant unit vector. We 
now find a vector o0, by Gram-Schmidt orthogonalisation for example, which 
is perpendicular to q i, q 2 , q3 and q4 . Thus (3.35) reads
We now use the fact that i(k\ — 1) =  iko to show that the following must also 
be true:
-q ',(X ) +  A ^ q o i X )  € span{qoPO, q2 (X), q3 (X), q4 (X)} (3.37)
with o x perpendicular to qo, q 2 , q3 and q4 . Combining the two scalar differ­
ential equations (3.36) and (3.38) gives
l'0(X )So.Qo +  h tX ) q j (3.36)
and so
;'1( ^ ) q 1-o1 +  /o(X) ( A ^ )  .a , =  0, (3.38)
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and the same equation for l i (X).  The terms q o-Oo and are not zero
by the fact that the eigenvectors form a spanning set. Thus we expect the 
solutions to (3.23) to vary like
eikix±VWex  ^ ^ 4Q)
where W  is the term in square brackets in (3.39).
We now find y /W  at the point at which two roots meet to form a loop, 
labelled * in Figure 3.9. For this we find solutions of the dispersion relation 
(3.20) with parameter values (3.21), iko and ik\, in the right range of (real) u,  
such that ik\ =  i(ko +  1). We get
uj «  0.290386,
ko «  0.399331, (3.41)
A* «  1.399331
and
V W  «  0.75700, (3.42)
in good agreement with (3.27). This analysis has demonstrated that a loop 
will appear for any small, positive value of e. At the point marked ** in Figure 
3.9, two branches which touch when 6 =  0 move away from each other. This 
point is
(3.43)
so
~  (3.44)
which explains the movement of the two branch curves away from each other, 
again for any e > 0 .
UJ « 0.327141,
k 0 ~ 0.319327,
k \  ~ 1.319327,
V w & 0.2348H,
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Finally, we consider the shape of the loops. We put
u  =  uq T (3.45)
A(x) = A(0) +  e ^ (1+)eix +  Ci4(1“ )e -<x +  +  0 (e2), (3.46)
where u 0 «  0.290386 is the value of u  at which the loop first appears. A^°\ 
A(1+) and A are now taken to be functions of uq and A ^  has the form 
given in Appendix A.2 .7. At order 1 , the solutions to (3.23) remain the same 
as before, given by (3.32). At order e, (3.33) becomes
& f a X )  + f e(x ,X)  = A ^ M x , X )  + A ^ M x , X ) e ix+
A^1_)u 0 (x, X)e~lx +  u i A ^ u 0(x, X ),
so
9 u i
d x A ^ x . X )  =  J 2  M ^ q f P O  -  q '^X ))  eik>*+ 
j
A<1+> ^ 2  qj{X)ei(k)+1)x + A<1-) q ,(X )e<(^ _1)*.
j j
(3.48)
Applying the same logic as before, if ikm is such that the corresponding root 
does not interfere with any other then qm(A) =  constant is again a solution. 
If, however, we have that ik\ = i(ko +  1), the equivalent of (3.35) reads
u j ^ q o p O  -  q'oPO +  ^ q i P O  € span{q i (X), q 2 (X ),q 3 (X), q4 (X)}.
(3.49)
We again put q ^ X ) =  lj(X)c\. and obtain
/0 (A > i  (A ^ g ,,)  -a, -  m S o -S o  +  h(X)  ( ^ ‘" ’q ,)  -fio =  0, (3.50)
with Oq as before. The equivalent from considering terms varying like elklX is 
JiPOw, ( A ^ q , )  Oj -  /i(X )q 1.oI +  l0(X)  (a* 1^ )  .q, =  0. (3.51)
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Combining these two equations we obtain
*o'PO(go-ao)(2r2i)
■l'0(X)  u ^ .O o )  -2 ! + u)i(q r o,) (^4<“>S0)  ^  '
+lo(X) [ -  (>l<1+)q0) o, x (a*1-^ )  q
(3.52)
=  0+u>? ( ^ q , , )  -So x ( ^ q , )  o,
and the same equation for h(X) .  Note that when u\  = 0, this reduces to 
(3.39).
Equation (3.52), despite the complexity of the coefficients, is a second- 
order linear differential equation with constant (w.r.t. X )  coefficients. In [7], 
the dispersion relation
D(k,  u)  = k2 — u 2 — 7 2 =  0, (3.53)
with 7  constant, is considered as an example. If we temporarily consider 
a substitution of the form elKX for l0( X ), (3.52) begins to look a little like 
(3.53). A change of variables to two variables of the form 2 =  ^ 1,2^  +  ^1,2^  
can then be used to reduce the equation to something of exactly this form and 
we expect the results in [7] to hold.
Solutions to (3.23) will vary like
e ik \x+J{u) \ )ex  ^  5 4 )
where
±
2 (  ( ^ q J - Q o  _  ( ^ q J . o A 2 ( ^ 1+>qn)-QixG4(1->qT)-Qo
1 2 ^ .0 0  2qr Oj J  (q0-o0)(q1.o1)
(3.55)
The function J(ui),  shifted by loo in the u r direction, is plotted as the 
curve in Figure 3.18. Some numerical points from the full solution, i.e. that 
computed using Floquet’s theorem, are shown as dots.
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Figure 3.18: The shape of the loop, for e =  0.01. The solid line shows its shape 
as given by (3.55) and the dots show data generated numerically.
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Figure 3.18 shows that the size and shape of the loop match the numerical 
data over the whole range of u\.  However, it is clear that the ‘centre’ of the 
loop shifts slightly, in the positive u  direction, as e increases and our model 
does not account for this. An explanation for this is given by Figure 3.19. This 
shows numerical data for the shift of the loop cr, measured by measuring the 
u  which gives maximum ki, against e in a log-log plot, log here is taken to be
log,.
log  ( a )
- 6
-6 .5
- 7
-7 .5
-8 .5
-4 .5  -4 .2 5 3.75 -3 .5  -3 .2 5 - 3
Figure 3.19: The shift of the loop cr, for varying e between 0.01 and 0.05. The 
line shown has a slope of exactly 2 .
The line shown in the figure has slope exactly 2, with its ‘intercept’ chosen 
so that it is a good fit for the data. This provides good evidence that the 
shifting of the loop is a second-order effect in e. Unfortunately, the coefficient 
of e2 in a numerical best-fit of this data is about 1.23, so the shift will be quite 
significant for all but very small e.
We may also study the stability of our system in terms of the influence 
of the branch reconnections which form the loop and of the influence of the 
separation of the branches, for non-zero epsilon, marked ** in Figure 3.9.
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Figure 3.20 shows the loop, as given by (3.54) and (3.55), in the complex 
A;-plane, with cOi varying. As Ui is increased, the branch curves which go to 
make up the loop separate into different half-planes and we conclude that the 
process leading to the loop formation does not cause absolute instability.
0.05
Im(co)=0.005
Im(k)
-0.05
- 0.1
0.35 0.450.4
Re(k)
Figure 3.20: The loop in the branch curves, as predicted from the method of 
multiple scales analysis, for Ui =  0, 0.005 and 0.01. e =  0.05. The curves get 
lighter with increasing u r.
We now turn our attention to the separation of the branch curves which 
occurs for slightly higher cjr , shown in Figures 3.21 and 3.22. Figure 3.22 shows 
that when Ui = 0.005 there is a branch curve connecting the two half-planes. 
Thus the absolute instability is due to the separation of the branch curves.
It is worth noting that the behaviour of the loop and separation point at 
uq is consistent with all the quotient-like terms in J (u\)  (equation 3.55) being
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Re(k) 0.32
0.31
0.3
0.3 0.360.32 0.34
Figure 3.21: The separation of the branch curves, as predicted from the method 
of multiple scales analysis, for Ui between 0  and 0 .0 1 , shown as the variation 
of kr with u. e = 0.05. The curves get lighter with increasing u r.
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Figure 3.22: The separation of the branch curves, as predicted from the method 
of multiple scales analysis, for Ui between 0  and 0 .0 1 , shown in the complex 
k - plane, e =  0.05. The curves get lighter with increasing ujt .
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real. This can be shown to be the case. We first note that A ^  is of the form
A(0) =  Z A {I)Z ~ \
where
' 1 0 0 0 0 '
(3.56)
V /
0 1 0  0 0
0 0 1 0 0 (3.57)
0  0  0  * 0
0 0 0 0 1
and Ay)  is a purely imaginary matrix. A ^  itself could be made purely imag­
inary by using the substitutions F' = iG , G' =  iH  in Section 3.2, in place
of F' = G, G' = H. As things are, if the eigenvalues of A ^  and so A(/) are 
imaginary, then the eigenvectors of A (/) will have each component real. So 
each eigenvector of will be of the form
Zx (/ )> (3.58)
where xy) is an eigenvector of A(/). Thus all the components of qj will be 
real, except for the fourth, which will be imaginary. Oq and q 2 can be written 
in this form too. We note next that A ^  has the same form as A ^  in (3.56) 
and A(1+) and A^1-) have similar forms, although with a purely-real matrix ‘in 
the middle’. Thus terms like A ^ q  in (3.55) will be of the form (real, real, 
real, imaginary, real) and terms like A^^q^. or A ^ q ^ .  will be (imaginary, 
imaginary, imaginary, real, imaginary). Looking at the form of the quotient­
like terms in (3.56) it is clear that they will all equate to real numbers.
This point is made because, looking at the derivations in the appendix it 
is expected that similar forms for the terms in J(ui )  could be found for other 
systems with order-e space-periodic variation in the parameters.
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3.6 Three-wave interactions
A three-(or more) wave interaction or resonance is a phenomenon which can 
occur in nonlinear partial differential systems where certain conditions on the 
frequencies and wavenumbers of particular waves are met. Here we will con­
sider only the three-wave case as it is the one relevant to the problem discussed 
in this chapter. Assuming the usual convention (see Chapter 1 ) of making 
wavelike substitutions in to an equation of the form u(x , t) = uoelkx~lu}t, with 
wavenumbers k and frequencies u>, the conditions may be expressed as
h ± k 2 =  k3,
U i ± u >2 = uj3 with, (3.59)
u j =  ljJj(kj)i
for j  = 1,2,3, for a set of three waves in a system. An early description of this 
type of phenomenon, may be found in Phillips [48], for a four-wave interaction 
amongst surface waves on deep water. McGoldrick [41] discovered a three- 
wave interaction between capillary-gravity waves. Examples of simple systems 
exhibiting this behaviour may be found in [20] and [23].
As was mentioned above, these resonances are found in nonlinear systems. 
For small disturbances, i.e. in situations where wave amplitudes are small, the 
nonlinear terms will be very small. As was suggested above, a substitution 
of the form u( x , t) = uoelhx~lu}t satisfying the linear terms of the equation is 
made. By considering uq to be a slowly-varying function of time, a sum over 
such waves can be considered as a solution to the system forced by the very 
small nonlinear terms, i.e. the full system. When three waves exist in the 
system such that (3.59) is satisfied, the amplitude of one is then forced by the 
other two through this nonlinear term.
In systems in which a continuous spectrum of modes/branches exists it is 
clear that there is the potential for (3.59) to be satisfied. The system considered
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in this chapter is one such system and indeed (3.59) is satisfied with k3 and 
u 3 describing the fixed walls of the channel. We will thus label k3 as kwau, 
because it is the wavenumber corresponding to the periodic wall variation. 
Here kwau =  1; uj3 =  0 because the wall does not change with time. Thus, 
it is no surprise that the wavenumbers causing instability correspond to two 
copies of the branch curves, separated by exactly 1 , at the same frequency. 
The previous section can therefore be considered as an example to clarify the 
description above.
Hasselmann [27] notes that the ‘sum’ interaction in (3.59) is unstable and 
the ‘difference’ interaction neutrally stable. However, due to the invariance of 
our system, (3.20), under the transformation k —> —fc, u  —> — u>, both of the 
interactions (at * and at **) can be considered as both sum and difference.
The relationships between wavenumbers and frequencies can be demon­
strated further by changing the value of kwau. Firstly, we put hi =  hioo +  
esin(0.75x) and change h2 accordingly, to keep the base-state interface flat. 
The result is that the branch curves are now separated by kwau =  0.75, as 
shown in Figure 3.23. The interactions still occur in the corresponding places.
We now change kwaii to 0.4. This results in the branch curves shown in 
Figure 3.24. We can see that the situation becomes more complicated. Inter­
actions occur not only where the branch curves are separated by kwau =  0.4, 
but also when they are separated by 2kwau =  0.8. Figure 3.25 shows a close-up 
of part of this figure, to enable easier identification and classification of the 
interactions. The interactions between branches separated by kwau are marked 
‘A =  1 ’ in Figure 3.25, while those between branches separated by 2 kwau are 
marked ‘A =  2 ’. The pluses and minuses following these describe which curves 
the interaction occurs between. A -I- corresponds to a curve which looks, on a 
large scale, like Re(A;) =  + u 2 and a — one that looks like Re(k) =  —u 2.
Classification of these interactions is as follows: ‘A =  1 —, — which de-
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Figure 3.23: The branch curves for a system with kwau =  0.75. e =  0.03.
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Figure 3.24: The branch curves for a system with kwaii =  0.4. e =  0.08.
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Figure 3.25: A close-up of part of Figure 3.24.
scribes the approximately-horizontal straight line in the diagram, is a loop 
(when complex k  is considered). It roughly corresponds to the loop discovered 
in the original case, when k w a u  =  1 . ‘A =  2—, — ’, also an approximately- 
horizontal line, is a new interaction, a smaller loop. ‘A =  2+, —’ is a sepa­
ration similar to, but not corresponding to, the separation for k w a u =  1 (for 
kwaii — 1 there were no ‘A =  2 ’ interactions, thus it cannot correspond). It is 
similar to the k w a u = 1 case, however, in that it describes the reconnection of 
an upstream-travelling and downstream-travelling branch for Wi > 0  and thus 
indicates absolute instability. The ‘A =  1 + ,—’ interaction is the one which 
corresponds to the separation for k w a u =  1. The figure indicates that it has 
become a loop and thus no longer implies absolute instability. An explanation 
for this can be found by considering Figure 3.10. If the dashed horizontal lines 
on this figure are gradually shortened in length from 1 down to 0.4, while keep­
ing their ends on the curved lines, we see that the line connecting curves 1 and
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3 will pass over the turning point of the curve, so that it links curves 1 and 2. 
As these are both downstream-travelling branches, interaction between them 
cannot lead to absolute instability. Another thing to notice from this figure 
and Figure 3.24 is that interactions seem to occur whenever two curves are 
separated by an integer multiple of the wall wavenumber and they are in the 
kr > 0, uj > 0 quadrant or, correspondingly, the kr < 0, u  < 0 quadrant. This 
suggests that ‘A =  3’ connections may exist els well: an additional separation 
appears to occur at u  «  0.26, which has kr ~  —0.14. This may also signify 
absolute instability.
We now consider more complicated, but still periodic, wall geometries, such 
as that given by setting h\ equal to
hgaUss{x) =  e- ( 50* ) 2 -  1 (3.60)
on —7T < x < 7r, repeated with period 27r, in x. This is shown in Figure 3.26. 
h2{x) is set accordingly, to keep the base-state interface flat. The function 
hgauss(x) may be viewed as the sum of its Fourier cosine components, shown in 
Figure 3.27. As would be expected from the theory of Fourier series, the low- 
wavenumber components dominate. The lowest wavenumber in the expansion 
of this 27r-periodic function is n = 1 . It is expected, then, that this component 
would create interactions wherever branch curves, at the same frequency, were 
separated by 1 , or any multiple of 1 (in the upper-right or lower-left quadrants 
of Figure 3.10). Therefore the interactions due to other components, n =  
2 ,3 ,. . . ,  would coincide with those already due to n =  1. The key to the 
branch curve interactions of periodic wall geometries would therefore be the 
lowest-wavenumber Fourier branch of the wall shape, i.e. the one corresponding 
to its period.
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Figure 3.26: hgauss(x) =  e (5°2")  — \  for — n < x  < 7r.
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Figure 3.27: The first hundred Fourier cosine components of hgauss(x), except 
the constant term, which depends only on the position of the curve below the 
x-axis.
CH APTER 3. A CHANNEL-FLOW  PROBLEM 114
3.7 Summary
The stability of stratified thin-layer two-fluid flow in a channel has been consid­
ered. By defining the upper channel wall shape in terms of the lower channel 
wall shape, it is possible to determine an analytic base flow. The spatial stabil­
ity problem for the homogeneous (straight channel) case has been considered 
for a set of parameters which make it convectively unstable. The walls have 
then been made to vary periodically in space and Floquet’s theorem has been 
used to find the wavenumbers of wavelike perturbations of the base flow and 
investigate the signalling problem. Sinusoidal wall variations of any magnitude 
make the flow absolutely unstable. This is due to a three-wave resonance, with 
one ‘wave’ being the channel wall. For the non-sinusoidal periodic wall case, 
the dominant Fourier series component of the wall shape should be sufficient 
to make the flow absolutely unstable.
Chapter 4 
Channels w ith a short-range 
depth variation
4.1 Introduction
We now turn our attention to two problems for which the physical set-up 
is similar to that investigated in Chapter 3, but for which the variation of 
channel width is confined to a finite z-range. The remainder of the channel is 
straight and the sections upstream and downstream of the inhomogeneity will 
be referred to as ‘straight sections’. This problem is again relevant to real-world 
flows through pipes and ducts and solving a stability problem corresponds to 
attempting to determine whether laminar-turbulent transition would occur.
As discussed in Chapter 1 , when considering a stability problem we can 
search for a spectrum of frequencies signifying instability. This could be a 
continuous spectrum or a discrete spectrum (or both). In the problems con­
sidered in Chapters 2 and 3, we have been looking for continuous spectra. As 
discussed in the introduction, for systems such as the one we have described, 
it is common to identify a discrete spectrum of modes and we do so here. 
Firstly, we consider the case where the wall-shape nonhomogeneity is si­
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nusoidal in form. Three sub-cases are considered: a single sine-period, a half 
sine-period and the case of several periods. All three are found to make the 
flow absolutely unstable. In the half-period case, this seems only to occur 
when the wall shape represents a contraction of the channel, for which a single 
unstable mode is found. For the several-period case, several unstable modes 
are found.
Cavity tones are a well-known phenomenon in acoustics (see e.g. [31]). 
They can occur when a fluid such as air, flowing through a channel, passes 
a cavity such as a finite-range enlargement of the channel width. The flow 
may become unstable, creating trapped waves between the ends of the cavity. 
These waves can have important engineering implications as they may lead to 
sound pollution or potentially dangerous structural vibration. It is therefore 
interesting to consider how a cavity-like set-up affects the stability of our two- 
fluid flow. In this chapter we study not only expansions of the channel width, 
but also contractions.
To this end, we consider a rectangular inhomogeneity in the wall shape, 
i.e. a pair of discrete jumps in the channel depth. Jump conditions at the 
two jumps are derived and demonstrated to correspond well with smoother 
transitions, in the appropriate limit. Instability is again found, appearing to 
occur for an expanded section of any length; this is confirmed by asymptotics 
for small length. For a contracted section, instability only occurs when the 
length is sufficiently large. Some analysis is then done of the nature of the 
spatial variation of the unstable eigenfunctions.
4.2 Formulation
One consequence of looking at a finite-range nonhomogeneity is that it gives us 
a definite ‘starting point’ for the system, i.e. it removes the translational sym­
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metry in the streamwise direction. In the systems discussed in previous chap­
ters we have allowed upstream-travelling and downstream-travelling branches 
in any part of the system. In channel flows with a finite-range inhomogeneity, 
it is sensible to restrict this by means of the physical argument that the non­
homogeneity should not be subjected to disturbances coming in from infinity, 
in either direction. All disturbances must then ‘travel away from’ the inho­
mogeneity. This means that we cannot allow downstream-travelling branches 
upstream of the inhomogeneity or upstream-travelling branches downstream 
of it. The restriction is what gives us a discrete spectrum: we will see that 
we cannot find a wavenumber for each frequency, or vice versa, satisfying the 
system of equations - only certain frequencies may be found with this property.
Our strategy for finding such frequencies is as follows: for each complex 
frequency, consider which combinations of upstream-travelling disturbances 
are possible at the upstream end of the inhomogeneity. Compute how such 
disturbances would change as they are transmitted across the inhomogeneity 
and check whether, at its downstream end, they correspond to a downstream- 
travelling disturbance. If so, the frequency is a mode which satisfies the system. 
This is equivalent, of course, to finding singularities of the scattering matrix.
The physical situations considered in this chapter are similar to those in 
the previous chapter. It is important to note that, in the straight sections, any 
disturbance of given frequency is a sum of exponentials with respect to the 
streamwise coordinate and hence we can use the straight-channel dispersion 
relation (3.20) to find four wavenumbers for each frequency. As discussed 
in Chapter 3, two will be upstream-travelling waves and two downstream- 
travelling waves and these may be distinguished by continuation from the case 
of LJi large and positive. To compute the changes across the inhomogeneity we 
use the nonhomogeneous equations (3.17). A consequence of having four roots 
of the dispersion relation is that it is now convenient to reduce the system
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(3.17) to fourth order. This may be done by observing that the fluid velocity 
u2(x) can be written in terms of U\(x) and other variables. We combine (3.10) 
and (3.11) and integrate to give
ui(x)  x (hi(x) +  f (x ))  -  u loohloo -  u2ooh2oo lA
U2(x) = ---------------------M --------------------- ' (41)
The rest of the derivation is similar to the fifth-order case and is considered 
in Appendix A.3.1. It is, however, worth stating here that the fourth-order 
equivalent of (3.23) reads
u'4 =  A4(x ) u 4, (4.2)
with the ‘disturbance vector’, U4 , equal to
u4 — (Ui F  G H )t  . (4.3)
As mentioned above, whereas in previous chapters the distinction between 
upstream- and downstream-travelling branches has only been made to show 
that the branches can satisfy the Briggs-Bers criterion, here we require that 
certain branches do not occur in certain sections. The distinction is made 
by putting u>i large, which pushes downstream-travelling branches into the 
upper half-A;-plane and upstream-travelling ones into the lower half-A;-plane. 
By parametric continuation we may make the upstream/downstream distinc­
tion for any Ui. Note however that, for certain values of <j, one downstream- 
travelling branch does not decay downstream. This branch can be seen in 
Figure 3.2 as the branch which, for u  «  0.1, lies below the line lm(k)=0. In 
the homogeneous case, it corresponds to convective instability. We allow such 
a phenomenon here because we are only looking for specific frequencies which 
satisfy the system. If such frequencies have negative imaginary part, all signals 
decay with time. Neutral modes would thus dominate. If the frequencies have 
positive imaginary part, then the system is unstable. In the unstable case, 
the inhomogeneous section is taken to act as a forcing driving the rest of the
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system. The response to the forcing is convected downstream and grows with 
time. We thus expect that waves which grow away from the inhomogeneous 
section, i.e. in space, may be observed. It seems reasonable to think that this 
situation could occur as a result of an initial-value problem with a spatially 
compact initial condition, provided that only the region in which the initial 
disturbance has had time to have influence is considered. We note that, for 
the examples in this chapter, instability is global in the sense that a discrete 
eigenvalue with uji > 0  provides disturbance growth in the entire channel.
It is important to note that the dispersion relation has branch points, kb 
say, where
r)i. >
=  0. (4.4)
du
dk k=kb
We must thus choose a branch cut coming from such points. For the set of 
parameters chosen in Chapter 3, there are two such points on the real k-axis, for 
u  «  ±0.4151. When performing our continuation from Ui large, to distinguish 
upstream- from downstream-travelling branches, it is important that we do 
not cross such a branch cut. In fact, the natural choice for a branch cut here is 
along the positive (for the branch point with u  = +0.4151) real cj-axis. This 
is sufficient as a choice because we are only interested in modes which grow, 
i.e. have Ui > 0. It is assumed that there may be neutral modes (with real u) 
which would dominate any decaying solutions.
Finally, we note that the straight-channel dispersion relation is invariant 
under the transformation uj —> —u, k —► —k. To save on computation we will 
restrict ourselves to u r > 0 .
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4.3 Channels w ith a short-range sinusoidal vari­
ation
We now consider channels with a short-range variation in depth, similarly to 
before, but with a single period or half-period of sinusoidal variation in depth. 
Figure 4.1 shows the general geometry under consideration for systems with a 
limited-range depth variation.
y
<3><2><1> 0.5
- 2
-0 .5
Figure 4.1: The general set-up considered for channels with a short-range 
depth variation. Other parameters and flow variables are as in Figure 3.1. For 
convenience of reference in the text, we divide the channel into three sections. 
Section (1 ) is the straight upstream section, section (2 ) has varying depth and 
section (3) is the straight downstream section.
Initially, we put L = 2n and assume the magnitude of the variation to be 
e so
1 +  e sin(x) 0  < x < 2n
(4.5)
1 elsewhere.
h2(x) is again defined in terms of h\(x), by means of (3.15), in order to keep
hx(x) =
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the base-state interface flat. The sharp corners in the wall shapes, at x = 0 
and x  =  L, raise two possible questions. The first concerns whether sharp cor­
ners are valid in the long-wave/thin-layer approximation used in this, and the 
previous, chapter. It is assumed, however, that the corners could be smoothed 
sufficiently to remove this issue, without significantly changing the results ob­
tained. This will be commented on further for the example considered in 
Section 4.4. The second question is whether a jump condition is required for 
the disturbances as they cross x =  0 and x  =  L. To check this, we assume that 
the interface slope, G, is continuous across a short range extending either side 
of x = 0 (or x = L). This may then be used to show that the other distur­
bance variables, i.e. U\, F  and H , are also continuous, so no jump condition 
is required. A similar analysis to this is performed in Section 4.4.
As mentioned in Section 4.2, we search numerically across the u r > 0, Ui > 
0  quarter-plane, starting with Ui large and using continuation to distinguish 
upstream- and downstream-travelling branches. Parameters for the problem 
are the same as those chosen in Chapter 3, i.e. Uioo = 0.8, U200 — 1? 7  — 0-5, 
gp = 0, pi = P2 = 1, so that ‘downstream’ means ‘to the right’. Figure 4.2 
shows the results of the search, with e =  0.2. There appears to be exactly one 
frequency Uo «  0.462834 +  0.000785z for u r > 0 and cj* > 0 which solves the 
system; thus, the spectrum is discrete.
We may then consider how this uq varies as a function of e. The results of 
this are shown in Figure 4.3. By considering a curve fit to data similar to those 
shown in the figure, for very small e, we see that u o tends to a real-valued limit 
as e —> 0  and that difference between the real part of uq and the value of lo0 in 
this limit varies like e4. The variation of the imaginary part is of even higher 
order.
We now consider the situation where L =  7r, so that there is only a half­
period of sinusoidal variation in the channel walls. Numerical results imme-
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Figure 4.2: A complex u -plane plot of the (single) solution to the limited- 
range sinusoidal-depth-variation problem for e =  0.2. It is plotted in this way 
to emphasise the fact that a search over a large area of the u;-plane was used to 
locate the frequency of the mode. In fact, a much larger region was searched 
than is shown.
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Figure 4.3: The movement of u 0 in the complex cj-plane, as a function of e 
when L = 2 tt. The labelling extends to all points in the obvious way.
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diately indicate that there are no solutions for positive e, but that some exist 
for e < 0. Thus, only channels having a contraction, in the sense that they 
become thinner for a short x-range, appear to support these branches. Figure 
4.4 is the equivalent of Figure 4.3 for this situation. Finally, we note that for
Im(co)
0.0014
0.0012
0.001
0.0008
•  £ = - 0.200.0006
0.0004
e=-0.150.0002
 .
0.42 0.44 0.46 0.48
Re(co)
0.5 0.52
Figure 4.4: The movement of uo in the complex u;-plane, as a function of e 
when L = 7T. The labelling extends to all points in the obvious way.
a larger number of periods of wall variation, we appear to get more than one 
u  which solves the system. For small n E N, it appears that, when L = 2ttn, 
n solutions u 0j ,  j  =  1 . . .  n of the system appear. The ‘motion’ of these w0j(e) 
in the u;-plane is more complicated than in the simpler situations. The case 
L = 107T, e =  0.2 is shown in Figure 4.5.
Returning to the half-period (L = n) case, the variation of u r appears, 
from curve fitting to the data in Figure 4.4, to be second-order in —e. Despite 
this, it appears that finding asymptotic solutions which match the parameters 
given above is a difficult task and so we move on to simpler geometries.
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Figure 4.5: Solutions to the limited-range depth problem for L  =  107T, in the 
complex u;-plane, for e =  0 .2 .
4.4 Flow past rectangular steps
Consider a two-fluid channel flow past an isolated rectangular step on each 
side of the channel. A typical set-up is shown in Figure 4.6.
The differential system describing the flow in each of the sections marked 
(1 ), (2 ) and (3) is essentially as before. As each of these sections is straight, 
each disturbance is a sum of harmonic waves whose wavenumbers may be 
found, for a given frequency, by means of the dispersion relation for a straight 
channel, (3.20). While we may use this equation unmodified in sections (1) 
and (3), using uioo, u2oo, ftioo, h2oo as the base-flow velocities and depths in 
these sections, it is clear that in section (2 ) the corresponding equation is
~ ku i{2))2 +  - p - { u  ~  ku2{2))2 = gk2 +  7 /c4, (4.6)
ft1(2) ft2<2)
where quantities marked with a subscript (2 ) correspond to the base flow in 
section (2) determined, when hi(2) is specified, by (3.12) and (3.15). u  will 
be the same as in sections (1) and (3), but the values of k will be different. 
As discussed in Section 4.2, for the system to be fully satisfied and physically
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Figure 4.6: The set-up for flow past a rectangular step. Other parameters and 
flow variables are as for Figure 3.1. Section (1 ) extends infinitely upstream 
and section (3) infinitely downstream. Section (2 ) has a different depth and 
the jumps at x = 0 and x — L  are taken to occur over an infinitesimal x-range.
reasonable, only the two upstream-travelling branches for a given frequency 
are allowed in section (1 ) and the two downstream-travelling ones in section 
(3). All wavenumbers (k-values) satisfying (4.6) are allowed in section (2).
We must also take into account the discrete jumps at x  =  0 and x  =  L. 
The disturbance vector (see equation 4.3) will not be continuous across such 
jumps and we must determine a set of physically-reasonable conditions for the 
change in the disturbance vector across each jump. To do this, we create a 
matrix, B jUmp, such that
U4 — Bjump^-4 ? (^*7)
where U4 and u j  are the disturbance vectors before and after the step respec­
tively. B jUmp will depend on parameters such as and /i+, the depth of the 
lower fluid before and after the jump. We consider an approximate integral of 
our system across a very short x-range, (—e, e), where the jump is assumed to 
be at x =  0. Any terms which tend to zero as e —> 0  are taken to be continuous
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across the jump.
We begin by saying that G, the slope of the interface, should be continuous 
across a jump. Thus
G+ = G~~ (4.8)
and so, as G = F' we have
J  Gdx = J  F'dx = [F]l e =  F + -  F~, (4.9)
but, as G is continuous across the jump, f ^ e Gdx can only be 0(e) and thus 
tends to zero. We have
F + = F " , (4.10)
as well. We now consider the change in JJ\. Equation (A. 17) gives us
iuF -  {u10Fy = (u1h1y t (4 .ii)
which gives, upon integration,
iu F d x  — (ujo — uj"0)F~ = h* — . (4-12)
The part under the integral sign will tend to zero as e —► 0 and so we get
(4.13)
/:
^ 1  t t -  I u 1 0  U W  F ~
The final part of the jump matrix Bjump follows similarly, although many more 
terms are involved. The form of B]Ump is thus given by
( h^_
h+
u 1 —u l  
h+ 0 0
0 i 0 0
0 0 1 0
B j u m p ,  (41) B j u m p ,  (42) 0 1
\
(4.14)
where
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and
R j u m p ,  (42)
Justification for the assumption that G + =  G ~ , and hence the form of B jump 
given above, can be found in the numerical results to be discussed below. First 
we consider the complex frequencies which satisfy our system of equations, 
with the jump conditions as above. The results of this, with the parameters 
/iloo — 1; ^ 2oo =  1? ^loo =  0.8, ll2oo = lj Pi = I? P2 =  1) T =  0.5, Qp = 0, 
L  =  6.7, and the height of the obstacle in the lower wall, Ahi, equal to 0.2, 
are shown in Figure 4.7. We immediately note that such a flow can have more 
than one complex u  with > 0 , unlike in the case considered in the previous 
chapter for a half-period sinusoidally-shaped obstacle.
0.0025
0.002
0.0015
0.001
0.0005
Figure 4.7: The complex frequencies which satisfy our system of flow past 
rectangular obstacles on the channel walls. The length and height of the 
lower-wall obstacle, in our nondimensional units, are 6.7 and 0.2 respectively. 
All other flow parameters are the same as for previous problems.
We can now provide some evidence that we have made the correct choice 
of jump conditions. Consider flow past an obstacle which is approximately
CO;
0.45 0.5 0.55 0.6 0.65
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step-shaped, but with the ends rounded off so that solutions to the system 
can be found by integrating directly. We look at the limit as the ends become 
a discontinuous step. The channel geometry is as shown in Figure 4.8. The 
function which describes the hump shape, between 0  and 77L, is taken to be
■hloo
h(x) = < (4.17)
x <  0
0 < z <  f
h\oo +  A/ll ^ 1  +  ( ( ^ )  ~~ 2)  )  ^  < x < v L
—h\oo +  A/ii x  > 77L.
This function of ^  is chosen because it is continuous up to its third derivative. 
The same function, reflected and translated in x,  is used to describe the other 
end of the step, for L <  x <  (1 +  r))L. A/ii is the height of the step.
Ah)
Figure 4.8: The shape of a rounded obstacle past which fluid flows. We consider 
the limiting case of 7/ —> 0 and demonstrate that it corresponds with the jump 
conditions for a rectangular obstacle.
The frequencies, with u r > 0 and Ui > 0, which solve the system, as 77 is 
varied, are shown in Figure 4.9. By curve-fitting to the points we extrapolate 
back to 77 =  0 and find frequencies of u  = 0.59955 +  0.00069408i and u  = 
0.46904 -I- 0.0021566i. These are in good agreement with the jump-condition 
calculated values of u  = 0.59955 +  0.0069409« and u  = 0.46905 -I- 0.0021564i, 
shown in Figure 4.7.
We conclude from this that the matrix B jump describes a physically rea-
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Figure 4.9: The real and imaginary parts of the variation of u  with 77, the 
‘smoothness’ of the ends of the obstacle. The height, A/ii, of the obstacle is 
0 .2 , and the length, L, is 6.7. Other parameters are as for other problems.
sonable jump condition. It appears, however, to allow some reflection at the 
ends of section (2 ) and an explanation for the observed instability is as follows: 
a disturbance travelling downstream in section (2 ) is (partly) reflected at the 
downstream end and sends a signal back upstream. This too is reflected, at the 
upstream end, through the jump conditions, creating a feedback loop. If this 
feedback exists for a frequency with positive imaginary part, then the overall 
disturbance in section (2 ) will grow in time. Section (2 ) can then act as an 
oscillator driving growing signals travelling up and down the channel. The 
frequency hence represents an unstable global mode. As suggested in Section 
4.1, the downstream influence may not even decay downstream in space, al­
though we will later show that, for channels such as the one just considered, 
which have a contracted section, the downstream influence does indeed decay 
downstream.
The good correlation between systems with discrete jumps at x = 0 and 
x = L and those with smoothed ends provides evidence for the assumption in 
Section 4.3 that ends could be smoothed without significantly affecting results.
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4.4.1 Channels with a contraction
We have already considered an example of a channel with a contraction above 
(with L =  6.7 and Ah\ = 0.2). We now wish to further investigate the variation 
with L. We keep Ah\  =  0.2 and vary L from 0 to 50. Other parameters are 
as for other problems (hioo =  1, h2oo =  1> ^ioo — 0-8, u2oo =  1, Pi =  1» 
p2 = 1, 7  =  0.5, gp = 0). The results are shown in Figure 4.10. We see that 
short lengths can create the largest instability (i.e. largest Ui). The flow is 
unstable for all L considered, but the size of the largest w* (the most unstable 
mode) decreases as L increases. A new unstable mode appears every time L 
is increased by approximately 4.4.
It is interesting to note how the frequencies ‘move around’ in the complex 
cj-plane. Thus we plot, for several values of L, the position of the frequencies 
which satisfy the system (i.e. equation (3.20) in sections (1 ) and (3) and equa­
tion (4.6) in section (2) with the boundary and jump conditions described) in 
Figure 4.11. We see that an unstable mode appears immediately, i.e. for L 
small, and moves up and rightwards for increasing L, as would be expected 
from Figure 4.10. It then moves down and up in a zigzag fashion while moving 
slowly rightwards. As L is increased further, another mode appears and then 
another and so on. All progress slowly rightwards, with up-down zigzags of 
decreasing magnitude appearing to tend ultimately towards (real) u  «  0.65. 
A close-up of the L = 200 case is shown in Figure 4.12
Looking at Figures 4.10 to 4.12, we see that modes exist with real parts 
only between u r «  0.41 and u r «  0.65. It is interesting to try to use this 
observation to say more about the way in which the branches satisfy the system 
of equations. Consider the four roots of the ‘dispersion relation for section (2)’,
(4.6). The real and imaginary parts of these are shown, for positive real 
in Figures 4.13 and 4.14. These essentially represent the continuous spectrum 
which would be seen in an infinite pipe with the depths and velocities of the
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Figure 4.10: The real and imaginary parts of u, as L is varied, for a channel 
with a step-shaped contracted section. The height, A/ii, of the obstacle is 0 .2 . 
Other parameters are as for other problems. Each curve represents an unstable 
mode. The gaps in the u r curves appear because we only consider Ui > 0 due 
to the branch cut along the u>r axis in the dispersion relations (3.20) and (4.6); 
when the modes pass below this axis we do not show them on either graph.
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Figure 4.11: The motion of modes satisfying the system described in the text, 
for systems with a contracted section, as the length of the contraction is varied. 
The full set of parameters used and a discussion may be found in the text.
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Figure 4.12: A close-up of the L = 200 case in Figure 4.11.
base flow as they are in section (2 ). We see that u  = 0.648893, close to the 
apparent largest u r for which solutions to the full system, i.e. that of a pipe 
with a contraction, occur, is significant. For a range of real u  less than this, 
all four branches are neutral. This suggests that the waves which transmit 
disturbances across section (2 ) of the full system are approximately neutral. 
(Recall that, in Figure 4.14, w G l ,  which is not quite true in the full system.) 
Figures 4.13 and 4.14 also illustrate that the layout of the branches in the 
contracted section is the same as for the ‘normal-width’ system, i.e. there have 
been no new branch reconnections. This confirms that the middle section is 
locally convectively unstable.
We now consider the waves transmitted, for frequencies satisfying the sys­
tem, in sections (1 ) and (3). Here the dispersion relation is (3.20). Figures 4.15 
and 4.16 are equivalent to 4.13 and 4.14 for this dispersion relation. We see 
that now the value u  =  0.415127, close to the smallest u r for which solutions to 
the full system are seen, is significant. For u T larger than this, two of the modes 
are non-neutral but have equal real parts. We conclude that the eigenfunc­
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tions corresponding to instability in this system comprise one rapidly-decaying 
and one slowly-decaying wave in the upstream section, four near-neutral waves 
in section (2 ) and one rapidly-decaying and one slowly-decaying wave in the 
downstream section. The real parts of the wavenumbers corresponding to 
these waves are fairly small and so the long-wave approximation used in the 
derivation of the base flow equations remains valid.
We now attem pt an asymptotic analysis of the short-length case. Good 
agreement, to second order in L , can be achieved; see Appendix A.3.2. We 
arrive at (A. 104 again)
(Qd,0 Hu,0 Qnit,l,u> Qo)
(  \m di i
u^,l 
— 2  y/U2
V )
where all symbols are as given in the appendix. Putting in values gives u 2 =  
0.03780, in good agreement with the curve fit to Figure 4.17. However, this 
only describes the real part of the variation of u> with L. To get the imaginary 
part, 0 ( L 3) asymptotics would need to be considered and we do not do so 
here.
The variation of u  with A h \ , the height of the obstacle on the lower wall, 
is considered in Figure 4.18. We see that, as the obstacle becomes larger, the 
system admits more unstable solutions and that these solutions each become 
generally more unstable.
4.4.2 Channels w ith an expansion
An obvious alternative to studying channels with a contracted section ‘in the 
middle’ is to study channels with an expanded section. The computation is 
much the same as before, but with A hi =  —1 . All other parameters are 
kept the same. This set-up appears not to be unstable for small L. However,
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Figure 4.13: The dispersion relation, (4.6), corresponding to an infinite channel 
with the same depths and base-flow velocities as are in the middle section of 
our channel with a rectangular contraction, using the set of parameters used 
in Section 4.4.1. Here the real part of k is plotted for real u. Although the 
branches are continuous functions of lj, we plot them discretely using symbols 
which allow them to be distinguished where they overlap one another. The 
continuation of each branch is as it would be were a small positive imaginary 
part added to u. The branches marked x and +  meet at k(, from (4.4) when 
u  =  0.648893.
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Figure 4.14: As Figure 4.13 but with the imaginary part of k plotted for real
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Figure 4.15: The dispersion relation, (3.20), corresponding to an infinite chan­
nel with the same depths and base-flow velocities as are in the straight sec­
tions, (1) and (3), of our channel, with hioo =  1, /i2oo =  1> u io o  = 0.8, U200 = 1, 
P i = 1, P2 — 1, 7  =  0.5, g p =  0. Here the real part of k  is plotted for real u. 
Although the branches are continuous functions of w, we plot them discretely 
using symbols which allow them to be distinguished where they overlap one 
another. The continuation of each branch is as it would be were a small pos­
itive imaginary part added to u. The branches marked x and +  meet at kb 
from (4.4) when u  = 0.415127.
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Figure 4.16: As Figure 4.15 but with the imaginary part of k plotted for real 
u.
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Figure 4.17: The real and imaginary parts of the variation of co with L, for 
L small. The height, A/ii, of the obstacle is 0.2 and other parameters are 
as for other problems. Fitting curves of the form a +  bxc to the real and 
imaginary parts separately, we arrive at 0.41513 +  0.03782L1" 9 +  (—9.05 x 
10" 12 +  0.02495L2" 8)z.
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Figure 4.18: The variation of the real and imaginary parts of u  with Ah\. 
L =  6.7. The gaps in the u r curves occur when Ui goes below 0, which we do 
not consider.
instability occurs for lengths beyond L «  57, with the system becoming more 
unstable as the length of the expanded section increases (Figure 4.19). The 
results here agree with [65], which considers them in terms of feedback between 
the ends of the expanded section.
Similarly to the contraction case above, we now attempt to gain further 
understanding by looking at the range of observed frequencies satisfying the 
system, for various L. The ‘motion’ of these frequencies, in the u;-plane, is 
shown in Figure 4.20. A first mode appears for L «  57, moves up and right­
wards and then down and disappears, i.e. moves below the real o;-axis. This 
means it becomes a decaying mode and we do not consider it further. A sec­
ond mode appears and behaves similarly. After this, two modes appear for 
similar L values, before moving rightwards and disappearing. Eventually sev­
eral modes appear and, although each mode ultimately disappears, there are 
always some modes for any L larger than about 62. Increasing numbers of 
modes appear, with the overall level of instability increasing; see Figure 4.19. 
For very large length, the modes appear to begin to approximate two lines of 
a continuous spectrum.
In order to perform an analysis of the form of the eigenfunctions corre-
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Figure 4.19: The real and imaginary parts of cj, as L  is varied, for a channel 
with a step-shaped expanded section. Ahi  =  — 1 and other parameters are as 
for other problems.
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Figure 4.20: The motion of modes satisfying the system described in the text, 
for systems with a expanded section, as the length of the expansion is varied. 
The full set of parameters used and a discussion may be found in the text.
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sponding to unstable modes, as was done in the previous section, we now 
plot the dispersion relation (4.6) for the base-flow velocity and depth of the 
expanded section in Figures 4.21 to 4.24. It is, however, more difficult to de­
termine what the requirements on the waves comprising the eigenfunction are. 
Frequencies satisfying the system seem to have real part between 0 and ~  0.14. 
Their imaginary part seems to be less than ~  0.01, although it is unclear if 
this remains true as L —> oo. In section (1), looking at Figure 4.16, there 
will be two near-neutral waves. In section (2) (Figure 4.24), all four waves 
will be fairly near-neutral. In section (3) we can see that one wave will decay 
downstream. The other, for the values of Ui which are slightly larger than 0, 
will grow downstream. However, Figure 3.4, for which Ui = 0.012, suggests 
that for the largest observed, this too may decay downstream. Again, we 
note that the real parts of the wavenumbers are fairly small and the long-wave 
approximation remains valid.
Figures 4.23 and 4.24 also demonstrate that, as was the case for a channel 
with a contracted section, the flow in the middle section of this set-up has the 
same layout of branches as the ‘normal-width’ case. We conclude that it is 
also locally convectively unstable.
As discussed above, the instability in these systems can be explained in 
terms of a feedback loop formed using the jump conditions at x = 0  and 
x — L. The mechanism for the feedback in an expanded section is the same as 
that described above for a contracted section. Here, however, we will, for some 
disturbances, observe growth downstream. The apparent discrepancy between 
our explanation of section (2 ) as an oscillator driving influences elsewhere and 
the infinite growth downstream in space may be explained as follows: the 
oscillator viewpoint is derived from the idea of an initial disturbance reflected 
back and forth in the middle section. It is thus an initial-value problem. As was 
explained in Chapter 1 , the eigenvalue approach to these systems describes the
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infinite-time asymptotics. We may thus understand our predicted downstream- 
growing eigenfunction as an infinite-time limit of the oscillator description.
4.5 Summary
Using a fluid-dynamical model similar to that considered in the previous chap­
ter, two set-ups have been considered for two-fluid flow through a straight 
channel with a finite-range nonhomogeneous section. Unlike in Chapter 3, we 
have only allowed disturbances which emanate from the nonhomogeneity, dis­
allowing those coming from infinity. In the first set-up, the nonhomogeneity 
was sinusoidal in form. In all the cases considered, except that of a half-sine- 
period expansion, global instability has been found. For a multiple-period 
wall deformation, multiple instability modes have been found. In the second 
set-up considered, the nonhomogeneity was rectangular, corresponding to a 
short-range, sudden, contraction or expansion of the channel. Instability has 
been observed for a contraction of any length and increasing the length, in gen­
eral, decreased the instability. For an expanded section, there was a minimum 
length for instability to be seen, but increasing length gave increasing insta­
bility. It is worth emphasising once again that the globally unstable modes in 
these examples are not related to a region of local absolute instability in the 
flow.
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Figure 4.21: The dispersion relation, (4.6), corresponding to an infinite channel 
with the same depths and base-flow velocities as are found in the middle section 
of our channel with a rectangular expansion, using the set of parameters used 
in Section 4.4.2. Here, the real part of k is plotted for real u. Although the 
branches are continuous functions of a;, we plot them discretely using symbols 
which allow them to be distinguished where they overlap one another. The 
continuation of each branch is as it would be were a small positive imaginary 
part added to uo. The branches marked x and +  meet at kb from (4.4) when 
to = 0.156982 and those marked x and with a small O meet at co = 0.139673.
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Figure 4.22: As Figure 4.21 but with the imaginary part of k plotted for real 
u.
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Figure 4.23: A close-up view of part of Figure 4.21.
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Figure 4.24: A close-up view of part of Figure 4.22.
Chapter 5
Flow past an aperture
5.1 Introduction
The aim in this chapter is to investigate the stability of another fluid flow with 
possible feedback interaction of disturbances in a confined geometry. Com­
pared to the study in Chapter 4, the set of disturbance eigenfunctions is ex­
pected to be complete, so tha t any initial condition may be represented in 
terms of this set. Therefore, the eigenvalues of the finite-range stability prob­
lem can be used to describe completely the evolution of disturbances.
As was mentioned in the previous chapter, cavity tones are a phenomenon 
which can have important consequences in engineering applications. When 
fluid flows over an aperture in a wall, it is known tha t disturbances may prop­
agate back and forth across the aperture at certain frequencies (see [31]). This 
fluid-structure interaction can potentially lead to sound pollution and damag­
ing structural vibration. The problem we study in this chapter is related to 
this. Here, however, we axe interested in looking for instability when different 
fluids flow above and below the cavity.
The set-up is again physically similar to that in Chapters 3 and 4. Two- 
fluid flow in a narrow straight channel is considered. The two fluids have a
149
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rigid partition between them in the two semi-infinite regions — oo < x  < 0  and 
L < x  < oo and are in contact in the range 0 < x < L. The solutions to the 
stability problem for this set-up are then determined by the end conditions 
at x  — 0  and x  =  L, where we assume that the fluid-fluid interface remains 
smoothly attached to the ends of the partition. However, unlike the case in 
the previous chapter, flow in the semi-infinite regions is sufficiently simple to 
support only neutral disturbances and we do not have to concern ourselves 
with whether such disturbances should be upstream-travelling or downstream- 
travelling.
Firstly, some numerical results are shown. After this, an alternative for­
mulation of the problem is derived by analysing the waves travelling between 
the ends of the system. This leads to some results for special cases where the 
frequency is restricted, including an approximation for the rate at which such 
a frequency tends to its infinite-range limit.
We show th a t the idea of feedback between waves propagating in opposite 
directions can be used to deduce an approximation for the distribution of the 
eigenvalues when the spatial range is large. The disturbances in the unparti­
tioned section may be viewed as combinations of waves whose wavenumbers 
are obtained from the straight-channel dispersion relation. This idea leads to 
a criterion for the waves to satisfy the end conditions. By considering the co­
efficient, in the long-length limit, of the most dominant wave in this criterion, 
we are able to find approximate solutions to the system and end conditions.
The significance of feedback in the disturbed flow can once again be seen 
by comparing the distribution of eigenvalues when the length tends to infinity 
in this problem and in the Ginzburg-Landau modes discussed in Chapters 1 
and 2. If the disturbed flow is free from feedback, as in the Ginzburg-Landau 
model, the finite-range problem produces only eigenvalues in the lower half-u;- 
plane, unless the flow is absolutely unstable. In a feedback system, unstable
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eigenvalues can be found for sufficiently large length even if the flow remains 
locally convectively unstable.
At the end of the chapter, a comparison is made, in the long-length case, 
with the examples from the previous chapter.
5.2 Formulation
We consider a flow in a channel containing two fluids with rigid, straight, outer 
walls. Between the fluids we suppose there to be a rigid partition, in which 
there is an aperture of finite length. The properties of the fluid-fluid interface 
in the aperture region are determined by surface tension, in the long wave 
approximation. We also make the assumption tha t the ends of the fluid-fluid 
interface remain smoothly attached to the ends of the partition. This can be 
regarded as a simple version of a flexible wall between two fluids and may 
be compared to the model used in, for example, [63] for a flexible wall. The 
reason for requiring the interface to remain attached to the solid walls is that 
this leads to reasonably simple end conditions for reflecting disturbances. The 
set-up is as shown in Figure 5.1.
y
P2,U2
() L  
Pi > ui
Figure 5.1: The set-up being considered, with a finite aperture between two 
fluids in the range 0 < x < L.
It is clear that, in the range 0 < x < L, the set-up is exactly as in each 
of the sections (1), (2) and (3) of the channel considered in Chapter 4. The
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base flow is uniform and small disturbances can be written in the form etkx wt, 
where k and u  satisfy the dispersion relation (3.20 with h \ ^  and h2oo replaced)
-  uiook)2 +  -  u2ook)2 =  gpk2 +  7 k4. (5.1)
hi h2
Note tha t we are now using uioo and u2oo to represent base-flow velocities. 
Consider the flow in the the two semi-infinite regions separated by solid walls. 
The base flow here is as in the section 0 < x < L, i.e. uniform flow. To derive
equations describing the evolution of small disturbances, we begin with the
usual thin-layer inviscid approximation (Section 3.2, Appendix A.2 .1 )
duh2 duh2 duh2 1 dpiy2 ( ._  +  Uli2_ + „u _  =  _ _ _  (5 .2 )
du\ 2 dv\ 2Tsr+7iif-°' <5-3>
=  0. (5.4)
dPi ,2
dy
We now repeat an argument th a t was used in Section 3.2. We again wish the 
flow to be everywhere irrotational; the condition for the circulation to be zero 
is =  0, by means of the scaling argument used in tha t section. Thus u \y2 
are functions of x  and t only.
Integrating the continuity equation (5.3), at any x-station, w.r.t. ?/, between 
the upper and lower walls of the straight sections of the channel and using the 
fact th a t v = 0  at these walls, we have
/ l ^ dj/ =  ( 0 ' (" ' l l ) ) ^ = 0 ’ (55)
for the lower fluid and a similar expression for the upper one. We conclude 
that
^  =  0. (5.6)
dx
This, combined with the condition =  0, reduces the momentum equation
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which essentially gives us a way to calculate the pressure distribution for any 
given velocity distribution. Thus matching at x  =  0 and x  =  L  is trivial: the 
upper and lower fluids, in the sections where they are separated by rigid walls, 
move with no x -  or ?/-variation in their velocity and adopt the velocity of the 
edges of the 0 < x  < L  region.
We can now deduce ‘end’ conditions for the finite-length aperture section. 
As, by our assumption, the fluid-fluid interface remains smoothly attached to 
the rigid wall at its ends, we choose
F(  0) =  G(0) =  F(L) =  G(L) = 0, (5.8)
where F  and G are the height of the interface and its x-derivative, as in 
Chapters 3 and 4. Thus, our system of small disturbances is governed by
^  =  A.U4 , 114(0 ) =  (r, o o r2)r, U4 (L) =  (r3 o o r4)r, (5.9)
with A \  as in (A.58) and where the values of Ti, T2 , T3 and ^  are unimportant. 
Solutions to our system, on the range (0, L),  are given by
4
114 =  (5-10) 
j=i
where ikj axe the eigenvalues of the matrix A* (roots of the dispersion relation 
(5.1) for a given uj) and are the corresponding eigenvectors. We begin 
by evaluating some numerical results, putting in our usual set of parameters 
(uioo =  0.8, u2oo =  1, hi = h2 =  1, pi =  P2 =  1, 9P =  0, 7  =  0.5) and 
varying L.  We note th a t these parameters, when applied to the infinite-range 
interface case discussed in Section 3.3, corresponded to convective instability. 
We conclude that, if the middle section were infinite in extent, the flow would 
be convectively unstable.
The numerical results are shown in Figure 5.2. We see that, for short L, 
the system is neutrally stable. As L  is increased, instability first occurs at 
about L  =  3.46. Note that, as in the previous chapter, there is no distinction
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Figure 5.2: The complex w-plane, showing eigenvalues of our system for various 
lengths L.
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here between convective and absolute instability and every growing mode will 
behave like absolute instability, growing at any spatial location. Increasing L  
further causes the system then, temporarily, to become more unstable, before 
becoming neutrally stable again as more neutral eigenvalues ‘arrive’ from u r = 
± 0 0 . The pairs of eigenvalues move towards each other and then move out 
into the plane as they meet.
We note also th a t the eigenvalues appear to be symmetric in both real and 
imaginary parts. This will be shown to be the case in Section 5.4, but, from 
now on, we will concentrate on the first quadrant of the plane. We expect also 
that, as L  increases, there will be an increasing number of eigenvalues. We 
show this in Figure 5.3.
The figure shows th a t the number of eigenvalues does indeed keep increasing 
with increasing L, increasing by 1 every time L  increases by about 3.5. By 
looking at the cases for L > 20 we see that the positions of the roots become 
approximately periodic in L. This will be discussed further in the next section. 
We now look at some results for L  large, Figure 5.4.
We compare Figure 5.4 with the dispersion relation for real k , Figure 5.5. 
We see that, even for L  «  500, the purely-imaginary eigenvalues are not nec­
essarily close to 0. In the next section, we will see that, in fact, the purely- 
imaginary eigenvalues do tend to zero as L  —> oo, albeit very slowly, although 
the dispersion curve for k € K is not the limit of the other eigenvalues.
We now discuss an explanation for the instability observed in Figures 5.2, 
5.3 and 5.4. A growing global mode can be observed in a system which, if 
infinite, would be convectively unstable. This is due to feedback between 
the end conditions in the finite-range case. A signal travelling downstream 
(rightwards) will grow as the system is ‘convectively unstable’. It will be 
reflected at the downstream end, through the end conditions, and travel back 
upstream. If its upstream decay is sufficiently slow, it can then be reflected
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Figure 5.3: The complex cj-plane, showing eigenvalues of our system for various 
lengths L , larger than before.
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Figure 5.4: The complex u;-plane, showing eigenvalues of our system for two 
large values of L.
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Figure 5.5: The dispersion relation for the infinite-range system, i.e. the 
straight-channel system considered in Chapter 3, showing complex a; as a func­
tion of real k.
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again at the upstream end, leading to a feedback loop and global growth in 
time. Hence, a growing global mode will be observed.
We now briefly show th a t the phenomenon of being convectively unstable 
in the infinite-range case and unstable in the finite-range case does not hold 
for systems which do not exhibit feedback. In Section 2.4, we showed that the 
linearised Ginzburg-Landau equation (equation (2 .1 ) with e =  0)
XLi -|- CUX == XLxx +  boii, (5.11)
2
was convectively unstable for 0 < b0 < In Section 1.5, we considered 
the same equation, with the coefficients labelled differently, in a finite range. 
The resulting solution, with coefficients labelled as in (5.11), for the range 
0  < x  < 7r is
u{x, t) =  Sin (nx) , (5.12)
for any n. This decays in time when the condition for convective instability in
the infinite-range case is met and so is stable. This is, therefore, an example of
a system with no feedback which is convectively unstable for an infinite-range 
problem and stable when confined to a finite range.
5.3 A scalar formulation
We now describe an alternative formulation of the problem, in terms of scalar 
quantities. In order th a t the disturbances propagating in the range 0 < x < L 
can match with those outside this range, we require that the surface height 
and slope equal zero at x  =  0 and x  =  L, as before. Solutions to our system 
are given by (5.10). Thus, at x  =  0 we have
Qi Q2 Q3 q4
\ (  r  >ai r0,i
0  2 To,2
03 To,3
04 j r °,3 )
(5.13)
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with r 0,2 =  0, To,3 =  0 and any r 0,i and To,4 . At x  =  L, we have
qi q 2 q3 q4
( , i k \ L
0
0
0
0 0
0
jkzL
0
0
0
yikiL
\  (  \  ai
Q>2 
Q*
v “ 4 /
( r  N1 L,\ 
^L,2 
Tl,3
F t -4 /
(5.14)
with T l )2 =  0, T l ,3 =  0 and any Tl,i and Tl,4 . We write this as
R qDe
\ (  r  \Oi r L, 1
0>2 r*L,2
<23 Tl,3
\  0,4 ) r L,4 /
(5.15)
for notational convenience. Combining the important parts of (5.13) and (5.15) 
we get 
/ /
\ \
\ / \ \
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
Rq + RqDe
0 0 0 0 0 1 0 0
0 0 0 ° J 1 ° 0 1 ° J
(  \  ai
&2 
0>3
“ 4 /
(  r  Ni  0,2 
To,3
^L,2 
F i ’3 )
or
01 ,(2)
01,(3)
i k \L01,(2)6
02 ,(2)
02,(3)
ikiL02,(2) 6
y Qi,(3)eik' L q2,(3)eik2t
1 0   ^
0  
0
V0 /
(5.16)
\ \ / f t \
03 ,(2) 04 ,(2) a . 0
03 ,(3) 04 ,(3) Q>2 0
<?3 ,(2) e ife>i 94 ,(2) e ifc |i fl3 0
9 3 ,(3)eik3L ?4,(3) e <fe,£' y
\ “ 4 ) 1°/
, (5.17)
CH APTER 5. FLO W  P A ST  A N  APERTU RE 160
where the subscripts on the qjS in parentheses indicate components within the 
vector qj. We label the above matrix E. Thus, our problem is completely 
specified as: u  is a root if the matrix £, depending on the corresponding ks 
and qs, is singular.
We now note that, as the second component of u  (i.e. F) is the surface 
displacement, and the third component (G) is its slope, in Fourier space we 
are able to say tha t q^ 3) =  ikjqj,(2). We also note that
( . ' . w  „ . 0 N
0 
0
1 1 1 1
ik\ ik2 ik3 ik4
gikiL gikzL gik^L
ik\e%kxL ik2etk2L ik3etkzL ik4eik*h^  in,2t> in,3z. in,4 c  y
91,(2) 0 0
0 <72,(2) 0
0 0 <73,(2)
0 0 0\  V U U ^4,(2) /
(5.18)
The diagonal matrix above is nonsingular when <7 1,(2 )9 2 ,(2 )9 3 ,(2 )9 4 ,(2 ) ^  0, which 
is, in general, the case. It now suffices to make the left-hand matrix on the 
r.h.s. of (5.18) singular. Its determinant is
© =  _  (k2 -  k3) (ki -  k4) +  ei(kl+k4)L)
+  (ki -  k3) (k2 -  h )  (ei{kl+k3)L +  ei{k2+k*)L) (5.19)
-  ( h  -  k2) ( h  -  k4) (e^kl+k2)L +  efik*+k*)L) .
It is clear that © =  0, with @ as given by (5.19), is the complete specification 
of the problem with no approximations made.
5.4 The modes with ojr — 0
In this section, we choose to consider only roots with u r = 0. These do not 
always exist, as is shown by Figure 5.8. However, there appear to be a large 
number of fairly-wide ranges of L-values where a mode with u r = 0 does exist. 
Substitution of the u r =  0 approximation into (5.19) simplifies the equation 
and some results, such as an analytic description of the aforementioned ap­
proximate periodicity of the modes, may be obtained. Choosing to investigate
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modes with u r =  0  has another significant advantage: consider the dispersion 
relation (equation 5.1 again)
^ ( u ; -  kuioo)2 4- -  ku2oo)2 =  9Pk2 +  j k 4,
hi n-2
or,
- p - ( ( - w )  -  ( -* )  u 1oo) 2 +  - p - d - u )  -  ( -* )  «2oo) 2 =  (-fc ) 2 +  7  (-A04 •
^loo h2oo
(5.20)
Labelling complex conjugates with a superscript asterisk, we also obtain
-  fc*ul00) 2 +  - £ - ( « ; • -  fc*u2oo) 2 =  (fe* )2 +  7  (A:*)4 , (5.21)
h loo h2oo
where use has been made of the fact that (z*)n =  (zn)* for any z € C and 
n € N. From these we note th a t firstly, if u  is an eigenvalue, then so will be 
—u), u* and hence — cj*, as suggested in Section 5.1. Secondly, comparing the 
last two of the equations above, if —u  = u* (i.e. u r =  0 ), then both —k and 
k* will be roots. Thus our fc-values will occur in ‘real-conjugate’ pairs. (We 
take the ‘real-conjugate’ of 2  to mean —z*.) This leads to three possibilities:
•  All four roots are imaginary,
• two roots are purely imaginary and two are not, but occur as a ‘real- 
conjugate’ pair,
•  the roots occur as two non-purely-imaginary ‘real-conjugate’ pairs.
We will only consider the last of these here, as it seems to be the usual case 
for the set of parameters chosen for this problem. We label, without loss 
of generality, k\ and ^  as a ‘real-conjugate’ pair and A3 and k^ as a ‘real- 
conjugate’ pair.
To proceed further, we use the fact that our dispersion relation is a quartic 
in k and so may be rewritten as
(k -  k i)(k  -  k2)(k -  k3)(k -  k4) = 0. (5.22)
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which has a coefficient of A;3 equal to — k\ — k2 — k$ — k±. By comparing this 
with the other form of the dispersion relation (5.1), we conclude that
k\ -j- k2 ~f" k$ -f" k^ =  0. (5.23)
As we know tha t k\ +  k2 =  2 zlm(fci) =  2 zlm(fc2) and k$ + k4 — 2 zlm(fc3) =  
2 zIm(A:4), we also conclude that
Im(fci) =  lm (k2) =  —Im(fc3) =  —Im(fc4). (5.24)
Thus, we can say tha t
k\ +  k2 £ zR, k\ -f- k$ £ R,
(5.25)
+  £4 £ R, k2 -f- k$ £ R,
fc2 +  £4 € R, /C3 +  k4 £ zR,
fci — k2 £ R, A^3 — foj £ R,
Re(fci — £3) =  —Re(A;2 — £4), Im(&i — fc3) =  Im(fc2 — k4),
Re(/ci — k4) — —Re(/c2 — £3), Im(fci — £4 ) =  Im(/c2 — ks).
We conclude tha t (ki — /c3)(A:2 — £4 ) is purely real (and negative) and the same 
applies to (k\ — k4)(k2 — k3). Taking the terms of our determinant, 0 , from 
(5.19), in order, we get four exponential terms, each periodic in L, with real 
coefficients and then two purely growing/decaying exponentials in L, again 
with real coefficients. Let
«i =  +  k2),
K>2 — k\ +  &3,
=  k\ +  k4.
(5.26)
ri = - 2 ( k i -  fc2)(fc3 -  fc4), 
r 2 =  2(ki -  fc3)(fc2 -  fc4), 
r 3 =  —2{k2 -  h ){k i  -  k4)
and we now have
0  =  r 2 cos(/t2L) +  r 3 cos («3L) 4- r i cosh(«iL). (5.27)
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0  =  0, with © as given by (5.27), is a complete formulation of the problem 
when u  is purely imaginary.
5.4.1 Approxim ate periodicity in the u;-plane
We now use (5.27) to make some comments about the approximate periodicity, 
in L, of the purely-imaginary modes. As an example, we look, by trial and 
error, for two solutions with L  «  500 and with one value of u  equal to 0 .0 0 2 z. 
We choose 497.8383 and 501.3076, as shown in Figure 5.6.
Figure 5.6: The u;-plane eigenvalues of the finite-range problem describing our 
system. The octagons are for L  =  497.8383, the crosses for L = 501.3076. 
Both have u  = 0.002z as an eigenvalue. We can see tha t many of the other 
eigenvalues, especially those with \ur\ < 0.15, coincide in the two cases; this is 
what we refer to as the ‘approximate periodicity in V  of the modes.
For this value of u,  we have k\ =  —1.811080 — 0.00219512z, k2 = 1.811080 
- 0.00219512z, k3 =  -0.000243916 +  0.00219512z and k4 = 0.000243916 +
o.oi
HBBOPOPOO0 fl>flBCB> 0  1 0 — &  
- 0.2
- 0.01
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0.00219512z. This gives us
n  =  -0.00353400, r2 = -6.558291, r3 =  6.561824,
(5.28)
ki =  0.00439023, k2 =  -1.811324, k3 = -1.810836.
We can use these values to plot 0  against L, as shown in Figure 5.7. In the top 
diagram, we can see that this value of u  will give us roots ( 0  =  0 ) for approx­
imately evenly-spaced values of L. This shows the approximate periodicity in 
L  of the purely-imaginary roots. The middle diagram demonstrates tha t there 
are solutions to our system for L  approximately 497.8 and 501.3, which should, 
of course, be the case. The bottom  diagram shows that, eventually, we expect 
there to be an L  «  1840 beyond which the root u  =  0.002z is never achieved. 
This is evidence of the purely-imaginary us  eventually tending to zero. We 
will return to this later.
First we observe that, for this set of parameters, r2 and r3 are very close in 
magnitude and for L  =  500, \r\ cosh(«iL)| < 0.02. If we ignore the contribu­
tion from this term, we have, approximately, the trigonometric cosine ‘addition 
formula’, giving us a short-range variation with L  like (|«2| +  \k3\)L/2. This 
predicts a ‘period’ of
O 'jr
=  3.4688. (5.29)
( M  + M ) / 2
This compares well with our measured ‘period’ of 501.3076-497.8383 =  3.4693.
5.4.2 The large-L lim it
We now look at the long-length limit. To get an initial idea, we begin by 
looking at the variation of the purely-imaginary ws, where they exist, with L. 
This is shown below, in Figure 5.8.
We wish to consider the dispersion relation for u  small and imaginary. To 
this end, we substitute expansions of the form
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Im(o>)
Figure 5.8: The variation of the purely-imaginary cjs with L.
into the dispersion relation (5.1). At 0(1), we obtain the same equation with 
k replaced by k0 and u  replaced by u 0, which we set to zero from here onwards. 
Thus
*0 +  S 7 fc0 -  Ph,\U2Xaok l -  Ph,2^lookl  =  0 . ( 5 -3 1 )
where the substitutions g-, =  gp/'h Ph, 1 =  Pi/(hioo7) an<3 Ph,2 = PiKhiool) 
have been made for clarity. We thus have a double root for ko at 0 and two 
more at ± y /p hAu2loo +  Ph,2U200 ~  9v  
At 0(e), we have
4/uqke +  2(g7 Ph,l^ioo Ph,2'U'200)koke -|- (2 Ph.,l^ioo T 2 /9^ 2^ 200)^ 6^0 0- (5.32)
For our roots with k0 ^  0, we may rearrange this to give
b — (2P/t,imoo+2P/i,2^ 2oo)fc0
6 2(Ph,l^oo+ph,2u |oo- 57)fc0- 4fcg e
(5.33)
Ph,lUloo+Ph,2^ 200 , ,= ----------- 5 ----;-------- 5 --------- (jJfPh,lwloo+Ph,att2oo-»7
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However, for the linear asymptotics where ko = 0, we must look at 0 (e2):
(P h ,I 'U 'I qo P h ,2^ 2oo ^ ^ e i P h , W l o o  “h  P /i ,2 ^ 2 o o )^ e  T  (P /i , l  “1“ P h ,2 )  =
(5.34)
where the substitution ko = 0 , which removes the terms containing ke2 , has 
already been made. We have
7 P h , l U i 0 0 + P 7 l , 2 U 2 o o  1 \ A P h , l + P / i , 2 ) S 7 - P / i , l P / i , 2 ( « l o o - U 2 o o ) 2  ( K
fc e — U e  2---- ;--------- 5---------  i t -UJe ----------------------2 I ---- 2----------------------- • \ O . O O )
P/v,lu loo+Ph,2^ 2 0 0 - 9 7  Ph,\n{00+phau200-9-1
We note that the first part of this is just — (ke from before). This is necessary 
to ensure that the sum of the roots is zero. We expect the part under the 
square-root to be negative, in order to ensure a ‘real-conjugate’ pair of roots 
when u e is imaginary. We therefore label our roots
h  = - s / P h i u U  + P h iu l^ - g - y - e w e  ,
I  v A - n . i  l o o  2 o o  HI eP / v . i ^ +Ph,2^00~9i ’
7 /  2  I 2  P 7 i , l ^ l o o + P h , 2 u 2 o o
h  =  +  P h . 2 « | o c  -  <?7 -  ’
j   n , /  P7i,l'Uloo+P/i,2u2oo \/(P/t,l+Pfa,2)g7~Pfe,lP/t,2(nloo~'u2oo)‘!
3 — £ U e I p ^ j u ^ + p h . j j t i ^ - ^  P h ,lu l o o + ^ ,2 u 2oo-57
I _ 0-1- I P/i,luloo+P/i,2u2oo \ /  (P/»,l+P/i,2)P7 P/i,lP/i,2(uloo u2oo)^
4 — I P f c j u f ^ + P f c ^ U ^ - ^  P h ,lU i00+P7l , 2«2oo “ 57
(5.36)
giving
/Cj =  z ^ j + f e )  =  -2zcov  P/t-12Ulg +^-^ 2—1 V 1 £P/i,l“loo+P ,^2«2oo-^
— k\ -}- k$ — - \ / P h , l « l o o  +  P / . , 2 « 2 o o  -  S 7
. v/(Ph,l+Ph,2)P7-P/i,lP/i,2(«loo-,U2oo):
 —- J------------------------
Ph,lV'i00+Ph,2u2oo-9'r
—  y / P h , l U \ o o  +  Ph,2 'U '2oo ~  9 l
\/{Ph,l+Ph,2)9l-Ph,\Ph,2{u\oo-U2oo)'1—e u j^ — 1---------5— —— 5---------------
P h , l “ l o o + P h . 2 u 2 o o “ 0 7
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r, =  —2 (k l - k 2)(k3 - k 4) =
r2 =  2(hi -  k3){k2 -  k4) = - 2(phylu2loo +  ph,2u2oo ~  9~i)
2(^100 u2oo)2 
2u2oo~9l
— 4-CU; j  (Ph,l+Ph,2)9y-Ph,\Ph,2(uioo~U2oo)2
e V ,^lu’loo+^ .2«2oo-97
+0 (e2),
r3 =  —2(fei -  fc4)(fc2 -  fe3) = 2(ph,iu2loo + Ph,2uioo ~ 9i)
j  (PhA+Ph,2)9l-Ph,lPh,2(uioo-U2oo)2
6 V  Ph,lu'i00~^~ Ph,2u2oo 9 l
+ 0 ( e 2).
(5.37)
We evaluate these for the case u e = i, e = 0.002 (also uioo =  0.8, U200 = T
Ph,i = Ph,2 =  2, g1 = 0) as a check and get
Ki = 0.00439024, «2 =  -1.81132, «3 =  -1.81083,
(5.38)
ri =  -0.00353381, r 2 =  -6.55823, r3 =  6.56177, 
in good agreement with (5.28). Our dispersion relation is (5.27 again)
© =  r 2 cos(k2L) +  r 3 c o s ( a c 3 L )  +  n  cosh(/tiL).
We are now in a position to estimate the largest value of L  for which there 
can be roots of 0 . We know
|r2 cos(/t2L) +  r3 cos(«3L)| < \r2\ +  |r3|. (5.39)
Thus, when
In cosh(«iL)| > |r2| +  |r3|, (5.40)
there can never be any more solutions. We put u>€ = i and make the follow­
ing assumptions, both of which hold for the parameter values chosen for this 
problem:
Ph,iu2loo +  Ph,*u\oo
Ph,lPh,2(uioo-U2oo) ~(Ph,\+Ph,2)91 ^ n------------ 2-- * --- 2---   ^  O.PhAuiac+Ph^U^-g-y
(5.41)
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Then, from (5.37),
N  +  N  < + p/,,2« L  -  9i)
(5.42)
I / P H , l P h , 2 ( m o o - 4 X 2 o o ) 2 - ( P h , l + P / t , 2 ) g 7  i Q ( £ 2 \
V  Pfc,lu lo o + ^ ,2u2oo“®7
e > 0 and the positive square root is chosen. Also,
IncosW Kii)! =  8e I11 v 1 n V Ph,\y-i^+Ph,2u\„-a-,
(5.43)
x cosh(2e P>’V n.V Pfc,lWloo+Ph.2«2«x>-P7 '
We now drop terms 0 (e2) and, for convenience, make the following substitu­
tions:
4 , =  4 (pfc,iu ?00 +  PM ttL) -  S i).
B  = 8 ! Ph’lPh'2^ Uloo~U2°°^ 2~jPh’1+Ph’2^ 9'f (5 44)
3 V  P M U'loo+Pfc,2u 2 o o -9 7  ’
/nr __ o  P /i,l“ loo+Ph,2«2oo
q ----  £  5 i '' 2 1P h ,l« lo O+Pfc,2USoo- 0 7 ’
which are all real and positive by our assumptions. We now require that
cBs cosh(CseL) > A s +  eBs, (5.45)
i.e.
cBs cosh(CseL) — (As +  eBs) > 0, (5.46)
or,
,  p>
S  ( e 2 C a e L  +  ^  _  ( A s  +  e B s y C a i L  >  Q  ( 5  4 7 )
2
This is a quadratic in eCatL. So
yCs eL A s + e B s +  - \ /  ( Aa+ e B a)2 —2eB
eBs
^ e C aeL _  A s + e B ay / ( A s + e B s ) 2- 2eBs ^  ^  ^
(5.48)
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Note that, for x, n, m  E R, (x — m )(x — n) > 0 is satisfied when x  > max(ra, n). 
In our case
.cseL ^ A s +  cBs +  y j (As +  cBs)2 — 2eBs>
eBs
So,
1 /  A s +  cBs +  y j  (-<4s +  eBs)2 — 2eBs
L > cTel o s ( -------------- 7 b . ------------------------
(5.49)
(5.50)
where log is loge. In our specific example, we have A s =  13.12, B s = 1.7669, 
Cs = 2.19512. This gives
L > 2030.17, (5.51)
10.3% larger than our measured value. Finally, we plot the minimum length for 
a particular e, using our standard parameters for u i ^  etc. This demonstrates 
that, although the purely-imaginary u  tends to 0 as L —> oo, it does so very 
slowly indeed. Also, we can see from the dots that (5.50) is a fairly good 
approximation across a wide range of e.
t'min
5000
4000
3000
2000
1000
0.004 0.006 0.0080.002 0.01
Figure 5.9: The minimum length, Lmjn, such that the purely-imaginary u  is less 
than e, as a function of e. (The inverse function would be more interesting, but 
an explicit formula is harder to derive.) Some numerical values of the largest 
length such that the corresponding values of e are reached are also shown as 
dots.
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5.5 The case w g R
When u  G R, our dispersion relation is a quartic in k with real roots. For the 
set of parameters we have considered elsewhere for this problem, we typically 
get a complex-conjugate pair, which we label as and k2, and two real roots, 
k3 and k4.
We have
k\ k2 £ K,
k\ P k4 = — {k2 +  k3) = —(k\ +  k3)* =  — {k2 +  k4)’ 
k2 — k3 = (ki — fc3)*, 
k2 — k4 = (k\ — k4) \
Thus, if we define
K1 =  k\ -t- ^2 ,
«2 =  k\ +  fc3,
«3 =  Aq +  fc4,
=  -2(fci -  fc2)(fc3 -  k4),
2^ 1CM
To-se11-H«seII fc4),
3^ =  - 2 {k2 -  k3){ki -  fc4),
r 2 cos(k 2L)  +  r 3 c o s ( k ; 3 L )  =  — 2zr2,r sm(K2,rL)  sinh(«2,i^)
+ 2 i r 2j  c o s ( k 2,rL) cosh(K,2^ L)
(5.52)
(5.53)
(5.54)
(note that k,\ is different to that used in Section 5.4) then,
G R,
«3 =  -«2>
T\ G «R,
r3 =  -r*2
and
© =  ri cos(«iL) +  r 2 cos(k 2L)  +  r 3 cos(«3L). (5.55)
Now
(5.56)
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and, as r i =  z r^ , K\ = « i)T., we have
—z@ =  ri i cos(«i rL) — 2r2 r sin(« 2  rL) sinh(/t2 iT)
(5.57)
+2 r 2>i cos(fv2,r i )  cosh(ft2i,Z/).
Also, =  — 2r2,i. Therefore, we wish to find solutions to
r 2 rcos(«2,r£) cosh(/t2,i- )^ — cos(«i,rL )    sin(«2,r£) sinh(/c2,i^) =  0. (5.58)
T  2 ,i
For L large, we ignore the cos term and use the fact that tanh(x) —► sgn(x) as 
x  —> ±oo so
tan(«2|r^) =  —  sgn(/c2,i), (5.59)
T2,r
i.e.
I = s g n ( ^ tan_1 / r M y  (560)
^2,r \^ *2,r /
For our previous set of data  with L =  501.3076 we have o;=0.16427916 as a 
root. This gives k\ = 0.184103 — 0.00835848z, =  0.184103 +  0.00835848z,
k3 = -1.97639, k4 = 1.60818. So
*2 =  -1 .7 9 2 2 8 - 0.00835848*,
(5.61)
r 2 =  -6 .1 5 3 2 7  +  0.059923H, 
which predicts L = 501.3077, in reasonable agreement. Note that we choose
tan -1 in the range (286 — | )  n  < tan -1(z) < (286 +  n. We expect roughly
periodic roots in L with period 7r/|«2,r| ~  1.753 in our case. Two ‘periods’ 
would have AL = 3.506, which compares well with the difference between our 
octagons and crosses, which had (measured) A L =  3.469 and both had roots 
at approximately u  = 0.16427916.
5.6 The general case of L  large
Consider (5.19) for general k,
© =  -  (fc2 -  k3) (fci -  h )  +  ei^ + k>)L)
+  (fci -  k3) (k2 -  k4) +  ei(*2+*4)i)
-  (fci -  h )  (k3 -  fe4) (ei(*i+fcj)i  +  ei^ +kl'>L) .
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We order our four roots such that fa  ^ <  fati <  fati < k4 ^ .  Thus fa^ < 0 and 
we expect this to make the dominant contribution. So,
0  _  gifciLj _  ^  ^e i(k2+k3-kx )L  _|_ e ik4L^j
+  ( f a  ~  f a )  { f a  ~  fa) (eik3L +  e i(k2 +k4~ k i )L ^  (5.62)
-  (fa -  fa) {fa -  fa) (eik2L +  e*(fc3+fc4-fci)L) ]_
Now,
f a , i  ^  f a i  —  ^ 4 , n
f a , i  <  f a  i  <  f a  i  +  f a  i  —  f a  i ,
(5.63)
f a j  ^  f a  i  ^  f a , i  “t-  & 4 , i  ^ l , i ?
f a , i  ^  f a j  ^  ^ 3 , i  "h  ^ 4 , i  ^ 1  ,i»
from which we conclude that the terms varying like e*fc2L and e1^ 1 are the next 
most important. Keeping only these and setting 0  =  0 we get
-  (fa -  fa) (fa -  fa) elksL +  (fa -  fa) (fa -  fa) ellC2L = 0, (5.64)
or,
or,
i.e.
Ak2~k3)L = (fa ~  fa) (fa ~  fa) 
( fa ~  fa) ( fa ~  fa)'
(5.65)
i ( fa  -  fa )L  = log ( — r r j r — r r )  +  2n7™> (5-66)\ ( f a  — fa) (fa — fa) J
- i  f  (fa — fa) (fa — fa ) \  2nn
2 _  3 =  T log U - W - f a ) J  + (5'67)
and when L  is large, we conclude that the imaginary parts of fa and fa will be 
approximately equal and the real parts will differ by a multiple of 2ir/L . This 
is because
( f a  ~  f a )  ( f a  ~  f a )  
( f a  ~  f a )  ( f a  -  f a )
is bounded for u  small. It is worth noting at this point that, had we chosen 
our x-range for this problem to be — L < x  < 0 and thus been concerned with 
the wavenumbers with largest, rather than smallest (most negative) imaginary
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parts, we would have arrived at the same condition. By choosing the x-range to 
be 0 < x < L  we have chosen downstream-growing waves as being important.
COi
0.01
0.008
0.006
0.004
• • •  •0.002
0.30.2 0.250.05 0.15
Figure 5.10: The eigenvalues, w, in the complex plane, for L = 1000.
As an example, we consider two modes for L  =  1000. These are at u  =
0.120451 +  0.00711885z and u  = 0.123457 +  0.00710552z. The first gives
kx = 1.66763-0.00927327*, 
k2 = -1.93489-0.00687864*,
(5.68)
k3 = 0.133785-0.00314921*, 
kA = 0.133478 +  0.0193011*,
and we have
k2 -  fa = -2.06868 -  0.00372942z,
/ x (5 -6 9 )
=  —0.00157515 — 0.003669351
Therefore, the log term accounts for the fact that lm (k2 — k^) =  0 is a somewhat 
poor approximation. Note that —3 2 9 ^  =  —2.06717 which, when the correc­
tion due to the log term is added, gives a good approximation to Re(k2 — fc3).
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and
For the second value of u>, we have
h  =  1.66371 -  0.0093035*, 
k2 =  —1.93779 — 0.006846591, 
k3 =  0.137145 -  0.00320681, 
k4 =  0.136943 +  0.01935691
k2 - k 3 = -2.07494 -  0.0036398i,
^log f e : £ j [ £ : £ ) )  =  -0.00157043 -  0.00366296f.
(5.70)
— I
L
(5.71)
Now, —3 3 0 ^  =  —2.07345, which suggests that n  is 1 larger (in magnitude) 
here. In fact, the change in Re(k2 — k3) is 0.006260, close to ^  =  0.006283.
We now note that, for our second set of data, n /L  = —0.33. Fixing this as 
k2 — k3 we get, in the infinite-range limit, u  = 0.12275802 +  0.00535346472 as 
a root. Substituting the corresponding ks into the r.h.s. of (5.67) we get
k2 - k 3 = -2.07502 -  0.00366672, (5.72)
a substantial improvement on our original guess of —0.33 x 2tt = —2.07345. 
This scheme will subsequently be referred to as the ‘second approximation’. 
The numerical answer is as in (5.71).
As a way of slightly improving our scheme, we note that, looking at (5.67),
|Re(A;i -  k3)\ »  \lm(ki — k3)\, Re(ki — k3) > 0,
\Re(k2 — k4)\ »  \lm(k2 — fc4)|, Re(k2 — kA < 0,
and (5.73)
\Re(k\ -  k2)\ »  \lm(ki -  k2)\, Re(ki -  k2) > 0,
|Im(A:3 -  A:4)| >  \Re(k3 -  /c4)|, Im (k3 -  k4) < 0,
for the range of us  where we have solutions. This means the term inside the log 
term is almost purely imaginary, with negative coefficient. Thus, the log part 
will have an imaginary part of roughly —7t/2. We may make a slight correction 
of — ^  to the real part of k2 — k3. Finally, we use this slightly improved scheme
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to plot our first and second approximations for several values of n. We see that 
there is good agreement between the second approximations and the numerical 
results.
CGi
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Figure 5.11: The first (+) and second (x) approximations to the eigenvalue 
solutions to our system, according to the scheme described in the text. The 
numbers next to every fifth point are the corresponding values of n. The 
numerical results for u  with strictly positive imaginary part are shown as 
octagons.
We summarise the consequences of equation (5.67) in the limit L —> oo as 
follows: as mentioned before, we expect the term which forms the argument 
of the log function to be bounded. This means that, as L —» oo, Im(/u2 ~  
k3) —> 0. We expect the infinite-range limit of this problem to approach 
the curve given by this criterion. Firstly, we examine which wavenumber is 
which. Looking at equations (5.68) and (5.70) we see that ki corresponds 
to the curve marked 3 in Figure 3.3, &2 curve 4, curve 1 and £4 curve 2 .
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Thus A* is, by the choice of preferring downstream-growing modes discussed 
above, downstream-growing. It is upstream-travelling. k2 is also downstream- 
growing and upstream-travelling, k3 however, although it grows downstream, 
is downstream-travelling. Therefore, our criterion for the infinite-range limit 
is equivalent to saying that the upstream-travelling k2 must grow as much as 
the downstream-travelling fc3, in the same direction. It is easy to see, then, 
how they can ‘cancel each other out’.
The curve given by the condition Im (&2 ~  ^3) =  0 is shown in Figure 5.12. 
It is equivalent to drawing a continuous curve through the +s in Figure 5.11. 
We saw above, of course, tha t the shape is approximately correct, but the 
imaginary part is smaller than in the L = 1000 case. This is not entirely sur­
prising, as we may compare it to the results of Section 5.4, for which solutions 
were found to tend to their limiting value very slowly.
An important point to note about this system is that, for any L, it is ren­
dered unstable by means of global modes. Thus, in the infinite-range limit, as 
the modes approach the curve shown in Figure 5.12, remaining unstable, we 
expect perturbations still to grow everywhere. This is in contrast with the ho­
mogeneous system, i.e. that without rigid partitions anywhere, in Section 3.3, 
which is convectively unstable. The system discussed in this chapter exhibits 
feedback between the ends, determining its stability properties for any length 
of nonhomogeneity. We conclude that stability properties of a nonhomoge- 
neous system exhibiting feedback, in the infinite-range limit, may be different 
from the stability properties of the homogeneous equivalent.
It is worth briefly comparing this with the linearised Ginzburg-Landau 
equation. The equivalent of (5.12) for the range 0 < x < L (as opposed to 
0 < x  < 7r) is
u (x t t) = exp c2/4  — t e^  sin • (5-74)
W ith the same condition for convective instability as before, it is clear that
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Figure 5.12: The curve, in the u;-plane, obtained by equating the imaginary 
parts of the two wavenumbers k2  and k3 , as defined in the text. It is equal 
to the continuous stability spectrum for the nonhomogeneous system with an 
aperture, in the infinite-range limit.
this system remains stable for any length. We conclude that a system without 
feedback, which is convectively unstable in the homogeneous case, will remain 
stable in the nonhomogeneous case in the limit of long length.
5.7 Large-L comparison w ith Chapter 4
We now wish to compare the results of this chapter, for L  large, with those of 
the second part of the previous chapter, also in the long-length limit. We begin 
with the contracted channel from Chapter 4. It is clear that we should consider 
the straight-channel results of this chapter for channels of two different widths: 
one with the same width as sections (1) and (3) from Chapter 4 (Figure 4.6) 
and one with the same width as section (2).
As as mentioned in Section 5.2, all the channels considered so far in this 
chapter have had the same width and base-flow velocity as those in sections 
(1) and (3) of the channels in the previous chapter. Thus, Figure 5.6 is an 
example of some large-L results for this case. Comparing this with Figure 4.11
CHAPTER 5. FLO W  P A ST A N  APERTU RE 179
for the L = 200 case, we see very little similarity. For example, in Figure 4.11, 
solutions are only found for u r > 0.415 and this is not the case in Figure 5.6. 
We conclude that the mechanisms for instability in the contracted-channel case 
probably do not correspond to the mechanisms for instability in a fixed-width 
system with a finite-length aperture and the same width as sections (1) and 
(3>.
Although it is not shown in Figure 5.6, it is worth noting that the solutions 
in this case do not extend beyond u r «  0.415. We now perform the finite- 
length aperture calculation for a fixed-width channel with the same width 
and base-flow velocities as section (2) in the contracted-channel case from the 
previous chapter; the result is shown in Figure 5.13. We can see tha t here, the 
range of u r extends to u T «  0.649, as it does in Figure 4.11 in the L  =  200 
case. We also note that, although the size of the imaginary parts are quite 
different (the lengths are different too) in the range 0.415 < u r < 0.649, the 
patterns of modes in Figures 5.13 and 4.12 have some similarities. For example, 
the larger values of lji occur for smaller u r. A difference between the two is 
that, of course, for the variable-width-channel case, there are no modes with 
u r < 0.415. We conclude that, when 0.415 < u r < 0.649, the mechanisms of 
instability may be similar in the two cases but, when u r < 0.415, either the 
change in shape of the channel, or the constraint on the directions in which 
waves may travel, prevents modes being observed in a variable-width channel.
We now move our attention to the comparison of the results in this chapter 
with those for a channel with an expanded section from the previous chapter 
(Section 4.4.2). Again, Figure 5.6 has the same parameters as sections (1) and 
(3) for the channel in the previous chapter. We now plot its equivalent, for the 
parameters for section (2) in the previous chapter, in Figure 5.14. These may 
both be compared with the L = 600 case in Figure 4.20. Again, we see that the 
variable-width problem bears more resemblance to the finite-length aperture
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Figure 5.13: The eigenvalues, u;, in the complex plane, which solve the stability 
problem for a fixed-width channel with a finite-range aperture, with channel 
dimensions and flow velocities equal to those in the middle section of the 
contracted-channel problem considered in Chapter 4. Here L =  500.
problem with the same parameters as the middle section than it does to the 
finite-length aperture problem with the same parameters as the semi-infinite 
sections. Here, however, it seems that neither the variation in width, nor the 
constraint on the directions in which waves may travel has a great effect on 
the distribution.
5.8 Summary
The stability of two-fluid flow through a rigid pipe has been considered. The 
fluids are separated by a solid wall, in which there is a finite-length aperture. 
The physics is similar to that considered in Chapters 3 and 4 and again insta­
bility is found, due to feedback between the ends. This is an example of an 
infinite-range problem which is convectively unstable leading to a finite-range 
problem which is unstable. That this is not always the case is demonstrated
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Figure 5.14: The eigenvalues, co, in the complex plane, which solve the stability 
problem for a fixed-width channel with a finite-length aperture, with channel 
dimensions and flow velocities equal to those in the middle section of the 
expanded-channel problem considered in Chapter 4. Here L = 400.
by consideration of the linearised Ginzburg-Landau equation.
Some analysis has then been performed of special cases with purely-real 
or purely-imaginary frequencies, which are more amenable to simple solution 
than the full problem.
Next, an infinite-aperture-length limit for the spectrum of unstable modes 
has been derived. It has been shown that unstable global modes will continue 
to occur in this limit, meaning that the infinite-range system has different 
stability properties to the corresponding homogeneous system. This has again 
been compared to the linearised Ginzburg-Landau equation.
Finally, some comparisons have been made with the eigenvalue spectra for 
the problems considered in Chapter 4.
Chapter 6
Instability due to feedback  
betw een stable waves
6.1 Introduction
In Chapters 4 and 5, we have seen that a global instability mode can arise in 
a nominally convectively unstable flow provided two conditions are satisfied: 
(i) the flow supports both upstream- and downstream-travelling waves with 
instability properties sufficient for feedback, and (ii) sufficiently strong nonho­
mogeneity is found in the flow to provide wave scattering and receptivity for 
waves of different families. The feedback between waves of such families is a 
key element in this kind of instability.
In this chapter we will consider the evolution of signals which, amplified 
over a finite range in space or a finite interval of time, may be sufficient to set up 
an end-to-end interaction in a system with strong nonhomogeneity. A system 
confined to a finite range is an example of such a strongly-nonhomogeneous 
system. We will call this phenomenon transient feedback and will attem pt to 
demonstrate global instability due to it.
As mentioned in Chapter 1, it is well known that a finite range of local ab­
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solute instability can lead to global instability (see e.g. [35]). As was demon­
strated in the previous chapters, however, with feedback modes, convective 
instability can be sufficient. Here we will study systems which, if infinite in 
extent, would be considered stable, i.e. disturbances would decay everywhere. 
We choose systems which can support strong transients and hope to use these 
transients to provide sufficient growth of disturbances to form a feedback loop 
and thus create global instability.
In this chapter we will study two such systems. The first comprises three 
linear kinematic wave equations with coupled wave operators. The parameters 
of this coupling can be varied to create arbitrarily-large transients when the 
waves which solve the equations are close to resonance. The system is shown 
to be unstable when confined to a finite range of appropriate length, despite 
the infinite-range problem being stable. Some asymptotics are done on the 
distribution of unstable modes for such a system when two of the waves are 
in resonance, when the ‘mode number’ is large. Some comments are made 
about the near-resonant case and about the near-periodicity of modes in the 
frequency plane.
The second system studied here comprises two linear kinematic wave equa­
tions, again with coupled wave operators. This system is sufficiently simple 
to admit solutions to an initial value problem on an infinite range. On a re­
stricted range, it is found to be unstable when the coupling parameter, which 
again allows for transient growth, is sufficiently large in magnitude. An energy 
integral of the system is used to demonstrate that the end conditions do not 
feed energy into the system. Finally, the two systems are compared.
The content of this chapter was presented as a joint paper with my super­
visor, Dr Sergei Timoshin, in [64].
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6.2 A three-wave system  exhibiting instability  
due to transient growth
The first system we consider consists of the following set of linear kinematic 
wave equations:
f - C j f ^ + A u  =  Oil),
+  =  a2w, (6.1)
f  +  c3f  + p 3w = 0, 
with Ci, C2 , C3 , f t ,  P2 and @3 taken to be real and positive. These equations are 
chosen as a representative example of a simple differential system, rather than 
as a model of any particular physical system. From these, in an infinite (homo­
geneous) system we can derive a dispersion relation. We put u = 
v =  voe^kx~u^ and w = WQel k^x~ut\  as is usual for such problems. Substitution 
into (6.1) gives
—iuuo — ikc\UQ +  PiUq = a\Vo,
-iu jv0 -  ikc2v0 +  P2V0 =  a2w0, (6.2)
- i u w 0 +  ikcsWo +  p3wo =  0.
Substituting the first into the second of these gives
(—iu  — ikc2 -1- P2) —  (—iu  — ikc\ +  Pi) u0 =  a2wo (6.3)
ax
and this into the third equation gives
( - i u  +  ikc3 +  f t )  — ( - i u  -  ikc2 +  P2) — ( - i u  -  ikci +  f t )  u0 =  0, (6 .4)
a2 ai
or,
(u +  kc\ +  ipi) (u +  kc2 +  zft) (u -  kc3 +  zft) =  0. (6.5)
The roots u\ = —kc\ — iP\ and u 2 =  —kc2 — ip2 correspond to leftward-
travelling waves and u 3 =  kc3 — zft to a rightward-travelling one. It is clear
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that, for any real wavenumber k, as f t ,  f t  and f t  are positive real numbers, 
all waves will decay in time. It is important to remember that each of u , v and 
w can be written as a linear combination of the waves corresponding to these 
roots. For example,
u (x , t ) = (x  +  c\t) +  e~/32tu2 (x  +  c2t) +  (x  — c3t ) . (6.6)
This will be the case unless the left-going waves are in resonance, which will 
occur when f t  =  f t  and c\ — c2, In this case the solutions will have a term 
varying like for example,
u (x , t) =  e ~ ^ lu\ (x  -f c\t) +  te~^ltu2 (x  +  C\t) +  e~03tus (x  — c$t) . (6.7)
We note that, although the dispersion relation is independent of the coupling 
coefficients a\ and a2, the solutions (6.6) and (6.7) depend on their presence. 
For example, if a\ = 0 , we have as a general solution for u
u (x, t) =  e~^xtu\ (x +  c\t) (6 .8)
only. This is similar for v, if a2 =  0. From (6.6) and (6.7) we conclude that, 
in any infinite system governed by (6.1), disturbances will always (eventually) 
decay.
We now proceed to place some inhomogeneities in our system. We do this 
in the simplest way, by enclosing it in a box, 0 < x  < L. We also consider the 
boundary conditions of the system to act only on u. This enables us to rewrite 
(6.1) as
D ^ D ^ u ]  = 0, (6.9)
with, for example, D\ = ^  — c\-^  +  f t  and similarly for D2 and Jft. The 
boundary conditions we choose at the ends are those which model the semi­
infinite regions (—oo, 0) and (L, oo) containing very heavy damping. Thus we
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have
u(0, t) =  0,
u(L ,t)  =  0, (6.10)
a  c m ) =  o.
Note that, as our system is third-order in a:, we have three boundary conditions. 
As our new system only has explicit dependence on x , and not on t, we consider 
disturbances to be of the form
u (x , t ) =  e~luitu(x) (6-11)
in the case with no resonance between leftward-travelling waves, with the 
eigenvalue, u , in (6.11) to be determined. At each frequency u, we take the
x-variation to be in the form of three waves with wavenumbers satisfying (6.5).
Equation (6.6), with (6.11), becomes
01 — iui  03 — iu)
u{x) =  A\e  ci x +  A 2e c2 x +  A 3e~ c3 x (6.12)
for constant Ai, A 2 and A3, say. Our boundary conditions (6.10) are
A\  +  A 2 +  A3 =  0,
A ie ^  +  A 2e ^ L +  A 3e ~ ^ L = 0, (6.13)
A l iizia.ei^ r L +  a =  o.
1 Cl z  C2 °  C3
Eliminating A3, we obtain
/ _iai±LT\ . ( _ ^Z.iuL T 02~±±l\Ai ( e ci — e c3 1 = A 2 le  c3 — e c2 1,
, 0 3 - i u  - & ^ L \  a  ( 0 3 - i u ,  - & = ^ L  . 0 2 - i u j
A i \ ~ 7 T e +  J =  ~ A 2 V « ~ e  +  )  ’
(6.14)
or
i4, (ew i -  1) =  A 2 (1 -  e^ L) ,
with
/  \  /  . (6 .15)
a ( u iL  03- i u  \ _  _ a  I 0 3 - iu  , 02- i u  n2L \
1 \  Cl C3 J  \  C3 C2 J  ’
_  01- i u  I 03- i u
01 C3 ’ (6 .16) 
= £ 2 ^  , 0 3 - iu  
^  C2 C3
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Thus,
W  _  1} ( +  =  w  _  j)  f ^  +  & Z * ! ^
V c 3 C2 J  V Cl C3 )
(6.17)
The first thing to note about this system is that there is obviously a solution 
when
=  (6>18)
Cl C2
i.e.
.P1C2 - P 2C1 fa m \u  =  1--------------- . (6.19)
ci -  c2
However, this amounts to two waves being identical in (6.12), so that it is no 
longer a solution of the form (6 .6 ). We must therefore search for a solution of 
the resonant form for this. We note that u  is purely imaginary and that Ui 
can be either positive (unstable) or negative (stable). We will return to this 
later, as we wish to discuss solutions to the resonant equation beforehand.
There are, however, many other roots of (6.17) which are not solutions of 
(6.19). We begin by demonstrating that, for certain combinations of param­
eters, the system can be stable. This is shown in Figure 6.1(a). Note that 
the results are shown in terms of A =  — iu;, so u r = —A* and c =  Ar ; the 
eigenvalues with Ar < 0 correspond to exponential decay in time. We can see 
also that the results are symmetric in A*.
Figure 6 .1 (b) shows, however, that for other combinations of parameters 
the system may be unstable. We note that the terms
P i  - i u  P 2 -  i u  f a  -  i u
si = ---------- , s2 = ----------- , 53 = -------------------------- (6 .2 0 )
Cl C2 c 3
in (6.12) satisfy Re(si) > 0, Re(s2) > 0, Re(s3) < 0, even for unstable modes 
{ui > 0). Thus the waves ui, U2 and u3 still all decay in the direction of their 
propagation. Figure 6.2 shows, for two (unstable) modes, how the three waves 
which comprise u ‘fit into’ the range (0, L).
CH APTER 6. FEEDBACK BETW EEN  STABLE WAVES 188
400
(a) V v o» 400
iXj 300
300
I )- . 200
: V. : 200
;V: ioo 100
-0.4 ‘ "V9'.2 0 2  04  -0 .4  -0.2 0.2 Q.4 .0.6. '. '0»> 1
(Vi -100 -100
yV -200 -200
A/; -300 -300
-400 -400
Figure 6.1: Solutions to the finite-range system, for the parameters (a) Pi =
P2 =  0.5, p3 = 0.7, Cl =  0.4, c2 =  0.25, c3 = 0.55, L  =  0.5 and (b) Pi =
p2 = 0.5, p3 = 0.2, c, =  0.27, c2 =  0.25, c3 = 0.5, L = 0.5. The results
shown in terms of A = —iu).
We seek an explanation for the instability for case (b) in Figure 6.1 in terms 
of the near-resonance between the left-going waves. When there is an exact 
resonance between our left-going waves, the solution to our general equation 
is of the form
0\ —iu> 0^  — iui
u(x) =  (A\ +  A 2x)e ci x -1- A 3e~ c3 x. (6.21)
This clearly shows a spatial transient for the components corresponding to 
left-going waves. When the end conditions (6.10) are applied, we have
A 1&=**eCl
A \ +  A 3 — 0,
0 j-iujr 0l - iu, L _03- i u ; .
A\e  ci -I- A 2Le ci +  A 3e c3 =  0,
01~iu) T 0i~iu> T o  01 —iw T „ . 0^-iuj r
L + A 2e ~ ^ ~ L +  -  A 3^ e ~ ^ T LCl C3 =  0 , 
(6 .22)
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Figure 6.2: Two diagrams showing how the three waves which comprise u ‘fit 
into’ our range (0, L). The thin lines represent the three waves, with the grey 
line being the right-going one. The thick line is the sum of the three and the 
dashed line is the u =  0 axis. We have parameters {3\ =  0.5, (32 = 0.5, (3$ — 0.2, 
Ci =  0.27, c2 =  0.25, c3 =  0.5 and L  =  0.5. The upper diagram is for the mode 
u  =  0.315 +  2.552z and the lower one, the mode u> = 0.623 +  6.919i.
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or
/ 01^ L _ 02I±LL\  i l ^ L L
A\ I e ci — e c3 J =  —A 2Le ci ,
,, / ^ P ^ L  , f a —iu) ~ ^ P ^ L \  A (  ^ p ^ L  , r ^ - i u ;  ^ = ^ L \Ai y ^ ~ e C1 +  ^ — e J =  - j4 2 (^ e ci +  L ^ e  ci J .
(6.23)
is as given by (6.16) and
Ai (eMlL -  1) =  - A 2L e ^ L,
/  x / x (6-24)
Ai ( ^J =  - A 2 (eMlL +  ,
or
;e« ‘  -  1) ( e ^  +  L ^ p ^ - e ^  =  i e wL f  "
Cl C3 /
(6.25)
i . e .
( e ^  -  1) ( l  +  L ^ = ^ j  = L C p ^ e“' L +  , (6.26)
so
e« .t _  i _  ~  ^  =  P 3 ~ %0J, (6.27)
Cl c 3
that is
^  =  l + i ( k "  +  A l i ! ! )  =  1 +  f t L. (6.28)
V ci c3 y
We put z = /j,\L and so we are searching for solutions to
ez = l + z. (6.29)
The solutions to this equation, for complex z, are shown in Figure 6.3. It is
easy to derive an asymptotic approximation for the roots located far from the
origin. Consider a root, Zo, of (6.29), which we can write as
z0 = \og{z0 +  1), (6.30)
where log is loge. Then, choosing the same branch for log, the ‘next root up’, 
zi, exists such that
z\ =  log(zi +  1) +  2m, (6.31)
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Figure 6.3: Solutions to ez = 1 +  z.
so
Zi = ZQ + log(*i +  1) -  log(2o +  1) +  27ri =  z0 +  log ( Zl +  * ) +  2m. (6.32)
\ zo  +  1 /
Similarly,
z2 = zi +  log ( f ^ f )  +  2tti
=  2 0 +  log ( f j j r )  +  log +  47rz (6.33)
=  * 0  +  log ( * $ )  +  4m.
It is clear how this extends to
zn = z0 +  log (  Zn +  2nm. (6.34)
V Zo +  1J
Taking this expression for zn and substituting it into the r.h.s. of the same 
equation gives
(  log +  2n7rz\
zn = zo +  log 1 H--------— — — -------  +  2nm. (6.35)
\ Z0 + 1  I
We assume, to be justified in a moment, that the log ( f j+ j) Part of this 
equation grows no faster than 0(n)  as n  —> oo. Thus,
Im(2n) =  2nir -f O (log(n)) (6.36)
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as n —> oo. To examine the real part of zn, consider (6.35) written as
zn = 2o+log(rc)+log +  1 +  log +  27ri^ - lo g  (z0 +  l)+2rarz
(6.37)
and we have that
Re(zn) =  log(n) +  0(1) (6.38)
as n —> oo. This, with (6.36), justifies our assumption. Considering (6.36) and
(6.38), we have obtained the desired asymptotic approximation to solutions of 
(6.29).
We briefly return to the case of resonant solutions due to (6.19). This has 
a purely imaginary solution for u  and so can only be a solution of our resonant 
equation, (6.29), for the case /ii =  0. This is equivalent to
.Ac3 +  /?3Ci ( ^u> = —i -------------- , (6.39)
ci +  c3
which is imaginary with negative imaginary part. Thus, any solution due to 
resonance of the form (6.19) must be stable if it exists.
We are now in a position to look at the near-resonant case. (6.17), multi­
plied through by L, may also be written as
(e<i-0> _  i)  (c2e<»-<3 _  £,) =  (e&-6 _  i)  (ftefc-fc -  Cs), (6.40)
where Ci =  «iL, C2 =  s2L  and £3 =  «3L. We assume that fi and ( 2 are close, 
by making c\ and c2 close and (5\ and fi2 close, i.e.
c2 =  Ci +  ece,
(6.41)
P2 = Pi A  tfie-
We also expand a; as a power series
u  = uq + eu>i +  62lj2 -I- 0 (e3), (6.42)
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where e is a small parameter. To keep things as simple as possible, we encap­
sulate the dependence on the various parts of u  into new quantities:
£0 — Pi ~iu}0
U  =  (6-43)
U  = =**L.
This gives
Ci =  Co +  eCwi +  f2Cw2 +  0 (e3),
C2 — Co +  c ^ & £ -C eC °  _ J _  _ J _  e 2 (PeL — CeCo +  C iC u d ) +  Cu>2^ +  0(e3),
C3 =  ^  {P\L — PzL — Cl Co) — e ^ C w l  — e 2^ C u ;2  +  0 (e3).
(6.44)
We then note that, when e =  0, Ci =  C2 and we have the resonant case, 
solved by solutions to ez = 1 +  z. Thus,
e < b - £ ( f t t - f t i - c .C o )  =  1 +  C o _ I  (/3 lL  _  _  C ifo ) _ ( 6 .4 5 )
C3
always. We use this to expand our dispersion relation (6.40). We note that, at 
order 1, each side of (6.40) is the same. Thus, the dispersion relation is solved 
identically. At order e, the equation reduces to (6.45), which we know to be
true. However, at order e2, we obtain
2 ^3  {P3L — P\L  +  (Cl +  C3)Co) (C3 +  @3L — PiL +  (ci +  C3)Co)
(6.46)
X (PeL  -  CeCo) (PeCsL -  C3 CeCo +  2ci(ci +  C3)Cu;l) =  0.
Each bracketed expression, apart from the last, contains cj0, through Co? only
once. Rearranging each of these for such uq, we see that no bracketed ex­
pression can be equal to zero for all uq which satisfy our (resonant) equation.
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Therefore, the last bracketed expression must equal 0. This gives us
>. C3QC0 Pe^L
^  =  2ci (ci +  c3) • ( 6 - 4 7 )
We rewrite this in terms of ujq and u\ to obtain
Pe^l PiCt T  iceu)Q . .
WI =  - 2C3 2 Ci ( c 1 +  c3 ) • ( 6 '4 8 )
0.05 0.15 0.2 0.25
- 2
- 4
0.4
0.2
0.2 0.250.05 0.15
- 0.2
Figure 6.4: Solutions of the dispersion relation for our transiently-growing 
system, plotted for P2 = Pi + ePe and C2 =  c\ +  ece. Here we show the real 
(left) and imaginary (right) parts of u  against e for Pi = 0.5, pe =  0.1, P3 = 0.2, 
Ci =  0.25, ce = 0.2, C3 =  0.5 and L  =  0.5.
A numerical run for the set of parameters Pi — 0.5, Pe =  0.1, P3 = 0.2, 
Ci =  0.25, ce =  0.2, C3 =  0.5 and L = 0.5 is shown in Figure 6.4. Fitting a 
fourth-order polynomial in e to the small-e end of each data set with u r > 0
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we get
u  = (4.62635 +  0.488023z) +  (1.23370 +  0.230129z)e
-(0.209755 +  0.826815z)e2 -  (0.0028336 -  0.612822z)e3 (6.49)
+(0.118440-0,557211z)e4
u  =  (2.48716+  0.296281z) + (0.663244+  0.179007z)e
-(0.146603 +  0.276306z)e2 +  (0.0235386 +  0.192975z)e3 (6.50)
+(0.0100579 -  0.123306z)e4.
Using (6.48) on the leading order terms lj0 of each of these we obtain
in very good agreement with the order-e terms, uq, from the computed results.
We now consider eigenvalues with large values of u r. To this end, we introduce 
‘fast’ time and space scales governed by a small parameter S so that x  =  5X  
and t = 8T. Making this substitution into our equations (6.1) and assuming 
that coupling occurs sufficiently strongly to remain important on this scale, 
we obtain
and
U! = 1.23369 +  0.230139z (6.51)
and
uq =  0.663243 +  0.179008z (6.52)
6.3 The case o f cur large or +  small
1 d v  _  d v_  a  
6 d T  5 d X  +  " 2 V
(6.53)
s l  +  f l  +  A® =  o.
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or
+ = aiV’
(6.54)
+  C3§^  + — 0.
We expect our equations to be solved by frequencies of the order of When
delta is made very small, i.e. when we look at leading order in the above 
equations, we see that this has the effect of removing fii, p2 and (33 from the 
equations. This follows all the way through to the dispersion relation
We expect solutions to this to approximate solutions to our complete system 
when the mode number is large (i.e. u r is large). However, (6.55) does not 
take account of effects which, in the complete system, would be 0(1), which 
may be quite large. This is shown in Figure 6.5, which is Figure 6.1(a), with
We immediately see similarities in the structure of Figure 6.1(a), for large 
ujr , and that of Figure 6.5, but differences of order 1 in the values taken. Figure
6.5 is useful, however, as we may say more about systems with Pi =  P2 =  P3 =
0. (6.55) is equivalent to
X3ePxl +  ^ 2ew(>o+X2+X3) _  =  X^ X2 +  x ieu X^l+X2+X3^  — XieUJXl ■> (6.57)
>^ (X2+X3)
(6.55)
x (^X3 +  u x 2 ^ X2+Xz)) x (u x 3 +  u x ie u X^l+x^ )  ,
where
—iL —iL —iL
(6.56)
Pi — P2 — Pz — 0 .
or
(X2 -  X3) eu;(-Xl-X3) -  X2 =  (Xi “  X3) ew(~X2-X3) -  xi- (6-58)
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Figure 6.5: Solutions to our system with =  p2 =  P3 = 0. c\ =  0.4, c2 =  0.25, 
C3 =  0.55, L = 0.5. The lower half-plane is a mirror image of the upper half­
plane and is not shown. Again, we show results in terms of A =  — iu.
From this we see that, given a root ujq and a quantity ujq +  Acj, if both 
A u  (—x i  ~  Xs) a n d  A uj ( — \ 2  ~  X3 ) a r e  multiples of 27rz, then uo  -I- A u  is an­
other root. If xi> X 2 and X 3 all happen to be rational numbers, as they have 
been in every computed example so far, then we may write
Au; ( - x i  -  X s)  =  Au; =  2n i7r i ,
(6.59)
A u  ( - X 2 -  Xa) =  Au; ( - g j  -  =  2 n 27rz,
with X in ,  X 2n, X 3n G -*N, Xid, X 2d, X 3d, n2 € N. Quotients are assumed to
be in lowest terms. This is equivalent to
A u; 2£M sri2ai2azL j  — 2ni7rzx3d>
(6.60)
=  2n27rzx3d-( X2nX3d+X2dXlnV X2d
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Putting
A u  = 27rx3dlcm(xid, X2 d), (6.61)
clearly satisfies our equations. For the example given in Figure 6.5, we have
Cl =  0.4 =  § ,
c2 =  0.25 =  1
4 (6.62)
c3 =  0.55 =
L = 0.5 =  i.
Thus xi =  - i f ,  X2 = - i f  and * 3  =  —i ~ . This gives
Au; =  2 7 r x l l x 4  =  887r. (6.63)
The two *’s on Figure 6.5 are separated by exactly this amount. Looking in 
their vicinity shows tha t the set of roots is indeed periodic with this period.
Another advantage of the (5\ = 02 = = 0 case is that we may easily find
an asymptotic limit as x i and X 2 become close. (6.57) may be rewritten as
(Xi +  X3) eu;(xi_X2) =  (x3 +  X2) +  (Xi ~  X2) ew(xi+X3). (6.64) 
We let e =  Xi — X2 be small and A =  x i +  X3 be relatively large. Then we have
Ae^ 6 =  (A — e) +  eewA. (6.65)
e is small so
A (1 +  loc) = (A — e) +  eewA, (6.66)
or
1 +  ujA = e (6.67)
and we expect our solutions to approach those in the resonant case. This can 
be shown numerically in both the fy  =  0 and 0j ^  0 cases as is done in Figures
6.6 and 6.7.
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Figure 6.6: Solutions to the equations with (3j = 0 as c<i approaches c\. We see 
that the sets of roots start to approach those in the resonant case. Note that, 
at around e = 0.07, we can make out apparent patterns in the points both on 
scales of A u r «  15 and on scales of the entire length of the diagram. L = 0.5 
for each graph.
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Figure 6.7: Solutions to the equations with j3j ^  0 as approaches 0\ and 
C2 approaches c\. We see that the sets of roots start to approach those in the 
resonant case. L = 0.5 for each graph.
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6.4 A two-wave system exhibiting instability 
due to transient growth
In the previous example of a system with transient growth leading to insta­
bility, the spatial and temporal transient growths were interchangeable. This 
was even done at the beginning of the section (compare equations (6.7) and
(6.21)). We now consider a system of two-wave system where the transients 
are purely temporal. Our system is
=  aw>
(6 .68)
^ + ° 2 § Z + 0 2 V =  0.
In this we assume that ci, C2 , f t  and f t  are real and positive. We note that
given initial conditions u — Uinit(x)  and v  =  Vinit(x)  at t  =  0, say, we may
write a complete solution as follows
v (x ,  t) =  e~02tv init{x -  c2t).  (6.69)
Substituting this into our equation for u,
—  -  C l —  +  f t u  =  a ie~ p2tv init{x -  c2t).  (6.70)
We make the substitutions y i  =  x  +  c \ t  and y 2 =  x — c2t.  We obtain
( c2 -  C i ) ^ -  +  f tu  =  a ie ~ P2^ + £ v init(y2), (6.71)
ft/2
or
so
du f t  ai Jw l----------- — u =  — e ci+c2 e ci+c2 vinit{y2), (6.72)
ft/2 C1 +  c2 C1 T C2
d -01V2 du -0W2 Pi -01V2 CL\ -02V\ (02-01 >»2 , .
——u e ci+c2 =  - —e ci+c2 ------------ e ci+£2 u = ------------e ci+c2e ci+c2 Vinit{y2).
oy2 oy2 ci -t~c2 cx +  c2
(6.73)
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This gives
-02V1 p  (02~01 )s
■e ci+c2 / e ci+c2 uinif(s)ds, (6.74)
' */1/9 =1/1
~^ 1V2 tie ci+c2 Ayi'V2) Oi ± ! 1  /•!«
u(yi,y'2=yi) ci ' c2 Jy2 vi
i.e.
-011/2 - 0 i .n  a i  -0 2 v i f V2 (02-0i)/» . . ,
^(2/i,?/2)e ci+c2 —14(2/1, 2/2 =  i/i)eci+c2 = -------— e ci+c2 / e ci+c2 vinit(s)ds,
ci +  c2 Jy2=yi
(6.75)
or
-01V1 01V2
u (yi,y2) = u (y u y 2 = y i)e ci+c2eci+c2
(6.76)
ai»2 Q3;- '3!)*- ± - e c1+c2 e c1+c2 J e c1+c2 Vinit(s)ds.C1+C2 01/2=2/1
In our original variables,
z ,x /  ^  a i 0i(a- c2f) -02(*+ci*) /*X+Clt (02-0i)/»
u (M )  =  U inidx+d^e PlI+ — - — e ci+c2 e ci+c2 / e ci+c2 uini*(s)ds,
Cl T c2 Jx—cvt
(6.77)
so,
/ , \  / CLl 0 i (« -e 2t)-/32(* + c1t) r * + C \ t  (0 2 - 0 1 ) s
u[x,t) = u init(x + Citje m H-----------e ci+c2 / e ci+c2 uinit(s)ds.
ci +  c2 yx_C2f
(6.78)
In an infinite range we may derive a dispersion relation, by putting u = 
uQei{kx-ui)^ v _  VQei ( k x - u t in a simiiar fashion to the last section. We get
(u +  c\k — i(5\) (u — c2k +  ip2) = 0. (6.79)
Prom this we conclude th a t the infinite system, regardless of the coupling, 
supports two decaying waves travelling in opposite directions. Given our re­
strictions on ci, c2, pi and /?2, when the system is uncoupled, we may talk in 
terms of a u-wave travelling to the left and a u-wave travelling to the right, 
but this does not apply when ai ^  0.
Figures 6.8 to 6.10 show the results of plotting (6.78) for three different 
values of a\. We see that, when ai =  0 and the waves are uncoupled, the 
u-wave simply travels to the left and decays steadily. However, when |ai| is
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u(x,t)
0.0
0.6
0.4
2 .0 ,
0.2
3.0
- 5 0 5 10
Figure 6.8: Evolution of (6.78) when a\ =  0. t is as marked on the curves. 
Cl =  1, C2 =  1, 01 = 0.5, 02 = 1, Uinit (x) = Vinit (x) = e~x*.
u(x,t)
4
3
2 .0 ,2
3.0, 0.2
4.0,
5.0. VO'6.0
- 5
Figure 6.9: Evolution of (6.78) when ai =  10. t is as marked on the curves. 
Ci =  1, C2 =  1, 01 = 0.5, 02 = 1, Uinit (x) = Vinit {%) = e'**.
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U (x,t)
0.0
,0.20- 5
4.0
3.0
10.5
- 2 2.0
- 3
- 4
Figure 6.10: Evolution of (6.78) when a\ =  —10. t is as marked on the curves. 
Cl =  1, C2 =  1, 01 = 0.5, 02 =  1, u init (x) = Vinit (x) = e- *2.
large and either positive or negative, we see substantial transients before the 
leftward movement and decay set in.
Next, we consider the finite-range formulation of the problem. We impose 
reflection-type boundary conditions on (6.68) as follows
(6.80)
<7 \U  -F v  = 0 at x  =  — L, 
u  +  a 2v  =  0 at x = 0,
for some real positive We now solve our system, with boundary conditions. 
We have
—/3o+iu;
(6.81)
 02 *<** 
v  =  A 2 e ~ %u}te  c2
u  is of the form
0-\ —iu> . —02+iv
u = B\e~luJte ci x +  B 2e~luJte c2 x. (6.82)
Substituting this into (6.68) gives
- i u B 1eSlX- i u B 2eS2X- c 1B ls 1es'x- c 1B 2s2eS2X+0 1B 1eSlX+p2B 2eS2X = a1A 2eS2X,
(6.83)
where Si = and s 2 = . The terms varying like eSlX are, of course,Cl
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solved identically, but from those which vary like eS2X we obtain
A 2 = —  (Pi — iuj — c i s2) B 2 = —  (si -  s2) B 2. (6.84)ci i d\
After dividing through by e~luJt, equation (6.80) is, at x = —L,
(j\B\e Sl^ +  (j\B2e 32^  +  B 2— (sj — s2) e S2^  = 0 (6.85)
ai
and at x = 0,
B\  +  B 2 +  (72— (si — s2) B 2 =  0, (6.86)
a\
which combine to give 
—cr\e~SlL -  o \u2—  (si -  s2) e~3lL +  a 1e~S2L +  — (si -  s2) e~S2h =  0, (6.87)
d \  d \
so
cqe^1 S2^ l  H (si — s2) e ^ 1 S2^ L — G\ g \g2— (si — s2). (6.88)
d \  d \
Putting z = (s\ — s2)L  we obtain
( 2 +  £Z =  ^  ^  +  (6 g9)
If we put u = u(x)e~lut, v = v(x)e~lu}t and set A 2 = 1, we obtain
u =  ( —a2 — ■s± S^] eS l X — eS2X
\  <** (6.90)
v = eS2X
We plot solutions to (6.89) in Figure 6.11, for the parameters Pi = 0.5, #2  =  1, 
Ci =  1, c2 = 1, o\ — 0.4, o2 =  0.2, L = 1 and several values of a\. We 
immediately see th a t there can be one unstable mode, with a purely imaginary 
value of u.  The variation of this with ai is shown in Figure 6.12. We can find 
the limits for large positive and negative ai as follows: when d \  0, in order 
that solutions do not grow exponentially with a i , we must have tha t the term 
multiplied by ez on the l.h.s. of (6.89) tends to zero exponentially fast. Thus 
it must be the case that, as z +  glQ*L —► 0,Cl
* -  (6.91)
c 1
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or,
- i c 2(Ti - iP \c 2 -  ifaciu  —>--------- ai H . (6.92)
Cl +  C2 Cl +  c 2
When ai 0, the exponential part of (6.89) will tend to zero exponentially 
fast and so the r.h.s. of the equation must do the same. Thus,
— a i L
° 2 C \
or,
(6.93)
-z c 2 ~ i0 ic2 -  ifcci , *
u  —> — -------------- - c l \  H---------------------- . (6.94)
02 (C l  +  C2 ) Ci +  C2
COi
1.5
1
0.5
COr
-1 0  - 5 10
-0 .5
■ - 1
n
-1 .5
A [J ■ An A
-2 .5
 ^ a ^ - 1 0  
a a j= -5  
* a j= 0  
□ a j= 5  
■ a j = 1 0
Figure 6.11: Solutions to our two-wave system exhibiting instability due to 
transients. (3\ = 0.5, j32 = 1, Ci =  1, c2 =  1, oq =  0.4, a2 — 0.2 and L = 1.
These two asymptotes are also shown on Figure 6.12. The point at which 
all the asymptotes meet, regardless of the values of the reflection coefficients, 
- ^ 2C1, is interesting as it is, itself, a solution to the system. However, it 
is the z = 0 solution, for which no eigenfunction exists.
In order to ascertain that the instability shown in Figure 6.12 is not due to 
‘energy’ being fed in through the ends of the system, we consider an ‘energy’
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COi
- 1 5 - 1 0
- 4
- 6
- 8
Figure 6.12: The purely-imaginary u  which solves (6.89), plotted as a function 
of a\. For the black points, o\ =  0.4 and cr2 =  0-2 and for the grey set, 
o\ — 0.2 and a2 =  0.4. f t  =  0.5, f t  =  1, c\ = 1, c2 =  1 and L = 1 for both. 
Asymptotes, from (6.92) and (6.94), are also shown.
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integral. We multiply the first equation of (6.68) by u  and the second by u, 
add and integrate to obtain
-  f°_L \  (u2 +  v 2) dx = -  f ° L (Piu2 +  p2v2) dxd t
(6.95)
-L
Using our end conditions, we have 
o
+ ai J ° L uv dx  +  \
o
CiU2 — c2v2
2 2 
C \ U  — C2 V = - v 2 (0, t) (c2 -  Cicrl) -  u2 (- L , t ) (ci -  c2a\)  (6.96)
 Ij
so
Wt f-L  \  (u2 +  y2) d® =  -  ( /W  +  /?2^2) drr +  a f ° L uv dx
- \ v 2 (0, t) (c2 -  ci<t|) -  \ u 2 ( -L , t) (ci -  c2(j\ ) .
(6.97)
The first term on the r.h.s. shows that the quantities p\ and P2, which cause 
solutions to decay, tend to stabilise the system, provided u and v are real­
valued. Note tha t we could have considered complex conjugates of solutions 
throughout and, by addition of these, have obtained real-valued solutions. The 
last two terms similarly increase the overall stability provided ci > c2o\  and 
c2 > Ci erf. This has been the case in all the numerical results so far. We 
are left with the term ai J°_L uv dx. The condition that this be positive for 
the energy of solutions to grow with time can, therefore, be interpreted as a 
non-normality condition on u and v over our interval.
Qualitatively, we see tha t this system creates an unstable global mode from 
two waves, both of which decay in their direction of propagation. We may 
explain this by considering the effect of reflecting the f-wave at the x = 0 end. 
The u-wave is simply a right-going wave which decays in space. We consider 
this to have amplitude 0(1). When it reaches x = 0, it is reflected into a 
left-going signal which is comprised of two waves, propagating in different
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directions. From (6.90), we see that each wave will have amplitude O(ai), in 
order to give a resultant 0 (1) disturbance to match the ‘incoming’ u-wave. 
The more rapid decay of one of these waves than the other is sufficient to 
match at the x = — L  end and create a global mode.
6.5 The three-wave system  revisited
We now briefly revisit the three-wave system from the previous section in order 
to compare it with the two-wave model. We make our end conditions
u =  (j\w at x = 0,
v = a2w at x — 0, (6.98)
w +  cr3u +  (j4v =  0 at x = —L,
noting that, although the x-range has changed, we still have two conditions at 
the right-hand end and one at the left-hand end. We have
iu; —/3 3
ui = C^e c3 x (6.99)
and
so
02~iLJ ~ iui-0 3 „
v = B 2e c2 +  B^e c3 , (6.100)
u = A ie^ ~ x +  A 2e * x +  *, (6.101)
for some A i , A 2,A 3, B i , B 2 and C\. As usual, u = ue~luJt, v = ve~lut and
w = we~luJt. Substituting these into (6.1) and comparing terms with the same
x-variation, we have
B 2 — ~t (si — s2) A2 ,
^ 3 =  at ( S 1 ”  S3) A3 , (6 .1 0 2 )
C 3  =  ^  (s2 -  s3) B 3 =  (si —  s3) (s2 -  s3) A3,
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where S\ = , s2 =  and s3 =  . End conditions give
A\  4- A 2 4- -A3 — &1C3,
iv - 0 3  0i —iui 132-iu/
C3e c3 4* o^A\€ C1 +  o3 A 2e c2
iui—02 £ 02-iu iu-03
+cr3,43e c3 +  cr4B2e c2 4 - cr45 3e c3
5 2 +  5 3 — cr2C3, 
=  0,
(6.103)
or
a 3e—s \ L
1-<T1 S ^ ( S1 - S3)(S2-S3) ^
0  ^  (si -  s2)
(«2 -  S3)
- ^ 2 ^ ( S 1 - 5 3)(S2 - S 3)
cr3e—S2L cr3e S3L +  (74^ ( s 2 - s 3)e ~s%Ii
01
+<t4 ^  («i -  *2) e S2L («i -  s3) (s2 -  S3 ) e S3i y
X (  A\ A 2 A 3  ^ —
(6.104)
=  0, (6.105)
This system has solutions when
1 1 1 — O 1S 13S23
0 S 12 S23 — 02S 13S 23
(j3e~slL (cr3 4- 04S 12) e~S2L {03 4- 04S23 4- S 13S23) e~S3L 
i.e.
S 12 {03 +  04S 13 4- S 13S 23) e~S3L — S 13 (1 — O2S23) {03 4- 04S 12) e~S2L
+ 0 3 e ~ S l L  ( S 1 3  ( I  —  0 2 S 2 3 )  —  S 1 2  ( I  —  0 1 S 1 3 S 2 3 ) )  =  0 ,
(6.106)
where Si2 =  ^  (si -  s2), S i3 = % (si -  s3) and S23 =  g  (s2 -  s3).
Further simplification of this does not seem to be particularly beneficial 
and so we plot the solutions. In order to make comparisons with our two-wave 
system, we consider only a\ to change. We make this the parameter (c.f. the
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parameter ai in the two-wave problem) which becomes large, while keeping a2 
fixed. The results of this are shown in Figure 6.13.
COj
0.75
0.5
0.25
100 200 300 400 500
-0.25
-0 .5
-0.75
Figure 6.13: The imaginary part of the roots of (6.106) as a function of the 
coupling parameter a\. Only three roots are shown, although there appear to 
be infinitely many. a2 =  1, (J\ = cr2 = 03  =  04  =  0.5, f3\ — @3 = 0.5, (32 =  0.8, 
ci =  c3 =  0.5, c2 — I and L = 1.
Looking at Figure 6.13, we see that we may have unstable modes for ai 
sufficiently large, similarly to the two-wave case. However, it is also clear 
tha t there is more than one unstable mode and that each mode does not have 
( —* 0 0  as a 1 —» 0 0 , although it does appear that the maximum value of 
Ui generally increases as more modes are shown. Note that for these modes, 
wr 7^  0 .
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6.6 Summary
Two stability-type differential systems have been considered, both of which 
have the property of being stable for spatially-homogeneous problems. They 
also have the property of supporting strong transients; in the first example 
this was through near-resonance of decaying waves and in the second example 
it was through non-orthogonality of the eigenfunctions of the wave operator. 
It has been shown that both of these systems can be made globally unstable 
by confinement to a short finite range, although the eigenvalue distributions 
are entirely different in the two cases.
For the first system, asymptotics have been used to show the variation of 
the eigenvalue distribution as two waves approach resonance. For the second 
system, the limit of the coupling parameter having large modulus has been 
considered.
Clearly, more work is needed to establish how relevant these results are to, 
for example, fluid flow dynamics. One general observation is that, even when 
the dispersion relation of the equivalent homogeneous (e.g. parallel-flow) sys­
tem predicts only decaying disturbances, the stability of the nonhomogeneous 
system is not assured.
Chapter 7 
A  m odified Benjam in-O no  
equation
7.1 Introduction
The Benjamin-Ono equation,
d2 [°° u( xf)ut = cux + auux + a —  f _  dx', (7.1)
is an equation used in the stability analysis of deep stratified fluids (see [3], [4], 
[45]) as well in other areas, such as the study of solar magnetic fields (see [57]). 
In a deep-fluid set-up, the solution of appropriate equations in a fluid layer 
of finite thickness drives a solution in a region of bulk fluid which is governed 
by Laplace’s equation. This leads to a stability problem featuring a Cauchy 
integral term of the form shown in (7.1); see [45] for a full derivation.
In this chapter, we will consider a slightly generalised version of this equa­
tion, adding a dissipative term and a linear growth rate term. The idea behind 
adding these terms is to enable investigation of the consequences of having a 
space-varying linear growth rate term, as was done in Chapter 2. We be­
gin, however, by briefly recalling the soliton solutions that (7.1) admits. The 
solitons demonstrate a key feature of the integral term: solutions to equa­
213
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tions featuring such a term may have algebraically-decaying tails, unlike the 
exponentially-decaying tails tha t we normally associate with purely-differential 
equations.
The content of this chapter is focused around two issues concerning the 
solution of our modified Benjamin-Ono equation. The first issue relates to the 
use of the Briggs-Bers criterion (see Section 1.3) for problems of this type. 
The power of this criterion has ensured that its use is widespread in stability 
problems. However, it relies on the idea that the dominant contribution to the 
large-time asymptotics comes from a saddle point of the dispersion relation. 
This is not necessarily the case for problems with a Cauchy integral, which 
leads to a branch cut in the wavenumber plane. That this branch cut may be 
the most im portant contributor is demonstrated in Section 7.3.
The second issue covered in this chapter concerns the effect of the 
algebraically-decaying tails mentioned above on our ability to compute so­
lutions, in this case to a spatially-inhomogeneous problem, numerically. The 
results of a number of computations are considered which illustrate the dif­
ficulty of making the numerical system long enough to fully represent this 
algebraic decay while remaining numerically stable.
7.2 Formulation
The addition of a dissipative term and a linear growth rate term to (7.1) leads 
to the following equation:
d2 u(x')
ut = cux +  vuxx -f (3u + auux +  /  —----- dx'. (7.2)
oxz y.oo x — x
This equation has, in general, no known analytic solution. As mentioned above, 
for the case v = (3 = 0, i.e. the usual Benjamin-Ono equation, soliton solutions 
exist - see Section 7.2.1 for a discussion of these. Otherwise, any attem pt to 
study this equation clearly must centre around the numerical computation of
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solutions, especially those of the Fourier transform of the equation.
Such computations can only be done at a finite number of points and 
so we should consider discrete, rather than continuous, Fourier transforms of
tion of eigenvalue solutions, which we present here, and to full computations of 
an initial-value problem, which were attem pted during research but we do not 
report here. The reason for this is that the initial-value solutions fall victim 
to the same problems as those we discuss here for eigenvalue problems.
7.2.1 Soliton solutions to  the Benjam in-Ono equation
We recall the case with v = /3 = 0, the usual Benjamin-Ono equation, and 
show that it has solutions in the form of solitons. Given (7.1 again),
for any A\ \ see Appendix A.4.2 for a derivation. It is clear that, for t fixed and 
x  large, the decay of this will be proportional to x~2. We should thus expect
7.3 Stability analysis using the dispersion re­
lation
solutions. (See Appendix A.4.1 for more information on discrete Fourier trans­
forms.) The need to use discrete Fourier transforms applies both to computa-
ut = cux +  auux +  a
we have solutions of the form
Ai (7.3)
solutions to the related problem (7.2) to demonstrate algebraic, rather than 
exponential, decay as x  —> d=oo.
As discussed in Section 7.1, the ultimate aim of this chapter is to study a 
spatially-nonhomogeneous version of (7.2). Before doing this, however, we
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consider the homogeneous version. We do this in two ways. Firstly, we study 
a stability problem based on the dispersion relation, i.e. assuming travelling- 
wave disturbances and analysing saddle points of the frequency distribution as 
a function of complex wavenumber. However, as is usual for solutions derived 
from consideration of the dispersion relation or, equivalently, Briggs-Bers anal­
ysis, this only allows for exponential contributions to the large-time behaviour 
of disturbances. We show that this is not the correct picture by choosing a set 
of parameters which predict convective instability by this method and then 
showing tha t we have absolute instability when the full stability problem is 
studied and the branch cuts in the complex wavenumber plane are taken into 
account. To obtain a dispersion relation for our system, we consider the t 
dependence to be of the form e~tuJt and the x  dependence to be like elkx, as 
is usual for such problems. Focusing only on linear disturbances, we insist for 
now that a = 0. Equation (7.1) becomes
—iu  = cik — vk2 +  (3 +  m7rfc|A;|. (7.4)
Appendix A.4.3 contains details of the derivation of the last term. However, 
it is worth noting here that the symbol |fc| does not, in this case, represent the 
usual complex modulus of k. Looking at the derivation in Appendix A.4.3, we 
see tha t the symbol \k\ is used to mean only ‘a function of k equal to k on 
the non-negative real axis and equal to — k on the negative real axis’. Nothing 
is said about its value elsewhere in the complex fc-plane. Recall now tha t the 
derivation of the Briggs-Bers (saddle point) criterion in Chapter 1 relies on 
using contour deformation to determine the stability of systems. Such defor­
mation is, of course, only possible across regions of the complex plane where 
the function under consideration is analytic. Thus we require a continuation of 
our l\k\ on the real k-axis’ function into the complex plane. By the uniqueness 
of analytic continuations we must choose our complex |A;| function to be equal 
to on a region of the plane including the entire non-negative real axis but
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no part of the negative real axis and equal to — k elsewhere. Henceforth, this 
is what we will take \k\ to mean.
We analyse (7.4) in the usual way: the two roots for k may be separated into 
the upper- and lower half-planes of the complex fc-plane by making U{ large. 
Then, as U{ is reduced to zero, we can find a combination of parameters for 
which the branches k(u)  just touch, at a pinch point, implying that upstream, 
and downstream, influences are indistinguishable. If this occurs for Ui > 0, it 
indicates absolute instability.
However, there is a clear problem that the factor |fc|, even with the defini­
tion described above, is not everywhere analytic. We avoid this by taking the 
two regions of analyticity described above to be separated by the imaginary k- 
axis and insisting tha t kr > 0, thus choosing precisely the region with |A;| =  k. 
Hence
(ain — v) k2 +  cik +  (/? +  iu) = 0. (7.5)
The discriminant for this quadratic equation will tell us when the pinch point 
is reached:
—c2 — 4 (a in  — v) {(5 +  iu) = 0, (7.6)
or
a n4 (c rn 2 -1- v l )
For absolute instability to be observed, this pinch point must be reached for a
value of u  with U{ > 0. Thus Ui = 0 is a distinguishing case - when this is true
0  =  i 7 - r r r - a v  <7-8)4 (C T 7T2  +  V  )
It is clear (consider (7.6)) tha t decreasing (5 makes the system more stable. 
This method thus predicts stability, or convective instability, when
P < , ,  " f — T v  (7'9)4 (a27T2 +  v2)
Note that, when c =  —0.7, v =  1 and a  — 1, as will be used in the examples
and diagrams in this chapter, the critical value of (5 is 0.01127. We will use
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P = 0.011 as a ‘sub-critical’ p. When u  is such that the discriminant is zero, 
we have
This gives
k =  „ . , tC r. (7.10)
2 (m7r — v)
<7-n >
We must ensure that this remains positive in order to justify the assumption 
that \k\ =  k. This is the case for the set of parameters suggested above.
However, as mentioned above, the dispersion relation calculation does not 
give us the full picture of stability. We now use the method of steepest descents 
to show that the system will, in fact, be absolutely unstable for any positive 
value of p.
7.4 The method of steepest descents
To understand the large-£ asymptotic behaviour of our system, we use the
method of steepest descents (see e.g. [5]). In the half-plane with kr > 0, i.e.
with | A; | =  k , we define
\ ( k )  = p  + cik — vk2 + a n ik 2 (7.12)
and the full solution to (7.2) with a = 0 is given by 
U i ( x , t )  =  ± J “ e - ’*‘k2e ikxexM td k
_  r o o  — Tj0 k 2 p i k x A c i k — v k 2 + a i r i k 2 ^ t
2tt J O
We have taken the initial condition to be a Gaussian hump like e-r7ofc2 in Fourier 
space and so of similar form in physical space. In the half-plane with kr < 0,
i.e. with |A;| =  —k, we put
A (k) =  P +  cik — vk2 — a n ik 2, (7.14)
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so
u2(x,t) = ^  [ °  e- T>ok2eikxe(<cik- l'k2- a7Tik2)ld k t (7.15)
2tt
where, clearly, the full solution is u(x,t)  =  ui(x ,t)  +  u2(a:,t). We wish to 
evaluate these integrals following lines of constant Ai(/c), i.e. lines of steepest 
descent in Ar(k). To this end, we plot Xr(k) — j3 for the two cases of \k\ =  k 
and |A;| =  — k, Figures 7.1 and 7.2.
Figure 7.1: Ar — /3 as a function of complex k , when \k\ is taken to be equal 
to k. Areas of Ar — /3 large are light and areas of Ar — (J small are dark. Our 
parameters are chosen to be c =  —0.7, v =  1, a =  1, (J = 0.011. The saddle 
point is shown by a small circle.
We find that, in each case, there is a saddle point. The lines of steepest descent 
through the origin, as well as those through the saddle point, are shown in each
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Figure 7.2: Ar — f3 as a function of complex k ,  when \ k \  is taken to be equal to 
—k. Areas of Ar — (3 large are light and areas of Ar — (3 small are dark. Our 
parameters are chosen to be c =  —0.7, v = I, a  = I, (3 = 0.011. The saddle 
point is shown by a small circle.
case.
In the first case, we have
—com vc
k s a d d i e  = 2 2 x +  2  2 - L  2 v =  0.101159 -  0.0321999z, (7.16)2 (a27T2 +  v2) 2 (a2n 2 +  v2)
as in (7.10). At this point, A — (J = —0.01127 —0.0354056z. In the second case,
we have
CCY 7T l/C
k s a d d i e  =  0 , 2 2~ r -^ r +  i o f  2 2 V =  -0.101159 -  0.0321999z. (7.17)2 (a27T2 +  v ) 2 (a27r2 +  i/2)
Here, A — f3 =  —0.01127 +  0.0354056z. However, in each case, A(0) — /3 = 0
so the origin provides a larger real part of A than either saddle point and
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we expect the origin to make the dominant contribution. We thus consider 
only a small path near the origin. Looking at the diagrams, we clearly cannot 
define |fc| in a consistent way such that both paths of steepest descent from 
the origin are also consistent with the values of \k\ we must have along the 
real axis. However, as we are only considering paths close to the origin, it 
suffices to deform the contours for a short distance such that they go straight 
down the imaginary axis. This can only be done for a suitably short path as, 
in each case, further down the imaginary axis Xr starts to increase. However, 
we can always choose a path length, e, sufficiently small and still capture the 
dominant contribution to our integral, i.e. that from the origin.
In the first case, we make the substitution k = —is to get
p ( 3 t  /•€ 2 2 - 2
Ui(x, t )  =  - i —  eVos2+vshesx+cst-ains*td s ^
2tt Jo
In the second, we make the same substitution, over the same range 0 < s < e, 
to get
e0t f°  2 2 -2U2(x, t) = —i   /  enos2+’'s\sx+cst+a*i8*td3' 1Q)
27T Je
Changing the order of the limits gives
g  0 t  r e
u2{x, t )  = i —~ /  e ^ 3 +us tesx+cst+ams t&S. (7.20)
2tt J o
We have
u(x,  t) =  Ul { x , t ) + U 2{x, t )  =  f ‘ eV0S2+ ^ 2t-hsx+cst e^<W( _ ds
=  Jo e’los2+‘'s2t+sx+cst sin(c*7rs2t)ds.
(7.21)
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Everything under the integration is real, so we write sinl? =  Im(e*e), 
u(x,t) =  —2t^ fg eVos2+‘/s2t+sx+cstIm(eia,ra2t)ds
(7.22)
=  ~ 2 € I m f o  g p o s 2+ v s 2t+ s x - \-c s t- \- ia n s2t  ^
We put s =  p / t  to get
p  p (3t r e t  2 2  2
u ( x , t )  =  - ~  — I m  eW fr+vV+^f+^+i^Vdp  (7.23)
t 27r Jo
and we have em7rV w l  +  g0
O z>/3i /*e  ^ 2 2 ^2
u (s ,t)  evofr+‘'V +:rf +cPQ:7r_dp. (7.24)
t 2n Jo t
For large £, dominates, so
p P t  2 rv 7 r
«(*,*) I e V d p , (7.25)
or
9rv
u(x,t) «  e0t- {^2 ' (7-26)
It is important to note that, in our examples, j3 is very small but positive. Thus 
we will initially see algebraic decay like t~2. However, the exponential term 
will always eventually become dominant and so growth will be seen. Thus, our 
homogeneous system is absolutely unstable.
We now consider the evolution with time of the peak of our, initially Gaus­
sian, disturbance wavepacket. To do so, we repeat our steepest descent analysis 
in a moving frame, considering x as a function of t. In general, we could con­
sider x(t) =  xo + Ut and look for U and xq but, when t is large, it seems 
plausible that the shift by Xo has little significance. Thus, we put
x( t )  = Ut. (7.27)
Substituting this into (7.13) and (7.15), we immediately see tha t we change 
our X(k)s, effectively replacing c by c + U. We must now check how this affects
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the steepest descent path. Changing the c to c +  U in our X(k)s changes the 
value of Ar by —Uki in each case. Thus, if U > 0, it becomes possible that 
the path of integration, which extends a short distance down the imaginary 
axis, is no longer a path of descent. To see whether this is the case, we put 
cu =  c +  U. Our new A, Xu, has real part given by
Xu,r{k) = (3 — cyki H- uk? 2airkikr — i/kI, (7.28)
where the upper sign is for the case \k\ = k and lower sign is for the case 
|A;| =  —k. Along the axis kr = 0, the last two terms disappear and it is clear 
that our paths remain paths of descent, provided cu < 0. However, when 
cy = 0 , i.e. c + U =  0 , the path down the imaginary axis is no longer a descent 
path. We wish to study this case further.
Consider a path along the real axis, from 0 to oo, in the first case, i.e. the 
case |/z| =  k. Along this path, Au,r(k) = —vk^. Thus it is a path of descent. 
The steepest descent curve, in fact, is a straight line not parallel to either axis; 
the origin is the saddle point in this case. In the second case, the same path 
is also a path of descent. However, so is the path from 0 to — oo. We choose
the latter as we wish to find the integral from — oo to oo. Therefore, we have
U l { U t , t )  =  g  e -r ,ok*e {cvik -vk*+ c ,n ik -> )tA k ^
u2(Ut,t) =  - e~  (7.29)
_  roo e ~Tjok2 e ( - c l / i f c - i / f c 2 - a 7 r i A : 2 ) ^ ^
27r J O
We add these and put cu = 0 so
u(Ut, t) =  ^  / “  e-<’TO+‘'()fc2 (emikH + e~a*ikH'} difc
(7.30)
= fo° e~>J,0+vl)k2 cos (atrk2t) dk.
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Now we put k = p /y /t  and
7r v t  Jo
We neglect the first term under the integral as it is small for large t. We are 
left with
If it is not true that c + U =  0, we may keep the original path down the 
imaginary k-axis. The result is the same as for the U = 0 case, except with c 
replaced by Cu. As mentioned above, we will encounter a problem when cu — 0 
and must use the result above, (7.32). This grows faster than for any nonzero 
Cu and we conclude that the top of the pulse moves such that c +  U = 0 , i.e. 
U = —c and grows like
7.5 The inhom ogeneous problem
We now consider an inhomogeneous system, in order to demonstrate the dif­
ficulties of eigenvalue calculation for such an equation. We illustrate this by 
considering linear disturbances (a = 0 in (7.2)) with 0  a function of x  as shown 
in Figure 7.3.
This introduces a new length parameter, L, equal to the length between the 
points where /3 attains a value halfway between its maximum and minimum. 
It also introduces a parameter /?o, which is the maximum value of 0. The 
minimum value of 0  is taken to be -3, with which we ensure very rapid damping 
of u in the corresponding regions, as follows from (7.26). The ends are chosen 
to be slightly rounded, with hyperbolic tangent profiles rather than immediate 
jumps. The reason for this is that fitting Fourier series to this set of points
u(Ut,t)  =  ^ / 0°°e "p2 cos (anp2) dp
(7.32)
CH APTER  7. A MODIFIED BENJAMIN-ONO EQUATION 225
P
200- 8 0 0  -  60 0  -  4 0 0  -  200 400
- 0 .5
- 1 . 5
- 2
- 2 . 5
Figure 7.3: P(x). Note tha t the function is given as a set of points. This is 
because numerical evaluation of solutions necessarily only happens at a finite 
number of points. The maximum value of /3(x), fio, is slightly larger than 0, 
to act as a source of instability in the system. Here it equals 0.011.
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gives a reasonably smooth shape around the jumps, i.e. the Gibbs phenomenon 
is small there.
Note that, as shown in Figure 7.3, the x-range for which /?(x) «  (30 extends 
fairly close to the right-hand end of the domain. In order to prevent the right- 
hand edge of this range moving beyond the end of the domain, we will move the 
left-hand edge as L  is varied. This has the advantage of keeping the distance 
between the initial condition and the right-hand end fixed: with c < 0 we 
expect the majority of the signal, initially, to travel towards this end.
Details of how the eigenvalue computation is done can be found in Ap­
pendix A.4.4.
Figure 7.4 shows the results of the eigenvalue computation. A system with 
a ‘short’ inhomogeneity (L  =  20, Figure 7.4(a)) seems to produce an eigenvalue 
spectrum which resembles the continuous spectrum of the outer problem, along 
with some purely-decaying modes on the real axis. Increasing the length of 
the inhomogeneity (L = 100, Figure 7.4(b)), which potentially could lead to 
instability through feedback, appears to make some of the spectrum approach 
that for the problem with parameters equal to those in the high-/? section. 
This may suggest instability if /?0 was positive, which is equivalent to a shift 
of Figure 7.4 in the real A direction.
However, when the resolution of the problem is increased in Figure 7.4(c), 
we see modes moving back towards the real axis and the disappearance of 
the two small kinks in the spectrum that were present in Figure 7.4(b). The 
two calculations should represent the same problem physically, but clearly to 
get an ‘accurate’ answer for the eigenvalue problem would require the limit 
for increasing resolution to be known. The figure demonstrates tha t this is 
simply not possible computationally. The difference between the 641 x 641 
(b) and the 1153 x 1153 (c) eigenvalue problems suggests that an enormous 
eigenvalue problem would have to be solved to get a reliable estimate of the
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Figure 7.4: Three sets of eigenvalue solutions for our system. In each case, 
v — 1, c = —0.7, a  = 0.1 and /30 = 0. In (a), we take the domain of system to 
be 1000 units long with L =  20, computed using 641 points and therefore 641 
Fourier modes. We see that most of the modes lie on the continuous spectrum 
of the homogeneous problem with f3 = — 3 and a few lie on, or close to, the 
real axis. In (b) the system has L = 100. We see that some modes appear to 
have moved away from the axis into the complex plane, towards the continuous 
spectrum of the /3 = 0 homogeneous problem. In (c) we again have L = 100 
but this time with a ‘grid refinement’ to 1153 Fourier modes.
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limiting result. Also, the oo-norm condition numbers of the matrices used in 
(a), (b) and (c) were, respectively, 167, 1008 and 2799. This is consistent with 
the idea, mentioned in Section 1.5, that eigenvalue problems are more difficult 
to solve accurately for larger matrices.
Many calculations have been done to try to find limits of, for example, 
long systems, where eigenvalues can be computed for larger L values. How­
ever, problems are inevitably encountered, either with the size of the matrices 
required, or with their condition numbers growing hugely, to the point where 
the results are ‘unstable’ with respect to small perturbations of the system.
We suggest that the reason for these problems is the algebraic decay of 
signals due to the Cauchy integral term. This can influence the system over a 
huge range in x, unlike the exponential terms which decay rapidly for suitably 
chosen, i.e. ‘sub-critical’, (3. This means that, to get an accurate result, the 
system would have to be so large as to make it infeasible computationally. We 
conclude that eigenvalue problems of this type are not a good method to study 
such systems.
Finally, it is worth commenting that a number of computations of initial- 
value problems for this set-up were attempted. In order to determine whether, 
for example, feedback could be observed between the ends of the (3 «  fio 
section, such computations needed to run for a reasonable amount of time. 
After a fairly short time, however, it was observed that significant disturbances 
were reaching the ends of the computational domain, leading to potentially 
unreliable results. For this reason we do not present any such results here.
7.6 Summary
A Benjamin-Ono equation, with a dissipation term and a linear growth rate 
term added, has been studied in this chapter. Firstly, the soliton solutions
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of the ‘unmodified’ Benjamin-Ono equation were considered; these demon­
strate tha t solutions to equations featuring a Cauchy integral term can decay 
algebraically at infinity. Next, it was shown that naive application of the 
Briggs-Bers (saddle-point) criterion to such problems can lead to incorrect de­
termination of their stability. The dispersion relation contains a term which is 
not analytic in the wavenumber and the branch cut associated with this non- 
analyticity makes a more significant contribution to the large-time behaviour 
than the saddle point.
At the end of the chapter, some consideration was given to the computation 
of eigenvalues of the system with the linear growth rate term made nonhomo- 
geneous in space. It was argued that the algebraic decay of solutions requires 
a domain so large as to make accurate numerical computations infeasible.
Chapter 8
Conclusions
The aim in this thesis has been to analyse the stability of a number of spatially- 
nonhomogeneous systems. There is no general theory for such systems and so 
we have concentrated on a number of fairly diverse example problems. It is 
hoped that the work presented here may be useful in the future development 
of any such general theory.
The use of the Briggs-Bers criterion for the study of the signalling problem 
is well established for spatially-homogeneous systems. In Chapter 2, a simi­
lar criterion was used for a spatially-periodic system, based on the linearised 
Ginzburg-Landau equation, by means of Floquet’s theorem. This relied on 
continuation from a well-understood homogeneous case. The addition of pe­
riodicity was shown, generally, to make the system less stable. However, it 
was also shown that regions of local absolute instability were not necessarily 
sufficient to create an unstable global mode.
In Chapter 3, some of the ideas developed in Chapter 2 were used in the 
context of a fluid-dynamical problem. A geometry was chosen which allowed 
for an analytic base flow and a linear stability analysis was performed. Contin­
uation from a homogeneous case to a spatially-periodic case was again used to 
study the signalling problem, by means of Floquet’s theorem. The periodicity
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of the system was shown to create an infinite set of evenly-spaced wavenum- 
ber curves. A three-wave resonance, with one ‘wave’ being the wall shape, 
was then shown to force a convectively-unstable homogeneous system into an 
absolutely-unstable regime for periodic wall variations of any height.
In Chapter 4, examples of systems with spatial nonhomogeneity confined 
to a finite range were presented. In these, it was necessary to distinguish 
upstream- from downstream-travelling branches so that no disturbance could 
come from infinity. A discrete spectrum of modes was sought and, in the case of 
sinusoidal wall variations, this spectrum was unstable in every case apart from 
that of a half-period channel expansion. In the case of discrete jumps in wall 
shape, both contractions and expansions were found to cause global instability 
although, for expansions, only when the length was sufficiently large. The 
systems possessed no region of local absolute instability, the observed global 
instability being due to a feedback mechanism.
Another locally convectively unstable system supporting unstable global 
modes was considered in Chapter 5. For a straight channel with two fluids 
separated by a solid wall containing a finite-length aperture, instability was 
observed for sufficiently long apertures. The idea of feedback between the ends 
of the aperture section was used to derive an approximation for the instability 
spectrum in the large-length limit. It was shown that, unlike systems with 
no feedback such as the linearised Ginzburg-Landau equation, this system 
remains globally unstable in the infinite-range limit, despite being, at worst, 
locally convectively unstable everywhere.
Having shown that a locally convectively unstable system permitting feed­
back can be globally unstable for a nonhomogeneous geometry, in Chapter 6 we 
considered two example systems which would be stable on an infinite range but 
which are globally unstable when confined to a finite range. Both systems sup­
ported strong transients. The first system comprised three coupled linear kine­
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matic wave equations and the transients were due to near-resonance of waves. 
The second system had two coupled linear kinematic wave equations; here the 
non-normality of the wave operator was responsible for transient growth.
In the final chapter of research, Chapter 7, a modified Benjamin-Ono equa­
tion was considered as a stability model. We recalled that such equations may 
have solutions which decay algebraically at infinity in space. We then showed 
tha t care must be taken when applying the Briggs-Bers criterion to such equa­
tions: saddle points may not make the dominant contribution to the large-time 
asymptotics. Finally, we commented that the algebraic decay of solutions can 
make numerical results, both of eigenvalue problems and initial-value prob­
lems, very difficult to compute accurately.
8.1 Suggestions for further work
In Chapter 2, we observed that, as the magnitude of the periodic linear growth 
rate (e) increased, the system was seen to move from convective to absolute 
instability as the two wavenumber curves met in the complex plane. Further 
increasing e caused the curves to move apart again and it was mentioned that 
it is not immediately clear whether this corresponds to the system returning to 
a convectively unstable state or not. This is because we had relied on contin­
uation from the homogeneous case to distinguish upstream- and downstream- 
travelling waves and this is impossible after the curves have touched. It would 
therefore be interesting to try  to establish a technique for determining the 
stability of the large-e cases. Looking at Figure 2.7, it would appear that the 
simple idea of increasing Ui (decreasing bo) until the curves move into opposite 
half-A:-planes would be unsuccessful: the system may always pass through an 
absolutely unstable range before this happens.
The stability problems in Chapters 3, 4 and 5 were all derived by consider­
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ing the linear stability of an inviscid two-fluid thin-layer flow. An interesting 
extension to this work would therefore be to attem pt to include the effect of 
viscosity in the base flow. It is well known that adding viscosity to a fluid 
model may make it more stable or more unstable and so it is not immediately 
obvious whether this would restrict the observed instabilities or not. A con­
sequence of adding viscosity is that it may not be possible to find an analytic 
form for the base flow: it would need to be computed. Computing the base 
flow would also create an opportunity to remove other restrictions such as the 
thin-layer approximation.
It is also worth noting that this thesis has been focused only on the linear 
stability of systems. The consideration of related nonlinear stability problems 
would also be an interesting extension.
In Chapter 6 , the equations used were chosen because they provide a 
stability-like model through a set of equations which can exhibit transient 
growth. As was remarked in the chapter, it would be interesting to see whether 
equations exhibiting similar properties, i.e. instability due to transient growth 
and feedback, could be derived from a purely fluid-dynamical problem. It is 
also worth noting tha t both sets of equations used in the chapter were cou­
pled; it would be interesting to search for problems with coupling only through 
boundary conditions which demonstrate the instability-through-feedback phe­
nomena.
A ppendix A
D erivations and notes
A .l Notes on the proof of Floquet’s theorem
A .1.1 Justification that C  in (2.10) is constant
Using all notation as in Chapter 2, we have
${x)C{x) = Q{x + Q), (A.l)
where we have now assumed that C  may vary with x. Using dashes to represent 
derivatives w.r.t. x, we have
&(x)C{x) + Q{x)C'(x) =  $'(x + 0)
=  A(x +  0)$ (x  +  0)
(A.2)
=  A ( x ) $ ( x  +  0) 
=  A ( x )$ (x )C (x ) ,
This means
$(x)C '(x) = ( A ( x ) $ ( x ) - & ( x ) ) C ( x )
=  0 ,
and, by the linear independence of the solutions of which <$(x) is comprised, 
$(x) is nonsingular and we conclude that C'(x) = 0 , so C(x)  is a constant, C.
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A. 1.2 The existence of matrix logarithms for nonsingu­
lar m atrices
Given a nonsingular square matrix C, we wish to show that there exists a 
matrix M, say, such that
C =  eM. (A.4)
As C  is nonsingular, it is diagonalisable. If Q is a matrix with the eigenvectors 
of C  as its columns, then
C  = Q D Q ~ \  (A.5)
with D  a diagonal matrix with diagonal elements T^n), D(22) • • • D(nn), say,
none of which may be zero by the nonsingularity of C.  Consider now a diagonal
matrix E  which has elements log f}(n), log D(22) • • • log -^(nn) along its diagonal. 
Then
g Q E Q ~ l _  j  _|_ Q £ ) Q ~ i  _|_ Q EQ  1 -J- 1
=  /  +  Q E Q - 1 +  +  2 ^ 1  +  (A.6 )
=  Q  ( i  +  E  +  ■f r  +  f r -* - - " )  Q ~ l <
and, considering the terms in brackets element-by-element, it is clear that they 
equal D.  Thus we have
C  =  e Q B Q - \  ( A 7 )
as required.
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A .2 N otes for Chapter 3
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A .2.1 The thin-layer approximation
The inviscid, incompressible, 2D Navier-Stokes equations (incompressible Eu­
ler equations) for a single fluid are
du du du 1 dp Fx
m + u irx + %  = - p £  + J '  ^
(A.9)
at ox oy p a y  p
du dv / a n
YX + d y = Q' < A - 1 0 >
where u and v are the components of fluid velocity in the x  and y directions 
respectively, p is pressure, p the (constant) fluid density and Fx and Fy are the 
x- and ^-components of body forces acting on the fluid. Here, the only body 
force of interest is gravity, which is irrotational and can thus be represented 
by a potential. We combine this potential with pressure to form the modified 
pressure, which the symbol p will represent from now on.
We now appeal to a simple scaling argument to derive thin-layer equations 
(3.1) - (3.3). Let L  be a characteristic length for variations of solutions to
(A.8) - (A. 10) in the x-direction and S be such a length in the {/-direction. We
take our fluid to occupy a region which is small in {/-extent, i.e. is thin. Thus 
5 <C L. Let U be a characteristic scale for u  and V  a characteristic scale for 
v. From (A. 10) we have
(A.11)
I J
If P  is chosen as a scale for pressure, then we have a choice in how to relate 
this to other scalings: from (A.8), or from (A.9). Equating the pressure term 
in (A.8) with the second and third terms gives
Px> pU 2, (A.12)
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(note that since p is constant, there is no need for it to have a separate ‘scale’), 
whereas equating the pressure term in (A.9) with the second and third terms 
would give
(A -13)
The second scaling makes pressure far smaller than the first and negligible in 
(A.8). However, the other terms in (A.8) are larger than those in (A.9) by a 
factor of -jf, so to assume that pressure is negligible in (A.8) would constitute 
an unreasonable restriction on pressure variation. We thus choose the first 
scaling, from (A. 12), as the scaling for pressure.
W ith this choice, we obtain from (A.8) a scaling T  for t equal to
T n j j .  (A. 14)
(Note that we have a choice of equation to determine this also and choose (A.8) 
for the same reason.) This and (A.11) make all terms in (A.9) negligibly small, 
except the pressure term, while (A.8) and (A. 10) retain all terms, (except the 
explicit body force term). This gives (3.1) - (3.3).
A .2.2 Linearisation of the governing equations
Differentiating (3.6) w.r.t. x  and substituting from (3.7), we obtain
dui dui du2 du2 d f  d3/  , N
p l~dt + plUlJ *  “  p2^ r  ~  p2“ 2^  = - 9' & ; + ^  {A-15)
Substituting from (3.16) and keeping terms of order 5, we get
iup2U2 — p2{U2u'2 o +  uigU'q)  — iupiUi +  Pi{uioU[ +  u\0Ui) = —gpF' +  7  F'".
(A.16)
We linearise (3.10) and (3.11) to obtain
I  (iuF -  u'10F -  ui0F ' -  UM ) =  U[ (A .17)
hi
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and
— (—iu)F +  u'20F  +  U2oF' — t/2^2) — U2, 
r i 2
(A.18)
which may be used in (A. 16) to remove derivatives of U\^ on the l.h.s. and 
obtain (3.17).
A .2.3 The dispersion relation
Substituting (3.19) into (3.17) and remembering that, for a straight channel, 
hi(x) = hioo, h\(x) = 0 , h2(x) = h2oo, h2{x) = 0 , ui0(x) =  u ioo, u'10{x) = 0 , 
u20{x) = u2oo, u 20(x) = 0 , we get
We put the first two of these equations into the third and eliminate F , obtain­
ing
(iuj — iku\oo) F  =  ikU\,
— (iu — iku2oo) F — ikU2,fl 2oo v (A. 19)
iu>p2U2 -  p2u2oo ( s ^  + ^ 7 )  F
iuipiUi +  pi«ioo ( 5^7  + !^ 7 ) F = - gPikF -  j ik 3F.
(A.20)
-  fcuioo) -  ~ kuloa) =  —gpk — ■yk3,
which is equivalent to (3.20).
A .2.4 The form of A(x)
In order to simplify the following manipulation, we make the definition
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so,
h , 2 { x )  —  I h 3 *>
1+ K
“ 2»(x) ~ X m  ~  0  _  U2° ° \ j l +  K  (sfw  O '
(A.22)
Thus
h '  —  k 2 o ° K k l a o K i x )ri2\X) — -  —  * 3 /2  ,
_  - U 2 o o h 2 o o h ' 2 ( x )  _  - U 2o o K / t ? n o /t /1 ( x )
2 0 v /  h \ { x )  I /  . 2
^ (x)y 1+/C(;^S _1)
We put hi (a;) =  hioo +  esin(x) (equation 3.22) into A(x) (equation 3.18) 
to get
a»»w  -  c r ^ .Y  <am)
 ^ / \   ehiopitioo c o s (a Q _______ i u ______ ,. .
(13) X (hioo +  esin(a;))3 (hloo +  csin(x)) ’
-  o,'*TS.))- <“ >
A » W --------------------- - f “ A T W ..------------yTi (A.27)
(/il0O +  esin(x))3 ( l  +  K  ( (feloo+^ nW)i -  l ) )
a M  =  eh2loou 2ooK  cos(x) iu; / ~  /  h2lao_________ \
(23) h2oo(hioo +  esin(x))3 /i2ooy \(/»ioo +  ts in (x ))2 / ’
(A.28)
A(24)(g) =  P22 f l  +  K  (  f lc°. -  l A  , (A.29)
h2oo \  \(hicx) +  e sin(a:))2 ) )
A(34)(x ) = 1, (A.30)
A(45) (a?) =  1, (A.31)
„ ,  ^ Pi {  ■ 2ehloou loocos(x ) \  00^A(si) (x) =  -  I - t t j  -  - — -  . - 2 ) , (A.32)
7  \  (hloo +  esm(x)) /
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/
4(52)0*0 ~ ^
. 2eh2looK u 2oo cos(x)
iuj +
(hioo +  esin(x))3y / l  +  X  ~  l )  J
(A.33)
4 .  \ (   P i ^ l o o f o i o o  |  e f a i o o  1 * 1 0 0  cos(x) i ______ i u ;  \  i
( 5 3 )  (  y —  7  0 ( ^ lo o + e s in ( x ) ) 4 ( / i i o o + e s i n ( x ) ) 2 y  "■
P 2 U 2 o o \ 1 - + k ( 77 ^ lo ? , ^ 2  -1 ^ )
y  \ ( ^ i o o + e s ,n (x )) /
e h ^ K  u 2 OO C O s(x) to; _ . / l  4 -  V ( — ^ _____________ l '
^ 2o o ( ^ i o o + c s in ( x ) ) 3 /i2oo V  I  ( / i i 0 0 + e s i n ( x ) ) 2
(A.34)
-4(54) ( l)  = 2 2 ---- ft**” ,!*‘” ? w/  7  7 ( / i j 0 0 + e s m ( x ) ) 3 / *  Q r \
2 /  /  l2 \  \  3/2 (A.OOJ
_ P 2 U 2fia ( l  i (  ^ l i s __________ 1 ] ]
7/1200 \  \  ( / i i o o + c s i n ( x ) ) 2 y y  ’
with all other components of A equal to 0 .
A .2.5 The form of A^l+  ^ and A  ^ )
Approximating each of the above elements in the form A(xy) =  A + 
0 (e2), we get:
A ( 1 1 ) ( x )  =  0 +  £7 cos(?) + 0 ( £2), (A.36)
/ x /uioo cos(x) — io; sin(x) . .,x /A
(13)(:r) =  h Z  +  e V — &!------------   ^ +
.. / \ ^ioo . 2^ 100sin(x) 2\ /a qq\
A 14)(2;) = -7 ----- +-e-----To-------+ ° ( e )> (A-38)
'/■loo loo
4(22)  ( z )  =  0  +  +  0 ( e 2), ( A . 3 9 )
loo
A(23)(X) =  ^  +  £ ( - ^ o c ^ c o s ( x )  +  ^ s i n ( x ) \  +  0(e2)) (A 40)
">  2oo \  ™loo™2oo /
^ (  \   u 2 o o  , —2 1 /2 0 0 -  ^sin(x) ( 2  ^  ^  ^1
4 ( 2 4 ) ( z )  — 7 1" e ---------7— r-------------- H )> ( A .4 1 )
” 2oo 'Hoo'*2oo
4(34) (**0 =  1, (A.42)
4 (45) (z) =  1, (A.43)
-4(51) (1 ) =  ^ 4  +  e - 2^ i° ° c o s (x )  +  0(e2)) (A44)
7  7 ^ io o
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. . iup2 2p2u2ooK  cos(x) 2 
A(52)(z ) =  —  +  e —------------+  0 ( e ) ,
-4(53)0*0 =
7
tC jp in ioo  ■ iu jp 2 U 2 o o  
i h i o o
ihu
(A.45)
7^ 2c
/  p m jo o  c o s ( x ) —2 i u p \  u i o o  s in (x )  , p 2 v% n o K
V
+0(e2),
c o s ( x ) — 2i w p 2U 2o o K  s in (x )  
' y h \ o o h 2 o o
(A.46)
Am,(x) =  ^ - ^ 1 - ^  + e + + O tf) ,
(A.47)
We now alter the expansion of A  slightly, so that A  = A*0* +  cA,l+)e'x +  
ej4(i-)e- ii  +  0 (e2) and
A < °>  =
(
0 0
ILl)
/ l lo o
U io o
/llo o
0
0 0
—iu)
/l2oo
4l2oo
/l2oo
0
0 0 0 1 0
0 0 0 0 1
■iuipi
7
iu iP 2
7
iu jp \  li-ioo 
7 /xioo
, | W P 2 U 2 0 0  
7 /l2 o o
0P P l U loo
7  7 /4100
P 2 « L
7/42oo
0
\
(A.48)
A(1+)
i
2 / i i 0
0
A(1_) =
- l
2 h i ( x
0
0
0
0
- K
2/floO
0
0
—p\U\oo P2U2oqK
lh\ oo 7^ 1  OO
0
- K
2/lJoO
0
0
- P l U l o o  P 2 U 2 o q K  
7 ^ 1  oo 7^ 1  OO
iilo o  (jJOh?*aloo
— U 2oqK + ( jjK
2/12 OOh \  OO
0
0
P l M l o o - ^ P m i o o  I
% l h \o o
P2u\00K-2lJP2U2q0K
27/11 00 h-2 00
ttloq+C^OW1* a \o o
— U 2 o q K — U ) K
2 /l2oo /l loo
0
0
P i ^ n o + 2 u p i u i 00  .
27/»?oo
P 2 ^ o o ^ + 2a;P2tt2oo-ftr
27/11 00 h>2oo
hi S
^ 2 o o  ^0 
h i o o h 2 o o
0
0
-3 lP ^ l o o  .
2 7 ^1 0 0  27/11 OO /l2 OO
loo  
i l l 2 o o K  
h l o o t l 2 o o
0 
0
^ i p \ u 2lo o  , 3 ip 2 «
0 
0 
0 
0
0
y
(A.4 9 )
\
+
2
2 00
2 7 / 1 1 OO / l 2  C
(A.50)
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A .2.6 Some differential equation theory
By linearity, we may write solutions to equations such as (3.34) as linear com­
binations of solutions to equations such as
-  Au(x) = QeAx, (A.51)
where u(x)  is a vector of length n and A  is an n  x n matrix. Q is a constant 
vector. We assume throughout that A  has n  distinct eigenvalues. If A is not 
an eigenvalue of A  then solutions to (A.51) look like
u(s) =  —(A -  A / J - 'Q e ^  +  W ikiX’ (A-52)
j
where the ikjS are the eigenvalues of A  and the q^s are the corresponding 
eigenvectors. The invertibility of (A — AIn) is guaranteed by the fact that its 
determinant is equal to (ik\ — X)(ik2 — A). . .  (ikn — A), which cannot be zero.
If A is an eigenvalue of A, ikm say, then as A  has n distinct eigenvalues, 
its eigenvectors are linearly independent and thus form a spanning set. So we 
may write
Q =  aqqi +  <22*12 +  • • • +  <2nqn, (A.53)
with the a,jS unique, provided tha t the q^ have already been fixed. The solution 
to (A.51) is then
«(*) =  -  s p fc q a  -  • • • -  q™-i~
flrj-j-l-1 O /fi \  He
TT , qm+1 -  . . .  -  , _  qn +  amx q m J e (A.54)
j
for some lj G R.
This solution can be derived by assuming a solution of the form u(x) = 
v 0etkmX + VixetkmX, equating coefficients of xelkmX and elkmX and using the fact
APPENDIX A. DERIVATIONS AND NOTES 244
that A  is diagonalisable. This gives the part of the solution corresponding to 
v ix e tkmX and effectively eliminates the term amq m from Q. v 0 can then be 
obtained by reversing the diagonalisation of A.
An important consequence of this, which is useful in the main text, is the 
fact that the condition for an equation like (A.51) to have no solution which 
varies like xelkmX is equivalent to saying that the expansion of Q in (A.53) has 
am = 0, where A = ikm. This follows from the uniqueness of the expansion.
A .2.7 The form of
When we expand A(x)  in the form given by (3.46), the forms of A^°\ 
and A^1-) all remain the same as in Appendix A.2.5, but with u  replaced by 
ujq. A ^  essentially just contains the terms in A ^  proportional to u  with u  
brought out as a factor. Its form is therefore
/
AM
/ l lo o
—i
/l2oo
0
0
0 0 
0 0 
0 0 
0 0
\
V — i p i  i p 2  » p m  lo o  I iP 2U 2oo  Q Q  7  7  7/11 0 0  7 /12  0 0  /
(A.55)
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A .3 N otes for Chapter 4
A .3.1 The fourth-order system
In order to derive Aj(x), the matrix describing the fourth-order system, we 
begin by substituting (4.1) into (A. 15) to get, after rearrangement
“  (p2/ £ 20M ) ( u i { x , t ) ^ { x , t )  +  A , i ( M ) i | l ( M ) ) )  
+p2 {hi00ui00 -1- h2oou2oo ~  fh,i{x, £)ui(x, t))2f h2{x, t)
~b/^2«/Vi,2 ( t ^) (^ lo o ^ lo o  4“ h 2ooll2oo f h , l { x , t ) l l i { x , t ) )  ^
*)/£, i(x ’ *) +  /m(z> ^ i f 1 - 0 )
+ /m ( x ’*) ( P i^ K M )  +  0p / '(M )  +  P iU i(M X (M )  ~ l f ' " { x , t ) )  = 0 ,
(A.56)
where the temporary substitutions f hti =  f {x , t )  -1- h\{x) and fa# = f {x , t )  — 
h2{x) have been made and primes denote derivatives w.r.t. x. We linearise this, 
using the same substitutions as (3.16). Equation (A. 17) remains the same as 
before and is again used to remove derivatives of U\(x). This gives
h2PiU\o (uioF' +  U\h\) +  h\p2 (h2U\U\o +  u\QF' — 2C/1^ 10^ 2)
+h\p2 (ih\U\U +  h2U\U\Qh!i — 2 (hiooUioo +  h2oou2oo) (u\oFr — U\h2))
+ F  ( -  (h\p2u\0) +  h\piUiQ (uio -  iu))
-\-F {h\p2 (u\q (hiooiiioo +  h2oou2oo) +  H2u\q (u\q +  2iu) — u \0 (h[ +  2h'2)))
-\-Fh\ [h^uiQ (3piUio +  ip2(jJ) +  h2p2 (—2i (/iiooUioo +  h2oou2oo) u  +  ul0h[))
~\~Fh\ {~\~P2^ io (^ lo o ^ io o  T  h2ooit2oo) {h^ T  2h2))
+h\ (p2 {hiooUioo +  h2oou2oo)2F r +  h2 {ip\U\ {iu\q + u) — gpF' +  7 F'")) =  0
(A.57)
for the other equation. This means that the matrix A ^ x )  =
- h [ i u ) —u  j 0 -■ u io 0
h i h i h i
0 0 1 0
0 0 0 1
y A4)(4i)(^) A4)(42)(a;) A4>(43)(a;) 0 y
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where
A f  \  _  - ( ^ 2 u 1 0 P l ^ i ) + / l i P 2 ( - i w ^ - / l 2 U l 0 ^ /i - 2 ( / l l o O U l o o  +  h20U2oo)h!2 S)  t
4,(41) ( * 0  -  ^ 3  +
(A.59)
h \ h \ p \ ( - i i j j + u ll Q ) + h \ p 2 { 2 u \ o h ' 2 - h 2 u \ Q ')
7 /11/ i j  ’
A (  \  —  h i h 2 P 2 ( 2 i v ( h i 00u i 00+ h 2 o U 2 o o ) - u l0 h'1+ h i u i o ( - 2 i v - u ' 1Q') ')- \- ih 2 U \o p i(u ]+ iu 'lQ ')
4,(42) \3 ')  ~  ^ 3  H
h i  ( h i  u i o - h i o o U i o o - h 2 o U 2 o o ) p 2 ( u \ o { h \  + 2 /12) 4-/11 u /j 0 ) + / i i / i | u i o ( - i u ; p 2 - 3 p i u /10)
' y h i h ^  ’
(A.60)
A __  3 u loPl {-(hlU\o)+hiooUioo+h20U2oo)2P2 ( A
4,(43) \3 ')  ~   ^ -------------------------- • ^ - D 1 ^
A .3.2 A sym ptotics of flow past rectangular steps
Considering Figure 4.6, in section (1) we have
u 4,(i) =  lnu(L) qnUetknuX +  k ( L)  quelkuX, (A.62)
where we use the subscript nu to refer to quantities associated with the near­
neutral upstream-travelling wave, the subscript u to refer to those associated 
with the other upstream-travelling wave, nd for the near-neutral downstream- 
travelling wave and d for the other downstream-travelling wave. lnu(L) etc.
are functions of L, rather than values at x = L. We insist tha t lnu(L) = 1 at
0(1). In section (2), we have
u4,(2> =  +  a2{L)cteik2X + a3(L) q 3eifc>* +  at (L) (A.63)
and we do not need to distinguish the waves which travel upstream from those 
which travel downstream. In section (3), we have
u4,(3 ) =  rnnd{L)qndelkndX + md(L)qdetkdX. (A.64)
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At x  =  0, we get
^nu(^) Bjum pQ nu  +  l u ( L ) B j umpq u — a i ( L ) q i  +  a 2 ( L ) q 2  +  a 3 ( L ) q 3  +  a 4 (L )q 4 .
(A.65)
We write
BjumpQnu — ^lnuC-^Ql “t“ ^2nu(-^)Q2 “1“ &3nu(Z/)q3 “1“ ^4nu(Z')q4 (A.66)
and
BjumpQu — ®lu(-^)Ql +  fl2u(Z/)q2 d” ^3u(-^)q3 “1“ ^4u(Z/)q4, (A.67)
so that CL\ — InuQ'inu d- ^u^iu etc. At x  — Z/, we get
ai(L )q ieifclL +  a2{L) q 2eifc2L 
+ a 3(L)q3eik3L +  a4(L)q4eik4L
— ^ n d { ^ B j umpC[n(i6 nd -f-772^ (7/)B jurnpC{de d >
(A.68)
so we set
Bjum pQ nd  — Q,lnd(^-/)Q l d- ^2nd(^-/)q 2  d~ Q'3nd(-^/)q 3  d~ &4nd(Z/)q4 (A.69)
and
Bjump*\d — a>\d(L)q\ +  a2d{L)c\2 d- a3d(£)q3 d- 0'4d{L)q4. (A.70)
(A.68) is now
( qi q2 qs q4 )
(  -  - i k i L  \
a \ 6
a2e i k ^ L
a3e i k z L
i k ^ L
=  m ndexkndL (  q i q 2 q 3 q 4 )
+ m dexkdL (  qi q2 q3 q4 )
( \
nd
&2 nd 
^3 nd 
&And 
&ld 
&2 d 
«3 d 
y  Ad J
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giving
/
I
\
ainueiklL 
a2 nueik2L
a3 nUeikzL 
C i A n u ^ 1
\ (
~\~lu
aiue, i k\ L
0 / 2 u ^
0 '3 u &
:i k 2 L
i k z L
y aAueik*L J
i k n d L
( a  ^0 -1  n d
0 - 2  n d  
^ 3  nd  
^  ® 4 n d  J
+m deikdL
\
Q>\ d 
0*2 d  
0-3(1
^  ^ 4 d  j
(A.72)
Choosing —’s to refer to quantities in sections (1) and (3) and + ’s to refer to 
quantities in section (2), we have
^  k n u ' U -1
knuh 1
ik lJh
- K u K /
and
/
qi =
V
(
L J  —  k i U i
k\hl
ik\hi
—k\h\
+ \
q2 =
/
/
CJ —  /C2 W 1 
Z /C 2^i"
k f^ii
+ \
J
qs =
V
u ;  —  k ^ U i
k3h t
ik%hf
-k%ht
q4 =
/
< ,  + Nu ; —
z f c f / i i - 
—AjJ/if
Bjump is given by (equations (4.14) to (4.16) again)
0
0
*i - <
h+
1
0
0 0 
0 0 
1 0
\
^ B j u m p , (4 1 ) B j u m p ^ A 2 )  d  I  J
(A.73)
(A.74)
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where
and
1 fu^p2hx , PiutK  u2p2h1
B j u m p , (41) ~  ~  +  “ X +  ~  ^
n .  _  1 ( P 2 U + ( U + - U  +  ) p2 U2 K - ^ 2 ) ■
j u m p , (42) ~  7  ^ h -  ~r
K - O  ( 1 f  + ^ ) ) >
SO
( \
t t l n u
0<2nu 
0*3 n u  
0 '4 n u
( — felll* lj — k2u f u  — k3u f u  — k^u \  ^
k \h \ k2h \ k3hf k^hl
i k f h f ik \h { z/cf/z+ i k \h l
—k\hi - k 2h f - k l t f - k \ h \  y
- 1
v R .-L' j u m p
(  _ t  -  N
k  h~  
ikluh, 
- K u K
(A.75)
Similarly,
/  \
t t l u  ^ u) — k\Ui u — a; —  £3^+ u —  ^
& 2 u kih\ h h f k^h*
0 > 3 u ikfhf ik\K\ ik \h \
\  ® 4 u  j y ~ ki hi —k\h~l —k\h~l j
X B j u m p
(  V  ~  ^a ;  —
k u h  1
ikl h\ 
~ k i h r
(A. 76)
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\
& ln d a; — u  — h u t uj — h u t  ^
& 2nd k2h f h h t h h t
® 3 n d ik%hi ik \ ik \h t
 ^ fl4nd y -k% ht —k^h t - k \ h t  j
( \
0*1 d
& 2 d  
0*3 d  
^  0'4d j
We put
v R .A‘ j u m p
^  knd'U 1 
kndh l
iK d K
UJ — k \u \ UJ —  k2u t u )  —  h u t uj — h u t  ^
k ih t k2h f h h t h h t
ik \K l ik%ht ik%ht ik \h t
—k \h \ - k 2h \ - k \ h t —k \h t  j
( u -  kdu [ ^
-1
x Rj-J j u m p
\
kdh^
ik2dK
~ kdh i y
Inu 1 “I” Inu, 1L +  . . . ,
— 1^4,0 “I- ^U,l-k H- • • ■ 5
W ln d  — W lfid ,0  "I” W in d , l -^  “!“ • • • )
m d =  rrid, o +  m ^iL  +  —
At leading order we have u; =  o/q, &nu =  =  &o, &u
(A.77)
(A.78)
(A.79)
&u0 and A:^  — kdQ.
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(A. 72) simplifies considerably, giving
mu, 0
ik^h^
- k l K y
'W'nd, 0
< ,  -  >C^ o —
koh1
ik^hi
-k% hj
+*u,0
1 _ i -  -  >^0 kuQ%L-[
kuoh\ 
ik l0h i
J
+md, o
 ^ ^uO l^ j
Trivially, m n<i,o =  1, iu,o =  0 and nr .^o =  0. We put 
/
— kfiQit^
kdoh\ 
ik2dQh[
 ^ ~^d0^1 j
M  =
\
> — fcl'lij1' cj — k2u \ u  — k^Ui uj — k^u l
fcl/l+ k2h l k3h t k^h\
ik 2h \ ik2h l ik \h l
- k l h l -k $ h t - k \ h l
\
and
uj — +  U2L 2,
k\ =  k\t 0 + ki^L2,
&2 == 2^,0 “1“ ^2,2-^25
^3 =  3^,0 +  &3,2 L2,
&4 =  ^4,0 +  /C4)2L2,
ignoring all higher-order terms. Also,
A-r*'TlU
ku
knd
kd
ko “H knu^\L) 
ku,o + ku,2L2 1 
ko +  kndiL, 
kd, 0 +  kd,2L2,
(A.80)
(A-81)
(A.82)
(A.83)
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g iv in g
Qnu
^ 0  — ^0w l \ / fanu,\"Uj\ \ I C^ 2 \
koh^ fanu, \h~i 0
-\-L + L 2
ifaqhi 2z/Co&mj,l^i ^ n u . l ^ l
~ ko h \ J V SkoknUfihi J V-3 fc o fc n u ,i/b /
I -  N
ku,0k l
ikl,o K  
~ kl,oh7
+ L‘
(  ,  -  \U^2 — r£u,2^1
fau,2hl
2i k u,oku,ih1
 ^ ~3fau,oku,ihi j
Qnd
^ 0  ~ (  U -  \fand, 1^1 / U>2
k o h i f a n d , \ h i — o 0+ L + L 2
i f a q h i 2 i k o k n d , \ h i ^ n d .l^ l
~ kl K  j  ^ ^ > fa o k n d , \h i  j '- 3fco^nd,l^l
qd =
< * -  ^^0 — fad,0^1
f a d , o h  I
i k \ 0K  
- kXoh 7 )
+ L‘
^2 —  f a d , 2 u i
f a d ,  2 ^ 1  
^fad,ofad,lfal 
y ~~3fad,0kd,ihl j
(A.84)
(A.85)
(A.86)
(A.87)
We define £  to be a diagonal matrix with elklL, elfe2L, elkzL and elfc4L as its 
diagonal elements and let i?i, ^ 2 , . . .  be defined by E  = I4 +  L £ i +  L2^  +  —  
At 0(1), (A. 72) reads
A/q P j u m p Q o  A ^ u,0 A/q R j u m p Q u f i  THndfiAIo B j u m p Q O  A/g R j u m p Q d , 0 0
(A.88)
with /u 0 =  0, rand,o =  1 and m d)0 =  0 as before. Af0 is the leading-order term
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in the expansion of M  (as a series in L). At O(L), (A.72) is
In u ,o E \  A / q  B jum pQ .0  d~ ^ n u ,0 A / q  B ju m pQ n u ,  1 d -  Inu,i A / q  B j urripC\ o
B jumpC\U'io 4“ /u,lM0 B jumpQu Q ^ n d ,O^qAIq B jumpC[o
Wind, ( )A /q B ju m p Q n d ,l Wind, i A / q B j umpC\ o  
wid,oi^d,oAlQ B jUrnpC^ d,o wi^^AIq B jUmpC[d,o — 0,
(A.89)
so
(A.91)
( E i + / 4(* nu,l ^ 0  W ln d , \ ) )A / q  B jump(\o 4“ A / q  -6jumpQnti,l
4-^u,l A/0 B j ump(\u Q A / q  B j umpC\nd, 1 7^-d,l A / q  -SjumpQd.O =  0*
(A.90)
At 0 ( L 2), the equation reads
{^nu,2 4“ ln u ,\B \ 4" ^tiu ,0 - ^ 2 ) A / q  -^jumpQo 
4"(/ mt,l 4" I n ufiE \ ) A / q  B j umpO[n u i 
4~^mt,0 A / q  B j UTnpC[nu 2 4“ ^nu,0A/2  B j ump( \0 
d~(/tt,2 4“ iu.1^1 4- ^ u ,0 - ^ 2 ) A /q  B j ump<\u Q 
4 " / u ,o A / q  B j umpC[U 2 4~ lu,o^ 2  B j umpC[Ufi 
{wind,2 d~ Wlnd,\ikQ  4“ Wlnd,o( 2^0 ^rcd,l))A/o B j ump(\q 
{wind, 1 d" Wlndfiik o )M 0 B j ump(\nd,\
WlndfiAI^ B j umpC[ndt2 Wlnd,0 ^ 2  B j umpC\ 0 
- ( m rft2 d- rad)i2/cd)0 +  m d)0(- |/c ^ o ))A /o _1JBJumpqd)o
W ld,0 A/q B j um pCld, 2 W ld f iM 2  B j um pC\d,Q =  0.
Simplifying, using the 0(1) result, gives
{lnu,2 d- ^nu,l .Ei 4- E2)Oqo 4- (/ nu,l +  £ i)C q  mz,l +  Cqmt,2 +  (iti,2
+ /u,iE i)C qu,o -  {mn d ,2 4- mnd, A  -  +  ifcnd,i)Oq0
-(windA d- ^o )O qnd)i -  C qnd)2 -  (md|2 d- rad)iifc0)C qd)0 =  0,
(A.92)
where OjUmp =  MQlB jump has no dependence on L. We now consider the 
dependence of k on cj. Substituting (A.83) into the straight-channel dispersion
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relation (3.20 again):
-  k u i)2 +  -  ku2)2 = gk2 +  7 /c4,
h \ h 2
gives, for ku, at 0 (L2)
ku,2 — w2 (p\h2 {uq — u 1 kUfi) +  ^2^1 ( ^ 0  — ^ 2  ku,o)) /  
(P l'U 'l /z>2 (p^ O ^ u ,o ) ~f" P 2 ^ 2  ^ 1  ( ^ 0  ^ 2  ^ u ,o )
+/ij" h i  gkUt 0 +  2h \ h i  j k l t0)
and similarly
fed,2 =  ^ 2  ( p i ^2  (^ 0  — Wi fed,o) +  P lh i  ( ^ o  — ^ 2  ^ d ,o ) )  /  
( p i U f  / l2  ( ^ 0  -  u i  fed,0 ) +  P 2 ^ ih i  (w o  -  U i fed,0 ) 
+ /1 7  h igkd Q +  2 /ijf h i 7 fe|0) .
At O(L), for fenu, we get
ferm,l [ f e o P l^2  ( w r ) 2 +  f c o M r  (^ 2  ) 2 
—p iu^uoh i — p2u t u Qh i  — gk0h i h i  — 2j k lh ih i ]  =  0, 
with the term in square brackets equalling zero. At 0 (L 2) we get
7   . i  /  2h2 pi(up-ul kp)+2h1 P2(ujq- u2 kp)
n u ,  1 —  g h - h - + & l h - h - - h - p i { u - ) 2 . h - l P 2 {u-2 P
=  \J^2 kfiu, 1 ,cj )
say, where the sign can be chosen by the large root sign and
fend, 1 = kn u \.
This means that
Q n d , l  ”  Q n u . l
and
^Ind,2 =  99 iu ,2-
(A.90) is now
“t" iko m nd,l)
_f“ 2 C j u m p Q n u , l  d ” ^u , 1 ^~'juTnp^iu,0 ^ d , l 6 ' j u m p Q d , 0  —  0■
(A.93)
(A.94)
(A.95)
(A.96)
(A.97)
(A.98) 
(A.99)
(A. 100)
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Putting
Q n u ,l n u ,l ,u ) i
say, and 4^,1 =  lnUti -  ik0 -  m nd,\ we get
(A.101)
(Fl “h ^n, 1 I 4) Cjump(Jo T ^y/ ^ 2 Cju m p Q n u , 1 ,oj d" l u , l O j u m p Q u , 0  ju m p Q d ,0  0?
(A.102)
or
rad,iqd,0 ^ ,iq u,0 ‘^,y /^ 2 i^nu,l,u) ^n.iqo — Cj ump Cj wmpqo- (A. 103)
Thus,
 ^ m d, 1 ^
i^t,l
— 2 \/W2
)
(qd,o q U)o qnu,i,u; qo) C jUrnpE \C jUrnpC{Q. (A.104)
A .4 N otes for Chapter 7
A .4.1 The discrete Fourier transform
The well-known continuous Fourier transform of a function u(x), and its in­
verse, can be written as
/ oo u(x)e
-oo
3d x , u(x) = /oo u ( k )
-OO
e ^ d f c ,  (A.105)
as well as in several other ways involving multiplying different factors in the 
exponent and overall equations (see e.g. [8]). To represent the Fourier trans­
form at a finite number of points, we encounter two problems: k values are 
separated by finite amounts, and there are maximal and minimal k values that 
can be represented.
To get around the first of these, we must treat the function u as periodic. 
This means that its transform will be a series of equispaced delta functions,
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the wavenumbers, k, of which are multiples of that corresponding to the period 
of u. We represent each delta function by the value of its integral.
To deal with the second problem, we apply the same principle the other way 
round. By taking the function u to be a string of delta functions, represented 
by the values of their integrals, the transform will be periodic and so can be 
represented by a finite range of A;-values. Thus, both u and u are represented 
by periodic strings of delta functions.
So far, this all lies within the continuous theory (strictly, the continuous 
theory in the limit). However, we now change our variables so that x  and k 
can be represented by integers, essentially making our transform into a Fourier 
series. For example
x = xo + X A x , (A.106)
for integer X between 0 and N  — 1. We have as our discrete Fourier transform
N - 1
u(K ) = J 2 u (x )e~2,,iXK/N> (A. 107)
x=o
for integer K. It is important to note that the quantity K /N  is our analogue of 
wavenumber. Thus, the lowest positive wavenumber is
^cycles/(sam pling length), the lowest nonzero wavenumber which can be 
represented by a sample of N  points separated by (sampling length).
From sampling theory, we have that the highest wavenumber which can 
be thus represented is ^cycles/(sam pling length), corresponding to one wave­
length for every 2 samples. This corresponds to K  = N /2. We may thus view 
the remaining K  values as being negative wavenumbers from —~^ 1 to — 
due to the periodicity in K. Note that these are non-dimensional, by virtue of 
X  begin non-dimensional in (A. 106).
Equivalently, we may change the limits of our summation. By changing 
the value of x q  by N A x / 2  we can shift the X  values by ‘half a wavelength’
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and (A. 107) is then equal to
N /  2 -1  N / 2 —1
Y  u (X )e - 2^ x+N' 2)K/N = e~*iK Y  < ^ ) e ~ 2niXK/N
X = - N / 2  X = - N / 2
(A.108)
N /  2 - 1
=  ( _ i) *  £  u { X ) e - ^ iXK'N.
X = —N/2
We note that we could equally have chosen these as our original range of values 
for X .  This is an important point: whereas a continuous Fourier transform is 
normally taken to have a single answer, a discrete Fourier transform may have 
a phase shift for each K  value. This is due to it being unclear what the ‘best’ 
place to start the summation is. Counting from —N /2  to N /2  — 1 seems most 
like the continuous case, but from 0 to A  — 1, as in (A. 107), is more convenient
computationally. The phase shift for each K  may then mean that the discrete
transform is not ‘smooth’, in the sense that it does not approach a continuous 
function as N  is increased.
We have, from before, that K  = 1 corresponds to a single wavelength in 
N A x. This gives it a wavenumber of
1
N  A x '
Other wavenumbers are multiples of this. Thus
(A. 109)
N  A x
gives us a physical scale for k.
An inverse for (A. 107) is
N - 1
N
k = K - J - -  (A.110)
u (X )  =  ^  ^ 2  u (K )e2l,iXK/N. (A .lll)
K = 0
That this works follows from the fact that 
N —l
x=o
N  K  = K*
0 K 4 K ' .
^  e - 2 m X K / N e 2 m X K ' / N  =  J (A. 112)
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This inverse has the same problems with the choice of range for K  as the 
forward transform has for the choice of range for X .
Returning to the idea of the discrete transform as an approximation to 
a continuous function, we consider the derivative theorem. That the Fourier 
transform of ux ~  jrj can be written as
follows from the derivative theorem for a continuous Fourier transform, with 
variables then changed into their discrete counterparts. We must, however, be 
a little careful in choosing the values of kc to use, where the symbol kc has 
been used to emphasize the fact that it is not necessarily the k in (A. 110). If 
we wish the kc values to be approximately symmetric about 0, we must still 
ensure that kc = 0 coincides with K  =  0. Thus, we define kc as
u'(K ) = 2tn k c u (X )e -™ XK/N (A.113)
x=o
K j f c  0 < K  < N /2  — 1
kc =  < (A.114)
m < K <  N - l
with a ‘discontinuity’ at K  = N /2.
A .4.2 Benjam in-Ono soliton solutions
We have (equation (7.1) again)
ut = cux +  auux +  a
We look for a solution of the form f ( x  — vt) = f(z ) .  Thus
(A.115)
If /  is of the form
(A.116)
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then the integral is
r°° — a f ° °J-oo 1 J_oo (l+(^)2)(2/- 2)
(A.117)
00
00 diN #  )(£-*) '
Partial fractions gives the integral as
- 2  ( f )  ta n -1 ( j )  +  2 log ( j - i ) -  log ( l  +  ( ^ ) 2)
2 +  2 ( f  ) 2
— 7Tt
Now,
and we have
v +  c +  a
f V )  =  -
2Aiz
L 2
i +  ( i ) 2'
(A.1 1 8 ) 
(A.119)
Ai 2Ai^
=  — a
a 2 {
1 +  i z )  J  L2(l + (f)2) 9x2 V1 + (z)2 I ’
(A.120)
or
i+(£=2!*) y L2^1+( ^ ) 2y
or
^  2L [ —3 L 2 + ( x —u t ) 2 ) ( x —tit)
AiQ;7T / „ " . o\3 1
(L 2+ ( x - v t )  )
(A.1 2 1 )
( (v+c) ( l + ( E- r 1) ) + ° ^ i ) ^ 2 2 A i ( x - v t ) L 2    n  t a ( - 3 L 2+ ( x - v t ) 2) ( x - v t )
L 2+ ( x - v t j ‘ ( L 2+ ( x - v t ) 2Y  1 ^  (L 2+ ( i - t i t ) 2) ’
(A. 122)
((v  +  c) (1  +  m 2)  +  «»Ai)
x (x — v t) L3 =  — air (—3L2 +  (x — v t)2) (x — r;t) ,
(A.123)
(2gr {L2 +  (x -  t;£)2) +  aAi)
x (x — vt) I? = —a.ir (—3L2 +  (x — r^)2) (x — v t) ,
(A.124)
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(~ Z^~ ^  ~  =  ~ a7T (—3T2 +  (^ — ^ ) 2) • (A. 125)
Comparing the constant quantities, we obtain
(v +  c +  aA\) L = 3a7T (A.126)
and comparing the coefficients of (x — vt)2,
(v + c) L = —a 7r, (A.127)
so
4(i7 +  c) flAi =  0, (A.128)
or
v = —c — — (A.129)
4 
and
4Q7r
L = — . (A. 130)
This provides the full solution as given in (7.3).
A .4.3 The Fourier transform of the Cauchy integral term
For completeness, we briefly derive the transform of the last term on the right 
of (7.2). We have
[  U^ X  ^ dx' = - u xx * - ,  (A.131)
J - o c  x ' - X  X
d 2
dx2
taking the derivatives inside the integral and using * to represent the con­
volution of two functions. From the convolution theorem it just remains to 
calculate the Fourier transform of Due to the infinite discontinuity at the 
origin, we write
/ 1  \  /  r - e  p - i k x  ro o  - i k x  \
W  =  - 0  (/-C O  “ dX +  /  ~ dX)  ’ (A 1 3 2 )
where, again, the symbol ‘h a t’ is taken to mean ‘the Fourier transform of’. 
Consider now the often-used path for integration in the upper half-plane con­
sisting of the segment ( - R ,  e), R  large, along the negative real axis, a semicircle
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of radius e past the origin, the segment (e, R) of the positive real axis and a 
semicircle of radius R  back to the start. Along this path, the integral of our 
function is given by
This is equal to zero by virtue of the path enclosing no poles. As R  —► oo, the 
fourth integral vanishes and as e —► 0, the second is equal to in  for k > 0 and 
—in  for k < 0. So
(r —€ g —ikx poo g —ikx  \J  dxH- j   d x )  + insgn(k) = 0 (A. 134)
and we have
=  — insgn(k), (A.135)
with the transform of the entire last term being ink\k\. Our transformed 
equation is
ut = ikcu — k2uu + (3u + au*  (iku ) +  m7rfc|fc|, (A. 136)
where, again, * is convolution.
A .4.4 The Benjam in-Ono eigenvalue problem
We now consider the linear problem in Fourier space and take the time depen­
dence to be of the form ext. By considering u and k to take discrete values, 
we arrive at an eigenvalue problem for A. We consider N  wavenumbers and 
the same number of u values, where N  is odd in our examples, for symmetry 
about k = 0. The k values are taken to be the same as those discussed above,
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in Appendix A.4.1. Thus
^  U - ( N - l ) / 2  ^
U-l
U= Uo
U\
\  U { N - 1)/2
O ut equation then becomes
k =
(  f c - ( iV - l ) /2  ^
k-1 
k0 
ki
\  k{N- 1)/2 /  \
(  ( N - 1)/2 \
N A x
N A x
0
1
iVAx
( N —l ) /2
N A x
. (A.137)
/
Aum =  (2mckm -  47T2^A:  ^+  47r3iafcm|A;m|) +  (/3 * u)m, (A.138)
where (3 is the Fourier transform of /3. The only question which remains is how 
to do the convolution. We approximate the solution as
( N - l ) / 2
{P * f^ )m =  ^   ^ Pn^m—ni
n = - ( N - l ) / 2
(A.139)
We now put nmin =  —(N  — l) /2  and nmax =  (N  — l)/2 . Then, if we put 
Dn = 2mckn — 47r2i'fc2 +  47r3zaA:n|A:n|, we can define
Dn =
( Dn 0 \
Do 0
0 fii
(A.140)
\  0  • • •  ^Tlmax /
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and
Mr-
/  „ \
Po * Pamiri Pftmax ' ' ' P1
A^ m o i
A>,
A  /3_i . . .  A
A ATlmax
(A.141)
\  A -l . . . P rim a x  P r im in  • • • A) /  
where the third row and column lie in the middle of the matrices. This leads 
us to the full matrix form of the eigenvalue problem
Xu = (Dq +  Mp) u. (A.142)
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