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Abstract 
Chaos Theory has been successfully applied to predict the long-term behavior of numerous biological systems using a 
technique known as a “Recurrence Plot”. This same method of application should prove useful in Systems 
Engineering as well. Recurrence Plots reveal long-term and emergent behavior in complex systems when specific 
criteria are met.  This technique may be used in Systems Engineering in such diverse areas as Systems Architecture to 
predict emergent behaviors in Complex Systems and Program Management to predict the long-term health of a 
complex project among others.  The utility of Recurrence Plots in the field of Systems Engineering will demonstrated 
as well as establishing the requisite criteria and the technique itself. Future work as well as other approaches and how 
they compare will also be addressed. 
© 2012 Published by Elsevier Ltd. Selection  
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1. Introduction 
Chaos Theory is a large field, much of which was developed as pure mathematics and not necessarily 
intended to have a practical application.  Fractal art, the public face of Chaos Theory, falls into this 
category.  However, there have also been practical developments within the field of Chaos Theory as well.  
Unfortunately, the practical developments remain relatively unknown hidden in the shadows of the pure 
mathematical developments such as Mandelbrot sets. 
In fact, Chaos Theory has a lot to offer in the way of practical application.  The key to unlocking the 
power of Chaos Theory regarding practical problems is its statistical side.  Statistical models developed 
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using Chaos Theory are known as nonlinear statistical methods.  These methods are particularly powerful 
because they are qualitative rather than quantitative.  Quantitative statistical methods, using such metrics 
as medians and standard deviations, do not directly compare all the data, but only a small derived set. 
Regarding quantitative methods, it is not unusual for a large collection of data to be reduced to just two 
numbers like a mean and standard deviation.  While this can provide useful insight, it loses most of the 
information in the process.  On the other hand, qualitative methods can retain significantly more 
information by forming patterns possessing nearly as much data as the original set.  This allows for a large 
gain in what a qualitative method can determine about a data set compared to a quantitative method. 
Chaos Theory has been successfully applied in numerous fields, but has received particular attention in 
the field of biology.  One reason why it is so successful in biology is that it can reliably categorize 
systems’ long-term behavior using readily obtainable data with a simple technique known as a 
“Recurrence Plot”.  This allows biologists, for example, to categorize a heartbeat as “healthy” or 
“unhealthy” long before any signs are outwardly detectable.
This technique for categorizing long term behavior, including emergent behaviors, is applicable to 
systems engineering as well.  For example, systems with direct biological analogues such as swarms, 
would be ready candidates for this technique.  Less obvious applications exist as well.  For example, 
program management could use this technique to determine program health based upon program metrics 
taken at regular intervals. 
2. Recurrence Plots 
The actual technique to calculate Recurrence Plots is quite simple.  The data is ordered by time and 
must be measured at a specific interval (hourly, daily, weekly, annually, etc.).  While the actual interval 
chosen does not matter, the interval must be constant for the entire data set.  From this ordered set, an 
embedding space is constructed.  The dimension of the embedding space is not important so long as it is 
sufficiently large.  Usually an embedding dimension of 6 to 12 is sufficient.  The embedding dimension is 
sufficient when the pattern no longer changes as the embedding dimension increases.  Within the 
embedded space, the distance from each point to every other point is measured and a mark is placed if the 
distance is less than some threshold.  The threshold is determined experimentally such that the plot is 
focused for the distance metric chosen.  A threshold is too small if individual details are lost and too large 
if individual details begin to blend into one another.  The output is a two dimensional pattern. 
Mathematically, a Recurrence Plot may be defined as follows.  A recurrence plot begins with obtaining 
the appropriate series of data,  , 
               
where   is the number of data samples and    is the sample at time   .  Furthermore, the data set must be 
ordered and periodic, i.e.           for      , where   is the sample period.  An embedding 
space,  , is then defined as 
                
where   is the embedding dimension,                      , and         .  The only 
restriction on the embedding dimension is that it must be high enough for the dynamics of the system.  
Just like Euclidean space, a higher than necessary dimension may be wasteful but does no harm.  An 
embedding dimension of eight is often sufficient, but to verify that the embedding dimension is sufficient, 
generate a recurrence plot in a higher dimension and verify the pattern remains the same. 
To create the plot itself, a norm must be chosen.  The 1-norm (Manhattan distance) and 2-norm 
(Euclidean distance) are the most commonly used norms for this application.  The norm chosen doesn't 
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matter except that the radius (discussed below) will differ and all comparison should be made between 
recurrence plots created using the same norm.  The 1-norm is computationally cheaper by a wide margin, 
therefore it is normally recommended.  Along with the norm, a maximum distance,  , defining a 
neighborhood of radius   about each point in the embedding space must be chosen.  This should be 
chosen such that information isn't lost (  too small) or hidden (  too large).  An adequate   can be chosen 
quite simply by choosing it such that one to ten percent of the points fall within each other's 
neighborhoods.  Like the norm,   should be same for all systems being compared.    is often referred to as 
the radius of the Recurrence Plot. 
We may now define two matrices   and  .  Given   ,  , and  , a distance matrix,  , is defined as 
  [
           
           
    
               
]   
where 
    ‖     ‖  
This finally leads us to the recurrence plot,  , which is defined as 
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]   
where 
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We may omit half of the calculations since         and         by symmetry.  It should be noted that 
this algorithm has       complexity. 
To draw the recurrence plot, the unit square centered about each point       where       is shaded-in
on an       grid.  For additional clarity, the shading may be done in proportion to how close     is to  
which could be calculated as        .  Furthermore, there is publicly available software for generating 
recurrence plots [1]. 
The pattern by itself is generally of little use other than to offer a measure of the complexity of the 
behavior measured and captured by the data set.  This is most easily done by performing a Fourier 
Transform to determine the spectrum.  A broad spectrum indicates complex behavior while a narrow 
spectrum indicates simple behavior.  Ideally, however, data is known for comparable systems of known 
quality.  Recurrence Plots may then be generated for these systems and the Recurrence Plot of the system 
of interest may then be compared and its quality determined. 
David M. Curry / ProcediaComputer Science 00 (2012) 000–000 
42  David M. Curry / Procedia Computer Science 8 (2012) 39 – 44
3. Biological Application 
In order to illustrate to use of Recurrence Plots, a straight-forward application from biology will 
examined [2].  Using heartbeat intervals recorded from patients, Recurrence Plots were generated and 
connected to patient outcomes.  Patients who later had heart attacks had a relatively dense blocky pattern,
while those who did not had a lighter pattern, see Fig 1.  Using this information, a patient's risk of heart 
attack may be determined by recording their heartbeat interval periodically and then generating a 
Recurrence Plot.  A light, less dense pattern indicates a low risk of heart attack while a blocky, dense 
pattern indicates a high risk.  Of course, this can be extended arbitrarily, e.g. to a scale that rates risk as 
very low, low, moderate, high, or very high based on how “blocky” a pattern seems. 
This begs the question of automating the assessment of patterns.  A neural network would be a natural 
for providing an assessment regarding how well a pattern matches other patterns (the known quantities).  
These assessments could then be feed to a fuzzy logic system to determine the most appropriate category. 
Fig. 1. (a) healthy/benign arrhythmia; (b) unhealthy/malignant arrhythmia 
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4. Systems Engineering Application 
In the biological application given, the Recurrence Plots are used to demonstrate how arrhythmias that 
may fall within the “normal” range can nevertheless still indicate an “unhealthy” heartbeat when the 
pattern is analyzed.  Likewise, this may be applied to Systems Engineering concerns such as systems 
architecture and program management. 
Regarding systems architecture, there are numerous concerns: maintainability and emergent behaviors 
are two examples.  In order to rate the maintainability of an architecture, a measure of complexity [3, 4] 
or entropy [5] may be used as the series data.  Recurrence Plots could then be compared to those of past 
architectures with known maintainability, both good and bad, to determine if the architecture is acceptable 
in that regard.  The same is true for emergent behaviors.  If a certain long-term emergent behavior is 
either desired or undesired, series data of pertinent system behaviors may be collected and the Recurrence 
Plot compared to systems that exhibited the emergent behavior and those that did not. 
To illustrate with an example of how this may be done, consider an architecture under development.  
The architecture is, of course, changing otherwise it would be no longer under development.  Therefore, a 
measure, such as the complexity as defined by Carson [4], can be applied periodically and the data used to 
create a pattern using the Recurrence Plot technique.  This could then compared to the Recurrence Plot 
patterns of other architectures with which the same measurements had been applied to determine if they 
are similar.  If they are similar, then their emergent complexity should also be similar. 
In a program management context, turnover, schedule variance, and cost variance may indicate 
obvious problems when above a certain threshold.  However, a program may still turn out to be in serious 
trouble even if the numbers had never raised any management flags. However, by comparing the data 
patterns using Recurrence Plots against programs with known outcomes could yield an early warning of 
trouble on the horizon.  Series data could be collected from numerous sources such as frequency of 
organization changes, employee turnover, schedule variance, and cost variance to name a few. 
As an example of applying Recurrence Plots to program management, consider a mid-life program.  
The cost variances could be captured for, say, each tier IV task at a specific interval such as weekly.  This 
would then produce a particular pattern using a Recurrence Plot which could then be checked against 
patterns of past tasks that had been known to have come in under budget, on budget, and over budget.  If 
the pattern matches the over budget pattern, it would then be likely that the task will be over budget and 
management could take mitigating steps earlier than would otherwise have been possible. 
The obvious drawback is that it would be a long time before this technique could be applied since data 
from past projects with known outcomes is required.  However, in certain cases, it may be possible to 
generate this data via simulation.  If a simulation were developed for the item of interest, then both good 
and bad outcomes could be generated along with all the desired data without the need for actual data from 
past projects. Simulations will be discussed in the next section. 
5. Alternative Approaches 
Other approaches have been studied as well.  Some of these approaches are pattern-based [6, 7], while 
others are not [8, 9, 10].  A good survey of various approaches is a work by Ferreira and Tejeda [11].
Only one of these approaches will be discussed here, as it is conducive to testing the Recurrence Plot 
based approach. This other approach is agent-based simulation. 
Briefly, the agent-based simulation approach distinguishes itself by creating simple models 
representing individual behavior and then placing together individuals, called agents, to produce complex 
group behaviors through their interactions.  The value of this approach is that it allows emergent 
behaviors and all desired data to be readily created and studied.  This approach has been found to 
reproduce emergent behavior accurately when the agent behavior is well understood [10].  The obvious 
downside is that the pertinent agent behavior must be known a priori. 
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6. Summary and Next Steps 
The application of a pattern-based approach using Recurrence Plots, a product of Chaos Theory, shows 
great promise in its application to Systems Engineering.  As a first step towards verifying this approach, 
multiple agent-based simulations will be developed along the lines of the architecture application outlined 
above that produce both categorically similar and different emergent behaviors.  Using simulations will 
allow for a relatively quick way to produce data for a set (test matrix) of systems covering a 
representative range of behaviors for verification. 
Finally, it is the author’s hope that the information provided in this paper will stimulate and encourage 
the investigation and development of new applications of Chaos Theory to Systems Engineering. 
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