In this article, the authors address two topics relevant to the
The hippocampus and related structures of the medial temporal lobe have long been linked to the ability to learn and retain new long-term memories for facts and events. This ability is termed declarative memory in humans (Squire, Stark, & Clark, 2004) and relational memory in animals (Eichenbaum & Cohen, 2001) . A fundamental challenge in neuroscience research is to understand the patterns of neural activity that underlie our ability to learn and remember new declarative/ relational information. One experimental approach that is particularly well suited to address this question is behavioral neurophysiology, in which neuronal activity can be monitored as animals perform various learningor memory-demanding tasks. The majority of these studies have examined the neural correlates of memory representation by recording neural activity as memory is being retrieved from either short-term or long-term memory.
For example, in studies of short-term visual recognition memory, neurons in the perirhinal and entorhinal cortex signal memory with either an enhanced or suppressed response to a particular stimulus when it is held in memory compared to other trials when that same stimulus is not held in memory (Li, Miller, & Desimone, 1993; Miller, Li, & Desimone, 1991; Suzuki, Miller, & Desimone, 1997) . These "match-suppression" or "match-enhancement" signals are thought to underlie short-term memory for the sample stimulus. In studies of long-term associative memory representation, in which animals perform a task in which pairs of visual stimuli are associated in long-term memory, the strength of the response to two stimuli that had been paired in memory is significantly correlated (Naya, Yoshida, & Miyashita, 2001 Higuchi & Miyashita, 1996; Sakai & Miyashita, 1991) . These pair-coding responses have been taken as evidence for a long-term associative memory signal.
Although these findings have provided important information concerning how short-or long-term memory is represented in the medial temporal lobe, these findings do not address the question of how memory signals are initially established. Indeed, a large body of evidence suggests that the medial temporal lobe in general and the hippocampus in particular is critically involved in the ability to form fast new associations in memory. For example, amnesic patients with medial temporal lobe damage are impaired in forming fast new associations between stimuli in multiple sensory modalities Stark, Bayley, & Squire, 2002; Stark & Squire, 2003; Vargha-Khadem et al., 1997) . The importance of the hippocampus for the ability to form fast new associations is also a key feature of recent theories of hippocampal function (Eichenbaum & Cohen, 2001) . Given these convergent findings, an important question becomes, How does the hippocampus participate in the formation of new associative memories?
To address this question, one strategy has been to record neural activity as animals are in the process of learning novel associations. Changes in neural activity that are correlated with learning are taken as evidence of learning-related activity. Examining the pattern and selectivity of these changing neural signals provides insight into how a particular brain area participates in new learning. For example, neural changes that occur at the same time or before behavioral learning may drive the learning process, whereas neural changes that follow behavioral learning may participate in a strengthening function.
In Part 1 of this article, we review the patterns of neural activity that have been described during learning of new associations. We first focus on the learning-related signals that have been reported in the medial temporal lobe in rabbits, rats, and monkeys. We next compare the associative learning signals in the medial temporal lobe with learning-related activity in other brain areas. We limit this comparison to the extramedial temporal lobe brain areas in which similar associative learning tasks have been used. In particular, conditional motor learning tasks have been examined across many brain areas. In this task, animals learn to associate a given stimulus with a particular motor response (i.e., move your eyes to the right). A review of these studies shows that strong learning-related neural activity is observed across widespread brain areas including the hippocampus, premotor cortex, prefrontal cortex, and striatum. There are not only striking similarities in the general patterns of learning-related activity observed across these areas but also clear differences in both the selectivity of the learning-related signals and the timing of these signals relative to behavioral learning. These findings, taken together, suggest a tentative framework for understanding the nature and timing of associative learning signals observed across different brain areas.
In Part 2 of this article, we turn to the practical issue of the statistical strategies that have been used to analyze both behavioral learning and the corresponding changes in neural activity in the brain. One difficulty in studying the brain basis of associative learning is that there is no clearly established criterion for how to accurately estimate either behavioral learning or dynamic changes in neuronal activity over time. For example, methods for estimating the learning curve typically require multiple trials measured in multiple animals, making this application virtually impossible for neurophysiological studies, in which numbers of animals (particularly in studies using monkeys) tend to be low. Most of these studies have used various averaging techniques to estimate learning curves. Change-point tests (Siegel & Castellan, 1988) have been used to estimate the trial number of learning. Another requirement for the analysis of the neural correlates of learning is an accurate estimate of dynamic changes of neural activity over time. Many neurophysiological studies have addressed this issue by simply comparing the static neural responses before and after learning, ignoring the dynamics of the learning-related activity. Other studies have applied an n-trial moving average analysis to both the neural data and behavioral data and examined the correlation between the two. However, because we know that neural activity can change very quickly over time with learning, averaging techniques are not optimal for an accurate temporal characterization of these fast neural signals.
In Part 2, we start with a general discussion of the statistical approaches that have been applied to the analysis of behavioral learning. We then compare and contrast several common behavioral analysis techniques with a new state-space model of learning specifically designed to analyze learning as a dynamic process. We end with a description of new point-process filter algorithms that are designed to follow dynamic changes in neuronal response properties on a millisecond time scale. The relevance of these new algorithms for future studies of the brain basis of learning is discussed.
PART 1: CHARACTERIZING THE NEURAL CORRELATES OF ASSOCIATIVE LEARNING Learning Signals in the Medial Temporal Lobe
Perhaps one of the earliest and most dramatic demonstrations of dynamic learning-related activity in the medial temporal lobe came in the 1970s when Berger, Thompson, and colleagues (Berger, Alger, & Thompson, 1976; Berger & Thompson, 1978) recorded multiunit activity in the hippocampus in rabbits during a delay eye-blink conditioning task. In this paradigm, there is temporal overlap in the presentation of the conditioned stimulus (a 1-kHz tone) and unconditioned stimulus (a 100-ms air puff to the cornea). Compared to the responses in unpaired control animals, hippocampal neurons in conditioned animals developed enhanced responses, first to the air-puff unconditioned stimulus (US) and subsequently to the conditioned stimulus (CS) tone, such that the enhanced response to the US appeared to shift forward gradually in time toward the CS presentation with learning. Although this enhanced response to the US and CS was present in the first block of 8 training trials, behavioral learning was typically not expressed until approximately the eighth or ninth block of trials. Thus, enhanced neural activity in both the US and CS periods appeared to precede behavioral learning by approximately 56 to 64 trials. This finding led to the suggestion that the striking hippocampal learningrelated signals may represent the neural engram of the CS-US association. However, this interpretation was brought into question when it was shown that animals with hippocampal lesions showed no impairment on the performance of delay conditioning tasks (Akase, Alkon, & Disterhoft, 1989; Schmaltz & Theios, 1972; Solomon & Moore, 1975) . The lesion results suggest that even though the hippocampus is not a part of the circuit essential for the performance of this task, the observed hippocampal activity may mark the fact that a wide range of other contextual associations are being learned in parallel to the CS-US association. This latter interpretation is consistent with findings from the functional imaging literature showing that the hippocampus is automatically activated during either intentional or unintentional acquisition of novel information (Fletcher et al., 1995; Martin, 1999; Stark & Okado, 2003; Ungerleider, 1995) .
In contrast to delay eye-blink conditioning in which the CS and US overlap temporally, in trace conditioning, a temporal gap is introduced between the CS and the US. This latter form of conditioning is critically dependent on the integrity of the hippocampus (Kim, Clark, & Thompson, 1995; McEchron, Tseng, & Disterhoft, 2000; Moyer, Deyo, & Disterhoft, 1990; Solomon, Vander Schaaf, Thompson, & Weisz, 1986 ). Single-unit neurophysiological studies have shown strong learningrelated neural activity in the rabbit hippocampus during the acquisition of trace eye-blink conditioning (McEchron & Disterhoft, 1997 McEchron et al., 2000; McEchron, Tseng, & Disterhoft, 2003; McEchron, Weible, & Disterhoft, 2001 ). In one key study, learningrelated activity was examined by comparing the average population response of hippocampal cells in blocks of 20 trials on the day before learning, the day of learning, and for 2 consecutive days after learning in rabbits that received paired CS-US training and in unpaired control animals (McEchron & Disterhoft, 1997) . The first day of learning was defined as the first training day when the change in daily percentage of conditioned responses was greater than one standard deviation of the mean. Compared to the unpaired control group, hippocampal cells in the paired group exhibited enhanced responses to the US a full day before the first day of learning (Figure  1) . Although the behavioral conditioned responses remained asymptotic on the 2 days following learning, the enhanced neural responses to the CS and US declined back to control levels in the 2 days after learning. The authors suggested that this pattern of neural activity may reflect the relatively transient role of the hippocampus in the consolidation of the CS-US association, although the relationship between the decline in hippocampal activity and consolidation of the CS-US association was not examined directly.
In contrast to studies of learning in the rabbit hippocampus, which focus on classical conditioning paradigms, most studies in the rodent hippocampus have focused on the neurophysiological correlates of spatial navigation and spatial memory. Indeed, ever since the discovery that hippocampal place cells fire selectively whenever a rat enters a particular spatial location in the environment (O'Keefe & Dostrovsky, 1971) , the relationship between place cells and spatial memory has been hotly debated. Most studies have tried to address this question by examining place-cell activity before and after various environmental manipulations (Bures et al., 1997; Jeffery, Gilbert, Burton, & Strudwick, 2003; LenckSantini, Muller, Save, & Poucet, 2002; Lenck-Santini, Save, & Poucet, 2001; O'Keefe & Speakman, 1987; Rosenzweig, Redish, McNaughton, & Barnes, 2003) . Fewer studies have attempted to examine the plastic changes in hippocampal neurons during the learning process itself.
One recent study recorded from hippocampal place cells as rats were exposed to either a familiar set of arms in a modified T-maze or during the first 3 days of exposure to a novel set of arms (Frank, Stanley, & Brown, 2004) . On the first exposure to a novel arm, after an initial period of inactivity, strong and selective place-cell activity could develop very quickly. Overall, the most dramatic change in place field activity in the novel arm occurred on Days 1 and 2 and stabilized by Day 3. To understand the relationship between the rapid development of place-cell activity and learning, the authors compared various measures of place-cell activity to a behavioral measure of familiarity defined by running speed. Animals typically run more slowly to explore novel environments and speed up in familiar environments. The largest changes in place-field activity occurred in the novel arm on Days 1 and 2 and corresponded to the most striking increase in running speed, which also occurred between Days 1 and 2. These findings suggest that hippocampal place cells play a role in the rapid signaling of novel spatial information. However, even after the place cells on the novel arms had stabilized on Day 3, there continued to be a difference between the slower running speed on the novel arm and the faster running speed on familiar arms. These latter findings suggest that other brain areas continue to distinguish between novel and familiar environments even after hippocampal place cells stabilize.
Rapidly developing place-selective signals were also observed in another study in which rats swam in an annular water maze (Fyhn, Molden, Hollup, Moser, & Moser, 2002) . Each day, rats were given a swim-only session followed by another swim session during which a novel hidden platform was introduced in the maze. Many hippocampal pyramidal cells fired vigorously the first time the rat encountered the novel platform location, and the activity decreased as the animal gained more experience with that platform location. The decreased activity paralleled a decrease in swim time to find the platform, indicative of learning. Consistent with the Frank et al. (2004) study, these findings also suggest that hippocampal place cells play a role in detecting or signaling novel spatial information (i.e., platform location). These findings are also consistent with the idea that these hippocampal cells signal the detection of mismatches between current experience and memory. Although both studies showed clear changes in hippocampal place-cell activity during spatial learning, because neither study made direct comparisons between neural activity and behavior, the specific role of these neural changes in learning (i.e., initial formation vs. strengthening of the learned behavior) could not be examined.
In addition to the learning studies in rodents, several studies in monkeys have attempted to examine the patterns of neural activity during associative learning tasks. For example, Messinger, Squire, Zola, and Albright (2001) recorded in the perirhinal cortex and the adjacent visual area TE as animals learned novel associations each day during a visual-visual paired-associate task. In this task, animals are first shown a single sample object, and after a delay interval, two unique visual objects are shown. Animals learned which of the two choice stimuli was the paired associate of the sample stimulus. As animals learned the novel associations, neurons in the perirhinal cortex and area TE developed a more correlated visual response to the stimuli that had been paired in memory. Because the changes in neuronal activity appeared to parallel the learning exhibited by the animal, these findings suggested that changes in the neuron's stimulus-selective response properties may underlie new associative learning. However, a detailed temporal analysis of the neural change as a function of learning could not be done because of the relatively modest performance levels of the animals even at the end of the learning session.
In a related study, Erickson and Desimone (1999) recorded activity in the monkey perirhinal cortex as animals performed a task in which a predictor stimulus was followed by a choice stimulus. The choice stimulus could either signal the animals to release a bar (Go condition) or continue holding a bar (No-Go condition). In this task, the animal was not required to learn the explicit association between the predictor and the choice, but knowledge of this association could allow the animal to respond more quickly when the choice was presented. Indeed, animals responded more quickly to learned predictor stimuli after 1 day of training. Neural responses to predictor and choice stimuli were uncorrelated for novel stimuli used for 1 day, but significant correlations were observed after the animal had several days of experience with the stimuli. Thus, in this study, neural activity changed well after learning was expressed. Both studies in the monkey perirhinal cortex suggest that learning is reflected as a change in a neuron's correlated response to learned pairs of stimuli. The relative speed of this neural change may be dependent on the nature of the behavioral learning task.
Two other studies in monkeys examined the patterns of hippocampal activity during the learning of novel conditional motor associations in which behavioral learning could be easily measured and compared with changes in neural activity. This category of associative learning task, also known as arbitrary sensory motor mapping or conditional visuomotor learning, requires animals to associate a given sensory stimulus (typically a visual image presented on a computer screen) with a motor response (i.e., eye or hand movement to a particular spatial target). Most such studies have examined the ability of animals to learn novel conditional visuomotor associations after the rules of the task have been encoded in long-term memory. Posttraining lesions to the medial temporal lobe in monkeys impair the ability to learn novel conditional motor associations, whereas well-learned associations remain unaffected (Figure 2 ; Brasted, Bussey, Murray, & Wise, 2002 Murray, Bussey, & Wise, 2000; Rupniak & Gaffan, 1987; Wise & Murray, 1999) . Cahusac, Rolls, Miyashita, and Niki (1993) monitored hippocampal activity as monkeys learned to associate sets of two novel visual cues with distinct movement responses. In this study, the trial number of learning was identified by transforming the data using a performance index and visually identifying the inflection point of the transformed data. The trial number of neural change was defined using cumulative sum and running mean statistics.
Two major categories of learning-related neural activity were described in Figure 2 . The largest category of cells exhibited differential responses to the two stimuli that occurred transiently around the time of learning and then returned to baseline. These cells were termed transient cells and made up 45% of the population of cells tested. The second category of cells was termed sustained and developed differential responses to the two stimuli during learning that were maintained for the duration of the experiment. This subset of cells made up 22% of the population of cells tested. Because the researchers found that the sustained or transient signals were expressed early within the time course of the trial and well before the animal's behavioral response, they argued that this learning-related signal could be used by the animal to choose the appropriate response. Activity of the transient or sustained cells could not be attributed to learning a particular motor response (i.e., motorbased learning signal) because similar neural responses were not observed on a different task in which animals learned to make the same motor response. Similarly, these learning-related responses could not be attributed to learning about a particular object (i.e., object-based learning signal) because similar signals were not observed when the same object was used in a different learning task (Miyashita, Rolls, Cahusac, Niki, & Feigenbaum, 1989) . However, it was unclear how many cells were tested in this latter control experiment.
A temporal analysis of when neural activity changed relative to learning showed that the learning-related signals could occur within a wide range of lag or lead times relative to behavioral learning. For example, sustained cells changed their firing rate from 40 trials before learning to 70 trials after learning, although the majority of the transient cells changed between 30 trials before learning to 40 trials after learning. For both the sustained and transient cells, similar proportions of cells changed before as after learning, with a smaller proportion of cells changing at the same time as learning. Thus, these findings provide strong evidence that changes in the activity of hippocampal cells appear closely correlated with behavioral learning in a task known to be dependent on an intact medial temporal lobe. The cells that change before learning may have a role in driving the early learning process, whereas those cells that change at the same time or after learning may be involved in strengthening the newly formed associations.
A study of learning-related hippocampal activity in monkeys was also undertaken by our laboratories (Wirth et al., 2003) . The goal of this study was not only to confirm the learning-related activity seen in the hippocampus in previous studies but also to provide a more detailed description of the pattern and time course of hippocampal learning-related activity. Like the study by Cahusac et al. (1993) , we also used a variant of a conditional motor learning task known to be dependent on the medial temporal lobe (Brasted et al., 2002 (Brasted et al., , 2003 Murray et al., 2000; Rupniak & Gaffan, 1987; Wise & Murray, 1999) . In this locationscene association task, animals were first shown four identical target stimuli superimposed on a complex visual scene that filled the video monitor (Figure 3) . Following a delay interval, during which the scene disappears but the targets remain on the screen, the animal was cued to make a single eye movement to one of the peripheral targets on the screen. For each visual scene, only one of the four targets was associated with reward. Each day, the animals learned two to four new scenes by trial and error. These new scenes were also randomly intermixed with well-learned reference scenes that the animals had seen for many months before the recording experiments began. Responses to the reference scenes were used to control for motor-related activity in the hippocampal cells.
Sixty-one percent of the hippocampal cells examined responded differentially to the different scenes shown in the task during the scene period, the delay period, or both periods of the task (i.e., visually selective responses). These selectively responding cells with learning-related activity were identified by correlating a moving average of the raw neural activity with a moving average of the raw behavioral performance during learn- 
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Learning is signaled by a change in firing rate at the time of learning that is maintained for as long as the recording session lasts. These cells typically have little or no response to the corresponding familiar condition with the same rewarded target location.
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These cells respond selectively early in the trial and signal learning by returning to baseline levels of activity. No corresponding change is observed for the familiar condition with the same rewarded target location Wise et al.
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Learning-dependent cells typically respond robustly to a particular familiar condition and the response a novel condition with the same rewarded target location comes to resemble the response to that familiar condition.
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Learning is signaled by a transient change in firing rate around the time of learning. Unlike the learning-dependent cells, these cells do not typically respond to familiar conditions.
Learning-Static
Learning is signaled by changes in activity that are maintained for as long as the recording session. In contrast to the learning-dependent cells, these cells do not respond similarly to the familiar condition with a same rewarded target location. ing. Using this criterion, 28% of the selectively responding cells showed a significant positive or negative correlation with learning. We called these cells "changing cells." Two categories of changing cells were described (Figure 2) . Sustained changing cells (54% of the population of changing cells) signaled learning with a change in neural activity that was maintained for as long as we were able to hold the cell ( Figure 4A ). This category resembles the sustained cells described by Cahusac et al. (1993) . For a subpopulation of the sustained changing cells, learning was also reflected in the earlier appearance of the enhanced activity during the trial (Figure 4C ). Similar shifts in latency of response with learning have been described in the rabbit hippocampus (Berger et al., 1976) as well as in the prefrontal cortex (Asaad, Rainer, & Miller, 1998; see below) and striatum (Jog, Kubota, Connolly, Hillegaart, & Graybiel, 1999; Pasupathy & Miller, 2005; see below) . The remaining 45% of changing cells started out with a scene-selective response during either the scene or delay period of the task even before the animal learned the association and signaled learning by returning to baseline activity ( Figure 4B ). This return to baseline activity was typically anticorrelated with the animal's learning curve for that particular scene. We called these cells baseline sustained cells. In contrast to the transient cells described by Cahusac et al. (1993) that showed differential activity to the two visual stimuli only near the time of learning, the baseline sustained cells of Wirth et al. (2003) responded selectively to a particular visual scene early in the session before the association was learned, and this selective response disappeared as learning occurred. Both transient cells and baseline sustained cells are similar in that they signal learning with a return to baseline levels of activity.
To test the hypothesis that changing cells may provide a pure motor-based signal (i.e., cells that respond anytime the animal moves its eyes north), we examined the response of each changing cell to the reference scene with the same rewarded target direction. In no case did either the sustained or baseline sustained cells respond similarly to the reference scene with the same rewarded target location, suggesting that these cells did not exhibit a motor-based or direction-based response (Figure 2) . To test the hypothesis that changing cells signal any new learning associated with a particular response direction (i.e., changing activity anytime a new association to the east is learned), after first identifying a changing cell selective for a particular location-scene combination (i.e., Scene A, go south), we then gave the animal a second set of new associations to learn. The changing cells never signaled learning of the second novel scene with the same rewarded target location (i.e., Scene E, go Wirth et al. (2003) . NOTE: Animals initiated trials by fixating a point on the computer screen. Then four identical targets superimposed on a complex visual scene were presented for 500 ms followed by a 700-ms delay interval in which the scene disappeared but the targets remained on the screen. The trials ended with the fixation point disappearing, which was the monkeys' cue to make an eye movement response to one of the targets. Animals typically learned two to four new scenes randomly mixed with two to four highly familiar reference scenes. Each of the four possible reference scenes was associated with a different rewarded target location. south). These findings suggest that the hippocampal changing cells do not signal new learning in a motorbased or direction-based frame of reference. Taken together with the findings from Cahusac et al. (1993) , these findings suggest that hippocampal cells signal fast associative learning between sensory stimuli and motor responses or target locations. Moreover, these signals exhibit no obvious dependence on either particular directions of movement or on the particular sensory stimulus involved in the association. Instead, hippocampal cells appear to signal random new associations between visual stimuli and targets/movements.
To relate these changes in neural activity to behavioral learning, we next examined the temporal relationship between when the neural activity changed and when behavioral learning was expressed. In contrast to the averaging techniques that have been used in the past, we used a dynamic logistic regression algorithm to analyze behavioral learning. This algorithm provides an accurate trial-by-trial estimate of the subject's probability correct on any given trial as well as upper and lower confidence bounds . Learning was defined as the trial at which the lower confidence bound surpassed chance performance, which in this study was 74 BEHAVIORAL AND COGNITIVE NEUROSCIENCE REVIEWS Wirth et al. (2003) . NOTE: Panel A shows an example of a sustained changing cell, and Panel B shows an example of a baseline sustained changing cell. In both panels, neural activity is shown on the left y-axis whereas probability correct is shown on the right y-axis. Blue and red arrows indicate the estimated trial of change for learning and neural activity, respectively. Panel C shows an example of a dynamic sustained changing cell. This cell had little or no activity in the first quartile of learning (blue line). In the next quartile, activity developed late in the trial (black line), but in the quartile right before learning (yellow line), a dramatic change in activity occurred in the delay interval, which was further enhanced and started earlier in the final quartile (red line). Panel D shows the estimated temporal relationship between neural activity and learning for the population of sustained and baseline sustained cells.
25% correct. To analyze the dynamic changes in neural activity, we used a dynamic point process algorithm that provides a trial-by-trial estimation of a neuron's firing pattern (Brown, Nguyen, Frank, Wilson, & Solo, 2001; Frank, Eden, Solo, Wilson, & Brown, 2002) . The trial of neural change was defined by using a change-point test (Siegel & Castellan, 1988) on the estimated neural data. A detailed description of the major features of both the behavioral and neural algorithms is provided in Part 2 of this article. Using these techniques, we compared the trial number when learning occurred to the trial number when neural activity changed. Consistent with the findings from Cahusac et al. (1993) , our findings showed that hippocampal cells can signal learning before (n = 18), at the same time (n = 1), and after (n = 18) learning. Hippocampal cells signaled learning starting from as much as 13 trials before learning to 15 trials after learning ( Figure 4D ).
To summarize thus far, a wide range of learningrelated signals has been described throughout the medial temporal lobe in rats, rabbits, and monkeys. Learning can be reflected as a change in the stimulusselective response properties of neurons in both the perirhinal cortex (Erickson & Desimone, 1999; Messinger et al., 2001 ) and the hippocampus (Wirth et al., 2003) . Numerous studies throughout the medial temporal lobe report learning-related neural signals that can change before, at the same time, and just after behavioral learning is expressed, suggesting that these cells may participate in all stages of learning from early formation to the strengthening of the newly formed associations. In a more implicit learning task (predictorchoice Go-No=Go), neurons changed well after the behavioral expression of learning (Erickson & Desimone, 1999) . These studies raise the possibility that the timing of the learning-related signals may be at least partially dependent on the nature of the behavioral task used.
Learning Signals in the Frontal Lobe
Neurophysiological research studying the frontal lobe has described learning-related neuronal activity during the performance of various conditional motor association tasks. These studies provide the opportunity to compare and contrast the patterns and dynamics of the learning-related signals observed in these frontal lobe areas with those described in the hippocampus where similar tasks have been examined. In the following section, we review the patterns of learning-related neuronal signals that have been described in the motorrelated areas of the frontal lobe including the supplementary eye field (SEF), frontal eye field (FEF), premotor cortex, and prefrontal cortex.
Motor-related areas of the frontal lobe. Learning-related neural activity has been examined quite extensively throughout the motor-related areas of the frontal lobe. Wise (1995a, 1995b ) described learningrelated activity in the SEF and the FEF during the performance of a conditional motor task with eye movement responses similar to the task used by Wirth et al. (2003) . Three different learning-related patterns of activity were described (Figure 2 ). The largest subcategory of learning-related cells (approximately 51% of the learning-related signals in SEF) was termed learning dependent. These cells exhibited significant changes in their neural activity during learning of new associations, and these changes were maintained for as long as the neuron was studied ( Figure 5A ). Learning-dependent cells were also characterized by having significant taskrelated activity on familiar trials. Typically, activity during the novel conditions came to resemble activity in the familiar conditions with the same rewarded target location, suggesting a motor-based or direction-based Chen and Wise (1995a) and Brasted and Wise (2004) . NOTE: Graphs on the left show the response to the familiar condition, and the graphs on the right show the response of the same cell to the new condition with the same rewarded target location as graphed on the left. Note that both the learning-dependent and learning-static cells give sustained responses whereas the learning-selective response is transient. learning signal. Additional analyses showed that for a subset of the learning-dependent cells, the change in neural activity associated with the novel condition corresponded with a shift in the cell's preferred direction during the learning process (Chen & Wise, 1996) .
A second category of learning-related cells described in the SEF and FEF was termed learning selective ( Figure  5B ; approximately 25% of the learning-related cells in the SEF). These cells resembled the transient hippocampal cells described by Cahusac et al. (1993) . Unlike the learning-dependent cells, these cells did not respond to the familiar conditions but signaled learning for the new conditions with a transient response around the time of learning. A typical pattern of learning-selective activity was an early initial increase in activity, followed by a decrease back down to baseline levels of activity. Control experiments in which the learning-selective cells were examined during a second new learning set showed a similar transient, direction-selective response. Thus, the learning-selective cells signaled new learning in a direction-selective frame of reference. Note that neither learning-dependent nor learning-selective cells have been observed in the hippocampus.
The third category of learning-related activity described in the SEF and FEF was termed learning static ( Figure 5C ; approximately 25% of learning-related cells in the SEF). Like the learning-dependent cells, these cells also changed their activity in response to novel conditions, and the activity was maintained for as long as the session lasted. In contrast to the learning-dependent cells, when the learning-static cells reached stable performance levels, there was a significant difference between the level of activity in response to the novel condition and the reference condition with the same rewarded target location. In this way, learning-static cells resemble the sustained changing cells observed in the hippocampus (Cahusac et al., 1993; Wirth et al., 2003) . However, given the prominent direction selectivity of the learning-selective and learning-dependent cells in the SEF and FEF, it will be important to perform parallel control experiments to test for direction selectivity in the learning-static cells of both the SEF and FEF as well as hippocampal sustained changing cells.
In a separate analysis, Chen and Wise (1997) examined the information carried in population vectors constructed from a subpopulation of learning-dependent cells. This analysis showed that population vectors in the SEF that predict movement direction develop after some learning has occurred (see Figure 1B of Chen & Wise, 1997) . Moreover, they are strongest late in the trial near the time when the animal is making an eye movement response (i.e., perisaccadic activity).
To examine the temporal relationship between these dynamic patterns of neural activity and behavioral learning in SEF, Chen and Wise (1995a) performed a population analysis using a three-trial moving average of both the behavioral and neural data. They used a changepoint test for continuous variables (Siegel & Castellan, 1988) to evaluate changes in neuronal activity and a change-point test for binomial data (Siegel & Castellan, 1988) to determine when the animal learned. They reported that the learning-selective population changed an average of 0.51 + 2.35 trials after learning with a range of 4 trials before learning to 8 trials after learning. The learning-dependent population changed an average of 0.86 + 1.88 trials after learning with a range of 3 trials before learning to 6 trials after learning. For both the learning-dependent and learning-selective cells, the largest percentage of cells changed either after learning (42% for learning selective and 49% for learning dependent) or at the same time as learning (37% for both learning selective and learning dependent). The smallest percentage of cells changed before learning (21% of learning selective and 14% of learning dependent). Thus, although many cells in these regions have activity that is correlated with learning, most cells signal learning either in parallel with behavioral learning or slightly after behavioral learning.
Premotor cortex. It has been hypothesized that the dorsal premotor cortex is involved in motor preparation including the sensory guidance of limb movements. Findings from lesion studies showed that monkeys with ablations including the dorsal premotor cortex were severely impaired in learning to associate different visual cues with different motor responses (Petrides, 1982) . Other studies showed that bilateral removals of the premotor cortex impaired the retention and relearning of preoperatively learned visuomotor mapping problems (Halsband & Passingham, 1982 . In all three studies, animals with premotor lesions could learn simple visual discrimination problems, suggesting that the deficit was not visual but was specific for mapping visual cues onto particular motor responses.
Wise and colleagues showed that neurons in the premotor cortex exhibited learning-related patterns of activity that resembled those described in the SEF and FEF (Brasted & Wise, 2004; Mitz, Godschalk, & Wise, 1991) . Specifically, both learning-dependent and learningselective activity were seen, and at least one example of a learning-static response is illustrated (see Figures 9C and 9D of Brasted & Wise, 2004) . Analysis of the temporal relationship between these learning-related patterns of neural activity and behavioral learning showed that premotor neurons tended to lag behind behavior. Brasted and Wise (2004) reported that on average, the changes in activity in premotor cells lagged changes in behavior by 1.5 + 0.2 trials. Examination of the distribution of these lag and lead times shown in Figures 10C and 10D of Brasted and Wise (2004) suggest that the distribution is clearly skewed toward neurons that lag behavior (63% of the increasing learning-related activity change after learning). In contrast, only approximately 10% of the cases change before learning. Thus, in the premotor cortex, the most prominent signal indicating that learning has taken place occurs either at the same time or after behavioral learning has been expressed.
Prefrontal cortex. The prefrontal cortex is a set of interconnecting areas in the most anterior portion of the frontal lobes. This complex set of areas has been implicated in high-level executive processing required for voluntary goal-directed behavior, short-term working memory functions, selection and integration of relevant information, and rule learning (Fuster, 2001; Miller, 1999) . Although numerous studies have reported learningrelated activity in the prefrontal cortex during various conditional motor tasks, unlike lesions of the motor areas of the frontal lobe or medial temporal lobe damage, lesions of the prefrontal cortex cause either mild impairment (Gaffan & Harrison, 1989; Petrides, 1982) or no impairment (Petrides, 1987) in learning new conditional motor associations. However, damage to the connections between the prefrontal cortex and inferior temporal cortex produces impairments on visuomotor motor tasks (Eacott & Gaffan, 1992; Gaffan & Harrison, 1988) . Although the prefrontal cortex may not be essential for learning new conditional motor associations, other studies suggest it is important for the initial learning of the rules of the task (Passingham, 1993; Wise, Murray, & Gerfen, 1996) as well as contributing to the process of attentional selection within a trial (Lebedev, Messinger, Kralik, & Wise, 2004) . Despite the findings from lesion studies, numerous neurophysiological studies have reported learning-related activity in the prefrontal cortex during various conditional motor learning tasks.
In one study, for example, Niki, Sugita, and Watanabe (1990) described two task-related patterns of neural activity in the prefrontal and premotor cortices during learning of novel conditional motor Go/No-Go associations with reversals. Analysis in this study was focused on neural activity during the visual cue presentation. Type 1 neurons, which were seen more frequently in the premotor cortex, did not appear to signal learning of new associations but rather signaled the animal's intended motor response (i.e., Go vs. No-Go). For example, Type 1 neurons continued to differentiate between Go and NoGo trials even early in reversal learning when the animal was performing at chance levels. In contrast, Type 2 neurons appeared to signal learning of new associations in that these cells initially did not differentiate between correct Go and No-Go trials early in learning and developed an enhanced response to one of the trial types as learning progressed. Early in reversal trials, Type 2 neurons continued to respond as they had before reversals. This differential response then diminished, and the opposite differential response started to develop. This pattern of activity suggests a motor-based or direction-based learning signal. Type 2 cells were observed more often in the prefrontal cortex. Similar patterns of prefrontal activity were also described by Watanabe (1990) . Asaad et al. (1998) described the activity of cells in the prefrontal cortex during a conditional visual motor task with reversals. In this task, monkeys saw two novel visual stimuli each day and learned to associate those stimuli with either a left or right eye movement response (Figure 6 ). Once this initial set of two associations was learned, the object-response contingency was reversed. Like the Type 1 cells of Niki et al. (1990) , many of the prefrontal cells described in this study signaled the impending direction of movement (i.e., direction-selective responses). The response of these cells did not reflect the learned associations because these directional selective signals continued to reflect the impending movement direction irrespective of whether the response was correct or incorrect. However, learning was reflected in the earlier appearance of direction selectivity activity as learning progressed (Figure 6 ). Early in learning, the direction selectivity was observed late in the trial near the time when the response was executed. With learning, this direction-selective signal appeared to shift earlier and earlier in the trial toward the stimulus presentation Rainer, and Miller (2000) . NOTE: Shown at the top of the figure is a schematic representation of the conditional motor learning tasks used in this study. The graph at the bottom shows a schematic illustration of the change in latency of the direction-selective activity as a function of trial number. As learning progresses, the direction-selective signal appears earlier and earlier in the trial.
period, although quantitative analysis of the time course of this shift in neuronal latency with learning was not done. A similar shift in response latency in prefrontal neurons with learning was also recently described by Pasupathy and Miller (2005) . Given that lesions of the prefrontal cortex do not produce consistent impairments on this task, it remains unclear whether these signals participate in associative learning per se or in other attentional requirements of the task.
Learning Signals in the Striatum
Findings from experimental studies in animals together with clinical studies in humans suggest that the striatum is involved in procedural or habit memory (Graybiel, 1998; Knowlton, Mangels, & Squire, 1996; Mishkin, Malamut, & Bachevalier, 1984; Packard & McGaugh, 1996) . This form of plasticity is typically described as unconscious and motor based. Unlike relational or declarative memory, procedural memory develops gradually with substantial repetition and is inflexible once established. Evidence from lesion studies has also implicated the striatum in a variety of motor learning tasks including learning of new conditional visuomotor associations (Winocur & Eskes, 1998; Reading, Dunnett, & Robbins, 1991) . Jog et al. (1999) trained rats on a variant of a conditional motor association task in which the instruction stimulus was an auditory tone and the motor response was a turn into the right or left arm of a T-maze. They recorded from populations of striatal cells before, during, and after learning this association over the course of many days. Similar to reports in the prefrontal (Kubota & Komatsu, 1985) and premotor cortices (Germain & Lamarre, 1993) , there was a dramatic increase in the number of task-related responses of striatal neurons during learning. The most common task-related activity during this early learning phase was observed during the execution of the turn. With learning, however, there was a shift in the pattern of response such that the strongest signal was seen at the start of the trial and at the end of the trial in the goal arms where the reward was consumed. These responses resemble those of the dopaminecontaining neurons of the midbrain that also shift their responses to the earliest indicator of reward in a simple object-reward association task (Schultz, 1998) . Jog et al. (1999) reported that the correlations between the changes in neural activity and changes in behavior were strongest for the fastest learner and slowest for the slowest learner, although the precise time course of these neuronal and behavioral changes were not described in detail. Brasted and Wise (2004) compared the learningrelated activity in the caudate and putamen to activity in the premotor cortex (described above) using a conditional motor association task with an arm movement response. They hypothesized that if the premotor cortex and basal ganglia contribute to distributed functional modules, or "loops" as has been proposed previously (Alexander, DeLong, & Strick, 1986; Houk & Wise, 1995) , then the learning-related activity in these two areas should occur simultaneously. Like premotor cells, cells in the caudate and putamen exhibit learning-selective, learning-dependent, and learning-static patterns of activity ( Figure 5 ). Similar findings were also reported by Hadj-Bouziane and Boussaoud (2003); Tremblay, Hollerman, and Schultz (1998); and Inase, Li, Takashima, and Iijima (2001) . Brasted and Wise (2004) also showed that the temporal relationship between these changes in neural activity and learning follow a strikingly similar time course as premotor cells, with the largest proportion of neurons changing either at the time of learning or after learning and few examples of cells that change before learning (see Figure 10 of Brasted & Wise, 2004) .
Recently, Pasupathy and Miller (2005) compared the time course of learning-related neural activity in the prefrontal cortex to that in the striatum on the same conditional motor learning task used by Asaad et al. (1998) . They calculated a direction selectivity index that was defined as the proportion of explainable variance in the activity accounted for by saccade direction. They showed that the appearance of strong directional selectivity shifted earlier in the trial as learning occurred and that this shift was more robust in the caudate cells compared to the prefrontal cells during both the perisaccade period and the pericue period. Indeed, the shift in latency appeared to occur well before the relatively slow learning exhibited by the animals, although no direct comparisons were done between shifts in neural response latency and learning. An analysis of the error trials showed that caudate neurons did not differentiate between correct and error trials at any time point during the trial (see supplementary Figure 3 of Pasupathy & Miller, 2005) . These findings suggest that these early direction-selective signals may not reflect learning per se but instead may reflect early preparation of the motor output.
In addition to the transient and sustained learning signals in the striatum, prominent motor-related and reward-related activity has been described. For example, many neurons in the striatum respond selectively to trials in which movements are required compared to a control trial in which no movement is required (Tremblay et al., 1998) . Some cells respond selectively to trials in which rewards were given compared to unrewarded trials. For other reward-sensitive neurons, responses were seen to both the rewarded and unrewarded trials, and they became selective for the rewarded trials only as the association was learned (Tremblay et al., 1998) . Neural activity in the striatum appeared to change with learning, but the precise time course of these changes relative to learning was not analyzed in detail.
Thus, striatal cells show a complex range of responses including learning-related transient and sustained responses, motor-related activity, and reward-related activity. It has been suggested that the learning-related activity in the striatum may be involved in adapting existing reward expectation and responses to novel contingencies (Schultz, Tremblay, & Hollerman, 2003) . Like the premotor cortex, neurons in these regions can signal rapid new associations in parallel with behavioral learning or just after behavioral learning. These findings suggest that in addition to a role in incremental motorbased learning that has been attributed to the striatum, this region may also participate in certain forms of rapid visuomotor learning.
Putting It All Together: The What, Where, and When of Associative Learning
This review shows that prominent associative learning signals are found throughout a widespread network of brain regions including the frontal lobe, the striatum, and the medial temporal lobe. There are both striking commonalties as well as key differences in the learningrelated activity observed across these areas. Four common themes in learning-related neural activity can be identified. First, cells in many different brain areas change their activity correlated with learning, and this change is sustained for at least as long as the typical recording session (e.g., sustained changing cells in the hippocampus and learning-dependent and learningstatic cells in the SEF, FEF, premotor cortex, and striatum). Although the full time course of these sustained changing cells are typically not examined (but see McEchron & Disterhoft, 1997) , the relatively long duration of these learning-related signals within a single recording session suggests that these cells not only may participate in signaling new associative learning but also may be involved in the early consolidation process whereby new memories are gradually stabilized and stored in the matrix of synaptic weights in the network.
A second common theme that can be identified is a transient change in neural activity that occurs around the time of learning. It has been suggested that these transient signals (also termed learning-selective signals) in the SEF, FEF, premotor cortex, and striatum might play an important but temporary role in the selection of movement direction early in the learning process when response prediction error is high (Chen & Wise, 1996) . Others have suggested that the transient responses might be the result of an inhibitory network of activity associated with minimizing the neural representation for any given new association (Cahusac et al., 1993) . A related pattern of activity is exhibited by hippocampal baseline sustained changing cells that respond selectively early in the session and signal learning by returning to baseline levels of activity. We hypothesize that the hippocampal network signal for new association learning involves a combination of the selective increases (sustained changing cells) and the selective decreases (baseline sustained changing cells) in neural activity.
A third common theme is neural activity that gradually shifts from late in the trial during the motor response period of the task toward earlier parts of the trial when the predictor stimulus is typically shown (Asaad et al., 1998; Berger et al., 1976; Jog et al., 1999; Kubota & Niki, 1971; Pasupathy & Miller, 2005; Wirth et al., 2003) . Although these changes in response latencies also correlate with learning, the relationship between these signals and the learning signals that increase or decrease with learning but whose response latency does not change (i.e., sustained and baseline sustained cells) remains to be explored. A fourth common theme is that learningrelated activity is often accompanied by changes in a neuron's stimulus-selective or direction-selective response properties. Thus, in the hippocampus and perirhinal cortex, changes in visual selectivity accompany new associative or conditional motor learning whereas changes in direction selectivity during learning have been described in the SEF, FEF, and premotor cortex.
In addition to these commonalities, there are also striking differences seen in learning-related activity across areas. One key difference is the relative prominence of a direction-based/motor-based learning signal. In the hippocampus, there is strong evidence that neither the sustained, baseline sustained, nor transient signals signal learning specific for a particular response direction (Cahusac et al., 1993; Wirth et al., 2003) . There is also some evidence that the learning-related hippocampal signals are not specific for a particular visual object (Cahusac et al., 1993; Miyashita et al., 1989) . The evidence to date is consistent with the idea that the primate hippocampus is involved in signaling the salient associations between unrelated items. These signals are neither response based nor purely object based but instead appear selective for any novel association being learned (Buckmaster, Eichenbaum, Amaral, Suzuki, & Rapp, 2004; Eichenbaum, 2000; Eichenbaum, Dudchenko, Wood, Shapiro, & Tanila, 1999) . This interpretation is consistent with the relational theory of hippocampal function that stresses the importance of the hippocampus in forming flexible new associations between different stimuli irrespective of modality (Eichenbaum et al., 1999) . This view further predicts that similar associative learning signals would be observed during associative learning tasks involving any stimulus or response modality. It will be important to test this prediction directly using a wide range of associative learning tasks that include stimuli from sensory modalities other than vision.
In contrast to hippocampal cells, cells in the SEF, FEF, premotor cortex, prefrontal cortex, and striatum can signal learning in a direction-based or motor-based frame of reference. Cells in these areas signal new learning for a particular target location with either increases (learning dependent) or decreases (learning selective) in activity. Although some cells are selective for only new learning in a particular direction (learning selective), other cells signal both new learning and previously established associations specific for a particular direction (learning dependent). These findings are consistent with the idea that these areas are involved in the ability to form arbitrary mappings between objects and actions (Murray et al., 2000) . This specific motor-based learning signal contrasts with the more general role of the hippocampus in signaling any newly learned association.
Another striking difference between these brain areas concerns the effects of lesions on previously learned versus novel associations. A number of studies have confirmed that hippocampal lesions impair new association learning yet have little or no effect on previously learned associations (Brasted et al., 2003; Gaffan, 1994; Wise & Murray, 1999) . These findings are consistent with the idea that the hippocampus is particularly important for the formation of new associative memories. However, the hippocampus does not appear to be critical for either long-term storage or the successful retrieval of the learned associations (Murray et al., 2000) . In contrast, lesions of the frontal lobe including the premotor cortex (Murray et al., 2000; Petrides, 1982; Halsband & Passingham, 1982) as well as the ventral and orbital prefrontal cortex (Murray et al., 2000) impair the ability both to learn new associations and to perform previously learned associations. These latter findings are consistent with results from neurophysiological studies showing that cells in the premotor cortex (Brasted & Wise, 2004; Mitz et al., 1991) not only signal learning of new associations but also provide prominent and selective signals for previously learned associations (learningdependent cells). These findings suggest that although both the frontal lobe and medial temporal lobe are critically important for learning conditional motor association, areas within the frontal lobe may also be important for long-term storage and/or retrieval of well-learned conditional motor associations.
Another critical consideration when attempting to differentiate the learning-related neural signals across different brain areas is the determination of when the learning-related neural signals develop relative to learning. Timing can provide insight to the understanding of the specific role a particular brain area is playing in the learning process. The ability to compare the patterns of neural activity across different studies is complicated by numerous factors including differences in learning tasks used, training protocols, analysis techniques, and the speed of learning obtained across different studies. Despite these caveats, some tentative comparisons can be made. To address this question, we calculated the proportions of cells reported to change before, at the same time as, or after learning in the hippocampus, SEF, premotor cortex, and putamen. Comparable data have not been reported for the prefrontal cortex. This analysis revealed two distinct patterns of learning-related neural activity (Figure 7) . First, the learning-related cells in motor-related areas of the SEF, putamen, and premotor cortex all show a similar trend, with the smallest proportion of cells changing before learning, more cells changing at the same time as learning, and the largest proportion of cells changing after learning. In contrast, the hippocampus (including data from both Wirth et al., 2003, and Cahusac et al., 1993) exhibited by far the largest proportion of early changing cells of all the areas examined. Few cells changed at the same time as learning, and a moderate proportion of cells changed just after behavioral learning was expressed.
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BEHAVIORAL AND COGNITIVE NEUROSCIENCE REVIEWS The graph on the left shows the proportions of cells from motor-related areas of the brain. Note that each of these areas exhibit the smallest proportion of cells that lead behavior and the largest proportions of cells that lag behavior. Premotor (PM) and putamen data are from Brasted and Wise (2004) , and supplementary eye field (SEF) data are from Chen and Wise (1995a) . Graphs on the right show the same calculations for studies in the hippocampus. In the hippocampus, substantially larger proportions of cells lead behavior compared to PM, putamen, and SEF, with relatively few cells that change at the same time as learning. Hippocampal (HPC) data come from either Wirth et al. (2003) or Cahusac et al. (1993) . HPC (Wirth/Wise) refers to the data from Wirth et al. (2003) reanalyzed using the same techniques as described in Chen and Wise (1995a) (see text for details).
One possible explanation for these differences is that they are driven by systematic differences in the way the lead or lag times were calculated across studies. Thus, whereas Wise and colleagues used moving averages and a change-point test to calculate the trial number of learning and changing neural activity in the premotor cortex (Brasted & Wise, 2004) , putamen (Brasted & Wise, 2004) , and SEF (Chen & Wise, 1995a) , we used statespace models to calculate the trial number of learning and point-process filter algorithms to estimate changes in neural activity (Wirth et al., 2003 ; see also the discussion in Part 2 of this article). To address this possibility, we reanalyzed the 25 hippocampal changing cells from Wirth et al. (2003) using the techniques applied by Wise and colleagues to determine the lead or lag or neural activity relative to behavior (Brasted & Wise, 2004; Chen & Wise, 1995a; Mitz et al., 1991) . Using their technique, we found the same temporal pattern of changing cell activity as we saw with our own analysis technique. Namely, the largest proportion of cells changed before learning, with fewer cells changing at the same time or after learning (right panel of Figure 7 , "Wirth/Wise"). Taken together, these findings suggest that the hippocampus provides the strongest early learning associative learning signal of the areas examined. The motorrelated areas of the frontal lobe and striatum also signal fast new association learning, but their signal tends to lag that of the earliest hippocampal learning signal and is strongest just after behavioral learning has been expressed.
In summary, the results of the studies reviewed above suggest a tentative framework for understanding how and when different brain areas participate in new associative learning. In the trials preceding behavioral expression of learning, hippocampal cells appear to provide the strongest early learning signals for novel associations. These early signals do not appear to be predominantly object based or direction based, but instead appear to signal any new association being learned whether it is dependent on the hippocampus (Wirth et al., 2003; McEchron & Disterhoft, 1997) or not (Berger et al., 1976) . At the time behavioral learning is expressed and for several trials after that, one sees strong learning-related signals emerging in the motor-related areas of the frontal lobe and striatum. Like hippocampal cells, cells in these other areas also signal the formation of rapidly learned conditional motor associations, but these signals are expressed largely in a motor-based or direction-based frame of reference. In contrast, cells in the prefrontal cortex appear to be critical for initial rule learning but also provide a direction-based learning signal as novel associations are being learned. Striatal cells also appear to signal the intended direction of movement early in the trial. However, the precise time course of the neural signals relative to learning for these signals in the prefrontal cortex and striatum has not been described in detail (Asaad et al., 1998; Pasupathy & Miller, 2005) .
One prediction that emerges from these findings is that the early learning signals in the hippocampus may serve to drive the signals that emerge slightly later in the frontal lobe and striatum. However, an alternative interpretation is that all these early signals are occurring in parallel with no dominant driving force from one area to another. To distinguish between these two possibilities and more generally understand how this network of brain areas may interact during the learning process, it will be important to combine parallel recording from multiple brain areas with controlled perturbations of the system to determine which areas drive learning.
Another general difficulty in understanding how different brain areas may interact in the associative learning process has been the wide range of statistical techniques that have been used to analyze learning-related neural activity and behavior, making comparisons across studies problematic. A more fundamental problem is that there is currently no generally accepted method to systematically analyze behavioral learning and correlate it with dynamically changing neural activity. To address this issue directly, in the following section, we first review the statistical approaches that have been used to analyze learning. We then compare and contrast three common techniques that have been used to analyze behavioral learning curves (including techniques that were used in studies described in Part 1) with our recently developed state-space model of dynamic learning. Finally, we describe the features of a point-process filter algorithm designed to follow the dynamic changes in response properties on a millisecond time scale.
PART 2: STATISTICAL APPROACHES TO ANALYZING LEARNING Learning as a Dynamic Process
Learning is a dynamic process generally defined as a change in behavior as a result of experience. Understanding how processes at the molecular and neuronal levels integrate so that an organism can learn is a central question in neuroscience. As described above, a common learning paradigm is to relate behavior to neural activity in specific brain regions measured either by electrode recordings in animals (Jog et al., 1999; Toth & Assad, 2002; Wirth et al., 2003) or by an imaging modality in humans (Law et al., 2005) . Precise quantitative characterizations of both the neural activity and the behavior during learning are crucial for the analyses of these experiments. Although research on statistical methods to analyze brain activity observed in imaging and in electrophysiological studies is an active area of investigation, the design of methods to analyze behavioral data from learning experiments has received less attention.
Learning experiments vary widely in their types of subjects, designs, and duration (Cook & Maunsell, 2002; Dias, Robbins, & Roberts, 1997; Eichenbaum, Fagan, & Cohen, 1986; Fox, Barense, & Baxter, 2003; Maclean, Gaffan, Baker, & Ridley, 2001; Robinson, Heaton, Lehman, & Stilson, 1980; Roman, Simonetto, & Soumireu-Mourat, 1993 ; Rondi-Reig, Libbey, Eichenbaum, & Tonegawa, 2001; Stefani, Groth, & Moghaddam, 2003; Whishaw & Tomie, 1991) . However, the basic structure of these studies is similar. These experiments consist of a sequence of trials. In each trial, a subject is given a finite amount of time to execute a task, and performance is recorded. Although performance can be tracked with continuous measures such as reaction time, the most common measure is simply whether the subject executed the task correctly on each trial. This binary sequence, that is, the sequence of correct and incorrect responses across all the trials, is the primary behavioral datum from these experiments. A criterion is set, and the subject is considered to have learned the task or set of tasks if performance reaches or exceeds the criterion. The criterion is used to establish learning by showing that the subject can perform the previously unfamiliar task or set of tasks with a greater reliability than would be expected by chance.
Current Definitions of the Learning Criterion
Defining the learning criterion, that is, deciding based on the pattern of responses in the binary sequence when learning has occurred, is the most critical problem in analyzing these experiments. At present, there is no consensus as to an optimal approach. To illustrate, Siegel and Castellan (1988) devised a change-point test based on a Kolmogorov-Smirnov statistic as a general approach to identify the learning trial in a binary sequence of trial responses. For a procedural learning task consisting of 40 trials per day performed by rats over 40 to 60 days, Jog et al. (1999) defined learning to have occurred when there were at least 2 consecutive days on which there were at least 72.5% correct responses. Similarly, in a shorter, single-day, 80-trial experiment, Stefani et al. (2003) defined learning to have occurred for a rat executing a set-shift task when it achieved 8 consecutive correct responses. For rats learning a 400-trial sniffing task, Eichenbaum et al. (1986) used a moving average method to estimate the probability of a correct response as a function of trial number and defined learning as occurring when there were 18 of 20 correct responses at any point in the experiment. In their 80-trial set-shift task, Stefani et al. (2003) also estimated population learning curves from 10 animals by averaging the responses across animals in nonoverlapping, 8-trial windows.
Hypothesis-Testing Methods for Characterizing Learning
Each of these current learning criterion definitions has important shortcomings. The change-point test (Siegel & Castellan, 1988) , the consecutive response method (Fox et al., 2003; Jog et al., 1999; Stefani et al., 2003) , and the moving average method (Eichenbaum et al., 1986; Maclean et al., 2001 ) test a null hypothesis of no learning. For the change-point test, the null hypothesis probability of a correct response is not the probability of a correct response by chance based on the structure of the experiment. That is, if an animal has five possible choices in a trial, the null hypothesis probability should be 0.20. Instead, this test sets the null hypothesis probability to be the proportion of correct responses observed in the experiment. Because under this test, every experiment has a different null hypothesis formulated after the experimental observations have been recorded, it is not an appropriate test for analyzing learning experiments . For the consecutive correct response methods, the number of correct responses required to establish learning should depend critically on three factors: the number of trials in the experiment, the probability of a correct response by chance based on the design of the experiment, and the desired significance level. None of the applications of this method have taken all three of these factors explicitly into account when they establish the learning criterion . As a result, this method can yield both false positives and negatives.
In previous studies, the probability of a correct response at a given trial has been calculated by averaging the responses in a window of 9 to 30 trials around that trial (Eichenbaum et al., 1986) . The p value reported for this method using the binomial distribution favors false positives because it considers only the number of trials in the window and not the total number of trials in the experiment . Furthermore, all the hypothesis-testing methods explicitly view learning as a yes-no process. That is, their analyses conclude that the subject either has learned or has not learned at a given trial rather than giving a characterization of learning as a dynamic process. Finally, all the hypothesis-testing methods treat the individual trial responses as if they were independent and unrelated.
Learning Curve Methods for Characterizing Learning
Estimating a learning curve (i.e., the probability of a correct response as a function of trial number) appears preferable to hypothesis-testing methods. With the exception of the moving average method, current learning curve methods average trial responses in nonoverlapping windows so they cannot estimate the probability of a correct response at each trial. Because this approach uses only the number of trials within a specified window length, it suffers from the classic trade-off between bias and variance (Loader, 1999) . As the window width increases, the variance of the estimate decreases, yet the bias goes up because the probability of a correct response is less likely to be constant over a wider window width, and vice versa. Stefani et al. (2003) averaged data across multiple animals on the same protocol to better estimate the learning curve. Pooling across multiple subjects still does not provide an estimate of the probability of a correct response at each trial. In addition, pooling across multiple subjects to compute a more precise learning curve does so at the expense of not estimating the learning curves for the individual subjects. Gallistel et al. (2004) has recently shown that the negatively accelerated gradually increasing shape commonly ascribed to learning curves from a broad range of behavioral paradigms is an artifact of performing group analyses of learning rather than more appropriate individual analyses. The time and expense required to execute learning studies involving nonhuman primates, in which only three or fewer animals are typically studied, make it infeasible to pool data across multiple animals to increase the estimation precision of the learning curve (Wirth et al., 2003) .
Stochastic modeling of learning has a long history (Estes, 1978; Luce, Bush, & Galanter, 1965; Suppes, 1959 Suppes, , 1990 . State-space stochastic modeling approaches, which allow learning to be characterized as a dynamic process, have been used to study learning experiments with continuous-valued responses such as reaction times (Dayan, Kakade, & Montague, 2000; Kakade & Dayan, 2002; Sutton, 1992; Yu & Dayan, 2003) . Although state-space approaches to modeling binary data have been proposed (Usher & McClelland, 2001) , to our knowledge, none of these have estimated model parameters using maximum likelihood or Bayesian methods.
Other Properties of Learning Studies
To characterize properly the behavior of a subject during a learning experiment, other features of behavior and properties of learning experiments must be considered. None of these are addressed with current methods. First, response biases are common in many learning experiments because an animal begins an experiment with a preference for a particular choice or because of a previously acquired behavior. Disambiguating response biases and nonrandom strategies is crucial for giving an accurate statement of the extent to which a correct response represents learning and an incorrect response represents a failure to learn. Second, learning is not an all-or-nothing process, nor is it a monotonic process. Indeed, trial responses may be sequences of correct responses interspersed with stretches of incorrect responses because the representation of the correct behavior in the brain may not be fully established until the subject has mastered the task. Third, because of the significant cognitive capabilities of humans and nonhuman primates, learning experiments are often complex and involve learning several tasks at the same time. None of the current analysis methods assess simultaneous learning of multiple tasks by a single subject. Finally, significant between-subject variation in responses is the reason learning experiments often require multiple subjects to execute the same task to characterize the features of the learning process common to the population. Use of random effect models to estimate population and individual characteristics from the time series measurements of multiple subjects executing the same protocol is an established paradigm in statistics (Fahrmeir & Tutz, 2001; Jones, 1993; Laird & Ware, 1982) . Until recently, random effects models have not been used to analyze population learning in behavioral experiments .
In summary, quantitative analysis of learning in behavioral experiments is an important question in neuroscience. Binary trial responses are the most common type of data collected in these experiments, yet none of the current methods is specifically designed to analyze learning as a dynamic process using these data. To develop a coherent statistical framework for dynamic analysis of learning experiments with binary responses, we propose a state-space model of learning in which a Bernoulli probability model describes behavioral task responses and a Gaussian state equation describes a hidden or unobservable learning state process. The model defines the learning curve as the probability of a correct response as a function of the state process and introduces the concept of dynamic measures of performance computed from the perspective of the ideal observer. This leads to the definition of the learning curve as the probability of a correct response as a function of the state process, the ideal observer curve as the probability for each trial that the subject is performing better than chance, and the definition of the learning trial as the earliest trial on which the ideal observer has a high level of certainty that the subject is performing better than chance from that trial until the end of the experiment. We illustrate how the ideal observer formulation of the analysis leads to a straightforward approach to assessing between-trial performance within a group as well as between-group performance by trial. We propose maxi-mum likelihood methods to estimate the state-space model. We use the methods to study learning in a wide range of simulated and actual learning experiments.
State-Space Model of Learning
We assume that learning is a dynamic process that can be studied with the state-space framework used in engineering, statistics, and computer science (Kitagawa & Gersh, 1996; Smith et al., 2004) . The state-space model consists of two equations: a state equation and an observation equation. The state equation defines an unobservable learning process whose evolution is tracked across the trials in the experiments. Such state models with unobservable processes are often referred to as hidden Markov or latent process models (Fahrmeir & Tutz, 2001; Roweis & Ghahramani, 1999; . We formulated the state process so that it increases as learning occurs and decreases when it does not occur. From the learning process, we compute a curve that defines the probability of a correct response as a function of trial number. We define the learning curve as a function of the learning state process so that an increase in the learning process increases the probability of a correct response and a decrease in the learning process decreases the probability of a correct response. The observation equation completes the statespace model setup and defines how the observed data relate to the unobservable learning state process. The data we observe in the learning experiment are the series of correct and incorrect responses as a function of trial number. Therefore, the objective of the analysis is to estimate the learning state process and, hence, the learning curve from the observed data. Therefore, the state-space smoothing algorithm we describe below, performs the analysis from the perspective of the ideal observer because it estimates the learning curve using all the data.
To define the state-space model, we assume that there are K trials in a behavioral experiment, and we index the trials by k for k = 1, . . . , K. To define the observation equation, we let n k denote the response on trial k, where n k = 1 is a correct response and n k = 0 is an incorrect response. We let p k denote the probability of a correct response k. We assume that the probability of a correct response on trial k is governed by an unobservable learning state process x k , which characterizes the dynamics of learning as a function of trial number. At trial k, the observation model defines the probability of observing n k , that is, either a correct or incorrect response, given the value of the state process x k . The observation model can be expressed as the Bernoulli probability mass function ( )
where p k is defined by the logistic equation
and m is determined by the probability of a correct response by chance in the absence of learning or experience. We define the unobservable learning state process as a random walk
where v k is a Gaussian random variable with mean 0 and variance s e 2 . Formulation of the probability of a correct response on each trial as a logistic function of the learning state variable (Equation 1.2) ensures that at each trial, the probability is constrained between 0 and 1. The state model (Equation 1.3) provides a continuity constraint (Kitagawa & Gersh, 1996) so that the current state of learning and, hence, the probability of a correct response in the current trial depend on the previous state of learning or experience. Under the random walk model, the expected value of x k given x k -1 is x k -1 . Therefore, in the absence of learning, the expected probability of a correct response at trial k is p k -1 . In other words, the Gaussian random walk model enforces the plausible assumption that immediately prior to trial k, the probability of a correct response on trial k is simply the probability from the previous trial k -1. We compute the parameter m prior to each experiment from p 0 , the probability of a correct response occurring by chance at the outset of the experiment. To do so, we note that the parameter describes the subject's learning state prior to the first trial in the experiment. We set x 0 = 0, then by Equation 1.2, m = log[p 0 (1 -p 0 )
-1 ]. For example, given a particular visual cue, if a subject has five possible response choices, then there is a 0.2 probability of a correct response by chance at the start of the experiment. In this case, we have m = log(0.2(0.8) -1 ) = -1.3863. Choosing m this way ensures that x 0 = 0 means that the subject uses a random strategy at the outset of the experiment. When necessary, we can alternately estimate x 0 if the subject may have a response bias or may be using a specific nonrandom strategy. The parameter s e 2 affects how rapidly changes can occur from trial to trial in the unobservable learning state process and in the probability of a correct response. As we describe next, the value of s e 2 is estimated from the set of trial responses in an experiment.
Estimation of the Learning State-Space Model
In the learning experiment, we set the number of trials K, and we observe N 1:K = {n 1 , . . . , n K }, the responses for each of the K trials. The objective of our analysis is to estimate x = {x 1 , . . . , x K } and s e 2 from these data to estimate p k for k = 1, . . . , K. If we can estimate x and s e 2 , then by Equa-tion 1.2, we can compute the probability of a correct response as a function of trial number given the data. Because x is unobservable and s e 2 is a parameter, we use the expectation-maximization (EM) algorithm to estimate them by maximum likelihood (Dempster, Laird, & Rubin, 1977) . The EM algorithm is a well-known procedure for performing maximum likelihood estimation when there is an unobservable process or missing observations. We used the EM algorithm to estimate statespace models from point-process observations with linear Gaussian state processes . The EM algorithm we apply here is a special case of the one in Smith and Brown (2003) , and its derivation is given in Smith et al. (2004) .
Estimation of the Learning Curve
We compute the maximum likelihood estimate of s e 2 using the EM algorithm and derive the estimate of each x k for k = 1, . . . , K as x k|K , which comes from the fixedinterval or state-space smoothing algorithm (Smith et al., 2004, Equations A.10-A.12 ). This estimate is both the maximum likelihood and empirical Bayes estimate (Fahrmeir & Tutz, 2001 ). The notation x k|K means the learning state process estimate at trial k given the data up through trial K. The state-space algorithm estimate at trial k is the estimate of x k given N 1:K = {n 1 , . . . , n K }, all the data in the experiment, with the true parameter s e 2 replaced by its maximum likelihood estimate. Hence, the state-space algorithm gives the learning state estimate of the ideal observer, which means an estimate computed after all the experimental data have been observed.
The state-space algorithm estimates the state as the Gaussian random variable with mean x k|K (Smith et al., 2004, Equation A.10) and variance s k K (Smith et al., 2004, Equation A.12) . By using Equation 1.2, we obtain the state-space algorithm estimate p k|K . Similarly, p k|K defines the probability of a correct response at trial k given all the data in the experiment. We can therefore compute the probability density of any p k|K using Equation 1.2 and the standard change of variables formula from elementary probability theory. Applying the change of variable formula to the Gaussian probability density with mean x k|K and variance s k K yields 
.4 is the maximum likelihood estimate of the probability density for the correct response probability at trial k, computed from the state-space smoothing algorithm, and is derived in Smith et al. (2004) .
Definition. We define the learning curve from the state-space algorithm as the sequence of trial estimates p k|K , where p k|K is the mode of the probability density in Equation 1.4 for k = 1, . . . , K.
Characterizing Learning: Comparing Performance Between Trials Within a Learning Experiment
A frequently asked question in learning studies is whether performance differs between trials for an animal or a group. In these analyses, learning in the later trials of the experiment is frequently compared with learning in the earlier trials. This comparison can be carried out in a straightforward way in our paradigm because we estimate the K-dimensional joint probability density of the learning state process (Smith et al., 2004, Equations A.10-A.13 ). Therefore, given any two trials, we can compute from this joint probability density the probability that the performance at one trial is greater than the performance in any other trial. This probability is defined as Pr(p k|K > p j|K ) for all trials k = 1, . . . , K and j = 0, . . . , k, where p k|K is defined in Equation 1.4. These results consist of (K + 1)K/2 between-trial comparisons (probabilities). A key point is that because this joint probability density takes account of all correlations among the states (Smith et al., 2004, Equations A.10-A.13) , there is no problem with multiple hypothesis tests in this analysis. A plot of this two-dimensional comparison for all trial pairs illustrates how sure we are that performance on one trial is greater than performance on any other trial. Ideal observer curve shows trial by trial the level of certainty the ideal observer has that the animal's performance is better than chance. (C) Betweentrial performance comparisons, which are the probability that performance on trial k (x-axis) is greater than performance on trial j (y-axis). Probabilities greater than 0.95 are shown in red.
Ideal Observer Curve
Another frequently asked question in learning studies is how does performance in a given trial compare to performance at the start of the experiment when, in the absence of any prior exposure to the task, performance is believed to be governed by chance. This is a special case of the between-trial performance comparisons computed above because we compute Pr(p k|K > p 0 ) k = 1, . . . , K. This defines for each trial k the probability that the subject performs better than chance on that trial. We term this function the ideal observer curve.
Ideal Observer Learning Trial
Contrary to the approach taken by current hypothesistesting methods for analyzing learning, our analysis makes explicit that learning is a dynamic rather than a yes-no process . Nevertheless, for the purpose of making comparisons with current methods, it is important to define a learning trial in our paradigm. We define the learning trial as the earliest trial in the experiment such that the ideal observer is reasonably certain that the performance is better than chance from that trial through the balance of the experiment. For our analyses, we define a level of reasonable certainty as 0.95 and term this trial the ideal observer learning trial with a level of certainty 0.95 (IO[0.95]). In terms of the ideal observer learning curve, the IO(0.95) learning trial is the earliest trial number r such that Pr(p k|K > p 0 ) ³ 0.95 for all trials k ³ r. Equivalently, the ideal observer learning trial can be computed from the lower confidence bounds for p k as the first trial on which the lower 95% confidence bound for the probability of a correct response, p k|K , is greater than chance, p 0 , and remains above p 0 for the balance of the experiment.
Comparing Trial-by-Trial Learning Between Groups
An important objective of population learning studies is to compare learning between two or more groups, such as a control group and treatment group. This comparison can be carried out directly in our paradigm because in this case we also estimate the joint probability density of each learning curve. Therefore, given two learning curves, we can compute at each trial the probability that Curve 1 is greater than Curve 2 (or vice versa) and plot this probability as a function of trial number. This curve is computed as Pr(
is the learning curve of the control group and p k K T is the learning curve for the treatment group. Therefore, we can state for each trial how sure we are that one curve is greater than the other and answer specific questions about differences in learning between the two groups. Analysis of population learning experiments are discussed in Smith, Stefani, Maghaddam, and Brown, 2005 . Figure 8 illustrates use of the state-space algorithm ( Figure 8A ) to estimate the learning curve in a simulated learning experiment consisting of 40 trials, in which the probability of a correct response occurring by chance is 0.25 (horizontal dashed lines in Figure 8A ). The trial responses are shown above the figure as gray and black markers, corresponding, respectively, to incorrect and correct responses. In the first 10 trials, there are two correct responses, followed by a sequence of four correct responses beginning at Trial 11. Beginning at Trial 15, there are two correct responses until Trial 23, after which all the responses are correct. The learning curve estimate (dashed green line in Figure 8A ) is shown with its 90% confidence intervals (red lines in Figure 8A ). We recall that the 90% confidence intervals are the upper and lower 95% confidence bounds. Figure 8C shows the between-trial comparison of performance. We computed Pr(p k|K > p j|K ), the probability that the learning curve at trial k (x-axis) was greater than the learning curve at trial j (y-axis) for all j < k. To facilitate visualizing this three-dimensional surface, comparisons on which Pr(p k|K > p j|K ) was 0.95 or greater are shown in red. The learning curve at Trial 30 onward was significantly greater than the learning curve from Trials 1 to 25. The steplike structure in the probability surface resulted from the steplike increase in the learning curve around Trial 25 ( Figure 8A ). Not surprisingly, performance between Trials 30 to 40 was not significantly different because at this point, the subject had all correct responses. From this analysis, we conclude that performance within the experiment was significantly greater toward the end of the experiment (Trial 30 onward) compared with the beginning of the experiment (Trials 1-25). To make these comparisons, we simply evaluated probabilities from the estimated K-dimensional joint density of the learning state process we computed using our EM algorithm . As mentioned above, this joint probability density takes account of all correlations among the states. Hence, there is no problem with multiple hypothesis tests in this analysis.
Application: Monkey Performing a Location-Scene Association Task
To illustrate the performance of our state-space methods in the analysis of an actual learning experiment, we analyzed the behavioral responses of a monkey performing a location-scene association task as described in Wirth et al. (2003) and illustrated in Figure 3 . Typically between two and four novel scenes were learned simultaneously, and trials of novel scenes were interspersed with trials in which four well-learned scenes were presented. Because there were four locations from which the monkey could choose as a response, the probability of a correct response occurring by chance was 0.25. The objective of the study was to track learning as a function of trial number and relate the learning curve to the activity of simultaneously recorded hippocampal neurons. We analyzed the monkey's responses in a learning experiment with 55 trials. The monkey's observed correct (black) and incorrect (gray) responses are shown in Figure 9 .
The ideal observed curve (red line, Figure 8B ) shows the probability that the subject is performing better than chance (0.25) for each trial in the experiment. For this, we computed from the between trial performance comparison ( Figure 8C ), the special care Pr(p x > 0.25) for k = 1,…, K. As expected, when the subject had several incorrect responses from Trials 1 to 11, the ideal observer's level of certainty about the subject's performance being better than chance was low. As the subject gave more correct responses the level of certainty became greater than 0.90 from 12 to the end of the experiment, and was greater than 0.95 from Trial 23 to the end of the experiment. The IO(0.95) learning trial(green arrows in Figure 8A and 8B) is Trial 23 and indicated by either the ideal observer curve or the confidence intervals for the learning curve. The lower confidence bound of the learning curve first exceeded the probability of a correct response occurring by chance (0.25) at Trial 12. However, because the lower confidence bound does not remain above 0.25 until Trial 23, this later trial is the IO(0.95) learning trial estimate.
The monkey responded incorrectly in all of the first 24 trials, except in Trials 7 and 20, and from Trial 25 onward had all correct responses ( Figure 9A ). The learning curve ( Figure 9A ) and the ideal observer curve (Figure 9B ) are completely consistent with the structure in the animal's responses. We use the confidence limits and ideal observer curve (Figure 9B ) to analyze whether performance is either worse than or better than chance. That is, the monkey appears to perform below chance at the outset of the experiment because it has only two correct responses in 24 trials. Its performance, however, was not worse than what could be expected by chance because the upper confidence limits were never below Suzuki, Brown / DYNAMIC LEARNING PROCESSES 87 (E, F) Learning after initially declining performance. We compared the 100 estimated learning curves (green), the true learning curve (black), and the 90% confidence limits (red) using the smoothing algorithm (first column, A, C, and E) and the moving average method (second column, B, D, and F). 0.25 ( Figure 9A ). This is also evident from the ideal observer curve, which never drops below the 0.05 line ( Figure 9B ). In this experiment, there is an unambiguous transition in the animal's performance, and the ideal observer's level of certainty quickly approaches 1 after Trial 24. To analyze statistically whether performance toward the end of the experiment has significantly improved compared to initial performance, we computed, as in Figure 8C , the between trial performance comparisons, Pr(p k|K > p j|K ) for all trials j < k, where k = 1, . . . , K. As in Figure 8C , the red areas in Figure 9C denote trial combinations for which the probability that the performance on trial k (x-axis) is greater than performance on trial j (y-axis) was 0.95 or greater. Beginning at Trial 28, performance on this trial is significantly greater than performance on Trial 24 or lower. Performance on all Trials from 29 to 55 is significantly greater than the performance on all trials lower than 24. This finding is consistent with the IO(0.95) learning trial of 24 (arrows in Figures 9A, 9B) . Hence, there is a significant difference in performance between the beginning and the end of the experiment.
This analysis demonstrates the advantage of making a dynamic assessment of learning in terms of the learning curve, the ideal observer curve, and comparing performance between trials. The ideal observer curve is simply a special case of the between-trial comparisons of learning in which performance on each trial is compared to performance on Trial 0, that is, prior to the start of the experiment. We can make all the between-trial comparisons of performance with the problem of multiple hypothesis tests because we have estimated the joint probability density of the learning state process and therefore consider all relevant between-state covariances (Smith et al., 2004, Equations A.10-A.13 ). Although we report the IO(0.95) learning trial for comparison with other discrete learning criteria, we believe the dynamic assessment gives a more complete picture of learning in the experiment that cannot be provided by current methods.
Simulation Study of Learning Curve Estimation
We study here the performance of our state-space approach in estimating three specific learning curves seen in actual experiments. We considered three types of learning curves: delayed rapid learning (black line in Figure 10A ), immediate rapid learning (black line in Figure 10C ), and learning following initially declining performance (black line in Figure 10E ). The latter may be seen when an animal has a response bias. Details of how these curves were generated are given in Smith et al. (2004) . The simulated experiments based on the first two learning curves had 50 trials each, whereas those based on the third curve had 120 trials each.
For each curve, we simulated 100 learning experiments and estimated learning curves with a nine-trial moving average method and the state-space algorithm and compared them to true learning curves. The moving average method (Eichenbaum et al., 1986 ) performed less well, as it was unable to estimate the learning curves reliably for any of the three curves ( Figures 10B, 10D,  10F ). Because the moving average method is a two-sided filter, it could not estimate learning for the initial four and final four trials. For each of the three learning curves, the state-space algorithm followed the true learning curve more closely ( Figures 10A, 10C, 10E ) and tracked especially well the trials in which the performance was worse than chance ( Figure 10E ). The mean integrated squared error for the state-space algorithm was smaller than that for the moving average method by a factor of 1.5 to 2.5 (Table 1) , suggesting again that the state-space algorithm provided the best estimate of the true learning curve.
This learning curve analysis along with the detailed study in Smith et al. (2004) establish that the state-space algorithm is more accurate than the moving average technique in estimating learning curves from a single sequence of binary responses.
Simulation Study of Learning Trial Identification
We use the simulation study of learning curve estimation to compare the IO(0.95) criterion to the changepoint test, the consecutive response method, and the moving average method in identifying the learning trial for the curves in Figure 10 . For the change-point, consecutive correct response method, and moving average method, we set the significance level at 0.05. Each method identified a learning trial in at least 94 of the 100 simulated experiments for each of the three learning curves, except for the change-point test, which identified a learning trial in only 81 of the 100 experiments for the second rapid learning curve ( Figure 10C ). The IO(0.95) and moving average method identified a learning trial in more of the simulated experiments (299/ 300) than either the change-point test (279/300) or the consecutive correct responses method (295/300). For the two rapid learning curves ( Figures 10A, 10C ), the probability of a correct response exceeded chance from the outset, so that the method that identified the earliest learning trial was the best. For the early rapid learning experiments (black curve in Figure 10C ; red dots in Figure 11 ), the change-point test identified more of the learning trials earlier than the IO(0.95) did (Figure 11A, red dots) , whereas the consecutive correct responses method identified all of them later than the IO(0.95) did ( Figure 11B , red dots) and the moving average method identified all but two later the IO (0.95) (Figure 11, red dots) . For the delayed rapid learning experiments (black curve in Figure 10A ; gray dots in Figure 11) , the IO(0.95) identified the majority of the learning trials earlier than did the change-point test ( Figure  11A , gray dots), the consecutive correct response method ( Figure 11B , gray dots), and the moving average method ( Figure 11C , gray dots). For the experiments from both the early and delayed rapid learning curves in which the change-point test identified the learning trial earlier than the IO(0.95) did, the median differences were one and two trials, respectively, and the maximum difference for both was five trials.
For the analysis of the simulated experiments based on the learning curve that involved learning after declining performance, the learning trial was Trial 72. This was the trial on which the true learning curve first exceeded the line p 0 = 0.5, the probability of a correct response by chance ( Figure 10E) . Therefore, the best method for identifying the learning trial in these experiments was the one that identified it at the earliest trial on or after Trial 72. The IO(0.95) identified 98 of its 99 learning trials for this experiment on or after Trial 72 ( Figure 11A , blue squares and vertical dashed line). The changepoint test identified only 38 of its 99 learning trials on or after Trial 72 ( Figure 11A , blue squares and horizontal dashed line). Of the 38 trials identified after Trial 72, all were earlier than the corresponding trials identified by the IO(0.95) ( Figure 11B , diagonal line). The consecutive correct response method identified all 94 of its learning trials after Trial 72. However, 93 of those 94 were later than the learning trials identified by the IO(0.95) ( Figure 11B, blue squares) . Similarly, the moving average method identified all of its 99 learning trials after Trial 72, but each was later than the corresponding one estimated by the IO(0.95) ( Figure 11C , blue squares).
The tendency of the change-point test toward identifying early learning trials can be explained by the way its null hypothesis was formulated . The change-point test null hypothesis is that the probability of a correct response is constant and given by the proportion of correct responses observed in an experiment. For this learning curve, the null hypothesis probability for the change-point test was on average 0.47. Because the change-point test identified the earliest trial in which the observed proportion of correct responses up to that trial differed from that predicted by 0.47, it detected consistently the increase from the nadir in the probability of a correct response of 0.10 near Trial 30 as significant. This increase was apparent, yet prior to Trial 72, it did not indicate performance that was better than chance. The results of this simulation study as well as a larger study in Smith et al. (2004) demonstrate that when learning is defined as performance better than predicted by chance, the IO(0.95) identifies the learning trial more reliably and more accurately than the change-point test, the consecutive correct responses, or the moving average methods across a broad range of learning curves.
Dynamic Analysis of Neural Activity During Learning
To understand the neural mechanisms that underlie learning, it is important to relate an animal's behavioral changes to changes in neural activity in target brain regions (Wirth et al., 2003) . Tracking the changes in neural activity that occur with learning requires algorithms that can follow the changes in the neural receptive field or neural response properties on a millisecond time scale. For this purpose, we have developed pointprocess filter algorithms. Adaptive filtering is a wellestablished paradigm in engineering for tracking the temporal evolution of systems (Haykin, 1996) . The point-process adaptive filter algorithms are recursive filters that can track the dynamics of a neural response on a millisecond time scale. We have used these algorithms to analyze the dynamics of the spatial receptive fields of rat hippocampal neurons (Brown et al., 2001; Eden, Frank, Barbieri, Solo, & Brown, 2004) , when the animal is foraging in a familiar environment (Frank et al., 2002) , and during foraging in a novel environment . We have also used these adaptive filter algorithms to characterize how different neurons in the monkey medial temporal lobe change their spiking activity in relation to the time course of when the animal learns a location-scene association task (Wirth et al., 2003) . We review briefly the construction of the point process adaptive filter and discuss its application to the analysis of the neural activity recorded in the location-scene association task described in Figure 4 .
Point-Process Adaptive Filter Algorithm
To define the point-process adaptive filter algorithm, we first define the conditional intensity function. We assume that during a neurophysiology experiment, the spiking activity of a neuron is recorded during the observation interval (0, T], and l(t|H t , q), the conditional intensity function for t Î (0, T], is defined as (2.1) where N(t) is the number of spikes in the interval (0, t], q t is a time-varying parameter that we will specify below, H t is the history up to time t, and D is a small interval of time. The conditional intensity function is a history-dependent rate function that generalizes the definition of the rate function for a Poisson process (Daley & Vere-Jones, 2003) . If the point process is an inhomogeneous Poisson process, then the conditional intensity function is l(t|H t ) = l(t). As Equation 2.1 suggests, the conditional intensity function defines l(t|H t )D, which is the probability of a spike in [t, t + D) when there is history dependence in the spike train. In survival analysis, the conditional intensity is termed the hazard function because, in this case, l(t|H t )D measures the probability of a failure or death in [t, t + D) given that the process has survived up to time t (Kalbfleisch & Prentice, 1980) . We choose K large and divide (0, T] into K intervals of equal width D = T/K so that there is at most one spike per interval. The adaptive parameter estimates will be updated at kD. A standard prescription for constructing an adaptive filter algorithm to estimate a time-varying parameter is instantaneous steepest descent (Haykin, 1996) . Such an algorithm has the forme2) where q k is the estimate at time kD, J k (q) is the criterion function at kD, e is a positive learning rate parameter chosen to meet the requirements of the particular problem, and Ñ is the first derivative of the indicated function. If for continuous-valued observations we choose the quadratic loss function J k (q) = (y k -q) 2 , where y k is a continuous-valued observation, then J k (q) can be viewed as the instantaneous log likelihood of a Gaussian process (Pawitan, 2001) . By analogy, the instantaneous steepest descent algorithm for adaptively estimating a timevarying parameter from point-process observations can be defined by the following update equation:
where
is the instantaneous log likelihood of a point process, and n k is 1 if a spike is observed in ((k -1)D, kD] and 0 otherwise (Brown et al., 2001 ). On rearranging terms in Equation 2.4, we obtain the instantaneous steepest descent adaptive filter algorithm for pointprocess observations:
Equation 2.5 shows that the conditional intensity function completely defines the instantaneous log likelihood and therefore a point-process adaptive filtering algorithm using instantaneous steepest descent. It also makes explicit the recursive nature of the algorithm in that the estimate of the parameter q k at kD is computed from q k -1 at time (k -1)D. That is, the parameter update q k at kD is the previous parameter estimate q k -1 plus a dynamic gain coefficient, -e᭞logl(kD|H k , q k -1 ), multiplied by an innovation or error signal [n k -l(kD|H k , q k -1 )D].
The error signal provides the new information coming from the spike train, and it is computed by comparing the predicted probability of a spike, l(kD|q k -1 )D, at kD with n k , which is whether or not a spike is observed kD. How much the new information is weighted depends on the magnitude of the dynamic gain coefficient. Other properties of this algorithm are discussed in Brown et al. (2001) , Frank et al. (2002) , Eden et al. (2004) , .
Dynamic Analysis of Neural Activity in the Location-Scene Association Task
For each set of trials corresponding to a given scene in the location-scene association task, we used a cardinal spline curve to define l(t|H t , q t ), the firing rate (conditional intensity function) at time t, as a function of a set of control points (Wirth et al., 2003) . This spline model allowed a flexible form of the rate function to be estimated for each neuron (Frank et al., 2002) . Each control point had coordinates defined by the time since the start of the trial and the associated magnitude of the control point at that time. These coordinates are the pairs {( , )} t j j j q =1 83 . The control points were spaced at 50-ms intervals along the time axis from t = -50 ms (50 ms before the fixation time for the trial) to t 83 = 4,050 ms (a time 50 ms beyond the time at the end of the longest trial). The rate function l(t|q) is then given by 83 . In addition, because the neural firing rate cannot be negative, we defined l(t|q) = max(l(t|q), 0). Equation 2.6 gives for the analysis of the neural activity the conditional intensity function used in the update algorithm in Equation 2.5.
The spike rate function in this case is defined in terms of the control points. Therefore, by tracking how the control points evolve using Equation 2.5, we can track how the spike rate function evolves in time using Equation 2.6. For these analyses, we chose a learning rate of 5 based on a careful examination of the data and on our previous simulation results. That learning rate allows for a single spike to change the firing rate function by as much as 5 Hz and therefore weights heavily the new spiking information as compared to the previous estimate. The initial magnitudes for the control points in the fixation (0-300 ms), scene (300-800 ms), delay (800-1,500 ms), and response (1,500-end) periods were set to be the mean rates for the first trial for their respective periods. This choice of initial values ensured that the adaptive estimate would begin at values and that the algorithm could begin to immediately track changes in the firing rate.
To construct the trial-by-trial spike rate functions in Figure 4 , for each scene for a given neuron, we used the point-process adaptive filter algorithm to compute the rate function within and across all trials. In Figures 4A and 4B, we display the spike rate function during the delay interval for each trial for each of these changing cells. That is, we used Equations 2.5 and 2.6 to compute the spike rate function during each 3,000-ms trial window for each of the 55 trials in Figure 4A and the 40 trials in Figure 4B . For the 55 trials in Figure 4A and the 40 trials in Figure 4B , we plotted the spike rate function from the delay interval as a function of trial number. Computation of this trial-by-trial rate function then allowed us to correlate the dynamics of the neural activity with the dynamics of the animal's learning of a given scene.
GENERAL SUMMARY AND FUTURE DIRECTIONS
We have addressed two issues relevant to the study of associative learning in the brain. In Part 1 of this article, we compared and contrasted the patterns of learningrelated neural activity observed across multiple brain areas during novel conditional motor association learning. This analysis showed that widespread brain areas are involved in the early learning process and revealed both similarities and striking differences in the learningrelated patterns of activity across these different regions. This analysis also highlighted the difficulty in comparing directly across studies because of the range of different statistical tools that have been used to analyze both behavioral learning and dynamic changes in neural activity. To address this latter issue, in Part 2 of this article, we described algorithms that accurately track the dynamics of both behavior and neural activity during learning experiments. As described above, these algorithms have many advantages over the methods that have been previously used to analyze learning and changing neural activity and can be applied to a wide range of learning experiments. It is hoped that these algorithms designed specifically to analyze learning in behavioral neurophysiological experiments can bring some much needed standardization to the analysis of the brain basis of learning.
Further extensions of both the behavioral and neural algorithms will be important to enhance their utility for analyzing and designing learning experiments as well as for accurately relating behavioral changes to changes in neural activity. For example, the state-space model can be easily extended to estimate dependence among simultaneously learned problems as described in Wirth et al. (2003) . These include a forgetting time constant or autoregressive coefficient for the state model to capture the decline in performance that can be seen when an animal executes multiple trials over many days (Hu, Kubota, & Graybiel, 2001 ) and use of covariates to help distinguish learning from response biases and nonrandom strategies. Similarly, the decreasing learning rate seen frequently during learning may be represented by using a state-dependent model for the noise variance in Equation 1.3 (Kakade & Dayan, 2002) . The model can also be modified to include a learning rate or drift term to analyze experiments with rapid learning (Usher & McClelland, 2001 ). The state-space framework can be combined with hierarchical Bayesian (Gilks, Richardson, & Spiegelhalter, 1996) and longitudinal data (Fahrmeir & Tutz, 2001 ) methods to pool information properly across multiple subjects executing the same task to estimate simultaneously a population learning curve and learning curves for each individual subject . In addition to binary responses, continuous-valued responses such as reaction times and response times are also recorded on a trial-by-trial basis and used to characterize learning. Therefore, another important extension of the state-space model to consider is simultaneous use of binary and continuous-valued measurements to characterize learning (Prerau, Smith, Yanike, Suzuki, & Brown, 2004) .
Extensions of the point-process adaptive filter algorithm are also very feasible. The algorithm we summarized in the previous section is based on our instantaneous steepest descent paradigm (Brown et al., 2001 ). The more general paradigm for constructing dynamic algorithms for point-process observations described in Smith and Brown (2003) and Eden et al. (2004) can be used to develop more flexible and more accurate algorithms to track neural dynamics. These more general paradigms offer straightforward approaches to constructing confidence intervals for the firing rate functions as well as for measuring model goodness of fit. These more general paradigms also suggest how these data may be used to design learning experiments prospectively .
Another major goal is to develop a more general paradigm such that both the behavioral and neural data can be analyzed in a single model framework rather than compared across different frameworks. This development will facilitate our ability to more accurately relate the changes in neural activity to learning. In the past, we and others have identified a discrete trial number of learning and compared it to a discrete trial number of neural change to calculate the lag or lead time of neural change relative to learning (Brasted & Wise, 2004; Cahusac et al., 1993; Chen & Wise, 1995a , 1995b Wirth et al., 2003) . However, this kind of comparison does not take into account the detailed dynamics of behavioral learning across trials (i.e., fast vs. slow learning curves), nor does it take into account the dynamics of neural activity within a trial. For example, does neural activity on a given trial predict an increasing versus decreasing slope on the learning curve? An important future goal will be to use more of the information provided by the dynamic assessments of learning and neural change to compare the detailed profile of neural activity both within a given trial and across trials to the changes in behavioral performance both within and across trials. A major goal of these analyses is to establish the criteria for defining a causal relationship between changes in neural activity and behavioral learning. These causal changes in neural activity could take place at the level of single cells, small networks of cells, or through interactions across brain areas. The prominent learning signals observed across widespread brain areas reviewed in Part 1 of this article raise the possibility that complex interactions between brain areas may occur over the course of learning. The application of these more general algorithms to behavioral neurophysiology experiments will provide powerful new tools to help address questions of how different brain areas may act together to drive new associative learning.
