Abstract. We prove that the commutator subalgebra of the associative algebra containing a matrix subalgebra is perfect.
Introduction
The ground field F is algebraically closed of characteristic p ≥ 0. Throughout the paper, A is a (non-unital) associative algebra over F containing a non-zero semisimple finite dimensional subalgebra S. Recall that A becomes a Lie algebra A (−) under the Lie bracket [x, y] = xy − yx. We denote by A (1) = [A (−) , A (−) ] its derived subalgebra. Recall that a Lie algebra L is said to be perfect if [L, L] = L. We say that an associative algebra A is k-perfect (k ≥ 1) if A has no proper ideals of codimension ≤ k. Let S be a finite dimensional semisimple algebra over F . Then it is the direct sum of matrix ideals, i.e. S = M n 1 (F) ⊕ · · · ⊕ M ns (F). Thus, S is k-perfect if and only if n i > √ k for all i = 1, . . . , s. One of our main results is the following theorem. Theorem 1.1. Let A be an associative algebra over F containing a non-zero semisimple finite dimensional subalgebra S. Suppose A is generated by S as an ideal and S is either 1-perfect with p = 2 or 4-perfect with p = 2. Then (1) A (1) is perfect; (2) A = A (1) A (1) + A (1) ; (3) A (1) is generated by S (1) as an ideal; (4) A (1) is Γ-graded where Γ consists of the roots of S (1) and the weights of the natural and conatural S (1) -modules.
As a corollary, we get the following result for the finite dimensional algebras, which is a generalization of [2, Corollary 6.4] (where the case of 4-perfect algebras in characteristic zero was proved). Theorem 1.2. Let A be a finite dimensional algebra over F. Suppose that A is either 4-perfect or 1-perfect with p = 2. Then A (1) is perfect and A = A (1) A (1) + A (1) .
As an application, we are going to show that the Lie algebras A (1) which appear in Theorem 1.1 are actually root-graded. The following definition a slight generalization of Berman and Moody's definition of root graded Lie algebras in [4] . Definition 1.3. Let ∆ be a root system and let Γ be a finite set of integral weights of ∆ containing ∆ and {0}. A Lie algebra L over a field F of characteristic zero is said to be (Γ, g)-graded (or simply Γ-graded ) if (Γ1) L contains as a subalgebra a finite-dimensional split semisimple Lie algebra
whose root system is ∆ relative to a split Cartan subalgebra
Theorem 1.4. Let A and S be as in Theorem 1.1. Let Q 1 , . . . , Q t be the simple components of the Lie algebra S (1) . Then the Lie algebra A (1) is Γ-graded where Γ consists of the roots of S (1) and all weights of the form λ i + λ j where 1 ≤ i < j ≤ t and λ i is either zero or one of the weights of the natural or conatural Q i -modules.
S-decomposition of A
Throughout the paper, A is a (non-unital) associative algebra over F containing a non-zero semisimple finite dimensional subalgebra S. We denote byÂ the unital algebra obtained by adjoining an identity element 1 = 1Â to A, i.e.Â = A ⊕ F1 as a vector space and A is an ideal ofÂ of codimension 1. Similarly, we denote byŜ the unital semisimple subalgebra S ⊕ F1 ofÂ. We denote by M n the algebra of n × n matrices over F.
Let {S i : i ∈ I} be the set of the simple components of S. Then the set of the simple components ofŜ is {S i : i ∈Î} whereÎ = I ∪ {0} and S 0 ∼ = F. Let 1 S i be the identity element of S i , i ∈Î. Then S 0 = F1 S 0 , 1 = i∈Î 1 S i and {1 S i | i ∈Î} is the complete set of the primitive central idempotents ofŜ. We identify each S i with the matrix algebra M n i (so dim S i = n 2 i ). Let V i be the natural left S i -module. Then the dual space V * i is the natural right S i -module. We identify the space V i (resp. V * i ) with the column (resp. row) space F n i . Let M be a (not necessarily unital) S-bimodule. Set 1m = m1 = m for all m ∈ M. Then M is a unitalŜ-bimodule or equivalently, unital left S-module, where
is the enveloping algebra of S.
Then each S ij is a simple component of S and S = i,j∈Î S ij is semisimple. Thus, M is the direct sum (possibly infinite) of simple left S-modules, or equivalently,
for some vector spaces Λ M (i, j).
Recall that S is a subalgebra of A, so A is an S-bimodule. Hence, by Lemma 2.1, there is anŜ-bimodule isomorphism
are vector spaces and V ij is the space of all n i × n j matrices over F. Hence, the space
is an associative algebra with respect to the standard matrix multiplication (with V ij V st = 0 unless j = s). We denote by {e
or simply e st ) the standard basis of V ij consisting of matrix units. For example, {e 11 , e 12 , . . . , e 1n j } is the basis of V 0n j = V 0 ⊗ V * j . We will identify A with θ(A). Consider any two simple S-submodules (or equivalently,Ŝ-sub-bimodules)
which is a homomorphic image of the S it -module
for some λ it ∈ Λ A (i, t) (defined up to a scalar multiple). Note that e 11 exists in every V ij for i, j ∈Î and the product (e 11 ⊗ λ ij )(e 11 ⊗ λ jt ) must be equal to a scalar multiple of e 11 ⊗ λ it . Thus, by rescaling λ it if necessary, we can assume that there is a binary product (λ ij , λ jt ) → λ ij λ jt such that (e 11 ⊗ λ ij )(e 11 ⊗ λ jt ) = e 11 ⊗ λ ij λ jt for all λ ij ∈ Λ A (i, j) and λ jt ∈ Λ A (j, t). It is easy to see that this binary product is bilinear and associative (since the product of V 's in (2.2) is associative). We get the following.
Lemma 2.3. There is a multiplication structure on the space Λ
is an associative algebra with respect to this multiplication;
Since both V and Λ A are associative algebras, their tensor product V ⊗ Λ A is also an associative algebra. It is easy to see
where XY is the matrix multiplication (with XY = 0 if j = s) and λµ is the multiplication in Λ A . Moreover, this subalgebra is isomorphic to A. Thus we get the following.
Proposition 2.4. θ is an isomorphism of associative algebras.
Remark 2.5. Suppose that A is finite dimensional and S in Proposition 2.4 is a Levi (i.e. maximal semisimple) subalgebra of A. Then Λ A / rad Λ A ∼ = i∈I F1 i . In particular, Λ A is a basic algebra. Moreover, it is not difficult to see that Λ A is Morita equivalent to A.
We will identify the algebra A with its image θ(A)
Let A = i,j∈Î V ij ⊗ Λ A (i, j) be the S-decomposition of A and let B be a subalgebra of A such that SB + BS ⊆ B. Then B is an S-sub-bimodule of A and
where
. We say that (2.3) is the S-decomposition of B. Using Proposition 2.4, we obtain the following.
Definition 2.8. We say that a subalgebra B of A is S-modgenerated if SB + BS ⊆ B and B is generated (as an algebra) by non-trivial simple S-sub-bimodules of B.
Let B be a subalgebra of A such that SB + BS ⊆ B and let B S be the subalgebra of B generated by non-trivial simple S-sub-bimodules of B. Then B S is a subalgebra of A with
for all (i, j) = (0, 0). We have the following proposition.
Proof.
Proposition 2.10. The following are equivalent
The ideal of A generated by S coincides with A.
Proof. Let A S be the subalgebra of A generated by non-trivial irreducible S-sub-bimodules of A.
(i) ⇒ (ii): Suppose that A is S-modgenerated. Then A = A S , so (ii) follows from Proposition 2.9(ii).
(ii) ⇒ (i): Suppose (ii) holds. Then by Proposition 2.9(iii),
Therefore, A S = A, as required.
(ii) ⇔ (iii): Note that the ideal T of A generated by S contains A S . On the other hand, by Proposition 2.9(i), A S is an ideal of A containing S, so T ⊆ A S . Therefore, T = A S , as required. Definition 2.11. We say that A is M k -modgenerated if A is S-modgenerated with S isomorphic to the matrix algebra M k (F).
Proposition 2.12. Suppose that A is S-modgenerated and S is 1-perfect (resp. 4-perfect). Then
Proof. Suppose that S is 1-perfect (the case of 4-perfect S is similar). Let {S i | i ∈ I} be the set of the simple components of S. Since S is 1-perfect, each S i contains a subalgebra P i ∼ = M 2 (F). Fix any subalgebra P of S such that P ∼ = M 2 (F) and the projection of P onto S i is P i . Then S is generated by P as an ideal. Since A is Smodgenerated, by Proposition 2.10, A is generated by S as an ideal. Therefore, A is generated by P as an ideal, so A is M 2 -modgenerated. Proposition 2.13. Let A be a perfect finite dimensional associative algebra and let S be a Levi subalgebra of A. Then A is S-modgenerated.
Proof. Let T be an ideal of A generated by S. By Proposition 2.10, we need to show that A = T . Since S is Levi subalgebra of A and S ⊆ T , A/T is nilpotent. As A is perfect, A/T = 0, so T = A, as required.
Lie Structure of A
Throughout this section, A is an associative algebra, S is a finite dimensional semisimple subalgebra of A such that A is S-modgenerated, A = i,j∈Î V ij ⊗ Λ A (i, j) is the Sdecomposition for A, {S i | i ∈ I} is the set of the simple components of S, each S i is identified with M n i (F), B is a subalgebra of A such that BS + SB ⊆ B, B S is the subalgebra of B generated by all non-trivial irreducible S-sub-bimodules of B,
is the standard basis of V ij consisting of the matrix units and S = i∈I V ii ⊗ 1 i . In this section we suppose that S is 1-perfect if p = 2 or 4-perfect if p = 2. In particular, n i ≥ 2 for all i ∈ I and n 0 = 1.
We define V ′ i,j (i, j ∈Î) as follows:
Throughout this section, L is the Lie algebra of A generated by all V ′ ij ⊗ Λ A (i, j) and
ii ⊗ 1 i are ideals of the Lie algebra Q. Note that each Q i ∼ = sl n i (F) is simple if p = 0 or p |n i . In the case p|n i , the algebra Q i is quasisimple, i.e. Q i is perfect and Q i /Z(Q i ) is simple (here we use that n i ≥ 3 if p = 2).
Suppose now that i = j. Since (i, j) = (0, 0), at least one of the indices, say i, is non-zero. Since V ′ ij is isomorphic to the direct sum of n j copies of V i as Q i -module, we have
Proof. Denote by ε i the identity matrix in
We have two cases depending on whether p divides n i or not.
Suppose first that p does not divide n i . In this case ε i ∈ L and
Hence, we have the following system of commutators in L:
[e 12 ⊗ λ,
where n = n i . Since the sum of all expressions on the right equals to
′ e 11 ⊗ λµ − e 11 X ′ ⊗ µλ. Put X ′ e 11 = X 1 + βe 11 and e 11 X ′ = X 2 + βe 11 , where
Note that X 1 ⊗λµ, X 2 ⊗µλ ∈ L. Hence, it remains to show that e 11 ⊗λµ−e 11 ⊗µλ ∈ L.
Recall that e rq ∈ V ′ ii for all r = q. Hence,
Hence, we have the following system of commutators
where n = n i . The sum of all these commutators
we have ne 11 = 0, so this sum is n k=2 (e 11 ⊗ µλ − e kk ⊗ λµ) = −e 11 ⊗ µλ + e 11 ⊗ λµ − ε i ⊗ λµ ∈ L.
Hence, e 11 ⊗ λµ − e 11 ⊗ µλ ∈ L, as required.
Proof. Note that
Hence, we have two cases depending on the values of i and j. If i = j, then by Lemma
Then by using (3.1) we obtain
Proof. Let X ⊗ λ, Y ⊗ µ ∈ V 00 ⊗ Λ A (0, 0). By Proposition 2.10, we have
Hence,
We wish to show that 
To show that [x 0 , y 0 ] ∈ L, it suffices to show that each term on the right side of (
for all i, j, s and t, as required.
By combining Lemma 3.2 and Lemma 3.4, we obtain the following.
Proof. We identify A with i,j∈Î V ij ⊗ Λ A (i, j). By Lemma 2.4, S = i∈I S i = i∈I V ii ⊗ 1 i is a Levi subalgebra of A. As above we fix a matrix realization M n i (F) for each simple component S i of S. Let L be a Lie subalgebra of A generated by all
, where i, j, s, t ∈Î. We wish to show that (3.4) [X ⊗ λ, Y ⊗ µ] = XY ⊗ λµ − Y X ⊗ µλ ∈ L.
If i = t and j = s, then obviously we have [X ⊗ λ, Y ⊗ µ] = 0 ∈ L. Suppose that j = s. First, consider the case when i = t. Then Y X ⊗ µλ = 0. By using the formula (3.1) we obtain XY ⊗ λµ ∈ V it ⊗ Λ A (i,
Now, suppose that i = t. If i = j, then by formula (3.1), Proof of Theorem 1.2. Let S be a Levi subsalgebra of A. Then by Proposition 2.13, A is S-modgenerated. Since S ∼ = A/ rad(A), the algebra S is k-perfect whenever A is k-perfect. Therefore the result follows from Theorem 3.6.
