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Abstract-A series of interrelated models is developed for various types of predator-prey interaction, based 
on combining the McKendrick equation for a single age-structured population with the Volterra-Lotka or 
Kolmogorov predator-prey equations. Fist a single species is studied that cannibalizes its own young. 
There it is shown by fixed point heory that he population will tend to a stable quilibrium orperiodic solution if
the birth rate is sufficiently high. 
Three cases are studied of a two-species system with age-dependent predation: (1) predators eat all ages 
of prey indiscriminately; (2) predators eat only newborn prey; (3) predators eat all ages with a preference 
toward the very young and very old. Case (1) is indistinguishable from a system where age is ignored. Case 
(2) can lead to oscillations of unbounded amplitude, but realistic refinements of the model can be made that 
eliminate the unboundedness. Case (3) can be analyzed using bifurcation from the situation of Case (I), and 
shown to have periodic solutions if the age bias in predation is sufficiently small. 
1. INTRODUCTION 
An equation for the modeling of a single population with age structure was first proposed by 
McKendrick[l]. If p(a, t) is the density of individuals of age a at time t, that equation is 
!g+$+,,=o (1) 
here the quantity CL, which describes the death process, may be a function of a, t, total 
population, or amount of another population (e.g. predators or competitors). The density, when 
integrated over all ages, yields the total population 
P(f) = 
I 
= p(a, t) da. 
0 
The theory was generalized to include non-linear effects by Gurtin and MacCamy[2]. 
The work discussed here combines the McKendrick model of age structure with the 
predator-prey models of Lotka-Volterra and of Kolmogorov[3] to study the effects of different 
patterns of age-selective predation. The analytical and numerical results summarized below are 
described in more detail in Gurtin and Levine [4,5] and Levine [6,7]. 
Four major cases of age-selective predation will be discussed. In the first case, predators 
and prey are the same species, which cannibalizes its own young. The other three cases involve 
separate species of predators and prey. These three cases include predation equally on all ages 
of prey, predation only on the young, and predation on all ages but with preference for the very 
young and very old. 
We assume that the birth rate of an age-structured population (prey in the two-species case) 
is given at each time t by a birth law of the form 
B(t) = j-= P(a)& t) da, 
0 
(3) 
with /3(a) the fecundity function or expected rate at which offspring are born to an individual of 
age a. In many, but not all, of our examples, the fecundity function will be of the form 
p(a) = &a exp (- aa)& 2 0, (Y z 0). 
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If (Y > 0, the function in (4) describes behavior analogous to that of mammals: reproduction is 
greatest for animals of a relatively young age and approaches zero at extreme ages. If a = 0, 
this function is of a form that could be appropriate for many species of fish where fecundity 
increases with age (size). 
The equations defining the models of age-dependent predation and cannibalism will all be 
derived from (l)-(3). For each specific case there is variation in (a) the function dependence of
the death function p; (b) the survival rate of newborns, which determines the relationship 
between ~(0, t) and the birth rate B(t), and (c) the dynamics of predator behavior. 
2. 0NESPECIES:CANNIBALISM 
Cannibalism of the young has been observed in a variety of fish species (e.g. [8]). It is 
commonly believed to function as a means of population control, and this node1 was designed 
to test that belief. For mathematical simplicity, we assume here that only newborns are 
cannibalized. 
The quantity ~(0, t) represents the number of newborns that survive cannibalism per unit 
time. We assume that 
do,0 = B(Og(BV), P(O) (5) 
so that g(B, P) is the fraction surviving, hence 0 5 g(B, P) 5 1. The conversion of newborns 
into food is modelled by assuming that the death function p of equation (1) depends in both B 
and P, i.e. 
P = f(B, P). (6) 
Using a technique of Gurtin and MacCamy [9], we can reduce the system (l)-(6) to a system 
of ordinary differential equations. Assuming p(a, t) + 0 as t + a, an equation for P can be 
obtained by integrating (1) with respect to a. Similarly, if we define A(t) = 
Jo” exp (- aa)p(a, t) da analogous equations for B and A can be obtained by multiplying (2) by 
&,a exp (- cua) and exp (- aa), respectively, and integrating. The resulting system of equations 
is 
P = - Pf(B,P) + Bg(B,P) 
B = - Bf(B,P) - aB + &A 
A = - Af(B, P) - aA + Bg(B, P). 
(8) 
Define the net reproduction-suruiuai r te of the population as 
0, PI = 0, P> fm P(a)exp (- f(B, P)a) da = rrf~g’pBi~~l~, 
0 t (9) 
which has been shown[5] to represent he expected number of surviving offspring born to an 
individual in its lifetime. Eigenvalue analysis hows that the equilibrium (0,O.O) of (8) is stable if 
and only if r(O,O) < 1. Henceforth, to prevent extinction, we shall assume that r(O,O) > 1; in 
Sections 3 and 4, an analogous assumption will be imposed to prevent extinction of prey in the 
two-species cases. 
Gurtin and Levine[S] studied three subcases of equations (8). In one extreme case, the 
function g(B, P), the fraction of newborns that survive cannibalism, is treated as a monotone 
decreasing function of P and independent of B, while the death function f(B, P) is assumed to 
be constant. The underlying assumption isthat cannibalism is important as a form of population 
control and not as a primary source of food. In the other extreme case, cannibalism is mainly 
for food and not for population control. There g(B, P) is treated as a monotone increasing 
function of the ratio B/P, i.e. of the amount of available food per individual. For both of the 
above extremes, the system almost always converges to a non-zero equilibrium. 
We now limit our attention to the third subcase, where cannibalism is both a means of 
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population control and a source of food. For this situation, define the variable X = B/P and set 
F(X, P) = f(B, P), G(X, P) = g(B, P). In addition, assume that 
(a) g<O; (b) $20; (c) $+-0; (d) $$O (10) 
and that 
(a) G(X,O) = g(O,O) = 1 
(b) lim [sup G(X,P)] = 0 
P-m x+0 
(cl PO > (a + UV,W2 = (a + f UAW’. 
(11) 
(1 la) means that all newborns urvive in the limit as P + 0, and (1 lb) that no newborns urvive 
in the limit as P + m. (1 lc) is equivalent o the assumption that the net reproductive rate 
r(O,O) > 1. 
Gurtin and Levine[S] showed that the above assumptions lead either to stable equilibria or 
periodic solutions. The result is most easily proved using the auxiliary variables X = B/P, 
Z = A/B, transforming (8) into the system 
P = P[ - F(X,P) + XG(X,P)] 
2 = X[ - a + /3,Z - XG(X,P)] 
i = G(X,P) - poZ2. 
(12) 
THEOREM 1 
Assume that (12) has exactly one equilibrium (Po,Xo,ZO) in the positive octant. Assume 
further that (Po,X,,Zo) is unstable, and that the Jacobian matrix of (12) at this point has nonzero 
determinant and no purely imaginary eigenvalues. Then (12) has a nonconstant periodic solution 
in the positive octant. 
The proof, to be sketched here, involves the method of Poincare maps and Brouwer fixed 
point theory (see Pliss [ IO]). First it can be shown that S= 
{(P,X,Z)lO I X 5 PO/a, 0 5 Z _( l/d/p,, 0 5 XZ I 1) is a (positively) invariant set for (12), and the 
equilibrium (PoXo,Zo) is in the interior of S. We then restrict our attention to trajectories 
contained in S, so the variables X And Z are bounded. 
We now use the planes P = PO, X = X0, Z = Z. to cut S into eight sub-regions: 
I = s n {(P,X,Z)IP 2 PO, x 2 x0, z 2 Z,} 
II = s n {(p,x,z)lp 2 PO, x 2 x0, z I z,) 
III = s n {(P,X,Z)lP 2 PO, x I x0, z I Z,} 
Iv = s n {(p,x,z)lp I PO, x I x0, z I z,) 
v = s n {(p,x,z)(p 5 po, x 5 x0,2 2 ~1 
VI = s n {(p,x,z)lp I PO, x 2 x0, z h z,) 
VII = s n {(p,x,z)lp 2 PO, x d x0, z L z,) 
VIII = s n {(p,x,z)lp 5 PO, x 2 x0, z I z,). 
Then it can be shown that only the following transitions between regions are possible as time 
increases: 
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The two unidirectional rrows VI+ I and III+IV are crucial to the proof. 
Under the nondegeneracy assumptions for the Jacobian matrix of (12) at (P,,X,,Z,), that 
matrix has one real negative igenvalue - (Y and two eigenvalues with positive real part, say v + iu, 
4 - b ( Y = (1, unless u = 0). It can be shown that the eigenvectors associated with - cy point into the 
regions VII and VIII. 
Let K = S -{VII U VIII} - {(P,X,Z)(P = 0 or X = 0). Since the eigenvectors associated with 
- (Y point into VII and VIII, and since no trajectory can enter VII or VIII from another egion, 
K cannot intersect he stable manifold of (P,,X,,Z,). The only other equilibria in the closure of 
K are (0,0,1/g/) and (0, - (Y + dz, l/~/PO), both corresponding to the equilibrium (O,O,O) of
equations (8); eigenvalue analysis of (8) shows that the origin can only be approached along the 
P-axis or outside the positive octant. Thus K cannot intersect he stable manifold of either of 
those equilibria. Hence a trajectory starting in K must remain in the union of regions I-VI. 
By the above transition diagram, the trajectory must proceed in the order 
thus the trajectory must either make the transition VI + I infinitely often or else remain in 
R, = I U II U III = K n {(P,X,Z)IP 2 P,} or 
Rz = IV u V u VI = K n {(P,X,Z)/P = PO} for large t. 
The latter case can be ruled out. First, an intricate argument shows that as time increases, 
P 2 P,, at every maximum of P past the first, and P 5 P,, at every minimum of P past the first. 
Thus if the solution stays in R, or Rz, P must monotonically approach a(possibly infinite) limit. 
By asymptotic arguments using equations (12), it can seen that P --)a leads to a contradiction, 
and P + PO <co leads to (P,X,Z) converging to some equilibrium, which was shown impossible 
in the last paragraph. 
Hence any trajectory in K must pass infinitely often from VI to I. The face F between those 
regions is a bounded planar egion, and F0 = F - {(Po,Xo,Zd} C K. By the above, any trajectory 
starting at a point u E F. must later return to F,, at some point p(u); this defines the PoincarC 
map p: F,+ Fo. There exists a compact subset C of F. such that p(C) C C. The construction of 
C involves showing that a small cylinder (in a transformed coordinate system) can be drawn 
around (PO,XO,ZO) such that solutions cross the cylinder from inside out: C is then the part of 
F0 lying outside the interior of that cylinder. By the Brouwer fixed-point heorem, C must 
contain a point u such that p(u) = u. Since u is not an equilibrium point for (12), the trajectory 
through u is a non-constant periodic solution. 
3.TWO SPECIES: AGE-INDISCRIMINATE PREDATION VERSUS 
PREDATIONON NEWBORNS 
Age-dependent predation is as discussed by Gurtin and Levine[4], whose terminology 
differs slightly from that used here. The equations for the prey population P, (which replaces 
the single population P) are again based in (l)-(4) and (7). 
In the case of age-indiscrimate predation, the death function p is assumed to be linearly 
related to total predator population P?, thus p = p,,+ rPz. Since newborns are no more 
vulnerable than anyone else, ~(0, t) = B(f). The predator population Pz is assumed to obey an 
equation of the Volterra-Lotka type. Thus we derive the system 
P, = - /.L,,P, - rP,Pz + B 
B=-yB-rBP:+&A 
A=-yA-rAPz+B 
Pz = - bPZ + cP,Pz 
(13) 
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where all the small-letter parameters are positive constants and y = cam+ a. The assumption 
that net reproduction survival rate be at least 1 means that PO > y’. 
The results of (13) show, not surprisingly, that a system with age-indiscriminate predation 
behaves like a predator-prey system with age structure ignored. As t + cQ, A/B approaches the 
constant d(l/po) and B/P approaches - (Y + d/PO, both at exponential rates. This reduces (13) 
asymptotically to the Volterra-Lotka system I!‘, = wP, - rP,P2, p, = - bP2 + cPIP2, where o = 
- y + v/PO. Hence the P,, P2 coordinates of trajectories of (13) approach one of a continuum of 
neutrally stable plane closed curves Gurtin and Levine[4] also studied the same model with the 
Volterra-Lotka equations replaced by the more realistic predator-prey equations of 
Kolmogorov [3], where solutions approach either a globally asymptotically stable equilibrium or 
a limit cycle. There, also, the age-indiscriminate system behaves asymptotically like the 
corresponding predator-prey system with age structure ignored. 
For the case of selective predation on the young, it is assumed for mathematical simplicity 
that only newborn prey are eaten (the “egg-eating” system). For this system p is a constant, 
since predators have no effect on the survival of prey past birth. p(O,t) equals B(t) means the 
number of newborns eaten. Gurtin and Levine[4] made the number eaten proportional to the 
product of the number born and the number of predators, i.e. KP?B, K a constant > 0, until that 
quantity exceeds B. Hence p(O,t) = max (B - KP?B,O). Levine[S] replaced this function by the 
continuously differentiable approximation 
p(0, f) = -2- 
l+KP*' 
and the qualitative behavior turned out to be unchanged. The predators till obey an equation of 
the Volterra-Lotka type, but P, in (13d) is replaced by B. The resulting system of four equations 
is 
+, = - POP, + (B/(1 + K&)) 
B=-yB+p,A 
/i = - ?A + (B/( It KPz)) 
$2 = - bP2 + cBPz 
(15) 
again it is assumed that PO > y*, insuring the instability of the equilibrium (O,O,O,O). 
(15) has in addition a single equilibrium point in the positive orthant, which is also unstable, 
having two negative igenvalues and two complex eigenvalues with positive real part. Figure 1, 
which is reproduced from Levine 151, shows a numerical simulation of the behavior of equations 
(15) for typical parameters. For every choice of parameters and initial conditions employed, the 
predator and prey populations oscillate with maxima increasing to infinity and minima decreasing 
to 0. Each local maximum for the prey population is followed by a maximum for the predator, then 
a minimum for the prey and a minimum for the predator, and so forth (see Fig. 1). Since the minima 
of both populations decrease to zero, the results correspond to extinction, first of the prey and then 
of the predator. 
Current work is being done on finding a mathematical proof for this qualitative instability 
(not “chaotic” because it follows a regular pattern). It has been observed that the equations for 
B, A and Pz in (15) do not depend on PI, and with the substitutions X = A/B, Y = In B, 
Z = In Pz those three equations are of the general form 
ri = k(Z) - f(X) 
I’ = g(X) 
i = h(Y) 
k’<O, f'>O. g'>O, h'>O. 
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Fig. 1. Prey and predator populations a functions of time for equations (IS) when p = 5, y = 2, b = c = 
lL=lC=l. 
Under the additional assumption that g-‘(O), h-‘(O) and k-‘(f(g-‘(0))) all exist, the above 
equations have a unique equilibrium point, which has a 2-dimensional unstable manifold. It has 
been conjectured, from computer uns and from the behavior of the linearized system, that all 
trajectories approach that unstable manifold, and that on the unstable manifold they spiral 
outward from the equilibrium. 
It was first thought that prey extinction in the above “egg-eating” model illustrated a 
potentially efficient means of insect pest control by means of a predator that ate only eggs or 
larvae (see Nicholson[ll]). Further investigations by LevineL61, however, cast doubt on the 
robustness of the extinction phenomenon. It was found by eigenvalue analysis that the 
instability of the positive equilibrium could be removed either by making the prey birth rate 
actually depend on numbers of newborn prey ingested rather than total contacts with newborn 
prey (incorporating the function l/(1 + KPZ) into the equation for P2) or by introducing a 
carrying capacity for prey (making CL linearly dependent on P,). (Frauenthal (personal com- 
munication) has recently, independently of us, made some numerical studies incorporating both 
of the above modifications.) 
4,TWOSPECIES:PREDATION ON ALLAGESWITH EXTREME AGES 
MOSTVULNERABLE 
Levine[7] studied the case of two species where all ages of prey are eaten, but there is bias 
toward the very young and the very old because they are the least able to escape predation. 
That situation is expected to be closer to biological reality, particularly for mammals, than 
those discussed in Section 3 (see Ricklefs1121). 
The aforementioned technique of Gurtin and MacCamy[9] leads no longer to a system of 
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Fig. 2. Plot of numerical data for a solution of equations (19), showing convergence toa periodic solution. 
Parameters are r=l, c,=O.l, c2=0.1, v,=O.3, v,=O.2, b=O.l, c=O.l. /S(a)=Saexp(-O.lo). Age is 
discretized into 21 classes. S(a,O) = 0.1 for 7 “middle” ages, = 0.01 for younger and older ages. 
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ordinary diff erentiai equations but to a system of mixed integrodiff erential and partial diff eren- 
tial equations. We study this integrodifferential system by generalizing a bifurcation technique 
which Cushing[l3,14] developed for age-structured single populations. The technique used 
permits modification of the shape of the age-dependent predation rate; for example, to the 
“U-shaped” curve shown in Fig. 3 could be added a small “blip” for intermediate ages if 
pregnant females were also vulnerable. 
The death function k in this case has a component (natural death) that is age-independent, 
and one that is proportional both to the predator population and to the predation rate shown in 
Fig. 3. Thus 
I* = CLO +Pz(t)D(a) 
D(a) = r + A&?&I) + At&(a) (16) 
where r, A, and A2 are positive constants. S,(a) is a function that is greatest for very young ages 
(say CI exp (- v,n), C,, vI > 0) and $(a) is a function that is greatest for very old ages (say 
C2 exp (~a), C2, v2 > 0). A, and AZ, which measure the amount of differential vulnerability 
among ages of prey, are treated as bifurcation parameters. 
The predators are described by an age-weighted version of the Volterra-Lotka equation, 
thus 
I 
oz 
P2=-bPz+cPz D(a)&, t) da. 
a=0 
(17) 
For the birth law (3), it is assumed that ~(0, t) = B(t). The fecundity function P(a) is not 
Age of prey Age of prey 
Fig. 3. Schematic of tpo possible forms of age-dependent predation function D(a). 
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assumed necessarily to 
prevent extinction, here 
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be of the form Paa exp (- (~a), but must again obey a condition to 
I 
I 
/3(a) exp (- CL~Q) > 1. 
a=0 
From (l), (3), (16) and (17) we have the complete system of equations 
I 
x 
lj2=-bPz+cPz D(Q)P(Q) da 
a=0 
x 
p(OJ) = 
I 
P(a)p(at) da 
a=0 
D(a) = r+ h,S,(a)+ A&(a) 
(18) 
(19) 
(19) includes as special cases both of the classes of systems described in Section 3. The 
equations reduce for A, = AZ = 0 to the “indiscriminate eating” equations, and for D(a) equal to 
a constant multiple of the Dirac delta function they reduce to a simplified version of the 
“egg-eating” equations. 
As noted in Section 3, the system for A, = A? = 0 has a continuum of neutrally stable peri- 
odic solutions. The neutral stability is associated with the existence of two pure imaginary 
eigenvalues. It is not difficult to show that the pure imaginary eigenvalues carry over from the 
system of ordinary differential equations of Section 3 to the integrodifferential system (19) with 
a more general P(a). 
Equations (19) were studied by Levine [7] using a bifurcation theory for nonlinear in- 
tegrodifferential equations developed by Cushing[l3]. This theory is analogous to Hopf bifur- 
cation theory for ordinary differential equations, and uses Fredholm alternative techniques. In 
later papers (e.g. [14]) Cushing elaborated his theory to include some more complex in- 
tegrodifferential equations describing single age-structured populations with a birth law, but not 
interactions involving more than one population as are studied here. 
Let + in be the two pure imaginary eigenvalues of the system (19) when Ai = 0, i = 1,2. We 
shall show that for small values of hi, there exists a T-periodic solution of (19) with T = 27rla. 
In order to state our theorem, the proof of which is sketched here and given in more detail in 
Levine[7], we will first need to develop the nondegeneracy ondition needed for the theorem to 
hold. 
First we show that (19) has a unique positive steady state for any given values of A, and hz. 
For let p = p(a), Pz = PO be such a steady state, then from (19a), p’(a) + (CL,, +PoD(a))jJ(a) = 0. 
So if we define 
E(a) = 
I 
’ D(a) da. 
a=0 
j(a) = p. exp (- ~~~ - POE(a)> 
for some constant po. Then (19~) yields 
l= 
I 
aI0 P(a) exp (- pea - POE(a)) da (20) 
The r.h.s. of (20) is a strictly decreasing function of PO; it tends to 0 as PO-w, and as PO+0 
tends to a value which >1 by (18). By continuity, then, (20) is satisfied for a unique positive 
value PO. From (19b). (b/c) = JT=,, D(a)@(a) da, which yields a unique value pn and thus a 
unique steady state prey age distribution /?(a). 
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For any given function f, dependent on A, and AZ denote 
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Define P: = POlA,=h2=~. pz = )?,I(U11A,=A2=0, u = r~ +rP(/‘, and Ti(e) = _fi=n Si(a) do for i = 1,2. 
Then some tedious but straightforward implicit differentiations yield 
I 
I 
P(a)Ti(a) exp (- VU) da 
!&,=-1. a=“, 
I r 
I 
t@(a) exp (- va) da 
a=0 
(21) 
and 
Jj@) I (oo)=fi(a)= ,f ah bv exp (- va) 
x I&+ 
[ I m V iI=0 (S(a) -(y - kL)Ti(a)) exp (- va) da] (22) 
- PO0 exp (- va)po’(a)Ti(a) 
where gi is as defined in (21). 
Now we can state the bifurcation result, which has a fairly lengthy statement. 
THEOREM 2 
Define I+IJ =cPOo, d(a) = rp,‘(a), and set 
cc 
I 
;f 
exp (- (ia + V)(U) exp (va)r(a) da da 
0 
For all C’ complex functions f(a) and complex numbers g, set 
rf,g = i (foxe+u+u)a l e”“(f(a)-6 4(a)) da da) 
(23) 
(24) 
O,,,(a) = em”’ I n”e~(f(n)-~d(a)-~m(a)r,,,)da 
and define the complex linear functional Q on C’(C) x C x C by 
Q[f,shl = (lx P(a) exp (- iua)f$.,(a) da) + h. (25) 
Let fi(a), g(a) be as defined in (21). (22) and let z,(a), p. be such that p-pOo= 
z”(a) exp (ia(k Pz - PO0 = PO exp (id) are a non-trivial solution of the homogeneous 
linearized version of (19) about the steady state (poo(a),Poo). These equations (19) have 
non-trivial solutions of the form 
&.a) = P(a) + cz,(t,a) + cZ2(f.a,E) 
P:(t) = PO + Epl(t,a) + Ep2(t,a,c), 
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pi and pi T-periodic in t, lzil= O(lel), Ipi] = O(lel) for small lel, and Ai = Ai E R. Ai = (1~1) near 
E = 0, provided that 
MQ [ rpdda) + mzoW + P~W)zo(a> +po~O(aMah c I * (rgl + P~S,(aN:da) ,0 . a=0 I 
Qb~dh) + rota) + h%(~h(a> +pd0t~P2(~)~ c I a=0 h + Po’%ta))zo(a) d ,O] f 0 
(26) 
where p’(a) = j(a)lr,=+O = PO(a) exp (-~a), and ji(e),gi are as defined in (21), (22). 
Remark: (26) is a nondegeneracy condition (nonzero condition for a particular Jacobian) 
such as frequently occurs in bifurcation proofs. 
An outline of the proof of Theorem 2 is as follows. Set z(a,t) = p(a,t)-p(a), p(t) = 
Pz(t) - PO. For the “unperturbed” case A, = Az = 0, the linearized version of (19) is 
(Ll(z,p),L2(z,p),L~(z,p)) = 0, where 
L,(Z,P) = z, + zt + v.2 + 4(dP 
L&P) = p - lla;o z(a,t) da 
L&P) = z(W - f. HaMa, da. 
(27) 
Then the full non-linear system (19) can be written in the form 
L,(z,P) = ~dWz,w,~) + ~,(~,J&z,P) 
L,(z,P) = &(Awb,w,~) + ~kWz,w,p) 
L,kP) = 0 
(28) 
where Ti = O(z,p), Ki = O(Z,P), Ki = O(Aj), i,j, = 1,;2. The task is now to show that existence of 
non-trivial T-periodic solutions for Li(z,p) = 0 implies existence of bifurcating periodic solu- 
tions for (28). 
Following Cushing[l4], we make the change of variables CY = a, T = t - a, thus simplifying 
the terms z, + zI in (27a) to just zo. In order to study bifurcating periodic solutions of (28) we 
look first at the general nonhomogeneous linear system 
L,kP) = f(a,d, L2(Z,P) = g(7), J.&P) = h(T) (29) 
with f,g,h all T-periodic in T. Into these equations we substitute Z(LY,T) =z(a) exp (&), 
P(T) = p exp (iu(T + a)), !(a,~) = f(a) exp (km), g(T) = g exp (im), h(7) = h exp (im), with p,g,h 
complex constants. (In reality, of course, the solutions of interest are real parts of the above 
functions, but the system is easier to handle mathematically in complex form.) Then p can be 
eliminated to obtain 
z’(a)+ vz(a)+M 
iu 
exp (- iuu)z(a) da = f(a) -$4(a) 
z(O) - I alo /?(a> exp (- iaa)z(a) da = h (30) 
if solution z(a) of (30) is found, p can be obtained by setting 
e-‘“z(a)da. 
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Equations (30) are very similar to those for a single population in Cushing[l4], and the 
remainder of our proof is along the same lines as Cushing’s. The choice of (T guarantees that 
the homogeneous equations corresponding to (30) have a non-trivial solution. If z(a) is any 
solution of (30) it can be written in the form z(a) = z(O)y(cu)+ fir,,(q), where y(a) is the 
solution with y(0) = 1 of the homogeneous equation corresponding to (30a) which vanishes at 
(Y = 0. After solving for y(a), it can be shown that a necessary and sufficient condition for the 
above z(a), it can be shown that a necessary and sufficient condition for the above z(a) also to 
satisfy the birth law (30b) is Q[f,g,h] = 0, Q as defined in (25). 
The r.h.s. of (28) is T-periodic in T if z and p are, so if (28) has a T-periodic solution, then 
Q[K, + T,, K2 + I-,, 0] = 0. (31) 
Consider the linear operation V: N(Q)+ C’(C) x C where N(Q) is the space of pairs (f,fz) in 
range V such that Q(f,,f?,O) = 0, and V(f,,fZ) is the unique pair (g,,g2) in C’(C) x C such that 
L,(g,,g& = f,, Lz(g,,gz) = f?, LY(g,,gz) = 0 and g,(O) = 0. A proof along the lines of Cushing[l3] 
shows that V is compact. 
Define IZ,,T,, i = 1,2, by 
For given 6, (z(a) e’“, p eIU,‘+,,) IS a T-periodic (in T) solution for (29), if and only if (z(a), p) is a 
fixed point of the non-linear operator 
(u,,u2)-, Ww,,u2) = EV(R,(~,,~~,(Y,U,,UZ,E) + ~,(~A~,cw,,u~,E), 
~2(A,,~2,~,,~2,~) + ?;(~,,A~,(Y,u,,u~,E)). (32) 
Since V is compact and K, and T, bounded, B is completely continuous for each l . We express 
z,p in terms of the familiar Liapunov-Schmidt expansion, adapted to systems of more than one 
variable: 
Z(T,W) = EY,(W) + W(T,W) 
P(T,W) = EY2(7d + EW2(7,W) (33) 
where the yi are the non-trivial T-periodic solution of the “unperturbed” (E = 0) system and the 
wi are O(E). Substituting (33) into (32), we obtain that B(e,u,,u2) = O(Je]) uniformly in E. 
The non-degeneracy condition required to complete the proof is that the Jacobian matrix 
with respect to A,,Az of the real and imaginary parts of (32) at z = z,,((~)exp (ior), p = 
p. exp (ia(T + a)), hi = 0, E = 0, be nonsingular. That condition becomes 
- _ _ - 
$,!$,O]Q[!$,$,o]=o. 
1 I 2 2 
(34) 
If (34) holds, A, and A2 can be defined implicitly from (31) for ]E] < E, if e1 is sufficiently small. 
Since B(E,u,,u?) = O((E(), the range of B lies in B,(e,) for el small. For such el, the restriction of 
(u,, u,)+B(e,u,,u,) is therefore a mapping from B,,,(E,) to itself, and thus the Schauder fixed 
point theorem can be applied to show the existence of a fixed point for B, hence of a T-periodic 
solution of (29). More calculations how that the non-degeneracy ondition (34) translates to (26). 
The above theorem tells us that bifurcating periodic solutions exist for (19) but does not tell 
us about the stability of those solutions nor the direction of bifurcation. Computer esults hint 
that for biologically reasonable parameter choices, there are stable periodic solutions for the 
bifurcation direction of interest, namely A, > 0, A2 > 0. Figure 2 (reproduced from Levine[7]) 
gives an example of such a result. The fecundity function /3(a) = Pea exp (- cua) was employed. 
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The age of maximum fecundity, which is l/a, was chosen to be close to the age of minimum 
vulnerability to predation, which was (l/(v,+ u?)) ln(cIv,/c~v2). t was found that within a few 
hundred generations, the total prey and predator populations had converged to a periodic 
function from R to RZ with period equal, or nearly equal, to 27r/v’[(~(& - a))]. 
5. POSSIBLE ECOLOGICAL IMPLICATIONS 
The above series of results have demonstrated that if the birth rates are sufficiently high, a 
population that cannibalizes itself can achieve a stable balance, and a predator-prey system with 
a realistic pattern of age-dependent predation can achieve stable co-existence. 
Our one-species results lend support o the idea that cannibalism is a means of population 
control. Gurtin and Levine[S] noted the analogy between cannibalism and other density- 
dependent mechanisms that affect survival, such as compensation for increased mortality due 
to either hunting or pollution by a higher rate of egg survival (see McFadden[lS]). 
Ecologists differ, however, as to how effective such compensation is for mortality due to 
pollution. Levin[ 161 recently gave testimony regarding the environmental impact of a proposed 
power plant near the Hudson River. The utilities had argued that thermal pollution from the plant 
would not seriously reduce the river’s striped bass population because of the fishes’ natural 
compensation mechanism. Levin gave several counter-arguments; most notably, he said that 
mortality due to a power plant is harder to compensate for than mortality due to fishing or 
predation, because fishermen or predators go elsewhere if fish get too few but power plants stay 
put. Variations on our model might shed some further light on the efficacy of compensation, which 
is age-related because power-plant pollution affects mostly younger ages. 
In the two-species case, it has already been noted that the unstable oscillations found by Gurtin 
and Levine[4] led them to consider predation only on the newborns as a mechanism for causing 
extinction of a prey species (e.g. insect pests). Levine[6], however, made modifications of the 
model $nich both made it more realistic and eliminated the instability. 
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