In this paper we report the measurement of the direct fifth-order electronically nonresonant intermolecular response from liquid CS 2 at room temperature. We recently demonstrated that all previous attempts to measure the direct fifth-order response were dominated by third-order cascaded signals ͓J. Chem Phys. 111, 3105 ͑1999͔͒. Here we show that phase matching considerations can be used to provide substantial discrimination against the cascaded third-order signals, and the direct fifth-order response can be measured. The measured responses indicate that the intermolecular spectrum of liquid CS 2 at room temperature is well described as homogenous. Comparisons of the data to simulations are discussed.
I. INTRODUCTION
The extension of time-domain nonresonant Raman spectroscopy to fifth-order with two adjustable time delays was originally proposed by Tanimura and Mukamel as a means to separate the homogeneous and inhomogeneous contributions to vibrational line shapes. 1 Following its inception, the technique received considerable attention both theoretically and experimentally. The experiment involves an initial Raman excitation of the system by two ultrafast laser pulses leading to a superposition state. After the first time delay a second set of pulses coherently transfers the system to a second superposition state, and following the second time delay a final pulse interrogates the system via a stimulated Raman scattering event. This sequence of events is shown schematically with a ladder diagram in Fig. 1 . The ability to separate the homogeneous and inhomogeneous contributions to line shapes comes from the potential for the two superposition states to appear as complex conjugates with nearly equal and opposite time evolution frequencies. 1 The result is a rephasing event analogous to that found in electronic echo spectroscopy, which can remove the inhomogeneous contribution to the electronic line shape. 27 Shortly after the initial proposal, it was realized that, beyond the ability to separate homogeneous and inhomogeneous contributions to the line shape, the technique also had the potential to probe the coupling between nuclear motions. Generation of the fifth-order nonresonant Raman signal requires either nonlinearity in the field-matter interaction or anharmonicity in the mechanical potential. 3, 23 It is this requirement that provides the potential for the technique to reveal the couplings between the basis modes that describe the nuclear motions. The inherent dependence of the signal on either the nonlinearity in the polarizability or the anharmonicity in the mechanical potential means that the technique is an exquisitely sensitive probe of one or both of these nonlinearities. This is compared with the lower-͑third-͒ order nonresonant Raman signals that are typically dominated by responses that are linear in the polarizability and lacking in sensitivity to the mechanical anharmonicity. The requirements for the generation of the direct fifth-order signal also mean that the signal intensities will be significantly diminished compared with signals that have no such requirements. As a result, signals from cascading lower-order processes can become competitive with, or even substantially larger than, the desired signal from the direct process.
We have recently demonstrated experimentally that the previously measured fifth-order nonresonant Raman signals from CS 2 are dominated by cascading third-order signals. 26 In this manuscript we show that by using an appropriately chosen phase matching geometry it is possible to provide substantial discrimination against the cascaded signals and measure the direct fifth-order Raman signals generated by the intermolecular motions in CS 2 .
II. EXPERIMENT A. Experimental setup
A regeneratively amplified Titanium Sapphire laser system provided 25 J/pulse, 42 ͑fs͒ femtosecond ͑Gaussian, full width at half of maximum intensity͒, 800 nm pulses at a repetition rate 1.5 kHz. 28 The pulse duration was determined by off-axis autocorrelations in a 150 m BBO crystal. The regenerative amplifier was pumped by a Q-switched, diodepumped Nd:YAG ͑LightWave Electronics͒ with shot-to-shot root-mean-squared intensity fluctuations at 532 nm of Ͻ0.5% leading to very small power fluctuations at our sample. Following attenuation of the power, the pulse was split into five pulses of nearly equal intensity, 2-4 J per pulse per beam. The five beams were timed mechanically and the relative polarization of each beam was individually adjusted using a /2 wave plate. The two adjustable time variables were swept using mechanical translation stages with stepping resolution of 0.1 m ͑Newport͒. The five beams were focused into a 1.0 mm sample cell containing CS 2 at room temperature using a 28.9 cm focal length singlet lens. The fifth-order signal was generated in a unique direction, as discussed in the phase matching section below. An iris was used to spatially select the signal, which was then detected using an IR extended photomultiplier tube ͑Hamamatsu, R636-10͒. The very low intensity of the signal required that a tracer pulse be sent along the signal direction for the purpose of aligning the spatial selection of the signal. One of the five incoming beams was mechanically chopped at half the laser repetition rate, and the signal was collected using lock-in amplification at the chopping frequency.
B. Phase matching considerations
We have previously demonstrated that, for the intermolecular motions in liquid CS 2 , cascading third-order responses are much larger in magnitude than the direct fifthorder response. 26 In this manuscript we demonstrate how phase matching considerations can be used to discriminate against the cascaded responses, and since phase matching will provide the key to detection of the direct fifth-order signal we will discuss this issue in some detail. Both the direct and cascaded scattering processes generate a signal along the same phase matched direction. However, it is possible to decrease the magnitude of the cascaded signals by arranging the five incoming beams in a geometry that provides a significant phase mismatch for the first step of each cascaded process.
We measure the signal along the phase matched direction k s5 ϭk 1 Ϫk 2 Ϫk 3 ϩk 4 ϩk 5 . As previously discussed in detail, there are four possible third-order cascade processes that can generate a signal along this same phase matched direction. 25, 26, 29 Two of the cascaded signals result in timedependent responses that are symmetric in the two adjustable time variables. We will refer to these cascades as sequential, with their first steps defined by the wave vectors k s1 ϭk 1 Ϫk 2 Ϫk 3 and k s2 ϭk 1 Ϫk 2 ϩk 4 . The field emitted by the first step, a third-order scattering event, serves as one of the two fields involved as the pump step in a third-order process on a different chromophore. In the other two cascade processes the field emitted in the first step participates as a probe field in a second third-order scattering event on a separate chromophore. The first step for these two cascades are defined by the wave vectors k p1 ϭk 1 Ϫk 2 ϩk 5 and k p2 ϭϪk 3 ϩk 4 ϩk 5 , and we will refer to these cascades as parallel. The timedependent responses for both types of cascades, in terms of the third-order response functions, are shown in Eqs. ͑1a͒ and ͑1b͒:
The subscripts, i -n, refer to the relative polarizations of the incoming laser fields and the signal field. By convention the time ordering of the interactions labeled by the subscripts reads from right to left beginning with the first interaction pulse and ending with the emitted signal. The phase matching factor is typically expressed as sinc(⌬kl/2), where ⌬k is the difference between the incoming wave vectors and the signal wave vector and l is the path length through the sample. 30 One of the assumptions required to obtain the sinc(⌬kl/2) term in the final expression is that the incoming beams are propagating colinearly, i.e., there is no variation in the product of the amplitudes of the incoming beams as a function of the distance along the sample, z. Although our incoming beams do approach the sample at small angles from the normal of the sample face, see Table I , there is still a significant z dependence of the amplitude product of the incoming beams within our 1 mm sample pathlength, as illustrated in Fig. 2 . In our previous paper we made a limited attempt to account for the physical crossing of the incoming beams by using the calculated amplitude product to determine an effective pathlength that was subsequently used as l in the sinc(⌬kl/2) phase matching term. 26 Here we account for the physical crossing of the incoming beams, as it pertains to the degree of phase matching, in a more detailed manner.
We start from the Maxwell equation for the amplitude of the signal field using the n-order induced polarization as the source term, Fig. 2 . Theta is the azimuthal angle measured counterclockwise from the positive x axis and phi is the elevation from the z ͑propagation͒ axis. All angles are in degrees. 
where k s1 is the combination of incoming wave vectors and k s2 is the wave vector of the generated field. One finds a solution of the form
with ⌬kϭk s1 Ϫk s2 . The n-order induced polarization can be expressed in terms of the n-order response function, R (n) ,
where A (n) (z) refers to the z-dependent amplitude product of the n incoming fields, 1 (z) 2 (z)¯ n (z), and N is the number density.
Expressing A (n) (z) as the normalized spatial z-dependent overlap of the n incoming beams, a (n) (z), times the magnitude of the product of the n incoming beams when perfectly overlapped, A (n) , the signal field amplitude becomes
We define the integral over z as the phase matching factor, F (n) . Figure 2͑b͒ shows the calculated amplitude product of the five incoming fields, a (n) (z), integrated over the two dimensions orthogonal to z, for the employed beam geometry illustrated in Fig. 2͑a͒ . The z dependence of the spatial overlap between the incoming beams is well represented by a Gaussian distribution centered at 1 2 , shown as the solid line in Fig. 2͑b͒ . Using a Gaussian distribution to represent a (n) (z), the phase matching factor becomes
with d equal to the displacement of the distribution along z(dϭ 1 2 ) and b expressed in terms of the full width at halfmaximum of the distribution, FWHM,
The integral can be solved analytically to give the phase matching factor,
Ϫbl ͪͬ .
͑8͒
In the experiments presented here we have measured the intensity of the signal field, ͉ s ͉ 2 , and therefore the intensities of the signals are proportional to the modulus squared of the phase matching factors, ͉F (n) ͉ 2 . Using Eq. ͑8͒ we have found an optimized geometry for the five incoming beams that minimizes ͉F (3) ͉ 2 for the four cascade intermediates while maximizing ͉F (5) ͉ 2 for the total fifth-order process. The values of ͉F (n) ͉ 2 are shown in Table II and the geometry for the incoming beams is shown in Fig. 2 with the angles for each beam in the sample listed in Table II represents an upper limit for the magnitude of the phase matching factor for the total cascaded processes. The effect of the crossing distribution be- ͑b͒ The open circles are the calculated amplitude product for the five incoming beams as a function of the propagation axis, z. The solid line is a fit to the calculated distribution using a Gaussian distribution with a FWHM ϭ0.71 mm. TABLE II. Phase matching factors. These are the phase matching factors, calculated from Eq. ͑8͒, for the total fifth-order process and the four possible cascade intermediates for the geometry of incoming beams shown in Fig. 2 with the angles listed in Table I tween the emitted intermediate cascade field and the remaining two incoming beams, along with the distance dependence of the intermediate field amplitude along the length of the sample, will serve to decrease the total phase matching factor for the cascaded processes. The total phase matching for the cascaded processes will be addressed in more detail in an upcoming manuscript.
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III. RESULTS Figure 3 shows the two-dimensional time domain response for CS 2 at room temperature collected using the phase matching geometry shown in Fig. 2 with the polarization of all the incoming beams set parallel, R zzzzzz (5) . The response is qualitatively different from the previously reported fifthorder signals for CS 2 , 5,8,11,12,14,16 which were attributed to the cascaded responses. 26 There is a large ridge along 4 ϭ0 and a large response at the time origin where all five of the incoming pulses overlap in time, both of which are shown to go off scale in the contour plot displayed in Fig.  3 . There is also a weak ridge along 2 ϭ0 that decays very slowly. When one of the adjustable time variables is equal to zero, there may be contributions to the signal from one-dimensional fifth-order hyperpolarizability responses. 13 In addition, along 2 ϭ0 there can be contributions from the direct response that reflect population relaxation dynamics. 32, 33 In this manuscript we focus on the twodimensional response, ( 2 Ͼ0, 4 Ͼ0). We will address the response along the time axes in greater detail in a future manuscript. 31 For a comparison of the two-dimensional spectra with both the cascaded and the third-order responses, the thirdorder responses were collected in a nonresonant pump-probe configuration and are shown in Fig. 4 . The third-order measurements were in perfect agreement with previous thirdorder measurements for CS 2 at room temperature. [34] [35] [36] The pump-probe signals are heterodyne detected, and thus the response is linear in the signal field. A one-dimensional slice from the two-dimensional response, along with the thirdorder response and the simulated parallel cascaded response, Eq. ͑1b͒, are shown in Fig. 5 . For this comparison the thirdorder response has been squared to represent the homodyne detected signal, which is quadratic in the signal field. Note that when all of the polarizations of the incoming beams are parallel, R zzzzzz (5) , the time dependence of the sequential cascaded responses along each of the two adjustable time variables will be the same as the third-order response, Eq. ͑1a͒. Based on the clear difference between the time-dependent response of the measured two-dimensional signal and direct simulations of the third-order cascades, in particular, the time dependence along 2 shown in Fig. 5 , we exclude the cascaded responses and assign the major feature in the signal to the direct fifth-order response. The direct fifth-order response is peaked at ( 2 ϳ60 fs, 4 ϳ110 fs) and rapidly decays within the first 400 fs along both of the adjustable time variables.
The dependence of the two-dimensional signal on the intensity of the incoming fields was measured and found to be fifth-order in the total intensity of the five incoming fields within the range of intensities used in these experiments ͑data not shown͒. While this measurement cannot be used to provide any discrimination between the cascaded and true fifth-order responses, since they both have the same dependence on the intensity of the incoming fields, it does demonstrate that our measured signal does not originate from a . The mesh plot is the three-dimensional representation of the contour plot with the ridges along 2 ϭ0 and 4 ϭ0 truncated: 2 ϭ30-600 fs, 4 ϭ55-400 fs .   FIG. 4 . Third-order nonresonant pump-probe measurement of CS 2 for two arrangements of the polarizations of the incoming beams: the solid line is R zzzz (3) , the dashed line is R zzmm (3) . Note that these are heterodyne measurements, and thus the response is linear in the signal field.
higher-order, for example seventh-order, process that could also be emitted along the same phase matched direction. It is important to exclude seventh-order signals since they do not require the same intrinsic nonlinearity in the response that is required by the fifth-order response. Therefore, they cannot be excluded simply by suggesting that the higher-order process should produce a much weaker signal. 29 In addition to the direct fifth-order response there is also a very weak response at longer times along 2 in Fig. 3 that is very asymmetric in its time-dependent response along the two adjustable time variables. The three-dimensional ͑3-D͒ mesh plot in Fig. 3 demonstrates how small this additional feature is compared with the dominant feature in the signal at earlier times. The asymmetry in the response of this additional feature, the signal decay is much slower along 2 than 4 , is similar to the time dependence of the parallel cascade response; see Ref. 26 . For the reasons discussed in Ref. 26 , such an asymmetric response is not consistent with the direct fifth-order response. Table II shows that, of the two types of cascaded responses, parallel and sequential, the parallel cascade intermediates are much better phase matched. Therefore, any underlying cascaded contribution to the signal should be dominated by the parallel cascade responses. The very small asymmetric contribution, which is most apparent in the two-dimensional contour plot in Fig. 3 at 2 Ͼ400 fs, could involve either the parallel cascaded signal alone or a cross-term between the direct fifth-order response and the parallel cascade response. It has been previously pointed out that, under perfect phase matching conditions, the signal field from the direct fifth-order response and the signal field from the cascaded responses will be phase shifted by 90°w ith respect to each other, thus eliminating any cross-term between the two signals. 29 However, the deviation from perfect phase matching, Table II , will produce phase rotation in the signals and allow for a nonzero cross-term.
A more detailed analysis of the signal field expressions, including the total phase matching factors for the cascaded processes and a greater understanding of the proper definition for the number density of intermolecular chromophores, will be required to determine whether the small additional signal in the response in Fig. 3 is the result of a cross-term or the cascaded process alone. This work is currently underway in our laboratory and will be published in a subsequent article. 31 In addition to identifying the origin of the small additional signal, the results should also provide quantitative information concerning the ratio for the magnitude of the third-to fifth-order response functions. Presently we will focus on the dominant feature in the signal, which we attribute to the direct fifth-order response. Figure 6 shows the two-dimensional signal taken with the polarization of the first two interacting pulses rotated 54.7°͑the magic angle, m͒ relative to the final three interacting pulses and the signal polarization, R zzzzmm (5) . The twodimensional response is similar to that in Fig. 3 for R zzzzzz (5) , and peaked near the same position. The decay along each of the two time variables is slower than in the R zzzzzz (5) signal; however, the time dependence is still qualitatively different than simulations of the cascaded responses for this set of polarizations of the incoming beams ͑not shown͒ from the FIG. 5 . A comparison of the one-dimensional slice from the twodimensional response shown in Fig. 3 with the third-order response and the parallel cascaded response. The solid line is a slice along 2 for 4 ϭ120 fs from the spectrum in Fig. 3 . The line with the ''ϩ'' markers is the third-order response. The line with the ''᭺'' markers is the simulated parallel cascaded response.
FIG. 6. ͑a͒
The measured two-dimensional fifth-order spectrum for CS 2 at room temperature with two of the polarizations of the incoming beams set at the magic angle, mϭ54.7°, R zzzzmm (5) . ͑b͒ A one-dimensional diagonal slice from the R zzzzmm (5) spectrum.
third-order measurements shown in Fig. 4 . The fact that the measured time-dependent response is not consistent with the time dependence of the cascaded responses leads to the conclusion that the signal originates from the direct fifth-order response. In addition, the small asymmetric component that appears in the R zzzzzz (5) signal is not found in the R zzzzmm (5) signal. As explained in the discussion section, the R zzzzmm (5) tensor element was chosen specifically to attempt to remove the small component related to the minor parallel cascaded contributions in the R zzzzzz (5) signal.
IV. DISCUSSION
The origin of the electronically nonresonant fifth-order signal has been previously discussed in detail. 1, 2, 4, 13, [18] [19] [20] 24 The dynamical information is contained in the time domain response function, which for the two-dimensional signal can be expressed in terms of the polarizability operator as
͑9͒
The response functions can be expressed in terms of coordinates, Q j , by Taylor expanding the polarizability operator,
where ␣ (n) is the nth derivative of the polarizability with respect to the coordinates. As mentioned in the Introduction, generation of the fifth-order signal requires nonlinearity in the form of either vibrational anharmonicity, AN, or nonlinearity in the polarizability, NP. In other words, if one makes the common assumption ͑Placzek approximation͒ that the polarizability is linear in the coordinates, truncating Eq. ͑10͒ at the first term, and one assumes the vibrational potential to be harmonic in the coordinates, Eq. ͑9͒ becomes zero. This demonstrates that the presence of at least one of these two sources of nonlinearity, AN or NP, between the basis nuclear motions, is necessary to generate a fifth-order signal. The response is then a sum of the two potential contributions:
The anharmonic response is derived from inclusion of the cubic anharmonicity in the vibrational potential,
In this expression g i jk (3) is the magnitude of the cubic anharmonicity. The resulting fifth-order response function can be expressed in terms of two-point coordinate correlation functions,
͑13͒
The nonlinear polarizability response is generated by inclusion of the second term in the Taylor expansion of the polarizability, Eq. ͑10͒, and it can also be expressed in terms of two-point coordinate correlation functions, G j (t),
A comparison of these two expressions for the fifth-order response, Eqs. ͑13͒ and ͑14͒, with the expression for the third-order response, Eq. ͑15͒,
makes it tempting to use the measured third-order response to determine a set of Raman active modes, ␣ j (1) ␣ j (1) G j (t), used to describe the intermolecular motions in the signal. This set of modes could then be used in Eqs. ͑13͒ and ͑14͒ to simulate the fifth-order response, leaving the cubic anharmonicity, g i jk (3) , and the nonlinearity in the polarizability, ␣ i j (2) , as adjustable parameters to be determined by fitting the measured fifth-order signal.
However, since the intermolecular spectrum is not resolved, fitting the third-order data requires the collection of the thousands of intermolecular nuclear modes into generalized time scales, for example, Brownian oscillators. 30 In order for the measured third-order response to be used as a basis for fitting the fifth-order response, an important assumption must be made concerning the generalized oscillators. In the case of anharmonicity, Eq. ͑13͒, one must assume that g i jk (3) for all of the modes within each generalized oscillator are the same. For the case of nonlinear polarizability, Eq. ͑14͒, one must assume that ␣ i j (2) is the same for all of the modes within each generalized oscillator. We find no a priori reason that either of these assumptions is reasonable. In fact, Murry et al. have used instantaneous normal mode calculations, INM, to demonstrate that in the case of the nonlinear polarizability model the assumption cannot be made for the intermolecular motions in CS 2 . 37 The fact that the third-order response cannot be used as a basis for fitting the fifth-order data when measuring intermolecular motions was recently pointed out by Fourkas and co-workers, and this important point was not yet fully appreciated at the time of much of the previous work. 22, 37 Since the fifth-order signals cannot be constructed from lower-order measurements, we will need to rely on simulations to help interpret the results. INM calculations by Fourkas and co-workers have found that the fifth-order response should, on average, be distributed into higher-frequency components of the intermolecular motions as compared with the third-order response. 22 The comparison of our measured third-and fifth-order responses in Fig. 5 shows that our measured fifth-order response is much faster than the third-order response, in good qualitative agreement with a larger relative weighting for higher-frequency motions, as predicted by the simulations. Using INM and QNM ͑quenched normal mode͒ methods, Saito and Ohmine have generated the only simulations of the complete two-dimensional fifth-order response for CS 2 . 18, 38 The simulations explicitly consider the nonlinear polarizability coupling, Eq. ͑14͒, and a comparison of the mesh plot of our data in Fig. 3 to the simulation in Fig. 7͑b͒ of Ref. 18 demonstrates good agreement between the data and the simulation. Note the difference in convention for labeling of the time axes; we have labeled the two adjustable time variables 2 and 4 , while Saito and Ohmine have labeled the same two time variables t 1 and t 2 . Both responses peak at nearly the same location, and the time dependence along each of the two time variables is in good agreement.
One noticeable difference between our data and Fig. 7͑b͒ of Ref. 18 is the small ridge that appears in the simulation along the time diagonal, t 1 ϭt 2 . This ridge is an indication of the degree of inhomogeneity in the response on the time scale of the measurement. 1, 4, 18 The rephasing capability of the system reflected along the diagonal of the twodimensional response will be discussed further below. In Fig.  7͑b͒ of Ref. 18 the only coupling mechanism considered was the coupling of modes through an interaction with the laser fields involving the second derivative of the polarizability, ␣ i j (2) (i j) in Eqs. ͑10͒ and ͑14͒, referred to as the ''modemixing'' term by Saito and Ohmine. When the authors added vibrational relaxation to the intermolecular modes in the form of the Brownian oscillator model, the diagonal ridge disappears from the simulation, Fig. 11͑b͒ of Ref. 18 . The resulting simulation is in excellent agreement with our measured data that does not contain evidence of a diagonal ridge. The Brownian oscillator model provides a model for vibrational relaxation via linear coupling of a given mode to the environment, which is modeled as a harmonic oscillator. However, the environment in this case is the very set of intermolecular motions under consideration. Thus, the introduction of vibrational relaxation by coupling to the environment is an introduction of coupling between the harmonic intermolecular modes. As a result, the physical basis of this coupling can be thought of as anharmonic coupling between the intermolecular modes. The agreement between Fig. 11͑b͒ of Ref. 18 and our data, including the absence of the diagonal ridge in our data, provides direct evidence that the coupling between the intermolecular motions is not only mediated through the field-matter interaction, but there is also significant anharmonic coupling between the intermolecular motions in liquid CS 2 .
We also note the small degree of participation in the fifth-order response from the longer time scale motions associated with diffusive reorientation. Even though these motions are not included in the INM/QNM calculations there is still excellent agreement between the simulations and the data. Diffusive reorientation is reflected in the third-order response for tϾ400 fs, Fig. 4 . A comparison of the thirdand fifth-order responses demonstrates that the diffusive components are almost completely absent from the fifthorder signal. The clear difference in the degree to which the diffusive reorientational motions participate in the third-and fifth-order responses again highlights the inability to use the third-order response as a basis for simulation of the fifthorder response. However, the relative success of our initial comparison between the data and the simulations suggests that a more detailed comparison of the experimental results with simulations will prove fruitful. Figure 6 shows the two-dimensional signal for the tensor element with the polarizations of the first two interacting pulses rotated to the magic angle, 54.7°, R zzzzmm (5) . The response is similar to that of the R zzzzzz (5) tensor; however, there are several notable differences. The small asymmetric component at long times along 2 in the R zzzzzz (5) signal is not apparent in the R zzzzmm (5) signal. As mentioned in the results section, we attribute this small feature to a signal that involves the parallel cascaded response, either the parallel cascaded signal alone or a cross-term between the direct fifthorder response and the parallel cascaded response. The absence of this feature in the R zzzzmm (5) data demonstrates that the ratio of the direct fifth-order signal to the cascaded signals is larger for the case with the first two pulses set to the magic angle. The cascaded signals involve products of the third-order responses, Eq. ͑1͒, and the large decrease in the magnitude of the third-order response between R zzzz (3) and R zzmm (3) , Fig. 4 , means that the resulting parallel cascaded signals will be substantially reduced for R zzzzmm (5) . At early time the signal will be reduced by at least a factor of 10, and at later times the reduction will be even greater since the isotropic R zzmm (3) response does not contain the longer timescale responses associated with anisotropic diffusive motions. 39 On the other hand, INM calculations of Fourkas and co-workers suggest that the magnitude of the direct fifthorder response will not decrease significantly when going from R zzzzzz (5) to R zzzzmm (5) . 22 It should also be noted that while the R zzmm (3) response only probes the isotropic motion and thus excludes diffusive motions, the R zzzzmm (5) response does not isolate the isotropic motions, and, therefore, does not exclude the diffusive motions based on symmetry considerations alone. 21, 40 As a result, the R zzzzmm
signal appears to be free of even the small level of contamination from the cascaded responses found in the R zzzzzz (5) data. Another difference between the R zzzzmm (5) data and the R zzzzzz (5) data, is that the relative intensity along the time diagonal, 2 ϭ 4 , is enhanced in the R zzzzmm (5) data, and the response extends to longer times along 2 ϭ 4 . The time dependence along the time diagonal is an indication of the ability of the system to rephase. 1 A greater echolike contribution in the R zzzzmm (5) signal compared with the R zzzzzz (5) data might be an indication that the R zzzzmm (5) tensor provides a greater weighting for Liouville pathways that can rephase. Both Fourkas and co-workers 21, 22 and Saito and Ohmine 18 have discussed the fact that the R zzzzzz (5) tensor will weight all Liouville pathways equally and, as a result, should not strongly reflect the rephasing ability of the system. The reader is directed to Refs. 18, 21 and 22 for more detailed discussions.
The time dependence along the time diagonal for R zzzzmm (5) is shown in Fig. 6 . The signal decays rapidly beyond 100 fs and is almost completely gone by 400 fs. Therefore, even though the R zzzzmm (5) response retains the rephasing ability for a longer time than the R zzzzzz (5) response, the rephasing ability is still lost very rapidly. The measurement demonstrates that the intermolecular motions maintain a coherent memory of their frequency for less than 400 fs. Since this time scale is directly comparable to, or faster than, the time scales associated with the intermolecular motions, 0-200 cm
Ϫ1
, this measurement is a direct indication that the intermolecular spectrum of liquid CS 2 at room temperature is essentially homogeneous. As discussed above, the comparison between the simulated R zzzzzz (5) response and our measured R zzzzzz (5) data indicated that the coupling between the intermolecular motions that is responsible for the rapid loss of rephasing ability is an intrinsic, or anharmonic, coupling that does not involve the coupling induced by the light matter interactions. The conclusion that the intermolecular spectrum is well described as homogeneous is in contrast to the conclusions inferred from third-order measurements on binary mixtures of CS 2 and alkane solvents.
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V. CONCLUSION
In our previous work we demonstrated that all previous measurements of the electronically nonresonant fifth-order response for the intermolecular motions in liquid CS 2 were dominated by third-order cascaded responses. 26 Here we have shown that phase matching can be used to provide significant discrimination against the cascaded responses, allowing the direct fifth-order signal to be measured. We have also demonstrated that the tensoral nature of the response can be used to provide additional discrimination against the cascaded contributions. We are currently investigating the tensoral nature of the response in depth, and this work will appear in a forthcoming manuscript. 31 From our data we conclude that the intermolecular spectrum of CS 2 at room temperature is well described as homogeneous. Our data show good agreement with INM/QNM simulations. The agreement between the data and simulations is promising, and it cannot be over emphasized that simulation work and theoretical modeling will be essential to the success of the technique since measured lower-͑third-͒ order data cannot be used as a basis for the interpretation of the fifth-order data. We hope measurements reported here will provide incentive for improved simulations and modeling and stimulate further improvement of the experimental technique, so that the promise of 2D spectroscopy for the study of liquid dynamics is realized.
