The Rayleigh-Ritz procedure for determining bound-states of the Schrödinger equation relies on spectral representation of the solution as a linear combination of the basis functions. Several possible extensions of the method to resonance states have been considered in the literature. Here we propose the application of the optimized RayleighRitz method to this end. The method uses a basis of the functions containing adjustable nonlinear parameters, the values of which are fixed so as to make the trace of the variational matrix stationary. Generalization to resonances proceeds by allowing the parameters to be complex numbers. Using various basis sets, we demonstrate that the optimized Rayleigh-Ritz scheme with complex parameters provides an effective algorithm for the determination of both the energy and lifetime of the resonant states for various one-dimensional and spherically symmetric potentials. The method is computationally inexpensive since it does not require iterations or predetermined initial values. The convergence rate compares favorably to other approaches.
Introduction
Resonance phenomena appear in many fields of quantum physics: from unstable elementary particles, to resonances in atomic or molecular systems and to collective excitations in the condensed phase. They are described as longlived states of a system that have enough energy to undergo a decay process. Wave functions of resonant configurations resemble bound-states over a period of time, called the decaying lifetime, when they are captured in a small area of space. Likewise the bound states, they may be treated as the eigenstates of the Hamiltonian that are associated with the natural frequencies of the system. The difference lies in the complex character of the resonance eigenvalues which is related to the purely outgoing boundary condition they fulfil. Such an approach to resonances has been started by Gamow in the paper on α-decay of radioactive nuclei [1] and further developed by Siegert [2] . It has been shown that the problem of non-square integrability of their eigenfunctions can be rigorously overcome by enlarging the functional space to a rigged Hilbert space [3, 4] . On the other hand, the complex scaling idea [5] has enabled development of practical approaches where the resonant states are treated on the same footing as the bound-states [6, 7] . One of the most practical methods is the Rayleigh-Ritz (RR) determination of the eigenstates of a complex-scaled Hamiltonian.
In this work, we discuss the determination of the resonances by the optimized RR scheme [8] which proved successful for bound-states [9, 10, 11] . The method uses a basis of functions with adjustable nonlinear parameters, the values of which are fixed so as to make the trace of the RR matrix stationary. Generalization to resonances proceeds straightforwardly by allowing nonlinear parameters to be complex numbers. Through the study of several systems with different potentials we demonstrate the efficiency of our method in finding both the energy and lifetime of the resonant states.
The plan of our work is as follows. In section 2, the optimized RR method is described and its extension to resonances is discussed. The calculations of the resonance parameters are presented in section 3 for one-dimensional potentials, and in section 4 for the spherically symmetric case in D dimensions. Section 5 is devoted to conclusion.
The method
The Schrödinger equationĤ
in the vast majority of cases cannot be solved exactly and has to be dealt with approximately. One of the classical methods for calculating numerically accurate solutions is the linear Rayleigh-Ritz procedure.
Rayleigh-Ritz determination of bound-states
The RR method for solving the Schrödinger equation (1) is based on the variational principle which says that the Rayleigh quotient
achieves minimum when Φ(x) fulfils Eq.(1) with boundary conditions ψ(x → ±∞) → 0. This allows determination of bound-state wave-functions by approximating them by finite linear combinations
where the functions φ A j (x)are taken from an orthonormal basis in the function space. The variational principle yields the matrix equation for the linear parameters c j in the form
where the matrix elements of the Hamiltonian are
Diagonalisation of the RR matrix provides Mth order approximations to the M of the lowest energy states. Systematically increasing the matrix dimension M, we increase the number of determined bound-states, wherein their approximate energies approach the exact results from above. The convergence of the method depends heavily on the choice of the basis set {φ A j (x), j = 0, 1, ...}. It appears advantageous to make the functions of the basis adaptable to the problem under study by allowing their dependence on nonlinear parameters (A), the values of which can be conveniently adjusted in each order approximation. To ensure a fast convergence of the particular eigenvalue (usually the ground-state energy), the values of nonlinear parameters are chosen by the trial and error or determined in numerically demanding optimization procedures [12] . Another option, that does not need any starting values or iterations, is to fix the nonlinear parameters according to the principle of minimal sensitivity [13] , i.e. so that the approximation to a physical quantity would depend as weakly as possible on infinitesimal changes of their values. In the optimized RR method, proposed by one of us [8] , the sum of M bound-state energies is chosen as the physical quantity, the Mth order approximation to which is given by the trace of the RR matrix T rH
The stationarity of the trace requirement δ δA T rH
is used to fix the values of nonlinear parameters, and a diagonalization of the so optimized matrix determines a set of M aproximate eigenstates which are mutually orthogonal. The method is computationally less demanding although its convergence for a particular state may be slower than that achieved with nonlinear parameters iteratively optimized for that state. In the case of bound-states, the effectiveness of our method has been demonstrated for various potentials and various basis sets [8, 9, 10, 11] . Here we extend its application to resonant states.
Rayleigh-Ritz determination of resonant states
Experimentally, the resonances manifest themselves as sharp peaks in the collision cross sections which are well described by the two parameter BreitWigner formula. The resonance energy E and the half-width of the peak Γ may be related to the complex eigenvalues
of the Schrödinger equation (1), allowing Γ to be interpretated as the inverse of the resonance lifetime. In finite range potentials, the wave function of a resonant state exhibits an asymptotic behavior of the form
where
with 0 < α rez < π/2, as corresponds to the position of wave vector k rez in the fourth quarter of the complex plane. Since the wave function ψ rez (x) diverges exponentially, the Hamiltonian is not hermitian and its complex eigenvalues are hidden on a higher Riemann sheet of the complex energy plane.
Complex Scaling
The complex scaling transformation
allows the treatment of resonant states in analogy to bound-states. The corresponding complex-rotated Hamiltonian
satisfies the eigenequationĤ
and its spectrum is described by the Basley-Combes theorem. For dilatation analytic potentials [5] , among which are the Coulomb and Yukawa potentials in addition to the finite range ones, the theorem states that the real boundstate eigenvalues, the complex resonance eigenvalues and the thresholds are the same as those of the original Hamiltonian, but the eigenvalues of the continuous spectrum are rotated about the thresholds by an angle 2θ into the lower energy half-plane, exposing complex resonance eigenvalues. The complex scaling transformation (10) turns the function ψ rez (x) into a normalizable one, if the real parameter θ is such that 0 < θ − α rez < π/2. In this case, the resonances can be determined as the eigenstates of the nonhermitian HamiltonianĤ θ by using bound-state-like strategies. Here we use the optimized RR method with a complex basis to this end.
Complex Basis
Since the resonance eigenvalues are complex numbers, their spectrum is determined by stationarity rather than minimization condition. This requires that the Rayleigh quotient
be stationary at the square integrable solutions of the complex rotated Hamiltonian (11) . With the solution Φ(x) approximated by a finite linear combination of the real functions (3), the same secular equation is obtained as for bound states (4) but with the matrix element H A jm replaced by
It has been observed [14] that changing the variable x to xe −iθ and using Cauchy's theorem to distort the integration contour back to the real axis, the matrix elements turn into
The complex scaling is thus equivalent to working with original Hamiltonian and using the basis functions with coordinates rescaled with e −iθ factor [6, 14] . Note, however, that instead of the ordinary scalar product of the Hilbert space < f |g >=
dx is to be used in the complex basis approach [15] . The advantage of the complex basis approach is that it applies also for non-dilatation analitic potentials. Moreover, generalization to many-body systems allows introducing different scaling parameter for each degree-of-freedom, which makes the method more flexible than that of the complex scaled Hamiltonian. In the case when the nonlinear parameter A is the scale parameter, so that φ
the RR matrix element (15) may be written as
where α = Ae iθ and may be simply obtained by replacing the real parameter A in (5) by a complex parameter α.
Optimized RR method for resonances
In this work we generalize the optimized RR method [8] to the case of resonant states by using the complex basis approach. Dealing with the unscaled HamiltonianĤ, we choose a basis set of real functions {φ α j (x), j = 0, 1, ...} so that the matrix elements < φ α m |Ĥ|φ α n > are given by analitic expressions. In the M-th order calculation, we fix the value of the parameter α to be equal to the complex solution of the stationarity of the trace condition (6) and after a single diagonalization of the M-dimensional symmetric complex matrix we obtain a set of M approximate eigenvalues. The number of calculated eigenvalues and their accuracy may be increased by increasing M, which permits quantification of the precision of the obtained results. In order to demonstrate the effectiveness of our method, we consider several very different systems described by one-dimensional and radial Schrödinger equations, using various basis sets of functions with adjustable scale parameters. In some cases it turns out to be advantageous to introduce additional parameters that are not the scaling parameters. 
where the square root of the oscillator frequency Ω plays a role of an inverse scaling parameter. Due to reflection symmetry, the even-(odd-) parity states may be obtained by diagonalization of the Hamiltonian matrix in the basis of the first M even (odd) functions, which substantially reduces the computational cost.
Quartic resonance potential
A simple example of a resonant system is the inverse quartic anharmonic oscillator with a Hamiltonian
where the units = 1 and m = 1 are used. In the case of λ > 0, the potential V (x) is not bounded from below and the system possess only resonant states, the lowest energies of which are marked on Fig. 1 for λ = 0.02. The lifetime of the resonances increases with decreasing λ, and the RR Ω opt calculations require using larger basis sets to obtain a satisfactory accuracy. Our numerical approximations to ǫ 0 and ǫ 2 for λ = 0.02, which is the most demanding case considered in the literature [16] , are presented in table 1 as a function of the dimension of the RR matrix M. Here and in the following tables the results are accurate to the number of figures shown. The best accuracy is obtained for the lowest resonance, and for all states it quickly improves with increasing M. We can see that the literature results of the Riccati-Padé method [16] are reproduced with RR matrix of dimension M = 25; for larger M, more accurate values are easily obtained. The imaginary part of ǫ 2 is larger than that of ǫ 0 , and we observed its further increase for higher resonances, which confirms that the lifetime decreases with increasing resonance energy. 
Triple-well oscillator
The sextic oscillator Hamiltonian where the triple-well potential V (x) = 1 2
6 is bounded from below and increases to infinity at |x| → ∞, describes an interesting system which supports only bound states. It has been shown [17, 18] that the complex scaling transformation turns the asymptotically divergent solutions of this problem into square integrable ones that are associated with complex eigenvalues which describe the rates of tunneling between the potential wells. The eigenvalues ǫ 0 and ǫ 4 determined with the RR Ω opt method for various matrix dimensions M are presented in table 2 for g = 0.08 and in table 3 for g = 0.3. We observe that with increasing g, the imaginary part of the eigenvalue grows, i.e. the resonance lifetime decreases, and the accuracy of the method improves. Comparison with the best published results for ε 0 , obtained by the Ricatti-Padé method [16] , shows that in the most unfavorable case of g = 0.08 we attain the same level of accuracy with the matrix of dimension M = 60, while M = 30 is sufficient in the case of g = 0.3.
Shifted harmonic oscillator basis: RR

Ω,t opt method
Discussing problems with the resonant potential that is not symmeric about the origin, it is advantegeous to use RR Ω,t opt method with additional complex parameter t that shifts the argument of the HO basis functions Table 3 : Same as in Table 2 but for g = 0.3.
We apply the above basis to determine the spectrum of the cubic anharmonic HamiltonianĤ
for an exemplary value of γ = 0.1. In table 4, the complex energies of the lowest resonant state are presented with the corresponding optimal values of the nonlinear parameters Ω opt and t opt for various dimensions M of the RR matrix. The best previously published results [19] are reproduced with the RR matrix of dimension M = 40. By increasing M, we easily obtain more accurate eigenvalues. It is interesting to note that although the shift parameter is not a scale parameter, its value determined by the stationarity of the trace condition turns out to be complex and this appears crucial for a fast convergence of the optimized RR scheme. Table 4 : Optimal values of nonlinear parameters and the energy and width of the lowest resonance state for the Hamiltonian (22) with γ = 0.1 calculated by the RR Ω,t opt method.
Trigonometric basis: RR
L opt method
Another convenient basis is provided by the set of trigonometric (TRIG) functions that satisfy the Dirichlet boundary condition at x = ±L, where the width of the box L serves as a scaling parameter. The even functions are of the form
and the odd ones are given by
We use the TRIG basis to find the eigenvalues of the Hamiltonian with an inverted Gaussian potential with quartic perturbation
The energies and widths presented in Tables 5 and 6 show that already with matrices of dimension M = 20 we reach the accuarcy of the literature results [20] . We observe that the energy of the resonant state does not change much with decreasing λ, while its width decreases rapidly to zero, switching to the bound state at λ = 0. Table 6 : Same as Table 5 , but for λ = 0.01
Radial Schrödinger equation in D-dimensional space
For spherically symmetric problems in D-dimensional space, the solution of the Schrödinger equation factorizes into the angular part given by hyperspherical harmonics and the radial part R(r) that fulfils
By substituting R(r) = r (1−D)/2 u(r), the radial equation is brought to the one-dimensional Schrödinger form
where Λ = l + D/2 − 3/2.
Radial harmonic oscillator basis: RR
For determining the resonant spectrum of radial anharmonic oscillators, it is convenient to use the basis of the spherically symmetric HO eigenfunctions that are given by
As an example, we consider the case of two dimensions, where Λ = l − 1/2.
We determine the resonances in the inverted Mexican hat potential with the radial Hamiltonian given bŷ
where g > 0. The above Hamiltonian has been studied before in Ref. [21] by the RR method with the same basis (28), but with iteratively adjusting the value of Ω in each order so as to obtain the best convergence for a single selected state. Our results obtained with Ω being fixed a priori from the trace condition (6) are presented in Table 7 . The comparison shows that our method automatically provides a fast convergence in determining a number of resonances with different quantum number n in one run. Table 7 : Optimal values of the parameter Ω and the energies and widths of the lowest resonances with l = 0 and l = 1 for the Hamiltonian (29) with g = 0.1, calculated by the RR Ω opt method for increasing dimension M.
Radial trigonometric basis: RR
L opt method
For studying problems with Λ = 0, it appears convenient to use the basis of antisymmetric trigonometric functions
where L represents the confinement radius. We apply the above basis to calculate the resonant states of the Bardsley Hamiltonian [22] 
In Ref. [23] , the very accurate results obtained using the Jost-function method are presentes for nine lowest resonances. We show our results for the first and ninth state in Table 8 . The convergence rate decreases with increasing resonance energy but with matrices of dimension N = 160 we automatically reproduce all the results of Ref. [23] . Our results for the next resonance (E 9 , Γ 9 are also presented in the 
Conclusion
We applied the optimized RR method with complex nonlinear parameters to determine the resonance states in various one-dimensional potentials. The expansion basis were adapted to the considered problems so that the RR matrix elements were given by analytic expressions. The values of nonlinear parameters were fixed by requiring that the trace of the truncated matrix be stationary. We have shown that the basis of the HO eigenfunctions with frequency Ω optimized by the stationarity of the trace condition is efficient in determining the resonance spectrum in anharmonic potentials. In the case of nonsymmetric about the origin potentials, an additional complex shift parameter t has proved to be useful to obtain quick convergence. The trigonometric basis with optimized boundary period parameter L appears convenient, especially in the case of potentials described by exponential functions. Effectiveness of a similar approach in determining resonances of the radial Schrödinger equation has been also shown. The advantage of the optimized RR scheme is that a set of resonances is determined automatically in one run without the necessity of specifying any starting value. The computational cost of our method is much lower than in the case of iterative optimization of nonlinear parameters. The method appears especially effective in the cases where only resonant modes exist. For the class of resonant potentials considered in the present work, it is highly competitive with existing methods, the results of which are easily recovered in our approach.
