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Introduction
Let {Y (t); t ∈ R N } be a fractional Brownian motion in R of index H (0 < H < 1), i.e., the centered, real-valued Gaussian random field with covariance function
It is well known (see, e.g., [14] ) that Y is a self-similar process of exponent H , i.e., for any a > 0, 2) and has stationary increments, that is, for every b ∈ R N ,
where Z = d Y means that two processes Z and Y have the same distribution.
In this article we exploit the strong local nondeterminism (strong LND) property of fractional Brownian motion. Explicitly, in [22] , Lemma 7.1, it is proved that there exists a constant c 1 ∈ (0, ∞), depending on H only, such that for any t ∈ R N and 0 ≤ r ≤ |t|, The concept of local nondeterminism of Gaussian process was introduced in [7] . General conditions for strong LND of Gaussian processes are given in [5, 6, 8, 9] , and [22] . We also refer to [10, 19] , and [30] for more information on strong LND and its use in studying sample path properties of Gaussian random fields. We can construct from {Y (t), t ∈ R N } a Gaussian random field {X(t); t ∈ R N } in R d by
Var Y (t)|Y (s)
:
X(t) = X 1 (t), . . . , X d (t) ,
(1 . From now on we will suppose that this inequality holds. It follows from [16] (see also [7] and [22] ), using the local nondeterminism property, that this local time has a jointly continuous version L(x, I ) satisfying certain Hölder conditions in the time and space variables, respectively, and 
T (x) = t ∈ T : Y (t) = x ,
see [2] . This fact has been used by [1, 6, 13, 19, 25, 29] , and [31] to study the Hausdorff dimension of the level sets, inverse image, and multiple points of stochastic processes.
The aim of this paper is to study the zero set {t : X(t) = 0} or, more generally, {t : X(t) = x} for x ∈ R d . The exact Hausdorff measure of X −1 (x) has been studied in [31] and [33] for the class of strongly locally nondeterministic Gaussian random fields with stationary increments.
Recall that by an exact Hausdorff measure function for a set E is meant a function Ψ (r) defined for small r ≥ 0, vanishing at the origin, increasing, and continuous and such that the Hausdorff Ψ -measure of the set E defined by
is almost surely positive and finite, where |I | is the diameter of a set I ; see [15] or [24] .
Essentially, there is at most one correct function Ψ for a given set E, in the sense that if m Ψ 1 (E) ∈ (0, ∞) and if
[31] shows (in this more general framework) the following:
There exists a finite constant K > 0 such that, for every fixed x ∈ R d and all compact intervals I ⊂ R N , with probability 1,
where
This identifies the correct Hausdorff measure function. We will show the following:
There exists a finite constant c > 0 (depending only on H, N , and d) such that, with probability 1,
The first result of this kind was due to [28] , who showed that if X is a onedimensional Brownian motion (H = 
where φ(r) = (r log log 1/r) 1/2 for all t > 0.
Due to [21] , much more is known, where the constant c 2 is identified as 1/ √ 2 and, in fact, it is shown that a.s., simultaneously over all x,
In showing Theorem 1.2 we will extensively use the ideas found in these two pioneering papers. The Hausdorff dimension of the level sets of fractional Brownian motion and more general Gaussian random fields have been studied by several authors, see [2, 17] , and the references therein. The uniform Hausdorff dimension of the level sets and inverse image of strongly locally nondeterministic Gaussian random fields were obtained in [22] . The exact Hausdorff measure of the level sets of certain stationary Gaussian processes was considered in [11] and [12] , where partially the method of [28] is adapted, and it is essential to assume stationarity and that N = 1.
In the paper, for notational and conceptual reasons, we consider the case N = 1 and d-dimensional fractional Brownian motion. In the last section we sketch the modifications necessary to deal with general temporal dimension.
The rest of the paper is organized as follows. Section 2 contains the asymptotic relations needed in the sequel. In order to solve some dependence problems that are a major obstacle, we introduce in Sect. 3 independent fractional Brownian motions so that on certain intervals, the local time at zero is close to that of original process. In Sect. 4, we use the approach of [28] by constructing an economic covering and prove the upper bound. In Sect. 5, we prove the lower bound of m φ (X −1 (x) ∩ [0, 1]) using Lemma 4 in [28] .
We will use K i,j to denote a constant introduced in Section i which will be used later, while K, K , K , K 1 , . . . will denote unspecified positive finite constants which may not necessarily be the same in each occurrence.
Preliminary Facts
Let {X(t), t ∈ R} be a d-dimensional fractional Brownian motion of index H . We begin this section with two results from Talagrand and Xiao.
We will need the following lemma from [27] .
Lemma 2.1 There exists a finite constant K 2,1 < ∞ such that, for any n ≥ K 2,1 , we have 
. Now we can prove the following:
There exists a finite constant K 2,3 < ∞ such that, for all n large enough and
Proof Let n be an integer large enough and fix n 4 ≤ r ≤ n 2 . By Lemma 2.1, showing the desired probability bound in (2.3) reduces to majorizing
Using a chaining argument, we have that, for large n,
where e v is the unit vector in the vth coordinate direction.
With the last expression, we can bound from above, for n large,
for all j if n is sufficiently large by our restriction of r, and so Corollary 2.3 gives
for all j > 0 if n is sufficiently large. In consequence,
again provided that n is sufficiently large. This bound is sufficient to establish the proposition.
Proposition 2.5
There exists c 0 a finite constant such that for all > 0, there exists δ > 0 and an increasing sequence V = {n i , i > 1} of positive integers such that
To prove this proposition, we need the result of [32] , Theorem 3.23, which is an extension of the main result of [18] , Lemma 2.6 [32] There exist K 2,3 and K 2,4 in (0, ∞) such that, for x large enough,
Proof of Proposition 2.5 Let
then for all > 0, there exists a sequence x i ∞ such that
We can write the last as
Without loss of generality, we have an increasing sequence n i of positive integers such that for all > 0, there exist n i ∞ such that
Remark [20] show that, in fact, Lemma 2.6 can be extended: the (nontrivial) limit, as x becomes large, of − log P {L(0,1)>x}
exists. We have chosen not to exploit this new result since, in fact, the argument given for proving Theorem 1.2 does not need the existence of this limit. We feel that this may be important in cases where this limit is not known to exist.
Remark In fact, [31] treats explicitly the case N = 1, but the ideas can deal with all temporal dimensions and are written out in this case in [3] .
Independent Process
We use the representation for X a d-dimensional fractional Brownian motion of parameter H ,
where 2α = 1−2H , and W i (·) are independent white noises (see, e.g., [26] ). If α = 0, this formula is not true, but in this case X is a Brownian motion and more is known, see, for example, [21] and [23] .
First, we will consider the case d = 1. In order to solve some dependence problems, we introduce associated processes {X(a, b, t); t ∈ R}, see [27] and [4] . Given 0 < a < b < ∞, we define the associated process by
where W a,b and W a ,b , 0 < a < b < a < b , are independent white noises, also independent of W . Most importantly, for a < b a < b , the processes X(a, b, t) and
For n large enough and n/4 ≤ r ≤ n/2, one is interested in s,
n β , and b = 2 −r n β for a β > 0 to be fixed later.
Lemma 3.1 For all s, t ∈ I , there exists a positive constant
The first integral in the right part is less than 2 −2rH n 2β(1−H ) . The bounding of the second integral (and in the same way, the third), using the Cauchy-Schwarz inequality, is reduced to bounding the integral
Case 2. Intermediate:
Lemma 3.2 For s, t ∈ [0, 2 −r ] such that s < t and
n 4 ≤ r ≤ n
, let ρ(s, t) and ρ (s, t) be, respectively, the correlations of (X 1 (s), X 1 (t)) and (X(s), X(a, b, t)) (and, therefore, of (X 1 (t), X 1 (a, b, s))).
We have, for γ , the constant of Lemma 3.1, a, b, t) ). The first property comes from Lemma 3.1 and the fact that
If Σ denotes the covariance matrix of (
and the second statement of the lemma is immediate given the strong LND property.
Proof First, by scaling, it is enough to show the result for r = 0. Let P s,t be the joint density of (X 1 (s), X 1 (t)), and P s,t that of (X 1 (s), X 1 (a, b, t) ). Both pairs are Gaussian centered vectors, so their densities at (0, 0) are simply the reciprocal of the square roots of the determinants of the covariance matrices times 1 2π ,
We note that P s,t (0, 0) ≥ P s,t (0, 0). We use two bounds on the integrand. For small values of s and |s − t|, we will simply use P s,t (0, 0) − P s,t (0, 0) ≤ P s,t (0, 0); for other (s, t), we use
The key point is the easily verified consequence of Lemma 3.2 that outside A = {(s, t) : s < t, |s| H < n −βγ /3 or (
n βγ /12 for large n. Thus, 
for finite K 3,4 .
The result follows from Chebyshev's inequality.
With the last results, we will prove the following: 
Proof Let > 0 and n i ∈ V , where V is the sequence in Proposition 2.5. For k 0 ≥ 0 large enough, we define the sequence r k , 0 ≤ k ≤ k 0 , by
until r k 0 becomes more than n i /2. Then
Thus, for k ≤ k 0 , we have r k ≤ n i /2. It is enough to prove that, for some K,
log n i .
In order to create independence, let us consider the sequence a k =
, and the processes X k (t) = X(a k , b k , t). As k varies, these processes are independent. Moreover, we have from the scaling of the process and Proposition 2.5 that for all k ≥ 0, there exists δ > 0 such that
where L k is the local time of the process X k . By independence,
Proposition 3.4 now implies
Combining the last two results, we have
Upper Bound for the Hausdorff Measure

As before, {X(t), t ∈ R} is a d-dimensional fractional Brownian motion of index H (0 < H < 1). In this section we obtain the upper bound for the Hausdorff φ-measure.
We show that for c 0 , the constant in Proposition 2.5,
In order to do this, it is sufficient to "produce" a sequence of asymptotically efficient coverings.
Fix > 0, z > 0, and let Z = [z, 1]. Using the continuity of local time, it is sufficient to prove that
We will use an approach similar to that of [28] and [21] . They consider intervals of different sizes to construct an optimal covering of the zero set, A = {t ∈ Z : X(t) = 0}. The covering intervals are classified as either good or bad.
For a fixed n, consider the collection I z n of intervals
For a good interval, we replace I In order to complete the covering, we must include some bad intervals. We say that I z i,n is bad if
The main problem is to show that the contribution to the covering from bad intervals is small. Let 
Remark This means that the covering of bad intervals must make contribution = T z n i φ(2 −n i ), which is negligible.
Proof According to Proposition 3.5, given > 0, there exists an increasing sequence V = {n i ; i > 1} of positive integers with infinite limit such that, for all large n i ∈ V , we have
Fix n ∈ V . Note now that event {I z i,n is bad} is contained in
We introduce the following events:
By Lemma 2.1 and Proposition 2.4,
For S i,n , using Proposition 3.5 and the fact that φ(2 −r ) ≤ 2 −r(1−dH ) (log n) dH , we have
For the first probability in the right part of the last inequality, we use the strong LND property of the process X since
for the constant c 1 of (1.4). Then
With a choice of β > 36(d + 2) 2 min(1−H,H ) and the Borel-Cantelli lemma, we have proven that the contribution of bad intervals is small.
If I and I I are, respectively, the contributions of good and bad intervals, there exist an increasing sequence of integers {n j ; j > 1} and j 0 > 0 such that, for all j > j 0 , we have 
By continuity,
By the continuity of local time and Hausdorff φ-measure, the proof is complete.
Remark The argument given deals explicitly with bounds for the level set X −1 (0), but for treating general X −1 (x), not many changes are needed. The argument basically began by considering the intervals [
2 n ) and classing the good or bad according to the behavior of local times of (X(
. This in no way depended on the value of X( i 2 n ). Then a bound on the probability that "bad" intervals were relevant to X −1 (0) was achieved via a use of the strong LND property, which applies equally well to X −1 (x).
Lower Bound for the Hausdorff Measure
In order to show the lower bound for the Hausdorff measure, it suffices to prove that
where c 0 is the constant in Proposition 2.5, and, again, Z = [z, 1].
Fix such and z.
Proposition 5.1
There exists a constant δ > 0 such that, for all j large enough,
Proof Recall that c 0 is the constant defined in Proposition 2.5 by
So, for x large enough,
Thus, for j large enough,
For n, j > 0, the intervals [ 
, and for i/2 n ∈ Z, there exists δ > 0 such that
where K > 0 is a constant independent of i and n.
Proof Let j > 0. If n and i ∈ {1, 2, . . . , 2 n } are such that (1 + ) −j ∈ [2 −n/2 , 2 −n/4 ] and i/2 n ∈ Z, then, using Proposition 2.4, we have that
So,
+ P I i,n is j -bad, and
Proposition 5.3 For all n > 0 and i/2 n ∈ Z, there exists a constant
This last inequality follows since, thanks to the LND property, the conditional density of X(i/2 n ), given X(i/2 n +s)−X(i/2 n ), s ≥ 0, is bounded, and
Theorem 5.4 With probability one, for
and let n = n(j ) be such that (1 + ) −j ∈ [2 −n/2 , 2 −n/4 ]. We have
This implies that
Therefore, with probability 1, for
It is clear that (5.1) follows immediately from (5.2).
To conclude we need the following result from [28] , Lemma 4, and [31] , Theorem 4.1.
Theorem 5.5
Let L(0, ·) be the local time of X(t) at 0, which is a random measure supported on X −1 (0). Then, with probability 1,
Proof As already mentioned, L(0, ·) is a locally finite Borel measure in R supported on X −1 (0). Let
Then, D is a Borel set, and by Theorem 5.4, L(0, D) = 0 almost surely. Using the upper density theorem of Rogers and Taylor (1969) , we have almost surely
This completes the proof of Theorem 5.5.
Letting z and tend to 0, the proofs of the lower bound and of Theorem 1.2 are complete.
Remark Again, the extension of the argument to a general level set X −1 (x), is more notational than theoretical. The argument considered the intervals [
2 n ) and classed the good or bad according to the local times behavior of (X(
. Once more, this in no way depended on the value of X( i 2 n ). Then a bound on the probability that "bad" intervals were relevant to X −1 (0) was achieved via a use of the strong LND property, which applies equally well to X −1 (x).
Temporal Dimension Greater than One
We now sketch how to extend this result to higher temporal dimensions. There are several definitions, and we choose, for simplicity, Besicovitch's spherical Hausdorff measure (see, e.g., [15] ) explicitly, but the result holds for other common definitions.
To show the higher-dimensional analogue of Theorem 5.4, the main change is that must show that, for say
where now c 0 is defined to be lim inf
as in the proof of Theorem 5.4. This, however, is easily dealt, given that, for any > 0, there are a finite number of radius r (1 + ) balls in N -space, B 1 , . . . , B R , such that any radius r ball containing the origin is strictly contained in B i for some i ∈ {1, . . . , R}. From this we have in the usual way that
The proof of the upper bound is a little more involved. As before, it is enough to show that, for , C > 0 but otherwise arbitrary.
We fix a large integer V such that (1− 1 5 N ) V < 100 . As in the proof of Proposition 3.5, we can find a fixed y ∈ B(0, 1) and a sequence of n i tending to infinity such that − log(P (L(B(y, 1) 
We divide up [C, 1] N into cubes of length 2 −n for n in the above sequence n i .
For each cube
2 n ], B(i, n, h) will denote the ball centered at (
, these balls will contain the cube for n large enough. We say that a cube
As in Proposition 3.5, we easily have that the probability that a cube is bad and contains a point in {t : X(t) = 0} is bounded by for large n. We can now construct a good covering of the level set {t ∈ [C, 1] N : X(t) = 0}. We can deal with time points in the level set in bad cubes just as with temporal dimension one (though ultimately we have to replace the cubes by appropriate spheres of the same order). The difference is that, in higher dimensions, fitting the balls on which there are large local times is a little more complicated than with one-dimensional intervals. The advantage of the new definition of "bad" is that, for a good interval, there are many balls of many different scales containing the good cube on which the local time is appropriately large. More concretely, condition (b) assures that, for good cubes and for 1 ≤ k ≤ R, there is a ball of length As k varies, the ratios of the scales for these different classes must (by our choice of V ) be less than . As we will see, this permits a choice of coverage which is the inflation by a factor 1 + 2 of a disjoint collection of sets.
As in Proposition 3.5, we can start with the "first" covering consisting of the intervals [ Finally we come to the last covering: bad cubes,
, . . . , {B 
