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A random walk on the line is observed at times n, , n, + nz, If the steps have 2k - 2 finite 
moments then the kth moment can be estimated consistently if and only if 1 nf-’ = CO. 
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1. Introduction and statement of results 
Suppose {Xj; j= 1,2,. . .} is a sequence of independent and identically distributed 
real random variables. Let S(n) =I; X,. Suppose that n,, n,, . . . are fixed positive 
integers. Let N, =x7 ni. Guttorp and Siegel (1985) have studied the following 
problem: based on observations of {S( N,); m 2 1) what features of the distribution 
of the X, can be estimated consistently? 
Consistency must be interpreted relative to a model, that is to a set of possible 
distributions for X. Guttorp and Siegel note that fi = S( N,,,)/ N, converges almost 
surely to the mean p = E(X) in the family of distributions with finite first moment. 
In the family of distributions with 4 finite moments they show that 6* = 
rnp’C~{Y;-n,~}*/ n, converges in probability to the variance of X. Here Y, = 
S( Ni) - S( NipI). 
For the case k 2 3 the sequence nj may grow too fast to permit consistent estimation 
of the kth moment. In the family of distributions with pZk = E(XZk) <CO Guttorp 
and Siegel show that a natural estimate of !_‘k is weakly consistent provided c nf-’ = 
00. Maki and McDunnough (1987) show that if puk-, < 00 and 2 n!3-k)‘2 < co then 
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no such consistent estimate exists. In fact they demonstrate that there are many 
models containing only two distributions in which consistent estimation is 
impossible. 
In this note we sharpen the rate given by Maki and McDunnough to C nfmk <a 
by requiring 2k - 2 finite moments. We also improve slightly on the results of Guttorp 
and Siegel to show that consistent estimation in the family of distributions with 
2k - 2 finite moments is possible if and only if 1 TI-” = 00. 
Suppose P and Q are two measures on R. By P*” we mean the n-fold convolution 
of I? If P is the distribution of X, then the joint distribution of { Yj; j 2 1) is the 
infinite product measure P = x P*“l. If P and Q belong to some family 0 admitting 
consistent estimates of ,_&k then either P and Q are singular or ,&( P) = pk( Q). Thus 
the nonexistence of consistent estimates of ,_&k for @ can be established by finding 
a pair of non-singular (product) measures in 8 with different kth moments. 
We can now state our results. 
Theorem 1. Let 0 be the family of all probabilities on R with 2k - 2 finite moments 
where k 2 3. If C nfpk = 00 then there is a sequence of strongly consistent estimates of 
{kj;j=l,...,k}. 
Theorem 2. Let @contain two distributions P # Q with pk(P) # pk( Q), pj( P) = pj( Q) 
forj=l,_.., k - 1 and with /12&2(P) and kU2k_2(Q) both finite. Assume either both 
P and Q are discrete with the same lattice size and lattice o&et or that P and Q each 
have a bounded continuous density with respect to Lebesgue measure. Finally assume 
that P and Q are nor singular. If C rzmk <a then P and Q are not singular and there 
is no estimate of yk consistent in 0. 
The random variable X is said to have a lattice distribution with lattice size h > 0 
and offset a E [0, h) if Prob(X -a is divisible by h) = 1 and h is maximal with this 
property. 
The theorems imply the simpler statement that in the model of Theorem 1 there 
are consistent estimates of the first k moments if and only if 1 rtmk = 03. We have 
phrased the second result in the more precise way to indicate that the nonexistence 
of consistent estimates is not a result of the large size of the model. Rather there 
are models containing only two distributions which do not admit consistent tests 
between the two possibilities if the crucial sum is finite. 
2. Proofs 
To prove Theorem 2 we will establish that the Hellinger affinity between P and Q 
is not 0. The affinity of two measures vi and 7rZ having densities f,, fi relative to 
some dominating measure v (such as rrl + Z-J is p( ni, n2) = j f i”f:” dv. The 
Hellinger distance between n1 and nZ is H*( rl, m2) = 5 (f :‘* -f :‘2)2 dv. Neither the 
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affinity nor the distance depends on the choice of v; see Grenander (1981, p. 107ff 
and p. 140ff). The crucial identity is 
p(P, Q) =n p(P*“‘, Q”“‘) =n (1 -;H2(P*‘~, Q*“,)}. 
Since P and Q are not singular no term in the product is 0. The infinite product is 
non-zero if and only if 1 H2( P*“l, Q*“z) < 00. Theorem 2 follows from the following 
lemma. 
Lemma 1. Suppose P and Q are as in Theorem 2. 7%en H2(P*“, Q*“) = 0(n2-k). 
We give the proof for the case where P and Q have bounded continuous densities. 
Throughout we take k 2 3. Denote by p(x, n) and q(x, n) the corresponding densities 
of {S(n)- n+cc>/{~r~“~}. Then H’(P*“, 0”“) =l{p”‘(x, n)-q”2(x, n)}‘dx. We 
integrate separately over the events A,, = {x; 1x1 s t,} and A, where we define 
r’, = (2k-4) log n + (2k-3) log log n +log log log n. 
Over A,, the integral is bounded by 
P(I(S(n) - nr*.)ll(n “2a)> t,>+Q(I(S(n)-n/l.)l/(n”‘~)>fn) 
which is o(n’-“) by Theorem 5 of Michel (1976). Over the event A,, we use the 
local central limit theorem of Petrov (1975, Theorem VII.16, p. 207) to write 
Zk-4 
1+ c n-j’2hjy(X)+ rp(x, n) . 
1 I 
Here the hj,p are certain polynomials in x and the remainder satisfies 
IrAx, n)l c 63 
nkp2{1 +/xl}‘“-‘4(x) 
(1) 
with 6, = o(1). A similar expansion holds for q(x, n). The exact form of h, is 
unimportant except that hj,p = h,,, for j < k -2 and h,_,,, # hkpZ,Q. On A, all 
polynomials h,(x) are bounded by some power of log n. Using (1) it follows that 
p(x, n) = 4(x)(1 +0(l)) uniformly for x in A,,. A Taylor expansion of the square 
root then shows 
J {p”‘(x, n) - q1’2(x, n)}’ dx A,, 
2k-4 
C n-“‘Chj,,Cx)-h,,o(x)} 
k-2 
1 
+ rp(x, n)ro(x, n) * dx 
J 
={f+o(l)}n2-k J {hk-z,&)  h-z,&)}2+(X) dx{l +O(l ~ 
=0( n2-k) 
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as desired. Note that we can actually obtain the asymptotic approximation 
n-fp( p*n, Q”“) 3 I (hk-2,dX) - hk-2,Q(x))2+(x) dx/4. 
In the case k = 3 we have nH*(P*“, 0”“) + {Pi - P~( Q)}2/(24a6). 
To prove Theorem 1 we follow Guttorp and Siegel. Let 
n(n; P27.. . > ~k-2)=E((S(n)-n~)k)-n~k. 
Use the estimates k and G2 = G2 given above and define by induction 
m 
$k=c (wi/ni){(Y,-nir.2)k-_77(n,; G2,. . . , Fk-2)llbtn 
where wi = nTwk and b, = 1; wi. To simplify notation take p = 0. Expand 
~k-~k=R,+T,,,+&,+C, 
where 
{XT-PkI lb,, 1 
Yf- 3 X:-T(ni; PI,. . . , pk-2) lb,, 
N,-,+I 1 
B,=T:(Wi/ni){77(nl;P2,.-.,~k~2)-~(ni;~2,...,Bk-2)}/b, 
1 
and 
CT,,, = ; : (fi)’ ; win;-’ Y;-j/b,. 0 j=l .I i=l 
We will show below that T, and R, converge almost surely to 0. We are not 
able to show that B, and C,,, converge to 0 almost surely under the conditions of 
Theorem 1. For this reason we use the ideas of Guttorp and Siegel to choose a 
strongly convergent subsequence. 
Guttorp and Siegel use a variance calculation to show that each of the four terms 
converges in probability to 0. Indeed, their arguments show that there is a sub- 
sequence depending only on the ni and not on the underlying distribution along 
which all four sequences converge almost surely to 0. In the case of B, and C, 
their arguments use only 2k - 2 moments but for T,,, and R, they need 2k moments. 
Our result will thus follow if we show that T, and R, converge almost surely to 0 
under the weaker condition of the theorem. 
According to Kronecker’s lemma R, + 0 a.s. is implied by the convergence of 
if { Wi ,g+, (xf -/-%)}/(nibi). 
I I 
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The partial sums of this series are a subsequence of the partial sums of 
f aj(XT-Pk) 
j=l 
where aj = w,/(n,b,) for N,_, <j< Ni. The latter sums converge almost surely by the 
corollary to Theorem 4.2.6 of Lukacs (1975, p. 89) provided there is a 1 <p G 2 such 
that 
E(lx:--~~l”)C ap<CO. 
For p s 2 -2/k the moment is finite and 
Cap<Cb;Pwicl+ mx-Pdx<a J b, 
for p> 1. 
The following argument to show that T, converges almost surely to 0 is due to 
a referee. We will need the following lemma. 
Lemma 2. There is a constant C(p*, . . . , puzk-J such that 
To prove the lemma let 1 = (I,, . . . , I,,) and m be vectors of non-negative integers. 
Denote X’=fl; Xfl. Then the variance in question is 
1 Cov(X’, X”), 
1.m 
where the sum runs over vectors whose entries sum to k and whose largest entry is 
strictly less than k. If 1, + mi = 1 for any i then the covariance is 0. Thus if A = 
{i: 1, + mi > 0) then card(A) s k. There are no more than nk possible choices for A. 
For each such choice the number of vectors 1, m with I, + mi = 0 for i not in A is 
bounded by a function C,(k) not depending on n. Finally, since Ii + m, s 2k - 2 it 
is easy to see that each covariance is bounded in absolute value by some 
G(Y*, . . . , p2k-2). Take C = C, Cz. 
According to the lemma, 
C Var( winilbi’ [ YF- 2 X,k-T(ni;pU2,..., pk-2) 
N,_,+l I) 
s C(cL2,. . , F2k-2) 1 bi*w, < ~0. 
It follows from Lukacs (lot. cit.) and Kronecker’s lemma that T,,, converges to 0 
almost surely. 
We are unable to show in general that the condition of 2k - 2 finite moments is 
sufficient to avoid the use of the subsequence for the purpose of obtaining strongly 
consistent estimates. If F is known and k>3 then the term C, = 0 and careful 
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induction will permit the verification that B, + 0 almost surely. In the case k = 2 
we are not able to do better than requiring either that there be 2 + E finite moments 
or that the sequence ni be non-decreasing. 
When p is not known we are not able to do the problem completely. In the case 
k = 1 only 1 moment is needed. In the case k = 2 we are able to establish strong 
consistency with 2+ F finite moments. For the case k = 3 we are unable to show 
that any moment condition suffices. We have reduced the problem of strong con- 
sistency to the question of whether or not ~(2 - p)/ b, converges to 0 almost surely 
or not but are simply unable to resolve the problem without further assumptions 
on the n;. Higher values for k lead to other similar questions. 
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