Abstract-This paper proposes a channel estimation algorithm using super-imposed pilots for OFDM systems. The pilot symbols are added linearly to the modulated data symbol at a fraction of the total transmit power, making the method spectrally efficient. We present a series of iterative and non-iterative receivers in which complexity is traded for performance. In particular, a high complexity non-iterative receiver that achieves the theoretically lowest BER and a low complexity iterative receiver that show near-optimal performance are presented. The proposed iterative receiver offers a 50 -98% reduction in complexity over a noniterative receiver having equivalent performance, depending on the modulation used. We observe that the performance of the receiver is independent of the channel's Doppler frequency and delay spread. Finally, we compute an analytic bound for the bit error rate of the proposed non-iterative receiver.
I. INTRODUCTION
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Frequency Division Multiplexing (OFDM) [1] is a multi-carrier modulation technique that comes with an inherent promise of spectrally efficient high data rate transmission and multi-path effect mitigation in wideband wireless systems. In an OFDM system, the available bandwidth is split between the carriers and the bandwidth allocated to each sub-carrier is narrow enough for the channel to be considered flat fading over it. Consequently, OFDM has been selected as the basis for many different high speed wireless standards, e.g., local area network (W-LAN) systems (for example, IEEE 802.11, HIPERLAN2) and for digital audio and video broadcasting (DAB and DVB) in Europe.
For coherent demodulation in an OFDM receiver, the knowledge of each sub-carrier's gain and phase is critical. Often in practice, training symbols known as pilots that are known to receiverà priori, are initially transmitted for channel estimation. Further, pilot symbols are interspersed with data symbols to track the time-varying channel [2] . For example, in 802.11 networks, along with the pilot symbols in the preamble for channel estimation, a few designated sub-carriers are reserved for transmitting pilots to enable channel tracking. However, the addition of pilots cause bandwidth expansion and Manuscript received October 21, 2005 ; revised July 11, 2006 and July 19, 2006 ; accepted September 20, 2006 . The associate editor coordinating the review of this paper and approving it for publication was K.-K. Wong. This work was supported in part by the Nokia Corporation. Some parts of this work appeared in [36] .
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reduce the data rate. For spectrally efficient transmission, blind channel estimation methods that do not use pilot symbols have also been proposed. Existing blind methods primarily use the statistics of the received signal to estimate the channel [4] - [6] . Although blind methods have high spectral efficiency, they converge slower and have high computational complexity.
This paper focuses on a bandwidth efficient pilot arrangement for channel estimation in OFDM systems. The pilots are linearly added on the data and hence called super-imposed pilots. The concept of super-imposed pilots for simultaneous data transmission and channel estimation was first proposed for analog communication systems [7] and extended to digital communication systems in [8] . Subsequently, many flavors of systems with super-imposed pilots have been proposed. In [10] - [13] , the super-imposed pilots are periodic and the resulting cyclostationarity of the received symbols is exploited to estimate the channel using first order statistics. The channel estimation algorithm relied on time averaging over many symbols, thus requiring that the channel be slow varying over a large block of symbols. Hence, such statistical algorithms are limited in the range of channel conditions over which they can be used. Pilot assisted transmission (PAT) for channel estimation has been described in [3] , a specialization of which is the super-imposed pilots. The proposed channel estimation method uses a Kalman filter to estimate the channel and the quality of the channel estimate was the only performance criterion. In contrast to the statistical methods, [9] proposed an maximum likelihood (ML) based receiver for symbols with super-imposed pilots and any arbitrary pilot sequence. Prediction was used to update the channel estimate at each time instant. The primary drawback of such a receiver is the huge computational complexity needed to extract the ML sequence.
In this paper, we propose a joint channel estimation and symbol detection algorithm for OFDM systems with superimposed pilots using a soft-output Viterbi detector. At each subcarrier, the soft-output Viterbi detector, accepts inputs with super-imposed pilots, continually estimates the channel, and outputs soft value of the detected symbol, subject to a minimum squared error constraint between the transmitted and received symbols with super-imposed pilots. Thus effectively, the soft-output Viterbi detector replaces the channel estimation, channel equalization, symbol detection and demodulation blocks in a conventional OFDM receiver. Further, taking advantage of the channel coding in OFDM transceivers, we propose iterative receivers with soft data exchange between the Viterbi detector and channel decoder. The proposed noniterative and iterative modes of receiver operation, allow 1536-1276/07$25.00 c 2007 IEEE for graceful trade-off between performance (e.g., BER) and computational complexity. Specifically, we present results for • A non-iterative receiver that achieves theoretically lowest BER but has high complexity.
• A low complexity iterative receiver with near-optimal performance. The performance of the proposed receivers is assessed using simulations in an OFDM environment with BPSK and QPSK modulations. It is observed that the proposed receivers' performance is agnostic to the block fading channel's coherence time and the root mean square (RMS) delay spread, as long as there is no inter-symbol interference (ISI). The iterative receiver is shown to perform on par with the near-optimal non-iterative receiver, but with almost 50% and 98% savings in the number of arithmetic operations for BPSK and QPSK modulations respectively. Hence the required computational complexity is substantially reduced. We also derive an analytical bound for the bit error rate (BER) of the proposed receiver with QPSK modulation.
The rest of the paper is organized as follows. The system description along with the channel model used is given in Section II. The channel estimation algorithm along with the receiver design is described in Section III. An iterative receiver that uses the turbo-detection principle is presented in Section IV. Numerical results are given in Section V followed by conclusions in Section VII.
II. SYSTEM DESCRIPTION
A. Transmission Strategy
The block diagram detailing the data processing in an OFDM system is shown in Fig. 1(a) . At the transmitter, information bearing symbols are modulated using a typical regular constellation like QPSK or 16-QAM. A known complex pseudo-noise (PN) pilot sequence, p n,t , is added to the unknown data symbols, u n,t , where n is the subcarrier index and t is the time index. The data and pilot sequence belong to a M -ary alphabet depending on the modulation used. However, the pilot sequences are scaled differently from the data symbols. Let ρ denote the fraction of the transmit energy E s allocated to the pilot symbols. Then, the average energy of the pilot symbols is
The resulting sums of data and pilot symbols are referred to as data-pilot (DP) symbols, illustrated in Fig. 2 . The data and pilot symbols are assumed to have the following statistical properties:
• The data and pilot sequences are each i.i.d and zero mean i.e., E[u n,t ] = E[p n,t ] = 0 and
The data and pilot sequences are uncorrelated i.e., E[u n,t p * n,t ] = 0. The DP symbols are segmented into blocks of length N . Each block of DP symbols is then transformed using inverse discrete Fourier transform (IDFT) to generate a time domain symbol block. The last N cp symbols in the block containing time-domain symbols are repeated at its beginning forming the cyclic prefix (CP). The symbols are then sequentially transmitted over a frequency selective channel.
B. Channel Model
The wireless channel is modeled as a standard block fading channel. In each block, the channel is represented using a linear time-invariant, finite impulse response filter. The length of the channel filter, K, depends on the channel bandwidth, F s , and the root mean square (RMS) delay spread, τ d , of 
where, σ
and σ
Fs τ d . Typically, K is chosen as 10F s τ d [14] . The channel thus generated remains fixed for the duration of the coherence time, T c symbols, and changes independently after T c symbols.
III. JOINT CHANNEL ESTIMATION AND DATA DETECTION
The FFT used in OFDM receivers, Fig. 1(b) , transforms the frequency selective channel into a multiplicative scaling of the transmitted symbols at each sub-carrier by a single tap channel. Accordingly, an N -length FFT transforms a K-tap filter given by coefficients h K , into N single tap flat fading coefficients given by f N . The orthonormality of the FFT ensures that each subcarrier can be treated independently, and the block fading nature of the channel results in T c symbols in a sub-carrier sharing the same fading co-efficient. Consequently, the received signal r n,t , after the FFT block in Fig. 1(b) , at the n th subcarrier and time instant t, is given by
where, f n ∈ C is the multiplicative fading coefficient of the channel and z n,t ∈ C is the zero mean AWGN with power σ 2 z . Our objective in this paper, is to design a receiver that jointly estimates the channel and detects data assuming perfect time and frequency synchronization.
A. Optimal Channel Estimate for Block Fading Channel
We now compute the receiver that maximizes the likelihood of the data symbols. The data symbols can be hypothesized from a set whose elements are defined by the modulation order M . For a specific M , it is easy to enumerate all possible data symbol hypotheses for coherence time T c . Accordingly, for a sub-carrier n, there are M Tc possible, T c -dimensional hypothesis vectors, [ũ n,Tc ,ũ n,Tc−1 , . . . ,ũ n,1 ]. Since the noise vector z n is complex Gaussian with zero mean and variance σ 2 z , the likelihood function that a given data hypothesesũ n,Tc ,ũ n,Tc−1 , . . . ,ũ n,1 was transmitted on the n th subcarrier and that the channel estimate isf n , can be written as,
(4) Maximizing the likelihood function is equivalent to minimizing the sum of the exponent terms in (4) . Coherent detection of data symbols involves choosing a hypothesis that minimizes the squared norm in the exponent, given by,
Given a set of data hypotheses,ũ n,Tc ,ũ n,Tc−1 , . . . ,ũ n,1 , the squared error minimizing channel hypothesisf n , is found by equating
The receiver has to exhaustively search among all M Tc possible hypotheses to find the maximum likelihood (ML) data sequence that minimizes the squared norm in (5). The computational complexity of the algorithm, measured in terms of the number of arithmetic operations (multiplications and additions) needed for channel estimation and symbol detection is O(T c N M Tc ). In an OFDM system, the number of subcarriers N is fixed. For a fixed N , with increasing modulation order M , or coherence time, T c , the increase in complexity is exponential. The exponential complexity makes it challenging to implement the algorithm in high data rate environments where higher order modulations are used. We now modify the ML algorithm using the Viterbi detector which is known to efficiently search for the ML sequence.
B. Viterbi Detector
The received vector at sub-carrier n, [r n,1 , r n,2 , . . . , r n,Tc ], is processed over a small sliding time window of length L using the Viterbi algorithm [15] on a suitable trellis. The traditional Viterbi detector, is modified to acceptà priori soft information values about the received signal and also to output the soft information values according to the soft output Viterbi algorithm described in [19] , while implicitly estimating and equalizing the channel. The length of the sliding window, L, and modulation order, M , define the trellis completely as shown in Fig. 3 . There are M L states corresponding to the number of possible data hypotheses over a window of length L. There are M branches coming into and out of every state in the trellis. The channel hypothesis at stage t in the trellis, is now averaged over L data hypotheses associated with a particular stateś of the trellis and the data hypothesisũ n,t of the current transition from that state and terminating in state s of the next stage. The sliding window is used to average the channel hypothesis over L + 1 symbols, and hence, is also called averaging order. Accordingly the channel hypothesis between statesf n (ś, s) is given by,
Let s s t be the vector of surviving states up to state S t = s at stage t in the trellis. The recursive relation for computing the metric for the transition between state S t−1 =ś at stage t − 1 and state S t = s at stage t, derived in Appendix I, is given by,
where M(sś n,t−1 ) is the cumulative metric of the surviving path up to state S n,t−1 =ś,b i,n,t is the BPSK symbol value (+1 if bit is 1 and −1 if bit is zero) of the i th bit in the symbolũ n,t , L a (b i,n,t ) is theà priori soft information about the i th bit in the data symbol at stage t and sub-carrier n and f n (ś, s) is the channel hypothesis computed using (7) .
The soft outputs are calculated by computing the difference between the two highest metrics from among the M merging paths at any state in the trellis. Let s s n,t andŝ s n,t be the two paths with highest metrics at state S n,t = s with metrics M(s s n,t ) and M(ŝ s n,t ) respectively. The path difference between the metrics is computed as,
and s s n,t is chosen to be the surviving state since its metric is higher. It has been shown (equation (35) in [18] ), that Δ s n,t represents the log likelihood ratio (LLR) for the correct decision at stage t.
Typically, with grey coded modulation, the LLRs of only those bits whose value would change across the decision boundary are calculated as [20] ,
where b j,n,t is the BPSK symbol value of the bit whose value changes across the decision boundary, b i j,n,t is the value of similar bits for the path which merged with the ML path but was discarded at stage t and δ is a free parameter typically set to five times the value of the averaging order L. Since the output LLRs of the detector are used asà priori values for the channel decoder, we duplicate the magnitude of the LLR computed in (10) to all the bits in the symbol scaled by their corresponding BPSK symbol value (±1). Thus, the magnitude of the LLRs for both bits in a QPSK symbol are identical, with the sign changing according to the detected symbol.
Hard decisions on the transmitted bit are given by a simple sign detection of the output LLRs and an explicit estimate of the channel may be easily computed using the remodulated hard decisions, denoted by,
The Viterbi detector described above, is designed to process the received DP symbols for channel estimation, without any need for explicit pilot symbols to estimate the channel. Such a blind receiver is found to have a flat bit error rate (BER) response with increasing signal to noise ratio (SNR). The problem is attributed to the lack of absolute phase reference for the receiver and has been discussed in [21] . We use a solution, similar to [21] , where a single pilot symbol (ρ = 1), is initially transmitted to the receiver. The channel estimate from the pilot symbol is used in the initial L + 1 stages of the trellis, and the estimator of (7) is used in the stages following the (L + 1) st stage. The received sequence of T c symbols, now consists of one pilot symbol in the beginning, followed by T c − 1 symbols with super-imposed pilots. In contrast to the single pilot proposed here, conventional training schemes transmit more than one pilot symbol in the preamble of the data packet.
C. Detector Complexity
The complexity of the Viterbi detector is defined by the trellis size. For an averaging order, L, there are M L states in the trellis. The number of states in the detector trellis grows exponentially with L and M . The number of arithmetic operations required for channel estimation and symbol detection across all N sub-carriers and for a coherence time
The averaging order, L, is a design constraint, which can be chosen to be less than T c . In fact, we show using numerical simulations, that for BPSK modulation, an averaging order, L = 5, achieves near optimal ML performance for any coherence time T c > 5 symbols . Clearly, for a fixed N and T c , the complexity of the Viterbi detector(M L ) is significantly lower than the ML receiver(M Tc ). To further reduce complexity, we propose a solution from the realm of iterative detection [23] .
Turbo or iterative receivers exchange soft information between the concatenated components as in the OFDM receiver and have been an area of significant research. The constructive exchange of the soft values between the detector and the channel decoder substantially improves, with every iteration, the overall system performance. Further, we show using simulations, that for BPSK modulation, with just two iterations, an iterative detector with averaging order, L = 2 outperforms a non-iterative detector using L = 5 using substantially lower computations.
IV. ITERATIVE RECEIVER FOR CODED -OFDM
Current state of the art non-iterative processing of the received symbols sees the soft outputs from the detector being forwarded to the channel decoder via an interleaver. The output LLRs of the channel decoder is used to make decisions on the data symbols. Iterative receivers loop this processing by forwarding the LLRs from the decoder asà priori information about the received symbol to the detector. Literature in turbo detection [23] - [29] have shown that such looping substantially improved performance over conventional non-iterative receivers i.e., with a degradation of only 0.6dB from the AWGN channel performance [23] . The performance enhancement comes at the cost of increased latency of the output symbols at the receiver. But, with the emergence of improved algorithms for detection and decoding [30] - [34] , their usage in practical systems has gained increasing acceptance. Thus, as a logical extension to the proposed receiver in Section III, we propose an iterative receiver using superimposed pilots as shown in Fig. 4 .
The proposed OFDM receiver consists of a parallel bank of N Viterbi detectors, corresponding to each of the N subcarriers, and one decoder, as illustrated in Fig. 4 . The mapping of the values from the detector to the decoder and viceversa is done by simple de-multiplexing and multiplexing operations respectively. The conventional turbo processing of the soft information exchange between the detector and decoder forms Loop I in the system. The initial channel estimate, f n,ini for the first iteration is estimated using the single pilot symbol transmitted, where n is the sub-carrier index. For every successive iteration, we use the knowledge of the decoded symbols to estimate an updated channel estimate,f n . To calculate the updated channel estimate, channel estimator block forms Loop II in the system. In the channel estimator, the decoded symbols are re-modulated and multiplexed into their respective sub-carriers. Using the expression in (11), an updated channel estimate is computed, which is then used in the Viterbi detector.
Loop I in the iterative receiver is the conventional turbo receiver where soft information is exchanged between the decoder and detector takes place. For a sub-carrier n, the Viterbi detector described in the preceding section, takes the following inputs -the received symbols,r n,t , the channel estimate vector f n and theà priori soft values, L D e (u n,t ). The detector outputs the soft values of the detected symbols L a (u n,t ). In addition to the extrinsic information from the detector, an estimate of the data symbols computed as,û n,t = tanh
, is also computed. The soft value and the estimate of data symbol from all sub-carriers are then de-multiplexed in a single stream whose i th value is described by L a (u i ) andû i respectively. The extrinsic information for the i th symbol, L e (u i ), can be calculated from the soft values of the detected symbols, as shown
Letx j and L e (x j ) denote the de-interleaved version of the detected data estimates and extrinsic LLRs from the detector respectively. The channel decoder is a modified MAP decoder based on the BCJR algorithm [22] that accepts soft values of input bits and outputs soft values of the coded bits [30] . The soft values at the output of the decoder, L a (x j ), derived in Appendix II, can be shown to be,
where, L e (x j ) is theà priori information from the detector and L The hard decisions of the decoded data symbols are reencoded and interleaved to generate a channel estimate as illustrated in loop II of Fig. 4 . As stated before, the Viterbi detector uses the estimate of the channel from the pilot to initially start the trellis in the first L + 1 stages of the trellis, and estimates the channel from data hypothesis for stages t > L+1. The estimator in (7), though useful when the quality of the channel is unknown, is not effective when improved channel estimates are available. The local averaging in the estimator is subject to local noise variations in the received symbol and is blind to the increased reliability of the channel estimate which is computed using theà posteriori knowledge of the received symbols at the end of the decoder. Thus, the detector is simply set to equalize the received symbols using the computed channel estimate after iteration 1.
A. Iterative Detector Complexity
The iterative receiver is proposed to offset the exponential increase in complexity of the detector with increase in averaging order, L. Recognize that the complexity of the receiver involves two parts, detector and decoder. The design paradigm is to have fewer iterations with smaller averaging order such that, to achieve a set performance level ( say, optimal ML performance), the complexity of the iterative scheme with averaging order L 1 is less than the non-iterative receiver with averaging order L 2 , i.e.,
where i is the number of iterations and C is the complexity of the decoder. Current implementations of the decoder are computationally optimized and are routinely implemented in current generation turbo receivers. However, the actual computational complexity of the iterative receiver depends on the implementation of the decoder. The decoder, like a standard log-MAP implementation, has complexity, C, of the order O N T c (log 2 M )c2 ν−1 , where c is the length of the codeword, ν is the constraint length of the channel encoder. For higher order modulation and small ν, the detector complexity is much higher than the decoder complexity. On the other hand, for large values of ν, the decoder complexity dominates the detector complexity. It turns out that with QPSK modulation and typical constraint lengths used in practical systems, the overall complexity of the receiver is dominated by the detector. We approximate the overall complexity of the receiver as
. Numerical values of the complexity are discussed in the following section.
V. NUMERICAL RESULTS
The performance of the proposed receivers is studied using numerical simulations of an OFDM system based on the IEEE 802.11a wireless local area network (WLAN) standard specification [16] . The standard specifies use of 48 data subcarriers, placed over a F s = 20M Hz channel at a carrier frequency of 5.2GHz, using a N = 64 point IFFT and a cyclic prefix of length 16. The four sub-carriers reserved for the pilots in the standard are left unused. The simulated channel is block fading, and the number of OFDM symbols in the packet varied with the coherence time T c . An RMS delay spread of τ d = 10ns and coherence time of 48μs is considered. The long and short training symbols used for channel estimation [16] , are replaced by a single pilot symbol and the receiver assumes perfect time, frequency and phase synchronization. A rate 
is used in tandem with a block interleaver of size (48 × log 2 (M )), where M is the number of bits per symbol. The simulation parameters are summarized in Table II .
A. Numerical Optimization of Pilot Power Fraction ρ
The average pilot power fraction, ρ, is a critical parameter that determines the performance of the system. Qualitatively, a large ρ implies more power to the pilots and hence better channel estimate. However, a large ρ also implies lower effective SNR for data symbols and consequently, higher BER. Moreover, due to the interdependent nature of data detection and channel estimation processes, a higher BER results in a higher mean squared error (MSE) of the channel estimate, computed using the estimated data, for the same ρ. Thus studying and characterizing this trade-off is crucial in optimizing system performance. In the first set of experiments, we fix the averaging order, L = 2, and vary the pilot power for a given signal to noise ratio (SNR). The plot of BER versus pilot power fraction ρ is given in Fig. 5(a) , for two different values of SNR. For ρ > 0.5, the effective SNR of the data symbols is very low, and meaningful BER cannot be obtained; thus only values of ρ < 0.5 are considered. It can be observed from Fig. 5(a) that the BER is minimized for ρ = 0.05. It should also be noted that the numerical optimization, does not minimize the BER at ρ = 0, which suggests that a small amount of pilot energy super-imposed on the data actually aids in the coherent detection of the data. The initial reduction in the BER with small increase in ρ is concurrent with the fact that the quality of the channel estimate (mean squared error) improves with increasing pilot power. Further increase in ρ results in an increase in BER due to reduction in effective SNR. We plot the variation of the MSE of the channel estimatef n from (11) versus ρ in Fig. 5(b) for two different values of SNR. The variation of the MSE with ρ is similar to the behavior of BER; however the minimum value of MSE occurs at ρ = 0.1. Further, the value of ρ that minimizes BER is around 5% for other values of L. The optimal ρ concurs with the result in [9] which states that the BER is minimized when the pilot power is approximately 5% of the total transmit power. It must be noted that the optimal ρ holds only in the current simulation set-up. For different coherence time T c the optimal values of the pilot power fraction that minimizes BER (ρ BER ) and MMSE (ρ MMSE ) are summarized in Table III . It is seen that with increasing block length for a given SNR, the optimal ρ increases. Where as with increase in SNR, for a given coherence time, the required ρ is smaller. For a coherence time of T c = 48μs, the optimal ρ = 0.05 minimizes the BER for all SNRs. Therefore, we super-imposed the pilots at 5% of the total transmit power for all our simulations. However, a theoretical justification for ρ that minimizes BER or MMSE still remains an open problem.
B. BER Performance
The BER of the proposed receiver are evaluated over 1000 independent realizations of the channel for different values of the averaging order, L, and modulation order, M . In particular, we present results for BPSK and QPSK modulations corresponding to M = 2, 4 respectively. The BER of the proposed receivers are compared to the genie-aided receiver which detects the data from the received signal assuming perfect knowledge of the channel.
1) Non-Iterative Receivers:
We now demonstrate the effectiveness of channel estimation with super-imposed pilots using the proposed algorithm for an uncoded OFDM system. The variation of BER with SNR for BPSK modulation using averaging orders L = 3 and 5 is shown in Fig. 6(a) . Also shown is the performance of the genie-aided receiver, which provides a lower bound on the BER of any iterative receiver. Increasing averaging order improves the BER at a given SNR due to improved channel estimation and efficient equalization at each stage of the trellis. From the figure, we can see that with averaging order, L = 5, the BER of proposed receiver nearly equals the genie-aided receiver performance.
The proposed receiver's performance with QPSK modulation is given in Fig. 6(b) . For comparison, the performance of a conventional training based channel estimation method is also shown. Training based channel estimation in 802.11a use the transmitted long and short training symbols in the preamble of the packet to estimate the channel. If there are n pilot symbols, since the channel is block fading, the channel estimate from the first n received symbols equalize the channel in the (T c − n) OFDM symbols that follow. It can be clearly seen in Fig. 6(b) that the proposed system using superimposed pilots gives lower bit error rates than the conventional estimation scheme employed in the 802.11a networks. We also plot the BER of a genie-aided receiver. The BER of a genieaided receiver using QPSK modulation is analytically derived in Appendix III and is given by,
where,γ b =
f , is the average signal to noise ratio and σ 2 f is the variance in the channel coefficients. For averaging order, L = 6, the performance of the proposed receiver nearly equals the bound. Thus, increasing the averaging order beyond 6 results in only a marginal improvement in performance. Further, we recognize that using averaging order to 4, results in a very small loss in performance, but substantial savings in terms of complexity. Hence, the proposed receiver offers graceful trade-off of complexity with performance.
The BER of the proposed receiver with rate 1 2 channel coding is shown in Fig. 7(a) for averaging orders L = {2, 4, 5} and BPSK modulation. As in the uncoded case, the performance of the receiver with channel coding at averaging order, L = 5, almost equals that of the genie-aided based receiver. Similarly, with QPSK modulation and the same rate 1 2 channel code, near-optimal BER is achieved at L = 6 as shown in Fig. 8(a) . We observe that the performance curves plotted do not change with changing RMS delay spread or the coherence time of the channel. The RMS delay spread is adequately compensated by the length of the cyclic prefix in the OFDM symbol, ensuring no ISI. Therefore no-ISI ensures the invariance of the performance to the RMS delay spread. We tested our algorithm for varying packet sizes with the minimum size corresponding to a coherence time of 12.8μs and found that the BERs did not vary with changes in the length of the packet. The invariance in performance to the coherence time is due to the fact that changes in coherence time changes the number of OFDM symbols in the packet, but the channel remains fixed.
2) Low Complexity Iterative Receivers: Recall that the goal in designing iterative receivers is to achieve superior BER (equalling lower bound if possible) at reduced complexity. The performance of the iterative receiver with BPSK modulation and averaging order, L = 2, is shown in Fig. 7(b) . It can be observed, that the BER after iteration 2 almost equals that of the non-iterative genie-aided receiver. Further, most of the gain of the iterative receiver is obtained after the second iteration. Increasing the number of iterations beyond 2 result only in marginal improvement in BER.
Also, from Fig. 7(b) , it can be seen that the performance 
of the genie-aided receiver can also be improved with iteration due to the exchange of soft information between the detector and decoder. We also notice a performance gap of 1dB between the second iteration of genie-aided receiver and the iterative receiver with L = 2. We observed using simulations, that increasing the averaging order to L = 5, the performance of the iterative receiver is nearly that of the iterative genie-aided receiver, similar to the non-iterative case. The performance improvement for the iterative receiver with increasing averaging order is similar and is not shown. The BER of an iterative OFDM system, with QPSK modulation is plotted in Fig. 8(b) for 4 iterations and averaging order L = 2. The results are similar to the iterative receivers using BPSK modulation, in that, there is very little gain after the third iteration. But unlike in the BPSK case, we see that the we achieve the performance of the genie-aided receiver only at the third iteration.
VI. COMPLEXITY ANALYSIS
Of the detectors proposed in the paper, i.e., ML, Viterbi and iterative Viterbi, ML is optimal. However, we showed via simulations that Viterbi and iterative Viterbi perform nearoptimal at different complexities. The overall complexity of each detector to achieve ML equivalent performance with QPSK modulation is summarized in Table IV . While for really fast fading channels (small T c ), the complexities of the detectors may be comparable, for slow fading channels(large T c ), the reduction in complexity with the iterative receivers is substantial. Since, the typical usage of WLANs is in stationary and slow moving environments, where the channel is slow fading, the effect of reduced complexity is emphatic.
The complexity of the iterative receiver with BPSK modulation, set to perform only two iterations,i = 2, with averaging order, L = 2, is substantially less than that of a non-iterative receiver with averaging order, L = 5. The performance of both the receivers under consideration, are almost the same and are closest to the genie, as can be seen from Figs. 7(a) and 7(b). In the current simulation set up, the number of arithmetic operations in terms of the coherence time, T c , for two iterations of the iterative receiver with L = 2 is of the order of O(max(2T c ×48×2 2 , 2T c ×48×2×2 2 )) = 768T c . In the same simulation set up, the non iterative receiver with L = 5 takes about O(max(T c ×48×2 5 , T c ×48×2×2 2 )) = 1536T c arithmetic operations in the detector. By using the iterative process, the decoder saves about 50% in arithmetic operations needed to achieve the same result as the non-iterative case for block fading channels.
With QPSK modulation, the savings are more substantial.
The number of iterations required to achieve near optimality is i = 3, with averaging order L = 2. Similar performance with an non-iterative receiver is achieved at L = 6. The total number of computations in the iterative receiver in terms of the coherence time is calculated to be
)) = 2304T c operations. In the same simulation set up, the non-iterative receiver needs O(max(T c × 48 × 4 6 , T c × 48 × 2 4 )) = 196608T c arithmetic operations, which amounts to about 98% savings in computational power. It should be noted that in commercial applications, where a larger constraint length channel code is used, the reduction in complexity might not be this dramatic.
VII. CONCLUSION
High spectral efficiency is an important goal in designing high rate, next generation transceiver systems. Pilots that are linearly super-imposed on the data achieve that goal, in that, there is no bandwidth expansion due to pilot symbols. In this paper, we apply the concept of super-imposed training for channel estimation in OFDM systems. Our approach in this paper was to leverage the presence of super-imposed pilots to obtain better channel estimates while ensuring data detection does not suffer. Such a complementing interplay between channel estimation and data detection in the Viterbi detector results in a near-optimal BER performance as has been established by simulations. Further, we also showed that the Viterbi detector with super-imposed pilots outperforms the conventional training based channel estimation currently used in 802.11a systems. We proposed iterative and noniterative receivers whose operating modes trade-off performance and computational complexity. The BER performance of the proposed receivers was invariant over a wide range of channel coherence times. Hence, the proposed receivers are applicable equally to fast and slow -varying channels. The receivers' robustness to multipath delays in the channel makes it an attractive option for channel estimation in ultra wide-band (UWB) systems where the number of multi-paths are irresolvable.
A theoretical basis for optimal pilot power fraction that minimizes the BER is still elusive. Future work in this area should focus on optimizing pilot power fraction, sequence and their placement in the data sequence. In this paper, we estimate the channel at each sub-carriers independently without exploiting the correlation of channel impulse response across subcarriers. It is our belief, that exploiting the correlation among sub-carriers could help in designing simpler receivers. The use of super-imposed pilots in systems with spatial diversity and in multi-user environment is another rich area for exploration.
APPENDIX I THE SOFT-OUTPUT VITERBI DETECTOR METRIC
We state in this appendix, relevant modifications to the derivation of the metric for the soft-output Viterbi detector given in [18] . The conditional probability density function, g(r t /u t ,f ), of the received signal at time t, can be written as:
We define the transition probability, γ t (ś, s), at time instant t, between states S t−1 =ś and S t = s as, γ t (ś, s) = g(r t , S t = s/S t−1 =ś) = g(r t /S t = s, S t−1 =ś)g(S t = s/S t−1 =ś)
For the Viterbi detector to choose the correct ML sequence, the probabilities of surviving paths of all states in the trellis need to be evaluated. 
The above simplification is valid because the received symbol probability, g(r j≤t ), is path independent. The independence of noise values from one sample to another is used to simplify g(s 
The computation of the probability, g(s s t , r j≤t ), is fundamental to ML sequence computation in the Viterbi algorithm. However, computing these probabilities can lead to numerically instability. Hence, for stable implementations, we take the logarithm of the computed densities. We define the metric of the surviving path, s 
Substituting the expression for γ t (s,ś) from (17) in (20), and expanding the logarithm, we get, 
M(s
Ignoring the constant term, ln
, we get the expression for the metric in (8) .
APPENDIX II BLOCK SOFT-IN SOFT-OUT (SISO) DECODER
This appendix describes the SISO algorithm that calculates the soft output for the coded bit stream [30] based on MAP algorithm. Consider a rate 1 2 systematic convolutional code. Let d l be the input data symbol, c l be the output code symbol at stage l in the trellis. The relation between the code word at stage l in the trellis and the data estimates at time j and j + 1 respectively is given by,
We use the following identity: δ(a 1 , . . . , a L ) is the correction term and that can be computed using a look-up table [30] . The max * operation is defined as maximization plus a correction term.
Define trellis edge, e, beginning at stateś(e) and ending at s(e). Let d l (e)c l (e) be the codeword associated with the edge e at stage l in the trellis. At stage l in the trellis, the forward and backward recursion can be written as, The soft value at the output of the decoder can be obtained as,
