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Abstract: We propose and experimentally validate the use of rotational echo 
responses for obtaining the degree of molecular alignment induced in a gas. The 
method is independent of various parameters that are hardly accessible in most 
experimental configurations such as the effective length of interaction and the gas 
density as it relies on the intrinsic, self-contained dynamics of the rotational echo 
response.  
 
Introduction: 
Coherent control of molecular rotations has been thoroughly studied and vastly 
utilized in the last three decades. Motivated by obtaining spectroscopic signatures 
from the molecular frame, researchers have invented a large and sophisticated 
toolbox for controlling the angular distribution of gas phase molecules via their 
interaction with strong laser pulses  [1–5]. In fact, the field of rotational control has 
evolved in parallel to and from rotational coherence spectroscopy that aims to 
obtain accurate measurements of molecular rotational coefficients, from which the 
molecular structure can be deduced  [6,7].  
The basic physics of laser-induced rotational dynamics of linear molecules is well 
understood: an ultrashort laser pulse interacts with the molecules via their 
anisotropic polarizability and applies an effective torque that rotates them toward 
the polarization axis of the pulse. Shortly after the interaction (tens – hundreds of 
femtoseconds later) the rotating molecules become aligned, i.e. with their molecular 
axes preferentially lying along the polarization axis of the excitation pulse (taken as 
the z-axis). As the molecules continue to rotate freely, they dephase and regain the 
isotropic angular distribution shortly after [8,9]. However, the quantum mechanical 
nature of molecular rotation imposes quantization of the angular momentum and of 
energy levels with 𝐸𝐽,𝑚 = ℎ𝐵𝑐𝐽(𝐽 + 1) where 𝐽 is the rotational quantum number, 𝐵 
is the molecular rotational coefficient in [𝑐𝑚−1], 𝑐 is the speed of light and ℎ is 
Planck's constant. This quantization manifests in periodic recurrences of aligned and 
anti-aligned angular distributions of the ensemble throughout the coherent 
evolution of the ensemble with a period given by 𝑇𝑟𝑒𝑣 = 1 2𝐵𝑐⁄ , also termed "the 
rotational revival period". 
 
Quantifying the degree of alignment: 
In many experiments it is highly desirable to quantify and report the exact degree of 
angular anisotropy induced in the gas, and in some cases even crucial. This may be 
achieved by Coulomb explosion imaging  [10–13] that provides access to the actual 
angular distribution of molecular axes however, applies to low density gas samples 
with single or up to few tens of molecules at the interaction region. However, for 
experiments and applications such 
as HHG  [14,15], collisional cross section measurements  [16–18], modification of 
the optical properties of the medium  [19] and many others, sufficiently higher 
densities (with effective pressures of few torrs or higher) are necessary. In such 
experiments, the degree of molecular alignment is extracted from time-resolved 
optical birefringence measurements (TROB) [20,21]. TROB relies on the transient 
birefringence induced in the gas as the latter periodically attains anisotropic angular 
distributions. This birefringence is sampled by a weak probe pulse that propagates 
through the anisotropic medium and analysed for changes in its polarization. 
Typically reported birefringence values are 10−6 < Δ𝑛 < 10−5 and are induced by a 
short laser pulse with intensity 1013~1014
𝑊
𝑐𝑚2
 [22–25]. The birefringence is directly 
related to the desired degree of molecular alignment, Δ𝑛 =
3𝑁Δ𝛼
4𝜀0
〈〈Δ cos2 𝜃〉〉 (1), 
where 𝑁 is the gas density, Δα is the polarizability anisotropy (Δ𝛼 = 𝛼∥ − 𝛼⊥ the 
difference in polarizability components parallel and perpendicular to the molecular 
axis) and 〈〈Δ cos2 𝜃〉〉 is the change in alignment averaged over the thermal 
ensemble. The birefringence is experimentally deduced using the relation: 
Δ𝐼
𝐼
= sin (
𝜔𝐿
𝑐
∙ Δ𝑛) (2), where 𝐼 and Δ𝐼 are measured experimentally (
Δ𝐼
𝐼
 is the 
intensity modulation of the probe), 𝜔 is the optical frequency of the probe and 𝐿 is 
the length of interaction between pump and probe beams. In what follows we refer 
to the method for extracting the alignment factor as 'the conventional method'.  
Inherent problems of the method: 
From all of the above, in order to extract the alignment factor from the experimental 
data, one must accurately know the experimental parameters: 𝑁, 𝐿 and Δ𝛼. While 
Δ𝛼 can be found in spectroscopy databases (such as https://cccbdb.nist.gov/), may be 
calculated [26] or measured by other means [27,28], the variability in the reported 
values often exceed to 10-20% [29]. The experimental parameters 𝑁, 𝐿 often remain 
highly elusive depending on the exact experimental configuration . For example, in 
experiments on cold ensembles expanded from molecular jets  [30], the density of 
the gas strongly depends on the distance from the nozzle at which the interaction 
takes place in addition to its geometry, the backing pressure etc. These parameters 
also govern the effective length of interaction and the density gradient across the 
molecular beam and altogether may result in large deviations in the extracted 
degree of alignment. In case of a static gas cell (with accurately known gas density 
and temperature), the length of interaction(𝐿), may still be inaccurately defined in 
both the crossed-beam or collinear pump-probe geometries. A typical length of 
interaction may be estimated as the Rayleigh range of the two collinear beams, but 
clearly this is merely an approximation. In the crossed beam geometry, the length of 
interaction is also only roughly estimated, and the intensity gradient of both beams 
as they cross imparts additional uncertainties. In addition, the time-resolved optical 
birefringence signal is a convolution of the alignment response of the gas and the 
probe pulse. Therefore, in order to accurately obtain the birefringence signal one 
should deconvolve the signal with respect to well-characterized probe pulse 
duration. We note once more that in many experiments that aim to explore the 
rotational dynamics, the exact degree of alignment obtained may not be of much 
importance and indeed in many cases, it is not reported at all. Whether since it is 
hardly accessible (as described above), or just not important enough - one can only 
speculate. 
In this letter we propose and demonstrate the use of the rotational echo response as 
an intrinsic observable for the experimental calibration of the alignment factor. The 
method is decoupled from both the interaction length and the gas density and relies 
on the unique dynamical features of rotational echoes [31–33] and specifically the 
oscillatory dependence of the echo amplitude with the intensity of the rephasing 
(2nd) pulse.  
Alignment echoes are rotational responses of molecular rotors, induced by two, time 
delayed laser pulses and have attracted much attention recently as they enable 
characterization of the decoherence rate in gas phase molecular ensembles and 
demonstrate rich and interesting coherent dynamics [31–40]. Very briefly, the first 
pulse (applied at t=0) creates a coherent rotational wavepacket that evolves under 
field-free conditions.  The second pulse (applied at t = Δ𝜏) effectively reverses the 
wavepacket dynamics which results in the rephasing of the rotational wavepacket at 
t = 2Δ𝜏 that manifest in anisotropic angular distribution that was induced by the 
first pulse, only in the reversed time-evolution. We have recently studied the 
dependence of alignment echoes on Δ𝜏 and on the pulses' intensities [31,32] and 
have found that unlike echo in a two-level system (as in spin-echoes [41]), multi-level 
molecular rotors manifest much richer and more complicated echo responses that 
depend on both Δ𝜏 and the intensity of the rephasing pulse interweaved together. 
Specifically we have shown that for a fixed delay Δ𝜏 between the pulses, the echo 
signal amplitude (S𝑒𝑐ℎ𝑜) depends on the intensity of the second pulse (𝑃2) as 
𝐼𝑒𝑐ℎ𝑜 ∝ 𝑠𝑖𝑛
2(𝑎 ∙ 𝑃2). While this oscillatory dependence imposes hurdles to the 
implementation of echo spectroscopy in molecular rotors, the ability to identify and 
locate the maximal echo signal is a key feature for the proposed alignment factor 
calibration scheme as described hereafter.  
Figure 1a shows a typical time-resolved optical birefringence measurement of 
carbonyl-sulfide (OCS) gas sample induced by two short laser pulses (~100fs pulse 
duration). The alignment signals induced by each pulse selectively are marked in the 
figure as well as the echo signal induced by the action of both pulses (here 
Δt ≅ 16𝑝𝑠 and the echo signal observed at 2Δt ≅ 32𝑝𝑠). The Echo amplitude, Secho 
is quantified as the peak-to-peak amplitude as marked in the figure. 
 
Figure 1: Methodology. (a) time-resolved scan of the rotational dynamics induced in 30torr OCS gas 
by two laser pulses with Δτ = 16ps apart. The resulting signals are marked in the figure. (b) 
Measurement of the echo amplitude (Secho) as a function of the 2
nd
 pulse energy from which the 
experimental P2
max(=10.5 ± 0.5μJ ) is obtained. The delay between the pulses was set to Δτ = 6ps. 
(c) Simulated results of figure (b) in arbitrary units of the simulation for the case of figure (b) to obtain 
the simulated P2
max. (d) Simulated alignment induced by the P2
max found in figure(c) as a single pulse 
resulting in 〈〈Δ cos2 θ〉〉 = 0.0272. From this example we deduce that a single pulse with 10.5 ±
0.5μJ induces an experimental 〈〈Δ cos2 θ〉〉 = 0.0272 at the 1/2 Trev.    
Figure 1b depicts the experimental echo signal amplitude (peak-to-peak) from OCS, 
obtained with two pulses with Δ𝜏 = 6𝑝𝑠 as a function of the 2nd pulse energy, 
showing the sinusoidal squared dependence described above and in  [32]. A finer 
scan of P2 pulse energy (expanded by the green dashed lines in Figure 1b) provides 
accurate identification of P2
𝑚𝑎𝑥 i.e. the energy of the 2nd pulse that yields a maximal 
echo signal and will serve as an anchoring point in our calibration. Next, we 
performed a set of simulations for the echo response of OCS with Δ𝜏 (= 6𝑝𝑠) and 
varying P2 energies (intensities). The simulated Secho vs. P2 energy is depicted in 
Figure 1c from which we extract the simulated P2
𝑚𝑎𝑥=4.7 (in the arbitrary units of the 
simulation) as marked by the blue dashed line. Using this value we calculate the 
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degree of alignment that is induced by the simulated P2
𝑚𝑎𝑥 pulse when applied 
alone, resulting in 〈〈Δ cos2 𝜃〉〉 = 0.0272 at the half revival as shown in Figure 1d. 
With the above information at hand, we return to the experimental setup, block the 
1st pulse and induce molecular alignment with the experimental  P2
𝑚𝑎𝑥 (10.5 μJ) 
alone. The experimental alignment peak at 1/2Trev is now calibrated to 
〈〈Δ cos2 𝜃〉〉 = 0.0272. In fact, since the value of 〈〈Δ cos2 𝜃〉〉 = 0 is readily provided 
by the measurement (with both pump beams blocked), one is able to obtain a 
decent calibration even with only two data points obtained. The proposed method 
relies on the ability to experimentally identify the P2
𝑚𝑎𝑥 value in a two pulse echo 
experiment. Thus, it is crucial that P2
𝑚𝑎𝑥 is decoupled from P1 intensity. This has been 
verified both experimentally and theoretically and reported in our previous work 
(see Figure 3b in [32] and associated text). 
Note that in Fig.1b and associated text, we refer to the pulse energy (in [μJ]) instead 
of characterizing our pulse by its intensity (in [W/cm2]). We deliberately report the 
pulse energy since our calibration technique does not require knowledge of the 
pulse intensity (for both the experiment and the simulation) and since potential 
users of the technique are also expected to characterize their excitation pulse by 
measuring the power of the excitation beam just like we do. Furthermore, the 
measured pulse energy can directly translate to pulse intensity since the beam 
diameter, its focusing parameters and pulse duration remain unchanged throughout 
our experiment.   
To further improve the proposed calibration method, one would naturally need to 
obtain several calibration points that span a range of alignment factors induced by 
the 2nd pulse. This can be done by repeating the experimental scheme described 
above for different delays between the two pulses.  
 
Figure 2: Construction of the 
calibration curve. (a) 
Simulated alignment 
responses for five different 
delays between pulses (in 
units of Trev). The first pulse 
intensity is kept fixed 
(highlighted in red) and the 
second pulse intensity was 
numerically scanned to find 
𝑃2
𝑚𝑎𝑥  for each of the delays 
separately (highlighted in blue, given in the arbitrary units of the simulation). On the right to each 
panel we plot the simulated alignment at 1/2Trev induced by each of the 𝑃2
𝑚𝑎𝑥  selectively. (b) 
Calibration curve derived from the simulated results of (a). The alignment at the peak of the 1/2Trev 
signals vs. the delay (blue curve) and 𝑃2
𝑚𝑎𝑥  (red curve). Note that we have simulated few more delay 
points to construct figure (b) and are not shown in fig. (a).  
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Figure 2a depicts simulated alignment responses for five different delays between 
the two pulses. The intensity of the first pulse was kept fixed in all of the simulated 
scans. For each delay Δ𝜏 between pulses we performed a series of simulations with 
varying P2 intensities (as in Fig.1c, not shown here) from which we extract P2
𝑚𝑎𝑥 i.e. 
the P2 intensity that gives rise to the maximal echo response (shown in Fig.2a). Note 
that the maximal echo signals are of equal amplitudes regardless of the 
delay  [32,33]. The extracted P2
𝑚𝑎𝑥 values were fed back into the simulation as a 
single pulse excitation, the alignment signals at the 1/2Trev (blue signals in Fig.2a) 
obtained and their peak values (red circles) recorded. The latter are plotted in Fig.2b 
against Δ𝜏 between pulses (blue circles, x-axis at the bottom) and against 𝑃2
𝑚𝑎𝑥  (red 
squares, x-axis at the top). Thus, Fig.2b serves as a calibration curve, providing the 
association between the experimental 𝑃2
𝑚𝑎𝑥  values (obtained in echo 
measurements) and simulated 〈〈Δ cos2 𝜃〉〉 values. We note that since the 
dependence of P2
𝑚𝑎𝑥 on Δ𝜏 is an oscillatory function with a period of 
1
4
𝑇𝑟𝑒𝑣 [32], the 
relevant range for the calibration curve is therefore 0 < Δ𝜏 <
1
8
𝑇𝑟𝑒𝑣.  
General aspects of the calibration method:  
The simulations shown in Fig.2 were performed for OCS gas (with B=0.203cm-1) at 
ambient temperature (300K) and the pulse envelope taken as Gaussian with 𝐼1(𝑡) =
𝑃1 × exp [−𝑡
2/𝜎2], 𝐼2(𝑡) = 𝑃2 × exp [−(𝑡 − ∆𝜏)
2/𝜎2], both with a full width half 
maximum (FWHM) of 100fs (as in our experiment). Linear molecules like OCS are 
modelled as quantum mechanical rigid rotors and their dynamics calculated by 
numerically propagating the density matrix 𝜌 in time via the Liouville-Von Neumann 
equation 
∂ρ
𝜕𝑡
= −
𝑖
ℏ
[𝐻, 𝜌] where 𝐻 =
?̂?2
2𝐼
+ ?̂?. The interaction term for the 
nonresonant rotational excitation is given by ?̂? = −
1
4
∆𝛼|𝐸(𝑡)|2𝑐𝑜𝑠2𝜃.  
We note that the results in Fig.2b are independent of P1-the intensity of the first 
pulse and depend only on P2-the intensity of the second pulse and the delay 
between the two pulses, ∆𝜏, given in units of the quantum revival period for 
generality. The simulated P2 intensities (given by the red x-axis on the top of Fig.2b) 
are provided in the arbitrary units of the simulation, i.e. do not require prior 
knowledge of the molecular polarizability anisotropy (∆𝛼) or the experimental pulse 
intensity |𝐸(𝑡)|
2
 (the latter strongly depends on the overlap of the pump and probe 
beams at the interaction region, on the exact focusing parameters and the position 
of the focus). Instead, in order to use Fig.2b for calibration of the experimental 
〈〈Δ cos2 𝜃〉〉, one needs to identify few experimental 𝑃2
𝑚𝑎𝑥  values from echo 
experiments performed with different ∆𝜏's and associate them with 〈〈Δ cos2 𝜃〉〉 (as 
shown by the red curve) to replace the simulated P2 intensities with the 
experimental ones (e.g. by measuring P2 with a power meter). Once completed, a 
linear calibration curve of 〈〈Δ cos2 𝜃〉〉 vs. P2 (in units of [Watt] or [Joule]) is obtained. 
Note that the calibration map does not depend on the elusive gas density (N) and 
the interaction length (L) since it relies solely on the intrinsic rotational echo 
response of the molecules. Furthermore, the experimental alignment signal 
(measured by the conventional method) is convolved with the probing pulse 
intensity profile. Thus, in order to extract 〈〈Δ cos2 θ〉〉(𝑡) one must deconvolve the 
time-resolved signal with respect to the probe pulse. The proposed scheme 
inherently overcomes the need for deconvolving the alignment from the raw signal 
since it provides direct 'tagging' of the detected signal with its corresponding value 
of 〈〈Δ cos2 θ〉〉.  
Comparison with the conventional characterization method  
To test the calibration scheme described above we performed an experimental 
comparison with the conventional method. Since the conventional method requires 
knowledge of the gas density (which is readily available in our static gas pressure 
cell) and the length of interaction (that is hardly accessible in collinear beams 
geometry), we modified our setup to cross-beams geometry (where the collinear 
pump beams are crossed by the probe beam at a small angle) in which we can 
experimentally determine the length of interaction as shown in Fig. 3. To 
compensate for the low signal level (owing to the short length of interaction), we 
used a sample of 90 torr carbon disulfide gas (CS2) chosen for its large polarizability 
anisotropy Δ𝛼 = 8.74Å3 (taken from [42], however note that different sources 
report values ranging from 8 − 9.3 Å3). The interaction length at the beams crossing 
was measured by polarization Kerr gating with a 180𝜇𝑚 thick glass slab as the Kerr 
medium, mounted on a linear stage and translated along the interaction of the two 
beams. The change in refractive index of the kerr medium is given by 𝑛 = 𝑛0 +
𝑛2𝐼𝑝𝑢𝑚𝑝 with 𝐼𝑝𝑢𝑚𝑝 the intensity of the pump pulse, namely, Δ𝑛 ∝ 𝐼𝑝𝑢𝑚𝑝. The 
birefringence induced in the Kerr medium is sampled via the same time-resolved 
optical birefringence setup described above and the detected signal is given by 
ΔI
I
= sin (
ωL
c
∙ Δn). With our pump pulse intensity significantly reduced to avoid 
damaging the glass Kerr medium and the short length of interaction dictated by the 
width of the glass (L = 180μm), the maximal modulation obtained was 
ΔI
I
~0.16, 
and directly characterize the experimental length of interaction. 
Figure 3a depicts the depolarization signal as a function of delay between pulses and 
position of the glass, the maximal signal in each position of the Kerr medium 
(depicted by the dashed red line) is fitted to a Lorenzian (Fig. 3b) with a full width 
half maximum of 789 ± 87𝜇𝑚.  
 Figure 3: Kerr gate measurement results with a 180μm glass slide as the Kerr medium. (a) Probe 
depolarization measurement at different pump-probe delay and positions of the glass slide (the latter 
is mounted on a  stage and scanned along the beam propagation direction). (b) a cross section along 
the maximal signal points in Fig.3a, depicted by the dashed red line. The length of interaction is 
extracted from the Lorenzian fit with FWHM of 789 ± 87μm.  
Next, we performed the suggested experimental scheme for three different delays 
between pulses Δτ = 4ps, 10ps, 16ps. For each delay we extracted the P2
max value 
(4.4 μJ, 2.3 μJ, 2.0 μJ respectively), applied each pulse alone to align the CS2 
ensemble and recorded the modulation 
ΔI
I
 values (0.127±0.017, 0.044±0.014, 
0.027±0.015 respectively) at the 1/2Trev alignment peak. Using 〈〈Δ cos2 θ〉〉 =
ΔI
I
∙
c
ω
∙
4ε0
3NΔαL
 (3) (where we use the small angle approximation 
ΔI
I
≈
ωL
c
∙ Δn) and the 
measured interaction length L = 789 ± 87μm (Fig. 3) we extract the values of 
〈〈Δ cos2 θ〉〉𝑐𝑜𝑛𝑣𝑒𝑛𝑡𝑖𝑜𝑛𝑎𝑙 = 0.043 ± 0.008, 0.015 ± 0.005, 0.009 ± 0.005  
respectively. The simulated alignment factors using the proposed calibration method 
yielded 〈〈Δ cos2 θ〉〉𝑝𝑟𝑜𝑝𝑜𝑠𝑒𝑑 = 0.0491, 0.0211, 0.0161 for the three delays 
respectively. We attribute the discrepancy between the two methods to the 
collisional decoherence experienced by the molecules and affects the conventional 
method, and was not taken into account in the proposed method- hence the lower 
values of the former compared to the latter. Thus, to take the collisional 
decoherence in account we performed a long scan of the 90torr, CS2 sample and 
quantified the signal decay rate of 𝛾 = 3.9 × 10−3𝑝𝑠−1 (using the same 
quantification metric as in [16,43]). This results in a decrease of 26%  in the 
alignment signal at the 1/2Trev (exp[−0.0039𝑝𝑠−1 × 76𝑝𝑠] ≅ 0.74) from its 
simulated value. Thus, the corrected 〈〈Δ cos2 θ〉〉𝑝𝑟𝑜𝑝𝑜𝑠𝑒𝑑 
becomes(0.0365, 0.0157, 0.0120), in good agreement with the experimental values 
(0.043 ± 0.008, 0.015 ± 0.005, 0.009 ± 0.005 ) and as clearly shown, within the 
uncertainty of the conventional method.  
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Conclusions 
We have utilized the non-monotonic, oscillatory behavior of rotational echoes to 
obtain intrinsic, self-contained anchor points for calibrating the laser-induced 
alignment factor.  The proposed scheme is decoupled from the molecular 
polarizability, the interaction length and the gas density, that are hardly accessible in 
most of the configurations used in rotational dynamics experiments. We note 
however, that the calibration of the alignment factor does depend on temperature 
(the initial population distribution) through the simulated dynamics that can be 
extracted from the time-resolved alignment scan with a single excitation pulse  [44] 
even if the density at the interaction region remains unknown. The technique can be 
applied in virtually all experimental setups as it depends on the intrinsic molecular 
echo responses and decoupled from the more elusive experimental parameters that 
are necessary for determining the degree of alignment via the conventional all-
optical method. The proposed scheme was tested by comparing to the conventional 
method with good agreement between the two (with cross-beam geometry, well-
defined gas density etc.). However, we note that in more desirable experimental 
conditions (e.g. molecular jet-expansion, collinear beam geometry to accommodate 
measurements of dilute gas samples) the direct comparison between methods is 
effectively impossible due to the uncertainties in the experimental parameters 
necessary for carrying out the conventional alignment characterization method. Such 
situations further reflect the dramatic advantages of our intrinsic, self-contained 
method for alignment factor characterization. 
Acknowledgements 
The authors acknowledge support of the Wolfson Foundation (Grants No. 
PR/ec/20419 and PR/eh/21797), the Israel Science Foundation – ISF (Grants No. 
1065/14, 926/18, 2797/11 and by INREP—Israel National Research Center for 
Electrochemical Propulsion. 
 
References: 
[1] H. Stapelfeldt and T. Seideman, Rev. Mod. Phys. 75, 543 (2003). 
[2] M. Lemeshko, R. V. Krems, J. M. Doyle, and S. Kais, Mol. Phys. 918, 1648 (2013). 
[3] Y. Ohshima and H. Hasegawa, Int. Rev. Phys. Chem. 29, 619 (2010). 
[4] S. Fleischer, Y. Khodorkovsky, E. Gershnabel, Y. Prior, and I. S. Averbukh, Isr. J. Chem. 52, 
(2012). 
[5] C. P. Koch, M. Lemeshko, and D. Sugny, Rev. Mod. Phys. 91, (2019). 
[6] P. M. Felker, J. S. Baskin, and A. H. Zewail, J. Phys. Chem 90, 124 (1986). 
[7] P. M. Felker, J. Phys. Chem. 96, 7844 (1992). 
[8] S. Ramakrishna and T. Seideman, Phys. Rev. Lett. 95, 113001 (2005). 
[9] Following the interaction with the pulse and the initial alignment, a typically small level of 
permanent alignment is maintained. For details about the permanent degree of alignment we 
refer the readers to: S. Fleischer, R. W. Field, and K. A. Nelson, Arxiv 1405.7025 (2014).  
[10] K. F. Lee, D. M. Villeneuve, P. B. Corkum, A. Stolow, and J. G. Underwood, Phys. Rev. Lett. 97, 
173001 (2006). 
[11] J. J. Larsen, K. Hald, N. Bjerre, H. Stapelfeldt, and T. Seideman, Phys. Rev. Lett. 85, 2470 
(2000). 
[12] D. Pentlehner, J. H. Nielsen, A. Slenczka, K. Mølmer, and H. Stapelfeldt, Phys. Rev. Lett. 110, 
093002 (2013). 
[13] A. S. Chatterley, B. Shepperson, and H. Stapelfeldt, Phys. Rev. Lett. 119, 073202 (2017). 
[14] F. Calegari, G. Sansone, S. Stagira, H. Soifer, B. D. Bruner, M. Negro, H. Yun, J. Yun, G. H. Lee, 
W.-H. Xiong, L.-Y. Peng, Q. Gong, J. P. Marangos, A.-T. Le, H. Wei, C. Jin, B. D. Bruner, H. Soifer, 
D. Shafir, V. Serbinenko, O. Smirnova, and N. Dudovich, J. Phys. B At. Mol. Opt. Phys 48, 
174006 (2015). 
[15] J. Itatani, J. Levesque, D. Zeidler, H. Niikura, H. Pépin, J. C. Kieffer, P. B. Corkum, and D. M. 
Villeneuve, Nature 432, 867 (2004). 
[16] N. Owschimikow, F. Königsmann, J. Maurer, P. Giese, A. Ott, B. Schmidt, and N. Schwentner, J. 
Chem. Phys. J. Chem. Phys. J. Chem. Phys. J. Chem. Phys. J. Chem. Phys. J. Chem. Phys. J. 
Chem. Phys. 1331, 44311 (2010). 
[17] H. Zhang, F. Billard, X. Yu, O. Faucher, and B. Lavorel, J. Chem. Phys 148, 124303 (2018). 
[18] T. Vieillard, F. Chaussard, F. Billard, D. Sugny, O. Faucher, S. Ivanov, J.-M. Hartmann, C. Boulet, 
and B. Lavorel, Phys. Rev. A 87, 023409 (2013). 
[19] R. A. Bartels, T. C. Weinacht, N. Wagner, M. Baertschy, C. H. Greene, M. M. Murnane, and H. 
C. Kapteyn, Phys. Rev. Lett. 88, 013903 (2001). 
[20] B. Lavorel, O. Faucher, M. Morgen, and R. Chaux, J. Raman Spectrosc. 31, 77 (2000). 
[21] V. Renard, M. Renard, A. Rouzee, S. Guerin, H. R. Jauslin, B. Lavorel, and O. Faucher, Phys. 
Rev. A - At. Mol. Opt. Phys. 70, 033420 (2004). 
[22] P. Peng, Y. Bai, N. Li, and P. Liu, J. Chem. Phys. 5, 127205 (2015). 
[23] V. Renard, O. Faucher, and B. Lavorel, Opt. Lett. 30, 70 (2005). 
[24] S. Varma, Y.-H. Chen, and H. M. Milchberg, (2008). 
[25] S. Minemoto, T. Teramoto, H. Akagi, T. Fujikawa, T. Majima, K. Nakajima, K. Niki, S. Owada, H. 
Sakai, T. Togashi, K. Tono, S. Tsuru, K. Wada, M. Yabashi, S. Yoshida, and A. Yagishita, Sci. Rep. 
6, 38654 (2016). 
[26] R. Ramprasad and N. Shi, Appl. Phys. Lett. 88, 222903 (2006). 
[27] R. I. Keir, D. W. Lamb, G. L. D. Ritchie, and J. N. Watson, Chem. Phys. Lett. 279, 22 (1997). 
[28] T. C. English and K. B. MacAdam, Phys. Rev. Lett. 24, 555 (1970). 
[29] P. Zhao, M. Reichert, S. Benis, D. J. Hagan, and E. W. Van Stryland, Optica 5, 583 (2018). 
[30] U. Even, EPJ Tech. Instrum. 2, (2015). 
[31] D. Rosenberg, R. Damari, S. Kallush, and S. Fleischer, J. Phys. Chem. Lett. 8, 5128 (2017). 
[32] D. Rosenberg, R. Damari, and S. Fleischer, Phys. Rev. Lett. 121, 234101 (2018). 
[33] H. Zhang, B. Lavorel, F. Billard, J. Hartmann, E. Hertz, O. Faucher, J. Ma, J. Wu, E. Gershnabel, 
Y. Prior, and I. S. Averbukh, Phys. Rev. Lett. 122, 193401 (2019). 
[34] H. Jiang, C. Wu, H. Zhang, H. Jiang, H. Yang, and Q. Gong, Opt. Express 18, 8990 (2010). 
[35] K. Lin, J. Ma, X. Gong, Q. Song, Q. Ji, W. Zhang, H. H. Li, P. Lu, H. H. Li, H. Zeng, J. Wu, J.-M. 
Hartmann, O. Faucher, E. Gershnabel, Y. Prior, and I. S. Averbukh, Opt. Express 25, 24917 
(2017). 
[36] G. Karras, E. Hertz, F. Billard, B. Lavorel, J. M. Hartmann, O. Faucher, E. Gershnabel, Y. Prior, 
and I. S. Averbukh, Phys. Rev. Lett. 114, 153601 (2015). 
[37] K. Lin, P. Lu, J. Ma, X. Gong, Q. Song, Q. Ji, W. Zhang, H. Zeng, J. Wu, G. Karras, G. Siour, Jean-
Michel Hartmann, O. Faucher, E. Gershnabel, Y. Prior, and I. S. H. Averbukh, Phys. Rev. X 6, 
041056 (2016). 
[38] J. Ma, H. Zhang, B. Lavorel, F. Billard, E. Hertz, J. Wu, C. Boulet, J.-M. Hartmann, and O. 
Faucher, arXiv:1908.09531 (2019). 
[39] J. Lu, Y. Zhang, H. Y. Hwang, B. K. Ofori-Okai, S. Fleischer, and K. A. Nelson, Proc. Natl. Acad. 
Sci. 113, 11800 (2016). 
[40] G. Karras, E. Hertz, F. Billard, B. Lavorel, G. Siour, J. M. Hartmann, O. Faucher, E. Gershnabel, 
Y. Prior, and I. S. Averbukh, Phys. Rev. A 94, 033404 (2016). 
[41] E. L. Hahn, Phys. Rev. 80, 580 (1950). 
[42] K. J. Miller, J. Am. Chem. Soc. 112, 8543 (1990). 
[43] R. Damari, D. Rosenberg, and S. Fleischer, Phys. Rev. Lett. 119, 033002 (2017). 
[44] M. Oppermann, S. J. Weber, and J. P. Marangos, Phys. Chem. Chem. Phys. 14, 9785 (2012). 
 
 
