When applying machine learning/statistical methods to the environmental sciences, nonlinear regression (NLR) models often perform only slightly better and occasionally worse than linear regression (LR). The proposed reason for this conundrum is that NLR models can give predictions much worse than LR when given input data which lie outside the domain used in model training. Continuous unbounded variables are widely used in environmental sciences, whence not uncommon for new input data to lie far outside the training domain. For six environmental datasets, inputs in the test data were classified as "outliers" and "nonoutliers" based on the Mahalanobis distance from the training input data. The prediction scores (mean absolute error, Spearman correlation) showed NLR to outperform LR for the non-outliers, but often underperform LR for the outliers. An approach based on Occam's Razor (OR) was proposed, where linear extrapolation was used instead of nonlinear extrapolation for the outliers. The linear extrapolation to the outlier domain was based on the NLR model within the non-outlier domain. This NLROR approach reduced occurrences of very poor extrapolation by NLR, and it tended to outperform NLR and LR for the outliers. In conclusion, input test data should be screened for outliers. For outliers, the unreliable NLR predictions can be replaced by NLROR or LR predictions, or by issuing a "no reliable prediction" warning.
Introduction
The widespread application of machine learning (ML) to commerce, engineering and a myriad of other fields in recent decades has encouraged environmental scientists to use ML models. However, unlike the great successes attained in the non-environmental fields, the achievements of ML in the environmental sciences have been on the whole much more modest. Often the results from properly regularized nonlinear ML models are only slightly better than traditional linear statistical model results and occasionally worse (Yuval and Hsieh, 2002; Zeng et al., 2011a Zeng et al., , 2011b Peng et al., 2017; Mao and Monahan, 2018) -this conundrum has caused many environmental scientists to be unwilling to use ML methods, as ML methods also have the reputation of being "black boxes" due to their poor interpretability when compared to the more transparent linear statistical models.
Why are the ML results not as impressive in the environmental sciences as in the non-environmental fields? For climate applications, the process of averaging daily data to form climate data tends to linearize the relation between the input and output variables according to the central limit theorem, thereby diminishing the advantage of the nonlinear ML models (Yuval and Hsieh, 2002) . However, even in the absence of the central limit theorem effect, nonlinear ML results are still often not much better than linear 1 Current address: 4028 Hopesmore Dr., Victoria, BC, V8N 5S9, Canada Tel.: +1-250-388-0508, E-mail: whsieh@eos.ubc.ca (Accepted for publication, Journal of Environmental Informatics, 10 August 2019) regression (LR) results (Peng et al., 2017; Mao and Monahan, 2018) , so there needs to be at least another reason for the underperformance.
There is one major difference between non-environmental and environmental datasets. Most nonenvironmental datasets contain discrete input data (usually with a finite domain, e.g. colour pixels where the intensities of the red, green and blue components are integers from 0 to 255) and categorical input data (e.g. alphabets and numerical digits in texts). In contrast, most environmental datasets contain continuous input variables (e.g. temperature, air pressure, wind speed, precipitation amount, pollutant concentration, etc.) . To predict output variables, one would use a classification model if the output is discrete or categorical and a regression model if the output is continuous. Again, classification is much more common in nonenvironmental datasets, and many ML methods were developed first for classification and later modified for regression, e.g. support vector machines (Cortes and Vapnik, 1995; Vapnik et al., 1997) .
When given input values lying outside the training domain, most nonlinear ML models (e.g. artificial neural networks, support vector machines, Gaussian processes) would perform nonlinear extrapolation (Hsieh, 2009, pp.303-305) . A notable exception is the random forest (Breiman, 2001) : as the input extends beyond the boundary of the training domain, instead of linear or nonlinear extrapolation, the model gives a somewhat unrealistic constant output beyond the boundary of the training domain.
When applying the back-propagating artificial neural network (ANN) classifier to fault diagnosis, Kramer and Leonard (1990) found that ANN did not perform well compared to the simple 1-nearest neighbour classifier when there was extrapolation. The problem arose from the ANN assigning arbitrary classifications to regions of the input space which were devoid of training data. Leonard and Kramer (1991) made comparisons between ANN and radial basis function classifier on their extrapolation performance. Barnard and Wessels (1992) made further distinctions between interpolation and extrapolation, with the ANN classifier performing well with interpolation but not so well when there is extrapolation. The extrapolation problem also gets worse with higher dimensional input space due to the "curse of dimensionality" (Bellman, 1961; Barnard and Wessels, 1992) .
In contrast to discrete data (usually with finite upper and lower bounds) or categorical data, continuous data are usually not bounded, so new continuous input data can lie far outside the domain of input variables used in training the model. Thus the extrapolation problem can be much worse when applying ML methods to enviromental science problems, which tend to use unbounded continuous input data.
The objectives of this paper are to investigate (i) whether the presence of such "outliers" in the inputs and the resulting nonlinear extrapolation would lead to the nonlinear regression (NLR) models underperforming the LR models for these outliers, and (ii) whether avoiding nonlinear extrapolation at the outliers could improve the ML model predictions. In pursuing objective (ii), one is tempted to follow the wisdom of Occam's Razor, i.e. a preference for the simple linear model over the complicated nonlinear model for the outliers. Six different environmental datasets (Appendix A) were used to test models in this paper.
Nonlinear regression
The feed-forward artificial neural network (ANN) model with one layer of hidden nodes is probably the most commonly used ML model (Bishop, 1995 (Bishop, , 2006 Hsieh, 2009) . With input and output , the model has output (1) where L is the number of hidden nodes, wi and bi are, respectively, the weight and bias parameters in the hidden layer, bki and bk0 are, respectively, the weight and bias parameters in the output layer and h is the activation function at the hidden layer. In this paper, we will try three different activation functions: the sigmoidal function
the Gaussian or radial basis function (3) and the softplus function (Glorot et al., 2011) (4)
The various weight and bias parameters are solved by minimizing the mean squared error (MSE) between the output and the target data y.
There are many variants of the ANN model -we will use a randomized neural network, also called an extreme learning machine (ELM), which is structurally a feed-forward ANN model with one layer of hidden nodes. However, in ELM, the weights in the hidden layer (i.e. wi and bi) are chosen randomly, hence only the weights in the output layer (bki and bk0) require optimization (Schmidt et al., 1992; Huang et al., 2011) , and even the bk0 term can be omitted (Huang, 2014) .
Thus, in the ELM approach, training the feed-forward neural network with N samples simply involves finding the least-squares solution of the linear system HB = Y (Huang et al., 2011) , where the hidden layer output matrix H of dimension N×L is (5) and the B weight matrix of dimension L×m and the target data matrix Y of dimension N×m are (6) with superscript T denoting the transpose and .
The linear system for B is solved via the Moore-Penrose generalized inverse H † , i.e.
Instead of nonlinear optimization with traditional ANN, ELM requires only linear least squares optimization (as used in LR), which generally allows ELM to run thousands of times faster than ANN . Lima et al. (2015) tested the ELM, ANN, support vector regression and random forest on nine different environmental datasets for regression, and found that ANN and ELM had similar skills but ELM was much faster than ANN except for large datasets. If a feed-forward neural network has d inputs, one layer of L hidden nodes and m outputs, the number of adjustable parameters (i.e. weights) is Lm for ELM versus (d+1)L+(L+1)m for the traditional ANN. In this paper, only datasets with m = 1 were used, so the number of adjustable weights in ELM equals the number of hidden nodes. The optimal value for L was determined by a 5-fold cross validation (Bishop, 2006; Hsieh, 2009 ) of the ELM on the training data. This is the batch version of the ELM. For online learning, i.e. where the model is required to be updated continually with new data, there is online sequential ELM, which updates the ELM model efficiently using a recursive linear least squares algorithm (Liang et al., 2006; Lima et al., 2016) , and a further extension
which allows the number of hidden nodes to self-adapt (i.e. increase or decrease) as online learning proceeds . In this paper the ELM batch model, based on the Matlab code from Huang et al. (2006) , was run 100 times with different random weights, giving an ensemble of 100 members. The NLR model output was the averaged output of the 100 ELM ensemble members.
Nonlinear extrapolation
First, a toy problem was used to illustrate the effect of extrapolation when the input variable lies outside the domain of the training data. The "true" signal was chosen to be y = x + 0.2 x 2 , where x was a Gaussian random variable with zero mean and unit standard deviation. Gaussian noise with twice the standard deviation of the y signal was added to generate the training data. LR and NLR models were trained using a training dataset of 100 points. Fig. 1 shows the results from using three different activation functions.
Within the domain of the training data, there is very little difference between the true signal, the individual ensemble members and the ensemble average of the NLR ensemble in Figs. 1a, b and c. However, outside of the training domain, there is great divergence among the true signal, the individual members and the ensemble average. The NLR (ensemble averaged) solutions using the three different activation functions are very similar within the training domain but are quite different outside (Figs. 1a, b and c) . Within the training domain, the NLR solution is closer to the true signal than LR, however, that may not be the case when outside the training domain (e.g. when x > 3 in Fig. 1b ).
By following the gradient of the NLR function at the boundary of the training domain, linear extrapolation of the NLR solution beyond the training domain was performed. The linear extrapolation of the NLR model is closer to the true solution than the NLR model in Figs. 1a, b and c.
The three activation functions have very different asymptotic behaviour ( Fig. 1d ). As the sigmoidal activation function is bounded as in Eq.
(2), the neural network output, being a linear combination of the activation functions in Eq. (1), is also bounded asymptotically. The radial basis function in Eq. (3) asymptotes to zero, so the model output also asymptotes to zero. The softplus function in Eq. (4) asymptotes linearly as , hence the model output asymptotes linearly. Thus the particular choice of an activation function does affect the extrapolation of the NLR model to beyond the training domain as noted by Hsieh (2009, pp.303-305) .
Extrapolation in environmental datasets
The six environmental variables (see Appendix A for details) consist of four variables from British Columbia, Canada -daily streamflow at Englishman River (ENG) and at Stave River (STA), daily precipitation at Vancouver International Airport (YVR), daily suspended sediment concentration in Fraser River (FRA), hourly wind speed at Jersey Airport (JER), and hourly particulate matter PM2.5 concentration in Beijing, China (BEI). The two streamflow variables have very different behaviour -ENG is primarily driven by rainfall, with peak streamflow during the wet winter season but STA is driven mainly by snow melt, with peak streamflow during the dry early summer period Fig.1 ). From the six environmental datasets, we used the earlier part of the data record for training and the later part for testing. We also reversed the order, using the later part for training and the earlier part for testing (ENGr, STAr, YVRr, FRAr, JERr and BEIr) ( Table 1 ).
x → ±∞ x → +∞ To determine which test input data were "outliers", the Mahalanobis distance was used (Mahalanobis, 1936) . For the d input variables, the training dataset allowed us to compute the sample mean vector µ = [µ1,…, µd] and the sample covariance matrix C. The Mahalanobis distance for an input x is (8) DM was computed (using the Matlab function mahal) for the training input data, and the 99th percentile of the Mahalanobis distance was considered the boundary for outliers. For each test input data point, its nearest neighbour from the training set was also determined based on the Euclidean distance. A test input data point having (i) a Mahalanobis distance (computed using Eq. (8) with µ and C from the training dataset) exceeding the 99th percentile boundary and (ii) a (Euclidean) distance to the centre (i.e. median) of the training data exceeding the distance between its nearest neighbour and the centre was considered an outlier. The condition (ii) is needed to prevent a small number of test data which satisfy (i) from being labelled "outliers" as they are actually closer to the centre of the training data than their nearest neighbours are to the centre. Fig. 2 shows the mean absolute error normalized (by the median absolute deviation) (MAEn) for the "outliers" and "non-outliers" in the testing data. The station FRA had only 3 outliers, so it was omitted from Fig. 2 . The NLR model (being the ensemble average of 100 members) was repeated for 200 trials with different initialization of the random number generator. Of the three activation functions used, radial basis occasionally had an ensemble member performing much worse than the rest, so the ensemble averaging for the radial basis runs omitted the maximum value and the minimum value in the 100 ensemble values.
For the non-outliers in the test data, NLR has lower MAEn than LR, with the exception of ENG and ENGr using radial basis (Fig. 2b) . However, the advantage of NLR over LR largely disappeared for the outliers in the test data ( Fig. 2a ). Also, some of the trials have MAEn lying well above the upper whisker in the boxplot, especially for the particulate matter concentration (PM2.5) at Beijing (BEIr) and the streamflow at STA, indicating very poor results from the nonlinear extrapolation for some trials. For the correlation score between the model output and the target data in Fig. 3 , the more robust Spearman correlation (Spearman, 1904) was used instead of the Pearson correlation (where Spearman correlation involves computing the Pearson correlation of the ranked variables). Again the tendency of NLR to outperform LR for the non-outliers (Fig. 3b ) disappeared for the outliers (Fig. 3a) .
The difference between MAEn from NLR and MAEn from LR is shown in Fig. 4 . With the "waistline" of a box marking the median MAEn of the 200 trials, the dash and dot-dash lines in Fig. 4 indicate, respectively, the mean and the median position of the waistline over all the datasets. In Fig. 4b , both the dash and dot-dash lines lie below the horizontal axis, indicating NLR generally outperforming LR in MAEn for non-outliers. However, in Fig. 4a , the two lines have shifted upward for the outliers, so the dash line lies above the horizontal axis indicating NLR generally underperforming LR, while the dot-dash line is hardly visible as it overlaps with the horizontal axis. Again, some of the trials have MAEn(NLR) − MAEn(LR) lying well above the upper whisker in the boxplot, especially for BEIr and STA, indicating very poor results from the nonlinear extrapolation.
The difference between the Spearman correlation from NLR and that from LR in Fig. 5 again has the dash and dot-dash lines lying above the horizontal axis in (b) indicating NLR generally outperforming LR for non-outliers, and lying below below the horizontal axis in (a) indicating NLR generally underperforming LR for outliers.
From our environmental datasets, we have learned that while NLR generally outperforms LR for nonoutlying input test data, NLR often performs worse than LR for outliers. The next question is: can we avoid the ill effects of nonlinear extrapolation? 
Occam's razor in extrapolation
Occam's razor is the principle of parsimony, attributed to the English philosopher and Franciscan friar William of Occam (c. 1285 Occam (c. -1349 , which states that of two competing theories, the simpler explanation of an entity is to be preferred. For our problem, in the non-outlying domain, the training data provide support for the NLR, but over the outlying domain, where there are no training data, Occam's razor would prefer a simple linear model over a complicated nonlinear model. In Figs. 4a and 5a , simply using LR instead of NLR on outliers tended to improve prediction performance. Alternatively, in our toy model with only a single input variable (Fig. 1) , we have proposed performing linear extrapolation over the outlying domain based on the gradient of the NLR model at the furthest extent of the training data domain. We now extend this approach to higher dimensional input space.
For the dataset YVR, with 3 inputs variables (x1, x2, x3 ), Fig. 6 shows the training and testing data in the x1-x3 space, with the outlying test data circled. Since the dimension x2 was not plotted, some test data outlying in the x2 dimension appeared to lie well within the training data cluster. For the leftmost outlying test data point, linear extrapolation from two directions is illustrated: from the nearest neighbour ( Fig. 6a ) and along the direction of the centre of training data (Fig. 6b) .
Linear extrapolation requires estimating the gradient of the NLR function from two points. In Fig. 6a , the two points are the nearest neighbour and another point further along the line connecting the outlier and the nearest neighbour (as marked by the star). The star point is a distance d1dnn from the nearest neighbour and (1+d1) dnn from the outlier, where dnn is the distance between the outlier and the nearest neighbour and d1 is a chosen positive scalar.
In Fig. 6b , the two points used for estimating the gradient of the NLR function are the solid circle (projection of the nearest neighbour onto the line connecting the outlier and the centre of the training data) and the point marked by a star which lies along that line. If dc is the distance between the solid circle and the centre, then the star is a distance d2 dc from the solid circle, with d2 a chosen positive scalar.
Mathematically, one would want to use a small d1, i.e. having the star point close to the nearest neighbour in Fig. 6a , for a more accurate estimate of the gradient. However, the accuracy of the NLR function drops as it approaches the boundary of the training domain due to sparsity of data. Similarly, in Fig. 6b , having the star point further from the solid circle and closer to the centre allows it to use a more accurate part of the NLR model.
One can perform linear extrapolation for outliers multiple times using different values of d1 and d2 and take the mean or median. The scheme used here is to linearly extrapolate (a) from nearest neighbour twice using d1 = 0.25 and 0.5, and (b) from the direction of the centre of the training data twice using d2 = 0.5 and 1 (where d2 = 1 has the star point located right at the centre). The final solution for outliers was taken to be the median of five values -the four linear extrapolation values and the NLR value. The NLR value was included in the median in case of inconsistent linear extrapolations, e.g. the extrapolation by (a) might yield high values while (b) might yield low values relative to the NLR value. This resulting model from following Occam's Razor will henceforth be referred to as the NLROR model. A slight modification of NLROR was needed for the Beijing PM2.5 dataset (BEI and BEIr), as it contained categorical input indicating four possible wind directions. The discrete wind directions were input into the NLR model using the usual one hot encoding, a.k.a. 1-of-c coding scheme (Bishop, 1995; Hsieh, 2009) Fig. 7a shows the difference in MAEn between NLROR and NLR over outliers. That the mean and median positions of the waistline of the boxes over all the datasets as indicated by the horizontal dash and dot-dash lines, respectively, are below the horizontal axis indicates that NLROR tends to do better than NLR on outliers. More importantly, there are many trials with values lying well below the lower whiskers of the boxes and none well above an upper whisker. Thus NLROR has been effective in avoiding terrible extrapolation by NLR. Figure 6 : Linear extrapolation to outlying test data, (a) from the nearest neighbour and (b) from the direction of the centre of the training data, as seen in the x1-x3 space. Training data are indicated by crosses and test data by dots, with outliers circled. For the outlier to the left, linear extrapolation involves estimating the gradient of the NLR function from two points. In (a), the two points are the nearest neighbour and the point marked by a star and in (b) the solid circle (projection of the nearest neighbour onto the line joining the outlier and the centre) and the point marked by a star along that line. The choice of outliers, defined as input test data having a Mahalanobis distance (with respect to the training set) exceeding the 99th percentile of the Mahalanobis distance of the input training data, was somewhat arbitrary, so we also plotted out the result when the boundary for outliers was set at the 95th percentile (Fig. 7b) , which would have more input points classified as outliers (Table 1) . Fig. 7b generally resembles Fig. 7a , except for a different vertical scale. Similarly, the difference in the Spearman correlation between NLROR and NLR over outliers (Fig. 8 ) confirmed the conclusions reached in Fig. 7 . Fig. 9 shows the difference in MAEn between NLROR and LR over outliers. With the horizontal dash (mean) and dot-dash (median) lines both lying below the horizontal axis, NLROR tended to do better than LR on outliers in MAEn. However, there are more trials with values lying above the upper whiskers of the boxes than below the lower whiskers. The general advantage of NLROR over LR is more clear in Fig. 9b than in Fig. 9a , where outliers were defined as exceeding the 95th (instead of the 99th) percentile of the Mahalanobis distance of the training data.
For correlation (Fig.10) , the comparison between NLROR and LR is inconclusive, as the dot-dash line in both Figs. 10a and b and the dash line in Fig. 10b are almost indistinguishable from the horizontal axis. Together with the results from Figs. 4a and 5a, using LR to replace NLR predictions on outliers also appears to be effective in avoiding poor results from nonlinear extrapolation, though NLROR tends to be better than LR (Fig. 9 ) .
Next, we examine a particular dataset for bad nonlinear extrapolation behaviour. In Fig. 2a , BEIr, the Beijing PM2.5 dataset with data from 2013-2015 used for training and 2010-2012 for testing, shows some trials lying well above the upper whiskers. For the NLR model, we chose the one using the sigmoidal activation function, which was the least ill-behaved among the three activation functions for BEIr. One input variable, the cumulated precipitation , reached 223.0 mm in the test data in July 2012, whereas the maximum value in the training data was 51.1 mm, i.e. this input in the test data was 4.36 times the maximum value in the training data, thereby forcing the NLR model to do an extreme extrapolation.
Each input variable xi (i = 1,…, d) was nondimensionalized (i.e. normalized) based on its maximum and minimum values from the training dataset, i.e.
(9) before being fed into the NLR models, as recommended for the ELM Matlab code (http://www.ntu.edu.sg/home/egbhuang/elm_random_hidden_nodes.html). Thus the maximum and minimum values of xi¢ over the training data are 1 and −1, respectively. The maximum and minimum values were also found over the testing data for each variable xi¢, yielding xi¢max(test) and xi¢min(test). We define ,
a useful measure of how bad the extrapolation situation is for the test dataset (after nondimensionalization). For BEIr, routl = 7.73 as listed in Table 1 . This follows from the fact that the nondimensionalized cumulated precipitation in the test data reached a maximum of 7.73 (versus a maximum of 1.00 in the training data). Thus the ratio of 223/51.1 = 4.36 in the raw cumulated precipitation translated into a much larger ratio of 7.73 in the nondimensionalized input.
To understand this effect, consider an input variable where the training dataset has the minimum value a and the maximum b. Suppose the worst outlier test input has the value c, with c > b. Substituting these values into (9) and (10) yields (11) For a variable bounded below by 0, one usually has , hence (12)
For large c/b, routl ® 2c/b, i.e. for an input variable bounded below by zero, routl can be up to double the raw ratio c/b. For the strongest outlier in BEIr, with c = 223 mm, b = 51.1 mm and c/b = 4.36, (12) gives routl = 7.73, as indeed found in the nondimensionalized data. A comparison with the toy problem of Fig. 1 gives some perspective on how extreme routl = 7.73 is. In the toy problem, the maximum test data point is x = 6, whereas the maximum training |x| is about 2, hence routl , i.e. the strong extrapolation illustrated in the toy problem is actually quite mild compared to extreme extrapolations encountered in real world problems. Fig. 11a shows the observed PM2.5 concentration over the 24 hours containing the extreme precipitation event, the output from 200 trials from the NLR and NLROR models and from the LR model, while Fig. 11c shows the cumulative precipitation during the same 24 hours. In general, precipitation lowers the PM2.5 concentration, and indeed during this intense precipitation event, the observed PM2.5 concentration dropped to a low level. The high values predicted by some NLR trials during this precipitation events are puzzling (Fig. 11a ). Since the observed PM2.5 concentration is a non-negative quantity, when model predictions were negative, they were set to zero. In Fig. 11b , by not setting negative model predictions to zero, we found that for most trials, NLR (as well as LR and NLROR) gave negative predictions. By setting the negative predictions to zero, we were left with some trials showing high values in Fig. 11a , which contributed to Fig.  2a displaying some trials with MAEn lying well above the upper whiskers in the box for the sigmoid function run at BEIr. As each trial was obtained from the ensemble average of 100 members, it is worth examining the predictions of the individual ensemble members for one given trial. Fig. 11d shows most members giving large negative predictions, but also many members giving large positive predictions. Thus under extreme extrapolation, NLR ensemble members can not only predict an unrealistically large magnitude but also a wrong sign. While setting negative predicted values to zero is appropriate when the observed quantity is nonnegative, it has the unintended bias of retaining trials with large positive predictions while eliminating those with negative predictions.
The second largest routl in Table 1 occurred for STA, with routl = 6.22. On 9 March 2011, the input variable, water equivalent of accumulated snow depth, reached 231 mm whereas the maximum value in the training data was only 64 mm, i.e. the raw ratio c/b = 3.61. The estimate (12) gives routl = 6.22, as was indeed found from the nondimensionalized data. STA had the highest percentage of outliers beyond the 95th percentile to the total number of testing data in Table 1 , with 23.4% instead of the typical value of around 5%. STA also displays the second most extensive spread in the results from 200 trials ( Fig. 2a ). Fig. 12a shows NLR to severely overpredict the streamflow around days 110-135, while LR underpredicts. There is a complicated relation between accumulated snow depth and streamflow. When there is much accumulated snow, the water is stored in the snow and not released to the streamflow, so there is a negative correlation between the two, as manifested by LR underpredicting the streamflow when given extremely high snow depth. However, there is interaction between temperature and snow depth -if temperature is high, large snow depth means much snow melt to increase streamflow, whereas if temperature is low, there is no snow melt to feed the streamflow. NLROR performed well during days 110-135 in both Fig. 12a showing the 200 trials and Fig. 12c showing the 100 ensemble members from a single trial.
In Table 1 , the smallest routl occurred for JER (routl = 1.24) and JERr (routl = 1.26), indicating that the outliers in the test input data were quite modest. Hence it is not surprising that the NLR performed well relative to LR for the outliers in the test data for these two (Fig. 4a) . Also JER and JERr had the fewest outliers (24 and 17, respectively) exceeding the 99th percentile (Table 1) , hence greater uncertainty than other datasets in estimating model performance over the outliers.
In short, routl is a simple and useful indicator for how serious the outlier problem is for a particular dataset, with routl > 1.5 indicating the presence of strong outliers and routl > 3, extreme outliers, in the test input data. How much damage an outlier in a particular input variable can do depends on how strongly the NLR model weighs this input -i.e. an outlier in an unimportant predictor would do far less damage than a comparable outlier in an important predictor. 
Summary and Discussion
The relatively modest success of machine learning methods in environmental sciences when compared to the success in non-environmental fields is usually attributed to the fact that environmental datasets tend not to have a large number of independent observations, especially in climate datasets. This paper points to an overlooked factor, namely the rather different types of data used -mainly continuous input data in environmental sciences versus mainly discrete or categorical input data in non-environmental fields. Unlike discrete data, which usually have finite upper and lower bounds, and categorical data, continuous data in environmental sciences usually do not have a finite domain, so new input data can lie far outside the domain used in training the model. As nonlinear extrapolation is generally far more unpredictable than linear extrapolation, the suspicion is that nonlinear regression models may underperform simple LR on "outliers", i.e. test data where the input lies outside the domain of the training input data. The outliers could be caused by a combination of extreme events, bad data, climate change or regime shifts in the mean and/or the fluctuations, etc. Six environmental datasets were used to check the performance of NLR versus LR, revealing that the general outperformance of NLR over LR on non-outliers tended to turn into underperformance on outliers. Underperformance on outliers is particularly worrying since outliers are often associated with extreme environmental events, which have huge impact on human health, safety and economy. Furthermore, some environmental variables have heavy-tailed distributions (Cavanaugh et al., 2015) , hence more common occurrence of outliers. Under climate change (Gaitan et al., 2014) , changes or trends in weather and climate extremes (Heim, R. R., Jr., 2015) would further increase the number of test input data being outliers.
When new input data lie outside the domain of training input data, Occam's Razor would discard the complicated nonlinear model for a simpler model. The prediction scores over the six environmental datasets revealed that simply replacing NLR by LR for the outliers tended to improve performance. A more sophisticated alternative (NLROR) -linear extrapolation using the NLR model within the non-outlier domain -tended to outperform NLR, and to a lesser extend LR, for the outliers.
Although Occam's Razor is widely used in science, it is not infallible. There is no guarantee that our proposed use of linear extrapolation will outperform nonlinear extrapolation for any particular dataset. Another problem is that there is often not a unique way to implement Occam's Razor. For instance, in model selection, various information criteria have been developed to select the optimal model from a finite set of models (with different number of adjustable model parameters) so as to avoid overfitting the data with an excessively complex model. Akaike information criterion (AIC) (Akaike, 1974) , Bayesian information criterion (BIC) (Schwarz 1978) , etc. will generally select different models (von Storch and Zwiers, 1999, Sect. 12.2.11) . Similarly, there can be alternatives to NLROR for taming nonlinear extrapolation from input outliers.
The main weakness in the proposed Occam's Razor approach is the difficulty in defining an "outlier" precisely. To determine which test input data were "outliers", the Mahalanobis distance was computed for the training input data, and the 99th percentile of the Mahalanobis distance was considered the boundary for outliers. A test input data point having (i) a Mahalanobis distance exceeding the 99th percentile boundary and (ii) a (Euclidean) distance to the centre of the training data exceeding the distance between its nearest neighbour and the centre was considered an outlier. An arbitrariness lies in the choice of the percentile boundary (e.g. 98% or 95% could be chosen). Also the Mahalanobis distance may not be optimal for detecting outliers in non-Gaussian data (Chandola et al., 2009; Leys et al., 2018) . Future work could involve finding better ways to identify the outliers.
The NLROR approach can be applied to other continuous NLR models, e.g. back-propagating ANN (shallow and deep neural networks), support vector regression, Gaussian process, etc. In this paper, only the randomized neural network model (ELM) was used. The other models will perform nonlinear extrapolation somewhat differently, but the general notion that an NLR model usually behaves much more unexpectedly as it extrapolates outside the training domain than the LR model remains valid (Hsieh, 2009, pp.303-306) .
The NLROR approach would need some modification for non-continuous models like random forests (Breiman, 2001) , which would give an inaccurate gradient for the linear extrapolation. A likely remedy would be to estimate the gradient many times using different points in the non-outlier domain and average the multiple estimates.
In conclusion, it is generally assumed that an ML model which has been properly regularized to avoid overfitting to noise in the data (e.g. by cross validation) (Bishop, 2006) will perform well with new data. What this paper has shown is that merely focusing on not overfitting/underfitting is not enough for environmental scientists/managers using unbounded continuous input data -where new input can easily lie well outside the domain of the input data used for training the model, with nonlinear extrapolation having the potential to inflict terrible damage to model performance. Hence, the following procedure is recommended: (a) New input data are screened for outliers relative to the training input data (using e.g. the simple Mahalanobis distance based scheme in this paper). (b) For strong or extreme outliers, avoid the nonlinear extrapolations from the NLR model. Instead, either use LR or NLROR, or issue a warning that no reliable prediction can be made (as LR and NLROR still involve linear extrapolation).
Similarly, when environmental scientists write papers comparing NLR models with LR, it is not reasonable to include the input outliers in the test/validation datasets when computing the performance scores (e.g. MAE, RMSE, correlation, etc.). Only by testing/validating NLR within the domain it has been trained on can there be a fair comparison between NLR and LR. Only then, can the haunting conundrum that ML models used for NLR do not perform much better than traditional LR models be finally vanquished, and ML models be embraced by environmental scientists/managers.
