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Abstract. Reading text from images remains challenging due to multi-
orientation, perspective distortion and especially the curved nature of
irregular text. Most of existing approaches attempt to solve the prob-
lem in two or multiple stages, which is considered to be the bottleneck
to optimize the overall performance. To address this issue, we propose
an end-to-end trainable network architecture, named TextNet, which is
able to simultaneously localize and recognize irregular text from im-
ages. Specifically, we develop a scale-aware attention mechanism to learn
multi-scale image features as a backbone network, sharing fully convolu-
tional features and computation for localization and recognition. In text
detection branch, we directly generate text proposals in quadrangles,
covering oriented, perspective and curved text regions. To preserve text
features for recognition, we introduce a perspective RoI transform layer,
which can align quadrangle proposals into small feature maps. Further-
more, in order to extract effective features for recognition, we propose
to encode the aligned RoI features by RNN into context information,
combining spatial attention mechanism to generate text sequences. This
overall pipeline is capable of handling both regular and irregular cases.
Finally, text localization and recognition tasks can be jointly trained
in an end-to-end fashion with designed multi-task loss. Experiments on
standard benchmarks show that the proposed TextNet can achieve state-
of-the-art performance, and outperform existing approaches on irregular
datasets by a large margin.
Keywords: Text reading · irregular text · end-to-end · text recognition
· spatial attention · deep neural network
1 Introduction
Reading text from images is one of the most classical and elemental problems in
pattern recognition and machine intelligence. This problem has received much
attention due to its profound impact and valuable applications in both research
and industrial communities. End-to-end text reading is to tell the locations and
content of text from images, combining text detection and recognition. Benefit-
ing from the deep learning paradigm for generic object detection [9][35][19][29]
and sequence-to-sequence recognition [10][1][43], recent advances have witnessed
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dramatic improvement in terms of both recognition accuracy and model simplic-
ity for text localization [18][45][31] and recognition [38][39][24]. Regarded as the
ultimate goal of text reading, end-to-end task can be tackled by integrating text
detection and recognition algorithms into an end-to-end framework.
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Fig. 1. End-to-end results of irregular text: (a) existing approaches (b) the proposed
TextNet results.
Conventional end-to-end text reading paradigm typically works as a two-
stage or multi-stage system, integrating detection and recognition modules into
an overall pipeline [41][20]. Recent text detection approaches are able to generate
text locations in an end-to-end trained model [45][31]. The state-of-the-art text
recognition methods can be formulated as an end-to-end ”translation” problem
from a cropped text image to text sequence [38][24]. More recently, in contrast
to multi-stage text reading systems, fully trainable models to tackle end-to-
end text reading task have been proposed in [25][5][16]. These approaches are
capable of predicting locations and content of regular text in one model. However,
these state-of-the-art approaches face difficulties in handling irregular text with
perspective distortion, and fail to tackle curved text cases. Therefore, it is still
challenging to localize and recognize irregular text in an end-to-end framework,
and it is an open issue to read both regular and irregular text in a unified model.
Towards this end, we propose an end-to-end trainable text reading network,
named TextNet, which is able to read irregular text from images, especially for
perspective and curved cases. Taking a full image as the input, the proposed
network can generate word proposals by directly regressing quadrangles to cover
both oriented and curved text regions. To preserve text features for recognition,
we develop a perspective RoI transform layer to align these proposals into small
feature maps. To extract more effective features from text proposals, we pro-
pose to encode the aligned RoI (Region-of-Interest) features in RNN (Recurrent
Neural Network), and utilize the spatial attention mechanism to recognize both
regular and irregular text sequences. Text localization and recognition tasks are
designed as an end-to-end trainable network by multi-task learning. The contri-
butions of this paper are listed as follows:
– We propose an end-to-end trainable network that can simultaneously localize
and recognize irregular text in one model.
– To cover perspective and curved text regions, we directly predict quadrangle
text proposals, and develop a perspective RoI transform layer to align these
proposals into small feature maps, keeping invariance in aspect ratio.
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– To extract effective text features for recognition, we propose to encode the
aligned features using RNN in both vertical and horizontal directions, and
utilize spatial attention mechanism to decode each character despite of im-
precise predicted locations.
– Experiments on datasets demonstrate that the proposed TextNet can achieve
comparable or state-of-the-art performance on the standard benchmarks,
and outperform the existing approaches on irregular datasets by a large
margin.
To our best knowledge, it is the first end-to-end trainable text reading network,
which is able to handle oriented, perspective and curved text in a unified model.
2 Related Work
In this section, we will summarize the existing literatures on text localization
and text recognition, respectively. As the combination of both text localization
and recognition, recent advances in end-to-end text reading and spotting will
also be discussed.
Text localization aims to tell the locations of words or text-lines from im-
ages. Conventional approaches can be roughly classified as components-based [33][40]
and character-based methods [18]. These methods first attempt to find local el-
ements, such as components, windows, or characters, and then group them into
words to generate the final bounding boxes. In recent years, most of these ap-
proaches utilize deep convolutional neural network to learn text features, which
has shown significant performance improvement. Inspired by recent advances
in generic object detection [35][19][29], the state-of-the-art text detection ap-
proaches [45][31] are designed to directly predict word-level bounding boxes,
which simplifies the previous multi-stage pipeline into an end-to-end trainable
model. These approaches can be further classified as proposed-based or single-
shot models. To tackle multi-scale and orientation problems in text detection,
Liao et al. [27] employ SSD framework with specifically designed anchor boxes to
cover text regions. Liu et al. [31] develop a rotational proposal network to localize
text rotational bounding boxes. Following the general design of DenseBox [19],
Zhou et al. [45] and He et al. [17] propose to directly regress multi-oriented text
in quadrangle representation.
Text recognition aims to assign text labels to each character, taking a
cropped word or a text-line as input. Traditional text recognition methods
are generally considered as character-based [2], or word-based classification [12]
problems. These paradigms are either composed of multiple steps or difficult to
generalize to non-Latin script languages. In recent years, the success of recurrent
neural network has inspired the text recognition approaches to be formulated
as a variable-length sequence-to-sequence problem. Following the paradigms of
speech recognition [11] and handwritten recognition, Pan et al. [15] and Shi et
al. [38] propose to extract convolutional features, reshape to an one-dimensional
sequence and encode context in RNN for recognition. The whole model can be
trained as a sequence labeling problem with CTC (Connectionist Temporal Clas-
sification) [10] loss. These approaches make it possible to train word-level and
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line-level text recognition in an end-to-end trainable framework. Most recently,
with the neural machine translation break-through by attention mechanism [1],
several attention-based text recognition models [39][24] are developed to encode
convolutional image features into sequence context with RNN, and predict each
character using attention-based decoder.
End-to-end text reading is typically recognized as the ultimate evaluation
of text recognition from images. Building upon both text detection and recog-
nition algorithms, traditional approaches are mostly composed of multiple steps
to achieve end-to-end results [41][20][26]. Jaderberg et al. [20] first generate text
proposals in high recall, and then refine the bounding boxes to estimate more
precisely. Finally, cropped word images are recognized by a CNN-based word
classifier. In contrast to traditional methods in multiple steps, recently, there are
a number of approaches designed in a fully end-to-end trainable framework. Li et
al. [25] propose an end-to-end trainable text reading model, using RPN (Region
Proposal Network) to estimate proposals and LSTM with attention to decode
each words. To address the multi-orientation problem of text, Busta et al. [5]
utilize YOLOv2 [34] framework to generate rotational proposals, and train RoI
sampled features with CTC loss. Other approaches are designed to further speed
up computation for inference [30]. All these approaches are trainable in an end-
to-end fashion, which can improve the overall performance and save computation
overhead by alleviating multiple processing steps. However, it is still challenging
to handle both horizontal, oriented and perspective, especially curved text in an
end-to-end framework. As one of the ultimate goals for end-to-end text reading,
this problem has not been investigated yet in the existing literatures.
3 Model Architecture
TextNet is an end-to-end trained network capable of localizing and recognizing
both regular and irregular text simultaneously. As shown in Fig. 2, the overall
network architecture consists of four building blocks, i.e., the backbone net-
work, quadrangle text proposal, perspective RoI transform and spatial-aware
text recognition. To enable the joint training of text detection and recognition
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Fig. 2. The overall architecture of TextNet.
tasks, we derive a backbone network to share deep convolution features, and
aggregate the multi-scale features into 14 resolution of the input image. In our
work, we utilize ResNet-50 [14] as the backbone network for its ease-of-use. To
learn multi-scale text features, we develop a scale-aware attention mechanism
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to fuse multi-scale features to generate the final feature map. To cover oriented,
perspective and curved text regions, text proposal network can directly predict
the locations of text in quadrangles. Furthermore, in order to preserve informa-
tion from quadrangle proposals for recognition, we develop a perspective RoI
transform layer to convert the features of quadrangle proposals into fixed-height
features with variable-size width. Finally, as the recognition network, we propose
to use RNN as feature context encoder and combine spatial attention-based RNN
decoder, thus improving the recognition performance despite of imperfect detec-
tion as well as perspective and curved text distortion. The overall architecture
containing both detection and recognition branches can be jointly trained in an
end-to-end manner. In this section, we will describe each part of the model in
detail, respectively.
3.1 Backbone Network
Using ResNet-50 as a shared feature extractor, we manage to make use of features
in 4-scales to generate the final feature map. Since visual objects usually vary
in size, it becomes difficult to detect multi-scale objects. In recent deep learn-
ing paradigm, it has shown its effectiveness to aggregate multi-scale features to
localize objects. Existing literatures have introduced a U-shape network [36] to
merge multi-scale features, build a feature pyramid to boost the object detec-
tion performance [28], and fuse multi-scale convolutional features by attention
mechanism to improve image segmentation accuracy [6]. Since the scales of text
usually vary in much a wider range than generic objects, feature maps from low
to high resolutions have different responses corresponding to the scale of text.
Therefore, there exists an optimal feature map scale for each text to maximize
its response.
Towards this end, inspired by the multi-scale attention mechanism in im-
age segmentation [6], we come up with the idea of learning to fuse features by
adaptively weighting multi-scale feature maps. In our work, we develop a scale-
aware attention mechanism to fuse features at different scales, adaptively merg-
ing them into one feature map. This can help to improve the recall and precision
of both large and small characters. As shown in Fig. 3, the developed backbone
network takes four scales of features from ResNet-50 as its input, transform
these features into the same scale at 1/4 by upsampling, and predict atten-
tion maps corresponding to features at different scales. The final feature map
is the element-wise addition of 4-scale features, which are spatially weighted by
attention mechanism. In this network, Conv-Block-1, 2, 3, 4 are standard con-
volutional operations of (conv 3×3, 256) + (conv 1×1, 128), and Conv-Fuse is a
feature fusion block by (conv 1×1, 4) operation, generating attention weights in
4 scales. With the developed structure, the backbone network can learn multi-
scale features of text, thus improving the detection and recognition performance.
3.2 Quadrangle Text Proposal
To improve the recall of text regions, we utilize the quadrangle representation
to define a text proposal, following the design of EAST [45]. The text detection
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Fig. 3. Scale-aware attention mechanism for multi-scale features aggregation.
branch can directly generate a score map S = {pij |i, j ∈ Ω}, where Ω is defined
as the feature region. The score map is used to distinguish between text and
non-text with probability pij as being text. Besides, 4-point coordinate offsets
are estimated for every position to form quadrangle representation, which can
be defined as Q = {(∆xk, ∆yk)k=1,2,3,4}. Taking the finally aggregated feature
map F as input, the output channels in text detection branch are predicted
in fully convolutional operations by Q = conv3×3,8(F) and S = conv3×3,1(F).
Finally, the text proposals in quadrangles are calculated by NMS (Non-Maximum
Suppression) in the predicting stage, following state-of-the-art object detection
pipeline.
During the training stage, the text detection loss Ldet is composed of two
parts, which can be defined as Ldet = Lquad + λLcls. In this equation, Lcls
measures the difference between the predicted and ground-truth score maps by
cross-entropy loss. Lquad is defined as the smooth L1 loss to measure the dis-
tance between the predicted coordinates and ground-truth locations, and λ is
the regularization parameter that can control the trade-off between two loss
functions.
3.3 Perspective RoI Transform
The conventional RoI-pooling [9] extracts a small fixed-size feature map from
each RoI (e.g., 8×8). To improve image segmentation accuracy, RoI-Align intro-
duced by Mask R-CNN [13] aims to solve the misalignment between input and
output features. To better design for text regions, the varying-size RoI pooling
[25] has been developed to keep the aspect ratio unchanged for text recogni-
tion. Moreover, to handle oriented text regions, rotational text proposal [5] and
RoI-Rotate [30] have been developed to address this issue using affine transfor-
mation, motivated by the idea of Spatial Transformer Network [21] to learn a
transformation matrix.
By contrast, following the generated quadrangle proposals, we develop per-
spective RoI transform to convert an arbitrary-size quadrangle into a small
variable-width and fixed-height feature map, which can be regarded as the gen-
eralization of the existing methods. Our proposed RoI transform can warp each
RoI by perspective transformation and bilinear sampling. The perspective trans-
formation Tθ can be calculated between the coordinates of a text proposal and
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the transformed width and height. Each RoI from the feature map can be trans-
formed to axis-aligned feature maps by perspective transformation. The per-
spective transformation is denoted as Tθ = [θ11, θ12, θ13; θ21, θ22, θ23; θ31, θ32, 1],
and wt, ht denote the width and height of a transformed feature map, respec-
tively. The parameters of Tθ can be calculated using the source and destination
coordinates, following the principle of perspective transformation. Using these
parameters, the transformed feature map can be obtained by perspective trans-
formation as uv
w
 = Tθ
xtkytk
1
 , (1)
where (xtk, y
t
k) are the target coordinates from the transformed feature map with
pixel index k for ∀k = 1, 2, ..., htwt, and u, v, and w are auxiliary variables. The
source coordinates (xsk, y
s
k) from the input are defined as x
s
k = u/w and y
s
k = v/w,
respectively. The pixel value of (xtk, y
t
k) can be computed by bilinear sampling
from the input feature map as Vk =
∑hs
n
∑ws
m UnmK(x
s
k −m)K(ysk − n), where
Vk is the output value of pixel k, h
s and ws are the height and width of the input.
In this equation, Unm denotes the value at location (n,m) from the input, and
the kernel function is defined as K(·) = max(0, 1 − | · |). Note that the bilinear
sampling operates on each channel, respectively.
3.4 Spatial-aware Text Recognition
To handle irregular cases, the proposed text detection network attempts to cover
text regions by quadrangle proposals, improving the performance in terms of
recall. In an end-to-end text reading task, it is crucial to design a concatena-
tion module between text detection and recognition to achieve better accuracy.
The detected text regions may not be precise enough for text recognition ap-
proaches, especially in irregular text cases. The conventional text recognition
approaches [38][24] assume that the input words or text lines have been well
cropped and aligned. Therefore, in perspective and curved text cases, it is dif-
ficult to capture effective features in these approaches to recognize characters,
which leads to failure cases. Recent studies have paid attention to irregular text
recognition problem [39][44]. These approaches utilize cropped words provided
by the datasets. From the perspective of end-to-end task, however, it has not
been investigated yet for irregular text recognition. The spatial attention mech-
anism has been applied in road name recognition [42] and handwritten recogni-
tion [4][3], however, it is still limited to specific applications and has not shown
effective yet for general scene text recognition.
Taking aligned RoI features as input, we propose to encode convolutional
features by RNN to extract spatial context, and combine spatial attention mech-
anism [43], forming an encoder-decoder architecture with attention mechanism
to sequentially decode each character. This approach aims to attend to features-
of-interest to cover both horizontal, oriented, perspective, and curved cases, ex-
tracting effective character features at each time step. As illustrated in Fig. 4,
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Fig. 4. Spatial-aware text recognition network
the proposed text recognition network takes each RoI aligned feature map as the
input, and predicts each character label yt as the output.
Encoder The encoder part consists of stacked convolutional operations and
two layers of RNN. The convolutional operations are 4-layer of (conv 3× 3, 128)
followed by batch normalization and ReLU. The first layer of RNN encodes each
columns of the feature map A ∈ RhA×wA×cA as
hci = RNN(Ai,j , h
c
i−1),∀j = 1, 2, · · · , wA, (2)
where hci is the hidden state in the i-th row. The second layer of RNN encoder
takes the output B ∈ RhB×wB×cB of the first layer, and encodes each row of the
feature map as
hrj = RNN(Bi,j , h
r
j−1),∀i = 1, 2, · · · , hB , (3)
where hrj is the hidden state in the j-th column. In our work, we use GRU (Gated
Recurrent Unit) as RNN encoder for its ease-of-use. After two layers of RNN
operations, the final generated feature map H ∈ RhH×wH×cH contains context
information in both horizontal and vertical directions.
Decoder In the decoder part, spatial attention is to calculate the similarity
between encoder feature map Hi,j and RNN decoder state gt−1, which is to learn
the spatial alignment
ei,j,t = Attention(Hi,j , gt−1) (4)
to weight the importance of feature Hi,j at time t. In Eq. 4, we utilize a feed
forward neural network as Attention(·) function following [1], and normalize the
alignment as
αi,j,t =
exp(ei,j,t)∑
i,j exp(ei,j,t)
. (5)
With the predicted spatial attention weights αi,j,t, the context vector ct at time
t is calculated as
ct =
∑
i,j,t
αi,j,tHi,j . (6)
Feeding ct and the former output yt−1 as input, the RNN decoder can directly
update its hidden state gt and predict the output label yt by fully connected
weights and softmax classification. The final output is to achieve the character
that can maximize the posterior probability as yˆt = arg maxyt∈D p(yt|gt, yt−1),
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where D is the set of labels. During the training stage, the recognition loss for
sequences is derived as the average uncertainty, which can be defined as
Lreg = − 1
NT
N∑
n=1
T∑
t=1
log p(yt|yt−1, gt−1, ct). (7)
Training this objective function is to minimize Lreg over all training samples and
time steps. In this equation, N and T denote the number of training samples
and the count of time steps, respectively.
3.5 Joint Localization and Recognition
Benefiting from the developed modules above, we are able to unify the quadran-
gle text detection, perspective RoI transform, and spatial-aware text recognition
network in one model. To train localization and recognition networks simulta-
neously, we utilize a multi-task loss defined as
L = Ldet + βLreg, (8)
where β is the regularization parameter that can balance between two network
branches. During the joint training stage, the input of the model consists of
image samples, ground-truth labels of locations and the corresponding text. Text
locations in quadrangles can be converted to geometry and score maps G =
{Qn,Sn}n=1,...,N . With the provided table of characters, the ground-truth text
labels can be mapped to the corresponding class labels. During training and
testing, the START and EOS (End-of-Sequence) symbols are added to tell the
RNN decoder when to start and end in text sequence recognition.
To jointly train text localization and recognition network, the overall training
procedure is divided into two stages. To overcome the shortage of small datasets,
we utilize the vgg-synthetic data [12], i.e., VGG-Synth 800k, to train the base
network using ImageNet pretrained model. Specifically, one training strategy
is to train the detection branch until it almost converges to a steady point,
and jointly train detection and recognition branches simultaneously. Another
training strategy is to train the recognition branch at first instead, and then
jointly train the whole network. These two training procedures are equal to
achieve the final convergence in our attempts. To evaluate the performance on
benchmarks, we finetune the VGG-Synth trained model on ICDAR-13, ICDAR-
15, and Total-Text, respectively. To ease training and improve generalization by
data argumentation, we randomly crop samples from images, resize the long-
side to 512 pixels with mean value paddings. In experiments, we use multi-GPU
clusters to train the model. The batch-size is 16 per GPU, and the number of
RoIs in a batch is set to 32 per GPU for the recognition branch. The optimization
algorithm is Adam, and the initial learning rate is set to 1× 10−4.
4 Experiments
To validate the performance of the proposed model, we conduct experiments
on standard benchmarks, e.g., ICDAR-13, ICDAR-15, as the regular datasets,
and the curved dataset, e.g., Total-Text, as the irregular dataset. We evaluate
and compare the performance of the proposed model on end-to-end and word
spotting tasks with other competitive approaches.
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4.1 Datasets
ICDAR-13 and ICDAR-15 The widely used benchmarks for text reading in-
clude ICDAR-13 and ICDAR-15 [23] datasets. These datasets come from ICDAR
2013 and ICDAR 2015 Robust Reading Competitions, respectively. ICDAR-13
mainly includes horizontal text as focused scene text with word-level bound-
ing box annotations and text labels. There are 229 images for training and 233
images for testing. Images from the ICDAR-15 dataset are captured in an inci-
dental way with Google Glass, and word-level quadrangle annotations and text
labels are available. There are 1000 images for training and 500 for testing.
VGG synth We also utilize the VGG synthetic dataset [12], which consists
of 800, 000 images. Synthetic text strings are well rendered and blended with
background images. The dataset provides detailed character-level, word-level
and line-level annotations, which can be used for model pre-training.
Total-Text The Total-Text dataset [7] released in ICDAR 2017 is a collection of
irregular text. Unlike the previous ICDAR datasets, there are a number of curved
text cases with multiple orientations. There are 1255 images in the training set,
and 300 images in the test set with word-level polygon and text annotations.
4.2 Quantitative Comparisons with Separate Models
To validate the effectiveness of end-to-end training, we compare the text de-
tection results of TextNet with the proposed detection branch only as a base-
line. The evaluation protocols of text detection exactly follow the public crite-
rion of ICDAR competitions, including the ICDAR-13, and ICDAR-13 DetEval
and ICDAR-15. The IoU (intersection-of-union) threshold is 0.5 as the default
value to decide whether it is a true positive sample or not. As shown in Tab.1,
our proposed TextNet achieves 91.28%, 91.35% and 87.37% in F-measure un-
der ICDAR-13, ICDAR-13 DetEval and ICDAR-15 criterion, respectively. The
end-to-end trained model can achieve +6.66%, +6.65% and +4.13% absolute F-
measure improvement, compared with the detection model without recognition
branch. Different from conventional text detectors, the joint trainable model with
text recognition branch can help improve the representation power using shared
backbone features, and improve both recall and precision during the detection
stage.
For irregular cases, we conduct ablation experiments on Total-Text dataset,
and compare the end-to-end trained results with the two-stage approach, which
is developed using separately trained detection and recognition models. As shown
in Tab. 4, the proposed TextNet can obtain substantial improvement over the
two-stage approach in detection and end-to-end tasks in terms of F-measure.
Different from previous two-stage and end-to-end training methods, the proposed
approach can tackle irregular cases in a unified framework, especially curved text,
which further demonstrate the effectiveness of TexNet.
4.3 Quantitative Comparisons with State-of-the-Art Results
Detection results To validate the text detection performance, we compare
the proposed TextNet with other state-of-the-art text detection methods. Quan-
titative results on ICDAR-13 and ICDAR-15 in terms of recall, precision and
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F-measure are listed in Tab.1, respectively. From the table, we find that the
proposed algorithm can achieve state-of-the art results with at least +3% im-
provement in F-measure on ICDAR-13 and ICDAR-15 datasets. Note that *
indicates the corresponding results have not been released in the original paper.
The proposed jointly trainable model can improve the representation and gen-
eralization of text features in a shared backbone network by modeling detection
and recognition in a unified network. To tackle regular and irregular cases with
a two-directional RNN encoder, the spatial attention-based recognition branch
can not only improve detection precision compared to other competitive results,
but also increase the detection accuracy in terms of recall.
Table 1. Text detection results on ICDAR-13 and ICDAR-15 for comparisons. Note
that R, P and F in this table are short for recall, precision, and F-measure, respec-
tively. In the table, ‘TextNet-detection only’ indicates that the model is trained for
text detection without the help of recognition branch, and ‘TextNet’ is the end-to-end
trainable model to localize and recognize results simultaneously.
Method
ICDAR-13 ICDAR-13 DetEval ICDAR-15
R P F R P F R P F
TextBoxes [27] 83 88 85 89 83 86 * * *
CTPN [40] * * * 83 93 88 52 74 61
Liu et al. [31] * * * * * * 68.22 73.23 70.64
SegLink [37] * * * 83.0 87.7 85.3 76.8 73.1 75.0
SSTD [5] 86 88 87 86 89 88 73.86 80.23 76.91
WordSup [18] * * * 87.53 93.34 90.34 77.03 79.33 78.16
RRPN [32] * * * 88 95 91 77.13 83.52 80.20
EAST [45] * * * * * * 78.33 83.27 80.72
He et al. [17] 81 92 86 * * * 82 80 81
R2CNN [22] * * * 82.59 93.55 87.73 79.68 85.62 82.54
FTSN [8] 81 92 86 * * * 80.07 88.65 84.14
Li et al. [25] 80.5 91.4 85.6 * * * * * *
TextNet-detection only 82.01 83.40 84.62 82.15 87.40 84.70 80.83 85.79 83.24
TextNet 89.39 93.26 91.28 89.19 93.62 91.35 85.41 89.42 87.37
Table 2. End-to-end text reading and word spotting results on ICDAR-13. Note that
S, W and G are short for strong, weakly and generic conditions, and TextNet indicates
the multi-scale testing of the proposed model.
Method
End-to-end Word spotting
S W G S W G
Deep2Text II+ 81.81 79.49 76.99 84.84 83.43 78.90
TextBoxes [27] 91.57 89.65 83.89 93.90 91.95 85.92
Li et al. [25] 91.08 89.81 84.59 94.16 92.42 88.20
TextSpotter [5] 89.0 86.0 77.0 92.0 89.0 81.0
TextNet 89.77 88.80 82.96 94.59 93.48 86.99
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Table 3. End-to-end text reading and word spotting results on ICDAR-15 for com-
parison. Note that * indicates that the corresponding results have not been reported
in the original paper.
Method
End-to-end Word spotting
S W G S W G
HUST MCLAB [38] 67.86 * * 70.57 * *
TextProposals+DictNet 53.30 49.61 47.18 56.00 52.26 49.73
TextSpotter [5] 54.0 51.0 47.0 58.0 53.0 51.0
TextNet 78.66 74.90 60.45 82.38 78.43 62.36
End-to-end results We conduct experiments on ICDAR-13, ICDAR-15, and
Total-Text datasets, evaluating the results on regular and irregular benchmarks.
For fair comparisons, the quantitative results of TextNet on ICDAR-13 and
ICDAR-15 are shown in Tab. 2 and Tab. 3 in terms of F-measure for end-to-end
and word spotting tasks, following the evaluation protocols in ICDAR competi-
tions under strong, weakly and generic conditions. These results demonstrate its
superior performance over state-of-the-art approaches on ICDAR benchmarks,
especially on ICDAR-15 dataset. On ICDAR-13 dataset, the end-to-end train-
able model proposed by Li et al. [25] shows better performance for horizontal
cases, but fails to cover cases in multi-orientations on ICDAR-15 dataset. For
irregular cases, experimental results on Total-Text is illustrated in Tab. 4. We
report the text localization and end-to-end results in terms of recall, precision
and F-measure. In the end-to-end task, the score of F-measure on Total-text is
to evaluate the raw model output according to ground-truth labels without any
vocabularies and language models. The results on irregular text demonstrate
that the proposed TextNet have shown dramatic improvement over the baseline
algorithm, which validates the effectiveness of the attention mechanism to tackle
irregular text, especially for curve cases. Note that the most recent approaches
[30] are designed for regular text and are difficult to cover curve cases.
4.4 Qualitative Results
Qualitative results of TextNet on ICDAR-13, ICDAR-15 and Total-Text datasets
are shown in Fig. 5, Fig. 6, and Fig. 7, respectively. The localization quadrangles
and the corresponding predicted text are drawn in figures. From these visual
results, we can see that the proposed approach is able to tackle regular and
irregular cases. The proposed algorithm can accurately localize and recognize
these samples in an end-to-end fashion, which validates its effectiveness of the
proposed approach.
4.5 Speed and Model Size
To evaluate the speed of TextNet, we calculate the average time cost during the
testing stage. On the ICDAR-13 dataset, we can achieve 370.6 ms in terms of
average time cost using ResNet-50 without any model compression and accel-
eration. Note that the long-side length of testing images is normalized to 920,
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Table 4. Text detection and end-to-end recognition performance on irregular dataset,
i.e., Total-Text. The detection results exactly follows the evaluation rules of Total-
Text [7]. Note that * indicates that the corresponding results have not been reported
yet in the original paper.
Method
Detection End-to-end
Recall Precision F-measure Recall Precision F-measure
DeconvNet [7] 33 40 36 * * *
Two-stage approach 59.80 61.05 60.42 43.10 47.12 45.02
TextNet 59.45 68.21 63.53 56.39 51.85 54.02
and the time cost is evaluated using a single Tesla P40 GPU. The total num-
ber of parameters of TextNet is 30M including ResNet-50, which includes 23M
coefficients taking the most of parameters in the proposed model. By sharing
backbone network, the jointly trained model not only reduces the time cost dur-
ing predicting stage but also saves almost half of parameters compared with
separately trained models.
Fig. 5. End-to-end visualized results of TextNet on ICDAR-13 dataset.
5 Conclusions
In this paper, we have proposed a fully end-to-end trainable network, i.e., TextNet,
which is capable of simultaneously localizing and recognizing regular and irreg-
ular text. The proposed network can extract multi-scale image features by scale-
aware attention mechanism, and generate word proposals by direct regression
of quadrangles to cover regular and irregular text regions. To further extract
features-of-interest from text proposals, we have proposed to encode the well
aligned feature maps in RNN, and utilize the spatial attention mechanism to
generate text sequences. The experimental results on benchmark datasets have
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Fig. 6. End-to-end visualized results of TextNet on ICDAR-15 dataset.
Fig. 7. End-to-end visualized results of TextNet on Total-Text dataset.
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shown that the proposed TextNet can achieve superior performance on ICDAR
regular datasets, and outperform existing approaches for irregular cases by a
large margin.
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