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ADDITIVE HIGHER CHOW GROUPS OF SCHEMES
AMALENDU KRISHNA, MARC LEVINE
Abstract. We show how to make the additive Chow groups of
Bloch-Esnault, Ru¨lling and Park into a graded module for Bloch’s
higher Chow groups, in the case of a smooth projective variety over
a field. This yields a a projective bundle formula as well as a blow-
up formula for the additive Chow groups of a smooth projective
variety.
In case the base-field admits resolution of singularieties, these
properties allow us to apply the technique of Guille´n and Navarro
Aznar to define the additive Chow groups “with log poles at in-
finity” for an arbitrary finite-type k-scheme X . This theory has
all the usual properties of a Borel-Moore theory on finite type k-
schemes: it is covariantly functorial for projective morphisms, con-
travariantly functorial for morphisms of smooth schemes, and has
a projective bundle formula, homotopy property, Mayer-Vietoris
and localization sequences.
Finally, we show that the regulator map defined by Park from
the additive Chow groups of 1-cycles to the modules of absolute
Ka¨hler differentials of an algebraically closed field of characteristic
zero is surjective, giving an evidence of conjectured isomorphism
between these two groups.
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Introduction
Since Bloch’s introduction of his higher Chow groups over last twenty
years ago, Voevodsky’s construction of a good triangulated category of
motives, with the higher Chow groups as the corresponding motivic
cohomology has given what was at first a provisional definition a solid
foundation. However, when compared with algebraic K-theory, this
theory of motivic cohomology still has at least one serious deficiency:
it fails to see the difference between a non-reduced scheme X and its
associated reduced closed subscheme Xred.
One important case of a non-reduced scheme is of course that of the
infinitesimal thickening of a reduced scheme. S. Bloch and H. Esnault
have introduced in [7] the first attempt at a cycle-theoretic description
of this motivic cohomology ‘with modulus”, defining groups which are
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supposed to describe the part given by zero-cycles for k[t]/t2. They
showed that these groups coincide with the absolute differential forms
Ωnk . In [8] they defined a cubical version of these additive Chow groups,
extending the definition to zero-cycles for k[t]/tm+1, and showed that
for modulus m = 1 these groups agreed with the ones defined earlier.
K. Ru¨lling [29] generalized these computations to arbitrary modulus
m, showing that the zero-cycles with modulus m leads to a cycle theo-
retic explanation the generalized deRham-Witt complex of Hasselholt-
Madsen. Park [27] extended the definition of zero-cycles with modulus
m to a full cycle complex, and made some computations for 1-cycles.
Our aim in this paper is to understand the structural properties of
Park’s additive cycle complexes for arbitrary modulus. For a general
smooth quasi-projective variety, these complexes do not have the nice
behavior of Bloch’s cycle complexes. The homotopy property quite
obviously fails, but more seriously, these complexes do not have any
reasonable localization property with respect the closed subschemes
(even smooth ones). However, for smooth projective varieties, they
seem to have interesting properties. Our first main technical result is
the construction of a module structure for the additive Chow groups
(with arbitrary modulus) of X over Chow ring of X leading immedi-
ately to an action of correspondences (for smooth projective schemes
over a a smooth k-scheme S) on the additive Chow groups. This gives
us by standard constructions a projective bundle formula for arbitrary
smooth X and a blow-up formula for the additive Chow groups of a
smooth projective X .
If we now assume that our base field k admits resolution of singular-
ities, we may apply the method of Guille´n and Navarro Aznar to define
the additive Chow groups “with log poles at infinity” for an arbitrary
finite-type k-scheme X . This construction requires a detour through
an integral version of Hanamura’s triangulated category of motives.
The resulting theory is a Borel-Moore theory, in that it is covariantly
functorial for projective morphisms in Schk. We add to the general
theory of Guille´n and Navarro Aznar and its application by Hanamura
in that we construct in addition pull-back (Gysin) maps for morphisms
of smooth quasi-projective varieties. This theory of additive Chow
groups (for arbitrary modulus) with log poles has all nice structural
properties one could hope for: projective bundle formula, homotopy
property, Mayer-Vietoris and localization sequences.
As an application of this action of ’higher correspondences’, we show
that the regulator maps [27] from the additive Chow groups of 1-cycles
to the modules of absolute Ka¨hler differentials of an algebraically closed
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field of characteristic zero is surjective, giving an evidence of conjec-
tured isomorphism between these two groups.
Our hope is that the Atiyah-Hirzebruch spectral sequence for the
algebraic K-theory of a smooth k-scheme X :
Ep,q2 := CH
−q(X,−p− q) =⇒ K−p−q(X)
(see [9, 12, 23]) has an analog with modulus and log poles:
Ep,q2 := TCH
−q
log(X,−p− q;m) =⇒ K
log
−p−q(X ;m);
here TCH−qlog(X,−p−q;m) is the logarithmic additive Chow group with
modulus m (see § 6.2 for details). For X smooth and projective over
k, K log(X ;m) is defined as the (-1 connected) homotopy fiber of the
restriction map
K(X × Spec k[t])→ K(X × Spec k[t]/(tm+1);
in general, the logarithmic K-groups are at present not even defined,
so the “correct” definition is part of the conjecture. At the very least,
the groups K logn (X ;m) should be the homotopy groups of a spectrum
K log(X ;m), the assignment X 7→ K log(X ;m) should extend to a func-
tor on at least smooth quasi-projective k-schemes, covariant for pro-
jective maps and contravariant for arbitrary maps (where we consider
K log(X ;m) as an object in the stable homotopy category of spectra).
In addition, the spectra K log(X ;m) should satisfy an A1 homotopy in-
variance property, Nisnevich excision, a projective bundle formula and
a blow-up formula.
Our paper is orgainzed as follows. We begin with a general discus-
sion of cubical objects in an addtive or abelian category, then recall
the definition and basic properties of the cubical version of Bloch’s cy-
cle complex. In section 1.4 we recall the “Chow’s moving lemma” for
Bloch’s cycle complex, as the techniques used to prove this result will
form the core of the technical results here. Next, in section 1.5 we
show how to refine the moving lemma to take into account behavior
on the closure of the algebraic n-cubes, as is needed for applications
to the additive cycle complexes. We recall the classical category of
Chow motives and Hanamura’s construction of a triangulated cate-
gory of motives in section 2; we also adapt Hanamura’s construction
to our purposes in this section. We also show at this point how the
constructions of Guille´n and Navarro Aznar allow one to define the
(Borel-Moore) motive of an arbitrary finite-type k-scheme, assuming
one has resolution of singularities, and we finish the section by con-
struction of the pull-back maps for morphisms in the category Sm/k
of smooth quasi-projective varieties over k.
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In section 3, we introduce our main object of study, the additive cy-
cle complexes for arbitrary modulus, together with their elementrary
properties. We construct the action of higher Chow groups in section 4,
and extend this in section 5 to define the additive higher Chow groups
of a Chow S-motive. This leads to the projective bundle formula and
the blow-up formula. In section 6, we use the method of Guille´n and
Navarro Aznar to define the logarithmic additive higher Chow groups
of a scheme of finite type over k, assuming k admits resolution of singu-
larities; the theory is covariant for projective maps and contravariant
for arbitrary maps of smooth varieties, satisfies a projective bundle for-
mula, homotopy property, localization and Mayer-Vietoris and a blow-
up formula. Finally, in section 7 we study the regulator maps from the
additive Chow group of 1-dimensional cycles to the modules of abso-
lute Ka¨hler differentials of a characteristic zero field, as constructed by
Park [27]. We establish some properties of the regulator maps and then
use the results of section 4 to show the surjectivity of these regulator
maps.
1. Cycle complexes
1.1. Cubical objects. We introduce the “cubical category” Cube.
This is the subcategory of Sets with objects n := {0,∞}n, n =
0, 1, 2, . . ., and morphisms generated by
1. Inclusions: ηn,iǫ : n− 1→ n, ǫ = 0,∞, i = 1, . . . , n
ηn,i,ǫ(y1, . . . , yn−1) = (y1, . . . , yi−1, ǫ, yi, . . . , yn−1)
2. Projections: pi : n→ n− 1, i = 1, . . . , n.
3. Permutations of factors: (ǫ1, . . . , ǫn) 7→ (ǫσ(1), . . . , ǫσ(n)) for σ ∈ Sn.
4. Involutions: τn,i exchanging 0 and ∞ in the ith factor of n.
Clearly all the Hom-sets in Cube are finite. For a category A, we
call a functor F : Cubeop → A a cubical object of A.
Example 1.1. Let k be a field and set P1 := Projk[Y0, Y1], and let
y := Y1/Y0 be the standard coordinate function on P1. We set n :=
(P1 \ {1})n.
Letting pi : (P
1)n → (P1)n−1 be the projection , we use the (rational)
coordinate system (y1, · · · , yn−1) on 
n, with yi := y ◦ pi.
A face of n is a subscheme F defined by equations of the form
yi1 = ǫ1, . . . , yis = ǫs; ǫj ∈ {0,∞}.
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Let ηn,i,ǫ : 
n−1 → n be the inclusion
ηn,i,ǫ(y1, . . . , yn−1) = (y1, . . . , yi−1, ǫ, yi, . . . , yn−1)
Thus n 7→ n is a functor  : Cube→ Sm/k. 
Let A be an abelian category, A : Cube → A be a cubical object.
Let πn,i : A(n)→ A(n) be the endomorphism p
∗
i ◦ η
∗
n,i,∞, and set
πn := (id− πn,n) ◦ . . . ◦ (id− πn,1).
Let
A(n)0 := ∩
n
i=1 ker η
∗
n,i,∞ ⊂ A(n)
and
A(n)degn :=
n∑
i=1
p∗i (A(n− 1)) ⊂ A(n).
Finally let (A∗, d) be the complex with An := A(n) and with
dn :=
n∑
i=1
(−1)i(η∗n,i,∞ − η
∗
n,i,0).
The following result is the basis of all “cubical” constructions; the
proof is elementary and is left to the reader.
Lemma 1.2. Let A : Cube → A be a cubical object in an abelian
category A. Then
1. For each n, πn maps A(n) to A(n)0 and defines a splitting
A(n) = A(n)degn ⊕A(n)0.
2. dn(A(n)degn) = 0, dn(A(n)0) ⊂ A(n− 1)0
Definition 1.3. Let A : Cube→ A be a cubical object in an abelian
category A. Define the complex (A∗, d) to be the quotient complex
n 7→ (A(n)/A(n)degn, dn) of A∗, d).
The lemma shows that (A∗, d) is well-defined and is isomorphic to
the subcomplex n 7→ (A(n)0, dn) of A∗.
1.2. Bloch’s cycle complex. We recall the cubical version of Bloch’s
cycle complexes.
Definition 1.4 (cf. [6]). Let X be k-scheme of finite type. For r ∈ Z,
n ≥ 0, we let zr(X, n) be the free abelian group on integral closed
subschemes Z of X ×n of dimension r + n over k such that:
(Good position) For each face F of n, Z intersects X × F properly:
dimkZ ∩X × F ≤ r + dimkF
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it follows directly from the definition of zr(X, n) that for ǫ = 0,∞,
∂ǫn,i := η
∗
n,i,ǫ gives a well-defined map
∂ǫn,i : zr(X, n)→ zr(X, n− 1),
so we have a cubical abelian group n 7→ zr(X, n).
Definition 1.5. Let
zr(X, n) := zr(X, n)/zr(X, n)degn.
The complex (zr(X, ∗), d) associated to the cubical abelian group
n 7→ zr(X, n)
is the cubical cycle complex of dimension r cycles on X . Set
CHr(X, n) := Hn(zr(X, ∗)).
If X is equi-dimensional of dimension d over k, set
zi(X, ∗) := zi−r(X, ∗)
and
CHi(X, n) := Hn(z
i(X, ∗)).
Recall from [6] the original simplicial version of this construction,
Bloch’s cycle complex Zr(X, ∗) and the higher Chow groups
CHr(X, n) := Hn(Zr(X, ∗)).
Theorem 1.6 ([24]). There is a natural isomorphism in D−(Ab)
zr(X, ∗) ∼= Zr(X, ∗),
hence a natural isomorphism
CHr(X, n) ∼= Hn(Zr(X, ∗)).
Remark 1.7. Both cycle complexes Zr(X, ∗) and zr(X, ∗) are covari-
antly functorial for proper morphisms, and contravariantly functorial
for flat morphisms (with a shift in r). The naturality in the above
comparison theorem is with respect to these two functorialities. 
1.3. Products. The main advantage the cubical complexes have over
the simplicial version is the existence of an associative external product
on the level of complexes.
For X, Y ∈ Schk, let
τ : X ×n × Y ×m → X × Y ×n ×m
be the exchange-of-factors isomorphism. For integral cycles Z on X ×

n, W on Y ×m, define
Z ⊠W := τ∗(Z ×W )
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where Z×W the cycle associated to the subscheme Z×kW . Extending
by linearity gives us
⊠n,m : zr(X, n)⊗ zs(Y,m)→ zr+s(X ×k Y, n+m).
Lemma 1.8 (cf. [24]). The maps ⊠n,m define a map of complexes
⊠X,Y : zr(X, ∗)⊗ zs(Y, ∗)→ zr+s(X ×k Y, ∗)
called external product. The external product is associative. Up to a
natural homotpy, the external product is commutative.
Proof. It is clear that
⊠n,m (zr(X, n)degn ⊗ zs(Y,m) + zr(X, n)degn ⊗ zs(Y,m))
⊂ zr+s(X ×k Y, n+m)degn.
The fact that ⊠ is a map of complexes follows directly from the def-
inition of the boundary maps. the associativity is obvious from the
definition.
The homotopy commutativity is proved in [24]. 
1.4. Moving lemmas. We recall the application of the classical mov-
ing lemma of Chow to Bloch’s cycle complex. For X ∈ Schk, let Xsm
be the largest open subscheme of X which is smooth over k.
Definition 1.9. For X ∈ Schk equi-dimensional over k, let C be a
finite set of locally closed irreducible subsets of Xsm and let e : C → Z+
be a function. We define zr(X, n)C,e ⊂ z
r(X, n) to be the subgroup
generated by integral closed subschemes Z ⊂ X × n such that, for
each C ∈ C and each face F of n,
codimC×FZ ∩ (C × F ) ≥ r − e(C).
The zr(X, n)C,e form a subcomplex z
r(X, ∗)C,e of z
r(X, n). In addi-
tion, for z1, . . . , zn ∈ z
r(X, n− 1),∑
i
(id×pi)
∗(zi) ∈ z
r(X, n)C,e ⇔ zi ∈ z
r(X, n−1)C,e for all i = 1, . . . , n.
Thus, with the evident definition of zr(X, ∗)C,e,degn ⊂ z
r(X, ∗)C,e, the
map
zr(X, ∗)C,e
zr(X, ∗)C,e,degn
→
zr(X, ∗)
zr(X, ∗)degn
= zr(X, ∗)
is injective, and we have the subcomplex zr(X, ∗)C,e of z
r(X, ∗).
The second moving lemma is
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Theorem 1.10. Let X be a quasi-projective k-scheme, equi-dimen-
sional over k, C a finite set of locally closed subsets of Xsm and e :
C → Z+ a function. Then the inclusion z
r(X, ∗)C,e → z
r(X, ∗) is a
quasi-isomorphism.
As we will be using these techniques later on, we recall the idea of
the proof, which goes in three steps:
Step 1: X = Pn. In this case, one use the action of G := SLn+1
on Pn. Let K = k(G), a pure transcendental extension of k. Since
K is a field, we can express the generic matrix η ∈ SLn+1 over k as a
product of elementary matrices with K-coefficients.
Thus, there is a map
φ : A1K → G
with φ(0) = id, φ(1) = η. Via the action of G on Pn, we have the map
µφ : P
n × A1K → P
n.
Identifying (A1, 0, 1) with (1, 0,∞), pull-back by the maps
µφ × id : P
n ×n+1K → P
n ×n
define a degree 1 map of complexes
Hφ : z
r(Pn, ∗)→ zr(PnK , ∗)
that gives a homotopy between the base-extension π : zr(Pn, ∗) →
zr(PnK , ∗) and T
∗
η , where Tη : P
n → PnK is translation by η.
Both Hφ and T
∗
η map z
r(Pn, ∗)C,e to zr(PnK , ∗)C,e. Since η is generic
over k, T ∗η maps z
r(Pn, ∗) to zr(PnK , ∗)C,e. As in the proof of the local-
ization theorem, this implies that base-extension
π :
zr(Pn, ∗)
zr(Pn, ∗)C,e
→
zr(PnK , ∗)
zr(PnK , ∗)C,e
is both injective and 0 on homology,whence the result in this case.
Step 2. X ⊂ PN projective. This uses the method of the projecting
cone. Suppose X has dimension n and let L ⊂ PN be a dimension
N − n− 1 linear subspace with L ∩X = ∅. Projection from L defines
a finite morphism
πL : X → P
n.
For Z a cycle on X , define
L˜(Z) := π∗L(πL∗(Z))− Z.
Since πL is finite and P
n is smooth, L˜ is well-defined. In addition,
L˜(Z) ≥ 0 if Z ≥ 0.
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For a closed subsetW ⊂ Xsm, define codimXsmW to be the minimum
of codimXsmZ as Z runs over the irreducible components of W .
Definition 1.11. For A,B closed subsets of X of pure codimension
a, b, respectively, define the excess
e(A,B) := a+ b− codimXsm(A ∩ B ∩Xsm)
if A ∩ B ∩ Xsm = ∅, define the excess to be 0. If Z and W are cycles
on X , define
e(Z,W ) := e(supp(Z), supp(W )).
Let Gr(N − n− 1, N) be the Grassmannian of PN−n−1’s in PN , and
let Gr(N − n − 1, N)X be the open subscheme of L with L ∩ X = ∅.
The classical moving lemma of Chow is
Lemma 1.12. Let Z and W be cycles on X. Then there is a non-
empty open subscheme UZ,W ⊂ Gr(N − n− 1, N)X such that, for each
field K ⊃ k and each K-point L of UZ,W ,
e(L˜(Z),W )) ≤ max(e(Z,W )− 1, 0).
For each L ∈ Gr(N − n− 1, N)X , we have the maps
πL × id : X ×
n → Pn ×n.
Define
L˜n : z
r(X, ∗)→ zr(X, ∗)
by
L˜n(Z) := πL × id
∗(πL × id∗(Z))− Z
The maps L˜n define the map of complexes
L˜∗ : z
r(X, ∗)→ zr(X, ∗).
With a little bit of work (see e.g. [5] or [22] for details) Chow’s
moving lemma implies
Lemma 1.13. Fix a finite set C of locally closed subsets of Xsm and a
function e : C → Z+. Define e− 1 : C → Z+ by
(e− 1)(C) := max(e(C)− 1, 0).
Let K = k(Gr(N − n− 1, N)) and let Lgen ∈ Gr(N − n− 1, N)(K) be
the generic point of Gr(N − n− 1, N). Then
L˜gen∗ : z
r(X, ∗)→ zr(XK , ∗).
maps zr(X, ∗)C,e to z
r(XK , ∗)C,e−1.
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Sketch of proof. Let |Z| ⊂ X × n be the support of a cycle Z in
zr(X, n). For each face F of n, let
Z(F, d) = {x ∈ X |dimkx× F ∩ |Z| ≥ d}
where the inequality is satisfied if there is an irreducible component of
x× F ∩ Z of dimension ≥ d over k. Z(F, d) is a constructible set, and
Z is in zr(X, n)C,e if and only if
(1.1) codimCC ∩ [Z(F, d) \ Z(F, d− 1)] ≥ r − e(C)− dimkF + d
for each C, F and d. We have a similar condition for membership in
zr(X, n)C,e−1.
One has the operation A 7→ L˜(A) on constructible subsets A of X
by setting
L˜(A) := (π−1L (πL(A)) \ A)
where the closure is in π−1L (πL(A)). One shows that
L˜(Z)(F, d) ⊂ L˜(Z(F, d)).
Using the moving lemma 1.12, one shows that the inequality (1.1)
for the subsets Z(F, d) implies the inequality (1.1) for the subsets
˜Lgen(Z(F, d)) with e replaced by e− 1, which proves the result. 
To use this lemma, we proceed as follows: For each C ∈ C, we have
the constructible subset πLgen(C). Write
πLgen(C) = C
′
1 ∪ . . . ∪ C
′
r
with each C ′i locally closed in P
n
K . Let di = codimPn(C
′
i) − codimXC
and define
e′(C ′i) := e(C) + di.
Let C′ = {C ′j | C ∈ C}.
Then πLgen∗ : z
r(X, ∗) → zr(PnK , ∗) maps z
r(X, ∗)C,e to z
r(PnK , ∗)C′,e′
and π∗Lgen : z
r(PnK , ∗)→ z
r(XK , ∗) maps z
r(PnK , ∗)C′,e′ to z
r(XK , ∗)C,e.
Lemma 1.13 implies that
L˜∗ = π
∗
Lgen ◦ πLgen∗ − π :
zr(X, ∗)C,e
zr(X, ∗)C,e−1
→
zr(XK , ∗)C,e
zr(XK , ∗)C,e−1
is zero, where π is the base-extension map. Thus π∗Lgen ◦ πLgen∗ is the
same as base-extension on this quotient complex. However, we can
factor π∗Lgen ◦ πLgen∗ as
zr(X, ∗)C,e
zr(X, ∗)C,e−1
πLgen∗
−−−−→
zr(PnK , ∗)C,e
zr(PnK , ∗)C,e−1
π∗
Lgen
−−−→
zr(XK , ∗)C,e
zr(XK , ∗)C,e−1
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By Step 1, the complex in the middle is acyclic, so π induces zero on
homology. Since K is a pure transcendental extension of k, the quo-
tient complex zr(X, ∗)C,e/z
r(X, ∗)C,e−1 is acyclic. Since z
r(X, ∗)C,e−r =
zr(X, ∗), the result follows by induction.
Step 3: X quasi-projective. This uses Bloch’s moving lemma [4]
involving blowing up faces of n. We omit the details.
1.5. A new moving lemma. To allow for an action of “higher cor-
respondences” on the additive cycle complexes with modulus, we will
need an extension of Chow’s moving lemma that takes into account the
closures of the cycles.
We have the open immersion n ⊂ (P1)
n
; write 
n
for (P1)
n
. For
an integral subscheme or closed subset Z of X × n, we let Z denote
the closure in X ×
n
. Extending linearly, we have the operation
(−) : z∗(X ×
n)→ z∗(X ×
n
).
Definition 1.14. For a set C of locally closed subsets of X and a
function e : C → Z+, let zr(X, n)C,e ⊂ z
r(X, n)C,e be the subgroup
generated by integral Z ∈ zr(X, n) such that, for each face F of n,
codimC×F [Z ∩X × F ] ∩ C × F ≥ r − e(C).
The zr(X, n)C,e form a cubical abelian group, hence we have the
subcomplex zr(X, ∗)C,e of z
r(X, n)C,e.
Lemma 1.15. Let X be a quasi-projective k-scheme, C a finite set of
locally closed subsets of Xsm, e : C → Z+ a function.
(1) If X is projective, the inclusion zr(X, ∗)C,e → zr(X, ∗) is a quasi-
isomorphism.
(2) In general, the inclusion zr(X, ∗)C,e → zr(X, ∗) induces an iso-
morphism on H0.
Proof. The proof is essentially the same as theorem 1.10. We indicate
the modifications.
Step 1. X = Pn In modifying our earlier Step 1, since we need to keep
track of closures, we use a finite sequence of “generic translations”
rather than writing the generic matrix as a product of elementary ma-
trices.
In detail: Let H ⊂ Pn be the generic hyperplane, defined over a pure
transcendental extension K1 of k. Let X0, . . . , Xn be homogeneous
coordinates on PnK1 such that H is defined by X0 = 0. Let x :=
(x1, . . . , xn) be the generic point of the affine space AnK1 := P
n \ H ,
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let K = K1(x1, . . . , xn) and let φ(t) be the K[t]-valued point of GLn+1
defined linear transformation
(X0, X1, . . . , Xn) 7→ (X0, X1 + tx1X0, . . . , Xn + txnX0).
This gives us the action φ : A1 × PnK → P
n.
For Z a cycle on Pn×
n
we have the cycle φ∗(Z) on A1×PnK ×
n
.
Let φ∗(Z) be the closure of φ∗(Z) on P1 × PnK × 
n
. One can easily
compute the intersection φ∗(Z) ∩∞× PnK ×
n
. This cycle is the join
of (x1 : . . . : xn)×
n
∈ H ×
n
with the the intersection Z ∩H ×
n
.
SinceH is generic over k, it is easy to check that sending Z ∈ zr(X, n)
to φ∗(Z) ∈ zr(XK , n+1) defines a homotopy Hφ of φ(1)
∗ with the base-
change map on the complex zr(X, ∗), and in addition Hφ restricts to
give a degree one map
Hφ : zr(X, n)C,e → zr(X, n + 1)C,e
giving a homotopy between the base-change on φ(1)∗ on the subcom-
plex zr(X, ∗)C,e.
Since the generic projective linear transformation is a composition
of n+1 such translations, the argument we used for Step 1 above goes
through to show prove the theorem for X = Pn.
Step 2. X projective. We use exactly the same argument, replacing
lemma 1.13 with
Lemma 1.16. Fix a finite set C of locally closed subsets of Xsm and a
function e : C → Z+. Define e− 1 : C → Z+ by
(e− 1)(C) := max(e(C)− 1, 0).
Let K = k(Gr(N − n− 1, N)) and let Lgen ∈ Gr(N − n− 1, N)(K) be
the generic point of Gr(N − n− 1, N). Then
L˜gen∗ : zr(X, ∗)→ zr(XK , ∗).
maps zr(X, ∗)C,e to zr(XK , ∗)C,e−1.
The proof is exactly the same, where we replace the sets Z(F, d) with
Z(F, d) = {x ∈ X |dimkx× F ∩ |Z| ∩X × F ≥ d}
Step 3. X quasi-projective. Here the “moving by blow-ups” technique
does not pass well to the closures 
n
.
However, if j : X → X¯ is a projective closure of X , then let
zr(XX¯ , ∗)C,e ⊂ z
r(X, ∗)C,e be the image of j
∗ : zr(X¯, ∗)C,e → z
r(X, ∗)C,e.
If Z is in zr(X, n)C,e, then the closure Z is in z
r(X¯, ∗)C,e for n = 0, 1,
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Thus, letting i : W → X¯ be the complement of X , we have a com-
mutative diagram with exact rows
CHr(W, 0)
i∗
// H0(zr(X¯, ∗)C,e)
α

j∗
// H0(zr(X, ∗)C,e)
β

// 0
CHdimX−r(W, 0)
i∗
// CHr(X¯, 0) j∗
// CHr(X, 0) // 0
The map α is an isomorphism by Step 2, hence β is an isomorphism. 
2. Categories of motives
2.1. Chow motives over S. Let S be in Sm/k. We recall the con-
struction of a category of (homological) Chow motives over S.
We first assume that S is irreducible. Let SmProj/S denote the full
subcategory of Sm/S consisting of the (smooth) projective S schemes.
For irreducible X, Y ∈ SmProj/S set
CornS(X, Y ) := CHdimSX+n(X ×S Y )
Extend the definition to arbitrary X, Y by taking the direct sum over
the pairs of irreducible components of X and Y ; proceed similarly if S
is not irreducible.
Define the category CorS with objects (X, n), X ∈ SmProj/k, n ∈
Z, morphisms
HomCorS((X, n), (Y,m)) := Cor
m−n
S (X, Y )
and composition law
β ◦ α := pXY ZXZ∗ (p
XY Z∗
Y Z (β) ∪ p
XY Z∗
XY (α)).
for α ∈ Cor∗S(X, Y ), β ∈ Cor
∗
S(Y, Z) and where, for instance, p
XY Z
XZ :
X ×S Y ×S Z → X ×S Z is the projection.
The product over S makes CorS a tensor category, with
(X, n)⊗ (Y,m) := (X ×S Y, n+m)
and, for α : (X, n)→ (Y,m), α′ : (X ′, n′)→ (Y ′, m′),
α⊗ α′ := pXX
′Y Y ′∗
XY (α) · p
XX′Y Y ′∗
X′Y ′ (α
′).
The unit is 1 := (S, 0). Note that
HomCorS(1, (X, n)) = CHn(X),
so sending (X, n) to CHn(X) defines a functor
CH : CorS → Ab.
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For each r ∈ Z, we have the functor
mCor(r) : SmProj/S → CorS
sending X to (X, r) and f : X → Y to the class of the graph Γf ⊂
X ×S Y . We write mCor for mCor(0).
The category of Chow motives over S, Mot(S), is the pseudo-abelian
hull of CorS, i.e., objects are (X, n, α) with α ∈ EndCorS(X) idempo-
tent: α2 = α, and with
HomMot(S)((X, n, α), (Y,m, β)) := βHomCorS((X, n), (Y,m))α
Mot(S) is a tensor category with (X, n, α) ⊗ (Y,m, β) := ((X ×S
Y, n+m,α ⊗ β). Mot(S) is a rigid tensor category with (X, n, α)∨ :=
(X, dimSX − n,
tα); the unit δ : 1 → (X, n, α) ⊗ (X, n, α)∨ and the
co-unit ǫ : (X, n, α)⊗ (X, n, α)∨ → 1 are both the image of the class of
the diagonal [∆] ∈ CHdimkX(X ×S X).
Sending (X, n) to (X, n, id) defines a full tensor embedding CorS →
Mot(S); we let
m(r) : SmProj/S → Mot(S)
be the composition ofmCor(r) with this embedding. We writem(X)(n)
for the object (X, n, id).
2.2. Highly distinguished complexes. Central to Hanamura’s con-
struction of motives is the use of “distinguished subcomplexes” of var-
ious cycle complexes. These are defined by properness conditions on
various intersections with faces on n. We refine these conditions to
pass to the closed n-cube 
n
, leading to the “highly distinguished”
subcomplexes.
Definition 2.1. Fix X ∈ SmProj/k and let W be a finite set of
irreducible closed subsets Wn ⊂ X × Tn, n = 1, . . . , N for schemes
Tn ∈ Sm/k. For F ⊂ 
n a face, let
pF,n : X × F × Tn → X × Tn
be the projection. Let zr(X, ∗)W ⊂ z
r(X, ∗) be the subcomplex gener-
ated by irreducible Z ⊂ X ×n such that
(1) Z is in zr(X, n)
(2) For each face F of n, p−1F,n(Wn) and (Z ∩X × F )×Tn intersect
properly on X × F × Tn.
A subcomplex zr(X, ∗)′ ⊂ zr(X, ∗) that is the image of a subcomplex
of the form zr(X, ∗)W is called highly distinguished.
Proposition 2.2. The inclusion of a highly distinguished subcomplex
zr(X, ∗)′ ⊂ zr(X, ∗) is a quasi-isomorphism.
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Proof. For each Wn ⊂ X × Tn, form the contructible subsets
Cn,d = {x ∈ X | x× Tn ∩Wn contains a component of dimension ≥ d}
Write each Cn,d \Cn,d−1 as a union of irreducible locally closed subsets
Cjn,d. Set
e(Cjn,d) := −dimWn − d− dimC
j
n,d
Note that e(Cjn,d) ≥ 0. Let C := {C
j
n,d}. It is an easy exercise to show
that
zr(X, ∗)C,e = z
r(X, ∗)W
The proposition thus follows from lemma 1.15. 
Example 2.3. Let X, Y be in SmProj/k. Suppose we are given irre-
ducible closed subsets Wi ⊂ X × Y × 
ℓi , i = 1, . . . , N , which inter-
sect all faces properly, i.e., each Wi is the support of some cycle in
z∗(X × Y, ℓi). Let W be the set of all irreducible components of all
intersections Wi ∩ X × Y × F ⊂ X × Y × F , as the F run over all
faces of ℓi . This gives us the distinguished subcomplex zr(X, ∗)W .
Letting W = {W1, . . . ,WN}, Hanamura has defined the distinguished
subcomplex zrW (X, ∗) ⊂ z
r(X, ∗) (see [17], p. 6); it follows directly from
the definitions that
zr(X, ∗)W ⊂ z
r
W (X, ∗).
From our proposition 2.2 and [17], Proposition 1.3, this inclusion is a
quasi-isomorphism. 
In short:
Lemma 2.4. Let X be in SmProj/k. Then each distinguished sub-
complex of zr(X, ∗), in the sense of [17], contains a highly distinguished
subcomplex.
2.3. The construction of DMH(k). Hanamura considers three par-
tially defined operations:
(1) Take X ∈ SmProj/k. The partially defined cup product
∪X : z
r(X, ∗)⊗ zs(X, ∗) 99K zr+s(X, ∗)
is ∪X := δ
∗
X ◦⊠, where δX : X → X ×X is the diagonal.
(2) Take X, Y ∈ SmProj/k and f ∈ zs(X × Y, ℓ). The partially
defined push-forward by a correspondence f is
f∗ : z
r(X, n) 99K zr+s(Y, n+ ℓ)
Z 7→ pY ∗(f ∪X×Y p
∗
X(Z))
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(3) Take X, Y, Z ∈ SmProj/k. The partially defined composition
of correspondences is
◦ : zr(X × Y, ∗)⊗ zs(Y × Z, ∗) 99K zr+s(X × Z, ∗)
u⊗ v 7→ v ◦ u;
v ◦ u := pXZ∗(p
∗
Y Z(v) ∪XY Z p
∗
XY (u))
where the maps pXZ , etc., are the projections, pXZ : X × Y ×
Z → X × Z, etc.
In [17], propositions 1.4, 1.5, Hanamura shows that, given a distin-
guished subcomplex z(−)′ for the target of one of these operations,
there is a distinguished subcomplex of the domain for which the op-
eration is well-defined and the image lands in the given distinguished
subcomplex z(−)′. Exactly the same argument, with the help of the
dictionary given in example 2.3, proves the analog for the highly dis-
tinguished subcomplexes:
Proposition 2.5 (analog of [17], propositions 1.4, 1.5). Take X, Y , Z
and W in SmProj/k.
(1a) Take f ∈ zs(X ×Y, ℓ). There is a highly distinguished subcomplex
zr(X, ∗)′ such that f∗ is defined on z
r(X, ∗)′.
(1b) Given further an element g ∈ zt(Y ×Z,m) such that g◦f is defined,
there are highly distinguished subcomplexes zr(X, ∗)′ and zr+s(Y, ∗)′
such that f∗ and (g ◦ f)∗ are defined on z
r(X, ∗)′, g∗ is defined on
zr+s(Y, ∗)′, f∗(z
r(X, ∗)′) ⊂ zr+s(Y, ∗)′ and g∗◦f∗ = (g◦f)∗ on z
r(X, ∗)′.
(2) Take w ∈ zs(X, ℓ). There is a highly distinguished subcomplex
zr(X, ∗)′ such that w ∪X (−) is defined on z
r(X, ∗)′.
(3a) Take v ∈ zs(Y ×Z, ℓ). There is a highly distinguished subcomplex
zr(X × Y, ∗)′ such that v ◦ (−) is defined on zr(X × Y, ∗)′
(3b) Given further an element w ∈ zt(Z × W,m) such that w ◦ v is
defined, there is a highly distinguished subcomplexes zr(X × Y, ∗)′ and
zr+s(X × Z, ∗)′ such that v ◦ (−) and (w ◦ v) ◦ (−) are defined on
zr(X ×Y, ∗)′, w ◦ (−) is defined on zr+s(X ×Z, ∗)′, v ◦ zr(X ×Y, ∗)′ ⊂
zr+s(X × Z, ∗)′ and w ◦ (v ◦ (−)) = (w ◦ v) ◦ (−) on zr(X × Y, ∗)′.
(4) These results generalize in the evident manner to any finite number
of compositions of the operations f∗, w ∪X (−) and v ◦ (−).
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We follow Hanamura’s construction of Dfinite(k) with three modifi-
cations:
(1) We construct a homological category of motives rather than a
cohomological one, in that DMH(k) comes with a functor
m : SmProj/k → DMH(k)
rather than a functor from SmProj/kop.
(2) We replace “distinguished subcomplex” with “highly distin-
guished subcomplex”
(3) We replace Hanamura’s use of complexes of Q-vector spaces
z∗(−, ∗)Q with the integral complexes z
∗(−, ∗). Structurally,
the only price we pay is that the external product is now only
commutative up to natural homotopy, rather than being strictly
commutative. This means we need to be a bit more careful in
making sure that we use a consistent order in our products.
This also prevents us from giving the integral construction a
tensor structure.
With these changes, one has the triangulated category DMH(k). We
briefly recall the construction from [17] and show how to adapt it to
our situation.
For integral X, Y ∈ SmProj/k and integers r, s, we set
Cn((X, r), (Y, s)) := zr−s+dimY (X × Y,−n) := zs−r+dimX(X × Y,−n).
Clearly the differential in zr−s+dimY (X×Y, ∗) makes C∗((X, r), (Y, s)) a
cohomological complex; we write the differential in C∗((X, r), (Y, s)) as
∂. We extend to finite formal sums of symbols (X, r), (Y, s) by making
C∗ additive in each variable.
The objects of DMH(k) are built from finite diagrams: A finite dia-
gram (Km, fn,m) consists of
(1) finite formal symbols Km :=
∑
i(Xim, rim), where each Xim is
in SmProj/k, integral, and each rim is an integer. The sum is
finite, and Km = 0 except for finitely many m.
(2) correspondences fn,m =
∑
ij f
n,m
ij with m < n and with
fn,mij ∈ C
1+m−n((Xim, fim), (Xjn, rjn))
In addition, we assume that all compositions
fmn,mn−1 ◦ . . . ◦ fm2,m1
are defined.
(3) The identity
∂fn,m +
∑
m<ℓ<n
fn,ℓ ◦ f ℓ,m = 0
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is satisfied for all m < n.
Given two objects (K, f), (L, g), one defines a filtered system of
quasi-isomorphic function complexes Hom(K,L)′ as follows: Choose
highly distinguished subcomplexes
C∗(Km, Ln)′ ⊂ C∗(Km, Ln)
such that, for each n,m, n′, m′ the maps
(−) ◦ fm,nm′ : C
∗(Km, Lm
′
)′[m−m′]→ C∗(Kn, Lm
′
)′[1 + n−m′]
gm
′,n′
n ◦ (−) : C
∗(Kn, Ln
′
)′[n− n′]→ C∗(Kn, Lm
′
)′[1 + n−m′]
are defined. Let C(K,M)′p := ⊕n−m=pC
∗(Km, Ln)′ and let
hq,p : C(K,M)′p[−p]→ C(K,M)
′
q[−q]
be the degree +1 map
∑
m,n,m′,n′ g
m′,m
n ◦ (−) − ǫ · (−) ◦ f
n,n′
m , where
the factor ǫ is (−1)N on (C(K,M)′p[−p])
N . We have the total complex
Tot(C(K,M)′) with
Tot(C(K,M)′) := ⊕pC(K,M)
′
p[−p]
and differential
∑
p,q ∂C(K,M)′p[−p] + h
q,p. We set
Hom(K,L)′ := Tot(C(K,M)′).
This construction follows the formula for the category Cb(A) of com-
plexes over a d.g. category A, defined by Kapranov [20].
The complex Hom(K,L)′ depends on the choice of the highly dis-
tinguished subcomplexes C∗(Km, Ln)′, but if we make another choice
C∗(Km, Ln)′′ ⊂ C∗(Km, Ln)′, the induced inclusion map
Hom(K,L)′′ →Hom(K,L)′
is a quasi-isomorphism. Since the intersection of two highly distin-
guised subcomplexes is again highly distinguished, this gives us a well-
defined filtered system of quasi-isomorphic complexes Hom(K,L)′. In
particular, the cohomology H0(Hom(K,L)′) is canonically defined. We
set
Hom(K,L) := H0(Hom(K,L)′).
The composition law Hom(K,L) ⊗ Hom(L,M) → Hom(K,M) is
defined as follows: First fix an element h1 ∈ Hom(K,L). Choose
a collection of highly distinguished subcomplexes C∗(Km, Ln)′ and a
representative (hn,m1 ) in Z
0(Hom(K,L)′) for h1. By proposition 2.5,
there is a collection of highly distinguished subcomplexes C∗(Lm
′,Mn
′
)′
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and C∗(Km,Mn
′
)′ for which Hom(L,M)′ and Hom(K,M)′ are defined
and for which the operation
(−) ◦ (hn,m1 ) : Hom(L,M)
′ → Hom(K,M)′
is defined. This gives us the operation
(−) ◦ h1 : Hom(L,M)→ Hom(K,M),
which is independent of the choice of highly distinguished subcomplexes
C∗(Lm
′,Mn
′
)′ and C∗(Km,Mn
′
)′.
If we now change the representative (hn,m1 ) to (h
n,m
1 )
′, there is an
element (Hn,m1 ) ∈ C
−1(Hom(K,L)′) with
d(Hn,m1 ) = (h
n,m
1 )− (h
n,m
1 )
′
By replacing our choices C∗(Lm
′,Mn
′
)′ and C∗(Km,Mn
′
)′ with smaller
highly distinguished subcomplexes if necessary, we may assume that
(−) ◦ ∗ : Hom(L,M)′ →Hom(K,M)′
is defined on the subcomplex ofHom(K,L)′ generated by all irreducible
components of all the representatives (hn,m1 ), (h
n,m
1 )
′ and (Hn,m1 ). Thus
the maps (−) ◦ (hn,m1 ) and (−) ◦ (h
n,m
1 )
′ are homotopic, hence the com-
position (−) ◦ h1 is independent of the choice of representative for h1
in Z0(Hom(K,L)′).
The proof that (−) ◦h1 is independent of the choice of highly distin-
guished subcomplexes C∗(Km, Ln)′ is similar as is the argument that
the composition law is associative. This gives us the additive category
D˜MH(k).
Using the construction of [20] as extended by [17] one defines the cone
of a morphism h : K → L in D˜MH(k), or more precisely, the cone of a
choice of representative of h in some Z0(Hom(K,L)′). The collection of
cone sequences gives D˜MH(k) the structure of a triangulated category;
the argument of Hanamura copied word for word proves this result.
Finally, we let DMH(k) denote the pseudo-abelian hull of D˜MH(k).
The main theorem of [2] says that DMH(k) inherits a canonical struc-
ture of a triangulated category from D˜MH(k).
Fix an integer r. We have the functor
m(r) : SmProj/k → DMH(k)
sending X to the complexK0 = (X, r), Km = 0 form 6= 0, and sending
f : Y → X to the graph Γf in z
dimY (X × Y ).
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Lemma 2.6. The functor m(r) extends to a full embedding
i : Mot(k)→ DMH(k).
Proof. Since Hom((X, r), (Y, s)) = zdimX+s−r(X × Y, ∗) we have
HomDMH (k)((X, r), (Y, s)) = CHdimX+s−r(X × Y )
= HomMot(k)((X, r), (Y, s)),
giving the full embedding i : Cor(k) → DMH(k). The extension to
Mot(k) follows since DMH(k) is pseudo-abelian. 
2.4. The homological motive. Let ZSmProj/k be the additive cat-
egory generated by SmProj/k: for X, Y integral define
HomZSmProj/k(X, Y ) := Z[HomSmProj/k(X, Y )]
and extend to arbitrary X and Y by taking direct sums over the irre-
ducible components. The composition law in ZSmProj/k is induced
from SmProj/k.
Form the category of bounded complexes Cb(ZSmProj/k) and the
homotopy category Kb(ZSmProj/k). We denote the complex concen-
trated in degree 0 associated to an X ∈ SmProj/k by [X ]. Sending
X to [X ] defines the functor
[−] : SmProj/k → Cb(ZSmProj/k)
Let i : Z → X be a closed immersion in SmProj/k, µ : XZ → X
the blow-up of X along Z and iE : E → XZ the exceptional divisor
with structure morphism q : E → Z. Let C(µ) be the complex
[E]
(iE ,−q)
−−−−→ [XZ ]⊕ [Z]
µ+i
−−→ [X ]
with [X ] in degree 0.
Definition 2.7. The category Dhom(k) is the localization of the trian-
gulated category Kb(ZSmProj/k) with respect to the thick subcate-
gory generated by the complexes C(µ).
Let
mhom : SmProj/k → Dhom(k)
be the composition
SmProj/k
[−]
−→ Cb(SmProj/k)→ Kb(SmProj/k)→ Dhom(k).
Lemma 2.8. Dhom(k) with functor mhom : SmProj/k → Dhom(k) is
a category of homological descent, in the sense of Guille´n and Navarro
Aznar [16].
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Proof. We use the notations of [16]. We first need to extend mhom to a
functor from the category of cubical objects of SmProj/k to Dhom(k).
In fact, we can use the evident total complex functor to extend [−]
to a functor from cubical objects of SmProj/k to Cb(ZSmProj/k).
The remaining conditions are direct consequences of the definition of
Dhom(k). 
We let Sch′k denote the subcategory of proper morphisms in Schk.
Theorem 2.9. Suppose that k admits resolution of singularities. Then
the functor mhom extends to a functor
Mhom : Sch
′
k → Dhom(k)
such that
1. Let µ : Y → X be a proper morphism in Schk, i : Z → X a closed
immersion. Suppose that µ : µ−1(X \ Z)→ X \ Z is an isomorphism.
There is a canonical extension of the commutative square
Mhom(µ
−1(Z)) //

Mhom(Y )

Mhom(Z) // Mhom(X)
to a map of distinguished triangles in Dhom(k)
Mhom(µ
−1(Z)) //

Mhom(Y )

// C1 //
α

Mhom(µ
−1(Z))[1]

Mhom(Z) // Mhom(X) // C2 // Mhom(Z)[1]
such that α is an isomorphism.
2. Let j : U → X be an open immersion in Schk with closed com-
plement i : Z → X. Then there is a canonical distinguished triangle
Mhom(Z)
i∗−→Mhom(X)
j∗
−→Mhom(U)→Mhom(Z)[1],
natural with respect to proper morphisms of pairs f : (X,U)→ (X ′, U ′).
Proof. It follows from lemma 2.8 that the category Dhom(k)
op with
functor
mophom : SmProj/k
op → Dhom(k)
op
is a category of cohomological descent, in the sense of [16]. By [16],
the´ore`m 2.2.2. mophom extends to a functor (“cohomology with compact
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supports”)
M chom : Sch
′op
k → Dhom(k)
op
satisfying (1) and (2) with all arrows reversed. We take Mhom :=
(M chom)
op. 
Fix an integer r. We have the functor
m(r) : SmProj/k → DMH(k)
Since the composition (as correspondences) of the graphs of compos-
able morphisms is always defined, m extends canonically to the exact
functor
Kb(m(r)) : Kb(ZSmProj/k)→ DMH(k)
Lemma 2.10. Kb(m) extends canonically to an exact functor
Dhom(m(r)) : Dhom(k)→ DM
H(k)
Proof. We have already seen that the functorsm(r) extends to a functor
i : MotCH(k)→ DM
H(k).
Let
E
iE
//
q

XZ
µ

Z
i
// X
be a blow-up square in SmProj/k. It is well-known that
m(E)(r)
(iE∗,−q∗)
−−−−−→ m(XZ)(r)⊕m(Z)(r)
µ∗+i∗
−−−→ m(X)(r)
is a split exact sequence in MotCH(k). Thus K
b(m(r))(C(µ)) ∼= 0 in
DMH(k), giving the desired extension to Dhom(k). 
Definition 2.11. Let bm(r) : Sch′k → DM
H(k) be the composition
Sch′k
Mhom−−−→ Dhom(k)
D(m(r))
−−−−→ DMH(k).
We write bm(X)(r) for bm(r)(X), and call bm(X)(r) the twisted Borel-
Moore motive of X .
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2.5. The category of extended motives.
Definition 2.12. For r ∈ Z, we have the full subcategory C(r) ⊂
DMH(k) with objects of the form Dhom(m(r))(X), with X ∈ D(k) and
r ∈ Z. Clearly the pseudo-abelian hull of C(r) defines a full additve
subcategory Mˆot(k)r of DM
H(k). Let Mˆot(k) be the full additive sub-
category of DMH(k) generated by the Mˆot(k)r, r ∈ Z, and let Mˆot(k)
∗
denote the smallest full subcategory of DMH(k) containing Mˆot(k) and
closed under translation. We call Mˆot(k)∗ the category of extended mo-
tives over k.
Clearly the full embedding i : Mot(k) → DMH(k) factors through
Mˆot(k), and the functor bm(r) : Sch′k → DM
H(k) factors through the
inclusion Mˆot(k)r → DM
H(k).
2.6. Contravariant functoriality. For X ∈ Sm/k equi-dimensional
over k, set h(X) := bm(X)(dimX). Extend to arbitrary X ∈ Sm/k
by taking the direct sum over the components of X .
We have the functor
hSmProj : SmProj/k
op → Mot(k)
with h(X) defined as above and with h(f : Y → X) = [tΓf ]∗.
Let f : X → Y be a morphsim in Sm/k. We proceed to define a
morphism
f ∗ : h(Y )→ h(X).
By resolution of singularities, we may find projective completions
j : X → X¯ , j′ : Y → Y¯ such that
1. the complements D := X¯ \X , E := Y¯ \Y are strict normal crossing
divisors.
Let Γ¯f ⊂ X¯ × Y¯ be the closure of the graph of f . Write E =∑m
j=1Ej with each Ej irreducible, and let EI = ∩i∈IEi for each subset
I ⊂ {1, . . . , m}. By [4], applied to the projection Γ¯f → Y¯ , we assume
that
2. Γ¯f intersects X¯ ×EI properly for each I.
We say that a pair of projective completions j : X → X¯ , j′ : Y → Y¯
satisfying (1) and (2) are good for f .
Write D =
∑n
i=1Di with each Di smooth , and let DI := ∩i∈IDi
for each subset I ⊂ {1, . . . , n}. Then mhom(X) is represented by the
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complex D∗:
D1,...,n
dn−1
−−−→ ⊕|I|=n−1DI
dn−2
−−−→ . . .
d1−→ ⊕iDi
d0−→ X¯
with X¯ in degree 0, and where the differential is the signed sum of the
inclusion maps DI → DI\i, with sign (−1)
j−1 if I = i1 < . . . is and
i = ij . We have a similar description of a complex E∗ representing
mhom(Y ). We write D∗(dX) for the finite diagram
(⊕|I|=j(DI , dX), f
j+1,j),
where f j+1,j is the signed sum of the graphs of the corresponding inclu-
sion maps. We define the finite diagram E∗(dY ) similarly. By definition
of h(X) and h(Y ), we have canonical isomorphisms in DMH(k)
D∗(dX) ∼= h(X), E∗(dY ) ∼= h(Y ).
We have the highly distinguished subcomplexes
C∗((EJ , dY ), (DI , dX))
′ ⊂ C∗((EJ , dY ), (DI , dX))
defined by
C∗((EJ , dY ), (DI , dX))
′ := zdX−|J |(EJ ×DI ,−∗)CJ,I ,
where CJ,I is the set of closed subsets EJ ′ ×DI , J ⊂ J
′; we include the
cases J = ∅ or I = ∅, E∅ = Y¯ , D∅ = X¯ . The C
∗((EJ , dY ), (DI , dX))
′
form a triple complex: the first differential is given by the differential in
C∗((EJ , dY ), (DI , dX))
′, the second is the alternating sum of the push-
forward maps
C∗((EJ , dY ), (DI , dX))
′
iJ,I\{i}i⊂I∗
−−−−−−→ C∗((EJ , dY ), (DI\{i}, dX))
′
and the third is the alternating sum of the restriction maps
C∗((EJ , dY ), (DI , dX))
′
i∗
J∪{j},I\ii⊂I
−−−−−−−→ C∗((EJ∪{j}, dY ), (DI , dX))
′
The total complex of this triple complex is the internal Hom complex
Hom(E∗(dY ), D∗(dX))
′ with respect to our choices of highly distin-
guished subcomplexes.
For each j = 1, . . . , m, the cycle Γ¯f ·(X¯×Ej) is supported in D×Ej ,
so we may write
Γ¯f · (X¯ × Ej) =
n∑
i=1
Γ¯f (i, j).
with Γ¯f(i, j) supported in Di×Ej. This decomposition is not in general
unique, as some components of Γ¯f · X¯ × Ej may lie in Dii′ × Ej.
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It follows from our definitions that
tΓ¯f is in C
0((E∅, dY ), (D∅, dX),
tΓ¯f(i, j) is in C
0((Ej, dY ), (Di, dX)),
tΓ¯f +
∑
i,j
tΓ¯f (i, j) is in Z
0(Hom(E∗(dY ), D∗(dX))
′).
We let f ∗
X¯,Y¯
denote the class[
tΓ¯f +
∑
i,j
tΓ¯f (i, j)
]
∈ H0(Hom(E∗(dY ), D∗(dX))
′).
Having fixed X¯ and Y¯ , the only choice we have made is the decompo-
sition of the Γ¯f · (X¯ × Ej) into pieces Γ¯f(i, j); as the difference of two
such choices comes from the image of the differential
zdX−1(Ej ×Dii′,−∗)Cj,{ii′}
→ zdX−1(Ej ×Di,−∗)Cj,i ⊕ zdX−1(Ej ×Di,−∗)Cj,i′
the cohomology class f ∗
X¯,Y¯
depends only on the choice of compactifica-
tions X¯, Y¯ .
By resolution of singularities, the collection of projective completions
ofX and Y that are good for f form a filtered system. Suppose we have
morphisms a : X¯ ′ → X¯ , b : Y¯ ′ → Y¯ of completions. Let Γ¯′f ⊂ X¯
′ × Y¯ ′
denote the closure of Γf . Then
(a× id)∗(Γ¯
′
f) = (id× b)
∗(Γ¯f )
as cycles on X¯ × Y¯ ′; this implies that, via the canonical isomorphisms
D∗(dX) ∼= h(X) ∼= D
′
∗(dX), E∗(dY )
∼= h(Y ) ∼= E ′∗(dY ),
the morphisms f ∗
X¯,Y¯
and f ∗
X¯′,Y¯ ′
induce the same morphism h(Y ) →
h(X).
Thus we have for each morphism f : X → Y in Sm/k a well-defined
morphism
f ∗ : h(Y )→ h(X)
in DMH(k). Clearly f ∗ is the morphism defined by t[Γf ] in case X and
Y are in SmProj/k.
Thus, it remains to prove the functoriality (fg)∗ = g∗f ∗. This does
not follows by a direct computation, because the composition of the
representatives we have used to define f ∗ and g∗ may not be defined.
We therefore proceed in stages. We require first a result from resolution
of singularities:
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Lemma 2.13. Let D be a reduced strict normal crossing divisor on
some X ∈ Sm/k and let i : W → X be a closed immersion. Suppose
that W is irreducible, not contained in D and that W \ D is smooth.
Then there is a sequence of blow-ups with irreducible smooth centers
lying over W ∩D,
XN → . . .→ X1 → X0 = X,
such that
(1) the reduced pull-back Di of D to Xi is a strict normal crossing
divisor for each i.
(2) Let Zi ⊂ Xi be the smooth irreducible closed subscheme blown
up to form Xi+1, and let F ⊂ Di be the minimal face of Di
containing Zi. Then for each face F
′ of Di, Zi intersects F ∩F
′
properly and transversely on F .
(3) letting WN ⊂ XN be the proper transform of W and DN ⊂ XN
the reduced inverse image of D, WN intersects each face of DN
properly and transversely.
We can now handle the case of the composition of closed immersions.
Lemma 2.14. Let i1 : X → Y , i2 : Y → Z be closed immersions.
Then (i2i1)
∗ = i∗1i
∗
2.
Proof. We use the previous lemma to find projective completions j′ :
Y → Y¯ , j′′ : Z → Z¯ with strict normal crossing complements D′ ⊂ Y¯ ,
D′′ ⊂ Z¯ such that
(1) i2 extends to a closed immersion i¯2 : Y¯ → Z¯
(2) Y¯ intersects each face D′′I properly and transversely
Now let X ′ ⊂ Y¯ be the closure of X . Then X = X ′ \ D′, and we
may apply the previous lemma to the closed subscheme X ′ of Y¯ . Let
Ti ⊂ Y¯i be the center of the ith blow-up Y¯i+1 → Y¯i used to achieve
the conclusion of the lemma. We blow-up Z¯, starting with the blow-up
along T0. Since each face of D
′′ intersects Y¯ transversely, it follows
that T0 ⊂ D
′′ satisfies the same transversality in lemma 2.13(2) that
T0 satisfies with respect to D
′. Thus D′′ pulls back to a strict normal
crossing divisor D′′1 on Z¯1 := Z¯T0, intersecting the proper transform
Y¯1 ⊂ Z¯1 transversely. Thus we may continue the process, eventually
replacing the closed immersion Y¯ → Z¯ with the closed immersion Y¯n →
Z¯n.
Replacing Z¯ and Y¯ with Z¯n and Y¯n, we may thus assume that we have
a projective completion j : X → X¯ such that i1 extends to i¯1 : X¯ → Y¯ ,
with X¯ transverse to each face of D′. Let D = X¯ \X .
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We have the graphs Γi¯1 ⊂ X¯ × Y¯ , Γi¯2 ⊂ Y¯ × Z¯ and Γi¯2◦¯i1 . By
our conditions on i¯1 and i¯2, it follows that Γi¯1 ∩ X¯ × D
′
J is a disjoint
union of components DI with |I| = |J |, and similarly for Γi¯2 ⊂ Y¯ × Z¯
and Γi¯2◦¯i1 . This easily implies that the composition of correspondences
i∗
1X¯,Y¯
◦ i∗
2Y¯ ,Z¯
is defined and
i∗1X¯,Y¯ ◦ i
∗
2Y¯ ,Z¯ = (i2 ◦ i1)
∗
X¯,Z¯
As we are free to choose our projective completions to define the maps
i∗1, i
∗
2 and (i2 ◦ i1)
∗, this gives i∗1i
∗
2 = (i2i1)
∗. 
Lemma 2.15. Let g : U → X be an open immersion with complement
X \ U a strict normal crossing divisor, f : X → Y , h : V → U
morphisms in Sm/k. Then (fg)∗ = f ∗g∗ and (gh)∗ = h∗g∗.
Proof. Let j : X → X¯ be a completion such that X¯ \ U is a strict
normal crossing divisor, and let j′ : Y → Y¯ be a completion such that
f ∗
X¯,Y¯
is defined. Taking U¯ = X¯ , (fg)∗
X¯,Y¯
is defined and g∗
U¯ ,X¯
is defined.
As Γ¯g is the diagonal in X¯ , the composition g
∗
U¯,X¯
◦ f ∗
X¯,Y¯
is defined and
g∗U¯,X¯ ◦ f
∗
X¯,Y¯ = (fg)
∗
X¯,Y¯ .
Similarly, let V → V¯ and U → U¯ be projective completions that are
good for h. Set X¯ = U¯ . Then Γ¯g is the diagonal in X¯ and (V¯ , X¯) is
good for gh, so h∗
V¯ ,U¯
, (gh)∗
V¯ ,X¯
and g∗
U¯ ,X¯
are all defined. Since g¯ = idU¯ ,
the composition g∗
U¯,X¯
◦ h∗
V¯ ,U¯
is defined and
g∗U¯,X¯ ◦ h
∗
V¯ ,U¯ = (gh)
∗
V¯ ,X¯ .

Lemma 2.16. Given a morphism f : X → Y in Sm/k, factor f as
p2 ◦ i, with p2 : X × Y → Y the projection and i : X → X × Y the
closed immersion (idX , f). Then f
∗ = i∗ ◦ p∗2.
Proof. First choose completions X → X¯ , Y → Y¯ such that f extends
to a morphism f¯ : X¯ → Y¯ . Let X ′ := f¯−1(Y ). Then the restriction of
f¯ to f ′ : X ′ → Y is a proper morphism, and we have the commutative
diagram
X
j
//
i

f
""
X ′
i′

f ′
||
X × Y
j×id
//
p2

X ′ × Y
p2

Y Y
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Suppose we have proven the result for f ′ : X ′ → Y . Using lemma 2.15
we have
i∗ ◦ p∗2 = i
∗ ◦ (j × id)∗ ◦ p∗2
= (j × id ◦ i)∗ ◦ p∗2
= (i′ ◦ j)∗ ◦ p∗2
= j∗ ◦ i′∗ ◦ p∗2
= j∗ ◦ f ′∗
= f ∗
Thus we may assume that f is proper.
Choose completions j : X → X¯ , j′ : Y → Y¯ for which the morphism
f ∗
X¯,Y¯
is defined. Let i¯ : X → X¯ ×Y be the composition (j× id) ◦ i and
let p¯2 : X¯ × Y → Y be the projection. Since f is proper, i¯ is a closed
immersion. Using lemma 2.15 again, it suffices to show
f ∗ = i¯∗ ◦ p¯∗2.
The fact that f ∗
X¯,Y¯
is defined implies that i¯∗
X¯,X¯×Y¯
is also defined.
Since X¯ is smooth and projective, p¯∗
2,X¯×Y¯ ,Y¯
is also defined, and the
graph closure Γ¯p¯2 ⊂ X¯ × Y¯ × Y¯ is X¯ ×∆Y¯ . The intersection
Γ¯i¯ × Y¯ ∩ X¯ × Γ¯p¯2 ⊂ X¯ × X¯ × Y¯ × Y¯
is δX¯×Y¯ (Γ¯f) (after rearranging the factors), hence the composition
i¯∗
X¯,X¯×Y¯
◦ p¯∗
2,X¯×Y¯ ,Y¯
is defined and
i¯∗X¯,X¯×Y¯ ◦ p¯
∗
2,X¯×Y¯ ,Y¯ = f
∗
X¯,Y¯ .

A slight variation:
Lemma 2.17. Let i : X → Y × T be a closed immersion, with X, Y
and T in Sm/k. Suppose that p2 ◦ i : X → Y is a closed immersion.
Then (p2 ◦ i)
∗ = i∗p∗2.
Proof. Using lemma 2.15, we may replace T with a projective com-
pletion, i.e., we may assume T is smooth and projective. If we take
projective completions X¯ , Y¯ good for p2 ◦ i, then X¯ , Y¯ × T is good for
i and Y¯ × T , Y¯ is good for p2. Also, the composition i
∗
X¯,Y¯×T
◦ p∗
2,Y¯×T,Y¯
is defined and
i∗X¯,Y¯×T ◦ p
∗
2,Y¯×T,Y¯ = (p2 ◦ i)
∗
X¯,Y¯ .

Next, we consider the case of a projection.
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Lemma 2.18. For X, Y ∈ Sm/k, let p2 : X×Y → Y be the projection.
Let f : V → Z be a morphism in Sm/k. Then (fp2)
∗ = p∗2f
∗.
Proof. Let j : X → X¯ be a projective completion with strict normal
crossing complement X¯ \X . This gives us the commutative diagram
X × Y
p2

j×id
##F
FF
FF
FF
FF
X¯ × Y p¯2
// Y
f
// Z
Using lemma 2.15, it suffices to show that (f p¯2)
∗ = p¯∗2f
∗, so we may
assume that X is smooth and projective.
Take projective completions Y → Y¯ and Z → Z¯ good for f . Since p2
is smooth and projective, X ×Y → X × Y¯ , Y → Y¯ is good for p2, and
X × Y → X × Y¯ , Z → Z¯ is good for fp2. Similarly, the composition
p∗
2X×Y¯ ,Y¯
◦ f ∗
Y¯ ,Z¯
is defined and
p∗2X×Y¯ ,Y¯ ◦ f
∗
Y¯ ,Z¯ = (fp2)
∗
X×Y¯ ,Z¯ .

Given an X ∈ Sm/k and a morphism g : Y → Z in Sm/k, we have
the closed immersions
i1 := idX × (idY , g) : X × Y → X × Y × Z
and
i2 := (idY , g) : Y → Y × Z
giving the commutive diagram
X × Y
i1
//
p2

X × Y × Z
p23

p3
%%K
KK
KK
KK
KK
KK
Y
i2
// Y × Z p2
// Z
Lemma 2.19. p∗2 ◦ i
∗
2 = i
∗
1 ◦ p
∗
23 and p
∗
3 = p
∗
23 ◦ p
∗
2.
Proof. We first show that p∗2 ◦ i
∗
2 = i
∗
1 ◦ p
∗
23. Let h : X × Y → Y ×Z be
the composition p23 ◦ i1. By lemma 2.16 we have
h∗ = i∗1 ◦ p
∗
23,
so we need only show that h∗ = p∗2 ◦ i
∗
2. This follows from lemma 2.18.
The identity p∗3 = p
∗
23 ◦ p
∗
2 also follows from lemma 2.18. 
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Theorem 2.20. The assignment sending X to h(X) and f : X → Y
to f ∗ : h(Y )→ h(X) defines a functor
h : Sm/kop → DMH(k)
with h|SmProj = hSmProj.
Proof. We need to show that (gf)∗ = g∗f ∗ for morphisms f : X → Y ,
g : Y → Z in Sm/k. We have the commutative diagram
X
i1
//
f
##G
GG
GG
GG
GG
G
i3
''
X × Y
p2

id×i2
// X × Y × Z
p23

p3
{{
Y
i′
//
g
''O
OO
OO
OO
OO
OO
OO
O Y × Z
p2

Z
with i1 = (idX , f), i2 = (idY , g), i3 := idX × i2 ◦ i1. Using lemmas 2.14,
2.16, 2.18 and 2.19, we have
f ∗g∗ = i∗3 ◦ p
∗
3
Factoring p3 as
X × Y × Z
p31
−−→ X × Z
p2
−→ Z
and using lemma 2.18 gives p∗3 = p
∗
13 ◦ p
∗
2. Thus
f ∗g∗ = i∗3 ◦ p
∗
13 ◦ p
∗
2.
We have the commutative diagram
X × Y × Z
p13

X
i3
99sssssssssss
i4
//
gf
%%L
LL
LL
LL
LL
LL
L X × Z
p2

Z
with i4 := (idX , gf). By lemma 2.17 i
∗
4 = i
∗
3p
∗
13, so by lemma 2.16 again
f ∗g∗ = i∗4p
∗
2 = (gf)
∗.

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3. Additive Chow groups
3.1. Normal schemes. We prove some elementary results on normal
varieties over a field.
Lemma 3.1. Let k be a perfect field. and let X and Y be reduced
normal finite type k-schemes. Then X ×k Y is normal.
Proof. Since k is perfect, the regular locus of X or Y is smooth over k,
hence the singular locus of X ×k Y is
(X ×k Y )sing = Xsing ×k Y ∪X ×k Ysing.
In particular, X ×k Y is smooth in codimension one.
Take a point z ∈ (X ×k Y )sing and let x = p1(z), y = p2(z). Then
either x has codimension at least two on X or y has codimension at
least two on Y ; we may suppose the former.
We recall that a local domain O is normal if and only if SpecO is
regular in codimension one and O has depth at least two (cf. [25]).
Since X is normal, the local ring OX,x has depth at least two. Let
s1, s2 be a regular sequence in the maximal ideal of OX,x. Since Y →
Spec k is flat, p∗1(s1), p
∗
2(s2) form a regular sequence in the maximal
ideal of OX×kY,z, hence OX×kY,z has depth at least two. Thus X ×k Y
is normal. 
Lemma 3.2. Let k be a field, f : Y → X a projective, surjective map
of normal k-schemes of finite type. Let D be a Cartier divisor on X
such that f ∗D ≥ 0 on X. Then D ≥ 0 on Y .
Proof. Localizing at the set of generic points of supp(D), we may as-
sume that X = SpecO with O a DVR. Thus Y → X factors as a
closed embedding Y → PNO followed by the projection P
N
O → X .
By repeatedly intersecting Y with a hypersurface H ⊂ PNO of large
degree and normalizing, we may assume that f : Y → X is generically
finite.
Let Y → Y ′ → X be the Stein factorization of f . As Y ′ is normal
and Y ′ → X is finite and surjective, we must have Y ′ = SpecO′, with
O′ a semi-local PID. But Y → Y ′ is projective and birational, hence
an isomorphism: Y = SpecO′.
Let t ∈ O be a generator of the maximal ideal m of O, let m′ ⊂ O′
be a maximal ideal and let s be a generator of m′. Since O → O′
is finite, mO′ ⊂ m′, hence t = usn for some unit u in O′m′ and some
integer n > 0.
But D is defined by ta for some a ∈ Z, hence the restriction of f ∗D
to SpecO′m′ is defined by s
an. Since f ∗D is effective, an ≥ 0 hence
a ≥ 0 and thus D ≥ 0. 
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Let X be a normal variety over k. Recall that a Weil divisor on D on
X is an element of the free abelian group Div(X) on the set PDiv(X)
of prime divisors on X . Thus D is uniquely written as a finite sum∑
aY [Y ], where Y ’s are the prime divisors on X . Then the assignment
D 7→ aY gives a homomorphism ordY : Div(X) → Z, called the order
function of Y . A Weil divisor is called effective if ordY ≥ 0 for all
prime diviosrs Y and one writes D ≥ 0. The support of D is the set
of all prime divisors Y such that ordY (D) 6= 0. This is clearly a finite
set.
Let Y1, · · · , Yn be a set of Weil divisors on X . The supremum of
these divisors, denoted by sup1≤i≤nYi is the Weil divisor defined to be
(3.1) sup1≤i≤nYi :=
∑
Y ∈PDiv(X)
(max1≤i≤n ordY (Yi)) [Y ].
3.2. The additive cycle complex. We recall the definition of the
additive cycle complexes with modulus from Park [27]. We fix a field
k.
Set A1 := Spec k[t], Gm := Spec k[t, t−1], P1 := Projk[Y0, Y1], and
let y := Y1/Y0 be the standard coordinate function on P
1. We set

n := (P1 \ {1})n.
For n ≥ 1, let Bn = A1 × n−1, Bn = A1 × (P1)n−1 ⊃ Bn and
B̂n = P1×(P1)n−1 ⊃ Bn. We use the coordinate system (t, y1, · · · , yn−1)
on Bn, with yi := y ◦ pi.
Let F 1n,i, i = 1, . . . , n − 1 be the Cartier divisor on Bn defined by
yi = 1 and Fn,0 ⊂ Bn the Cartier divisor defined by t = 0.
A face of Bn is a subscheme F defined by equations of the form
yi1 = ǫ1, . . . , yis = ǫs; ǫj ∈ {0,∞}.
For ǫ = 0,∞, i = 1, · · · , n− 1 let
ιn,i,ǫ : Bn−1 → Bn
be the inclusion
ιn,i,ǫ(t, y1, . . . , yn−2) = (t, y1, . . . , yi−1, ǫ, yi, . . . , yn−2),
Definition 3.3 (Park[27]). Let X be a finite type k-scheme, r,m non-
negative integers m ≥ 1.
(0) Tzr(X, 1;m) is the free abelian group on integral closed subschemes
Z of X × A1 of dimension r such that Z ∩ (X × {0}) = ∅.
For n > 1, Tzr(X, n;m) is the free abelian group on integral closed
subschemes Z of X × Bn of dimension r + n− 1 such that:
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(1) (Good position) For each face F of Bn, Z intersects X×F properly:
dimX×kF (Z ∩ (X ×k F )) ≤ r + dimk(F ),
(2) (Modulus condition) Let Z be the closure of Z in X×Bn, p¯ : Z
N
→
Z the normalization, and p : Z
N
→ X × Bn the evident map.Then
(m+ 1) · p∗(X × Fn,0) ≤ supi=1,...n−1p
∗(X × F 1n,i)
(3) (Induction) For each i = 1, . . . , n− 1, ǫ = 0,∞, (idX × ιn,iǫ)
∗(Z) is
in Tzr(X, n− 1;m).
Note that the good position condition on Z implies that the cycle
(idX × ιn,iǫ)
∗(Z) is well-defined and each component satisfies the good
position condition. If X is equi-dimensional of dimension d over k, set
Tzr(X, n;m) = Tzd+1−r(X, n;m).
We thus have the cubical abelian group n 7→ Tzr(X, n;m), and if X
is equi-dimensional over k, the cubical abelian group n 7→ Tzr(X, n;m).
Remark 3.4. We have changed Park’s notation a bit; ourm corresponds
to his m+ 1. This fits with the convention in [29]. 
Definition 3.5. Tzr(X, ∗;m) is the additive cycle complex of X in
dimension r and with modulus m which in degree n:
Tzr(X, n;m) :=
Tzr(X, n;m)
Tzr(X, n;m)degn
TCHr(X, n;m) := Hn(Tzr(X, ∗;m)); n ≥ 1
is the additive higher Chow group of X with modulus m.
3.3. Projective push-forward. For a morphism f : X → Y , we have
the induced morphism
fn := f × idBn : X × Bn → Y × Bn.
We write f¯n for the extension f × idBn .
Lemma 3.6. Let f : X → Y be a projective morphism of finite type
k-schemes. Then
Z ∈ Tzr(X, n;m) =⇒ fn∗(Z) ∈ Tzr(Y, n;m).
Proof. We may assume that Z is an integral cycle and that Z → fn(Z)
is generically finite. Since fn is proper, we have
fn(Z) ∩ Y × F = fn(Z ∩X × F )
(as closed subsets) for each face F . Thus fn∗(Z) is in good position.
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We now show that fn∗(Z) satisfies the modulus condition. Let Z be
the closure of Z in X × Bn and let p : Z
N
→ Z →֒ X × Bn be the
normalization map for Z. Put V = fn(W ). Let V be the closure of V
in Y × Bn and let q : V
N
→ V →֒ Y × Bn be the normalization map.
We have a commutative diagram
Z
N
h

p
// X ×Bn
f×id

V
N
q
// Y × Bn
Thus
h∗q∗(Y × Fn,0) = p
∗(X × Fn,0)
h∗q∗(Y × F 1n,i) = p
∗(X × F 1n,i)
Therefore the modulus condition for Z and Lemma 3.2 imply the mod-
ulus condition for V .
Suppose n = 0. Since f is proper, we have f(X × 0 ∩ Z) = f¯0(Z) ∩
(Y × 0). Thus the condition (0) for Z implies the same for f0∗(Z).
For n > 0, we have
∂ǫi (fn∗(Z)) = fn∗(∂
ǫ
i (Z)).
Thus the inductive condition for Z (and induction) implies the same
for fn∗(Z) 
Coming back to the construction of push-forward map, Lemma 3.6
shows that the maps fn∗ gives a well defined map fn∗ : Tzr(X, n;m)→
Tzr(Y, n;m). These maps clearly commute with the boundary maps,
as in the case of higher Chow cycles. Thus we get a map of complexes
f∗ : Tzr(X, ∗;m)→ Tzr(Y, ∗;m)
and hence maps f∗ : TCHr(X, n;m)→ TCHr(Y, n;m).
The functoriality
(fg)∗ = f∗g∗
follows from the functoriality on the level of cycles.
3.4. Flat pull-back. Let g : T → S be a flat morphism of schemes.
Recall that f ∗ : zi(S)→ zi(T ) is defined on generators by
f ∗(1 · Z) := [f−1(Z)],
where f−1(Z) := T ×S Z, considered as a closed subscheme of T and
for a closed subscheme W ⊂ T of pure codimension i, [W ] ∈ zi(T ) is
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the associated cycle:
[W ] :=
∑
w∈Wgen
ℓOT,w(OW,w)[w].
Let f : X → Y be a flat morphism of finite type k-schemes, of
relative dimension d. The maps fn : X × Bn → Y × Bn are therefore
flat as well, hence we have a well-defined pull-back map
f ∗n : zr(Y ×Bn)→ zr+d(X ×Bn).
Lemma 3.7. For V ∈ Tzr(Y, n;m), f
∗
n(V ) is in Tzr+d(X, n;m).
Proof. The good position condition follows immediately from the flat-
ness of fn.
To check the modulus condition, let V ∈ Tzr(Y, n;m) be an integral
cycle, V the closure in Y ×Bn, and let Z = f
−1
n (V )red. We may assume
that Z is non-empty.
Since f¯n is flat, we have (as closed subsets)
Z = f¯−1n (V ).
In particular, the morphism Z → V induced by f¯n is equi-dimensional
and dominant. Thus the map on the normalizations Z
N
→ V
N
is also
equi-dimensional and for each irreducible component Z
N
α , the restric-
tion qα : Z
N
α → V
N
is dominant.
We thus have the commutative diagram, where all the vertical maps
are equi-dimensional and dominant.
Z
N
α
qα

pZα
// X × Bn
f¯n

V
N
pV
// Y ×Bn
This gives the identities
p∗Zα(X × Fn,0) = q
∗
α(p
∗
V (Y × Fn,0))
p∗Zα(X × F
1
n,i) = q
∗
α(p
∗
V (Y × F
1
n,i))
which show that the modulus condition for V implies the same for Z.
If n = 0, the identity Z = f¯−10 (V ) shows that the condition (0) for
V implies the condition (0) for Z.
The flatness of fn implies
∂ǫn,i(f
∗
nV ) = f
∗
n−1(∂
ǫ
n,i(V ))
which yields the inductive condition. 
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The maps f ∗n thus gives us the map of complexes
f ∗ : Tzi(Y, ∗;m)→ Tzi(X, ∗;m).
The functoriality of flat pull-bach for cycles yields the functoriality
(fg)∗ = g∗f ∗
as maps of complexes, for composible flat morphisms f and g.
The compatibility of projective push-forward and flat pull-back of
cycles in cartesian squares yields:
Lemma 3.8. Let
X ′
f ′

g′
// X
f

Y ′
g
// Y
be a cartesian square of maps of finite type k-schemes, where f is flat
and g is projective. Then
f ∗g∗(α) = g
′
∗f
′∗(α)
as maps of complexes Tzi(Y ′, ∗;m)→ Tzi(X, ∗;m).
4. Higher Chow groups and additive Chow groups
Our aim in this section is to show that the higher Chow groups of
smooth quasi-projective varieties act on the degenerate Chow groups
in a natural way. We suppose in this section that k is a perfect field.
4.1. External product. We begin with the construction of an exter-
nal product.
Definition 4.1. Let X and Y be finite type k-schemes. Define
⊠a,b : zr(X, a)⊗ Tzs(Y, b;m)→ zr+s(X ×k Y × Ba+b)
by
Z ⊠W := τ∗(Z ×W ),
where
τ : X ×a × Y × A1 ×b → X × Y × A1 ×a ×b
is the exchange of factors.
Lemma 4.2. For Z ∈ zr(X, a) and W ∈ Tzs(Y, b;m), Z ⊠W is in
Tzr+s(X ×k Y, a+ b;m).
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Proof. We may assume that Z and W are integral closed subschemes
of X ×a and Y × Bb, respectively.
Since
Z ×W ∩X × F × Y × F ′ = (Z ∩X × F )× (W ∩ Y × F ′),
for faces F of a and F ′ of Bb, the good position condition is clear.
The condition (0) in case a = b = 0 is checked the same way.
For the modulus condition, let Z ⊂ X × P1
a
, W ⊂ Y × Bn be the
respective closures of Z and W , and let
pZ : Z
N
→ X × P1
a
pW : W
N
→ Y × Bn
be the normalizations of Z and W . By lemma 3.1
pZ×W : Z
N
×k W
N
→ X × P1
a
× Y ×Bn
is the normalization of Z ×W = Z ×W .
Suppose that j is an index with
m · p∗W (X × Fb,0) ≤ p
∗
W (X × F
1
b,j).
Then
(m+ 1) · (Z
N
× p∗W (X × Fb,0)) ≤ Z
N
× p∗W (X × F
1
b,j);
since
p∗Z×W (τ
∗(X × Y × Fa+b,0)) = Z
N
× p∗W (X × Fb,0)
p∗Z×W (τ
∗(X × Y × F 1a+b,j) = Z
N
× p∗W (X × F
1
b,j),
the modulus condition for Z ⊠W is satisfied.
We finish by checking the inductive condition. If b = 0, then Z ⊠W∩
X × Fa,0 = ∅, so the inductive condition is trivially satisfied.
Suppose that a + b > 0. For 1 ≤ i ≤ a, we have
∂ǫa+b,i(Z ⊠W ) = ∂
ǫ
a,i(Z)⊠W
and for a + 1 ≤ i ≤ a + b, we have
∂ǫa+b,i(Z ⊠W ) = Z ⊠ ∂
ǫ
b,i−a(W ).
In the second case, the inductive condition for W , plus induction on b,
shows that Z⊠∂ǫb,i−a(W ) is in Tzr+s(X×kY, a+b−1;m). In particular,
if a = 0, then Z ⊠W is in Tzr+s(X ×k Y, a+ b;m). By induction on a,
∂ǫa,i(Z)⊠W is in Tzr+s(X ×k Y, a+ b− 1;m) as well, which completes
the proof. 
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Theorem 4.3. Let X and Y be finite type k-schemes. Then the maps
⊠a,b : zr(X, a)⊗ Tzs(Y, b;m)→ Tzr+s(X ×k Y, ∗;m)
define a map of complexes
⊠ : zr(X, ∗)⊗ Tzs(Y, ∗;m)→ Tzr+s(X ×k Y, ∗;m)
Proof. A formal computation shows that the product maps ⊠a,b are
compatible with boundaries, and that
⊠a,b (zr(X, a)degn ⊗ Tzs(Y, b;m) + zr(X, a)⊗ Tzs(Y, b;m)degn)
⊂ Tzr+s(X ×k Y, ∗;m)degn.

Remark 4.4. It is easy to check that⊠ is compatible with flat pull-back:
for f : X ′ → X , g : Y ′ → Y flat, we have
f ∗(Z)⊠ g∗(W ) = (f × g)∗(Z ⊠W )
and projective push-forward: if f : X ′ → X and g : Y ′ → Y are
projective then
f∗(Z)⊠ g∗(W ) = (f × g)∗(Z ⊠W ).
Furthermore we have the associativity
Z ⊠ (W ⊠ V ) = (Z ⊠W )⊠ V

Passing to homology, we thus have the external product
⊠ : CHr(X, a)⊗ TCHs(Y, b)→ TCHr+s(X ×k Y, a+ b)
4.2. Cap product. We refine the external product to a “cap product”
∩X : z
r(X, ∗)⊗ Tzs(X, ∗;m)→ Tzs+r(X, ∗;m)
for X ∈ Sm/k. Let δX : X → X ×X X be the diagonal, and set
δX,n := δX × id : X × Bn → X ×k X × Bn.
Definition 4.5. For X ∈ Sm/k, let
Tzr(X ×k X, n;m)∆ ⊂ Tz
r(X ×k X, n;m)
be the subgroup generated by integral closed subschemes Z ⊂ X×X×
Bn such that
1. Z is in Tzr(X ×k X, n;m)
2. codimX×F
(
δ−1X,n(Z) ∩X × F
)
≥ r for all faces F of Bn.
3. δ∗X,n(Z) is in Tz
r(X, n;m).
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The subgroups Tzr(X ×k X, n;m)∆ form a cubical subgroup
Tzr(X ×k X,−;m)∆ ⊂ Tz
r(X ×k X,−;m)
and the maps δ∗X,n give a well-defined map of complexes
δ∗X : Tz
r(X ×k X, ∗;m)∆ → Tz
r(X, ∗;m).
Let W be a finite set of closed subsets Wn ⊂ X ×Bn, n = 1, . . . , N .
W generates a “cubical closed subset” Wc by
Wc(n) := ∪ g:n→m
1≤m≤N
g−1(Wm) ⊂ 
n.
Definition 4.6. Let W be a finite set of closed subsets Wn ⊂ X ×
Bn, such that each Wn is the support of a cycle in Tzs(X, n;m). Let
TzWs (X, n;m) ⊂ Tzs(X, n;m) be the subgroup of cycles Z with
supp(Z) ⊂ Wc(n).
Similarly, zrW(X, n) ⊂ z
r(X, n) is the subgroup of cycles Z such that
supp(Z) ⊂ Wc(n).
From the construction ofWc, it is immediate that the TzWs (X, n;m)
form a cubical subgroup TzWs (X,−;m) of Tzs(X,−;m), giving us the
subcomplex
TzWs (X, ∗;m) :=
TzrW(X, n;m)
TzrW(X, n;m)degn
⊂ Tzs(X, ∗;m).
Similarly, we have the subcomplex zrW(X, ∗) of z
r(X, ∗).
The construction of the cap product is based on the following result:
Lemma 4.7. Fix an integer s. Let W be a finite set of closed subsets
Wn ⊂ X×Bn, n = 1, . . . , N , such that eachWn is the support of a cycle
in Tzs(X, n;m). Let f : X → Y be a smooth morphism. Then there
is a finite set of locally closed subsets C such that (A,B) 7→ f ∗(A)⊠B
restricts to a well-defined map of complexes
f ∗(−)⊠ : zr(Y, ∗)C ⊗ Tz
W
s (X, ∗;m)→ TzdimkX+s−r(X ×k X, ∗;m)∆.
for all r.
Proof. It is obvious that TzWs (X, n;m) = Tz
W
s (X, n;m)degn for all n >
N , hence TzWs (X, n;m) = 0 for n > N .
If F is a closed subset of some T ∈ Schk, we write dimkF ≥ d if
there is an irreducible component Fα of F with dimkFα ≥ d.
For each n = 0, . . . , N , define the constructible subsets Cn,d of Y by
Cn,d = {y ∈ Y |dimkf
−1(y)× Bn ∩W
c(n) ≥ d}
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Define the constructible subsets C0n,d of Y by
C0n,d = {y ∈ Y |dimkf
−1(y)× Fn,0 ∩Wc(n) ≥ d}
and C1n,j,d by
C1n,j,d = {y ∈ Y |dimkf
−1(y)× F 1n,j ∩W
c(n) ≥ d}
Write Cn,d \ Cn,d−1 and C
0
n,d \ C
0
n,d−1 as finite unions of locally closed
subsets of X :
Cn,d \ Cn,d−1 = ∪iCn,d,i
C0n,d \ C
0
n,d−1 = ∪iC
0
n,d,i
C1n,j,d \ C
1
n,j,d−1 = ∪iC
1
n,j,d,i
Let
C = {Cn,d,i, C
0
n,d,i, C
1
n,j,d,i | n = 1, . . . , N, d = 0, . . . , n+ s,
j = 1, . . . , n, i = 1, 2, . . .}.
For subschemes Z ⊂ Y ×a, W ⊂ X ×A1×b, define f ∗(Z)∩X W
as the image of f ∗a (Z)×XW under the exchange of factors isomorphism
(X ×a)×X (X × A
1 ×b)
τ ′
−→ X ×Ba+b.
Note that f ∗a (Z) is well-defined since f is smooth. Define f
∗(Z)∩XW ⊂
X × Ba+b similarly. Showing that f
∗(Z)⊠W is in TzdimkX+s−r(X ×k
X, ∗;m)∆ is equivalent to showing that f
∗(Z)∩XW is in Tzs−r(X, ∗;m),
which we proceed to show for Z ∈ zr(Y, ∗)C, W ∈ Tz
W
s (X, ∗;m).
For Z,W integral cycles in zr(Y, ∗)C, Tz
W
s (X, b;m) respectively, one
easily computes:
dimkf
−1
a (Z) ∩X W ∩X × F ≤ s− r + dimkF
for each face F of Ba+b. If moreover Z is in z
r(Y, a)C ⊂ z
r(Y, a)C, we
have
dimkf−1a (Z) ∩X (W ∩X × Fb,0) ≤ s− r + a + b− 1
dimkf−1(Z) ∩X (W ∩X × F
1
b,j) ≤ s− r + a+ b− 1; j = 1, . . . , b.
The first condition shows that each component of f−1(Z) ∩X W has
the correct dimension and is in good position; in particular, the cycle
f ∗(Z) ∩X W is defined. The second shows that f ∗(Z)× Bb intersects
τ ′∗(
a
× (W ∩X ×Fb,0)) and and the τ
′
∗(
a
× (W ∩X ×F 1b,j)) properly
on X × Ba+b. This in turn shows that the modulus condition for W
implies the modulus condition for f ∗(Z) ∩X W .
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The condition (0) in case b = 0 trivially implies the induction cond-
tion for f ∗(Z) ∩X W ; in general, the inductive condition follows by
induction on b. 
The same proof, ignoring the modulus and inductive conditions,
yields
Lemma 4.8. Fix an integer r ≥ 0. Let W be a finite set of closed
subsets Wn ⊂ X ×Bn, n = 1, . . . , N , such that each Wn is the support
of a cycle in zs(X, n). Let f : X → Y be a smooth morphism. Then
there is a finite set of locally closed subsets C such that the partially
defined map (A,B) 7→ f ∗(A) ∪X B restricts to a well-defined map of
complexes
f ∗(−) ∪X (−) : z
r(Y, ∗)C ⊗ z
s
W(X, ∗)→ z
r+s(X, ∗).
Lemma 4.9. Let s, W and f : X → Y be as in lemma 4.7, and let C
be a finite set of locally closed subsets of X given by lemma 4.7. Let C1
be a finite set of locally closed subsets of X containing C.
Fix an integer r ≥ 0, and let T be a finite set of closed subsets of
Y ×Bn of the form supp (Tn), where Tn is in z
r(Y, n)C1. Let g : Y → Z
be a smooth morphism in Sm/k. Then there is a finite set C2 of locally
closed subsets of Z such that for each W ∈ TzWs (X, ∗;m), Z ∈ z
r
T (Y, ∗)
and V ∈ zq(Z, ∗)C2:
(1) The cycles g∗(V )∪Y Z, (gf)
∗(V )∩X (f
∗(Z)∩XW ) and f
∗(g∗(V )∪Y
Z) ∩X W are defined.
(2) g∗(V ) ∪Y Z is in z
q+r(Y, ∗)
(3) (gf)∗(V ) ∩X (f
∗(Z) ∩X W ) and f
∗(g∗(V ) ∪Y Z) ∩X W are in
Tz∗(X, ∗;m) and
(gf)∗(V ) ∩X (f
∗(Z) ∩X W ) = f
∗(g∗(V ) ∪Y Z) ∩X W.
Proof. Since the groups TzWs (X, ∗;m) and z
r
T (Y, ∗) is finitely generated,
it suffices to exhibit a finite set C2 satisfying (1)-(3) for each integral
W ∈ TzWs (X, ∗;m) and integral Z ∈ z
r
T (Y, ∗).
Given W ∈ TzWs (X, ∗;m) and integral Z ∈ z
r
T (Y, ∗), the cycle
f ∗(Z) ∩X W is in Tzs−r(X, ∗;m). Letting U be the set of intersec-
tions of supp(f ∗(Z)∩XW ) with faces X×F , we may apply lemma 4.7
to TzUs−r(X, ∗;m) and morphism gf : X → Z, to yield the set C2(fg),
which is “good” for the intersection (gf)∗(V )∩X (f
∗(Z)∩X W ). Simi-
larly, we may apply lemma 4.9 to the set of intersections U ′ of supp(Z)
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with faces Y × F to yield the set C2(g), which is “good” for the inter-
section g∗(V ) ∪Y Z.
Let C2 = C2(g) ∪ C2(fg). We claim that all V ∈ z
q(Z, ∗)C2 satisfy
(1)-(3). For this, it suffices to show that for integral V ∈ zq(Z, ∗)C2, the
cycle f ∗(g∗(V )∪Y Z)∩XW is well-defined (only as a cycle on X×Bn for
appropriate n) and that this cycle is equal to (gf)∗(V )∩X (f
∗(Z)∩XW ).
But since f is smooth and the cycle g∗(V ) ∪Y Z is defined, so is the
cycle
f ∗(g∗(V ) ∪Y Z) = (gf)
∗(V ) ∪X f
∗(Z).
Since the cycle (gf)∗(V )∩X (f
∗(Z)∩XW ) is also defined and all cycles
involved are effective, this implies that ((gf)∗(V )∪X f
∗(Z))∩ f ∗(Z) is
defined. The associativity of cycle intersection implies that
(gf)∗(V ) ∩X (f
∗(Z) ∩X W ) = ((gf)
∗(V ) ∪X f
∗(Z)) ∩ f ∗(Z),
completing the proof. 
Theorem 4.10. Let X be a smooth quasi-projective variety over k.
(1) If X is projective, there is a product
∩X : CH
r(X, p)⊗ TCHs(X, q;m)→ TCHs−r(X, p+ q;m),
natural with respect to flat pull-back, and satisfying the projection for-
mula
f∗(f
∗(a) ∩X b) = a ∩Y f∗(b)
for f : X → Y a morphism of smooth projective varieties over k. If f
is a flat morphism, we have in addition the projection formula
f∗(a ∩X f
∗(b)) = f∗(a) ∩Y b
(2) In general, there is a product
∩X : CH
r(X)⊗ TCHs(X, q;m)→ TCHs−r(X, q;m),
natural with respect to flat pull-back, and satisfying the projection for-
mula
f∗(f
∗(a) ∩X b) = a ∩Y f∗(b)
for f : X → Y a projective morphism of smooth quasi-projective vari-
eties over k, and the projection formula
f∗(a ∩X f
∗(b)) = f∗(a) ∩Y b
if f is flat.
In addition, all products are associative.
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Proof. The existence of the product in (1) follows from lemma 4.7: the
map
colim
W
TzWs (X, ∗;m)→ Tzs(X, ∗;m)
is an isomorphism and by lemma 1.15(1), the inclusion zr(X, ∗)C →
zr(X, ∗) is a quasi-isomorphism.
To prove the first projection formula, let Γ ⊂ X ×k Y be the graph
of f . Let WX be a finite set of closed subsets Wn ⊂ X × Bn as
in the statement of lemma 4.7 and let W be the finite set of subsets
(idX , f)×idBn(Wn) ofX×kY ×Bn. We apply lemma 4.7 to the smooth
morphism p2 : X ×k Y → Y , the set W and the integer s. This gives
us the finite set of locally closed subsets C of Y and a well-defined map
of complexes
(−)∩X×kY p
∗
2(−) : z
r(Y, ∗)C⊗Tz
W
s (X×kY, ∗;m)→ Tzs−r(X×kY, ∗;m)
Applying lemma 4.8 with s = dimkY and W = {Γ}, we may add
elements to C so that we have a well-defined map of complexes
p∗2(−) ∩X×kY (−) : z
r(Y, ∗)C ⊗ z
dimkY
Γ (X ×k Y, ∗)→ z
s+r(X ×k Y, ∗)
For Z ∈ zr(Y, ∗)C, the cycle f
∗(Z) is just p1∗(Γ∩p
∗
2(Z)), it follows that
f ∗ gives a well-defined map of complexes
f ∗ : zr(Y, ∗)C → z
r(X, ∗).
Similarly, for W ∈ Tzs(X, ∗;m),
f ∗(Z) ∩X W = p1∗(p
∗
2(Z) ∩X×kY (id, f)∗(W )),
so we have a well-defined map of complexes
f ∗(−) ∩X (−) : z
r(Y, ∗)C ⊗ Tz
WX
s (X, ∗;m)→ Tzs−r(X, ∗;m).
The proof of the second projection formula for flat f is similar, and is
left to the reader.
Finally, if Z is an integral cycle such that f ∗(Z) is defined and W is
an integral cycle such that f ∗(Z)∩X W is defined, then Z ∩Y f∗(W ) is
defined and
f∗(f
∗(Z) ∩X W ) = Z ∩Y f∗(W ).
Thus sending (Z,W ) to Z ∩Y f∗(W ) gives a well-defined map of com-
plexes
(−) ∩Y f∗(−) : z
r(Y, ∗)C ⊗ Tz
WX
s (X, ∗;m)→ Tzs−r(Y, ∗;m).
and f∗ ◦ (f
∗(−) ∩X (−)) = (−) ∩Y f∗(−). The projection formula thus
follows from lemma 1.15(1).
The proof of the associativity (z1 ∪X z2) ∩X w = z1 ∩X (z2 ∩X w)
is proven similarly: Applying lemma 4.9 to the projections X3
p23
−−→
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X2
p2
−→ X and then using lemma 1.15(1), we see that given classes
z1 ∈ CH
r(X, a), z2 ∈ CH
t(X, b) and w ∈ TCHs(X, q;m), we can find
representatives Z1, Z2,W such that all intersections Z1∪XZ2, Z2∩XW ,
Z1 ∩X (Z2 ∩X W ) and (Z1 ∪X Z2) ∩X W are defined, are all in the
appropriate complexes and satisfying
(Z1 ∪X Z2) ∩X W = Z1 ∩X (Z2 ∩X W )
as cycles.
The proof of (2) is the same, we just use lemma 1.15(2) instead of
lemma 1.15(1). 
5. The additive Chow groups of an S-motive
5.1. The action of correspondences. Theorem 4.10 gives us an ac-
tion of correspondences on the groups Tzs(X, ∗;m).
Definition 5.1. Take X, Y ∈ Sm/S with Y projective and take α ∈
Corr(X ×S Y ) = CHr+dimSX(X × Y ). Define
α∗ : Tzs(X, ∗;m)→ Tzs+r(X, ∗;m)
to be the composition
Tzs(X, ∗;m)
p∗1−→ Tzs+dimY (X ×S Y, ∗;m)
α∩−
−−→ Tzs+r(X ×S Y, ∗;m)
p1∗
−−→ Tzs+r(X, ∗;m)
Proposition 5.2. Let S be in Sm/k. For X, Y, Z ∈ Sm/S with Y
and Z projective, and for α ∈ Corr(X, Y ), β ∈ Corr
′
(Y, Z), we have
(β ◦ α)∗ = β∗ ◦ α∗
as maps from Tzs(Z, ∗;m) to Tzs+r+r′(X, ∗;m).
Proof. Relying on our previous results, especially theorem 4.10, the
proof is standard, using repeated application of the functoriality of flat
pull-back, projective pushforward, associativity, compatiblity of pro-
jective push-forward and flat pull-back in transverse cartesian squares
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and the projection formula for a smooth projective morphism:
(βα)∗(w) := p
XZ
X∗
(
pXY ZXZ∗
(
pXY Z∗Y Z (β) ∪XY Z p
XY Z∗
XY (α)
)
∩XZ p
XZ∗
X (w)
)
= pXZZ∗
(
pXY ZXZ∗
[
pXY Z∗Y Z (β) ∩XY Z
(
pXY Z∗XY (α) ∩XY Z p
XY Z∗
X (w)
)])
= pXY ZZ∗
(
pXY Z∗Y Z (β) ∩XY Z
(
pXY Z∗XY (α) ∩XY Z p
XY Z∗
X (w)
))
= pY ZZ∗
(
pXY ZY Z∗
[
pXY Z∗Y Z (β) ∩XY Z (p
XY Z∗
XY (α) ∩XY Z p
XY Z∗
X (w))
])
= pY ZZ∗
(
β ∩Y Z
[
pXY ZY Z∗
(
pXY Z∗XY
(
α ∩XY p
XY ∗
X (w)
))])
= pXYX∗
(
β ∩Y Z
[
pY Z∗Y
(
pXYY ∗
(
α ∩XY p
XY ∗
X (w)
))])
= β∗(α∗(w)).

The proposition immediately implies
Theorem 5.3. Let GrAb denote the category of graded abelian groups.
For each integer p ≥ 1 assignment
(X, n) 7→ TCHn(X, p;m)
extends to an additive functor
TCH∗(p;m) : Mot(S)→ GrAb
with
TCH∗(p;m)(m(X)(n), α) = α∗(TCHn(X, p;m)) ⊂ TCHn(X, p;m)).
Corollary 5.4. For each f : X → Y in SmProj/S, there is a well-
defined pull-back map
f ∗ : TCHs(Y, ∗;m)→ TCHs(X, ∗;m)
with (gf)∗ = f ∗g∗. If f is flat, then f ∗ is the same as the flat pull-back.
Finally, the projection formula
f∗(a ∩X f
∗(b)) = f∗(a) ∩Y b
is satisfied for a ∈ CHr(X), b ∈ TCHs(Y, ∗;m).
Proof. Let Γf ⊂ X ×S Y be the graph of f , and let
tΓf ⊂ Y ×S X be
the transpose, giving the element [tΓf ] ∈ Cor
dimSX−dimSY
S (Y,X). Define
f ∗ = [tΓf ]∗. The functoriality follows from the identity
[tΓf ] ◦ [
tΓg] = [
tΓgf ]
in CorS and proposition 5.2.
The fact that the new definition of f ∗ agrees with the old one for
flat f follows from the identity
(idX , f)∗(f
∗
old(w)) = [Γf ] ∩ p
∗
2(w).
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The operations a ∩X (−), and f∗(a) ∩Y (−) can be also written as
the action of correspondences, namely δX∗(a)∗ and δY ∗(f∗(a))∗, where
δX : X → X ×S X and δY : Y → Y ×S Y are the diagonals. Similarly,
f∗ = [Γf ]∗.
The projection formula follows from proposition 5.2 and the identity
of correspondences
[Γf ] ◦ δX∗(a) ◦
t[Γf ] = δY ∗(f∗(a)).

Remark 5.5. Let X → S be a smooth projective morphism in Sm/k
and let i : Z → X be a closed immersion in Sm/k. Then we have the
identity of operators on TCH∗(X, ∗;m):
i∗ ◦ i
∗ = [Z] ∩X (−),
where [Z] ∈ CH∗(X) denotes the class of Z. This follows from the
projection formula:
i∗(i
∗(w)) = i∗(1Z ∩Z i
∗(w))
= i∗(1Z) ∩X w
= [Z] ∩X w.

5.2. Projective bundle formula. In this section, we compute the
additive higher Chow groups of the projective bundles over smooth
varieties.
Theorem 5.6. Let X be a smooth quasi-projective variety and let E
be a vector bundle on X of rank r + 1. Let p : P(E) → X be the
associated projective bundle over X. Let η ∈ CH1(P(E)) be the class
of the tautological line bundle O(1). Then for any q, n ≥ 1 and m ≥ 2,
the map
θ :
r⊕
i=0
TCHq−i(X, n;m)→ TCHq(P(E), n;m)
given by
(ao, · · · , ar) 7→
∑
0≤i≤r
ηi ∩P(E) p
∗(ai)
is an isomorphism.
Proof. Write P := P(E). As is well-known, the correspondences
αi := (idP, p)∗(η
i) ∈ CoriS(P, X)
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give an isomorphism
r∑
i=0
αi : m(P) ∼= ⊕
r
i=0m(X)(i)
in Mot(S).
It is easy to see that
TCH∗(∗;m)(αi)(a) = η
i ∩P p
∗(a),
whence the result. 
5.3. Blow-up formula. Let i : Z → X be a closed immersion in
SmProj/S. Denote the blow-up of X along Z by µ : XZ → X . Let
E := µ−1(Z) be the exceptional divisor, giving us the commutative
diagram
E
iE
//
q

XZ
µ

Z
i
// X
E → Z is the projective space bundle p : P(NZ/X) → Z, where NZ/X
is the normal bundle. Applying the functor m : SmProj/S → Mot(S)
to this square gives us the sequence in Mot(S)
(5.1) m(E)
(m(iE),−m(q))
−−−−−−−−→ m(XZ)⊕m(Z)
m(µ)+m(i)
−−−−−−→ m(X)
Lemma 5.7. The maps (t[Γµ], 0) : m(X) → m(XZ) ⊕ m(Z) and
(m(iE),−m(q)) : m(E)→ m(XZ)⊕m(Z) gives an isomorphism
φ : m(E)⊕m(X)→ m(XZ)⊕m(Z)
exhibiting the sequence (5.1) as a split exact sequence in Mot(S).
Proof. One computes thatm(µ)◦(t[Γµ]) = idm(X), hence (
t[Γµ], 0) gives
a splitting to m(µ) + m(i). Thus, it suffices to check that φ is an
isomorphism.
By Manin’s identity principle, it suffices to check that the map
idT ⊗ φ : m(T )⊗ [m(E)⊕m(X)]→ m(T )⊗ [m(XZ)⊕m(Z)]
induces an isomophism
(idT ⊗φ)
∗ : CH∗(T ×XZ)⊕CH
∗(T ×Z)→ CH∗(T ×E)⊕CH∗(T ×X)
for all smooth projective T → S. This follows easily from the known
blow-up formula for the Chow groups. 
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Theorem 5.8. Let i : Z → X be a closed immersion in SmProj/S
and let µ : XZ → X be the blow-up of X along Z, iE : E → XZ the
exceptional divisor with morphism q : E → Z. Then the sequences
0→ TCHs(E, n;m)
(q∗,−iE∗)
−−−−−→ TCHs(Z, n;m)⊕ TCHs(XZ , n;m)
i∗+µ∗
−−−→ TCHs(X, n;m)→ 0
and
0→ TCHs(X, n;m)
(i∗,µ∗)
−−−−→ TCHs(Z, n;m)⊕ TCHs(XZ , ;m)
q∗−i∗E−−−→ TCHs(E, n;m)→ 0
are split exact.
Proof. The result for the second sequence follows by applying the func-
tor TCH(n;m) to the sequence (5.1) and using lemma 5.7. For the
first sequence, we take the dual of the sequence (5.1) and use the same
argument. 
5.4. Additive Chow groups of varieties with group actions. Let
k be a perfect field which may not be algebraically closed. As an
application of our extension of the additive chow groups to a functor on
the category of motives Mot(S) (theorem 5.3), we compute the additive
Chow groups of smooth varieties with group actions, in particular, for
projective homogeneous spaces and Grassmann bundles over smooth
projective varieties, generalising theorem 5.6.
Theorem 5.9. Let X be a smooth projective variety of dimension d
over k equipped with an action of the multiplicative group Gm. Let
{Zi, 0 ≤ i ≤ r} be the connected components of the fixed point locus.
Then Zi’s are all smooth projective and one has for n ≥ 0, p ≥ 1 and
m ≥ 1 the formula
(5.2) TCHn(X, p;m) ∼= ⊕
r
i=0TCHai(Zi, p;m)
where ai is the dimension of the positive eigenspace of the action of Gm
on the tangent space of X at an arbitrary point z ∈ Zi.
Proof. By a theorem of Bialynicki-Birula [3], generalized by Hesselink
[18] to case of non-algebraically closed fields, the fixed point locus XGm
is smooth, closed subscheme of X with the decomposition into con-
nected components as stated. Furthermore, X has a filtration
X = Xr ⊃ Xr−1 ⊃ · · · ⊃ X0 ⊃ X−1 = ∅
andXi\Xi−1 admits the structure of an A
ai-bundle φi : Xi\Xi−1 → Zi.
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By a result of Karpenko and Chernousov-Gille-Merkurjev [11], the-
orem 7.1, the motive of X has the following decomposition in the cat-
egory Mot(k): m(X) = ⊕ri=0m(Zi)(ai), hence
(5.3) m(X)(n) = ⊕ri=0m(Zi)(n+ ai)
The theorem now follows by applying theorem 5.3 (with S = Spec (k))
to the above decomposition. 
Remark 5.10. Theorem 5.9 applies to a smooth projective variety X
which has an action of a k-split reductive group G, by restricting the
action to a given Gm in G. Furthermore, if X is a quasi-homogeneous
space of such a reductive group, then Brosnan [10] has shown that the
components Zi’s are also quasi-homogeneous spaces of much smaller
dimensions and hence their additive Chow groups should be easier to
compute.
Corollary 5.11. Let G be a k-split reductive group and let P be a
parabolic subgroup of G. Then one has for n ≥ 0, p ≥ 1 and m ≥ 1,
TCHn(G/P, p;m) ∼= ⊕wTCHn−l(w)(k, p;m)
where w runs through the set of cells of G/P in its Bruhat decomposi-
tion and l(w) is the dimension of the corresponding cell.
Proof. Ko¨ck has shown in [21] that in this case one can choose a Gm ⊂
G so that the varieties Zi’s are just rational points. The result thus
follows directly from theorem 5.9. 
Remark 5.12. Corollary 5.11 shows in particular that the additive Chow
groups of a Grassmann variety has a decomposition in terms of the ad-
ditive Chow groups of the ground field. One can write down the similar
formula for the additive Chow groups of any Grassmann bundle over
a smooth projective variety X in terms of the additive Chow groups
of X because one has the corresponding decomposition in Mot(k) (see
[21]).
6. Logarithmic additive Chow groups
The additive Chow groups quite clearly do not satisfy the homotopy
invariance property; for this reason it is difficult to apply the exist-
ing technology to prove either a localization property with respect to
a closed immersion, or a Mayer-Vietoris property for a Zariski open
cover. However, since we have a blow-up exact sequence, we can use
the machinery of Guille´n and Navarro Aznar to define “additive Chow
groups with log poles”, at least if we assume k admits resolution of
singularities.
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6.1. The extension theorem.
Theorem 6.1. The functor
Tzr(−;m) : SmProj/k → C
−(Ab)
extends canonically to a functor
Tzr(−, m) : Dhom(k)→ D
−(Ab).
Proof. Since Tzr(−;m) is additive, there is a canonical extension to an
additive functor
Tzr(−;m) : ZSmProj/k → C
−(Ab)
Taking the total complex and passing to the homotopy categories gives
the exact functor
Tzr(−;m) : K
b(ZSmProj/k)→ K−(Ab)
For each blow-up µ : XZ → X in SmProj/k, theorem 5.8 shows that
Tzr(C(µ);m) is acyclic. This gives us the desired extension
TCHr(−, m) : Dhom(k)→ D
−(Ab).

Corollary 6.2. The functor Tzr(−;m) : SmProj/k → C
−(Ab) ex-
tends to a functor
Tzlogr (−;m) : Sch
′
k → D
−(Ab)
satisfying:
1. Let µ : Y → X be a proper morphism in Schk, i : Z → X a
closed immersion. Suppose that µ : µ−1(X \Z)→ X \Z is an isomor-
phism. Set E := µ−1(X \Z) with maps iE : E → Y , q : E → Z. There
is a canonical extension of the sequence in D−(Ab)
Tzlogr (E;m)
(iE∗,−q∗)
−−−−−→ Tzlogr (Y ;m)⊕ Tz
log
r (Z;m)
µ∗+i∗
−−−→ Tzlogr (X ;m)
to a distinguished triangle in D−(Ab).
2. Let i : Z → X be a closed immersion in Schk, j : U → X the
open complement. Then there is a canonical distinguished triangle in
D−(Ab):
Tzlogr (Z;m)
i∗−→ Tzlogr (X ;m)
j∗
−→ Tzlogr (U ;m)→ Tz
log
r (Z;m)[1],
which is natural with respect to proper morphisms of pairs (X,U) →
(X ′, U ′).
Proof. This follows from theorems 2.9 and 6.1. 
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6.2. The logarithmic additive Chow groups of an extented mo-
tive. For the Borel-Moore motive bm(X)(r) of a finite-type k-scheme
X , we have the associated object Tzlogr (X ;m) in D
−(Ab); sending
(X, r) to Tzlogr (X ;m) in D
−(Ab) defines a functor
Tzlog(−;m) : Sch′k × Z→ D
−(Ab).
We have as well the functor
bm : Sch′k × Z→ Mˆot(k) ⊂ DM
H(k)
which is bm(r) on Sch′k × r.
For each n ∈ Z, let TCHlog(−, n;m) be the functor Hn(Tz
log(−;m)).
Theorem 6.3. For each n ∈ Z, the functor TCHlog(−, n;m) extends
via bm to
TCHlog∗ (−, n;m) : Mˆot(k)
∗ → Ab
such that the restriction of TCHlog(−, n;m) to Mot(k) ⊂ Mˆot(k)∗ is
the functor TCH(−, n;m)
Proof. Since Mˆot(k) is the full pseudo-abelian subcategory of DMH(h)
generated by the objects bm(X)(r) with X ∈ Schk, it suffices to define
an action of higher correspondences α ∈ Hom(bm(X)(r), bm(Y )(s)[a]),
α∗ : TCH
log
r (X, n;m)→ TCH
log
s (Y, n+ a;m)
agreeing with the action already defined for X, Y ∈ SmProj/k, a = 0,
and satisfying the functoriality
(β ◦ α)∗ = β∗ ◦ α∗.
The construction is essentially the same as for Mot(k). Take X ∈ Schk.
Then there is a cubical object X˜∗ of SmProj/k such that the image
under Cb(m(r)) of the total complex of X˜∗ in C
b(ZSmProj/k) is a
representative for bm(X)(r) ∈ DMH(k). In other words, the finite
diagram (Km, fm+1,m) with
Km = ⊕|I|=1−m(X˜I , r)
and fm+1,m : Km → Km+1 the map induced by the graphs of the
morphisms fI,J : X˜I → X˜J with |I| = |J | + 1 represents bm(X)(r).
Note that
fI,J∗ : Tzr(X˜I , ∗;m)→ Tzr(X˜J , ∗;m)
is well-defined for every I, J , yielding the double complex Tz(K∗, ∗;m)
with second differential given by the maps fI,J∗. The total complex
Tot(Tz(K∗, ∗;m)) is thus by definition a representative in C−(Ab) for
Tzlogr (X, ∗;m).
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Taking a second scheme Y ∈ Schk, we have a choice of cubical object
Y˜∗, giving us the finite diagram L = (L
m, gm+1,m) and the identification
of Tzlogr (X, ∗;m) with Tot(Tz(L
∗, ∗;m)).
Choose an element [x] ∈ Hn(Tot(Tz(K
∗, ∗;m))). We may represent
[x] by some x ∈ Zn(Tot(Tz(K
∗, ∗;m))), i.e., a collection of cycles xI ∈
Tzr(X˜I , n−|I|;m) Letting WI be the set of all irreducible components
of all cycles involved in xI , we have for each I the cubical subset W˜I
generated by WI . We enlarge this by adding all the images of the W˜J
for all compositions of maps XJ → . . . → XI involved in the diagram
K∗, giving the finitely generated sub double complex TzW(K∗, ∗;m) of
Tz(K∗, ∗;m).
Applying lemma 4.9, we may construct highly distinguished subcom-
plexes C∗(Km, Ln)′ ⊂ C∗(Km, Ln) such that the associated internal
Hom complex Hom(K,L)′ is defined, and that the action of correspon-
dences for the individual schemes X˜I × Y˜J give rise to a well-defined
action
(−)∗(−) : Hom(K,L)
′ ⊗ Tot(TzW(K∗, ∗;m))→ Tot(Tz(L∗, ∗;m)).
For a given α ∈ Hom(K,L[n]) = Hom(bm(X)(r), bm(Y )(s)[n]), we
define α∗([x]) by
α∗([x]) := α˜∗(x)
where α˜ ∈ Za(Hom(K,L)) is a representative for α.
The argument we used to show that the composition law in DMH(k)
is well-defined and associative also shows that α∗([x]) is well-defined,
independent of the choices we have made for representing elements and
highly distinguished subcomplexes, and that we have the functoriality
β∗(α∗([x])) = (βα)∗([x]),
for β ∈ Hom(bm(Y )(s), bm(Z)(t)[b]), once we are given a cubical object
Z˜∗ of SmProj/k for Z, yielding the resulting finite diagram (L, h
∗∗)
representing bm(Z)(t).
Since different choices of cubical objects X˜∗, Y˜∗ representing X and
Y give rise to isomorphic objects in DMH(k), the functoriality we have
already proved shows that the map α∗ is also independent of these
choices.
In case X and Y are in SmProj/k, we may take the X˜∗ = X ,
Y˜∗ = Y , so that K = (X, r), L = (Y, s) and we are back to our original
definition of the action of the correspondence α ∈ Cors−r(X, Y ). 
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For X ∈ Schk equi-dimensional over k, set TCH
s
log(X, n;m) :=
TCHlogdimX−s(X, n;m) and extend this notation to X locally equi-di-
mensional by taking the direct sum over the connected components of
X .
Corollary 6.4. Sending X ∈ Sm/k to TCHslog(X, n;m) extends to a
functor
TCHslog(−, n;m) : Sm/k
op → Ab.
In addition, if j : U → X is an open immersion in Sm/k, the map
TCHslog(j, n;m) : TCH
s
log(X, n;m)→ TCH
s
log(U, n;m)
agrees with the map j∗ from corollary 6.2.
Proof. The existence of the functor TCHslog(−, n;m) follows from the-
orems 2.20 and 6.3.
For the assertion on the open immersion j : U → X , the result
follows essentially from the definitions in case the complement of U inX
is a strict normal crossing divisor. In general, temporarily write [j]∗ for
the map in the distinguished triangle of corollary 6.2. Let µ : X ′ → X
be a projective birational morphism which is an isomorphism over U
such that the induced open immersion j′ : U → X ′ case strict normal
crossing complement. µ∗ induces the map of distinguished triangles
bm(X ′ \ U)
i′∗
//
µ∗

bm(X ′)
j′∗
//
µ∗

bm(U) // bm(X ′ \ U)[1]
µ∗[1]

bm(X \ U)
i∗
// bm(X)
[j]∗
// bm(U) // bm(X \ U)[1]
i.e j′∗ = [j]∗ ◦ µ∗. One easily calculates that µ∗µ
∗ = idbm(X) and
j′∗ = j∗ ◦ µ∗, hence [j]
∗ = j∗. 
6.3. Codimension one. We conclude this section with a computation
of TCH1log(X, 1;m) for X smooth and quasi-projective over k; we thank
K. Ru¨lling for suggesting that we make this computation. We continue
to assume that k admits resolution of singularities.
Proposition 6.5. Suppose that p : X → Spec k is geometrically irre-
ducible of dimension d over k. Then the pull-back map
p∗ : TCHlog0 (Spec k, n;m) = TCH0(Spec k, n;m)→ TCH
log
d (X, n;m)
is an isomorphism for all n,m ≥ 1.
ADDITIVE HIGHER CHOW GROUPS OF SCHEMES 55
Proof. Let j : X → X¯ be an open immersion to a smooth projective
geometrically irreducible X¯ over k, with complement i : Z → X¯. We
have the localization distinguished triangle
Tzlogd (Z;m)
i∗−→ Tzlogd (X¯ ;m)
j∗
−→ Tzlogd (X ;m)→ Tz
log
d (Z;m)[1]
from corollary 6.2. Since X¯ is projective, we have
Tzlogd (X¯ ;m) = Tzd(X¯ ;m)
and similarly for Z. Since d > dimkZ, the complex Tzd(Z;m) is the 0
complex and thus the map j∗ is a quasi-isomorphism. This reduces us
to the case of projective X .
Let W ⊂ X × Bn be a generator in Tzd(X, n;m). In particular, W
is a codimension one integral closed subscheme of X×A1×n−1, with
W ∩X × 0×n−1 = ∅
Since X is projective, the projection W¯ of W to Bn is closed and
disjoint from 0×n−1. Also, W¯ is irreducible; since X is geometrically
irreducible over k, X× W¯ is irreducible. By reason of codimension, we
therefore have
W = p−1Bn(W¯ ),
and thus
p∗ : Tz0(Spec k, ∗;m)→ Tzd(X, ∗;m)
is an isomorphism of complexes. Since
Tzlogd (X, ∗;m) = Tzd(X, ∗;m), Tz
log
0 (Spec k, ∗;m) = Tz0(Spec k, ∗;m)
the proof is complete. 
Remark 6.6. Using localization as above, if X has irreducible compo-
nents X1, . . . , Xr, such that X1, . . . , Xn all have maximal dimension d
and Xn+1, . . . , Xr have dimension < d, and if ki is the field of constants
in k(Xi), then
TCHlogd (X, n;m)
∼= ⊕ni=1TCH0(Spec ki, n;m).
Combining this with Ru¨lling’s result [29] that TCHn(Spec k, n;m) ∼=
WmΩ
n−1
k gives the isomorphism
TCHlogd (X, 1;m)
∼= ⊕ni=1Wm(ki).
In particular, if X is smooth and geometrically irreducible over k, then
TCH1log(X, 1;m)
∼=Wm(k).
Park has made an analog of the Beilinson-Soule´ vanishing conjec-
tures for the groups TCHq(Spec k, p;m); for q = 1, these say that
TCH1(Spec k, p;m) = 0 for p 6= 1. 
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7. Additive chow groups of 1-cycles on fields
The additive Chow groups of 0-cycles on a field k were studied by
Bloch-Esnault [8] (for modulus m = 1) and Ru¨lling [29] (for general
modulus m). Their main results are the construction of natural regu-
lator maps
(7.1) Rn0,m : TCH
n(k, n;m)→WmΩ
n−1
k .
for n ≥ 1 and m ≥ 1 (the case m = 1 is due to Bloch-Esnault),
which they show are isomorphisms. Here the groups on the right are
the homology of the generalized deRham-Witt complex of Hasselholt-
Madsen and Ωn−1k := Ω
n−1
k/Z are absolute differentials of k.
In particular, for n ≥ 1 and m ≥ 1, there is a natural surjection
(7.2) TCHn(k, n;m)։ Ωn−1k .
These results motivate one to look for existence of such nontrivial reg-
ulator maps on the additive Chow groups of higher dimensional cycles
for a field. If the field k has characteristic zero, Park [27], main theo-
rem, has constructed regulator maps for n ≥ 1 and m ≥ 1,
(7.3) Tzn−1(k, n;m)→ Ωn−3k
which induces the natural maps
(7.4) Rn1,m : TCH
n−1(k, n;m)→ Ωn−3k .
He has shown in [28], theorem 1.12, that this regulator map is nontrivial
for n = 3.
As an application of theorem 4.10, we prove in this section the fol-
lowing strengthening of the result of Park:
Theorem 7.1. Let k be an algebraically closed field of characteristic
zero. Then for n ≥ 1 and m ≥ 1, the regulator map
Rn1,m : TCH
n−1(k, n;m)→ Ωn−3k
is surjective. In particular, all the additive Chow groups of 1-cycles on
k are nontrivial for n ≥ 3.
Remark 7.2. In view of the known calculations of relative K-theory
of nilpotent ideals and the expectation that the additive Chow groups
would compute these relative K-groups, it is conjectured that the reg-
ulator maps Rn1,2 should be isomorphisms. In that context, the above
result gives some evidence for the conjecture. 
The proof of this theorem will be given after we establish some other
preliminary results. In this section, we will assume our field k to have
characteristic zero Recall the notation from section 3.2: for n ≥ 1, we
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have Bn = A1×n−1, Bn = A1×(P1)n−1 ⊃ Bn and B̂n = P1×(P1)n−1 ⊃
Bn.
The group of units k∗ acts on Bn by
a ∗ (x, t1, · · · , tn−1) = (
x
a
, t1, · · · , tn−1)
This action clearly extends to an action of k∗ on Bn and B̂n by the
same formula, where now x could take value∞. It is easy to check that
k∗ acts on the groups Tzr(k, n;m) such that all the boundary maps are
k∗-equivariant. In particular, the additive Chow groups are equipped
with k∗-action.
For an irreducible curve C ⊂ Bn such that [C] ∈ Tz
n−1(k, n;m), let
C and Ĉ be the closures of C in Bn and B̂n respectively. Let
p : B̂n → P
1
be the projection map. For a ∈ k∗, let σa denote the multiplication by
a on P1. We denote the induced action on B̂n also by σa. We let k∗
act on k by multiplication.
Lemma 7.3. For any a ∈ k∗, one has σ̂a(C) = σa(Ĉ) and p
−1(0)∩Ĉ =
p−1(0) ∩ σa(Ĉ).
Proof. Let σa : B̂n → B̂n be the multiplication map. This map is
clearly closed which gives σ̂a(C) ⊂ σa(Ĉ). To show the other inclusion,
let z ∈ σa(Ĉ) and let y ∈ Ĉ such that z = σa(y). Let U be an open
neighborhood of z and put V = σ−1a (U). Then V ∩ C 6= ∅ which gives
σa(C)∩V 6= ∅. This proves the first part. The second part is immediate
from the description of the action. 
Fix integers n ≥ 1, m ≥ 1 and let C ⊂ Bn be an irreducible curve
such that [C] ∈ Tzn−1(k, n;m). Recall that the modulus condition for
additive cycle [C] (see section 3) is equivalent to the following: for each
closed point P ∈ p−1(t = 0) on the normalization ĈN , there is an index
i, 1 ≤ i ≤ n− 1 such that
(7.5) ordP
(
p∗(F 1n,i)− (m+ 1)p
∗(Fn,0)
)
≥ 0
In such a case, we write (C, P ) ∈Mm(ti).
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Fix a ∈ k∗ and let Ca denote σa(C). We similarly denote σa(Ĉ) by
Ĉa. Consider the diagram
ĈN
π
//
σNa

Ĉ //
σa

B̂n
σa

ĈNa
πa
// Ĉa
// B̂n
where σNa : Ĉ
N → ĈNa is the map induced by σa on the normalizations.
Let
pa : Ĉ
N
a → B̂n
be the composition of the bottom arrows in the above diagram.
Let {P1, · · · , Pr} := p
−1(t = 0). Then by lemma 7.3, pa
−1(t = 0) =
{Q1, · · · , Qr}, where Qi = σ
N
a (Pi).
Lemma 7.4. For each i = 1, · · · , r, and j = 1, · · · , n − 1, (C, Pi) ∈
Mm(tj) if and only if (Ca, Qi) ∈M
m(tj).
Proof. Let ι : F 1n,j → B̂n be the inclusion. We have the cartesian
diagram
F 1n,j
ι
//
σa

B̂n
σa

F 1n,j
ι
// B̂n
from which it follows that
σNa : p
∗(F 1n,j)→ p
∗
a(F
1
n,j)
is an isomorphism. Similarly,
σNa : p
∗(Fn,0)→ p
∗
a(Fn,0)
is an isomorphism, from which the lemma follows directly. 
We recall from [27] the rational absolute Ka¨hler differential (n− 1)-
forms ωnl,m ∈ Γ
(
B̂n+1,Ω
n−1
bBn+1/Z
(logFn+1)(∗{x = 0})
)
:
ωn1,m =
1− t1
xm+1
dt2
t2
∧ · · · ∧
dtn
tn
ωnl,m =
1− tl
xm+1
dtl+1
tl+1
∧ · · · ∧
dtn
tn
∧
dt1
t1
∧ · · · ∧
dtl−1
tl−1
(1 < l < n)
ωnn,m =
1− tn
xm+1
dt1
t1
∧ · · · ∧
dtn−1
tn−1
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We shall denote these forms simply by ωl when n and m are fixed. For
the definition of residue of a meromorphic form at a closed point of a
nonsingular curve used here, we refer the reader to [27].
We also recall here the definition of the regulator maps Rn1,m; we
refer the reader to [27], section 3, for details. For cycle of the form
[C] ∈ Tzn−1(k, n;m) where C ⊂ Bn is an irreducible curve, we have
(7.6) Rn1,m([C]) =
∑
P∈Supp(p∗{x=0})
Rn1,m (C, P )
where
(7.7) Rn1,m (C, P ) := (−1)
l−1resP (p
∗(ωl)) if (C, P ) ∈M
m(tl)
for 1 ≤ l ≤ n − 1; this definition extends to Tzn−1(k, n;m) by Z-
linearity.
The following result, which explains how the residues behave with
respect to the action of k∗ on a smooth curve, will be one of our main
tools to prove theorem 7.1.
Proposition 7.5. Assume n = 3. Then for any i = 1, · · · , r, we have
for (C, Pi) ∈M
m(tj),
resPi (p
∗(ωl)) =
1
am+1
resQi (p
∗
a(ωl)) for l = 1, 2.
Proof. We give the prooof for ω1; the other cases are identical. We
can work locally in order to compute the residue at a given point;
take A1 := P1 \ {∞}, with 0 ∈ A1 corresponding to 1 ∈ P1. Let
A = k[x, t1, t2] X = A1 × (A1)2 = Spec (A). Then the action of a ∈ k∗
translates to the k-algebra automorphism f : A→ A given by f(x) =
a−1x, f(t1) = t1, f(t2) = t2.
Let P = p(Pi) = (0, α1, α2). Then σa(P ) = P . Let OX,P be the local
ring of X at P . We obtain a commutative diagram of complete local
rings.
ÔX,P
ha
//
fˆ

Ô bCNa ,Qi
φ

ÔX,P h
// Ô bCN ,Pi
Observe that the vertical maps are isomorphisms. Then
(7.8) resQi (pa
∗ω1) = resQi (ha(ω1))
= resPi (φ ◦ ha (ω1)) = resPi
(
h ◦ fˆ (ω1)
)
.
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Choose a parameter t := tPi of the local ring at Pi and use the
parameter tQi := φ
−1(t) in Ô bCNa ,Qi. There are power series
x(t), t1(t), t2(t) ∈ Ô bCN ,Pi
∼= k(Pi)[[t]]
with h(x) = x(t), etc. Since f(ti) = ti and f(x) = a
−1x, we have
h ◦ fˆ(x) = a−1x(t), h ◦ fˆ(t1) = t1(t), h ◦ fˆ(t2) = t2(t).
Thus, using the explicit description of ω1, we have
p∗(ω1) = p
∗
(
1− t1
xm+1
dt2
t2
)
=
1− t1(t)
x(t)m+1
d(t2(t))
t2(t)
.
Also
h ◦ fˆ (ω1) = h ◦ fˆ
(
1− t1
xm+1
dt2
t2
)
=
1− h ◦ fˆ(t1)
(h ◦ fˆ(x))m+1
d
(
h ◦ fˆ(t2)
)
h ◦ fˆ(t2)
=
1− t1(t)
(a−1x)m+1
d (t2(t))
t2(t)
= am+1 · p∗(ω1)
It follows directly from the definition of residue that resPi is k-linear.
Thus
resPi(h ◦ fˆ (ω1)) = a
m+1resPi(p
∗(ω1)).
This together with (7.8) completes the proof. 
Corollary 7.6. Consider the regulator map
R31,m : TCH
2(k, 3;m)→ k
Then for each α ∈ TCH2(k, 3;m) and a ∈ K∗
R31,m(a ∗ α) =
1
am+1
R31,m(α)
Proof. Since the regulator map is Z-linear, it suffices to show that the
above equality holds when α represents the class of an irreducible curve
C ⊂ B3. But in that case we have from (7.6)
R31,m(a ∗ [C]) =
∑r
i=1
R31,m (a ∗ C,Qi) =
∑r
i=1
R31,m (Ca−1 , Qi)
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Now for a given i, 1 ≤ i ≤ r, we have by lemma 7.4, (Ca−1 , Qi) ∈
Mm(tl)⇔ (C, Pi) ∈M
m(tl). Applying proposition 7.5 in (7.7), we get
R31,m (Ca−1 , Qi) = (−1)
l−1resQi
(
p∗a−1(ωl)
)
= (a−1)m+1(−1)l−1resPi (p
∗(ωl)))
= a−m−1R31,m (C, Pi)
Summing over i gives the result. 
The following is the case n = 3 of theorem 7.1.
Corollary 7.7. If k is algebraically closed, then R31,m is surjective.
Proof. By Park [28], there exists α ∈ TCH2(k, 3;m) such that
R31,m(α) = β 6= 0
in k. Fix any 0 6= y ∈ k. k = k¯ implies there are z, β ′ ∈ k such that
zm+1 = y and (β ′)m+1 = β−1. Put a = zβ ′. Then a ∈ k∗ and by
corollary 7.6,
R31,m
(
a−1 ∗ α
)
= am+1β = (zβ ′)m+1β = yβ−1β = y.
Since 0 is clearly in the image ofR31,m, we see that R
3
1,m is surjective. 
Let k be as before an arbitrary field of characteristic zero. Recall
that by theorem 4.3 we have the product
⊠ : zr(k, ∗)⊗ Tzs(k, ∗;m)→ Tzr+s(k, ∗;m)
induced by the external product. By theorem 4.10, the map ⊠ induces
the natural map
(7.9) µ : CHn(k, n)⊗ TCH2(k, n;m)→ TCHn+2(k, n+ 3;m)
For any n ≥ 1, a cycle in zn(k, n) is a Z-linear combination of closed
points b = (b1, · · · , bn) ∈ 
n, with each bi in − {0,∞}. For a curve
C ∈ B3, we denote by C
b the curve in Bn+3 ∼= B3 × 
n given by the
product C × b. We thus have
(7.10) µ ([C]⊗ [b]) = [Cb]
Lemma 7.8. Let [C] ∈ Tz2(k, 3;m) be the cycle defined by an irre-
ducible curve C ⊂ B3 and let b = (b1, · · · , bn) ∈ 
n(k) be a k-point
defining a cycle in zn(k, n). Then
Rn+31,m
(
[Cb]
)
= ∑
(C,P )∈Mm(t1)
R31,m (C, P ) + (−1)
n
∑
(C,P )∈Mm(t2)
R31,m (C, P )
 · n∧
i=1
dbi
bi
.
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Proof. It is immediate that Ĉb = Ĉ × b and (Ĉb)N = ĈN × b. Let
p : ĈN → B̂3; p
b : (Ĉb)N → B̂n+3
denote the maps on the normalizations, and for P ∈ p−1({x = 0}), set
P b := P × b. Then
(i) (pb)
−1
({x = 0}) = p−1({x = 0})× b.
(ii) for l = 1, 2, ∀P ∈ p−1({x = 0}):
(C, P ) ∈Mm(tl)⇔ (C
b, P b) ∈Mm(tl).
(iii) for l ≥ 3, ∀P ∈ p−1({x = 0}): p(P b) /∈ F 1n+3,l.
Thus
Rn+31,m
(
[Cb]
)
=
∑
Q∈(pb)−1({x=0})
Rn+31,m
(
Cb, Q
)
=
∑
(C,P )∈Mm(t1)
Rn+31,m
(
Cb, Q
)
+
∑
(Cb,Q)∈Mm(t2)
Rn+31,m
(
Cb, Q
)
+
∑
l≥3
∑
(Cb,Q)∈Mm(tl)
Rn+31,m
(
Cb, Q
)
Note that the second equality holds because if
(Cb, Q) ∈Mm(tl) ∩M
m(tl′)
for some Q ∈ (pb)−1({x = 0}), and for some l 6= l′, then Rn+31,m
(
Cb, Q
)
=
0 (see [27], lemma 3.2).
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Using (i), (ii) and (iii) above, this gives
Rn+31,m
(
[Cb]
)
=
∑
(Cb,Q)∈Mm(t1)
Rn+31,m
(
Cb, Q
)
+
∑
(Cb,Q)∈Mm(t2)
Rn+31,m
(
Cb, Q
)
=
∑
(C,P )∈Mm(t1)
Rn+31,m
(
Cb, P b
)
+
∑
(C,P )∈Mm(t2)
Rn+31,m
(
Cb, P b
)
=
∑
(C,P )∈Mm(t1)
resP b
(
1− t1
xm+1
·
n+2∧
j=2
dtj
tj
)
−
∑
(C,P )∈Mm(t2)
resP b
(
1− t2
xm+1
·
n+2∧
j=3
dtj
tj
∧
dt1
t1
)
=
∑
(C,P )∈Mm(t1)
(
resP
1− t1
xm+1
·
dt2
t2
)
·
n∧
j=1
dbj
bj
+ (−1)n+1
∑
(C,P )∈Mm(t2)
(
resP
1− t2
xm+1
dt1
t1
)
·
n∧
j=1
dbj
bj
=
∑
(C,P )∈Mm(t1)
R31,m (C, P ) ·
n∧
j=1
dbj
bj
+ (−1)n
∑
(C,P )∈Mm(t2)
R31,m (C, P ) ·
n∧
j=1
dbj
bj
This completes the proof of the lemma. 
Corollary 7.9. If n is even, then
Rn+31,m (µ(α⊗ [b])) = R
3
1,m (α) ·
n∧
j=1
dbj
bj
.
Next we recall some explicit 1-cycles in Tz2(k, 3;m) constructed by
Park [28]. Let a, a1, a2,∈ k, b, b1, b2 ∈ k
∗. Let Γ1,Γ2, C
(a1,a2),b
1 , C
a,(b1,b2)
2
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be parametrized 1-cycles in Tz2(k, 3;m) defined as follows:
C
(a1,a2),b
1 =

{(
t, (1−a1t)(1−a2t)
1−(a1+a2)t
, b
)
|t ∈ k
}
if a1a2(a1 + a2) 6= 0
{(t, 1− a2t2, b) | t ∈ A1k} if a := a1 = −a2 6= 0
0 if a1a2 = 0
C
a,(b1,b2)
2 =
{{(
1
a
, t, b1t−b1b2
t−b1b2
)
| t ∈ A1k
}
if a 6= 0
0 if a = 0
Γ1 =
{(
t, t,
(1− (1/2)t)2
1− t
)
| t ∈ A1k
}
Γ2 =
{(
t, 1 +
t
6
, 1−
t2
6
)
| t ∈ A1k
}
Let Γ1 = Γ1 + C
(1/2,1/2),2
1 and
Γ2 = Γ2 + C
(−1/2,1/2),2/3
1 + 3C
(−1/3,−1/3),−1
1 − C
(−1/6,−1/6),2
1
−C(−1/6,−1/3),21 − C
(−1/2,1/2),2
1 + C
(1/2,1/2),2
1
+C
−1/6,(4,−2)
2 − C
−1/6,(−2,−2)
2 + C
1/2,(2/3,3/2)
2
−3C
−1/6,(2,−1)
2 − 3C
−1/3,(−1,−1)
2 + C
−1/2,(4/3,3/2)
2
Define the cycle Γ by
(7.11) Γ := Γ1 − Γ2
Lemma 7.10. For each b = (b1, · · · , bn) ∈ ( \ {0,∞})
n(k) and a ∈
k∗, we have
Rn+31,m (µ (a ∗ Γ⊗ [b])) = (−1)
nR31,m (a ∗ Γ) ·
n∧
j=1
dbj
bj
∈ Ωnk .
Proof. It is enough to show that the above formula holds for a cycle
of the form [C] ∈
{
Γ1,Γ2, C
(a1,a2),b
1 , C
a,(b1,b2)
2
}
. We do it separately for
each cycle in this set.
(i) [C] = Γ1 : By Park [28], lemma 1.9, for each p ∈ p
−1({x = 0}),
(C, P ) is in Mm(t2) and hence by lemma 7.4 and lemma 7.8, we see
immediately that the formula holds for Γ1.
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(ii) [C] = Γ2 : In this case again by Park [28], lemma 1.10, for each
p ∈ p−1({x = 0}), (C, P ) is in Mm(t2) and hence the formula follows.
(iii) [C] = C
(a1,a2),b
1 : In this case, we apply lemma 1.7 of Park to
see that for each p ∈ p−1({x = 0}), (C, P ) is in Mm(t1). Hence the
second sum in lemma 7.8 is zero which in particular means that the
first sum is same as R31,m(a ∗ [C]). Thus applying lemma 7.8 again, we
get
Rn+31,m (µ (a ∗ [C]⊗ [b])) = R
3
1,m(a ∗ [C]) ·
n∧
j=1
dbj
bj
.
So enough to show that the right hand term is zero. However, in this
case we have R31,m(a ∗ [C]) =
1
am+1
R31,m([C]) by corollary 7.6. But it is
easy to see that R31,m([C]) = 0 since p
∗(dt2) = db = 0.
(iv) [C] = C
a,(b1,b2)
2 : In this case again we have by lemma 1.7 of
Park, for each p ∈ p−1({x = 0}), (C, P ) is in Mm(t2). We apply
lemma 7.4 and lemma 7.8 again to conclude that the formula holds for
in this case. 
Lemma 7.11. Let k be a field of characteristic different from 2. Then
there are surjective k-linear maps
k⊗ZT (k
∗)։ k⊗Z
∧
(k∗)։ k⊗ZK
M
∗ (k)։ Ω
∗
k
where the T (k∗) and
∧
(k∗) denote the tensor and exterior algebras of
k∗ and KM∗ (k) is the Milnor k-theory ring of k. The composite map is
given in degree n by
a⊗ (b1 ⊗ · · · ⊗ bn) 7→ a
n∧
j=1
dbj
bj
∈ Ωnk .
Proof. The exterior algebra of k∗ is the quotient of the tensor algebra
by the homogeneous two-sided ideal I generated by degree two elements
{b⊗ b|b ∈ k∗}. Let I ′ be the homogeneous two-sided ideal generated
by degree two elements {b1 ⊗ b2 + b2 ⊗ b1|b1, b2 ∈ k
∗}. It is clear that
I ′ ⊂ I. However, since the characteristic of k is different from 2, it is
easy to check that k⊗Z(I/I
′) = 0. This shows that k⊗Z
∧
(k∗) is the
quotient of the k-algebra k⊗ZT (k
∗) by the homogeneous ideal I.
It is known [26] that the Milnor K-theory ring of k is the quotient
of the tensor algebra of k∗ by the homogeneous two-sided ideal J gen-
erated by degree two elements {b⊗ (1− b)|b, 1− b ∈ k∗}. Thus to get
the middle map of the lemma, it suffices to show that I ⊂ J . For this,
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it is enough to show that the images of the degree two generators of I
under the quotient map τ : T (k∗)→ KM∗ (k) are all zero. But we have
τ(b1 ⊗ b2 + b2 ⊗ b1) = {b1, b2}+ {b2, b1} = 0
in KM2 (k) by [26], lemma 3.2(b).
By [7], lemma 4.1, there is a surjective map of k-vector spaces
η : k⊗ZT (k
∗)→ Ω∗k
which is given in degree n by
η(a⊗ (b1 ⊗ · · · ⊗ bn)) = a
n∧
j=i
dbj
bj
.
To show that this factors through k ⊗KM∗ (k), it suffices to show that
η (k ⊗ J) = 0. A generator of k⊗ J is of the form a⊗ (b⊗ (1− b)) and
one has
η (a⊗ (b⊗ (1− b))) =
a
b(1 − b)
db ∧ d(1− b)
= −
a
b(1 − b)
(db ∧ db) = 0.

We shall also denote the induced map k ⊗KM∗ (k)→ Ω
∗
k by η. Now
we go back to the situation of k being of characteristic zero. Let Γ ∈
TCH2(k, 3;m) be the class of the cycle defined in (7.11).
Proposition 7.12. For n ≥ 0, there are maps
CHn(k, n)⊗ZTCH
2(k, 3;m)
µ
//
Sn1,m

TCHn+2(k, n+ 3;m)
Rn+31,m

KMn (k)⊗Zk
η
// Ωnk
such that for a ∈ k∗ and δ ∈ CHn(k, n), one has
Rn+31,m ◦ µ (a ∗ Γ⊗ δ) = (−1)
nη ◦ Sn1,m (a ∗ Γ⊗ δ) .
Proof. The map µ comes from theorem 4.10 (part 1). Sn1,m is defined by
Sn1,m = φ
n ⊗ R31,m where φ
n : CHn(k, n) → KMn (k) is the Nesterenko-
Suslin-Totaro isomorphism [26]. We can write δ =
∑r
i=1 b
i −
∑s
j=1 c
j
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where bi, cj ∈ ( \ {0,∞})n. Then
Rn+31,m ◦ µ (a ∗ Γ⊗ δ) =
∑
Rn+31,m ◦ µ
(
a ∗ Γ⊗ bi
)
−
∑
Rn+31,m ◦ µ
(
a ∗ Γ⊗ cj
)
= (−1)n
∑
R31,m (a ∗ Γ)
n∧
l=1
dbil
bil
− (−1)n
∑
R31,m (a ∗ Γ)
n∧
l=1
dcjl
cjl
(by lemma 7.10)
= (−1)n
∑
R31,m (a ∗ Γ)φ
n([bi])
− (−1)n
∑
R31,m (a ∗ Γ)φ
n([cj])
= (−1)nR31,m (a ∗ Γ)
{∑
φn([bi])−
∑
φn([dj])
}
= (−1)nR31,m (a ∗ Γ) (η (1⊗ φ
n(δ)))
= (−1)nη
{
R31,m (a ∗ Γ)⊗ φ
n(δ)
}
= (−1)nη ◦ Sn1,m (a ∗ Γ⊗ δ)

Corollary 7.13. Let T˜CH
2
(k, 3;m) →֒ TCH2(k, 3, m) be the Z[k∗]-
submodule generated by Γ. Then for each element α in CHn(k, n) ⊗
T˜CH
2
(k, 3;m), one has
Rn+31,m ◦ µ(α) = (−1)
nη ◦ Sn1,m (α) .
Proof. This follows from proposition 7.12 since elements of CHn(k, n)⊗
T˜CH
2
(k, 3;m) are Z-linear combinations of elements of the type a∗Γ⊗
[b] with a ∈ k∗. 
Proof of theorem 7.1. For n ≤ 2, the theorem is obvious as the term
on the right is zero. Thus it is enough to show that Rn+31,m is surjective
for n ≥ 0.
Let
ι : CHn(k, n)⊗ T˜CH
2
(k, 3;m)→ CHn(k, n)⊗ TCH2(k, 3;m)
be the natural map. It is enough to show that Rn+31,m ◦µ◦ ι is surjective.
η is surjective by lemma 7.11. φn is isomorphism for all n ≥ 0 by [26].
By [28], proposition 1.11, R31,m(Γ) 6= 0. Now since k = k, we repeat
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the argument of the proof of corollary 7.7 to see that the map
R31,m : T˜CH
2
(k, 3;m)→ k
is surjective. Combining these implies that η ◦Sn1,m ◦ ι is surjective. We
now apply corollary 7.13 to show (−1)nRn+31,m ◦ µ ◦ ι is surjective. In
particular,
Ωnk ⊂ Image(R
n+3
1,m ◦ µ ◦ ι).

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