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V 
ABSTRACT 
The microstructures formed upon solidification are strongly influenced by the 
imposed growth rates on an alloy system. Depending on the characteristics of the 
solidification process, a wide range of growth rates is accessible. The prevailing 
solidification mechanisms, and thus the final microstructure of the alloy, are governed by 
these imposed growth rates. At the high rate extreme, for instance, one can have access to 
novel microstructures that are unattainable at low growth rates. While the low growth rates 
can be utilized for the study of the intrinsic growth behavior of a certain phase growing 
from the melt. Although the length scales associated with certain processes, such as 
capillarity, and the diffusion of heat and solute, are different at low and high rate extremes, 
the phenomena that govern the selection of a certain microstructural length scale or a 
growth mode are the same. Consequently, one can analyze the solidification phenomena at 
both high and low rates by using the same governing principles. In this study, we examined 
the microstructural control at both low and high extremes. 
For the high rate extreme, the formation of crystalline products and factors that 
control the microstructure during rapid solidification by free-jet melt spinning are examined 
in Fe-Si-B system. Particular attention was given to the behavior of the melt pool at different 
quench-wheel speeds. Since the solidification process takes place within the melt-pool that 
forms on the rotating quench-wheel, we examined the influence of melt-pool dynamics on 
nucleation and growth of crystalline solidification products and glass formation. High­
speed imaging of the melt-pool, analysis of ribbon microstructure, and measurement of 
ribbon geometry and surface character all indicate upper and lower limits for melt-spinning 
rates for which nucleation can be avoided, and fully amorphous ribbons can be achieved. 
Comparison of the relevant time scales reveals that surface-controlled melt-pool oscillation 
may be the dominant factor governing the onset of unsteady thermal conditions 
accompanied by varying amounts of crystalline nucleation observed near the lower limit. At 
high quench-wheel velocities, the influence of these oscillations is minimal due to very short 
melt-pool residence times. However, microstructural evidence suggests that the entrapment 
of gas pockets at the wheel-metal interface plays a critical role in establishing the upper rate 
vi 
limit. An observed transition in wheel-side surface character with increasing melt-spinning 
rate supports this conclusion. 
At the low rate extreme, we studied the solidification behavior of the faceted silicon 
phase in near eu tec tic Al-Si alloys by utilizing a Bridgman type directional solidification 
unit. The solidification microstructures observed in Al-Si eutectics are governed by the 
faceted and nonfaceted nature of the respective solid-liquid interfaces of the silicon and 
aluminum phases. The morphological selection in this multiphase growth structure is very 
much controlled by the kinetically limited and marginally faceted silicon phase. However, 
there is limited understanding of the growth mechanisms adopted by the faceted silicon 
phase. For this reason, we have analyzed the behavior of the silicon phase and the 
underlying factors that govern the selection and optimization of specific mechanisms of 
growth from the melt. Of particular interest here is the twinning mechanisms that govern 
the growth morphology and crystallography assumed by the faceted silicon phase. At the 
imposed growth rate of 1 micron/ s and temperature gradient of 7.5 K/mm, it was observed 
that regions of "angular" silicon rods having <001 > texture develop laterally as continuous 
domains across the sample. The structure of a silicon rod in this textured region is 
comprised of two sets of interpenetrating 4-pointed stars oriented along <001 > direction. 
The side plates extend radially in <001 > direction and join at right angles to each other at a 
central stem which contains a {210} type twin-plane. It was found that the twinning 
phenomenon at the core is an essential feature for branching, morphological selection and 
adjustment of spacing between the star-like silicon features. These mechanisms and the 
associated growth characteristics were examined in detail. 
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CHAPTER 1: GENERAL INTRODUCTION 
1. Introduction 
Nearly all metals undergo solidification processing at some stage during their 
production. The microstructures formed as a result of solidification eventually affect the 
later performance of every metallic material. Even during the latter processing steps such as 
rolling, forging and wire drawing, the remnants of previous solidification microstructures, 
including chemical segregation, phase distribution and microporosity, play an important 
role in the quality of a metallic part. Moreover, reducing later processing steps and 
producing near-net shape components offer tremendous cost savings. Therefore, 
solidification is also an important processing step in net-shape forming of alloys into useful 
products. Because of the ever increasing demand on process cost reduction and 
improvement of the material properties, reducing the number of materials processing steps 
became the common practice. For instance, one can produce an intricate part by employing 
a single casting process rather than a series of processes that necessitate the later assembly 
of small parts. Sometimes solidification may be the single most important processing step 
during manufacturing. Therefore, a better understanding of the link between the 
solidification parameters and microstructural evolution is essential for the production of 
components with desired properties. Of particular importance is the understanding of the 
relevant selection mechanisms operative during solidification. Accordingly, preference of 
crystal nucleation and the way that the solid-liquid interface responds to instantaneous 
changes to its environment are all governed by certain natural selection processes. These 
selection processes depend on the interplay between energetic and kinetic considerations 
during interface motion. The aim of solidification research is to acquire a fundamental 
understanding of the factors that control ultimate microstructure selection. 
Depending on the specific solidification processing route followed, there forms 
certain chemical segregation patterns. These segregation patterns are a result of the 
morphology assumed by the solid-liquid interface during growth. Depending on the 
solidification conditions and the composition, the solid liquid interface can be planar, 
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cellular and dendritic. Important factors that influences the morphology of the interface are 
the mass and heat transport processes, capillarity effects and fluid flow. The principal 
solidification parameters that interact with these processes and give rise to a certain 
microstructure are thermal gradient (G) and growth velocity (V). Several microstructural 
length scales such as tip radius, primary and secondary spacing* for dendrites, and eutectic 
spacing can all be defined in terms of solidification parameters V and G together with the 
knowledge of thermophysical data (i.e. surface energy, diffusivity, phase diagram, etc.). The 
main objective of solidification research is to gain an understanding of the physical 
processes that govern the selection of a microstructure and a length scale associated with 
that particular microstructure. To this end, we examine two cases of microstructural control 
at two opposite extreme rates: (1) melt spinning of Fe-Si-B alloys (high-rate extreme), and (2) 
directional solidification of Al-Si (low-rate extreme). The Fe-Si-B system is employed due to 
its properties that favor melt spinning at high rates and besides, it is a good model system 
that enables one to study microstructural control during rapid solidification. The Al-Si 
system with near eutectic composition is used as the model system for the investigation of 
faceted crystal growth. The faceted crystal that forms in Al-Si system is the silicon phase 
which is a marginally faceted phase in that unlike most intermetallics that solidify in a strict 
faceted manner, it does not exhibit a very high entropy of melting, but still higher than a 
typical metallic phase. 
There are a number of solidification processing routes that lead to the formation of a 
desired microstructure. One of these methods is rapid solidification and it provides the 
attainment of novel microstructures through solidification at the high-rate extreme. The 
growth rates achieved in rapid solidification process can be somewhere between 0.01 m/s to 
100 m/s. In order to advance the solid-liquid front rapidly (on the order of 1 cm/s), one 
should either impose rapidly moving isotherms and/or a high degree of undercooling to 
the melt. As a result, the high-velocity displacement of the solid-liquid interface can be 
facilitated. The resulting microstructures may typically be finer, have extended solubility 
limits, possess metastable crystalline phases or have an aperiodic crystal structure (i.e. 
metallic glasses and quasicrystals). In order to control the resulting microstructure, one has 
to manipulate the conditions that govern nucleation and growth kinetics. In a process such 
as melt-spinning, the prevailing local conditions (undercooling, instantaneous growth 
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velocity, temperature gradient, etc.) within the melt-pool is quite difficult to predict because 
of the complex nature of fluid flow, heat transfer and interfacial phenomena that dominate 
the process. Accordingly, to model the melt-spinning process, it is essential to have a better 
understanding of the prevailing local solidification conditions within the melt-pool and 
therefore, microstructural evolution in the resulting ribbon can be related to controllable 
process parameters. In an effort to link microstructural evolution to the prevailing local 
solidification conditions, we offer observations on melt-pool dynamics and its effect on 
nucleation and growth of crystalline phases in melt-spun Fe-Si-B alloys. Our study focuses 
on the dimensional changes in the melt-pool and the ribbon, and its effect on the onset of 
crystallization at various melt-spinning rates. 
The second part of this dissertation concerns with the growth of faceted primary 
silicon crystals in near eutectic Al-Si alloys at the low-rate extreme. Al-Si eutectic alloys, 
together with Fe-C, are two of the most commercially important casting alloys due to the 
excellent properties they exhibit. One of these properties is the high fluidity of their melt 
that makes casting of intricate parts possible, and the other is the isothermal nature of the 
eutectic growth front which makes possible the segregation-free castings to be produced. 
Al-Si alloys also offer a wide scope of mechanical properties to be achieved through certain 
alloy additions. The solidification microstructures observed in Al-Si eutectics are quite 
diverse, and the morphologies vary with growth rate (V) and temperature gradient (G) [1-
5], as shown in Fig. 1. This microstructural variety is due to the faceted (diamond cubic Si) 
and nonfaceted (fee Al) nature of the growth interfaces of the phases involved. The 
branching and spacing selection is limited by the high growth kinectics anisotropy of the 
faceted Si phase which gives rise to an irregular eutectic morphology. The other important 
feature in Al-Si eutectics is the intrinsic growth mode transitions exhibited by the silicon 
phase accessible either by increasing the growth velocity (gwencfz modz/icafioM), which leads 
to non-faceted fibrous growth of Si phase, or by certain impurity additions (e.g. Sr, Na, Ce) 
in trace amounts (mzpurify modi/zcafzoM), which leads to an associated increase in twin 
density. These two modification processes produce microstructures that resemble regular 
eutectic morphologies. This is due to easier spacing adjustment with changing local 
solidification conditions. The "adaptation" of the Si phase with changing local conditions 
prevailing at the growth interface is still not well-understood at the low-rate extreme. In this 
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study, we offer microstructural observations that offer new insights on the mechanisms that 
govern growth and branching of the silicon phase at the low rate extreme. 
2. Dissertation Organization 
The dissertation is written in an alternate format. It consists of five original 
manuscripts, preceded by a general introduction and a background section covering the 
relevant literature. The references cited in each manuscript are given immediately after the 
manuscripts. 
The first manuscript in Chapter 2, "Upper bound velocity limit for free-jet melt 
spinning" is submitted to Materials Science Forum. In this paper, we propose a simple model 
that predicts the upper bound quench-wheel speed for the production of uniform 
amorphous ribbons. The model couples a mass balance condition with a simple boundary 
layer model for momentum transfer. The relationships between melt-pool length, ribbon 
thickness and wheel speed is investigated, and a criterion is developed based for the onset 
of unsteady melt-pool behavior. This onset corresponds to increased roughness, porosity, 
and formation of crystalline phases at high wheel speeds. 
The second manuscript in Chapter 3, "Liquidus and solidus boundaries in the 
vicinity of order-disorder transitions in the Fe-Si system" is submitted to Scripta Materilia. 
The liquidus and solidus temperatures in the Fe-rich part of the Fe-Si phase diagram were 
measured using a differential thermal analyzer. The results suggest that the solid-liquid 
equilibria is greatly influenced by the presence of A2/B2 and B2/DQ3 ordering transitions 
that occur through the solid-liquid two phase region. 
The third manuscript in Chapter 4, "Branching mechanisms and array evolution 
during faceted primary silicon growth in hypereutectic Al-Si alloys" is to be submitted to 
Acta MakhaZza. In this paper, we propose further evidence on the possible branching 
mechanisms during growth of angular star-shaped silicon arrays. Accordingly, in order to 
optimize solute redistribution, the silicon phase continuously forms branches and the trunk 
of the silicon phase migrates towards regions of high supersaturation. 
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The fourth manuscript in Chapter 5, "The role of melt pool behavior in free-jet melt 
spinning" is published in MetaHwrgicaZ ami MakriaZs TransacfioMs A. The effect of fluid flow 
and gas entrapment within the melt pool is investigated at different regimes of quench-
wheel velocity. The objective of this paper is to relate the microstructural observations with 
the behavior of the melt-pool. To this end, we analyzed the melt-pool oscillation, and found 
that this oscillation frequency establishes a wheel-speed criterion for the onset of unsteady 
melt-pool behavior. At wheel speeds lower than this onset, unsteady melt pool behavior 
leads to the entrapment of gas which significantly impedes heat transfer at the melt-wheel 
interface. This onset also corresponds to the formation of crystalline phases near the gas 
pockets at low wheel speeds. 
The fifth manuscript in Chapter 6, "Faceted solidification morphologies in low-
growth-rate Al-Si eutectics" is published in /. Metals, 2004. The development of a primary 
array of angular silicon rods in directionally solidified Al-13wt.%Si is examined, it is shown 
that twinning in the angular silicon phase is an essential feature during growth, branching, 
spacing selection, and <001 > texture evolution of the silicon phase. 
3. Literature Review 
3.1. Fundamentals of solidification 
3.1.1. Thermodynamics of solidification 
In describing a liquid to solid transformation or any phase transformation event, one 
must deal with the difference in free energy between the two phases at temperatures away 
from the equilibrium temperature. In the case of a liquid undercooled below its melting 
point, by an amount of JT, the solidification will be accompanied by a decrease in free 
energy JG (J/ mol) as shown in Fig.2. This free energy decrease represents the driving force 
for solidification. The free energies of liquid and solid at a temperature T are given by 
GL = HL _ TgL (la) 
Gs = ffs - Tgs (lb) 
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Therefore the free energy difference that drives the solidification process at a temperature T 
is given by 
AG = AH-TAS (2) 
where AH = H^ - H^ and AS - S^ - 5^ . At the equilibrium melting temperature, T%, of a 
pure metal, the free energies of solid and liquid are equal, 
AG-AH j- - TjASJ =0 , (3) 
and the entropy of fusion is defined as the entropy change at ]), 
AH f t 
AS,, =-/ = — . (4) 
V V 
Most metals have entropies of melting on the order of Rg (8.3 J mol4 K-'), and 
nonmetals have a somewhat higher value due to increased bond strengths which gives rise 
to high values of L and T/. For small undercoolings the difference in the specific heats of the 
liquid and solid phases can be ignored. L and AS, therefore, can be treated as independent of 
temperature. This means that 
AG = L-T — (5) 
Tf 
and thus, for small T 
J AT 
= (6) 
For a given temperature, T ' ,  the phase equilibria between a solid phase and a liquid phase 
for an alloy can be viewed using a free energy-composition diagram, as shown in Fig.2. 
Accordingly, the equilibrium compositions are given by the common tangent construction 
in Fig.2 and shown to be and Xf . However, from liquid of composition Xj any solid 
phase can form for which the associated free energy change is negative. This range of 
compositions of solid phase (X^through Xg) is shown in Fig.2. Note that this range 
includes the case of completely partitionless solidification where Xs=X?. Such 
nonequilibrium partitioning may become important at high growth rates. 
When the diffusion distance (D/V) becomes smaller than the atomic jump distance 
at the interface, ao, the partitioning of solute at the interface deviates from the equilibrium 
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behavior. In fact, the partition coefficient will approach unity at high rates, and, according to 
Aziz's model, the velocity dependent partition coefficient is given by [6] 
^ 
(7) 
where k, is the equilibrium partition coefficient, P, (=%VyD,) represents the interface Peclet 
number, and D, is the interface diffusion coefficient. The solute atoms will be trapped 
completely, that is the partition coefficient (kv =CS /C; ) will approach unity, only if the 
composition of the liquid is equal to or smaller than X0. This means that the maximum 
solid composition at T corresponds to X0 and partitionless solidification will give rise to 
the -X^ and T'-Tq. 
However, the partitionless growth of a crystal can occur only under certain thermodynamic 
conditions. Baker and Cahn model describes the thermodynamic boundaries for 
solidification, illustrating the carrying degrees of solute trapping [7] . From the definition of 
chemical potential one can write 
//g -t-RTln«; (8a) 
+ RTlna, (8b) 
where a is the activity of the solid and liquid phases or is equal to yX. For simplicity only-
dilute solutions will be considered. Thus, the activity coefficient, y, is constant. At 
equilibrium, the chemical potentials of solute at both the liquid and solid phases should be 
equal, giving 
^  +RTln(AX:) =  ^  +RTln(y,m - (9)  
Under non-equilibrium conditions, 
+ RTln(/,X, ) = //g' + RTln(y,X, ) + A^g. (10) 
From equations (9) and (10), one can show that 
A/,g=RTln(k„/k)  (1:)  
where the non-equilibrium partition coefficient, k,, is equal to X/Xf, and the equilibrium 
partition coefficient, k, is equal to X, / Xf. The same calculation can be carried out for the 
solvent A in a binary phase diagram (Fig.2) with composition (3 - X). This gives the 
relationship 
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since Xs=kXi it follows that 
AG 
RT 
-( l-k^X;)ln i -xf  + kvXj In 
(12) 
(13) 
1-X, 1-kXf 
For dilute solutions where (X«l) and making the approximation of In(z)=z - 1 for z value 
close to unity, the above expression reduces to 
AG 
RT 
=(:-W) 1-kpX, 1-X 1-X, -1 
3^ 
+ kpX, In •'V 
_ k _ ^ l - txf  
I limiting treatment to dilute solutions, where (l-kvXi)=l, we obtain 
fc, 
(14) 
AG 
RT 
X i O - - k v ) - X ;  ( 1  - k )  +  k v X )  In 
1-A: 
m 
X, m 
1 - kv + kv ln(icP / k) 
1-& 
(15) 
The relationship obtained above for AG can be viewed as the driving force for atom 
attachment to the interface growing at temperature, T , and an expression for the growth 
velocity V can be obtained as [8] 
AG 1-exp 
RT 
(16) 
where / is the fraction of sites available for atomic attachment (which is close to unity for 
most metals) and Vo is the upper limit velocity at which the atoms can move (on the order of 
the velocity of sound for pure metals). For y«Vo, the above relationship reduces to 
Combining equations (16) and (17) one gets a relationship between equilibrium and non-
equilibrium liquidus slope: 
m =7% 1 - tp + ]n(k%, / k) 
1-k 
(18) 
The temperature of a planar interface can be calculated via substituting eq. (15) and (18) into 
eq.(17) 
 ^ (19) 
Vn m 
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Assuming that the liquidus and solidus phase boundaries in the phase diagram are linear, 
one finds T j  - T  = -z/zXf and the interface temperature can be found as 
m'X, + [m/(l - k)](V/yo). (20) 
For a dendrite of tip radius R, the interface temperature becomes 
T" = 7) - 2F / R + / (1 - k)](V / ^  ) (21) 
where X^ is the dendrite tip composition. If one sets K = oo, Vq = oo (i.e. infinitely rapid 
interface kinetics), and kv-1, one obtains an equation for the To line: 
r„-T / +5^f)  (22,  
Once again, it should be noted that the preceding treatment only applies to dilute solutions. 
3.1.2. The interface between a crystal and its melt 
Creation of a solid/liquid interfacial area is associated with an excess interfacial free 
energy. As a result, the free energy of a heterogeneous system of volume, V, containing an 
interfacial area, A, that separates two phases is given by 
G = VGo+Ay (23) 
where Go is the volumetric free energy density of the bulk and y is therefore the excess free 
energy associated with the interface. It can also be defined as the work that must be done at 
constant T and P to create a unit area of interface. 
Alternately, the free energy increase can be regarded as being an increase in internal 
pressure, 
AG^^AP (24) 
where Om is the molar volume (assumed constant), and AP is given by the specific interface 
energy and curvature 
AP = ?K (25) 
Combining the above eqs with eq.Q gives a relationship between the decrease in equilibrium 
temperature and the curvature: 
T/-T)=ATr=rK (26) 
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and 
r = iy ( 2 7 )  
where ASy is the entropy of fusion per unit volume, and K is the curvature. 
A simple example that illustrates the action of interfacial energy is a stretched liquid film in 
a wire frame, as shown in Fig. 3. If one of the edges of the stretched film is movable, one has 
to apply a force F per unit length to maintain the equilibrium. If the edge is moved a small 
distance, so that the total area is increased by an amount of dA, then the work done by the 
force is FdA. This work causes an increase in the free energy of the system by an amount dG. 
From the above eq. (27) 
Since the surface energy is independent of the area created then 
(29) 
This is an important result, suggesting that interfacial free energy is analogous to an 
interfacial tension force. 
Any surface can be characterized in terms of its curvature. Curvature in two dimensions can 
b e  d e f i n e d  a s  t h e  c h a n g e  i n  s l o p e ,  d û ,  w i t h  r e s p e c t  t o  a r c  l e n n g t ,  d l .  
M 
and, since (fZ-rd^, 
K = (31) 
The curvature in three dimensions is given as 
K = —+ — (32) 
^2 
where r? and rz are principal radii of curvature of the surface in consideration. In the case of 
a sphere, ri=rz=r and K=%/r. For a cylinder, n is infinite and thus, K=l/h. Consequently, the 
decrease in melting point due to curvature of a spherical crystal can be written as 
AT, =— (33) 
r 
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However, this result is based on the assumption that the interfacial energy, % is isotropic. If 
the orientation dependence of inter facial free energy is taken into account, the curvature 
undercooling can be expressed as [9] 
where /(») is the anisotropic interfacial free energy, m and n? are the associated interface 
normal vectors, and Ki and K2 are two principal curvatures. The equilibrium shape of a 
crystal-melt interface is, thus, dictated by the orientation dependence of its interfacial free 
energy. The interface configuration which minimizes the interfacial free energy over the 
entire interface is the equilibrium shape of that given crystal-melt interface. The morphology 
of the crystal-melt interface can be described by the Wulff plot [9] where the existence of 
cusps in the plot of 7 vs 0 gives rise to faceted planes, as in the case of Si. The Wulff plot of 
most metals lack any cusps in interfacial free energy and thus, they exhibit non faceted 
equilibrium shapes. Although the interfacial free energy of most metals are more isotropic 
compared to that of complex crystals, they still posses a very small amount of anisotropy in 
the interfacial free energy which may be a critical factor in microstructure selection during 
solidification. Anisotropy in solid-liquid interfacial free energy plays a very important role, 
for example, in the selection of the operating state during dendrite growth, spacing selection 
during eutectic solidification, and by governing the cluster distribution during the 
nucleation controlled transformations. 
3.1.3. Nucleation of crystalline phases from the liquid 
If a liquid is cooled below its melting temperature, it might not start to solidify 
spontaneously even though there exists a driving force for solidification. The reason for that 
is the transformation starts with the formation of small solid particles called nuclei within 
the liquid phase. There is an additional energy requirement for the creation of surfaces 
dividing the nuclei from the surrounding liquid phase. This surface energy will act as a 
barrier to the formation of small nuclei. Thus we describe nucleation as a thermally 
(34) 
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activated process where the size-dependant energy barrier for critical cluster formation is 
the rate controlling quantity. 
The free energy change for the formation of a spherical nucleus can be written as 
= (35) 
where the value of AGy depends on the temperature and is negative if the system is below 
the melting temperature. On the other hand, the value of y is always positive. This gives rise 
to the occurrence of a maximum in the value of AG when the melt is undercooled. This 
maximum value acts as the activation energy that should be overcome in order to form a 
crystal nucleus. One can determine this maximum as follows: 
— = 0 (36) 
dr 
The activation energy for nucleation is thus given by 
(37) 
The presence of heterogeneous nucleation sites act as catalysis for nucleation by decreasing 
the critical energy barrier for nucleation, AG,,. Taking account of the contact angle, 9, 
between the crystal nucleus and the surface on which it is nucleating we see a decrease in 
the barrier where f(G) is 
(2 + cos#Xl - cos#)^ AG,** = AGhom/(#) = AG hom (38) 
The presence of heterogeneous nucleation sites clearly reduces the barrier for nucleation, 
andyf#, which varies between 0 to 1, is a measure of catalytic potency. 
Atomic fluctuations within a melt will give rise to instantaneous formation of solid­
like clusters. Above the melting point these clusters decay since the Gibbs free energy of the 
liquid is lower than that of the solid phase (Fig.4(a)). As the melt is undercooled by an 
amount AT, the system will have AGp amount of free energy available to be used for 
transformation from liquid to solid. Consequently, the volume free energy change 
associated with the transformation acts as the driving force for nucleation. Accordingly, one 
would expect spontaneous growth of solid clusters to form a crystal nucleus. However, 
while forming a nucleus, a surface that separates solid from liquid should also be created. 
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This surface energy acts as a barrier for the formation of a nucleus and the associated free 
energy of formation of a cluster of n atoms is given by 
AG„ = » - AGp + cr (39) 
where is the surface area of the cluster. Fig.4(b) shows schematically the behavior of AG„ 
with change in cluster size, », where it goes through a maximum at the critical nucleus size, 
n*. Clusters smaller than n" tend to shrink whereas clusters of size larger than n* tend to 
grow. 
Nucleation rate can be obtained by considering the formation and decay rate of the 
clusters. Clusters are assumed to form by the reactions of the type 
+Q < >C, (40a) 
(40b) 
h-H 
where C» denotes a cluster consisting of n atoms, Ci is a single atom, and k, are the 
rate of addition of atoms to a cluster Cn-i and the rate of loss of atoms from C„, respectively. 
Assuming that a dynamical equilibrium exists between cluster formation and decay, the 
cluster population is given by 
K =N e xp(-^f)  («)  
where N is the total number of atoms in the liquid and k is the Boltzmann's constant. At 
steady state, the forward reactions given in Eq.(40) are independent of cluster size n and 
time. The steady state nucleation rate is then given by 
(42) 
The reaction rate coefficients, k, in the above equation, are proportional to the number of 
atomic sites present on the surface of the cluster and to the atomic jump rate between liquid 
and cluster. The rate of atomic jumps is proportional to the atomic diffusivity across the 
interface and is given by 
D-Doexpf-^S-)  (43) 
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where AGo is the activation energy for atomic diffusion. Combining equations (41)-(43) and 
taking into account die number of critical clusters under steady state conditions yields 
an expression for the nucleation rate 
where A is a constant that contains the number of potential nucleation sites and the atomic 
strongly dependent on undercooling. One can also express the nucleation rate as follows 
where Ci and Ci are constants. The TAT2 term in the exponential gives rise to a maximum 
rate at some particular undercooling. 
3.1.4. Crystal-melt interface motion 
The factors that control the motion and the morphology of the interface are (i) the 
kinetics of atom attachment to the interface, (ii) capillarity, and (iii) diffusion of heat and 
solute. Capillarity has been discussed in a previous section. Diffusion of heat and solute are 
non-local processes that will be discussed in a later section. Here we look at the atomic 
attachment kinetics at the solid-liquid interface. 
A crystal can grow when atoms are added to it. The way in which atoms are added 
to the solid determines the morphology of the growth front. The character of crystallization 
is determined by the solidification conditions such as temperature, concentration and 
thermal gradient. These conditions affect the atomic movement and addition processes to 
the interface. 
Here we derive the rate equations following the treatment of Jackson [10]. The 
growth rate of a crystal depends on the net difference between the rates of attachment and 
detachment of atoms to the interface. The rate of arrival of atoms is independent of the rate 
of departure. The probability of adsorption depends on the roughness of the interface; the 
(44) 
vibration frequency. Since AG% is inversely proportional to AG^ or AT%, nucleation rate is 
(45) 
15 
greater the density of unsaturated bonds, the higher the probability that the atom will be 
incorporated to the crystal. Accordingly, the atom arrival rate is given by 
r G 
r  = foexp 
RT 
(46) 
where Q is the activation energy for diffusion in the liquid. The flux of atoms departing 
from the interface is then given by 
7 = 7o exp 
RT 
exp 
2nAH / 
zRT 
(47) 
where AH/is the latent heat of fusion, n is the number of bonds that have to be broken by an 
atom to leave the crystal, and z is the coordination number or the number of nearest 
neighbors. At the melting point, T/, the rates of arrival and departure from a site with n=2 
(i.e. half the atom lies in the solid and the other half lies in the liquid) should be equal, and 
thus, the eqs.(46) and (47) can be combined to give J- as 
7 =7oexp _G_ 
RT 
exp 
AH f nAH f 
RT / 2RT (48) 
The net flux can be determined from the difference of the two eqs.(48) and (46): 
Q 
7-To exp -RT 
exp 1-
AH f nAH t 
— + ; 
RT / 2RT (49) 
Since (AHy / RTy )(AT / T) « 1 the above expression can be incorporated into the net 
growth rate as 
y = /e' = o'/o exp Q  Vf11 nm RT (50) 
where a = (AHy / RTf ) = (ASy / R) is the dimensionless melting entropy, c' is the atomic 
volume, and /[W] is a kinetic factor for a given crystal plane. Assuming that Q and /IHf are 
constant over the range of JT considered, eq.(50) can be simplified to a linear equation. 
y=%wwAT (51) 
From this equation it can be inferred that for a given /IT different crystallographic planes 
assume different growth rates due to changes in the crystallographic prefactor Kwu, which is 
a function of the interface structure. The growth rates of different crystallographic faces can 
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then be plotted as straight lines of differing slopes in Fig.5. The implicit assumption is that 
the growth on a given plane is by a single mechanism. Secondly, the type of growth site 
operative at a given undercooling is another factor affecting growth. At very low 
undercoolings, only the sites having highly favorable defects are operative since the driving 
force for solidification is very low. As undercooling increases, however, less 
favorable growth sites may become operative. The growth will be isotropic when 
undercooling increases to a level where all crystallographic planes become active during 
growth. An example of this is seen in Al-Si eutectics, where, at low undercoolings, the Si 
phase grows anisotropically and develops {111} facets with broad flakes. Because only 
preferred crystallographic growth directions are active, the kinetic undercooling is only a 
small proportion of the total undercooling at these low undercoolings [11]. At higher 
undercoolings, energetically less favored planes become active during growth and Si grows 
isotropically giving rise to nonfacted solid-liquid interfaces. Moreover, growth can be 
assisted by defect sites such as twin planes as in the case of angular silicon growth. 
3.1.5. Redistribution of heat during solidification of metals and alloys 
Any solidification process involves the release of latent heat from the freezing solid 
and extraction of heat from the melt and/or solid. The level of control of heat extraction 
depends on the particular processing route followed. Heat extraction changes the energy of 
the solid and liquid phases in two ways. First, there is a decrease in enthalpy of the liquid or 
solid, due to cooling, which can be calculated by integration of the heat capacity over the 
temperature range in consideration. Secondly, there is a decrease in enthalpy, due to the 
transformation from liquid to solid, which is equal to the latent heat of fusion, AHf. 
An external heat flux, g, can be created by imposing a suitable means of cooling the 
melt. The resulting cooling rate, dT/dt, can be deduced from a simple heat balance. [12] 
where A/b is the ratio of the casting area to its volume, c is the specific heat per unit volume, 
zi/if is the latent heat per unit volume given by /IHfbm and defined to be positive upon 
solidification, and is the fraction of solid. Here, the specific heats of the liquid and solid are 
(52) 
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assumed to be the same and the melt is considered to be isothermal. The cooling rate can be 
deduced from the eq.(52) 
In directional solidification, for example, the heat is extracted in a steady manner by 
moving the furnace (or crucible for that matter) at a fixed velocity because of the 
temperature profile imposed by the furnace. The reason for using directional solidification is 
that it facilitates the growth rate of the solid, V (which is not necessarily the same as the rate 
of furnace movement), and the temperature gradient, G, to be separately controlled, if the 
rate of furnace movement is not too high, both the heat flux and the solidification are 
unidirectional. The cooling rate at a given location and time is related to V and G through 
the equation T = G • V . 
Constrained vs unconstrained growth 
In solidification of a pure substance, the stability of the solid-liquid interface 
depends on the direction of the heat flow. In directional solidification as in the columnar 
zone of a casting where the heat is constrained to flow through the solid, the liquid 
temperature always increases ahead of the interface as shown in Fig.6(a). Therefore, the heat 
flow direction is opposite to that of solidification. When a small perturbation is formed on 
an initially flat interface, the temperature gradient in the liquid ahead of the protrusions will 
increase while that in the solid decreases. Consequently, more heat will be conducted into 
the protruding solid and less away from the depressions on the interface so that the growth 
rate will decrease below that of the planar regions and protrusions will disappear. 
However, the situation is different for a solid growing into an undercooled liquid, as 
shown in Fig.6(b). If a protrusion forms on the solid, in this case negative temperature 
gradient in the liquid becomes even more negative. Therefore, heat is removed more 
effectively from the tip of the protrusion than from the surrounding flat interfacial regions. 
This allows the growth of the protrusion preferentially. A solid-liquid interface growing into 
an undercooled liquid is thus inherently unstable. This type of growth is called 
unconstrained growth since the heat flows into the undercooled liquid regardless of 
direction. 
(53) 
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3.1.6. Redistribution of solute during alloy solidification 
During the solidification of an alloy, solute piles up ahead of the interface due to the 
smaller solubility of the solute in the solid phase when the partition coefficient is less than 
unity. We consider here a planar interface and describe the accumulation of excess solute 
rejected form the solid in an enriched boundary layer ahead of the interface. This diffusion 
boundary layer is established during a transient period before steady-state is reached, and 
during steady-state growth it has the form shown in Fig.7. In this steady-state situation, the 
concentrations at all points are all constant with respect to a moving reference frame, and 
the solid forms at solidus temperature with the concentration, Co, which is also the 
concentration of the liquid far ahead of the interface. It should be noted that the effect of 
solute pile-up is not felt at the far field during steady-state growth. Accordingly, the solute 
concentration in the boundary layer decreases exponentially as 
Q -Cg + ACo exp^- —1, (54) 
where ACo=Co[(l-k)/k]. Inspection of eq.(54) reveals that the thickness of the diffusion 
boundary layer ahead of the interface is given in terms of the characteristic exponential 
decay length 
2D 
= ^ (55) 
and the solute gradient at the interface is given by 
g^»(¥)5 '  <5 6 >  
The treatment carried out thus far showed that there is substantial change in the 
concentration ahead of the interface. This change affects the local equilibrium solidification 
temperature, T., of the liquid which is related to the composition via the phase diagram by 
T,(Co)-T,=m(Co-C,) (57) 
where Tz(Co) is the liquidus temperature corresponding to the initial alloy composition. 
From the concentration boundary layer, shown in Fig.8, one can calculate the liquidus 
temperature boundary layer through the phase diagram. As a result of the varying solute 
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concentration ahead of the solidification front there is corresponding variation in the 
equilibrium solidification temperature, i.e. the liquidus temperature, as given by the line T/ 
in Fig.8. However, apart from the temperature of the interface, which is fixed by local 
equilibrium requirements, the actual temperature of the liquid can follow any line such as 
Tq. At the interface, Ti=Tq=Ts, as shown in Fig.8. If the temperature gradient is less than the 
critical value shown in Fig.8, the liquid in front of the solidification front exists below its 
equilibrium freezing temperature, so that it is undercooled. Since this undercooling arises 
from compositional or constitutional effects, it is known as constitutional undercooling. 
The existence of a constitutionally undercooled region depends on the magnitude of 
the temperature gradient at the interface 
G- 9 ' . (58) 
V ^ À.0 
The condition that required for the existence of a constitutionally undercooled zone is that 
the temperature gradient, G, at the interface in the liquid should be lower than the gradient 
of liquidus temperature change in the melt Liquidus temperature gradient can be obtained 
by multiplying the concentration gradient, G„ by the liquidus slope, m. Therefore, the 
interface is constitutionally undercooled when: 
GcmG,, (59) 
The interface will always become unstable if eq (59) is satisfied. Using the value of G. 
derived previously, one gets 
G < —  
D 
Since -mACq = ATq, the limit of constitutional undercooling can also be expressed as: 
(61) G ATo y D 
or one can write the critical velocity at which the interface becomes unstable 
v' ^ -  (62> 
The constitutional undercooling criterion gives a very rudimentary estimate of the onset of 
instability. A more complete analysis of interface stability will be discussed in a subsequent 
section. 
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Diffusion at the dendrite tip 
The behavior of the tip region of a dendrite determines the temperature, 
composition, growth rate, morphology and spacing chosen by the dendrite. During the 
growth of the tip, either heat (in pure metals) or heat and solute (in alloys) are redistributed. 
These diffusion processes are driven by gradients that exist in the liquid ahead of and 
around the growing tip, due to the partitioning processes discussed previously. 
For the case of the equiaxed dendrite growth, the problem of coupled heat and mass 
transport must be solved. In the case of directional growth of an alloy dendrite, due to 
imposed temperature gradient, latent heat is transported through the solid and this does not 
affect the tip growth, to a first approximation. This means that only the solute diffusion 
needs to be considered. 
The rejection of solute at the tip of a growing dendrite changes the temperature of 
the solid-liquid interface, as shown in Fig.9. The ratio of the solute enrichment ahead of the 
tip to the difference between the equilibrium compositions of the two phases is defined as 
the supersaturation which is a function of T, 
This supersaturation represents the driving force for the diffusion of solute at the dendrite 
tip and the shape of the tip is related to il in a rather complicated way. By approximating 
the dendrite shape as a needle-like paraboloid of revolution [13], and applying the 
corresponding diffusion solution [14] the following relationship between the 
supersaturation, Q, the dendrite tip radius, R, and the growth rate, V, is obtained 
where Pc=VR/2D is the solute Peclet number, and E?(Pc) is the first exponential integral 
defined as 
(63) 
Q = i(PJ 
where f(Pc) is the Ivantsov function and it is defined as 
f(PJ = P,exp(PJE,(PJ 
(64) 
(65) 
n z 
(66) 
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The Q vs Pc plot is shown in Fig.lO. This equation simply relates the driving force defined 
by su per sa tu ra tion to the response of the system characterized by the Peclet number. 
Accordingly, a sharper tip (small R) can grow more rapidly because it can reject solute more 
efficiently due to the increased solute gradient at decreased boundary layer thickness at 
high growth rates, as shown in Fig. 11. However, there is a limit for the sharpness of the tip 
which is given by the critical radius for nucleation. In this case, the growth rate becomes 
zero since all the supersaturation is used up for the creation of curvature. It should be noted 
that this relationship simply maps out the R-V-AT surface but does not provide any 
information regarding the tip radius chosen by the dendrite. Selection of tip radius and the 
resulting optimized growth relation is discussed in a later section. 
Solute redistribution during eutectic growth (Jackson-Hunt analysis) [151 
For the two solid phases of, a and [3, Jackson and Hunt (JH) calculated the average 
undercooling at the a/liquid and at the (3/liquid interfaces by dividing the total interface 
undercooling, AT*, for each constituent phase into two parts, 
where ATS  and AT r  refer to solutal and capillarity undercoolings, respectively. It should be 
noted that kinetic undercooling ATk is neglected in J H treatment because it has a very low 
value for regular eutectic growth due to the nonfaceted nature of the solid-liquid interfaces 
of the phases involved. However, the crystallographic orientation dependence of the kinetic 
undercooling is the major contributing factor in the formation of irregular eutectics. 
One can obtain the value of the solutal undercooling, /IT;, by solving the steady state 
diffusion equation making the assumption that the interface is flat 
where V and D are the growth rate and the diffusion coefficient, respectively. Here, the 
growth is along the z-coordinate, as schematically depicted in Fig.l2(a). The boundary 
conditions associated with regular eutectic growth are 
AT: = AT; + AT; (67) 
(68) 
C = Cg+Coo at z = oo (69) 
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6C 
ck 
= 0 at x = 0 and at x = 5"^ + ^ a . (70) 
Here Cro is the composition difference between eutectic composition Cr and the actual 
composition far from the interface. S, and 5^ are the half widths of the a and (3 lamella. 
The conservation of mass at the interface should also be satisfied, and accordingly, 
(71a) 
V, - (71b) 
& y z-0 D 
for 0 < % < 
CD
 
O
 
for  ^  <x<^ 
& y 
z-0 D 
where CQ and CQ are the composition intervals shown in Fig.13. They are related to the 
composition at the interface through the phase diagram by the relations 
C? =(!-&") C(z,0)  (72a) 
(72b) Cf =(l-^).[l-C(;,0)] 
where C(x,0) is the of liquid at the interface. 
The solution of the diffusion equation (eq.(68)) with the associated boundary 
conditions is 
C = cos 
n=l 
riTDC (73) 
where ——— » . Bo and B„ are the Fourier coefficients. The average undercoolings 
2D 
at the a-liquid and (3-liquid interfaces can be found using relations to the phase diagram, 
r 
AT — /ft [(/? — C(.x)] + 
r(%) (74) 
where m is the liquidus slope, T is the Gibbs-Thomson coefficient, and r(x) is the radius of 
curvature. 
For the calculation of the capillarity undercooling, the flat interface assumption is 
released. Accordingly, the capillarity undercooling can be determined by calculating the 
average interface curvature, x, as a function of lamellar spacing and triple point angle, as 
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shown in Fig.l2(b), and then substituting the average curvature obtained to the Gibbs-
Thomson equation 
AT; = PA: (75) 
where f = y/AS/ and is defined as the Gibbs-Thomson coefficient in which y is the interfacial 
free energy and AS/ is the entropy of fusion. Accordingly, JH solution gives a relationship 
between total undercooling (AT), spacing (A) and growth rate (V) as 
1  X 
where Ki and Kz are system constants given by 
(76) 
and 
K, 
2(1+ 0 
(77) 
^ sin^ P 
Ç 
(78) 
where ma and nip are the liquidus slopes for the a and (3 phases, respectively, P is defined as 
sin^(»^/(l + ^)) 
, Ç is the ratio of phase widths, 6 is the contact angles of the 
n=l («^) 
respective phases at the triple junction, and Co is the length of the eutectic tie-line. As in the 
case of dendritic growth, the diffusion solution, eq.(76) maps out the 1-V-AT surface, but 
does not provide any information regarding the selection of spacing by the system. This will 
be discussed in a later section. 
Transients in directional solidification 
a. Initial transient 
The partitioning and diffusion processes leading to the formation of a solute 
boundary layer in front of a planar solid-liquid interface during directional growth is 
explained in the preceding sections. Fig.14 depicts the formation of a boundary layer in a 
rod of constant cross-section, A, at different stages of directional growth. Accordingly, when 
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the first volume element, Adz', has solidified, the solute which has not been incorporated 
into the solid is equal to the incremental volume of the solid A d z ' ,  multiplied by the 
difference in composition difference between the liquid and solid, Q -C,, which at z' = 0 
is equal to Cg - kCg . This solute is rejected in the liquid and the solute flow at the interface 
per unit time is given as 
A=ycf(i-k) (79) 
Consequently, a solute rich region is formed ahead of the interface and this leads to the 
establishment of a concentration gradient. The diffusional flow into the liquid is thus, 
/2=-DGc=y(C; -Co)  (80)  
From the difference between two flows, J i ,  due to creation of solid and }i, due to diffusion in 
the liquid, one can estimate the variation in mean solute accumulation in a boundary layer 
of thickness, & 
h ~ J i - ^ (81) 
de, y 
Co-kC; D 
This expression leads to a differential equation, -----—-'—r - — dz, and upon integration one 
gets [12]: 
r 
C, 
c l-(l-t)exp|-™|j (82) 
From this relation one can calculate the distance required for the establishment of a steady 
state diffusion boundary layer. 
b. The steady state 
The steady state is established when dQ / df = 0. This requires that 
A=/2  m  
and this necessitates growth at Q=1 where 
C! ~C° =1 (84) 
C , ( l - t )  
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This means that steady state planar growth occurs at the solidus temperature corresponding 
to the alloy composition. The concentration of the melt decreases exponentially as a function 
of distance, z, from the interface, 
This relation shows that there exists a diffusion boundary layer with the characteristic 
length, = 2D / y and with a concentration gradient at the interface, G^. = AC[,y / D. 
c. Final transient 
Interaction with the boundary of the system and the growth begins to takeover at the 
point where the boundary layer thickness becomes comparable to the length of the 
remaining liquid zone, as shown in Fig.14. The end of the liquid zone acts as an 
impermeable wall which imposes zero flux at that point: 
This means that the solute flow into the liquid decreases and therefore the concentration 
increases, as schematically depicted in Fig.14. 
3.1.7. Principles of morphological selection during solidification of metals and alloys 
Interface stability analysis 
The constitutional undercooling criterion derived in the previous sections does not 
take into account the effect of interfacial energy associated with the solid-liquid interface. 
The capillarity and diffusion together constrain the microstructure development during 
solidification. In the discussion that follows, we analyze the stability of the interface with 
respect to small perturbations in shape. Here we assume that the perturbed interface (shown 
in Fig.15) does not influence thermal and solutal diffusion fields. The perturbed interface 
can be described by a simple sine function: 
(85) 
(86) 
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z = f sin(wy) (87) 
where e is die amplitude, and oo(=2%/X) is the wave number. The temperature, T, of the 
interface can be deduced from the assumption of equilibrium: 
T* +mC; -FK* (88) 
This equation simply relates melting point, to the interface temperature, T~, and equate 
their difference to the sum of the temperature differences due to the local interface 
composition and local curvature. Here, it has been assumed that the interface attachment 
kinetics is very fast and thus, its effect on undercooling is neglected. This is a reasonable 
assumption in the case of metals that have low entropies of fusion. Simplifying the problem 
as treated by Kurz [12], we obtain a description of the marginally stable wavelength by 
considering only two points on the interface, namely the tips (t) and depressions (d). We 
calculate the temperature difference between these two points as 
T , -Td=m(C, -Q) - r (K, -Kd) .  (89)  
The curvatures at the tips and depressions which are not too accentuated can be determined 
from the second derivative of the function which describes the interface shape at y=/?/4 and 
3#: 
Kt =-Kci (90) 
A 
Due to the assumption that solute and thermal fields are unaffected by the presence of a 
very small perturbation, the temperature and concentration differences between the tips and 
depressions can be calculated from the gradients existing at the originally planar interface: 
T,-Tj=2fG (91a) 
Q-Q=2aGc (91b) 
Substituting eqs (92) to (93) into eq (91) gives: 
z 
X = 2n M (92) 
mGg -G^  
The wavelength /L, defines a critical perturbation wavelength with which the thermal and 
solutal diffusion fields coincide. Here, the wave form will be stationary with respect to the 
unperturbed interface. This means neither the tip nor the depressions will grow. In order to 
obtain the amplification rate, ê = dg/df, we assume a zero solute solubility (i.e. k=0) and 
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neglect Furthermore, the effect of latent heat and thermal conductivity differences between 
the two phases, 
s 
s 
/  TT \  V 
+ (93) 
The simple form of amplification rate clearly illustrates the important physical contributions 
The third factor includes three terms relating the stability effect of the thermal gradient and 
interfacial free energy and the destabilizing effect of the solute gradient. 
The schematic form of this relation is plotted in Fig.16. This plot shows that at A 
values below the maximum, the perturbations develop less quickly or disappear (i.e. s< 0 ) 
due to the large curvature effect. At X values above the maximum, perturbations develop 
less quickly due to diffusion limitations. The wavelength X, is the limit of stability (i.e. è - 0 ) 
under conditions of constitutional undercooling. The first term in cq (95) is not zero, 
however, when X = °o the second term becomes zero upon substituting for 
b = (V / 2D) + [(V / 2D)2 + co2 ]° 5. The third term vanishes when 
0^r = mG,-G (94) 
which is analogous to eq.(94). One can also write: 
X, = 2n. 
z r  
Here, the term F/tj), is the ratio of the capillarity force to the driving force to instability. In the 
case where tj> tends to zero 91imit of constitutional undercooling), the minimum unstable 
wavelength approaches infinity where the interface essentially becomes planar. On the other 
hand, far from the limit of constitutional undercooling in the unstable regime: 
G«mG, (96) 
Therefore, for V » GD / ATg the wavelength becomes 
A = 2# ^ DT ^ 
^VATg y 
(97) 
This simple relation is illustrative of important physics in that it suggests the wavelength of 
the marginally stable interface is proportional to the geometric mean of a diffusion length 
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(ZyV) and a capillarity length (7/dTb). Increasing D or 7^, and decreasing V or /ITo will 
increase the minimum unstable wavelength. 
Selection of dendrite tip operating point 
It was shown in the preceding sections that the growth of a needle-like crystal 
reflects the sum of the capillarity and diffusion effects, as shown by the curve in Fig.ll. 
According to the extremum criterion, the dendrite will choose a tip radius that corresponds 
to the maximum on this curve, indicated as Re, and thus, growth occurs at the maximum 
rate. According to Langer and Muller-Krumbhaar [16], however, the dendrite grows with a 
tip having a size comparable to the minimum wavelength at a marginally stable planar front 
or at the limit of stability. This condition is referred to as marginal stability criterion. 
Therefore, the expected tip radius can be found by setting: 
K,-4 (98) 
where /L is the shortest wavelength perturbation leading to morphological instability at the 
dendrite tip. The wavelength of the marginally stable perturbation at a planar interface is 
given by eq (94), and since for dendritic solidification G<<GC and substituting: 
A, =2^9)1/2 (99) 
where Sc » D / V is the diffusion length, s ~ F / AT0 is the capillary length, and their 
geometric mean gives marginally stable wavlength. It can be seen from Fig.ll that the value, 
Rg, is greater than the extremum value which is consistent with experimental measurements 
[17]. Since & is considerably greater than &, the curvature has a negligible effect on the 
growth curve. It can be seen that is situated on the fully diffusion limited curve and 
therefore curvature undercooling, zlTr, in eq.(88) is almost zero. The curvature then 
influences the growth through the A, value, via the capillary length. A unique solution can 
be obtained to the selection of tip radius during growth simply by invoking the extremum 
criterion or the marginal stability criterion, as shown in Fig.17. 
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Absolute stability and formation of cells and dendrites 
The solid-liquid interface will also become stable at high growth rates. This happens 
when the solute diffusion distance (D/V) approaches the solute capillarity length (F / ATg). 
The critical growth rate at which this occurs is given 
(m 
where ATo is the freezing range of the alloy. The main physical reason for this phenomenon 
is that the diffusion distance narrows with increasing growth rate and diffusion becomes 
more and more localized. On the other hand, at high growth rates capillarity becomes 
dominant and does not allow the microstructure to become finer. In other words the 
diffusion distance decreases with V-1 while the microstructure (i.e. the marginally stable 
wavelength, AÎ) decreases as V-W. Therefore, at a critical velocity, the microstructure 
becomes too coarse for lateral diffusional processes, thus leading to stabilization of a flat 
interface. Thus, for a given alloy and a positive temperature gradient (columnar growth 
conditions) it is possible to predict under what growth conditions planar growth will occur. 
With increasing growth rate and an intermediate temperature gradient there will be 
transitions from plane front to cells, to dendrites, to cells again, and back to plane front 
again, as schematically depicted in Fig.18. 
Selection of spacing in eutectic growth 
JH equation describes the curve in Fig.19 for the growth of a regular eutectic at a 
growth rate, y. However, this equation does not give a unique solution to the spacing 
selection problem. If we invoke the extremum condition, that is if the spacing that gives the 
minimum undercooling is chosen by the system, differentiation of Eq.(76) with respect to A 
and equating to zero give the relationships of the form; 
K, 
ry = (101a) 
AT 
Vy 
= 2^Kz (101b) 
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ATA = 2K; (101c) 
However, experimental evidence indicates that the system chooses a range of 
eutectic spacings which are slightly higher than the extremum spacing [18]. Moreover, the 
spacings chosen very much depends on the history of the system, as suggested by 
Seetheraman and Trivedi [19]. JH equation, however, qualitatively describes the competition 
between diffusion and capillarity effects for a regular eutectic. 
Selection in irregular eutectic growth 
There have been attempts to model irregular eutectic growth by extending the JH 
approach. In order to define the irregular growth problem, one has to consider that irregular 
eutectics exhibit a wide range of spacings that are larger than that observed in regular 
eutectic growth. Moreover, irregular eutectics tend to grow at higher undercoolings and the 
spacing has a strong thermal gradient dependence. Because one of the phases involved in 
irregular eutectic growth exhibits faceted solid-liquid interface and thus, preferred growth 
directions, the resulting microstructure consists of converging and diverging lamellae. This 
results in departure from the extremum conditions towards a higher undercooling and a 
larger spacing regime which corresponds to the right of the minimum in X-AT curve in 
Fig.19. 
One of the first attempts to describe the irregular eutectic growth is that of Sato and 
Sayama's work [20]. They studied the effect of nonplanarity of the interface on the solute 
field and developed the same form of equation as JH (Eq.78). They made the assumption 
that if part of the major (|3) phase 'falls away% as shown schematically in Fig.20(b), only that 
part of the (3 phase which remains isothermal with the minor (a) phase need to be 
considered. This assumption modifies the JH treatment in two ways. First, the average 
concentration ahead of the minor phase is evaluated from the triple point to a distance 
defined as Tf) (the point where the minor phase 'falls away'). Secondly, the average curvature 
is defined in terms of w. The final solution gives the exact same form of equation as given by 
JH (Eq.78) except for differing constant Ki and Kz. 
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Fisher and Kurz, on the other hand, attempted to describe the operating conditions 
for irregular eutectic growth by defining a criterion for spacing adjustment [18]. 
Accordingly, they developed a model that uses morphological stability criterion of Mullins 
and Sekerka [21] and apply that criterion to define conditions for branching when the 
spacing gets too high, as shown in Fig.20(c). As described previously in eq. (95), due to the 
instability of the faceted phase branching starts. This theory provides a mechanism for 
spacing adjustment by means of branching of the minor eutectic phase in which branching 
is inhibited due to the inherent preference of growth along certain crystallographic planes. 
This critical wavelength provides an upper limit for spacing (through the relationship 
between phase thickness and JW). The lower limit is established by using the extremum 
criterion of JH and consequently, we obtain criteria for upper and lower limits for spacing 
selection, as shown in Fig.21. 
Fisher and Kurz also investigated the effect of temperature gradient (G) on irregular 
eutectic growth of a transparent system and observed that increasing G gives rise to a flatter 
solid-liquid interface [20]. This eventually results in a less efficient solute redistribution 
ahead of the interface and a higher constitutional undercooling. Decreasing the gradient, 
however, promotes efficient solute redistribution due to decoupling of the phases at the 
interface and gives rise to larger spacings to be selected. 
The nonisothermal nature of the interface is taken into account by Magnin and Kurz 
[22] and accordingly, they defined a nonisothermal correction to the average undercooling 
which is simply added to the undercooling described in JH equation Eq.(76). The range of 
spacings exhibited by the irregular eutectic has been treated by employing the parameters ^ 
and ^, which describe the average spacing and the range of spacings, respectively, defined 
as 
^ and (102) 
4* ^ 
where A is the average spacing, is the spacing at the extremum, and and are 
the upper and lower limits to the spacing range, respectively. By adding a nonisothermal 
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correction term to the undercooling in Eq.(67) and establishing criteria for extinction at the 
minimum spacing and branching at the maximum spacing, Magnin and Kurz [22] 
theoretically predicted the average operating state for an irregular eutectic as 
Magnin et al. [23] have measured both parameters experimentally, finding <j) = 3.2 and 
Tj — 0.9 for eutectic growth in aluminum-silicon. 
Morphological selection in Al-Si eutectic growth 
The solidification microstructures that have been observed in the Al-Si eutectic 
system are quite diverse, and intrinsic morphologies vary significantly with growth velocity 
(V) and thermal gradient (G). [1-5] Day and Hellawell reported the first experimentally 
observed microstructure selection map shown in Fig.22 [24]. The variety exhibited by this 
system can be attributed to the irregular faceted-nonfaceted nature of the eutectic, and to the 
rate-dependent transitions operative during growth of the silicon phase. Al-Si eutectics can 
be classified as normal or modified based on the morphology exhibited by the silicon phase. 
Under the solidification conditions typically observed in conventional casting applications 
(V=0.010-0.100 mm/s, G=l-10 K/mm), the Al-Si eutectic structure, shown in Fig.23(a), is 
characterized by long acicular plates of silicon, a diamond-cubic faceted phase in which the 
solubility of aluminum is essentially zero. The silicon plates in this MormzaZ eutectic structure 
generally favor facets on the broad plate surfaces as well as at the leading growth edges. At 
higher growth rates (0.100-1.0 mm/s), a transition known as (fwenck Miodi/zcafzon is 
observed, [25-30] where additional crystallographic growth directions become active at the 
associated higher undercoolings. Due to the intrinsic growth kinetics, the silicon phase 
becomes less faceted with increasing growth velocity, ultimately achieving a very fine rod­
like morphology at very high rates. Various stages of this gradual transition are pictured in 
i IY f n V 
^ V J ^ 
(103) 
Fig.23 (b-a). 
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Another modification mechanism that gives rise to a similar refinement transition is 
observed even at low growth rates, through the addition of trace amounts of certain alloying 
elements (e.g. Na, Ca ,Sr, Ba, La, Ce, Pr, Nd, Eu). [28-36] While the resulting refined 
morphology, shown in Fig.24, may be somewhat similar to that observed after quench 
modification, this phenomenon, known as mzpwnfy is quite different. First 
identified by Day, [36] this transition involves the solute-triggered formation of {111} 
reentrant twin plane edges which provide an alternate mechanism for growth of the faceted 
silicon phase. [34] Unlike its quench-modified counterpart, the impurity-modified silicon 
remains faceted. However, the twin planes may form at a very high density, and the high 
number of angular variants available provides the faceted phase with a means for the 
adjustment of local growth direction. The resulting microfaceted structure with a high density 
of reentrant twin plane edges permits the silicon phase to self-optimize by responding to 
local thermal and solutal fields in a manner similar to a nonfaceted phase. Thus the overall 
growth front behaves much like a regular nonfaceted-nonfaceted eutectic. 
3.2. Investigation of solidification dynamics 
3.2.1. Overview of methods 
Various methods are available for the investigation of solidification and resulting 
microstructures. These methods all differ in the level of control that the experimentalist 
have and in the conditions that they impose on the melt. The most important solidification 
parameters that can be controlled by a given solidifcation process are growth rate (V), 
temperature gradient (G), and undercooling (AT). It should be noted that the ability to 
control such parameters strictly depends on the solidification method chosen. These 
parameters in turn influence the microstructural selection processes. 
3.2.2. Conventional casting methods 
The most widely used process in the foundry industry is possibly the sand casting 
methods and its derivatives. In a sand casting, the solidification parameters such as 
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temperature gradient, G, and growth rate, V, are coupled to each other due to changing 
cooling rate (d]/Wf=GV) with changing solid fraction as the solidification proceeds. This 
makes the study of solidification dynamics particularly difficult due to the limited control 
over cooling rate and other solidification parameters. Other conventional casting processes 
include permanent mold and die casting. Although the cooling rates in these methods are 
higher than that encountered in sand casting owing to the better heat transfer through the 
metallic molds, these processes still offer poor control over solidification parameters. 
3.2.3. Directional solidification 
The prerequisite for solidification is heat extraction and this can be achieved in a 
controllable manner in directional solidification processes. The most basic type of 
directional solidification is that of direct chill casting where the melt is held in contact with a 
chill having high thermal conductivity such as copper. Heat extraction occurs from the 
chilled side of the casting and a certain directionality is achieved along the heat extraction 
direction. However, the microstructure is no longer uniform along the specimen because the 
growth rate, V, and the temperature gradient, G, decrease as the distance from chill 
increases. The other important directional solidification method is Bridgman type 
directional solidification. In this method, the cylindrical furnace which surrounds the 
crucible is moved upwards at a uniform speed through a constant temperature gradient 
while the crucible remains stationary with its bottom in contact with a colder region. This 
results in a microstructure highly uniform throughout the specimen. This method is 
restricted to small specimen diameters, and is slow and costly owing to the fact that it 
necessitates a constant supply of heat via the furnace assembly. However, this method 
provides a tremendous advantage over other methods in that it is possible to separate the 
effects of imposed growth rate and the temperature gradient. This allows the independent 
control of these solidification parameters, namely G and V, and facilitates a more rigorous 
investigation of solidification dynamics. 
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3.2.4. Transparent materials 
Transparent organic materials are important class of molecular substance that is 
used in solidification research extensively. They are, as the name implies, transparent and as 
opposed to a metal which is opaque, this makes possible the in-situ observation of 
microstructure formation during solidification. The other reason for using such materials is 
the similarity of their solidification behavior to that of metals owing to their low entropies of 
fusion and the associated non-faceted crystal-melt interface. Moreover, these crystals have 
simple crystal structures, such as cubic ones, owing to the nondirectional bonding of the 
individual molecules in the unit cell. These molecules loose their asymmetry by the 
rotational motion of each individual molecule that constitute the crystal structure. For this 
reason, many of their properties are analogous to that of metals. 
The most common solidification method employed using transparent materials is 
directional solidification in a horizontal stage. In this method, a thin glass slide containing 
transparent alloys are located in a temperature gradient. In the hot zone the material 
remains in molten state and in the cold zone it is still solid. As the slide is moved via a 
controlled motor in a stationary heater-cooler assembly, the solid-liquid interface starts to 
grow in the adiabatic region between the hot and cold zones. The microstructure evolution 
is viewed in-situ by a microscope situated above the adiabatic zone and it is recorded for 
subsequent analysis. Here, one can adjust parameters such as the growth rate and 
temperature gradient by simply altering the movement rate of the slide and by changing the 
temperatures of the hot and cold zones, respectively. 
3.2.5. Gas atomization 
When high velocity jets of air or a gas of different nature impinge on the melt stream, 
small fragments or droplets of liquid metal are created. This is achieved by the passage of 
the gas jet from a nozzle, and the small liquid metal droplets thus formed then solidify 
during flight by convection or radiation heat transfer. The solidified product is powder 
particles having a spherical shape with diameter on the order of 100 microns, although a 
wide size distribution is common. The cooling rate depends on the particle size and 
36 
is higher for smaller particles. The typical cooling rates achieved by this process is ICP-IO* 
K/ s [37]. Furthermore, the gas used to quench the melt strongly influences the heat transfer 
characteristics. The gases used are N, Ar, H, He, and air. A variety of alloys can be produced 
including super alloys, high-alloy steels or aluminum alloys. Lack of efficient heterogeneous 
nucleation sites facilitates high undercoolings to be achieved. However, there is limited or 
no control over which phase will nucleate and at what undercooling. Because of the heat 
rejection during solidification, the temperature gradient ahead of the solid-liquid interface is 
negative, and this gives rise to the formation of equiaxed microstructures. 
3.2.6. Lévitation melting 
Lévitation melting is utilized for the study of rapid solidification micros true tures at 
high undercoolings. Other important use of this method is for producing highly reactive 
alloys where special care should be taken for avoiding contact with a container. In this 
process, a metallic sphere having a diameter on the order of 10 mm is melted and levitated 
via a magnetic field generated inside a copper coil by the passage of electrical current. 
Lévitation melting is a similar method to gas atomization in that both of these processes 
supply a high undercooling to the melt by avoiding contact with any sort of container. 
However, in lévitation melting, one has the advantage of controlling the nucleation 
temperature. For example, undercoolings as high as 200 K can be achieved in the case of 
nickel alloys. Nucleation can be initiated by the physical contact of a needle to the levitated 
molten metal droplet. The solidification microstructures are greatly affected by the degree of 
undercooling supplied before nucleation triggering. One can use thermal imaging to view 
the growth front and this also allows the measurement of the growth velocity. Theoretical 
models of equiaxed growth can be tested simply by comparing the undercooling 
dependence of growth velocity. 
3.2.7.Laser surface melting and resolidification 
A localized energy source such as a laser beam gives rise to localized melting on the 
surface of a metal. At the point where the heat source contacts with the metal surface, a melt 
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pool forms. The depth of the melt pool ranges from 10 to 1000 microns. The movement of 
the beam is followed by rapid solidification in die melt-pool region and subsequent solid 
sate cooling takes over after solidification is complete. Since the liquid layer is in good 
thermal contact with the bulk substrate of material, high cooling rates, on the order of 10&-
108 K/ s, are attainable [37]. Temperature gradients on the order of 10& K/m can be achieved. 
Due to the fact that there is no barrier for nucleation, growth proceeds from the base of the 
melt pool opposite to the direction of heat extraction. This gives rise to columnar growth of 
the crystalline phases from the base of the melt pool. Consequently, one can study 
constraint growth at the high rate extreme. Microstructures with metastable crystalline 
phases and extended solid solubilities can be produced, however, there are two possible 
factors which may prevent the formation of glass in easy-glass forming systems. First, the 
underlying crystalline material in contact with the melt serves as nucleation sites for 
crystalline phases and this may disrupt glass formation. Secondly, even if the surface can be 
vitrified, the overlapping passes may give rise to recrystallization in the heat-affected zone. 
The laser surface treatment techniques can be utilized for homogenization, grain refinement, 
alloying, particle injection and cladding of the surface of a metal. 
3.2.8. Melt spinning 
The rapid solidification technique of melt spinning arises from the general method 
known as splat-quenching, in which a molten metal is dropped onto a chill block of much 
larger thermal mass and immediately quenched. In the melt spinning process, however, the 
chill block is in the form of a rotating wheel made of a good thermal conductor such as 
copper or steel. The rotating wheel should be large enough compared to the specimen so 
that virtually all of the latent heat liberated by the freezing liquid metal is absorbed 
instantaneously by the chill. The rotating chill block, therefore, acts as a large thermal mass 
so that the heat can be effectively transferred from the solidifying ribbon into the chill. By 
forcing a controlled stream of molten metal onto the rotating wheel, a large and continuous 
volume of material can be rapidly solidified, and estimated cooling rates of 10* to 10* K/ s, 
and temperature gradients of 10? K/m are typical [37]. Depending on the nucleation 
behavior of the alloy, the microstructures seen in melt-spun alloys can exhibit columnar or 
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equiaxed morphologies. The equiaxed solidification arises from the undercooled region of 
liquid. This layer is similar to a chilled zone of a casting. The remainder of the 
microstructure would consist of columnar grains formed due to the highly directional heat 
flow. It should be noted that nucleation in melt spinning process is problematic owing to 
highly unsteady thermal conditions within the melt pool. 
Two major techniques of melt spinning are present, (1) free-jet melt spinning, and (2) 
planar-flow casting. The only difference between these two processes is the distance of 
crucible from the rotating wheel. In planar-flow casting, the distance between the crucible 
and the wheel is very small, and this prevents the formation of a melt pool. Whereas in free-
jet melt spinning the crucible and the wheel are far apart (typically a couple of millimeters 
in most laboratory facilities) from each other. 
3.3. Characterization of solidification microstructures 
3.3.1. Overview 
Identification and characterization of the solidification microstructures are an 
essential part of the research presented in this study. Various characterization techniques 
are available for microstructure examination. Depending on the alloy constitution and the 
processing conditions during solidification, the microstructure of a sample can exhibit 
certain characteristics. A microstructure can be defined in terms of the phase or phases 
present (or in some cases lack of them as in the case of amorphous-glassy phases) in the 
metallic alloy, their size, morphology, distribution, composition, and crystal structure are 
other important microstructural characteristics. Furthermore, solidification defects such as 
microporosity and shrinkage cavities, and segregation patterns exhibited upon solidification 
are also important features of a microstructure which provides important information about 
solidification history of a sample. For this purpose, we have used a number of material 
characterization techniques for which the details are given in the following sections. 
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3.3.2. Optical microscopy 
Although numerous sophisticated electron metallographic tools exist, the light 
microscope remains the single most important device. While the transmission electron 
microscope (TEM) and scanning electron microscope (SEM) overcome two of the most 
important limitations of the light microscope, namely resolution and depth of field, they 
have not reduced the importance of the light microscope. The limitations of electron 
microscopy are the strong points of the light microscope, however it should be noted that 
the techniques mentioned above can be used in a complementary fashion. In any case of 
metallographic investigation one should begin the examination in the macroscopic level 
before proceeding to microscopic and then submicroscopic level. The typical magnification 
levels for the study of materials achieved in the light microscope are between 50 and 2000X. 
This technique is aided by other supplementary techniques such as mounting, polishing and 
etching. Depending on the material being investigated, one can also examine unetched as 
polished samples using an optical microscope. 
Components of the light microscope 
Illumination system involves the light source. Generally, tungsten filament light 
bulbs are used. A condenser is an adjustable lens placed in front of the light source for the 
purpose of focusing the light at the desired point in the optical path. Light filters are used to 
modify the light for the ease of observation for subsequent photomicrography and changing 
the contrast. Objective lens forms the primary image of the microstructure and is the most 
important component of the microscope in that it collects light reflected off of the sample 
surface and produce the image. Its light collecting ability is determined by the numerical 
aperture (MA). The eyepiece magnifies the primary image produced by the objective for 
viewing with the eye. Stage is a movable platform on which the sample is placed. The stage 
can be moved in three dimensions and focusing is achieved by movement along the normal 
of the sample polish surface. 
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Resolution 
In order to see the microstructural detail, the optical system must produce adequate 
resolving power and image contrast. If resolution is acceptable but contrast is lacking, 
details of microstructure cannot be observed. In general, the ability to resolve two point or 
lines separated by a distance, d, is a function of the wavelength, A, of the incident light and 
the numerical aperture, NA, of the objective. Here, the numerical aperture is defined as the 
measure of the light collection capability of the objective and is given by NA=» smcz, where 
n is the index of refraction. The relationship between these parameters has the following 
form: 
d
- m  (104) 
where k has the value 0.5 or 0.61. Using this equation one can calculate the limit of 
resolution for an objective with an NA of 1.4 as approximately 0.2 fxm. When considering the 
resolving power, human eye should also be taken into consideration. To see lines or points 
spaced 0.2 p.m apart, the required magnification is determined by dividing the resolving 
power of the objective by the resolving power of the human eye. For light with a 
wavelength of 0.55 gm, the required magnification is 1100 times NA of the objective. Any 
magnification above this level is "empty". [38] 
Depth of field 
Depth of field is the distance along the optical axis over which image details are 
observed with acceptable clarity. The factors that affect resolution also affect depth of field, 
but in the opposite direction. Therefore, a compromise must be made between these two 
parameters. This becomes difficult as the magnification is increased. The depth of field, ]/, 
can be estimated as: 
-NA' 
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where M is the refractive index of the medium between the specimen and the objective and is 
approximately equal to unity for air. This equation shows that depth of field increases as the 
NA decreases and when longer wavelength light is used. 
Examination modes in light microscopy 
Bright field illumination is obtained when light is allowed to pass the objective and strike 
the specimen surface perpendicularly. Surface features normal to the incident light reflect 
light back through the objective to the eyepieces, where the surface features appear bright 
and surface features oblique to the light beam reflect less light to the objective and appear 
darker. 
Oblique illumination occurs when the light is allowed to strike nonperpendicularly to the 
specimen surface. This method is used to view three dimensional features on the surface. 
Dark field illumination mode is based on the principle that light reflected from obliquely 
oriented features is collected, and the rays reflected from the features normal to the incident 
beam are blocked. The contrast is essentially reversed compared to bright field illumination 
which makes the study of certain features such as the grain structures. 
Polarized light is used to view optically anisotropic features such as inclusions in a 
microstructure by virtue of using a polarizer placed in the light path before the objective. 
Polarizer makes the vibrations of the waves in only one plane in the direction of 
propagation. 
Serial sectioning 
Serial sectioning offers a tremendous advantage for the examination of the 3D 
structure of certain phase constituents. By sectioning a sample at regular intervals (from a 
couple of microns to hundreds of microns), one can observe the features that are 
unobservable in a 2D opaque sample cross-section. By utilizing subsequent image 
processing techniques, it is possible to obtain the 3D shape of the desired phase and videos 
showing the variation of the microstructure with changing position. In the present study, 
42 
we have utilized serial milling in order to observe the morphology and branching of the 
silicon phase along the growth direction in a directionally solidified near eutectic Al-Si 
alloy. That way it was possible to determine the origin of branched silicon particles and 
their subsequent evolution into textured star-shaped angular silicon particles. The typical 
sectioning "resolution" chosen for this particular technique is 10 pm, however coarser 
section depths on the order of 100 p.m were also utilized for a more general view of the 
microstructure along the directional growth length of the sample. 
3.3.3. Scanning electron microscopy (SEM) 
SE M is a widely used microscopy technique in the characterization of materials. It is 
based on the principle that a very small diameter electron beam is made to scan a region on 
the specimen surface. At the same time a square raster is traced out in synchronism on the 
viewing screen (cathode ray tube - CRT). Low-energy electrons are ejected from the 
specimen surface by the incidence electron beam. The intensity of the ejected electrons is a 
function of the angle of the beam at which it hits the surface. The intensity of the beam on 
the screen is varied electronically in proportion to the number of low-energy electrons 
ejected from the specimen. This results in an image of the surface topography to be built up 
on the screen as the raster is traced out. 
The resolution of the SEM is determined by the size of the electron on the specimen surface. 
The minimum resolvable distance is roughly equal to the beam size at the surface. Lenses 
forces the electron beam to be focused via creation of a magnetic field along the path of the 
electrons. Scan coils moves the focused beam repeatedly over the specimen and each 
scanning action gives a tiny band of the specimen surface. These bands then add up to form 
the final image. 
The greatest advantage of SEM over conventional imaging techniques such as optical 
light microscopy is that it offers imaging at higher magnifications and a larger depth of 
focus. SEM also offers two different imaging modes which differ from each other by virtue 
of the type of electrons that are ejected from the sample. A variety of signals can be 
generated by the electron beam hitting on the specimen surface. The most important signals 
that give information about the sample are Auger electrons, secondary electrons, x-rays and 
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backscattered electrons. The first three of these signals are due to inelastic scattering and the 
latter is due to elastic scattering of electrons. Auger electrons have characteristic energies 
(i.e. energy emitted is depends on the atomic number) and emitted from the very thin 
(nanometer scale) surface layer of the sample which carries information on the atoms within 
that layer. 
Imaging Methods 
Imaging is possible due to the creation of secondary (SE) and backscattered electrons 
(BSE) at certain depths of the sample surface. Secondary electrons are emitted from a depth 
of 1 to 10 nm of the surface and for this reason, they are more sensitive with respect to the 
surface topography. The images produced in SE mode give information about the 
topography of the surface. SE electrons are also less sensitive to the atomic number of the 
atoms in the region of interest. There is also a small contribution to the SE signal from BSE, 
and this can be used for compositional imaging by applying a small bias to the detector. 
In the BSE imaging mode, the resolution is not as good as that in the SE imaging mode 
owing to the larger width and depth (400-500 nm) from which BS electrons are emitted. 
However, higher resolution images can be obtained by reducing the accelerating voltage. 
The main use of a BSE signal is in the compositional imaging because of the higher 
sensitivity of the BSE signal to atomic number variations in the region of interest. 
Furthermore, BSE signals can be used to obtain topographical information using a suitable 
detector. 
Backscattered electron diffraction patterns 
A diffraction type of effect occurs in the SEM by virtue of the backscattered electrons 
diffracting from the crystalline surface features. This phenomenon permits one to determine 
the crystallographic orientation of the regions of the sample investigated. A diffraction 
pattern can be obtained by pointing down the crossover of the electron beam to the surface 
of the specimen so that the beam rocks about a fixed point on the specimen surface. For 
crystallographic planes nearly co-linear with the column axis, the beam will pass through 
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the Bragg angle on each side of the column axis. When this occurs the intensity of the ejected 
electrons changes due to a diffraction related effect, and this change at the two Bragg angles 
produces a band on the screen (CRT). Each set of crystallographic plane causing the 
diffraction effect produces a band whose midpoint corresponds to the trace of the (hkl) 
plane on the image. Here, the width of the band is a function of die Bragg angle. 
Microchemical analysis 
When the electron beam strikes the surface of the metal it can cause the inner 
electrons of atoms (i.e. K or L shell electrons) to be removed. As electrons drop back into 
these emptied orbits, x-ray radiation is emitted of a wavelength that is characteristic of the 
atomic number of the atom involved. Since x-rays are characteristic of the element from 
which it is emitted from, its detection by suitable means offer invaluable information about 
the chemistry of the region of interest. Accordingly, chemical analysis is performed simply 
by moving the electron beam to the desired spot on the specimen surface and then acquiring 
data with a suitable detector. The most common detector used is the Energy Dispersive 
Spectrometer (EDS) detector which measures the energies of the incoming x-rays. The other 
detector used for detecting x-rays is Wavelength Dispersive Spectrometer (WDS) and its 
measures the wavelength of the incoming electrons rather than their energy. EDS has the 
advantage of giving fast results, on the other hand, although being time consuming WDS 
gives more accurate results. With the help of these chemical analysis techniques, one can 
determine compositions from regions as small as a few microns. These techniques are 
particularly useful in determining chemical composition variations in a given 
microstructure as well as identifying the different phases in a microstructure. 
3.3.4. Transmission electron microcopy (TEM) 
Transmission electron microscope is used to obtain information with regard to the 
microstructure, crystallography and chemical microanalysis from samples which are thin 
enough to transmit electrons. The high magnifications achieved (on the order of Angstroms 
in high resolution images) are one of the greatest advantages of TEM over optical 
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microscopy and SEM. For example, the observation of the ultra-refined microstructures 
obtained by one of the rapid solidification methods can sometimes only be achieved by 
TEM. However, TEM should not be used as the only characterization tool and it should 
complement other materials characterization techniques. 
The sample preparation process is an important stage in this characterization 
technique. Samples consist of thinned foils which should be representative of the sample 
and the thinning of the samples can be achieved either by mechanical dimpling or chemical 
thinning in a solu tion and subsequent ion-milling to clean the surface of the sample. 
The electron beams in TEM instruments are generated by accelerating the electrons 
through an electric potential. This can be achieved by focusing the beam of electrons that is 
transmitted directly through the specimen. They emerge on the sample with a 
monochromatic beam. The focusing action is carried out by forcing the beam to pass 
through lenses that create adjustable electric and magnetic fields. TEM provides an image of 
the region of interest in the sample as well as a diffraction pattern from that particular 
region. TEM can also be used in microanalysis since the characteristic energy loss suffered 
by the electrons can be used to identify the elements present via the help of a suitable 
detector. In the conventional imaging mode, only one electron beam is selected to form the 
image by means of an aperture at the objective lens. A bright field image is formed if the 
directly transmitted beam is selected and a dark field image is formed if a diffracted beam is 
selected. Dark field images arc especially useful if the regions with varying crystal 
structures and orientation is to be determined. 
High resolution images can be obtained by allowing all the beams generated by the 
incidence electron beam (diffracted beams together with the elastically and inelastically 
scattered electrons) to pass through the objective aperture. This way the periodicity of the 
atoms in the sample and any deviations from this periodicity can be can be resolved. 
For the observation of the diffraction pattern the objective aperture has to be removed and 
the diffraction lens is focused onto the back focal plane of the objective lens rather than the 
first image plane. In order to define the specimen from which the diffraction pattern is 
generated, a selected area aperture is inserted into the first image plane. The diffraction 
patterns generated using this technique are called selected area diffraction patterns (SADP). 
The electron beam on the surface of the sample can be focused at one point. Diffraction 
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patterns generated from this point where beam crosses over the sample provide 
crystallographic data on a very small length scale on the order of Angstroms. This type of 
diffraction patterns are called convergent beam diffraction patterns (CBDP). Essentially, one 
can perform point analysis on the sample and acquire information with regard to the crystal 
structure. 
Another important source of information from a diffraction pattern is Kikuchi lines. 
Kikuchi lines are produced due to inelastic scattering of electrons taking place in the sample. 
This gives rise to subsequent diffraction of these inelasticly scattered electrons when Bragg's 
law is fulfilled at a suitable set of (hkl) planes. Since this scattering occurs in diverse 
directions, the diffracted electrons produce cones that form in pairs. This is then reflected on 
the screen and the lines intersecting the reflection plane contrast with the background. The 
spacing between the line pairs are characteristic of the crystallographic plane from which 
they were diffracted. The Kikuchi line patterns can be used to determine the orientation of 
the crystal relative to the incoming electron beam. 
3.3.5. X-ray diffraction 
When x-rays are impinged on a metal the electrons of the crystal atoms emit 
electromagnetic radiation of the same wavelength, A, as the impinged beam. This emission 
process is due to a scattering event that takes place within each atom of the crystal and this 
eventually produces a diffraction effect. 
If a beam of radiation of wavelength A is impinged upon a crystal at some angle 0 to a given 
set of (W) planes whose spacing is dww, the diffraction due to scattering will produce a 
strong reflection from crystal at an angle a only if the following conditions are satisfied; (i) 
only one angle of a is possible, so that a=6, (ii) the Bragg law must be satisfied and 
accordingly 
» A = sin# (106) 
where » is an integer and equal to 1, 2, 3,... and for high values of » the intensity of 
reflection decreases sharply. Therefore, only case is considered, (iii) Some of the crystal 
planes destroy the diffracted beam Hence, only certain planes will diffract for a given 
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crystal structure and other planes will not diffract even though the conditions (i) and (ii) are 
satisfied. From the Bragg law one can deduce the interplanar spacing (hence, the crystal 
structure) from the known value of A and the experimentally determined value of A 
Furthermore, one can deduce the orientation of crystal planes relative to the beam from the 
known crystal structure and hence, interplanar spacing dm values, and known value of 
incident x-ray wavelngth, A The shape of the diffracted beam also provides information on 
the perfection of the crystal. 
There are three main types of x-ray diffraction techniques commonly used in 
materials research. 
Laue method: uses white radiation (x-rays of variable wavelength) and the diffracted 
beams are measured as spots on a photographic plate. When the plate is on the same side of 
the sample as the source of the beam, the radiation first passes through the plate and the 
diffracted beams travel back to the plate. This is called a back-reflection picture, and when 
the plate is on the opposite site of the wall it is called a transmission picture. Depending on 
the grain structure of the sample, diffraction from certain (hkl) planes causes spots (in the 
case of a single crystal) or ring patterns (polycrystalline sample) to form on the 
photographic plate, and this gives information about the texture and crystallographic 
orientation of the sample of known crystal structure with respect to the incident beam. 
Powder method: utilizes the monochromatic radiation (x-ray of fixed wavelength) 
for the determination of the crystal structure of powder samples. In this technique, the 
powder sample is placed in the center of a cylinder with a film strip running along the 
inside surface of the cylinder. The film strip intercepts a small fraction of the diffraction cone 
and produces two lines for each {hkl} set. Measuring the distance between the pairs of lines 
and knowing the film radius one may calculate the apex angle of the cone and thus, A Using 
the Bragg's law one can deduce dww. 
Diffractometer method: This method is similar to powder method in that it uses 
monochromatic x-rays. The sample used in this method can either be in the powder form, or 
bulk and single crystal form The 2# value that the diffracted beam makes with the incident 
beam is simply determined by direct measurement with an x-ray detector moving on an arc. 
The intensity of the reflected beams from the sample are measured and plotted versus 2# 
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which is measured as the detector moves on the arc. By using the Bragg's law, one can 
obtain information on the crystal structure of the sample under examination. 
3.3.6. Differential thermal analysis (DTA) 
Differential thermal analysis is a common technique used for the determination of 
phase transition temperatures and heats of reactions of metals and alloys. It is a particularly 
beneficial method in phase diagram determination. In this method, the temperature of a 
sample, compared with a thermally inert material, is recorded against time or temperature, 
as the two specimens are subjected to uniform heating or cooling. Temperature of the 
sample to be analyzed and the reference sample is continuously analyzed via thermocouples 
attached to each sample holder with the cups that contain the sample and reference. The 
reference sample to be used should be and inert material and exhibit no phase 
transformation for the temperature range at which the sample is investigated. Generally, ex-
alumina or magnesia powders are used for this purpose. Ther moco uples inserted in each 
sample holder measure the temperature difference between the sample and the reference as 
the temperature of the furnace is controlled by a temperature programmer. 
When the furnace assembly is heated at a programmed rate, the temperatures of 
both the sample and the reference material increase uniformly (note that due to thermal lags 
inherent to the system the heating and cooling rates are different for the furnace, sample 
and reference material). The furnace temperature is recorded as a function of time. If the 
sample undergoes a phase change, heat is absorbed or emitted, and a temperature 
difference, AT, between the sample and the reference is detected. Typically, the minimum 
temperature difference that can be measured by DTA is on the order of 0.01 K. [39] 
DTA gives two types of curves which either plots temperature difference as a 
function of temperature or as a function of time. During a phase transition the programmed 
temperature ramp cannot be maintained constant within the assembly owing to heat 
absorption and emission by the sample. This situation can be viewed best by considering the 
melting behavior of a pure substance where at the melting temperature the heating curve 
exhibits a thermal arrest. Upon the completion of the melting the sample temperature again 
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approaches to that of the furnace but never reaches the furnace temperature due to thermal 
lags caused by the limitations in heat transfer. Therefore the heating rate imposed within the 
sample is not constant over the entire range of the experiment [38]. 
DTA instruments are calibrated using standard reference materials whose transition 
temperatures are well characterized and in the same temperature range as the transition in 
the sample. The DTA signals vary according to the nature of the reaction taking place in the 
sample. It gives useful information on the phase transition temperatures exhibited by the 
material. The temperatures of important phase transformations can thus be determined with 
a differential thermal analyzer. 
4. Objectives 
The major objectives of this research are: 
(i) To gain an increased understanding regarding the control of microstructure 
during rapid solidification by free-jet melt spinning. In particular, the role of melt pool 
behavior is examined with respect to momentum transfer, melt pool shape stability, local 
transients due to gas entrapment and melt-feeding limitations. The value of such 
understanding is evident in the establishment of process criteria for stable ribbon formation 
and control of crystallization during glassy ribbon production. 
(ii) To examine morphological selection mechanisms and competing growth modes 
of the faceted phase at extremely low growth rates in a directionally solidified 
faceted/nonfaceted type eutectic. Particularly, the response mechanisms of the faceted 
phase is investigated with regard to the optimization of the diffusional processes. A better 
understanding as to how this response would be in terms of the growth crystallography, 
branching and spacing adjustment mechanisms, and texture formation in faceted crystals 
will be beneficial for further modeling of the solidification phenomena in most irregular 
eutectics in which the minor phase exhibits a faceted solid-liquid interface. 
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5. Scientific Approach 
5.1. Overall Strategy 
The experimental program involved the investigation of solidification 
microstructures of the melt-spun Fe-Si-B, and directionally solidified Al-Si alloys, as well as 
the determination of the phase equilibria in the Fe-rich part of the Fe-Si system. Particular 
attention was given to the effects of changing melt-pool behavior on the onset of crystal-to-
glass transition upon solidification for the former, and characterization of the growth 
morphology, crystallography, and branching mechanisms associated with the faceted silicon 
phase for the later. The order-disorder transformations in the vicinity of the melting point is 
investigated in the Fe-Si alloys. The scope of experiments reported here includes (i) the melt-
spinning of a set of Fe-Si-B alloy ribbons using a range of quench-wheel velocities, (ii) the 
directional solidification of near eutectic Al-Si alloys in a vertical Bridgman type furnace 
assembly, (iii) thermal analysis of the Fe-Si system using a differential thermal analyzer, (iv) 
the in-situ optical imaging of the melt-pool during the melt-spinning process, (v) the post 
solidification characterization of ribbon geometry, and (vi) the characterization of 
microstructure in the melt-spun Fe-Si-B ribbons and directionally solidified Al-Si alloys. 
Experimental details, concerning the test materials, solidification techniques, and analysis 
methods, are given in the sections that follow. 
5.2. Experimental System 
The experimental system used in this study consists of Fe-Si-B, Fe-Si and Al-Si 
alloys. The Fe-Si-B alloy system used in this study was Fe-10at%Si-15at%B. The 
corresponding liquidus projection and the composition of this alloy on the phase diagram is 
given in Fig.25. The alloy was prepared from its high purity constituents (99.99 % for both 
Fe and Si, and 99.9 % for B) by vacuum/ argon arc-melting on a water-cooled copper hearth. 
A total alloy charge of approximately 10 grams was produced for each subsequent melt 
spinning experiment. For the thermal analysis of Fe-Si, approximately 5 grams of alloy was 
produced using the same arc-melting facility. The Fe-Si alloy buttons produced for DTA 
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measurements were then crushed into powder form in order to accommodate the alloy into 
the DTA sample cup. Each DTA sample cup was filled with the same amount of alloy in 
powder form which is approximately 80 nig. 
Al-Si system exhibits a eutectic reaction at 577 °C, and the eutectic point lies at 12.7 
wt.% Si, as shown in the phase diagram given in Fig.26. The compositions examined in this 
study were 11, 12, 13, 14 and 15 wt.%Si. Al-Si alloys for directional solidification 
experiments were prepared from their pure constituents having purities of 99.99 % (for both 
Al and Si) in a vacuum arc-rnelter under Ar atmosphere. The arc-melted specimens were 
then solidified in a 12 mm diameter cylindrical water-cooled copper mold in the form of 
billets. These billets were then swaged to a diameter of 5 mm in order to accommodate them 
into 5.5 mm inner diameter alumina tubes. The alloy rods thus formed were remelted for 
subsequent directional solidification in a vertical Bridgman type furnace under argon 
atmosphere. 
5.3. Methods 
5.3.1. Melt Spun Fe-Si-B alloys 
Free-jet melt-spinning process was employed for the production of Fe-Si-B ribbons, 
as illustrated schematically in Fig.27. In this process, a mass of molten metal is injected onto 
a chill block of much larger thermal mass and immediately quenched. The goal in this 
process is to rapidly solidify the alloy in consideration, and obtain novel microstructures 
that are unattainable through other conventional solidification methods. The resulting 
product is ribbons of various sizes depending on the experimental facility. The ribbons 
produced by melt spinning were made from Fe-10at%Si-15at%B alloy, prepared by 
vacuum/ argon arc-melting on a water-cooled copper hearth. Each melt-spun ribbon was 
produced using a total alloy charge of approximately 10 grams, vacuum induction melted 
within the MS chamber, heated to a superheat of 100K under 3.0x10* Pa (0.3 atm) He, and 
pressure-injected through a 0.8 millimeter orifice onto a 0.3 meter diameter rotating copper 
quench wheel. An injection pressure differential of 1.7x10* Pa between the melt crucible and 
the chamber was maintained with an argon gas overpressure. Tangential wheel velocities of 
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4-40 m/ s were used, producing melt-spun ribbons nominally 1 mm in width and 0.030-0.140 
mm in thickness. 
High-speed optical imaging of the liquid metal impingement site was utilized to 
examine the influence of wheel speed on melt-pool shape and to reveal the changes in melt-
pool shape that occur during the MS process. Images were obtained with a 12-bit 640x480 
pixel CCD camera, situated with the optical axis coincident with the wheel surface and 
parallel to the axis of wheel rotation. This arrangement is illustrated in Fig.27. Fig.28 shows 
a typical image of the melt-pool obtained with this camera setup. Such images were 
recorded at 35 frames per second, using a shutter speed (exposure duration) of 2x10"4 
seconds. For the conditions used here, the typical MS "run" duration was approximately 2-
2.5 seconds, with 60-75 images being acquired for each run. Image sequences were analyzed 
for quantitative measurement of the length (lm) and height (hm) of the melt-pool, as defined 
in Fig.28. 
Both optical and scanning electron microscopy were used to observe the general 
appearance of both the free-side and wheel-side surfaces of the melt-spun ribbons. Wheel-
side surfaces were examined further using high-resolution contact-stylus profilometry. 
Ribbon thickness and its variation along the melt-spinning direction were measured using a 
mechanical micrometer. Uniformity of ribbon width was quantified through the digital 
analysis of optical images of long (0.2 to 1 meter) sections of ribbon. Internal and surface 
microstructures were investigated using optical microscopy and scanning electron 
microscopy. In addition, transmission electron microscopy and x-ray diffraction were used 
to characterize constituent phases. 
5.3.2. Directionally Solidified Al-Si alloys 
Directional solidification experiments was employed for investigating the 
microstructural evolution of the faceted silicon phase in the near eutectic Al-Si system. A 
schematic of the directional solidification apparatus is shown in Fig.29. This equipment 
consists of mainly three parts; (i) a hot zone in which the metal is kept molten in an alumina 
ampoule surrounded by controlled temperature furnace, (ii) a cold zone in the form of a 
water-cooled Ga-In-Sn liquid metal reservoir where the metal is at solid state, and (iii) 
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adiabatic region between the above mentioned regions where the solid-liquid interface lies. 
As the whole furnace and cooling assembly moves up, the solid-liquid interface in the 
stationary ampoule advances towards the direction of the movement. By employing DS 
experiments, one can independently control the two main solidification parameters, namely 
growth rate (V) and thermal gradient (G). These two parameters are coupled (affect each 
other) in a typical casting process which makes it harder for the experimentalist to 
determine which parameter controls the microstructural development. The nominal 
velocities employed during Al-Si directional solidification experiments ranged from 0.5 to 5 
}im/s, and the resulting temperature gradient with the current furnace settings was found 
to be 7.5xl()3 K/m. The experiments were interrupted when a certain growth distance was 
achieved and the alloys were quenched in a water-cooled liquid metal (Ga-In-Sn) reservoir 
at a rate of 1.7x10-? m/s. 
Microstructures of the directionally solidified samples were examined by means of 
optical and scanning electron microscopy (SEM) techniques on both the longitudinal and 
transverse cross-sections. Energy Dispersive Spectrometry (EDS) was employed for 
determining the solute (Si) distribution in the A1 phase in order to reveal the actual Al-liquid 
phase boundary before quench. The morphology of the Si phase was also examined in SEM 
by chemically removing the A1 phase using Keller's reagent with a composition of (by 
volume) 2.5% HC1,1.5% HNO3,1% HF and balance HzO. The growth crystallography of the 
Si phase was studied by means of Orientation Image Microscopy (OIM) and the Kikuchi 
patterns generated by backscattered electron diffraction were obtained from both deep 
etched and non-etched polished samples. Branching and tip splitting phenomena in the 
silicon phase are investigated on several cross-sections, separated by distances on the order 
of 5-10 microns, obtained by means of a serial milling equipment. 
6. Impact and Significance 
The formation of a solidification product during melt spinning process is to a large 
extent controlled by momentum and heat transfer processes taking place within the melt 
pool. All previous modeling focused on these two processes neglecting the importance of 
the melt-vapor interface oscillation. In this study, we have shown that this oscillation may 
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become a critical factor during microstructure formation by virtue of causing changes in the 
thermal and momentum fields within the melt pool. By taking into account the melt pool 
oscillation and a mass-balance coupled momentum transfer at high wheel-speeds , we have 
shown that a window of wheel speeds exists for the production of uniform amorphous 
ribbons. 
Two of the commercially most important casting alloys are Fe-C and Al-Si eutectics. 
In both of these alloys, the solid-liquid interfaces of the respective phases involved during 
growth exhibit faceted/nonfaceted interfaces. The solidification microstructures of Al-Si 
eutectics are controlled by the kineticallv limited faceted Si phase. As opposed to nonfaceted 
crystals where small perturbations of the interface can be driven by thermal and diffusion 
fields into conditions of unstable growth, faceted crystals tend to be stabilized by the surface 
energy. This results in a variety of different mechanisms to come into play in morphological 
selection. These selection mechanisms for faceted crystal growth are not yet fully 
understood and this work aims to gain a better understanding about the possible 
mechanisms operative during growth of faceted crystals. 
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(c) 
1 pm 
Fig.l. Different growth morphologies of Si from low to high velocities (a) angular, (b) 
flake-like, and (c) Hbrious morphologies. (Relevant scale bars are given on the left) 
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Fig.2. Free energy-composition and equilibrium phase diagram showing the range of 
compositions that a solid can form from a liquid of given composition at T with an 
associated decrease in free energy. 
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Fig.3. A film of liquid is stretched in a frame by pulling one of its edges. The specific 
surface energy is defined as the reversible work required to create a surface Wz. 
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Fig.4. (a) Free energy of the solid and liquid phases as a function of temperature, and (b) 
free energy of a crystal cluster as a function of its radius. 
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Fig.5. Different crystallographic planes grow at different rates for a given undercooling 
(or a given driving force). It is this difference that gives rise to faceted interfaces. 
However, above a certain undercooling, all planes become active during growth. 
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Fig. 6. Solid/liquid interface morphology and temperature distribution, where (a,b) and 
(c,d) represent pure metal and alloy behavior, respectively. The pair (a,c) shows 
columnar growth when heat flow is constrained along one direction. 
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Fig. 7. Steady-state boundary layer at a planar solid/liquid interface for different 
growth rates Vi and V& where Vz>Vi. 
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Fig. 8. Constituticmal undercooling in alloys. 
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9. Solute Rejection at the tip of an isolated dendrite in directional growth. 
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Fig.lO. The relationship between the Peclet number, P, and the supersaturation, n. The 
curves also show approximate solutions to the Ivantsov function I(P). 
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11. Unoptimized growth rate of a hemispherical needle for O = constant. 
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Fig.12. (a) The solution of the diffusion equation (Laplace's equation) is greatly 
simplified if the interface is assumed flat, (b) However, this assumption must be 
released for the calculation of the curvatures as a function of lamellar spacing and 
contact angles to get the value for curvature undercooling, /ITr. 
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Fig.13. A representative eutectic phase diagram and its important features used in 
the Jackson-Hunt analysis [15]. 
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Fig. 14 . Initial and final transients during directional growth. 
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Fig. 15. Analysis of perturbations at a solid/liquid interface gives information 
about the scale of the microstructure selected, whereas constitutional undercooling 
criterion is only useful in that it only predicts the onset of instability, not its scale. 
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Fig. 16. Rate of development of a perturbation at a constitutionally undercooled 
interface. 
72 
Fig. 17. Extremum and marginal stability criteria for optimized growth and 
selection. 
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dendrites 
Fig.18 . Range of stable (planar) interface morphologies for a given alloy under G>0 
condition. 
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Intehamellar spacing, A 
Fig.19. The Jackson and Hunt model gives a relationship between undercooling and 
spacing, as schematically shown in (a). Here, the competitive effects of diffusion and 
curvature are visible, (b) Undercooling versus spacing graphs at indicated velocities. 
The circles represent the extrema defined by the minimum undercooling criterion. 
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Fig.20. The solution of the diffusion equation is made possible based on the simple 
assumptions on the interface geometry and triple junction in (a) Jackson and 
Hunf s model [15], (b) Sato and Sayama's model [20], and (c) Fisher and Kurz's 
model [18] of irregular eutectic growth. 
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Spacing, A 
Fig.21. The range of stable growth for irregular eutectics. When the spacing reaches 
its extremmn value, A<, one of the lamellae ceases to grow due to increased curvature 
undercooling as a result of increased curvature. On the other hand, when the 
spacing becomes larger than the extremum value it will lead to increased solute pile-
up ahead of both phases. As a result, depressions will form in both the major and 
the minor phase. The depressions in the minor phase will eventually lead to 
branching of that phase when the spacing reaches At. 
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Fig.22. The effect of growth rate (V) and temperature gradient (G) on prevailing 
growth mechanisms and the resulting morphologies of Si classified according 
to Day and Hellawell [24] where the regions A, B and C denote 
A: Long-range diffusion between large Si particles at a planar aluminum front. 
B: Short-range diffusion between Si fibers and various plate-like morphologies 
possessing <100> texture. 
C: Short-range diffusion between Si particles containing multiple {111} twins. 
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Fig. 23. Typical morphologies exhibited by the silicon phase in an Al-13wt%Si 
alloy directionally solidified in a temperature gradient of 7.5 K/mm at velocities of 
(a) 10, (b) 50, (c) 950pm/s. These pictures show refinement of the silicon from 
flakes to fibers associated with a change in growth mode. (The Al-rich phase has 
been chemically removed) 
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Fig.24. The silicon morphology in an impurity (Sr) modified Al-Si eutectic alloy. 
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Fig.25. Liquidas projection of the Fe-Si-B ternary system. 
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Fig.26. Al-Si equilibrium phase diagram. 
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Fig.27. Arrangement of the melt spinning apparatus and subsidiary equipment for 
melt pool imaging. 
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Schematic of the DS Experiment 
Fig.28. Bridgman type of vertical directional solidification furnace assembly 
used for the study of faceted silicon growth in near eutectic Al-Si alloys at low 
rates. 
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Fig.29. Image of a typical melt-pool during melt-spinning indicating the melt-pool 
height, km, the melt-pool length, Zm, and the diameter of the incoming melt-stream, dg. 
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CHAPTER 2: UPPER-BOUND VELOCITY LIMIT FOR FREE-JET MELT SPINNING 
(A paper submitted to MaknaZs Science forwm, 2004) 
H. Meco and R.E. Napolitano 
Abstract 
The upper bound for the production of uniform amorphous ribbons during free-jet melt 
spinning is predicted by coupling a mass balance condition for the melt-pool with a simple 
boundary layer model for momentum transfer. The relationships between melt-pool length, 
ribbon thickness and wheel speed are investigated, and a criterion is developed for the onset 
of unsteady melt-pool behavior, which has previously been associated with increased 
surface roughness, porosity, and the formation of crystalline phases at high wheel speeds. 
Introduction 
Due to the very high cooling rates routinely achieved through the techniques of rapid 
solidification, these processes offer tremendous utility in the production of novel materials 
which may exhibit microstructures and properties that are unattainable through other 
methods. Indeed, the method of free-jet melt-spinning, capable of producing cooling rates of 
10&-109 K/ s [1], has shown significant promise for the production of amorphous metallic 
ribbons in a reproducible and controllable fashion. In the free-jet melt-spinning process, a 
stream of molten metal is poured or injected under pressure so that it strikes a rotating 
wheel having a tangential velocity of V*, with some incident velocity as shown in Fig.l. 
Several characteristic geometrical features, such as the length (Zm) and height (km) of the 
melt-pool, are also defined in Fig.l. Generally, bulk cooling rates increase with increasing 
wheel speed, and, for a given material and process, a minimum wheel speed can be 
identified below which crystalline phases are observed. As in all solidification processes, the 
resulting structure is controlled largely by the competition between various nucleation and 
growth mechanisms, and the melt pool behavior plays a critical role in governing local 
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solidification conditions and the ultimate ribbon microstructure. We have previously 
examined these phenomena for an FersSiioBis alloy and have observed that a specific range 
of intermediate spinning rates exists within which the melt pool remains steady, and 
uniform amorphous ribbons are produced [2]. The presence of this "window", particularly 
its upper bound, cannot be explained by the bulk cooling rate dependence on wheel speed. 
Based on our observations of crystalline phases in the ribbons, ribbon surface characteristics, 
and the time dependence of melt pool shape, it was our conclusion that local thermal 
transients arising from unsteady melt-pool behavior and the entrapment of gas at the melt-
wheel interface play a critical role in establishing these observed regimes of nucleation 
behavior. Thus, even when bulk cooling conditions are conducive to glass formation, local 
conditions may be substantially altered by melt-pool phenomena such that ribbons exhibit 
high surface roughness, porosity, and crystalline phases, which typically nucleate and grow 
near entrapped gas pockets, as shown in Fig.2. Based on these findings, it is evident that the 
reliable production of amorphous ribbons through the free-jet melt-spinning process 
requires that the process be conducted under conditions giving rise to a steady melt pool 
where the formation and entrapment of gas pockets does not occur. These conditions have 
not been well characterized or predicted. 
In our previous investigation of melt-pool behavior and the associated nucleation 
and growth phenomena that occur during the melt-spinning of Fe-Si-B alloys [2], we 
examined the onset of crystalline phase solidification that is observed at low spinning rates 
and have developed a criterion for the onset of gas entrapment and nonuniform cooling 
which gives rise to such crystal formation. Specifically, we found that the onset velocity is 
indicated by the condition where the melt-pool residence time becomes comparable to the 
low-mode natural oscillation frequencies of the melt-pool. These depend primarily on the 
fluid mass contained within the melt-pool and the liquid-vapor surface tension. Thus, it is 
the increase in melt-pool mass that accompanies decreasing wheel speed that ultimately 
causes the change in melt-pool behavior associated with the observation of crystalline 
phases below the observed lower limit In the current paper, we examine the upper velocity 
limit for reliable amorphous ribbon production and develop a simple criterion for the onset 
of gas entrapment and nonuniform cooling by considering the constraints of mass balance 
and momentum transfer within the melt pool. 
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Approach, Analysis, and Results 
We seek a criterion for the upper bound wheel velocity corresponding to a 
transition from steady to unsteady melt pool behavior. Such a criterion would predict 
the velocity for the onset of crystalline phase formation due to gas entrapment and 
nonuniform cooling conditions at the wheel surface. We employ two simple constraints. 
First, we apply a mass balance between the incoming melt-pool stream and the exiting 
ribbon to establish a relationship between ribbon thickness and wheel speed. Second we 
employ a simple 1-D method to estimate the momentum transfer at the liquid-wheel 
interface. Finally, we combine these conditions to predict the overall melt-pool 
dimensions as a function of wheel speed and examine the high velocity limit. In this 
way, we establish a wheel speed upper limit for steady melt-pool behavior and reliable 
amorphous ribbon production during melt-spinning. 
To compute the ribbon thickness, tr, as a function of wheel speed, we recognize that the 
ribbon width is constrained by the diameter, ds, of the incoming melt stream. 
Accordingly, the outgoing ribbon volume can only adjust itself through changes in 
thickness. Indeed, our measurements have shown that the ribbon width is nearly 
constant while the ribbon thickness varies greatly with wheel speed [2]. We assume that 
the density of the liquid remains constant though the melt pool region and employ a 
mass (volume) balance, yielding a ribbon thickness of 
The incoming stream velocity, T4, is computed as 
(2) 
where g is the gravitational acceleration, fz is the freefall distance after injection. Also, the 
injection velocity is given by , where is the mass of the melt, is 
the density of the melt, is the area of the injected stream, and is the injection time. 
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Thus, Eq.(l) represents our first condition and is plotted in Fig.3, for = 10g, 
= 7500kg/m^, v4;=0.50mm^, fy = 2.5s, and A = 0.04m, as appropriate for our 
previous melt-spinning of Fe-Si-B alloys [2], Measured values of ribbon thickness are 
also shown in Fig.3 for comparison, indicating that the simple mass balance condition 
provides a very good description of the ribbon thickness dependence on wheel velocity. 
We assume that the %-direction velocity, of the liquid at the upstream edge of 
the melt-pool is equal to zero for all y. We also assume a no-slip condition at the wheel 
surface. Hence, we seek a description of the momentum transfer at the wheel/melt-pool 
interface that satisfies the boundary conditions 
= and (3) 
= ^ (4) 
We simplify the problem greatly by assuming that laminar flow conditions persist 
within the melt pool and by neglecting the interaction between the velocity boundary 
and the free surface of the liquid. For the momentum transfer calculation, we also 
neglect the vertical stream velocity within the melt-pool. Finally, we consider the melt-
pool region to be comprised of a sequence of infinitely thin adjacent columns and 
compute the time-dependent velocity profile, vx(x,y), in a semi-infinite column at 
position z=y,ot, on the moving substrate (wheel) surface. For any such column, this 
velocity may be expressed as 
where f is time, v is kinematic viscosity, and y is the distance through the thickness of the 
melt. 
The solution to Eq.(5) that satisfies the boundary conditions in Eqs.(3) and (4) is 
given by 
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(6) 
where v is the kinematic viscosity. This relationship represents our second melt-pool 
condition. 
We now consider Eq.(l) and Eq,(6) together to formulate a description of the 
melt-pool shape as a function of wheel velocity. We make the assertion that the melt pool 
terminates at the location where the velocity at the melt-pool free surface is equal to the 
wheel velocity, Vx(lm,tr)~Vw. However, according to Eq.(6), this condition is only satisfied 
for y=0 (i.e. an infinitely thin ribbon). Thus, we must employ a threshold value of Vx/Vw, 
approximately equal to one, to define the terminus of the melt-pool, and solve Eq.(6) for 
the corresponding ribbon thickness. Such a calculation is plotted in Fig.4, for several 
wheel speeds and a threshold value of 0.987. These are compared with measured values 
of melt-pool length and ribbon thickness for an Fe-Si-B alloy [2], Because the liquid 
region of interest is that which is very close to the wheel, where temperatures may 
approach and decrease below the glass transition temperature, Tg, we use an adjusted 
value of the viscosity. According to the Vogel-Fulcher relationship [3], the viscosity is 
related to temperature, T, as 
^ r a y = —exp 
P r-c  
(7) 
where A, B and C are constants, and p is the density of the melt Using Tg (550'C for 
FersSiioBis) as an approximation for the prevailing temperature and using reported 
constants for a similar alloy [4], we compute the relevant viscosity to be 2x10 ^m^. 
Using this corrected viscosity and Eqs.(l) and (6), the melt-pool length was computed as 
a function of the threshold values and wheel speed. Such calculations were compared 
with experimental measurements, where it was found that the melt-pool terminus 
generally falls between the 0.98 and 0.99 threshold predictions. The curves plotted in 
Fig.4 correspond to a "best-fit" threshold of &%/y%,=0.987, where it is observed that the 
measured values of (L,fr) generally follow the computed curves. 
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To compute the expected melt-pool length, L, we substitute the ribbon thickness 
predicted from mass balance considerations (Eq.(l)) into the momentum transfer 
solution (Eq.(6)), where y=fr. Here, we employ our threshold of oyVm=0.987 and solve for 
the corresponding melt-pool length as a function of the wheel velocity. The results are 
plotted in Fig.5. Also shown are the calculations for ^yVn,=0.98 and Dyy«,=0.99. 
We now examine the high-velocity limit in order to establish a criterion for 
unsteady melt-pool behavior and the associated onset of crystalline phase formation. A 
schematic of the melt-pool variation with wheel speed is shown in Fig.6. The volume-
constrained ribbon thickness and the momentum constrained melt-pool length are 
indicated in the figure. While the momentum boundary layer flattens out considerably 
with increasing wheel speed, the melt-pool length decreases due to the decreasing 
ribbon thickness, as plotted in Fig.5. We now assume that the upper bound to steady 
melt-pool behavior is indicated by the condition where the melt-pool terminus coincides 
with the edge of the incoming stream, totally eliminating the triangular "foot-like" 
region, where 
L = <4 (8) 
Accordingly, we examine Fig.5, noting that the upper bound we seek is given by the 
velocity at which the volume/ momentum constrained melt-pool length is equal to the 
diameter of the incoming stream, ds. The calculations plotted suggest that the high-
velocity limit is reached in the vicinity of 50 m/s. This upper-bound corresponds 
reasonably well with our previous experiments. Additional experimentation is required, 
however, for more independent and general validation. 
Summary 
A mass balance constraint is coupled with a simple boundary-layer momentum transfer 
approach to develop a condition for the upper velocity limit for steady melt-pool 
behavior and reproducible amorphous ribbon production during free-jet melt spinning. 
The estimated high velocity limit corresponds to increased wheel-side surface 
roughness, porosity, and the nucleation of crystalline phases on entrapped gas pockets, 
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observed previously in an Fe-Si-B alloy[2]. Based on the analysis presented here, the 
unsteady behavior and gas entrapment observed can be attributed to insufficient feeding 
volume, for the given incoming stream diameter. Based on our result, the predicted 
onset wheel speed can be increased (extending the "window" of steady melt-pool 
behavior to higher wheel speeds) by increasing the injection stream velocity or 
decreasing the injection stream diameter. 
Acknowledgements 
This work was performed under the Solidification Science focus area within the Ames 
Laboratory Materials and Engineering Physics Program and was made possible by 
support from the Division of Materials Science, Basic Energy Sciences, Office of Science, 
U.S. Department of Energy, under Contract No. W7405-Eng-82. 
References 
[1] H. Jones, Rapid Solidification of Metals and Alloys, The Institute of Metals, London 
1980. 
[2] R.E. Napolitano and H. Meco, MetaZZ. and Mater. Trans. A, 35A (2004) 1539. 
[3] H. Chiriac, M. Tomut and M. Grigorica, /. Non-Cryst. Sol, 205-207 (1996) 504. 
[4] K. Takeshita and P H. Shingu, Trans, /ap. insf. MefaZs, 24 (1983) 529. 
92 
Fig.l. Image of a typical melt-pool during melt-spinning indicating the melt-pool 
height, km, the melt-pool length, Zm, and the diameter of the incoming melt-stream, dg. 
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Fig.2. Microstructures on axial cross-sections and wheel-side surface images of ribbons 
melt-spun at wheel speeds of (a,d) 7.5 m/s, (b,e) 20 m/ s, and (c,f) 40 m/s. The spinning 
direction is horizontal for (a-c) and vertical for (d-f). The wheel-side surface images (d, 
e and f) have the same magnification.. 
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Fig.3. The wheel velocity dependence of ribbon thickness, computed using Eq.(l). 
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CHAPTER 3: LIQUIDUS AND SOLIDUS BOUNDARIES IN THE VICINITY OF 
ORDER-DISORDER TRANSITIONS IN THE Fe-Si SYSTEM 
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Abstract 
Differential thermal analysis (DTA) is used for liquidas and solidus measurements in binary 
Fe-Si alloys. The heating-rate and composition dependence of the DTA response is 
quantified, and we report phase boundaries that differ considerably from previous reports. 
Implications of A2/B2 ordering and thermodynamic treatments are discussed. 
Introduction 
Due to the technological importance arising from the interesting electronic and 
magnetic properties of Fe-Si alloys, phase equilibria in this system have been studied over 
the full range of composition [1-4] with particular attention paid to the Fe-rich portion of the 
phase diagram [5-23]. In the range from 0 to 30 at% Si, the exhibited solid phases include a 
bcc phase (a ) with a wide range of stability, which becomes ferromagnetic at low 
temperatures, an fee phase (y) that is stable over limited temperatures and compositions 
(i.e. a "y-loop"), and two ordered phases of DOs (#, ) and B2 ( a, ) structure. Of note here is 
that the stability of each of these ordered phases has been shown to extend to relatively high 
temperature [14-17, 24-25], but considerable uncertainty remains with respect to the 
equilibria between the ordered phases and the liquid phase. Specifically, the question 
remains as to whether the ordered solids remain stable until melting or whether disordering 
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occurs below the solidus. Indeed, accurate determination of the shape of the liquidus 
between 17 and 25 at% Si requires the resolution of this issue. 
Early work in this area has been summarized by Rosier [20], who classified the 
previously reported phase diagrams based on four distinct features. The four categories 
(illustrated in Fig.2 of Ref. 20) are characterized by (i) a peritectic reaction at approximately 
20 at.% Si and 1250°C given (on cooling) as Z, + a —> ; (4 the subsolidus disordering of 
the at, where the solid-liquid equilibrium involves the disordered a phase; (iii) the two-
phase coexistence of a with ax as well as a, with a2 ; and (iv) a peritectic reaction as in (i) 
with the lower temperature transition on cooling from a2 to ax. Based on these prior 
reports as well as additional experimental and theoretical work [5-16], an assessment was 
made by Koster, showing stability of the two ordered phases extending completely up to the 
relevant solidus curves, as shown in Fig.l [20]. Moreover, Koster's phase diagram exhibits 
two-phase fields for both the A2/B2 and 62/ DO5 equilibria, with solvus boundaries that 
terminate at peritectic invariants at 1302°C and 1250°C, respectively. While Fig.l shows that 
Koster's assessment is supported by considerable experimental data [11-17], the phase 
diagram indicates that both ordering reactions are first order transitions, with significant 
chemical partitioning. Substantial evidence has subsequently been reported, however, 
which indicates that both of these ordering reactions are second order transitions [15,16,18], 
Accordingly, current assessments of the phase diagram show a single continuous liquidus 
and solidus extending down to the eutectic at approximately 1194°C, as shown in Fig.2 [2]. 
Here, the A2/B2 and B2/DO3 phase boundaries indicate a maximum in d%/dT, where % is 
an order parameter and T is temperature. 
With convincing evidence that the A2/B2 and B2/DO3 transitions are, indeed, 
second order and also with experimental data indicating discontinuous liquidus and solidus 
curves, this portion of the phase diagram remains unclear. In the current paper, we report 
on a set of differential thermal analysis (DTA) measurements, aimed at accurate 
determination of the liquidus and solidus in the Fe-rich portion of the phase diagram, 
perhaps providing some clarification regarding the influence of ordering on these phase 
boundaries. 
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Experiments 
Binary Fe-Si alloys of compositions from 5 to 30 at% Si were prepared from their 
high purity (99.99 at.% Fe and 99.999 at.% Si) constituents. Specimens were arc-melted on a 
water-cooled copper hearth and crushed into powder. For each composition tested, 
approximately 80 mg of alloy powder was placed in an alumina crucible (2 mm inner 
diameter x 5 mm height) for differential thermal analysis (DTA). 
All DTA experiments were conducted under a high purity argon atmosphere, which 
was passed through an 850 K chamber equipped with a zirconium oxygen getter. Unless 
otherwise stated, all measurements were made during heating at a rate of 10 K/min. Prior to 
each measurement reported here, one cycle of heating to the liquid phase followed by 
cooling to 500°C was conducted to ensure the best possible thermal contact between the 
specimen and the crucible. 
Results and Discussion 
At least two DTA measurements were performed for each composition examined, 
and example traces are shown in Fig.3. The corresponding phase transition temperatures are 
listed in Table I. To quantify and compensate for the error introduced into the DTA signal 
due to the time dependent nature of heat transfer between different components of the DTA 
assembly (i.e. the sample, alumina cup, thermocouple, and furnace wall), the variation in 
the DTA response was measured as a function of the heating rate. Using a single specimen 
of Fe-22.5at%Si and heating rates from 2.5 to 100 K/min, liquidus and solidus temperature 
measurements were made, as plotted in Fig.4. The equilibrium phase boundary is the one 
that would be observed under conditions of an infinitely low heating rate. Therefore, the 
data in Fig.4 are used to determine the temperature offsets for the liquidus ) and 
solidus ), associated with increasing the heating rate from an ideal rate of 0 K/min to 
the rate of 10 K/min, used for the experiments reported in Table I. 
The relationship between the heating rate and the associated DTA signal offset for 
the liquidus was determined analytically by Boettinger and Kattner [26] to be 
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KI'S,t=AL4a, (1) 
where is a constant that depends on the (i) thermal masses of the specimen and specimen 
cup, (ii) the heat transfer properties between the sample and the cup and between the cup 
and the DTA chamber walls, and (iii) the latent heat associated with the transformation in 
question. Using eq.(l) and the data plotted in Fig.4, the value of the constant, A1, was 
determined to be 0.1976 s1/2K'-/2. The corresponding fit is plotted in the figure as well. 
Recognizing that all of the data plotted in Fig.4 were measured using the Fe-22.5 
at.% Si specimen, we note that the heating rate dependence quantified above is only 
applicable for this particular composition. Specifically, the constant, A1, is given by 
^ = 
) (2) 
where m is the mass, Cp is the heat capacity, U,j is a heat transfer time constant, L is the latent 
heat for the transition, and where Tu and Ti are the upper and lower boundaries of two-
phase coexistence (e.g. the liquidus and solidus for a melting reaction) [26]. The subscripts 
indicate the specimen (S), the cup (Ç), and the DTA wall (TY). Here we see that the 
composition dependence lies solely in the latent heat. Generally, we can write this as 
L(XS, Ml-Xs )hH°f + X„,KH'f + A) - AH* (Xs, ) (3) 
where and Affy^' are the latent heats of fusion for pure Fe and Si, respectively [27]. 
A/f^ is the enthalpy of mixing for liquid phase, and Aff^ is the enthalpy of mixing for 
the solid solution. For the latent heat calculation, we assume the excess Gibbs free energy of 
the liquid and solid solution phases to be given by 
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3 
Cg = XF,XSi £ % (XF, - Xs, Y and (4) 
2 
C£c = XFtXs,Y, JLicc2J*2(XFe-XS,Y , (5) 
respectively, where the L, coefficients are given in Ref [4]. Subtracting the temperature 
dependent terms, which are all linear, we employ this treatment to compute the excess 
enthalpy for each phase, as a function of composition. The latent heat is then computed 
from eq.(3), as plotted in Fig.5. Finally, eqs. (1-5) are combined to compute the composition 
dependence of the DTA signal offset for the liquidus over the relevant range of composition, 
as plotted in Fig.6, where the measured onset and peak temperatures were used for Ti and 
Tu in eq.(2) . 
The above correction applies to the determination of the liquidus temperature from 
the peak temperature in the DTA trace. The measured solidus temperature, taken as the 
onset of melting during heating in the DTA experiment, is also heating rate dependent. 
Indeed, for any positive heating rate, the onset temperature, indicated by the intersection of 
the extrapolated subsolidus and supersolidus temperature-time curves, will be higher than 
the equilibrium solidus temperature. The relevant temperature offset has been determined 
analytically by Boettinger and Kattner [26] to be 
A7^=v4'e, (6) 
where 
(7) 
Here, the time constants, are the same as in eq.(2) and is the ratio between the mass-
weighted heat capacity of the sample and that of the cup, 
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(8) 
Using eq.(6), the equilibrium solidus temperature for Fe-22.5 at.% Si was determined from 
Fig.4 by extrapolating to a heating rate of zero. The constant ^ was determined to be 21.23 
s, and the corresponding fit is plotted with the measurements in Fig.4. Thus, the solidus 
signal offset was found to be 3.54 for a rate of 10K/min and, since the latent heat does not 
appear in eq.(7), it does not exhibit the composition dependence observed in the liquidus 
offset. 
Applying these adjustments to the measured transition temperatures, the heating-
rate-compensated liquidus and solidus measurements are plotted in Fig.7. These corrected 
data are also listed in Table I. It is evident in Fig.7 that the ordering reaction has a strong 
influence on the liquidus and solidus curves. Based on the temperature dependence of the 
diffracted neutron intensity, Inden and Pitsch [24] reported that the alloy of 23.5 at.% Si is 
ordered up to its melting point. The unusual behavior in both the liquidus and the solidus 
curves, within the composition range from 20 to 25 at.% Si, however, provides compelling 
evidence that the solid phases are neither completely ordered nor completely disordered at 
the onset of melting. Thus, the ordering transitions appear to occur over a range of 
temperature that includes the two-phase region bounded by the solidus and liquidus. 
Indeed, the slopes of both the liquidus and solidus curves become less negative over this 
range, indicating a shift in relative stability that favors the solid phase. This is expected in 
the case where the progress of the ordering transition gradually lowers the Gibbs free energy 
of the solid phase on cooling through the two-phase region. 
To examine the influence of ordering on the liquidus and solidus curves, we employ 
a thermodynamic model for the relevant phases, based on Sundman and Agren's model 
[28], where they described the Gibbs free energy for an ordered binary phase with two 
sublattices that exhibits substitutional deviation from stoichiometry as 
G* = SJA+y'y,G°, + yaffil + y,y"fil, 
+a,RT[y'A in(y'A) + y'B Hy't)\+Hy'Mf, + G% (9) 
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where and are the Gibbs free energies of formation of pure A and B, respectively, 
and are equal to the Gibbs free energy of formation of the compound AB (see 
Table II), and R is the ideal gas constant. The fraction of substitutional sites in the 1* and 2^ 
sublattices are given by and % are, respectively. Both are equal to 0.5 for our treatment of 
the A2 and B2 phases. The parameters, y\ and y" are the ith species site occupancy fractions 
for the 1st and 2nd sublattices, respectively. Thus, fully occupied sublattices require that 
fx + f a = 1 and yx+yg=l, (10) 
and the site occupancies are related to the overall composition as 
^ + ^ fx = 4fa + ^ zfl - (11) 
The excess Gibbs free energy for the ordering phase, <j), is defined as 
^ (fx - fa (fx + f I ) 
.7=0 
+fxfa 
' _ } = 0 
+fxfafxfl^ 
Z (f% - f% X (^ + fa ) (12) 
where ,, are linear combinations of the temperature-dependent coefficients as described 
in Table II [4]. Here, the subscripts w and D denote species on each of the two sublattices, 
where species sharing a sublattice are separated by a colon. 
To describe the A2-B2 transition, we approximate the Bragg-Williams model for 
ordering and defined an order parameter, dependent on temperature as 
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% = 1.5 1 
V Tcj 
.0.42 
+ 0.5 1 
V TcJ 
1 - -
v TcJ 
(13) 
where the critical temperature, Tc, is composition dependent, 
( 1  "  ( 1  "  2 Z ,  
7=0 
(14) 
and nio=9825.6, ?«j=2515.2, mz—112.5, and wi=-4292.3 [23]. We further assume a linear 
relationship between t] and the site occupancy fractions y\ and y", 
fx = + ^d =%^(1-^) / (15) 
where the occupancies for the other component are given by eqs.(10) and (15). 
We are interested here only in the behavior of the liquidus and solidus. Accordingly, 
we describe Gxs for the solid phase, relative to the liquid phase and make no attempt to 
quantify each phase independently. The experimental data presented in Table I were used 
to determine the coefficients for the quantity G% - Gxs, based on the described formulation. 
The results are given in Table III, and the corresponding region of the Fe-Si phase diagram 
is shown in Fig.7. We note that our liquidus and solidus boundaries are substantially 
different from those reported by Chart [2], and Lacaze and Sundman [4]. This may be 
attributed to our careful treatment of the DTA response with respect to its heating rate and 
composition dependence. We also note a that our liquidus and solidus curves exhibit a 
behavior similar to that reported by Ubelacker [6] and Koster [20], indicating that the 
melting behavior is severely influenced by the progression of the second order A2-B2 
transition in this temperature and composition range. While similar treatments have been 
used to compute the phase diagram locations of the A2-B2 and B2-DOs transitions with 
reasonable accuracy, the described thermodynamic treatment provides only a qualitative 
description of the influence of the ordering transition on the solid-liquid equilibrium. 
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Conclusions 
The solidus and liquidus phase boundaries in the Fe-rich portion of the Fe-Si phase 
diagram were measured experimentally using a differential thermal analyzer. The 
composition and heating-rate dependence were carefully quantified and the compensated 
results differ substantially from previous reports, even in the region far from any ordering 
reaction. 
DTA measurements reveal a significant shift in the solidus and liquidus curves in 
the range between 20 and 25 at% Si, suggesting that the A2/B2 (and perhaps B2/DO3) 
ordering transition occurs in large part through the two-phase temperature range. 
Because of the strong influence of the ordering transitions on the solidus and 
liquidus boundaries, it is clear that a more sophisticated thermodynamic treatment of the 
ordering transition is required for accurate assessment of the phase diagram in range from 
20 to 35 at% Si. 
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Table I. Experimentally determined solidus and liquidus temperatures, showing raw and 
heating-rate-compensated data. 
Composition DTA Signal ("C) Corrected fC) 
(at.% Si) Tcurie TB2/DQ3 Tsol Tliq TSol Tliq 
5 754 1506.2 1522.6 1502.7 1513.0 
7.5 735 1467.8 1492.0 1464.3 1482.2 
10 711 1435.3 1470.2 1431.8 1460.3 
12.5 690 1406.1 1448.0 1402.6 1437.9 
15 661 1358.4 1414.9 1354.9 1404.7 
17.5 633 975 1313.4 1376.7 1309.9 1366.3 
20 602 1125 1287.5 1337.8 1284.0 1327.2 
21.5 592 1188.9 1269.9 1288.0 1266.4 1277.4 
22.5 592 1206 1268.5 1284.4 1265.0 1273.7 
23.5 574.0 1257.9 1274.5 1254.4 1263.7 
25 566 1254.7 1270.4 1251.2 1259.6 
27.5 494 1222.6 1247.7 1219.1 1236.8 
30 1205.1 1225.7 1201.6 1214.7 
Table H Coefficients describing the ordered bcc phase [4] (listed here due to error in Table 
IV of Ref. [4]). 
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Table III. Coefficients for the excess Gibbs free energy of the solid phase with respect to the 
liquid phase (see eq.12) 
G4W J J __ ' T hcc Uq 
i 
(Ref. [4]) (Present) 
rp 0 r1 rp 0 r1 
0 136625.6 -303573 135345 -30.25 
1 -11544 21.523 -11760 27.8 
2 22711.54 -2207 22711.5 -28.5 
3 -9695.8 0 -9773.97 -2.8 
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Fig. 5. Latent heat of melting calculated using eqs. (4) and (5) and the coefficients in 
Table 2. [4]. 
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CHAPTER 4: BRANCHING MECHANISMS AND ARRAY EVOLUTION DURING 
FACETED PRIMARY SILICON GROWTH IN HYPEREUTECTIC Al-Si ALLOYS 
(A paper to be submitted to Acfa MaknaZia) 
H. Meco, C. Jung and R. E. Napolitano 
Department of Materials Science and Engineering, and 
Materials and Engineering Physics Program, 
Ames Laboratory, U.S. Department of Energy, 
Iowa State University, Ames Iowa 
Abstract: 
Primary silicon array evolution in directionally solidified Al-13wt%Si alloys are 
investigated with regard to the branching mechanisms operative during the formation of 
<100> textured grains. It was found that spacing adjustment of faceted twinned silicon 
"dendrites" that make up these textured grains is facilitated in a similar manner to that 
observed in nonfaceted dendritic growth of metals where tip splitting, secondary and 
tertiary arm formation are possible means of lateral propagation. Accordingly, for more 
efficient solute redistribution, the faceted dendrites of silicon optimize their spacing by 
forming new side plates via a {210} type twinning mechanism operative at the trunk of die 
dendrite-like structure. Formation of new silicon dendrites is due to a tip-splitting and also 
branching phenomenon. Annihilation or creation of new side plates observed on the sample 
cross-sections taken at regular intervals suggest a diffusion controlled morphological 
selection process. 
Introduction: 
Eutectic Al-Si alloys exhibit a variety of growth morphologies that give rise to a wide 
range of complex microstructures for which the formation mechanisms are not well-
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understood. Due to the faceted and non-faceted nature of the solid-liquid interfaces of the 
respective phases involved during growth, the final microstructure exhibits an irregular 
eutectic morphology. Typical directional solidification microstructures of unmodified Al-Si 
eu tec tics are shown in Fig. l where Si morphology changes from angular to flake-like and 
finally to fibrous morphology with increasing growth rates. Because of this significant 
variation in microstructure and their commercial importance, irregular eutectics, most 
important of which are Al-Si and Fe-C, have received much attention regarding their 
solidification characteristics. Numerous articles, particularly on the theoretical treatment of 
the interfacial evolution and branching of the faceted phase, have been published [1-6]. 
Regular eutectic growth, on the other hand, is due to the presence of non-faceted 
growth interfaces at the solid-liquid front of the two phases. This gives rise to cooperative 
growth of the two phases at an isothermal interface governed by the capillarity and solute 
transport processes as modeled by Jackson and Hunt [7], Accordingly, in a regular eutectic, 
spacing can adjust itself simply by utilizing certain fault mechanisms or by branching in a 
relatively random fashion due to less pronounced growth anisotropy [8-11]. Unlike regular 
eutectic growth, irregular eutectic growth is dictated by the highly anisotropic growth 
kinetics of the leading faceted phase. As a result of this anisotropy, growth of the faceted 
phase is limited in certain crystallographic orientations. Due to these kinetic limitations, 
growth is assisted by other mechanisms such as layer growth at crystal imperfections, such 
as twin boundary grooves or screw dislocations. At even higher growth rates, the 
silicon/liquid interface cannot keep up with the imposed growth rate, and consequently, 
growth occurs at higher undercoolings. This leads to a change in the growth mode of silicon, 
so that all crystallographic planes become active during growth and the interface grows in 
an isotropic manner [12]. The resulting microstructure consists of fibrous silicon in 
aluminum matrix. This growth mode transition is termed as modi/icafioM. Another 
growth mode transition in Al-Si eutectics is due to the addition of trace amounts of impurity 
elements such as Na, Sr and Ca to form a fibrous-like silicon morphology even at moderate 
growth rates. This phenomenon is referred to as mzpwnfy modi/kafioM, and occurs as a result 
of twin-plane reentrant edge formation via poisoning of the atomic attachment sites in 
silicon by the above mentioned impurity elements. 
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These two growth mode transitions facilitate branching of silicon along relatively 
random crystallographic directions. This way, silicon phase can respond to the changing 
local solidification conditions and optimize its diffusion field by continuous spacing 
adjustments via branching at a relatively random fashion due to isotropic growth by virtue 
of the nonfaceted silicon interface (in the case of quench modification) or a twin plane 
reentrant edge mechanism (in the case of impurity modification). For these two growth 
modes, the directions along which new branches form is largely dictated by the diffusive 
fields ahead of the growth front. Whereas in normal silicon growth, TPRE or isotropic 
growth mechanisms are not accessible, and silicon has to adopt other mechanisms in order 
to optimize its growth. 
The authors' previous work [15-16] gave insight regarding the silicon morphology 
that form at low growth rates. As the G/V ratio is increased above approximately 103 
sK/ mm2, the randomly oriented plate morphology is replaced by the angular star-shaped 
rod morphology, as shown in Fig. 1(a). This morphology shows a strong <100> texture. The 
angular star-shaped rods typically comprise long plates which extend radially from a 
central core along <100> directions, as shown in Fig. 1(b). The number of side plates 
emanating from a single core is typically eight but particles having more or less than eight 
sideplates are also common. The formation of sideplates in the star-shaped silicon rods is 
associated with a substantial amount of twinning about {210} planes at the core, as shown in 
Fig. 1(b). The distinct secondary plate morphology of the angular silicon arrays are also 
evident near the growth front, as shown in Fig.l(c), where chemical etching reveals the tips 
of several star-shaped growth features. The detailed view in Fig.l(d) shows the faceted 
nature of the side plates, where the leading edge of each side plate is comprised of two {111} 
planes that intersect along a <110> direction. 
The regions that contain textured star-shaped silicon particles grow from the regions 
of randomly oriented silicon as continuous domains. Accordingly, the domains containing 
angular silicon having a strong <001 > texture develop over a finite growth distance, and 
these domains spread laterally across the specimen at a relatively high rate. This growth 
distance decreases as the velocity is increased. Typically, for the samples grown at 0.5 and 
1.0 microns/sec, the whole sample cross-section is covered by textured star-like silicon 
structures at distances of 60 and 40 mm, respectively, as shown in Fig.2(a) and (b). Fig.3 
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shows one such sample cross-section and the associated textured and randomly oriented 
silicon regions. 
The textured domain not only shares a common <100> direction but also a common 
in-plane secondary orientation. In other words, the whole domain consists of a single grain. 
This characteristic suggests that the star-shaped structures propagate in a manner similar to 
the lateral growth of a nonfaceted dendritic crystal by secondary or tertiary branching. The 
generation of new central cores indicates the operation of a low-undercooling mechanism. 
Spacing adjustment is facilitated by the annihilation of the existing star-shaped rods or by 
branching of the new ones from the side plates of the existing angular silicon rods. This 
indicates that twinning assisted branching plays an important: role during the selection of 
the textured morphology. In this study, we offer observations regarding possible branching 
and spacing adjustment mechanisms exhibited by silicon "dendrites" during the 
development of these textured grains. 
Experimental: 
Al-Si alloys for directional solidification experiments were prepared from their pure 
constituents (at 99.99 wt.% ) in a vacuum arc-melter under Ar atmosphere. The arc-melted 
specimens were then solidified in a 12 mm diameter cylindrical water-cooled copper mold 
in the form of billets. These billets were then swaged to a diameter of 5 mm in order to 
accommodate them into 5.5 mm inner diameter alumina tubes. The alloy rods thus formed 
were remelted for subsequent directional solidification in a vertical Bridgman type furnace 
under argon atmosphere. The nominal velocities employed ranged from 0.5 to 5 jim/ s, and 
the resulting temperature gradient with the current furnace settings was found to be 7.5x103 
K/ m. The experiments were interrupted when approximately 80 mm of growth distance is 
achieved and the alloys were quenched in a water-cooled liquid metal (Ga-In-Sn) reservoir 
at a rate of 1.7x10-2 m/s. 
Microstructures of the directionally solidified samples were examined by means of 
optical and scanning electron microscopy (SEM) techniques on both the longitudinal and 
transverse cross-sections. Serial sections from the cross-sections of directionally solidified 
samples were taken at regular intervals of 10 microns or more. Microstructures from serially 
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sectioned sample cross-sections were photographed using an optical microscope without 
etching. The morphology of the Si phase was also examined in SEM by chemically removing 
the A1 phase using Kelle/s reagent with a composition of (by volume) 2.5% HC1, 1.5% 
HNO3,1% HF and balance HzO. 
Both the primary and eutectic spacing were measured by determining the distance 
between the centers of primary silicon dendrites for the former, and by line intercept 
method for the later. The order of the primary array at various distances from initial growth 
interface was quantified by using a minimum spanning tree algorithm. 
Results and Discussion: 
The star-shaped silicon consists of side plates that join in a central stem. A closer 
look at this structure reveals that the morphology of a star-shaped silicon resembles that of a 
dendrite of a metal that exhibits nonfaceted growth interface., as shown in Fig.1(d). The side 
plates are analogous to the secondary branches of a dendrite. Spacing adjustment can be 
facilitated in a number of ways, such as (i) by the formation of new primary trunks as a 
result of tip splitting, (ii) new primary arm formation from a secondary branch, (iii) by 
tertiary branching from the side plates to keep up with the solute redistribution at the 
growth front, and (iv) by lateral position changes of the growing "dendritic" tip. The 
microsturtural evidence shows that there are several tertiary branches on the side plates of a 
typical star-shaped structure, as reported earlier [16-17]. These tertiary branches are an 
essential feature of these structures as they provide efficient solute dissipation. 
Tip-splitting phenomenon during dendritic growth of silicon crystals was observed 
on serial cross-sections of directionally solidified Al-Si eutectic as shown in Fig.4 and 5. 
These cross-sections are separated form each other by a nominal distance of 10 microns. Tip 
splitting is also schematically depicted in Fig.6. Accordingly, the tip of the silicon dendrite 
ceases to grow and then possibly occluded by aluminum phase. Creation, annihilation and 
progression of new side branches are also observed along the growth length. The position 
maps of the silicon dendrite cores, determined at different cross-sections, reveals that the 
tips of the silicon dendrites tend to migrate towards seemingly more spacious regions in 
terms of silicon phase fraction, as shown in Fig.7(a). The mean edge length, shown in 
122 
Fig.7(b), is calculated cross-sections taken at increasing relative distances from the initial 
interface. The increase in mean edge length is a measure increase in array ordering, which 
is a further evidence for diffusive optimization via spacing adjustment during growth. 
These regions with a relatively low silicon phase fraction are indicative of solute-rich 
regions. The diffusive optimization process is constantly carried out through this type of 
"tip migration" process at the growth front. 
Decreasing the alloy composition to 11 wt.% Si results in an increasingly connected 
angular silicon morphology until individual primary structures are indistinguishable and 
interface assumes a more eutectic character, as shown in Fig.8. Fig.8 also shows star-shaped 
silicon having less than 8 side-branches. This is further evidence that supports our 
contention that the side branch formation is a mechanism for more efficient solute 
redistribution at the interface. 
The primary and eutectic spacing measurements obtained from samples prepared at 
different directional solidification velocities are plotted in Fig.9. Primary spacings are 
obtained by measuring the distance between the centers of individual star-like features on 
transverse cross-sections. At least 20 such measurements were made and the primary 
spacing is calculated by taking the arithmetic mean of such measurements. Eutectic 
spacings, on the other hand, were measured using the line intercept method where the 
number of flakes that cross a probe line is counted. Spacing is simply the ratio between the 
probe line length and the number of such counts. These measurements show that A2V=const. 
type of relationship is also valid for the primary spacing of star-like silicon particles. As 
expected, eutectic spacing also obeys this type of relationship. This result suggests a strong 
diffusive coupling between individual envelopes that contain star-like silicon and 
aluminum phases. The growth of primary silicon arrays indicates a diffusive coupling 
similar to that observed in cellular growth rather than a dendrite behavior which exhibits a 
loose diffusive coupling. 
The so-called "cells" in this case are comprised of star-like silicon enveloped by 
aluminum phase and this structure can be thought to grow as an array shown schematically 
in Fig.10. Cellular growth implies that there exist considerable concentration gradients in 
the intercellular region. Based on the assumption that growth of the silicon arrays are 
similar to cellular growth of a single phase, we should expect to see considerable 
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concentration gradients at the "intercellular" region. For this purpose, the concentration at 
the intercellular region is measured via energy dispersive spectroscopy. Our preliminary 
results show no detectable concentration differences. This is due to the difficulty of 
obtaining a reliable concentration data in the two phase quenched liquid. Moreover, in 
order to accurately model the growth of angular silicon, one has to define supersaturation 
and distribution coefficient for the two-phase assembly. Furthermore, a better 
understanding of the role of twinning is required to model branching and spacing 
adjustment mechanisms. A quantitative model should incorporate all these effects. 
Conclusions 
Morphological selection establishes relatively early during growth and it is aided by 
twinning assisted branching. The formation of side-branches helps relieve the radial 
supersaturation, and the dissipation of solute becomes more efficient as side plates extend 
radially from the central rods. Additional branches are observed to grow towards regions 
where silicon phase fraction is relatively low. This indicates a diffusion optimization 
governed by branching into regions of high supersaturation. Another mechanism of 
morphological adjustment involves tertiary branching from the side plates. These branches 
are generally in the form of a regular array of vanes emanating from one or both sides of a 
side plate. Primary spacing measurements show that X2V=const relationship characteristic of 
cellular growth holds. This result also suggests a diffusive coupling between star-like 
structures and agrees with our previous conclusion. The order in silicon dendrite arrays are 
observed to increase during the growth process and this offers further evidence of spacing 
adjustment for the optimization of solute diffusion. 
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Fig.l. (a) and (b) Morphology of the textured array of silicon observed after 
directional solidification (G=7.5 K/mm) at 0.5 pm/ s. (c) and (d) The structure of 
the star-shaped angular silicon rods revealed after chemical removal of the 
surrounding quenched liquid (G=7.5 K/mm) at 0.92 pm/s. 
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Fig.2. <100> texture evolution during directional solidification (G=7.5 K/mm) (a) 
at 0.5 pm/ s, and (b) at 0.92 pm/s. Maps of the regions of angular rod domain. The 
sample solidified at 0.5 pm/s exhibits multiple grains each with a different in plane 
secondary orientation. The sample shown in (b) on the other hand shows a second 
orientation only in the initial stages. 
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Fig.3. Development of textured angular silicon domains at the early stage s 
growth. The boundary separating textured and randomly oriented silicon 
structures are separated by the dotted curve. 
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Fig. 4. Formation of a new star-shaped angular silicon by splitting of the core structure. 
The silicon dendrite that undergoes tip splitting is encircled. The microstructures are 
from cross-sections perpendicular to the growth direction and are 10 microns apart. 
Relative elevation, Z, increases along the growth direction. 
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Fig.5. Formation of a new silicon "dendrite" marked with the white circle. 
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Fig.6. Schematic of the tip splitting process in star-shaped silicon features. 
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Fig.7. (a) Relative positions of primary silicon "dendrite" cores as determined on 
sequential sample cross-sections taken at increasing growth distance Z (indicated 
in microns) and the corresponding MST map. (b) Mean edge length as determined 
by MST calculations. 
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Fig.8. Transverse cross-section of Al-11 wt.%Si directionally solidified at V = 1.0 jim/s. 
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Abstract 
The influence of melt-pool behavior on the competition between nucleation of 
crystalline solidification products and glass formation is examined for an Fe-Si-B alloy. 
High-speed imaging of the melt-pool, analysis of ribbon microstructure, and measurement 
of ribbon geometry and surface character all indicate upper and lower limits for melt-
spinning rates for which fully amorphous ribbons can be achieved. Comparison of the 
relevant time scales reveals that surface-controlled melt-pool oscillation may be the 
dominant factor governing the onset of unsteady thermal conditions accompanied by 
varying amounts of crystalline nucleation observed near the lower limit. At high rates, the 
influence of these oscillations is minimal due to very short melt-pool residence times. 
However, microstructural evidence suggests that the entrapment of gas pockets at the 
wheel-metal interface may play a critical role in establishing the upper rate limit. An 
observed transition in wheel-side surface character with increasing melt-spinning rate 
supports this contention. 
1.0 Introduction 
The techniques of rapid solidification continue to be of central interest because of their 
utility in producing materials with microstructures and properties unattainable through 
other methods. Accordingly, the literature contains numerous reports of ultra-refined 
microstructures^, growth mode transitions?, anomalous solubility^, and the presence of 
metastable phases*, all achieved through these methods. More generally, the conditions 
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which prevail during a process such as melt-spinning (MS) offer an opportunity to study 
various mechanisms of alloy solidification at the high-rate extreme. Of course, the careful 
experimental study of solidification dynamics is impeded by a generally poor 
understanding of the local conditions that exist within the melt-pool. Such difficulties 
highlight the demand for modeling tools capable of handling the complex problems of heat 
transfer, fluid flow, and interfacial behavior that dominate the melt-spinning process. 
Indeed, as our ability to predict the local thermal conditions improves, the kinetics of the 
operative nucleation and growth processes can be better quantified. Because of the 
interdependence between local conditions and microstructural dynamics, the investigation 
of nucleation and growth during melt-spinning not only serves to enhance our 
understanding of solidification dynamics, but may also provide a means to better 
understand the evolution of local conditions within the melt-pool. It is in this iterative sense 
that the current observations and interpretations of melt-spun structures are offered. The Fe-
Si-B system is employed for the experimental work. There is considerable interest in the 
melt-spun microstructures in these alloys because of the magnetic properties that may be 
exhibited after rapid solidification.5-6 
The rapid solidification technique of melt-spinning arises from the general method known 
as splat-quenching, where a mass of molten metal is dropped onto a chill block of much 
larger thermal mass and immediately quenched. This is essentially a direct-chill casting 
process where the chill is large enough, compared to the specimen, that virtually all of the 
latent heat liberated by the freezing liquid metal is absorbed instantaneously by the chill. 
Because the splat-quenching technique is limited by heat transfer across the metal-chill 
interface and by heat conduction both within the freezing metal and within the chill, only 
very small specimens can be rapidly solidified in this manner. Such limitations are reduced 
substantially in the melt-spinning process, where a rotating wheel or drum is employed as 
the chill block. The rotating chill block permits a much larger mass to serve effectively as the 
chill, and the relative motion between the wheel and the metal mechanically promotes heat 
transfer across the interface. By forcing a controlled stream of molten metal onto the rotating 
wheel, a large volume of material can be rapidly solidified, and estimated cooling rates of 
10& to ID* K/ s are typical/ 
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Two basic varieties of the melt-spinning process have emerged, based primarily on the 
position of the crucible with respect to the rotating chill surface. In the process known as 
planar flow casting, the melt is essentially held in contact with the chill, and a thin film or 
ribbon is drawn out by the rotating wheel. In the process known as a 
stream of molten metal is poured or injected under pressure so that it strikes the rotating 
wheel with some incident velocity. In the current paper, we consider only the latter process. 
As in all solidification processes, the resulting structure is governed largely by the 
competition between various nucleation and growth mechanisms. In many casting 
processes, the conditions which give rise to nucleation may be selectively promoted or 
suppressed, and the microstructure can be controlled accordingly. Indeed, a full range of 
microstructures between fine-grain polycrystalline castings and mono-grain or single-
crystal castings is readily accessible, and such control has largely been reduced to an 
engineering problem. This is far from the case for the melt-spinning process, where the 
thermal conditions are neither easily controlled nor well understood. Various modeling 
approaches and analytical treatments have made some progress toward the general 
prediction of thermal conditions within the melt-pool.847 Since melt-spinning is often 
implemented to achieve rates sufficiently high to avoid nucleation altogether, resulting in an 
amorphous or glassy ribbon, nucleation control is of primary importance. However, 
nucleation kinetics are generally very sensitive to local temperature, with volumetric 
nucleation rates generally varying as exp(-l/TAT2), and microstructural control remains 
problematic. To this end, we offer several observations regarding nucleation and growth 
during the melt-spinning of Fe-Si-B alloys with the intent that these may provide some 
insight into the important effects of fluid flow and gas entrapment as they become 
significant factors in the melt-pool within different regimes of quench-wheel velocity. 
2.0 Experimental 
The scope of experiments reported here includes (i) the melt-spinning of a set of alloy 
ribbons using a range of quench-wheel velocities, (ii) the in-situ optical imaging of the melt-
pool during the melt-spinning process, (iii) the post solidification characterization of ribbon 
geometry, and (iv) the characterization of microstructure in the melt-spun ribbons. 
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Experimental details, concerning the test materials, solidification techniques, and analysis 
methods, are given below. 
A free-jet melt-spinning process was employed, as illustrated schematically in Fig.l. All 
ribbons were made from Fe-10at%Si-15at%B, prepared by vacuum/argon arc-melting on a 
water-cooled copper hearth. Each melt-spun ribbon was produced using a total alloy charge 
of approximately 10 grams, vacuum induction melted within the MS chamber, heated to a 
superheat of 100K under 3.0x10* Pa (0.3 a tin) He, and pressure-injected through a 0.8 
millimeter orifice onto a 0.3 meter diameter rotating copper quench wheel. An injection 
pressure differential of 1.7x10* Pa between the melt crucible and the chamber was 
maintained with an argon gas overpressure. Tangential wheel velocities of 4-40 m/s were 
used, producing melt-spun ribbons nominally 1 mm in width and 0.030-0.140 mm in 
thickness. 
High-speed optical imaging of the liquid metal impingement site was utilized to examine 
the influence of wheel speed on melt-pool shape and to reveal the changes in melt-pool 
shape that occur during the MS process. Images were obtained with a 12-bit 640x480 pixel 
CCD camera, situated with the optical axis coincident with the wheel surface and parallel to 
the axis of wheel rotation. This arrangement is illustrated in Fig.'l, along with a typical 
optical image of the melt-pool. Such images were recorded at 35 frames per second, using a 
shutter speed (exposure duration) of 2x104 seconds. For the conditions used here, the 
typical MS "run" duration was approximately 2-2.5 seconds, with 60-75 images being 
acquired for each run. Image sequences were analyzed for quantitative measurement of the 
length (D and height (Am) of the melt-pool, as defined in Fig.l. 
Both optical and scanning electron microscopy were used to observe the general 
appearance of both the free-side and wheel-side surfaces of the melt-spun ribbons. Wheel-
side surfaces were examined further using high-resolution contact-stylus profilometry. 
Ribbon thickness and its variation along the melt-spinning direction were measured using a 
mechanical micrometer. Uniformity of ribbon width was quantified through the digital 
analysis of optical images of long (0.2 to 1 meter) sections of ribbon. Internal and surface 
microstructures were investigated using optical microscopy and scanning electron 
microscopy. In addition, transmission electron microscopy and x-ray diffraction were used 
to characterize constituent phases. 
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3.0 Microstructural Results 
Since the ultimate motivating factor in the study of melt-pool behavior during melt-
spinning is the prediction and control of rapid-solidification microstructures, we begin by 
examining the microstructures observed in the ribbons. Typical ribbon microstructures, 
observed on axial cross-sections, are shown in Fig.2 for the range of wheel speeds employed. 
It is immediately evident from this figure that the specimens melt-spun at intermediate rates 
of approximately 10-30 m/s exhibit no evidence of crystalline phase formation. Examination 
of ribbons produced at lower wheel speeds, however, reveals the expected transition from 
amorphous to crystalline material, with the crystalline fraction increasing with decreasing 
wheel speed. At 7.5 m/s, a sparse distribution of small particles or "nodules" is observed 
along the wheel-side surface of the ribbon, but at lower wheel speeds, substantial internal 
nucleation is observed. The figure shows a microstructure that is nearly 100% crystalline for 
4 m/s. It should be noted here, however, that the micros truc tu res are extremely 
nonuniform. For example, several microstructures observed within a single ribbon, melt-
spun at 5 m/s are shown in Fig.3. These range from nearly fully amorphous to fully 
crystalline, suggesting severely nonuniform cooling conditions in the ribbon. 
Detailed views of the wheel side surface and axial cross section are presented in Fig.4, for 
the 7.5 m/s ribbon. This figure shows that the crystalline constituents appear as very fine 
multiphase cellular or lamellar solidification products with microstructures suggesting that 
each nodule has grown radially outward from a single nucleation point, with a nearly 
isotropic velocity. Also shown is a transmission electron image of the crystalline 
constituents and the associated electron diffraction patterns, indicating the presence of bcc-
Fe, FesB, and FezB phases. X-ray diffraction patterns from near-surface scattering on the 
wheel-side of the ribbons are shown in Fig.5, also revealing an increasing presence of the 
bcc-Fe phase as the wheel speed is decreased below 10 m/ s. 
The transition from the amorphous ribbons observed at wheel-speeds of 10-30 m/ s to 
crystalline ribbons at 5 m/ s is not surprising and could be described solely by the wheel-
speed dependence of the cooling rate in the freezing liquid. Accordingly, a minimum wheel-
speed (corresponding to a minimum cooling rate) for the formation of glassy ribbons would 
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be indicated. However, the dramatic nonuniformity, which may itself be critical to the 
transition, would not be explained by such a simple description. 
A less expected result is the bcc-Fe peak observed in Fig.5 for the 40 m/s ribbon, 
indicating an upper limit for glass formation. Microstructural examination of these ribbons 
indeed reveals a significant amount of the crystalline constituent along the wheel-side 
surface, as shown in Fig.6. These long chains of crystalline solidification products are not 
ubiquitous but are found sporadically throughout the ribbon. The observation of this upper 
limit to the "window" of wheel speeds available to produce amorphous ribbons cannot be 
explained simply in terms of the bulk cooling rate dependence on wheel speed. Instead, it 
suggests that some other factor becomes increasingly important with increasing melt-
spinning rate, influencing the heat transfer between the wheel and the melt-pool and 
ultimately resulting in a transition to crystalline phase formation at high wheel speeds. 
It is our contention that local thermal transients arising from unsteady melt-pool behavior 
and the entrapment of gas at the melt-wheel interface play a critical role in establishing 
these observed regimes of nucleation behavior. In the sections that follow, we examine the 
melt-pool shape, the ribbon geometry, and the ribbon surface character over the range of 
wheel speeds and consider the influence of melt-pool shape dynamics on the ultimate 
nucleation behavior during the melt-spinning process. 
4.0 Further results, analysis, and discussion 
We examine briefly the distribution of surface nodules in ribbons produced at wheel 
speeds below the onset of observed crystalline solidification. Just below this onset, the 
multiphase nodules are observed to nucleate rather sparsely and only on the wheel-side 
surface, growing as nearly perfect hemispheres unless altered by impingement. The 
generally random spatial distribution of the nodules on the wheel-side surface indicates that 
nucleation proceeds in a largely random fashion. An observed exception to the random 
distribution is that groups or clusters of nodules are observed near anomalies in the wheel-
side surface. As evidence of such preferential nucleation, Fig.6 shows clusters of nodules 
adjacent to relatively deep pockets (0.030 millimeters) in the wheel-side surface of selected 
ribbons. Indeed, close inspection of this figure reveals that the long chains of crystalline 
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particles observed in the 40 m/s ribbon are also associated with anomalies in the wheel side 
surface, although the gas pockets are very long and not as easily observable. 
Along with the surface nucleation of the multiphase nodules, examination of the wheel-
side ribbon surfaces indicates a significant variation in general surface roughness with 
wheel speed. Optical images of the wheel-side surfaces from ribbons produced with wheel 
speeds ranging from 5 to 40 m/s are shown in Fig.7. The dramatically different appearance 
of these surfaces with an increase in roughness at both low and high speeds suggests the 
existence of three distinct regimes of mclt-pool behavior. To better characterize the 
differences in the wheel-side surfaces apparent in Fig.7, contact-profilometry was 
performed, yielding quantitative surface roughness measurements for selected melt-spun 
ribbons. For each specimen, multiple parallel height-profiles were obtained along the melt-
spinning direction (axial), and the associated topographic representations of selected 
portions of the wheel-side surfaces were constructed, as shown in Fig.8. Each profile was 
analyzed to determine several roughness parameters, which, in turn, were averaged over 
many axial profiles. The roughness parameter, R*, is defined as the deviation from the mean 
profile height, , averaged over the analysis length, L 
=y-jHa)-}#, 
0 
where is the surface height profile. The parameter R* is plotted versus wheel speed in 
Fig.9. This figure clearly shows that the surface roughness passes through a minimum 
between 20 and 30 m/s and that R* increases rapidly on either side of this range. Also 
plotted here is R,, the root-mean-square of the deviation from the mean height, 
V C 0 
Significant, perhaps, is that R, increases more rapidly than does R, at high wheel speeds, 
indicating the presence of more severe peaks and valleys on the surface. This is consistent 
with the appearance of the surface reconstructions in Fig.8. The average peak spacing, A*, is 
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plotted in Fig.10, once again showing a minimum between 20 and 30 m/s. In addition, 
increases very rapidly with decreasing wheel speed but increases much more modestly at 
high wheel-speeds, indicating that the increase in roughness that is observed at the two 
extremes may originate from different sources. Looking into this issue further, we examine 
the areal distribution of surface-height, for the wheel-side surface. Such distributions are 
plotted in Fig.ll for wheel speeds of 7.5, 20, and 40 m/s. In each curve, a linear region can 
be identified, along with deviations from linearity on either side of this region. The width of 
the linear region is given by Rk, while the width of the high-end and low-end nonlinear 
"tails" are given by and respectively. These three parameters are plotted as a 
function of wheel speed in Fig.l2. Of interest here is that Rpk tracks nicely with Rk, indicating 
that the linear and upper portions of the distribution remain mathematically similar over 
the range of wheel speeds. This is not the case for RVk, which increases disproportionately at 
high wheel speeds, indicating an increase in valley "basin" area. This change in the general 
surface character may indicate a transition in the behavior of the melt-pool in terms of its 
interaction with the wheel. Notably, the increase in RVk is coincident with an increase in 
observed surface pockets (Fig.6) which presumably are associated with the entrapment of 
gas at the liquid-wheel interface, resulting locally in less efficient cooling of the adjacent 
metal. 
The observations discussed above suggest that anomalies in the wheel-side surface of the 
ribbon, which may arise from a number of phenomena including melt-pool oscillations, 
turbulence, and trapped gas, may influence the local thermal conditions sufficiently to affect 
a detectable change in nucleation behavior. This implies that the control of the molten metal 
pool is critical for reproducible solidification during melt-spinning. Furthermore, the 
description of the prevailing solidification conditions, necessary for effective prediction and 
control of microstructure, requires an understanding of melt-pool dynamics and stability. 
This, in turn, calls for reliable estimates of physical parameters such as surface energy and 
viscosity, along with better descriptions of velocity dependent heat transfer at the interface 
between the liquid metal and the spinning quench-wheel. 
Presuming that the influence of melt-pool behavior can be observed in the overall ribbon 
geometry and wheel-side surface appearance, we examine various geometric features here. 
Indeed, it has been shown that variations in ribbon width and thickness may be caused by 
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oscillations in the injection stream and melt-pool^ Measurements of average ribbon 
thickness, taken on the ribbon mid-plane, are plotted in Fig.13 as a function of wheel speed. 
In this figure, the 95% confidence intervals indicate the very low variance in the overall 
thickness. Thickness profiles, showing the spatial (and corresponding temporal) variation in 
ribbon thickness along the spinning direction, were measured over total lengths ranging 
from 60 to 250 mm, depending on the wheel speed, as shown in Fig. 14. 
Variation in ribbon width was measured through the analysis of optical images of 
projected ribbon silhouettes. Typical ribbon-edge traces for a single image (for the ribbon 
melt-spun at 7 m/s) are shown in Fig.15. The traces labeled (a) and (b) indicate the two 
ribbon edges. Also shown is the average of the two edge traces as well as the difference 
between the two edge traces. Clearly, there are two characteristic types of variation 
observed in the ribbon footprint. The first is the oscillation in the ribbon position as 
indicated by the "average" trace in Fig.15. The second is the oscillation in the ribbon width 
as indicated by the "difference" trace. Variation in ribbon position and width were 
measured in this way along the spinning direction, and the resulting profiles are plotted in 
Fig.16. For each of the width profiles, the dominant wavelengths were identified using a 
fast-Fourier-transform algorithm. These wavelengths are plotted as a function of wheel 
speed in Fig.17. The linear behavior observed here reveals the existence of a characteristic 
temporal period rather than a characteristic spatial wavelength. The characteristic frequency 
was determined to be 314s4 (period of 3.2 ms) from the linear slope in Fig.17. Further 
evidence of this particular dominant mode is provided in Fig.18, where the ribbon width 
and position profiles are plotted as a function of time rather than distance. The Fourier 
transforms of the width-time curves are shown in Fig. 19, revealing that the dominant 
oscillation frequency of approximately 314 s4 is, indeed, independent of wheel speed. Such 
distinct time dependence indicates that the observed variations are related to the dynamics 
of the melt-pool and injection jet and that they are not directly linked to anomalies in the 
wheel surface or any other rotational excitations. 
The effect of melt-pool oscillation on the melt-spun ribbon uniformity has been discussed 
in some detail by Anthony and Cline^, where die melt-pool was treated as an oscillating 
spherical droplet. Indeed, the characterization of oscillation modes in levitated droplets is a 
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well-established technique for the measurement of surface energy .i*-# We take a similar 
approach, with radial variation described as 
r(f)=ro+f,%,,sm(w/), (1) 
where ro is the mean radius of the melt-pool, % is the n* mode amplitude of oscillation, f is 
time, % is the M* mode angular frequency, and Y„m are the spherical harmonics. We 
consider the axisymmetric modes (Yn ) for which the angular frequency is given by 
a" =»(n-lX« + (2) 
3 M 
where cris the surface energy and M is the mass of the oscillating liquid.24 
In the case of melt-spinning, any oscillation mode can be correlated to a variation in the 
eventual ribbon geometry through the wheel velocity. Thus, the spatial variation in the 
ribbon width along the melt-spinning (%) direction is simply given by making the 
substitution t =x/Vw, where Vw is the tangential velocity of the wheel surface. Hence, the 
variation in ribbon width, W, may be described by 
PF(x) = 2 sin ^2aa^ 
j 
(3) 
where the amplitude prefactor % depends on the geometry of the melt-pool, the mode 
wavelength is given by 
(4) 
V, 
and the mode frequency, , is equal to 
We now examine the observed oscillatory behavior within the framework of this 
theoretical treatment. For the purpose of estimating the mass of the melt-pool, we assume 
that the cross-sectional shape is semi-elliptical on any plane. We note that the height of 
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the melt-pool is constant and equal to Am under the incoming melt stream and that it varies 
from hm to zero along the x direction, as shown in Fig.l. Thus, the cross-sectional melt-pool 
shape on any arbitrary transverse plane is given by 
2 \ 
2~ 
J 
(5) 
where is the midplane melt-pool height at any %=% We further assume, based on in-
situ imaging of melt-pool shape, that bo varies linearly with %, and is defined over L as 
K(v)= 
(o < % < ^  ) (6) 
(7) 
Substituting (6) and (7) into (5) and integrating, the mass of the melt-pool is computed as 
M = ^ Kp„W(l„+d,). (8) 
Finally, eq.(8) is substituted into eq.(2) to compute the expected frequency for any 
axisymmetric mode, using the measured values of km, L, and W. Without an independently 
determined surface energy for this particular Fe-Si-B alloy, we employ the value of =1.2 
N/m, measured for the composition FeygSigBis.^ In addition, we take the density of the melt 
as 7400 kg/m3.26 The results of such calculations, utilizing the measured values of Zm, Am, and 
W for several wheel speeds, are shown in Fig.19 for %=2, 3, 4, 5, and 6. These are compared 
with the Fourier spectra obtained from analysis of the measured ribbon width. Despite the 
rather crude treatment presented here, the dominant frequency observed for every wheel 
speed examined generally lies between the predictions for »=2 and »=3, the most 
fundamental modes possible. This result is consistent with various prior reports of melt-
pool oscillation, z?-# More important than the specific quantitative agreement is the 
observation of a spinning-rate-independent temporal wave number, suggesting that the 
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melt-pool may indeed be behaving in a manner similar to a freely oscillating droplet, at least 
to the extent that the dominant physical influence arises from the surface tensiont, as 
described by Rayleigh's^^ equation, 
= (9) 
O 
which is identical to eq.(2) for M=2. It should be stated, however, that the effects of specific 
melt-pool geometry and temperature must be accounted for if more accurate quantitative 
descriptions of melt-pool behavior are to be formulated, facilitating microstructural 
prediction. 
The questions that naturally arise here relate to the source of the melt-pool oscillation and 
to the ultimate influence on heal transfer and solidification. The observed characteristic 
oscillation modes are not coincident with any rotational frequency in the quench wheel. This 
does not necessarily exclude wheel-melt interactions from consideration as a potential 
source of excitation for the observed melt-pool oscillations. It does, however, suggest that 
the stable modes that ultimately govern the shape and, thus, the thermal conditions in the 
melt-pool are indeed dominated by the surface properties of the melt. Considering the 
concomitant changes in ribbon microstructure, the influence of these surface properties on 
the instability and dynamic behavior of the melt-pool emerges as the critical factor in the 
establishment of local solidification conditions. 
A complete understanding of melt-pool dynamics would require detailed numerical 
simulation with proper treatment of surface tension and its influence on free boundary 
motion. However, observation of melt-pool geometry and a simple comparison of the 
relevant time scales may provide a reasonable explanation for the observed range of wheel 
speeds where the effects of melt-pool oscillation become important. In the discussion that 
follows, we examine the oscillatory behavior of the melt-pool irrespective of its origin, 
which may involve a number of sources, including instability of the incoming melt-stream, 
vibration of the crucible, and unsteady injection pressure. 
t Interestingly, this relationship between interfacial energy and wave number has recently been extended to 
atomic-scale fluctuations in rough crystal-melt interfaces and has provided a means for the theoretical prediction 
of interfacial energy as well as the anisotropy of interfacial energy with respect to crystal orientation.34'37 
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Using the high frame-rate in-situ imaging technique discussed earlier, melt-pool shapes 
were obtained with a spatial resolution of 0.02 mm/ pixel and a temporal resolution of 0.03 
s. Typical images are shown in Fig.20 for wheel speeds varying from 5 to 40 m/s. Within the 
intermediate wheel-speed regime, which we have shown to yield amorphous ribbons with 
very low surface roughness, the melt-pool consists of a puddle beneath the incoming stream 
and a molten tail. Measurements of the length (Zm) and height (km) of the melt-pool are 
plotted in Fig.21, showing that the variation of km is somewhat random and lower in 
magnitude than that of lm, which clearly increases with decreasing wheel speed. This results 
in a very rapidly increasing melt residence time as wheel speed is reduced, as shown in Fig. 
22. Considering now the oscillation of the melt-pool with respect to this residence time, we 
see that, for high wheel speeds, the period of melt-pool oscillation is much longer than the 
residence time. Therefore, the melt-pool width is relatively static for the time period over 
which a small volume of liquid enters the melt-pool from the stream and exits the melt-pool 
as ribbon. Accordingly, at high wheel speeds, there is little or no influence of the oscillation 
on the melt-pool behavior, only a long-wavelength variation in ribbon width. To identify the 
condition where the residence and oscillation time scales are comparable and the influence 
of the periodic melt-pool behavior becomes important, we employ the time period 
associated with the melt-pool radius changing from the mean value to the maximum or 
minimum value, i.e the quarter-wavelength time period. Fig.22 reveals that the residence 
time becomes equal to the quarter-wavelength period of 8x1 CH seconds at a wheel speed of 
approximately 8 m/s, which is consistent with the observed onset of unsteady melt-pool 
behavior. Time-resolved measurements of L are shown in Fig.23, along with two 
corresponding sequences of images (for 7 and 10 m/ s), revealing the change in the temporal 
behavior of the melt-pool as the wheel-speed is increased in this regime. Although the time-
resolution (0.028 s) is not sufficient to view the changes on the scale of the melt-pool 
oscillations (0.008 s), a clear picture does emerge. It appears that traveling waves may be 
reinforced at low rates, where the residence time is high. It is also evident from this figure 
that the variance in L changes substantially between 7 and 10 m/ s, which is supported by 
the measurements plotted in Fig.21. 
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5.0 Summary 
The evidence suggests that there exists a "window" of melt-spinning rates suitable for 
obtaining amorphous ribbon. The presence of both upper and lower limits to this favorable 
range of wheel-speeds supports the contention that at least two different contributors, 
which may influence the heat transfer over different regimes of wheel speed, play a critical 
role in the observed behavior. Consistent with this evidence is the observation of three 
distinct velocity regimes of melt-pool behavior, identified by ribbon geometry, surface 
roughness, and direct imaging of the melt-pool shape. Indeed, these regimes have been 
shown to coincide with the melt-spinning rates associated with the observation of 
multiphase crystalline nodules in the Fe-Si-B ribbons at both high and low melt-spinning 
rates. 
A clear periodicity was observed in the ribbon width. The periodicity was shown to have a 
characteristic frequency (314 s4) rather than a characteristic spatial wavelength. While the 
melt-pool geometry is clearly different from that of a freely oscillating droplet, the 
oscillating sphere analysis employing a mass, corrected for the melt-pool shape, indicates 
that the lowest order modes are operative. Furthermore, the spinning-rate-independent 
characteristic frequency supports the assertion that the interfacial tension plays a dominant 
role in governing the melt-pool dynamics. 
Comparison between the oscillation time scale and the melt-pool residence time reveals 
that, while the oscillations are present even at very high spinning rates, they have a 
significant effect on melt-pool dynamics only in the low velocity regime and may be a key 
contributor to the unsteady behavior observed below 10 m/s. Indeed, this is supported by 
in-situ imaging, showing that the transition to unsteady melt-pool behavior occurs at wheel 
speeds consistent with the quarter-wavelength oscillation in the melt-pool, determined from 
the ribbon-width periodicity. 
The entrapment of gas and the formation of gas pockets at the wheel-side surface is an 
important factor in the transition to the high rate regime, characterized by an increase in 
surface roughness and the presence of crystalline phases. The onset of this regime is also 
consistent with a minimum in the length of the melt-pool tail, which decreases steadily with 
increasing wheel-speed within the intermediate regime. Due to this observation and the fact 
that the melt-pool oscillations occur at a relatively long time-scale with respect to the melt-
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pool residence times near the high-velocity transition, we believe this upper limit to the 
amorphous window to be governed by volume constraints and the transfer of momentum, 
6.0 Conclusions 
The surface tension at the melt-vapor interface plays a dominant role in governing the melt-
pool dynamics, particularly the oscillation frequency. This oscillation frequency establishes 
a wheel-speed criterion for the onset of unsteady melt-pool behavior, which occurs when 
the melt-pool residence time becomes comparable to nominally one-quarter of the 
oscillation period. At wheel speeds below this onset, unstable melt-pool behavior leads to 
the entrapment of gas which significantly impedes heat transfer into the wheel, promoting 
the nucleation of crystalline phases. 
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Fig. 1. (a) Arrangement of the melt-spinning apparatus and subsidiary equipment for 
melt-pool imaging; (b) typical image of the melt-pool during melt-spinning 
indicating the melt-pool height, Am, the melt-pool length, L, and the diameter of the 
incoming melt-stream, d,. 
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Fig. 2. Microstructure on axial cross-sections of ribbons melt-spun at wheel speeds of (a) 4 
m/s, (b) 5 m/s, (c) 7 m/s, (d) 7.5 m/s, (e) 10 m/ s, (f) 20 m/ s, (g) 30 m/s, and (h) 40 m/ s. For 
each image, the wheel-side surface is at the bottom. All images are backscattered electron 
images, except for (b) and (c) which are optical images. 
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Fig. 3. Nonuniform distribution of crystalline constituent observed on the axial cross-
section of a ribbon melt-spun at 5 m/ s. The wheel-side surface is at the bottom. (Optical 
images, Nital etch.) 
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Wheel-side 
Fig. 4. Representative views of the multiphase crystalline "nodules" observed (a) on the 
wheel-side surface, (b) on an axial cross-section of the Fe^i^B^ ribbon melt-spun at Vw 
= 7.5 m/ s (backscattered electron images, Nital etch) and (c) in a TEM bright field image 
showing the multiphase structure of the nodules with the corresponding selected area 
diffraction pattern. 
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Fig. 5. X-ray (Cu-Ka) diffraction patterns from ribbon wheel-side surfaces reveal 
crystalline Fe (bcc) peaks for high and low wheel speeds (7.5 and 40 m/s). At 
intermediate wheel speeds, only amorphous peaks are observed (10, 20 and 30 m/ s). 
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Fig. 6. Nucleation of crystalline nodules on entrapped gas pockets on the wheel-side 
surface of the ribbons melt-spun at (a) 7 m/s and (b) 9 m/s, and (c) 40 m/s (Nital etch). 
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Fig. 7. Wheel-side surface images of ribbons melt-spun at wheel speeds of (a) 5 m/ s, (b) 
6 m/ s, (c) 7 m/ s, (d) 7.5 m/ s, (e) 8 m/ s, (f) 9 m/ s, (g) 10 m/ s, (h) 20 m/ s, (i) 30 m/ s, and 
(j) 40 m/s. The spinning direction is vertical in the figure. All images are at the same 
magnification. 
159 
Fig. 7. (continued) Wheel-side surface images of ribbons melt-spun at wheel speeds of 
(a) 5 m/s, (b) 6 m/s, (c) 7 m/s, (d) 7.5 m/s, (e) 8 m/s, (f) 9 m/s, (g) 10 m/s, (h) 20 m/s, 
(i) 30 m/s, and (j) 40 m/s. The spinning direction is vertical in the figure. All images are 
at the same magnification. 
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u.429 mm 
Fig. 8. Representative images of wheel-side surface reconstructions from profilometry 
measurements. Represented ribbons were melt-spun at (a) 7.5 m/s, (b) 20 m/ s and (c) 40 
m/ s. The spinning direction is indicated by arrows. 
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Fig. 12. Wheel-side surface elevation distribution parameters versus wheel speed. 
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Fig. 17. Characteristic wavelength of ribbon width oscillations versus wheel speed. 
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Fig.20. Typical melt-pool images obtained by the in-situ imaging technique shown 
schematically in Fig.l. The incoming melt-stream is 0.8 mm in diameter. 
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Fig. 21. Measured melt-pool dimensions as defined in Fig.l versus wheel speed. 
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Abstract 
Solidification morphologies resulting from low-velocih/ directional solidification of Al-Si eutectic 
aZZoys are inoesfigafed. 77# deoeZopmeMf of a primary array of angwZar Si rods is examined, and fAe 
hMMMgd sfrwcfwre of (kg Reefed Si phase is shown fo k a» essenfiaZ confriWfor fo fhe mechanisms of 
growfh, branc/iing, spacing seZecfion, and the eroZwfion of <200> Si fezfwre wiihin fhe fwo-pkase 
microsfrucf«re. 
1. Introduction 
The solidification microstructures that have been observed in the Al-Si eutectic system are 
quite diverse, and intrinsic morphologies vary significantly with growth velocity (V) and 
thermal gradient (G).i-s The variety exhibited by this system can be attributed to the 
irregular faceted-nonfaceted nature of the eutectic, and more specifically to the rate-
dependent transitions in the operative growth mechanisms for the silicon phase. Under the 
solidification conditions typically observed in conventional casting applications (V=0.010-
0.100 mm/s, G=l-10 K/mm), the Al-Si eutectic structure is characterized by long acicular 
177 
plates of silicon, a diamond-cubic faceted phase in which the solubility of aluminum is 
essentially zero. The silicon plates in this normal eutectic structure generally favor facets on 
the broad plate surfaces as well as at the leading growth edges. At higher growth rates 
(0.100-1.0 mm/ s), a transition known as modz/zcafioM is observed,^  where additional 
crystallographic growth directions become active at the associated higher undercoolings. 
Due to the intrinsic growth kinetics, the silicon phase becomes less faceted with increasing 
growth velocity, ultimately achieving a very fine rod-like morphology at high rates. 
A similar refinement transition is observed,11-17 even at low growth rates, through the 
addition of trace amounts of certain alloying elements (e.g. Na, Ca ,Sr, Ba, La, Ce, Pr, Nd, 
Eu).16 While the resulting refined morphology may be somewhat similar to that observed 
after quench modification, this extrinsic phenomenon, known as impurity modification, is 
quite different. First identified by Day,18 this transition involves the solute-triggered 
formation of {111} reentrant twin plane edges which provide an alternate mechanism for 
growth of the faceted silicon phase.16 Unlike its quench-modified counterpart, the impurity-
modified silicon remains faceted. However, the twin planes may form at a very high 
density, and the high number of angular variants available provides the faceted phase with 
a means for the adjustment of local growth direction.1" The resulting microfaceted structure 
with a high density of reentrant twin plane edges permits the silicon phase to self-optimize 
by responding to local thermal and solutal fields in a manner similar to a nonfaceted phase. 
Thus the overall growth front behaves much like a regular nonfaceted-nonfaceted eutectic. 
Returning now to the intrinsic growth behavior of the silicon phase, we note that several 
interesting transitions in growth morphology are observed at low rates, as well. As the ratio 
(G/V) is increased above approximately 10% sK/mm?, the randomly oriented plate 
morphology is replaced by a morphology of connected angular silicon particles, as shown in 
Fig.l (a). With further decreases in the growth rate, the angular silicon morphology becomes 
increasingly disconnected, giving rise to the star-shaped rod morphology shown in Fig.l (b). 
This morphology is associated with a prevailing <100> texture and a substantial amount of 
twinning about {210} planes in the Si phase.i#* More recent work by Shamsuzzoha, Hogan, 
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and Berry# suggests that Si twinning may play a critical role in the directional growth of 
these solidification structures. 
Here, we examine this low-velocity growth morphology further and briefly summarize 
several of our recent experimental findings concerning the evolution of crystallographic 
texture, the structure of the silicon phase, the interface morphology, and the mechanisms of 
branching and spacing adjustment that govern morphological selection at these low rates. 
Experimental Procedure 
Alloy test specimens of Al-13 wt% Si were fabricated from pure A1 (99.99%) and pure Si 
(99.99%) by vacuum arc-melting. The arc-melted specimens were solidified in a 12 mm 
diameter cylindrical water-cooled copper mold, swaged to a diameter of 5 mm, and inserted 
into a 5.5 mm inner diameter alumina tube for remelting and for directional solidification. 
The directional solidification was performed in a vertical Bridgman furnace, employing 
nominal velocities from 0.5 to 5 fim/s, with a temperature gradient of 7.5x1 CP K/m. Growth 
was interrupted at selected positions by quenching into a water cooled liquid-metal (Ga-In-
Sn) reservoir at a rate of 1.7x10"2 m/s. All directional solidification was conducted under an 
argon atmosphere. 
Morphological selection and texture evolution 
The emergence of an angular rod morphology with a strong <100> fiber texture during 
directional solidification of Al-Si eutectics in the low-velocity regime was originally 
reported by Day and Hellawell.is With decreasing growth rate, they observed a gradient-
dependent transition from a connected angular morphology to the more disconnected 
angular rod morphology. Pictured in Fig.l (b), the low-rate mode gives rise to a relatively 
regular array of star-shaped silicon rods, each consisting of a set of side-plates extending 
radially outward from a central core which is oriented along the primary growth direction. 
We have investigated the evolution of this textured morphology during the initial stages of 
directional growth. For a growth velocity of 0.92 pm/ s and a thermal gradient of 7.5 K/mm, 
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the selection of the star-shaped morphology and the evolution of the <001> texture proceed 
as shown in Fig.2. The initial solidification front exhibits randomly oriented plates with 
some angular rod-like features. The sequence in Fig.2 shows that within the first 10 mm of 
growth, the textured star-shape morphology begins to emerge. Rather than a gradual 
increase of the preferred <001 > texture by the appearance of multiple separate regions of 
star-shaped silicon, the texture develops essentially as one continuous domain which 
spreads laterally across the specimen at a relatively high rate, indicating that the textured 
morphology is strongly favored over the random plate morphology. In the example shown, 
the domain consumes the entire specimen cross section (5.5 mm diameter) before reaching 
the overall growth length of 40 mm. Closer examination reveals that the entire textured 
domain not only shares a common <100> direction, but that the whole domain consists of 
only a few different secondary orientations or, in some cases, a single grain. This 
characteristic suggests that the star-shaped structures propagate in a manner similar to the 
lateral growth of a nonfaceted dendritic crystal by secondary and tertiary branching and 
indicates the operation of a low-undercooling mechanism for the generation of new central 
cores. 
Structure of the silicon phase 
The angular star-shaped silicon rods, shown in cross-section in Fig.l (b), are typically 
comprised of long plates which are approximately 10 microns in thickness. The plates 
extend radially from a central stem or core, which may be compact and roughly cylindrical 
or elongated and irregular in shape. The angular rods tend to have eight side-plates, but 
fewer or more side-plates are commonly observed. A typical eight-pointed star-shaped rod 
is shown in Fig.3(a), revealing that the angle between side plates typically alternates 
between 37°and 53°. This pattern is generally observed in all of the silicon particles and is 
consistent with twinning about the {210} planes, as shown in Fig.3(b). Kikuchi patterns 
produced by backscattered electron diffraction are shown in Fig.4, revealing that each of the 
side-plates extends radially in a <100> direction and that the star-shaped particle consists of 
two interpenetrating four-pointed stars, each of a single crystallographic orientation, offset 
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from each other by a rotation of 37° about the central core axis. Finally, the backscattered 
electron diffraction map in Fig.5 clearly shows the two distinct orientations and reveals 
several twin boundaries. This evidence confirms the presence of a twinned central core 
structure, a feature proposed by Shamsuzzoha et aU%%). 
Interface Morphology 
The interface from a typical low-velocity solidification front exhibiting a star-shaped rod 
morphology is shown in cross-section in Fig.6(a), revealing the nonplanar (i.e. 
nonisothermal) nature of the growth front. This interface represents an interrupted growth 
structure where directional solidification at 0.92 pm/s was interrupted by quenching at a 
rate of 100 K/s. The "thickness" of the solid-liquid region shown in the figure is nominally 
0.150 mm, corresponding to a temperature variation of roughly 1.1 K along the interface (in 
a thermal gradient of 7.5 K/mm). The precise interface morphology is difficult to quantify 
here since the quench promotes solidification of the Si-depleted liquid around the silicon 
rods. Accordingly, any prequench aluminum-rich solid cannot be readily differentiated 
from the solid that forms initially upon quenching. 
Chemical removal of the aluminum-rich phase reveals the detailed morphology of the 
silicon phase at the interface, as shown in Fig.6(b). While the position of the aluminum-rich 
phase in the growth front cannot be determined here, it is clear that the star-shaped silicon 
rods grow as a leading primary array of pointed angular structures with a distinct 
secondary plate morphology. Such an array is shown in Fig.7(a), where chemical etching 
reveals the "tips" of several star-shaped growth features. The detailed view in Fig.7(b) 
shows the faceted nature of the side plates. Consistent with the preceding discussion of the 
silicon phase crystallography, we have clearly determined that the leading edge of each 
sideplate is comprised of two {111} planes that intersect along a <110> direction making an 
angle of 135° with the primary growth axis. We emphasize here that the adjacent {111} 
planes on the leading edge of any given side-plate exhibit an octahedral relationship, where 
the angle between the two faces is 109.47°. The structure is illustrated schematically in Fig.8, 
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showing that the 4-branch subunit is actually an "extended" octahedron. This morphology 
is analogous to that observed in the growth of primary Si crystals from a uniformly 
undercooled melt,## where so-called "hoperlike dendritic crystals" have been observed 
with a strong octahedral faceting tendency .zz# The star-shaped rod-like features, indeed, 
appear to be the directional solidification counterpart to these "hoperlike" structures. 
Mechanisms of growth, branching, and selection 
The interface morphology of star-shaped rod, shown in Fig.7, reveals various steps and 
grooves which may be important for growth, but these images provide no clear evidence for 
the role of twinning. However, the longitudinal view of a silicon rod tip is shown in Fig.9, 
where a line of dark/light contrast along the axial direction indicates twinning. 
Furthermore, a deep groove is observed at the tip where the twin intersects the solid-liquid 
interface, suggesting that the twin-plane groove is an important feature in the growth of 
these solidification structures. 
In addition to its contribution to the growth kinetics at the tip, the critical role of twinning in 
the formation of secondary sideplates is certain. The original four-pointed substructure 
described previously can form without any twinning, with the solute gradient around the 
advancing tip creating the conditions for radial instability and sideplate development. 
Because of the strong faceting tendency of the growing Si phase, however, growth is 
suppressed in all but the low-stiffness high-mobility <001 > directions, giving rise to the 
"secondary side-plate" morphology shown in Fig.8. The secondary structures extend 
radially, locally relieving the supersaturation but still constrained to grow in their respective 
<001> directions bounded by broad {100} side-faces and {111} facets at the advancing edges. 
The initiation of a twinned region, either at the core or along a growing sideplate, provides a 
means for the growth of additional sideplates, further improving the efficiency of solute 
redistribution. These additional sideplates also extend radially in <001 > directions, where 
the {210} twin orientation gives rise to the 37°/53° relationship between sideplates that is 
observed in virtually every star-shaped rod (see Fig.3). It is also observed that, in any given 
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star-shaped feature, the twinned side-plates all exhibit a common rotation, indicating that 
they arise from the same twinning event and that the twinned structure of the core must play 
an important role. Fig.10 shows the early stages of formation for a twin-orientation sideplate 
developing at the core of a star-shaped rod. 
While the twinned-sideplate mechanism gives rise to a much higher efficiency with regard 
to solute redistribution at the growth front, the local solute gradient surrounding the 
sideplates may become substantial with increasing radial extension from the central core. 
This drives the formation of additional or "tertiary" structures within the overall array, and 
we have observed several mechanisms by which this may occur. The sideplate may become 
"fluted" by extending in the two <110> directions on either side of the plate, favoring facets 
on alternating {111} planes, as shown in Fig.ll(a). By this mechanism, the sideplate increases 
its effective thickness as it "opens up" into the interplate region. Growth of these fluted 
structures cannot be sustained for large radial distances, and one of the two <110> 
directions will ultimately be selected, depending on the solute field on either side of the 
sideplate. In this case, the plate will grow radially in this <110> direction. However, the 
kinetic constraints give rise to a corrugated structure to maintain broad {111} facets, as 
shown in Fig.ll(b). The extreme regularity of the corrugations suggest that the corrugated 
structure results from end-on growth in the radial direction, rather than growth in 
alternating direction along the primary growth axis. A third mechanism involves tertiary 
plates, which develop as a regular array of vanes emanating from one or both sides of a 
parent plate, as shown in Fig.ll(c). They are generally observed to extend from near the core 
to the leading growth edge, and the extension away from the parent sideplate is governed 
by the local solute field. Certain tertiary plates may offer a substantial benefit to local 
dissipation of super saturation, particularly at the location of branching. Growth at these 
intersection points will be favored and the interface may locally advance quickly toward the 
growth front, assuming the <001 > primary direction and moving ahead of the parent 
sideplate from which it originated. This proposed mechanism may provide a means for the 
generation of new primary rods and the propagation of the overall structure. The 
mechanism of new primary core development through such secondary and tertiary 
branching would be analogous to that observed during dendritic growth in nonfaceted 
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crystals. However, it is not clear that the growth structures observed here are strictly 
dendritic, and preliminary primary spacing measurements indicate stronger diffusive 
coupling than would be expected for dendritic growth. Instead, results suggest that the 
growth is cellular, with each "cell" consisting of a two-phase envelope with average internal 
phase spacings characteristic of eutectic growth. 
Summary and Conclusions 
Twinning about {210} planes is a primary factor in the mechanisms of growth and sideplate 
formation in the Si morphology observed after low-velocity directional solidification of an 
Al-13wt%Si alloy. Under conditions of high G/V (i.e. 104 sK/mm2), the star-shaped rod 
morphology is strongly favored, and the associated <001 > texture develops rapidly. Primary 
spacing measurements suggest cellular coupling with several complex branching 
mechanisms operating behind the cellular front to dissipate the intercellular 
supersaturation. Quantitative modeling and prediction of microstructures that arise from 
this growth mode will require a deeper understanding of die role of twinning and other 
intrinsic solidification mechanisms by which the silicon phase may grow. 
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Figure 1. The characteristic microstructure in an Al-13wt%Si alloy observed after 
directional solidification (G=7.5 K/mm) at (a) 5 pun/ s and (b) 0.5 pm/ s. 
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(a) Region of <001 > Si texture 
Figure 2. The evolution of <100> texture during directional solidification (G=7.5 K/ mm, 
V=0.92 pm/s). (a) Maps of the area of the angular-rod domain observed on sequential 
cross-sections taken at increasing growth distance (indicated in mm), (b) The 
microstructure observed at z=10mm, showing the growing domain of the angular rod 
morphology, (c) Enlarged views from inside and outside the angular-rod domain and the 
distribution of axial crystallographic orientations (normal to the figure) in the silicon 
phase associated with the two regions. 
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Figure 3. An example of an eight-pointed star-shaped silicon rod, showing the 
alternating 37°/53° angles between the sideplates (a). These angles indicate twinning 
about {210} planes, as illustrated in (b). 
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Figure 4. Kikuchi patterns generated with backscattered electron diffraction, showing that 
the star-shaped structures consist of two interpenetrating grains. The pole near the center in 
(a) and at right-center in (b) is the [Oil] pole. The {001} and {011} great circles are shown 
with dashed and dot-dash lines, respectively. Analysis reveals that the two grains are offset 
by a 37° rotation, characteristic of {210} twinning. 
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Grain A 
Figure 5. Backscattered electron diffraction orientation maps of star-shaped silicon 
morphology showing (a) the prevailing <100> texture in the overall microstructure and 
(b) the presence of two interpenetrating grains within one star-shaped rod. The two 
grains share a primary <001> axis but are rotated about that axis by an angle of 37°, 
consistent with twinning about the {210} planes. 
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Figure 6. A longitudinal view of the quenched solid-liquid interface, showing (a) the 
overall structure of the growth front and (b) a detailed view of the leading silicon 
phase. (Growth conditions: G=7.5 K/mm, V=0.92 pm/s.) 
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Figure 7. The interface structure of the star-shaped angular silicon rods revealed by 
chemical removal of the surrounding quenched liquid: (a) the overall array of silicon, 
showing only die tips of the rods protruding from the surrounding quenched liquid; 
(b) a detailed view of a single star-shaped rod, showing {111} facets intersecting on 
<110> directions along the leading edges of the sideplates; and (c) an end-on view of 
the growth tip. (Growth conditions: G=7.5 K/mm, V=0.92 pm/s.) 
(100) 
(a) (b) (c) 
Figure 8. A schematic representation of the structure of the star-shaped silicon rod: (a) 
the basic octahedral shape, (b) the faceted "extended" octahedral 4-sideplate subunit, 
and (c) the 8-sideplate rod morphology that must include a twinned core structure. 
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mm* 
Figure 9. A longitudinal view of a star-shaped rod, revealing an axially oriented 
twin plane and an associated groove at the solid-liquid interface. 
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Figure 10. A transverse (end-on) view of a star-shaped silicon rod at the growth tip, 
showing the early stages of development of a twinned sideplate at the core of the rod. 
The arrows indicate {210} twin boundaries. 
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Figure 11. Examples of the (a) fluted structure, (b) corrugated structure and, (c) 
tertiary sideplate structure in the star-shapes silicon rods. Specimens were deep-
etched to remove the aluminum-rich phase. The overall growth direction is 
vertically upward in each image. 
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GENERAL CONCLUSIONS 
• It was found that during the melt spinning process, the surface tension at the melt-vapor 
interface plays a critical role in governing the melt pool oscillation frequency. This 
oscillation frequency determines a wheel-speed criterion for the onset of unsteady melt 
pool behavior. This unsteady melt pool behavior is established when the residence time 
becomes comparable to the oscillation period. The nucleation of crystalline phases is 
favored at wheel speeds below this onset. 
• An upper wheel velocity limit is found for stable melt pool behavior based on a simple 
boundary-layer momentum transfer approach coupled with the constraint on mass 
balance during melt spinning. For a glass forming alloy, this upper limit corresponds to 
the maximum wheel speed at which it is possible to produce uniform continuous 
amorphous ribbons. Above this limit, due to unsteady melt pool behavior and transients 
in heat transfer as a result of gas entrapment, nucleation of crystalline phases governs 
the microstructure formation. 
• The solidus and liquidus phase boundaries in the Fe-rich part of the Fe-Si phase diagram 
were measured using a differential thermal analyzer, quantitatively accounting for the 
heating rate dependence of the DTA response signal. DTA measurements reveal a 
significant shift in the solidus and liquidus curves in the range between 20 and 25 at% Si, 
caused by the A2/B2 and B2/DO3 order- disorder transitions that occur in large part 
through the two-phase temperature range. 
» Under conditions of high G/V (i.e. 10* sK/mm?) in directionally solidified Al-Si eutectic 
alloys, a unique morphology is selected by the silicon phase which resembles an 8-
pointed star. This star-shaped rod morphology is associated with a <001 > texture. 
Faceted silicon crystals that occur at this low growth velocity regime are due to twinning 
about {210} planes taking place at the core of the star-like structure. Twinning is found 
as the primary factor determining the mechanisms of growth and side plate formation. 
Primary spacing measurements and morphological adjustment observed at different 
sample sections along the growth direction all suggest a diffusion-based optimization 
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during primary silicon growth. Furthermore, several complex branching mechanisms 
operate behind the cellular front to dissipate solutal supersaturation. 
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