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Abstract
We consider an initial value problem for a Hamilton–Jacobi equation
with a quadratic and degenerate Hamiltonian. Our Hamiltonian comes
from the dynamics of N-peakon in the Camassa–Holm equation. It is
given by a quadratic form with a singular positive semi-definite matrix.
Such a problem does not fall into the standard theory of viscosity solu-
tions. Also viability related results, sometimes used to deal with degen-
erate Hamiltonians, do not seem applicable in our case. We prove the
global existence of a viscosity solution by looking at the associated op-
timal control problem and showing that the value function is a viscosity
solution. The most complicated part is the continuity of a viscosity so-
lution which is obtained in the two-peakon case only. The source of the
difficulties is the non-uniqueness of solutions to the state equation in the
optimal control problem. We prove that the viscosity solution is Lipschitz
continuous and unique on some short time interval if the initial condition
is Lipschitz continuous. We end the paper with an example showing the
loss of Lipschitz continuity of a viscosity solution in the one-dimensional
case.
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1
1 Introduction
We consider the initial value problem for the Hamilton–Jacobi equation of the
form
(1.1)
{
ut(x, t) +
1
2E(x)∇u(x, t) · ∇u(x, t) = 0, x ∈ RN , t ∈ (0, T )
u(x, 0) = g(x), x ∈ RN ,
where T > 0 is fixed, p · q denotes the inner product between p, q ∈ RN , ∇u
denotes the gradient of u with respect to the x variable and g : RN → R is a
given function which is bounded and continuous. Finally, E is the symmetric
matrix
(1.2)
E(x) :=


1 e−|x1−x2| . . . e−|x1−xN |
e−|x2−x1| 1 . . . e−|x2−xN |
...
...
. . .
...
e−|xN−x1| e−|xN−x2| . . . 1

 , x = (x1, x2, . . . , xN ) ∈ RN .
This problem arises in the study of multipeakons. The latter are particular so-
lutions to the Camassa–Holm equation of a form v(t, x) =
∑N
i=1 pi(t)e
−|x−qi(t)|,
see [5]. Multipeakons play a similar role in the studies of the Camassa–Holm
equation to the one played by solitons in KdV equation. The necessary condi-
tions which have to be satisfied by pi and qi, so that a multipeakon is a solution
of the Camassa–Holm equation, is that pi and qi solve the following Hamiltonian
system, see [19], {
q˙i =
∂H
∂pi
p˙i = −∂H∂qi ,
where p = (p1, . . . , pN) and q = (q1, . . . , qN ) are vectors, the quadratic Hamil-
tonian H is given by H(q, p) = 1/2E(q)p · p, and the matrix E(q) has en-
tries Eij(q) = e
−|qi−qj |, i, j = 1, . . . , N . Such a symmetric matrix is posi-
tive semi-definite, regardless of the dimension, see for instance [7]. Moreover,
it is known that the matrix E is positive definite, in particular invertible, if
qi 6= qj , i, j = 1, . . . , N, i 6= j. In such cases an exact form of the inverse E−1 is
known, see [7]. The dynamics of multipeakons, in particular their collisions, as
well as the problem of (unique) continuation past a collision time, has been an
area of intensive studies. Let us mention for instance [5], where multipeakons
have been introduced, [2] where the very detailed information concerning oc-
currence of collisions in terms of initial data has been given. The methods in
[2] involve the inverse scattering. Holden and collaborators introduced some
other methods to examine the dynamics of multipeakons, see for instance [17]
for the detailed study of a two-peakon case. Finally, let us mention that mul-
tipeakons obey the Hamiltonian dynamics (at least as long as the peaks of the
multipeakon located at points q1(t), . . . , qn(t) do not collide, so that a Hamilto-
nian is regular enough). This allows the use of differential geometry methods to
study the dynamics of multipeakons, see [7], [19]. The present paper is a first
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step in a slightly different direction. The Hamilton–Jacobi equation describes
the evolution of the wave propagation front of the trajectories of a Hamiltonian
system. It is our goal to study multipeakons via such an approach. Moreover,
Hamilton–Jacobi-like systems occur when dealing with optimal control problems
related to multipeakons. Equation (1.1) is a Hamilton–Jacobi equation related
to the Hamiltonian dynamics of multipeakons, with Eij = e
−|qi−qj |. The one-
dimensional simplifications of (1.1) are studied in [8]. However, as noticed in
[8], the methods used there are peculiar to the one-dimensional setting. The
higher-dimensional case requires more advanced approach.
In the present paper we address the question of the existence of viscosity
solutions to (1.1). In the problem we consider, the matrices E(x) are degenerate
whenever xi = xj . Also, computing the Lagrangian related to the Hamiltonian
H , we arrive at a singular one, blowing up at the points corresponding to the
line qi = qj . Thus neither classical nor standard viscosity solution theory, see,
e.g., [1, 6, 9, 13, 14], is applicable. We have to extend the methods using some
tricks, which will lead us to the consideration of the associated optimal control
problem having state equation with nonunique solutions. This will require some
delicate and careful analysis.
We do not know if equation (1.1) has a global in time unique viscosity solu-
tion. Uniqueness is typically a consequence of the comparison principle which
guarantees that a viscosity subsolution stays below a viscosity supersolution (see
[1, 9, 14]). It is not difficult to see that a suitable modification of a standard
proof gives comparison principle for equation (1.1) in any dimension for bounded
viscosity subsolutions and supersolutions which are α-Hölder continuous in the
x-variable on every set Rn × (0, T1), 0 < T1 < T , for some α > 12 . However,
it is not expected that viscosity solutions to (1.1) admit such a high regularity.
Indeed, in the last section we give an explicit formula for a viscosity solution
to a one-dimensional simplification of (1.1) which is exactly 1/2-Hölder contin-
uous in the space variable. Comparison principle would also work for bounded
viscosity subsolutions and supersolutions if the matrices E(x) were positive def-
inite for every x. More sophisticated results about comparison principles for
more general equations containing (1.1) as a model equation can be found in
[10, 11, 12]. Since
√
E(x) is only 1/2-Hölder continuous here (see below) and
may be degenerate, none of these results applies to our case. Nevertheless, in
the last section we prove local in time uniqueness of viscosity solutions for a
slightly more general class of Hamilton–Jacobi problems, see Theorem 5.3. It
turns out that as long as the viscosity solution is Lipschitz continuous it is
unique (as mentioned above). We also show that the viscosity solution of such a
more general problem, starting from a Lipschitz initial condition loses Lipschitz
continuity and becomes exactly 1/2-Hölder continuous at some positive time.
Let us finally mention that our problem is degenerate enough that it does
not obey the viability methods, designed to study Hamilton–Jacobi equations
exactly when Lagrangians are infinite, see for instance [15] or [16] (the latter
seems to be the reference covering the most general part of a theory). A straight-
forward computation shows that an assumption [16, (A2)] is not satisfied here.
Moreover, viability approach does not seem to be extendable to our case without
3
essentially new steps.
In this paper we show in any dimension N ≥ 1 that the value function
of the associated optimal control problem is lower semi-continuous and is a
discontinuous viscosity solution of (1.1) (Theorem 3.3). In the two-dimensional
case, however, we are able to show that the value function is continuous despite
the degeneracy of E(x). This can be done thanks to the particular form of E(x).
1.1 Transformation
The matrix E(x), for x ∈ RN , is symmetric and positive semi-definite, so it has
the unique square root
√
E(x) in the class of symmetric positive semi-definite
matrices.
Let A, B be symmetric positive semi-definite N ×N matrices. By Theorem
X.1.1 in [3] (see also Theorem V.1.9 in [3]), we have
(1.3) ‖
√
A−
√
B‖ ≤
√
‖A−B‖,
where ‖A‖ denotes the operator norm of the matrix A. By (1.2), there is L0 > 0
such that
‖E(x)− E(y)‖ ≤ L0‖x− y‖, x, y ∈ RN .
Combining the above inequalities implies that there is L1 > 0 such that
(1.4) ‖
√
E(x) −
√
E(y)‖ ≤ L1
√
‖x− y‖, x, y ∈ RN ,
what shows that the map x 7→ √E(x) is 1/2-Hölder continuous. In dimension
N = 2, we have the exact formula for
√
E(x), for x ∈ R2,√
E(x) :=(1.5)
1
2
(√
1 + e−|x1−x2| +
√
1− e−|x1−x2|
√
1 + e−|x1−x2| −
√
1− e−|x1−x2|√
1 + e−|x1−x2| −
√
1− e−|x1−x2|
√
1 + e−|x1−x2| +
√
1− e−|x1−x2|
)
,
which is of particular importance.
Since the matrix E(x) has bounded coefficients (see (1.2)), there is C0 > 0
such that ‖E(x)‖ ≤ C0. We substitute A = E(x) and B = 0 in (1.3) to obtain
(1.6) ‖
√
E(x)‖ ≤ C1.
We have
E(x)v · v =
√
E(x)v ·
√
E(x)v =
∣∣∣√E(x)v∣∣∣2 , for x, v ∈ RN .
This allows us to reformulate the problem (1.1) with the use of the Legendre–
Fenchel transform. Namely, we have
(1.7)
1
2
∣∣∣√E(x)v∣∣∣2 = sup
a∈RN
{
a ·
√
E(x)v − 1
2
|a|2
}
= max
a∈RN
{√
E(x)a · v − 1
2
|a|2
}
,
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where the last equality is due to the symmetry of
√
E(x) and the fact that the
supremum is attained. By the above, we rewrite (1.1) in the form
(1.8){
ut(x, t) + maxa∈RN
{√
E(x)a · ∇u(x, t)− 12 |a|2
}
= 0, x ∈ RN , t ∈ (0, T )
u(x, 0) = g(x), x ∈ RN .
It is well-known that the terminal value problem equivalent to the above initial
value problem is{
ut(x, t) −maxa∈RN
{√
E(x)a · ∇w(x, t) − 12 |a|2
}
= 0, for x ∈ RN , t ∈ (0, T ),
u(x, T ) = g(x), for x ∈ RN ,
or, after a simple modification,
(1.9){
ut(x, t) + mina∈RN
{√
E(x)a · ∇w(x, t) + 12 |a|2
}
= 0, for x ∈ RN , t ∈ (0, T ),
u(x, T ) = g(x), for x ∈ RN .
The above equivalence is understood in the sense that u is a viscosity solution
of (1.8) if and only if w(x, t) := u(x, T − t) is a viscosity solution of (1.9), see,
e.g., Remark (iii) below Thm 2 in §10.3 [13]. We use the form (1.9) or (1.1) of
the Hamilton–Jacobi problem depending on whichever is more convenient for
us.
Such a formulation is an initial step of our procedure. We will study the
optimal control problem associated to (1.9) and its value function and show that
it is a viscosity solution of (1.9). The problem is that
√
E(x) is not Lipschitz
continuous so the solutions of the state equations of our optimal control problem
are not unique and we do not have uniform continuous dependence estimates
with respect to the initial conditions for them. Thus the most difficult part
is in proving the continuity of the value function. The full continuity will be
achieved only in the dimension N = 2 in Section 3 using the special structure
of our problem and some new ad hoc ideas. In dimensions N ≥ 3 only lower
semi-continuity of the value function is shown, see Theorem 3.3. Once the
continuity is established, Section 4 will follow standard approach. We will prove
the dynamic programming principle and use it to show that the value function is
a viscosity solution of (1.9). Even though the material of Section 4 follows well
known arguments which require only minor modifications here, we include full
proofs of all results there to make the paper self-contained and easily accessible
to readers who are not experts in the dynamic programming approach and the
theory of viscosity solutions. In Section 5 we will prove a short time uniqueness
result for Lipschitz continuous solutions of the HJB equation (1.9).
We recall the definition of viscosity solution of (1.9). We refer the readers
to [1, 6, 9, 13, 14] for the basic theory of viscosity solutions, Hamilton–Jacobi–
Bellman equations and their connections to optimal control and calculus of
variations problems.
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For a function v : RN × (0, T ] → R we denote by v∗ and v∗ its upper and
lower semi-continuous envelopes, that is
v∗(x, t) = lim sup
(y,s)→(x,t)
v(y, s), v∗(x, t) = lim inf
(y,s)→(x,t)
v(y, s).
Definition 1.1. We say that a bounded and upper semi-continuous function
v : RN × (0, T ] → R is a viscosity subsolution of the terminal value problem
(1.9) if v(x, T ) ≤ g(x) for x ∈ RN and for every ϕ ∈ C1(RN × (0, T ))
(1.10)
{
if v − ϕ has a local maximum at (y0, t0) ∈ RN × (0, T ), then
ϕt(y0, t0) + mina∈RN
{√
E(y0)a · ∇ϕ(y0, t0) + 12 |a|2
}
≥ 0.
We say that a bounded and lower semi-continuous function v : RN × (0, T ]→ R
is a viscosity supersolution of the terminal value problem (1.9) if v(x, T ) ≥ g(x)
for x ∈ RN and for every ϕ ∈ C1(RN × (0, T ))
(1.11)
{
if v − ϕ has a local minimum at (y0, t0) ∈ RN × (0, T ), then
ϕt(y0, t0) + mina∈RN
{√
E(y0)a · ∇ϕ(y0, t0) + 12 |a|2
}
≤ 0.
A function v is a viscosity solution of (1.9) if it is a viscosity subsolution and a
viscosity supersolution of (1.9).
A function v is a discontinuous viscosity solution of (1.9) if v∗ is a viscosity
subsolution of (1.9) and v∗ is a viscosity supersolution of (1.9).
2 Value function
In this section we introduce the optimal control problem associated to (1.9) and
its value function, which is a candidate for a solution to (1.9). We also collect
some technical lemmas which are needed in the rest of the paper.
Fix 0 ≤ t0 ≤ T and y0 ∈ RN . The value function v : RN × [0, T ] → R is
defined as the following Bolza problem:
(2.1) v(y0, t0) := inf
{
1
2
∫ T
t0
|α(t)|2t. + g(x(T ))
}
,
where the infimum is taken over all measurable controls α : [0, T ]→ RN and all
solutions to the state equation
(P (α, y0, t0))
{
x˙(t) =
√
E(x(t))α(t), for t0 < t < T,
x(t0) = y0.
Bear in mind that
√
E(x) is only 1/2-Hölder continuous, see (1.2) and (1.5).
Hence, in general, solutions x(t) are not unique due to the lack of the Lips-
chitz condition. Indeed, one easily checks that solutions to (P (α, y0, t0)) lack
uniqueness if y0 belongs to some hyperplane {yi = yj}. Compare with (4) in
the remark below.
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Remark 2.1. (1) Note that the infimum in (2.1) is always finite, since for ex-
ample α ≡ 0 is an admissible control.
(2) The infimum in (2.1) does not change if we restrict ourselves to controls
α ∈ L2((0, T ),RN ).
(3) In view of (2) above, we can only consider controls α ∈ L2 ((0, T ),RN).
Hence using the embedding L2((0, T ),RN) ⊂ L1((0, T ),RN), for any y0 and
t0, there is an absolutely continuous function x : [t0, T ] → RN which solves
(P (α, y0, t0)), see Theorem XVIII on page 121 of [21].
(4) Note that in the case of Lipschitz continuous right-hand side of (P (α, y0, t0))
the above formulation of the optimal control problem becomes the usual one,
see §10.3.2 of [13].
We need the following technical lemma. We denote by BL2((t,T ),RN )(r) the
closed ball in L2((t, T ),RN) centered at 0 with radius r > 0.
Lemma 2.2. Let yn → y0 in RN and tn → t0 in [0, T ]. We assume that the se-
quence of controls (αn) is bounded, in the sense that supn≥1 ‖αn‖L2((tn,T ),RN ) ≤
r < ∞, and xn is any solution of (P (αn, yn, tn)), n ≥ 1. We define t :=
infn≥0{tn} (note that t 6= t0 only if there exist n such that tn < t0) and
α˜n(t) :=
{
0 for t ∈ [t, tn),
αn(t) for t ∈ [tn, T ],
x˜n(t) :=
{
yn for t ∈ [t, tn),
xn(t) for t ∈ [tn, T ].
Then there are α0 and x0 such that (up to a subsequence)
α˜n ⇀ α0 weakly in L
2((t, T ),RN),
x˜n → x0 in C([t, T ],RN),
where ‖α0‖L2((t,T ),RN ) ≤ r and x0 is a solution of (P (α0, y0, t0)).
Proof. Certainly, α˜n ∈ BL2((t,T ),RN)(r), and so (up to a subsequence) we may
assume that
(2.2) α˜n ⇀ α0 weakly in L
2((t, T ),RN).
Observe that x˜n is a solution of (P (α˜n, yn, t)), i.e.,
x˜n(t) = yn +
∫ t
t
√
E(x˜n(s))α˜n(s)s., t ∈ [t, T ], n ≥ 1.
Using (1.6), for every n ≥ 1,
sup
t∈[t,T ]
|xn(t)| ≤ |yn|+ C1
∫ T
t
|α˜n(s)|s. ≤ sup
n≥1
|yn|+ C1r
√
T − t,
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so {xn} is bounded in C([t, T ],RN). For any n ≥ 1 and t ≤ t ≤ t′ ≤ T , we have
|x˜n(t′)− x˜n(t)| ≤ C1
∫ t′
t
|α˜n(s)|s. ≤ C1r
√
t′ − t,
so {x˜n} is uniformly equicontinuous. By the Arzela–Ascoli theorem, {x˜n} is
relatively compact in C([t, T ],RN). Passing to a subsequence, we may assume
that x˜n → x0 in C([t, T ],RN). Therefore and by (1.4),
√
E(x˜n) →
√
E(x) in
C([t, T ],RN×N). Hence and by (2.2), for t ∈ [t, T ], we have
x0(t)← x˜n(t) = yn +
∫ t
t
√
E(x˜n(s))α˜n(s)s. → y0 +
∫ t
t
√
E(x0(s))α0(s)s..
This shows that x0 is a solution of (P (α0, y0, t)). On the other hand, since
xn(tn) = yn → y0 and tn → t0, we obtain
x0(t0) = y0,
so x0 is also a solution of (P (α0, y0, t0)).
The next lemma guarantees that the set over which we minimize in (2.1) can
be restricted and a minimizer exists.
Lemma 2.3. For every (y0, t0) ∈ RN×[0, T ] there is a control α0 and a solution
x0 of (P (α0, y0, t0)) such that ‖α0‖L2((t0,T ),RN ) ≤ 2
√‖g‖L∞ and
v(y0, t0) =
1
2
∫ T
t0
|α0(t)|2t. + g(x0(T )).
In other words, for all y0 ∈ R2 and t0 ∈ [0, T ], the following equality holds:
v(y0, t0) = min
{
1
2
∫ T
t0
|α(t)|2t. + g(x(T ))
}
,
where the minimium is taken over all controls α ∈ BL2((t0,T ),RN )(2
√‖g‖L∞)
and all solutions x of (P (α, y0, t0)). Moreover, the value function v is bounded.
Proof. Fix y0 ∈ RN and t0 ∈ [0, T ]. Obviously we have −‖g‖L∞ ≤ v(y0, t0) and
if we use the control α ≡ 0 in (2.1), we get
(2.3) v(y0, t0) ≤ g(y0) ≤ ‖g‖L∞,
so |v(y0, t0)| ≤ ‖g‖L∞.
For every n ≥ 1, there is αn ∈ L2((t0, T ),R2) and a solution xn of (P (αn, y0, t0))
such that
(2.4) v(y0, t0) +
1
n
≥ 1
2
∫ T
t0
|αn(t)|2t. + g(xn(T )).
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Therefore, by (2.3), we obtain
(2.5)
1
2
∫ T
t0
|αn(t)|2t. ≤
1
n
+ 2‖g‖L∞, n ≥ 1,
and so, αn ∈ BL2((t0,T ),RN )(r), where r :=
√
2 + 4‖g‖L∞, n ≥ 1. Taking
constant sequences yn = y0, tn = t0, n ≥ 1, and using Lemma 2.2, there is
α0 ∈ L2((t0, T ),RN) and a solution x0 of (P (α0, y0, t0)) such that (up to a
subsequence)
αn ⇀ α0 in L
2((t0, T ),R
N) and xn → x0 in C([t0, T ],RN).
By (2.1), we obtain
v(y0, t0) ≤ 1
2
∫ T
t0
|α0(s)|2s. + g(x0(T )).
But (2.4), the weak lower semi-continuity of the norm and xn(T )→ x0(T ) yield
v(y0, t0) ≥ lim inf
n→∞
(
1
2
∫ T
t0
|αn(s)|2s. + g(xn(T ))
)
≥ 1
2
∫ T
t0
|α0(s)|2s. + g(x0(T )).
The last two inequalities combined give
(2.6) v(y0, t0) =
1
2
∫ T
t0
|α0(s)|2s. + g(x0(T )).
We again use the weak lower semi-continuity of the norm and (2.5) to get
‖α0‖L2((t0,T ),RN) ≤ lim infn→∞ ‖αn‖L2((t0,T ),RN ) ≤ 2
√
‖g‖L∞,
as claimed.
3 Continuity of the value function in dimension
N = 2 and lower semi-continuity in higher di-
mensions
In this section we prove one of the main results of the paper, the continuity of
the value function. We begin with an auxiliary lemma. Its proof is divided into
three steps which are technically different. The reason is that the regularity of
the value function depends on whether x ∈ {x1 = x2}, where E(x) becomes
degenerate, or not.
Lemma 3.1. Fix y0 ∈ R2 and t0 ∈ [0, T ). If yn → y0 in R2, then, for large n,
there are tn ∈ [t0, T ], measurable αn : [t0, tn) → R2 and absolutely continuous
xn : [t0, tn]→ R2 satisfying
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(1) tn → t+0 ,
(2)
∫ tn
t0
|αn(t)|2t. → 0,
(3) xn is a solution of{
x˙n(t) =
√
E(xn(t))αn(t), for t ∈ (t0, tn),
xn(t0) = yn,
(4) xn(tn) = y0.
Proof. Let y0 = (y
1
0 , y
2
0), yn = (y
1
n, y
2
n), x0 = (x
1
0, x
2
0), xn = (x
1
n, x
2
n). We split
the proof into three cases for convenience, depending whether y0 and yn, a
sequence approximating y0, are on the line y
1 = y2 or not. Notice that the
general case can be deduced by combining the three cases together.
Case I:
(3.1) y10 = y
2
0 and y
1
n 6= y2n, n ≥ 1.
We define
(3.2) tn := t0 +
(|y10 − y1n|+ |y20 − y2n|)1/4 .
Obviously claim (1) holds. We define xn : [t0, tn)→ R2 by the formula
xn(t) = e
1
tn−t0
− 1
tn−t yn +
(
1− e 1tn−t0− 1tn−t
)
y0, t ∈ [t0, tn).
Easy calculations show that xn is an absolutely continuous (even C
1) solution
of the equation
(3.3)
{
x˙n(t) =
1
(tn−t)2 (y0 − xn(t)), t ∈ [t0, tn),
xn(t0) = yn.
Observe that xn(tn) = limt→t−n xn(t) = y0, so claim (4) is satisfied. We have
(3.4) y0 − xn(t) = e
1
tn−t0
− 1
tn−t (y0 − yn), t ∈ [t0, tn),
and
(3.5) ρn(t) := |x1n(t)− x2n(t)| = e
1
tn−t0
− 1
tn−t |y1n − y2n|, t ∈ [t0, tn).
In particular x1n(t) 6= x2n(t), for t ∈ [t0, tn), so
√
E(xn(t))
−1
is well-defined and
is given by
√
E(xn(t))
−1
=
1
2

 1√1+e−ρn(t) + 1√1−e−ρn(t) 1√1+e−ρn(t) − 1√1−e−ρn(t)
1√
1+e−ρn(t)
− 1√
1−e−ρn(t)
1√
1+e−ρn(t)
+ 1√
1−e−ρn(t)

 ,
10
for t ∈ [t0, tn).
Hence, we may define αn : [t0, tn)→ R2 by
(3.6) αn(t) :=
1
(tn − t)2
√
E(xn(t))
−1
(y0 − xn(t)), t ∈ [t0, tn).
Observe that
√
E(xn(t))αn(t) =
1
(tn−t)2 (y0 − xn(t)), i.e., the right-hand side of
(3.3). Hence claim (3) is satisfied.
All that remains is to show claim (2). Using (3.4) and (3.1), after some
computations, we obtain
αn(t) =
e
1
tn−t0
− 1
tn−t
2(tn − t)2


y10 − y1n + y20 − y2n√
1 + e−ρn(t)
− y
1
n − y2n√
1− e−ρn(t)
y10 − y1n + y20 − y2n√
1 + e−ρn(t)
+
y1n − y2n√
1− e−ρn(t)

 , t ∈ [t0, tn).
We have
(3.7)
|αn(t)|2 = 1
2
e
2
tn−t0
− 2
tn−t (y10 − y1n + y20 − y2n)2
(tn − t)4
(
1 + e−ρn(t)
)︸ ︷︷ ︸
=:I1,n(t)
+
1
2
e
2
tn−t0
− 2
tn−t (y1n − y2n)2
(tn − t)4
(
1− e−ρn(t))︸ ︷︷ ︸
=:I2,n(t)
, t ∈ [t0, tn).
We estimate each of the above terms separately. Note that ρn(t) ≥ 0 so
I1,n(t) ≤ e
2
tn−t0
− 2
tn−t (y10 − y1n + y20 − y2n)2
(tn − t)4 =: hn(t).
Next, we compute
h′n(t) = e
2
tn−t0 (y10 − y1n + y20 − y2n)2
−2e −2tn−t (tn − t)2[1− 2(tn − t)]
(tn − t)8 .
Hence, the function hn has a negative derivative on [t0, tn), provided that n is
sufficiently large. Thus, hn attains maximum on [t0, tn) at t0, and so we gain
(3.8) sup
t∈[t0,tn)
I1,n(t) ≤ hn(t0) = (y
1
0 − y1n + y20 − y2n)2
(tn − t0)4 → 0, as n→∞,
the last convergence holds due to (3.2).
Next, note that
I2,n(t) =
1
2
ρ2n(t)
(tn − t)4
(
1− e−ρn(t)) .
Due to (3.1), ρn(t) > 0 and using the inequality
1
1− e−x ≤
1 + x
x
, x > 0,
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we get
I2,n(t) ≤ 1
2
ρ2n(t)(1 + ρn(t))
(tn − t)4ρn(t) =
1
2
ρn(t)(1 + ρn(t))
(tn − t)4 , t ∈ [t0, tn).
In view of (3.1) and since yn → y0, supt∈[t0,tn) ρn(t)→ 0 as n→∞. Hence, for
sufficiently large n, we obtain
I2,n(t) ≤ ρn(t)
(tn − t)4 , t ∈ [t0, tn).
By (3.5) and the above inequality∫ tn
t0
I2,n(t)t. ≤ |y1n − y2n|e
1
tn−t0
∫ tn
t0
e−
1
tn−t
(tn − t)4 t..
We change the variables e−
1
tn−t = s and get
∫ tn
t0
I2,n(t)t. ≤ |y1n − y2n|e
1
tn−t0
∫ e− 1tn−t0
0
ln2(s)s.
= |y1n − y2n|e
1
tn−t0
[
s(ln2(s)− 2 ln(s) + 2)
]s=e− 1tn−t0
s=0
= |y1n − y2n|e
1
tn−t0
[
e
− 1
tn−t0
(
1
(tn − t0)2 + 2
1
tn − t0 + 2
)]
=
|y1n − y2n|
(tn − t0)2 + 2
|y1n − y2n|
tn − t0 + 2|y
1
n − y2n|.
But |y1n − y2n| ≤ |y1n − y10 |+ |y20 − y2n| due to (3.1). Hence, we obtain∫ tn
t0
I2,n(t)t. ≤
|y1n − y10 |+ |y20 − y2n|
(tn − t0)2 +2
|y1n − y10 |+ |y20 − y2n|
tn − t0 +2|y
1
n−y2n| n→∞−→ 0,
by (3.2). This, together with (3.8) and (3.7), proves claim (2).
Case II: y10 = y
2
0 and y
1
n = y
2
n, n ≥ 1.
Let tn := t0 +
√
2|y10 − y1n|. Obviously, (1) is satisfied. Let xn : [t0, tn]→ R2
be the solution of
(3.9)


x˙n(t) =
sgn(y10−y1n)√
2
(
1
1
)
, t ∈ [t0, tn],
xn(t0) = yn.
Then, for t ∈ [t0, tn],
xn(t) = yn + (t− t0) sgn(y
1
0 − y1n)√
2
(
1
1
)
,
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so in particular
(3.10) x1n(t) = x
2
n(t), t ∈ [t0, tn].
Moreover, xn(tn) = y0, so (4) is satisfied.
We define αn : [t0, tn]→ R2 by
αn(t) = sgn(y
1
0 − y1n)
(
1
0
)
, t ∈ [t0, tn],
so (2) follows immediately.
By (3.10), we have
√
E(xn(t)) =
1√
2
(
1 1
1 1
)
, t ∈ [t0, tn].
Thus, for t ∈ [t0, tn],√
E(xn(t))αn(t) =
sgn(y10 − y1n)√
2
(
1
1
)
= x˙n(t),
so (3) is satisfied.
Case III: y10 6= y20.
We define tn := t0 + |y0 − yn|, so (1) holds. Without loss of generality we
assume that yn 6= y0, n ≥ 1. Let xn : [t0, tn]→ R2 be the solution of
(3.11)
{
x˙n(t) =
1
|y0−yn| (y0 − yn), for t ∈ [t0, tn],
xn(t0) = yn.
Then, for t ∈ [t0, tn],
xn(t) = yn +
t− t0
|y0 − yn| (y0 − yn)
and we see that (4) is satisfied. We define αn : [t0, tn] → R2 by
αn(t) :=
1
|y0 − yn|
√
E(xn(t))
−1
(y0 − yn), t ∈ [t0, tn].
For sufficiently large n, xn([t0, tn]) ⊂ B(y0, δ), where δ > 0 is chosen so small
that
B(y0, δ) ∩ {(x1, x2) ∈ R2 | x1 = x2} = ∅.
As a result, the matrix
√
E(xn(t))
−1
is well-defined and its coefficients are
bounded by some constant uniformly with respect to n and t ∈ [t0, tn]. Thus,
we have
|αn(t)| ≤ c, t ∈ [t0, tn],
for a suitable constant c > 0. This immediately implies (2). By the very
definition of αn and by (3.11) we obtain (3).
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We now have the necessary technical tools to prove the continuity of the
value function. We begin with the upper semi-continuity.
Theorem 3.2. The value function v : R2×[0, T ]→ R is upper semi-continuous.
Proof. First, we show that v is upper semi-continuous with respect to the y-
variable. Fix y0 ∈ R2 and t0 ∈ [0, T ) (the case t0 = T is trivial). We choose
yn → y0 such that
lim
n→∞
v(yn, t0) = lim sup
y→y0
v(y, t0).
We aim to prove the following inequality
(3.12) lim
n→∞
v(yn, t0) ≤ v(y0, t0).
By Lemma 2.3, there is α0 ∈ L2((0, T ),R2) and a solution x0 of (P (α0, y0, t0))
such that
(3.13) v(y0, t0) =
1
2
∫ T
t0
|α0(t)|2t. + g(x0(T ))).
Since yn → y0, we apply Lemma 3.1 and obtain (tn), (αn) and (xn) such that
tn → t+0 ,
∫ tn
t0
|αn(t)|2t. → 0, n→∞,

x˙n(t) =
√
E(xn)αn(t), for t ∈ (t0, tn),
xn(t0) = yn,
xn(tn) = y0.
Now, we define
x˜n(t) :=
{
xn(t), for t ∈ [t0, tn),
x0(t− tn + t0), for t ∈ [tn, T ]
and
α˜n(t) :=
{
αn(t), for t ∈ [t0, tn),
α0(t− tn + t0), for t ∈ [tn, T ].
Clearly, x˜n is absolutely continuous and is a solution of (P (α˜n, yn, t0)), hence
(3.14) v(yn, t0) ≤ 1
2
∫ T
t0
|α˜n(t)|2t. − g(x˜n(T )).
Using the properties of tn, α˜n and x˜n, we obtain∫ T
t0
|α˜n(t)|2t. =
∫ tn
t0
|αn(t)|2t. +
∫ T
tn
|α0(t− tn + t0)|2t. →
∫ T
t0
|α0(t)|2t.,
g(x˜n(T )) = g(x0(T − tn + t0))→ g(x0(T )).
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Thus, (3.14), the above convergences and (3.13), yield
lim
n→∞
v(yn, t0) ≤ v(y0, t0).
We now show that v is upper semi-continuous with respect to both variables.
Fix (y0, t0) and (yn, tn) ∈ R2 × [0, T ] such that (yn, tn)→ (y0, t0) and
lim
n→∞
v(yn, tn) = lim sup
(y,t)→(y0,t0)
v(y, t).
We will show that
lim
n→∞
v(yn, tn) ≤ v(y0, t0).
Note that
(3.15) v(yn, tn)− v(y0, t0) = v(yn, tn)− v(yn, t0)︸ ︷︷ ︸
=:In
+ v(yn, t0)− v(y0, t0)︸ ︷︷ ︸
=:Jn
By the first part of the proof v is upper semicontinuous with respect to y, so
lim supn→∞ Jn ≤ 0. Thus, if we show that lim supn→∞ In ≤ 0, we are done. To
deal with In we consider two cases.
Case I: tn → t−0 . For every n ≥ 1, by Lemma 2.3, there are a control αn and
a solution xn of (P (αn, yn, t0)) such that
(3.16) v(yn, t0) =
1
2
∫ T
t0
|αn(s)|2s. + g(xn(T )).
We define
α˜n(t) :=
{
0 for t ∈ [tn, t0),
αn(t) for t ∈ [t0, T ],
x˜n(t) :=
{
yn for t ∈ [tn, t0),
xn(t) for t ∈ [t0, T ].
Obviously, x˜n is a solution of (P (α˜n, yn, tn)), so by (2.1),
v(yn, tn) ≤ 1
2
∫ T
tn
|α˜n(s)|2s. + g(x˜n(T )).
Consequently, we have
v(yn, tn) ≤ 1
2
∫ T
t0
|αn(s)|2s. + g(xn(T )) = v(yn, t0).
where the last identity follows by (3.16). Hence, In ≤ 0, for n ≥ 1.
Case II: tn → t+0 . For every n ≥ 1, by Lemma 2.3, there exist αn ∈
BL2((t0,T ),R2)(2
√‖g‖L∞) and a solution xn of (P (αn, yn, t0)) such that
(3.17) v(yn, t0) =
1
2
∫ T
t0
|αn(s)|2s. + g(xn(T )).
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We define, for t ∈ [tn, T ],
α˜n(t) := αn(t− tn + t0)
x˜n(t) := xn(t− tn + t0).
Then x˜n is a solution of (P (α˜n, yn, tn)), so
(3.18)
v(yn, tn) ≤ 1
2
∫ T
tn
|α˜n(s)|2s. + g(x˜n(T ))
=
1
2
∫ T−tn+t0
t0
|αn(s)|2s. + g(xn(T − tn + t0))
≤ 1
2
∫ T
t0
|αn(s)|2s. + g(xn(T − tn + t0)).
Let us choose a subsequence (ynk , tnk) such that
lim
k→∞
(v(ynk , tnk)− v(ynk , t0)) = lim sup
n→∞
(v(yn, tn)− v(yn, t0)).
Since ynk → y0, αnk ∈ BL2((t0,T ),R2)(2
√‖g‖L∞) and xnk is a solution of
(P (αnk , ynk , t0)), by Lemma 2.2, {xnk} is relatively compact in C([t0, T ],R2).
After passing to a subsequence (still denoted by xnk) we may assume that
xnk → x0 in C([t0, T ],R2). Then, by (3.17) and (3.18), for every k ≥ 1,
v(ynk , tnk)− v(ynk , t0) ≤ g(xnk(T − tnk + t0))− g(xnk(T )),
so
lim sup
n→∞
In = lim
k→∞
(v(ynk , tnk)− v(ynk , t0)) ≤ 0.
Theorem 3.3. The value function v : RN×[0, T ]→ R is lower semi-continuous.
Remark 3.4. Note that the lower semi-continuity of v is shown in any dimen-
sion N .
Proof. Fix y0 ∈ RN and t0 ∈ [0, T ]. Choose yn → y0 and tn → t0 so that
lim
n→∞
v(yn, tn) = lim inf
(y,t)→(y0,t0)
v(y, t).
We will show that
lim
n→∞ v(yn, tn) ≥ v(y0, t0).
For every n ≥ 1, by Lemma 2.3, there are αn ∈ BL2((tn,T ),RN )(2
√‖g‖L∞) and
a solution xn of (P (αn, yn, tn)) such that
v(yn, tn) =
1
2
∫ T
tn
|αn(s)|2s. + g(xn(T )).
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We use Lemma 2.2 and its notation. We may assume, after passing to a subse-
quence, that
α˜nk ⇀ α0 in L
2((t, T ),RN),
x˜nk → x0 in C([t, T ],RN),
and x0 is a solution of (P (α0, y0, t0)). By the above and using the properties of
α˜nk , x˜nk and t, we obtain
lim
n→∞
v(yn, tn) = lim
k→∞
v(ynk , tnk) = lim inf
k→∞
v(ynk , tnk)
= lim inf
k→∞
[
1
2
∫ T
tnk
|αnk(s)|2s. + g(xnk(T ))
]
= lim inf
k→∞
[
1
2
∫ T
t
|α˜nk(s)|2s. + g(x˜nk(T ))
]
≥ 1
2
∫ T
t
|α0(s)|2s. + g(x0(T ))
≥ 1
2
∫ T
t0
|α0(s)|2s. + g(x0(T ))
≥ v(y0, t0),
where we used the weak lower semi-continuity of the norm and (2.1).
We conclude this section with a theorem summarizing the obtained results.
Theorem 3.5. If g is continuous and bounded, then the value function v :
R
2 × [0, T ]→ R defined by (2.1) is continuous and ‖v‖L∞ ≤ ‖g‖L∞.
Proof. See Theorems 3.2, 3.3 and Lemma 2.3.
4 The PDE for the value function
This section is rather standard and follows well known arguments which require
only minor modifications. However we include the proofs to make the paper
self-contained and make it easily readable by people who are not experts in the
dynamic programming approach and the theory of viscosity solutions. We first
show the dynamic programming principle which is the key step in the proof that
the value function is a viscosity solution to the Hamilton–Jacobi equation. The
proof of the dynamic programming principle below follows the proof of Theorem
1, §10.3 of [13].
Lemma 4.1 (Dynamic Programming Principle). For every h > 0 such that
t0 + h < T , we have
v(y0, t0) = inf
{∫ t0+h
t0
1
2
|α(t)|2t. + v(x(t0 + h), t0 + h)
}
,
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where the infimum is taken over all measurable controls α and all solutions x of
(P (α, y0, t0)).
Remark 4.2. The infimum above does not change if we restrict ourselves to
square integrable controls α, cf. Remark 2.1.
Proof. Fix any square integrable control α1 and any solution x1 of (P (α1, y0, t0)).
By Lemma 2.3, there is some control α2 and a solution x2 of (P (α2, x1(t0 +
h), t0 + h)) such that
(4.1) v(x1(t0 + h), t0 + h) =
∫ T
t0+h
1
2
|α2(t)|2t. + g(x2(T )).
We define the control α3 : [t0, T ] → RN and the function x3 : [t0, T ] → RN as
follows
α3(t) :=
{
α1(t) for t0 ≤ t < t0 + h,
α2(t) for t0 + h ≤ t ≤ T,
x3(t) :=
{
x1(t) for t0 ≤ t < t0 + h,
x2(t) for t0 + h ≤ t ≤ T.
It is straightforward to see that x3 is absolutely continuous and solves (P (α3, t0, y0)).
By (2.1), we have
v(y0, t0) ≤
∫ T
t0
1
2
|α3(t)|2t. + g(x3(T ))
=
∫ t0+h
t0
1
2
|α1(t)|2t. +
∫ T
t0+h
1
2
|α2(t)|2t. + g(x2(T ))
=
∫ t0+h
t0
1
2
|α1(t)|2t. + v(x1(t0 + h), t0 + h),
where the last equality follows from (4.1). Since the control α1 and the solution
x1 of (P (α1, y0, t0)) was arbitrary, we obtain
v(y0, t0) ≤ inf
{∫ t0+h
t0
1
2
|α(t)|2t. + v(x(t0 + h), t0 + h)
}
,
where the infimum is taken over all measurable controls α and all solutions x of
(P (α, y0, t0)) (see Remark 4.2).
We now prove the opposite inequality. By Lemma 2.3, there is a control α4
and a solution x4 of (P (α4, y0, t0)) such that
v(t0, y0) =
∫ T
t0
1
2
|α4(t)|2t. + g(x4(T )).
Note that the restriction x4|[t0+h,T ] is a solution of (P (α4, x4(t0 + h), t0 + h))),
so (2.1) yields
v(x4(t0 + h), t0 + h) ≤
∫ T
t0+h
1
2
|α4(t)|2t. + g(x4(T )).
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Gathering the above, we get
v(y0, t0) =
∫ T
t0
1
2
|α4(t)|2t. + g(x4(T ))
=
∫ t0+h
t0
1
2
|α4(t)|2t. +
∫ T
t0+h
1
2
|α4(t)|2t. + g(x4(T ))
≥
∫ t0+h
t0
1
2
|α4(t)|2t. + v(x4(t0 + h), t0 + h).
Hence, taking the infimum over all controls α and all solutions x of (P (α, y0, t0))
yields
v(y0, t0) ≥ inf
{∫ t0+h
t0
1
2
|α(t)|2t. + v(x(t0 + h), t0 + h)
}
.
Corollary 4.3. For every h > 0 such that t0 + h < T , we have
v(y0, t0) = min
{∫ t0+h
t0
1
2
|α(t)|2t. + v(x(t0 + h), t0 + h)
}
,
where the minimum is taken over all controls α with ‖α‖L2((t0,T ),RN ) ≤ 2
√‖g‖L∞
and all solutions x of (P (α, y0, t0)).
Proof. By Lemma 2.3, there is α0 ∈ BL2((t0,T ),RN )(2
√‖g‖L∞) and a solution x0
of (P (α0, y0, t0)) such that
(4.2) v(y0, t0) =
1
2
∫ T
t0
|α0(s)|2s. + g(x0(T )).
Since x0 is some solution of (P (α0, y0, t0)), Lemma 4.1 implies that
(4.3) v(y0, t0) ≤ 1
2
∫ t0+h
t0
|α0(s)|2s. + v(x0(t0 + h), t0 + h).
Combining (4.2) and (4.3), we obtain
1
2
∫ T
t0+h
|α0(s)|2s. + g(x0(T )) ≤ v(x0(t0 + h), t0 + h).
On the other hand, x0|[t0+h,T ] is a solution of (P (α0, x0(t0 + h), t0 + h)), and
so, by the definition,
v(x0(t0 + h), t0 + h) ≤ 1
2
∫ T
t0+h
|α0(s)|2s. + g(x0(T )),
hence
v(x0(t0 + h), t0 + h) =
1
2
∫ T
t0+h
|α0(s)|2s. + g(x0(T ))
and, in view of (4.2), the proof of the corollary is complete.
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We can now prove that the value function is a viscosity solution to the
Hamilton–Jacobi equation, see Definition 1.1. The proof follows standard argu-
ments (see for instance [1, 13, 14]) with some adjustments to comply with our
case.
Theorem 4.4. Let v : RN × [0, T ] → R be a value function defined in (2.1).
Then, in dimension N = 2, v is a viscosity solution to (1.9). In dimensions
N ≥ 3, v is a lower semi-continuous discontinuous viscosity solution to (1.9).
Proof. The value function v is lower semi-continuous and bounded in every
dimension N ≥ 2, according to Theorem 3.3 and Lemma 2.3. In dimension
N = 2, the value function v is additionally continuous by Theorem 3.2.
By the very definition (2.1), we get v(y, T ) = g(y), y ∈ RN .
Let ϕ ∈ C1(RN × (0, T )) be such that
v∗ − ϕ has a local maximum at (y0, t0) ∈ RN × (0, T ),
that is
(4.4) v∗(y, t)− ϕ(y, t) ≤ v∗(y0, t0)− ϕ(y0, t0) for |t− t0| < δ, |y − y0| < δ,
for some δ > 0. We claim that
(4.5) ϕt(y0, t0) + min
a∈RN
{√
E(y0)a · ∇ϕ(y0, t0) + 1
2
|a|2
}
≥ 0.
Take (yn, tn)→ (y0, t0) such that |v(yn, tn)−v∗(y0, t0)| < 1n2 and |ϕ(yn, tn)−
ϕ(y0, t0)| < 1n2 . Let a0 ∈ RN be arbitrary. We consider the constant control
α(t) = a0, t0 ≤ t ≤ T and some solutions xn of the equations{
x˙n(t) =
√
E(xn(t))a0, for t0 < t < T,
xn(tn) = yn.
We take n large enough so that 0 < 1n < δ and such that
(4.6) |xn(t)− y0| ≤ C1|a0|(t− tn) + |yn − y0| < δ for t0 ≤ t ≤ t+ 1
n
.
By Lemma 4.1, since xn is a solution of (P (α, yn, tn)),
v(yn, tn) ≤ 1
2
∫ tn+ 1n
tn
|a0|2t. + v
(
xn
(
tn +
1
n
)
, tn +
1
n
)
.
Thus, it follows from (4.4) that
−1
2
|a0|2 ≤ n
[
v
(
xn
(
tn +
1
n
)
, tn +
1
n
)
− v(yn, tn)
]
≤ n
[
v∗
(
xn
(
tn +
1
n
)
, tn +
1
n
)
− v∗(y0, t0)
]
+
1
n
≤ n
[
ϕ
(
xn
(
tn +
1
n
)
, tn +
1
n
)
− ϕ(y0, t0)
]
+
1
n
≤ n
[
ϕ
(
xn
(
tn +
1
n
)
, tn +
1
n
)
− ϕ(yn, tn)
]
+
2
n
.
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Therefore, we have
− 1
2
|a0|2 ≤ n
[
ϕ
(
xn
(
tn +
1
n
)
, tn +
1
n
)
− ϕ(yn, tn)
]
+
2
n
= n
∫ tn+ 1n
tn
d
dt
ϕ(xn(t), t)t. = n
∫ tn+ 1n
tn
[ϕt(xn(t), t) +∇ϕ(xn(t), t) · x˙n(t)] t. +
2
n
= n
∫ tn+ 1n
tn
[
ϕt(xn(t), t) +
√
E(xn(t))a0 · ∇ϕ(xn(t), t)
]
t. +
2
n
.
Letting n→∞ above and using (4.6), we thus obtain
ϕt(y0, t0) +
√
E(y0)a0 · ∇ϕ(y0, t0) + 1
2
|a0|2 ≥ 0
which gives (4.5) since a0 was arbitrary.
We now assume that v − ϕ has a local minimum at some point (y0, t0) ∈
R
N × (0, T ), where ϕ ∈ C1(RN × (0, T )). We will show that
(4.7) ϕt(y0, t0) + min
a∈RN
{√
E(y0)a · ∇ϕ(y0, t0) + 1
2
|a|2
}
≤ 0.
Suppose this is not the case. Then, there is θ > 0 such that
(4.8) ϕt(y0, t0) + min
a∈RN
{√
E(y0)a · ∇ϕ(y0, t0) + 1
2
|a|2
}
> θ.
Recall that
min
a∈RN
{√
E(y0)a · ∇ϕ(y0, t0) + 1
2
|a|2
}
= −1
2
∣∣∣√E(y0)∇ϕ(y0, t0)∣∣∣2 ,
see (1.7). The above equality shows that left-hand side of (4.8) is continuous,
therefore there is δ1 > 0 such that
(4.9)
|y − y0|+ |t− t0| < δ1 =⇒ ϕt(y, t) + min
a∈RN
{√
E(y)a · ∇ϕ(y, t) + 1
2
|a|2
}
> θ
⇐⇒ ∀a ∈ RN ϕt(y, t) +
√
E(y)a · ∇ϕ(y, t) + 1
2
|a|2 > θ.
By our assumption, there is 0 < δ2 < δ1 such that
(4.10) |y − y0|+ |t− t0| < δ2 =⇒ v(y, t)− v(y0, t0) ≥ ϕ(y, t)− ϕ(y0, t0).
There is 0 < h < δ2/2 such that for any control α ∈ BL2((t0,T ),RN )(2
√‖g‖L∞)
and any solution x of
(4.11)
{
x˙(t) =
√
E(x(t))α(t), t0 < t < T,
x(t0) = y0,
21
we have
(4.12) t ∈ [t0, t0 + h] =⇒ |x(t)− y0| < δ2/2.
Indeed, take some α ∈ BL2((t0,T ),RN )(2
√‖g‖L∞) and some solution x of (4.11).
Then, for t ∈ [t0, T ],
|x(t)− y0| ≤
∫ t
t0
|
√
E(x(s))α(s)|s. ≤ C1
∫ t
t0
|α(s)|s. ≤ 2C1
√
‖g‖L∞
√
t− t0,
where C1 comes from (1.6). Choosing h =
(
δ2
4C1
√‖g‖L∞
)2
yields (4.12). By
the above and (4.10), we obtain
(4.13)
v(x(t0 + h), t0 + h)− v(y0, t0) ≥ ϕ(x(t0 + h), t0 + h)− ϕ(y0, t0)
=
∫ t0+h
t0
d
dt
ϕ(x(t), t)t. =
∫ t0+h
t0
[ϕt(x(t), t) +∇ϕ(x(t), t) · x˙(t)] t.
=
∫ t0+h
t0
[
ϕt(x(t), t) +
√
E(x(t))α(t) · ∇ϕ(x(t), t)
]
t.
for any control α ∈ BL2((t0,T ),RN )(2
√‖g‖L∞) and any solution x of (4.11). By
Corollary 4.3, there is α ∈ BL2((t0,T ),RN )(2
√‖g‖L∞) and a solution x of (4.11)
such that
(4.14) v(y0, t0) =
1
2
∫ t0+h
t0
|α(t)|2t. + v(x(t0 + h), t0 + h).
Combining (4.13) and (4.14) yields∫ t0+h
t0
[
ϕt(x(t), t) +
√
E(x(t))α(t) · ∇ϕ(x(t), t) + 1
2
|α(t)|2
]
t. ≤ 0.
On the other hand, by (4.9), we get∫ t0+h
t0
[
ϕt(x(t), t) +
√
E(x(t))α(t) · ∇ϕ(x(t), t) + 1
2
|α(t)|2
]
t. > θh
which is a contradiction. Thus (4.7) holds.
5 Short time uniqueness
For the sake of generality, we forget about the particular form of the matrix
E(x) and consider the Hamilton–Jacobi initial value problem of the form
(5.1)
{
ut(x, t) +
1
2M(x)∇u(x, t) · ∇u(x, t) = 0, x ∈ RN , t ∈ (0, T ),
u(x, 0) = g(x), x ∈ RN .
We make the following assumptions:
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• for every x ∈ RN , M(x) is an N ×N real matrix and there exists L > 0
such that
(5.2) ‖M(x)−M(y)‖ ≤ L|x− y|, for all x, y ∈ RN ,
• g : RN → R is bounded and Lipschitz continuous, i.e., there is C > 0 such
that
(5.3) |g(x)− g(y)| ≤ C|x− y|, for all x, y ∈ RN ,
We now consider the initial value problem. The terminal value problem can
be addressed analogously. To avoid ambiguities we formulate the definition of
the viscosity solution of (5.1).
Definition 5.1. We say that a bounded and upper semi-continuous function
v : RN × [0, T )→ R is a viscosity subsolution of the initial value problem (5.1)
if v(x, 0) ≤ g(x) for x ∈ RN and for every ϕ ∈ C1(RN × (0, T ))
(5.4)
{
if v − ϕ has a local maximum at (y0, t0) ∈ RN × (0, T ), then
ϕt(y0, t0) +
1
2M(y0)∇ϕ(y0, t0) · ∇ϕ(y0, t0) ≤ 0.
We say that a bounded and lower semi-continuous function v : RN × [0, T )→ R
is a viscosity supersolution of the terminal value problem (5.1) if v(x, 0) ≥ g(x)
for x ∈ RN and for every ϕ ∈ C1(RN × (0, T ))
(5.5)
{
if v − ϕ has a local minimum at (y0, t0) ∈ RN × (0, T ), then
ϕt(y0, t0) +
1
2M(y0)∇ϕ(y0, t0) · ∇ϕ(y0, t0) ≥ 0.
A function v is a viscosity solution of (1.9) if it is a viscosity subsolution and a
viscosity supersolution of (1.9).
Let us recall the notion of sub- and superdifferential, see, e.g., [1]. Let
u : RN × (0, T ) → R and (x, t) ∈ RN × (0, T ). The superdifferential D+u(x, t)
of u at (x, t) is defined as follows: for (b, ξ) ∈ R× RN ,
(b, ξ) ∈ D+u(x, t) ⇐⇒
lim sup
(y,s)→(x,s)
u(y, s)− u(x, t)− b(s− t)− ξ · (y − x)
|y − x|+ |s− t| ≤ 0.
The subdifferential D−u(x, t) of u at (x, t) is given by
D−u(x, t) := −D+(−u)(x, t).
Remark 5.2. We recall that if u : RN × (0, T ) → R and (x, t) ∈ RN × (0, T )
then (b, ξ) ∈ D+u(x, t) if and only if there exists ϕ ∈ C1(RN × (0, T )) such that
(b, ξ) = (ϕt(x, t),∇ϕ(x, t)) and u−ϕ has local maximum at (x, t). For the proof
see e.g. Lemma 1.7, §II in [1] (it is assumed that u is continuous there, but the
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inspection of the proof reveals that u may be arbitrary function). The similar
result holds for the subdifferential D−u(x, t). In [9] the second order sub- and
superjets and their closures were introduced to deal with the second order PDEs.
Thus, following [9], we introduce the closure of sub- and superdifferential (this
concept is known in the field of non-smooth analysis under different names like
”limiting subdifferential” or ”general subgradient” in [20]). The closure of the
superdifferential D
+
u(x, t) of u at (x, t) is given by
D
+
u(x, t) :=
{
(b, ξ) ∈ R× RN | ∃(xn, tn, bn, ξn) ∈ RN × (0, T )× R× RN
such that (bn, ξn) ∈ D+u(xn, tn)
and (xn, tn, u(xn, tn), bn, ξn)→ (x, t, u(x, t), b, ξ)
}
.
The closure of the subdifferential D
−
u(x, t) of u at (x, t) is defined in the similar
manner. Then, sinceM is continuous, Definition 5.1 may be equivalently stated
as follows.
A bounded and upper semi-continuous function v : RN × [0, T ) → R is
a viscosity subsolution of the initial value problem (5.1) if v(x, 0) ≤ g(x) for
x ∈ RN and for every (x, t) ∈ RN × (0, T )
if (b, ξ) ∈ D+u(x, t), then b + 1
2
M(x)ξ · ξ ≤ 0.
A bounded and lower semi-continuous function v : RN× [0, T )→ R is a viscosity
supersolution of the initial value problem (5.1) if v(x, 0) ≥ g(x) for x ∈ RN and
for every (x, t) ∈ RN × (0, T )
if (b, ξ) ∈ D−u(x, t), then b+ 1
2
M(x)ξ · ξ ≥ 0.
Theorem 5.3. Let M : RN → RN×N be a matrix-valued map satisfying (5.2)
and let g : RN → R satisfy (5.3). Let L,C be from (5.2) and (5.3). We define
T :=
2
LC
.
If u is a viscosity subsolution of (5.1) and v is a viscosity supersolution of (5.1),
then u ≤ v in RN × [0, T ). If u is a viscosity solution of (5.1), then for every
τ ∈ (0, T ), R > 0 there are Lτ > 0, Lτ,R > 0 such that
(5.6) |u(x, t)− u(y, t)| ≤ Lτ |x− y|, for all x, y ∈ RN , t ∈ [0, τ ],
(5.7) |u(x, t)− u(x, s)| ≤ Lτ,R|t− s|, for all |x| < R, t, s ∈ [0, τ ].
Moreover, if in addition M is bounded, then for every τ ∈ (0, T ), there is Lτ > 0
such that
(5.8) |u(x, t)− u(y, s)| ≤ Lτ(|x− y|+ |t− s|), for all x, y ∈ RN , t , s ∈ [0, τ ].
24
Proof. We divide the proof into two parts.
Part I: Comparison and Lipschitz continuity in the space variable.
We will prove that for every γ > 0 and all (x, y, t) ∈ R2N × (0, T )
(5.9) u(x, t)− v(y, t) ≤ CT
T − t
(
γ + |x− y|2)1/2 .
This will imply u ≤ v and in particular, if u is a viscosity solution of (5.1), then
|u(x, t)− u(y, t)| ≤ CT
T − t |x− y|, for all t ∈ [0, T ), x, y ∈ R
N ,
which gives (5.6).
Suppose (5.9) is not true. Then there are γ0, σ > 0 such that for 0 < γ < γ0
sup
(t,x,y)∈[0,T )×R2N
{
u(x, t)− v(y, t)− CT
T − t
(
γ + |x− y|2)1/2} > σ.
Let µ > 0 be such that
(5.10)
sup
(t,x,y)∈[0,T )×R2N
{
u(x, t)− v(y, t)− µ
T − t −
CT
T − t
(
γ + |x− y|2)1/2} > σ.
For δ > 0, we consider the function Ψ : R2N × [0, T )→ R given by
Ψ(x, y, t) := u(x, t)−v(y, t)− µ
T − t−
CT
T − t
(
γ + |x− y|2)1/2−δeKt (〈x〉 + 〈y〉) ,
where 〈x〉 := (1 + 2(‖M(0)‖2 + L2|x|2))1/2, x, y ∈ RN , t ∈ [0, T ) and
K :=
LCT√
2µ
(‖u‖∞ + ‖v‖∞) + 1.
We notice that by (5.2), ‖M(x)‖ ≤ 〈x〉. It follows from (5.10) that there is
δ0 > 0 such that for every 0 < δ < δ0
sup
(t,x,y)∈[0,T )×R2N
Ψ(x, y, t) > 0.
Since u and v are bounded,
Ψ(x, y, t)→ −∞,
if |x| → ∞ or |y| → ∞ or t→ T−. Therefore sup
R2N×[0,T )Ψ = supK×[0,a] Ψ for
some compact K ⊂ R2N and a > 0. Since Ψ is upper semi-continuous, there
exists (x, y, t) ∈ R2N × [0, T ) such that
Ψ(x, y, t) = max
R2N×[0,T )
Ψ > 0.
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We notice that t 6= 0 as if t = 0 then by the definition of a viscosity sub- and
supersolution and by (5.3),
0 < Ψ(x, y, 0) ≤ g(x)− g(y)− µ
T
− C (γ + |x− y|2)1/2 − δeKt (〈x〉+ 〈y〉)
≤ C|x− y| − C (γ + |x− y|2)1/2 < 0
which is a contradiction. We also note that (5.10) implies
(5.11)
1
T − t <
‖u‖∞ + ‖v‖∞
µ
.
We now use Theorem 8.3 of [9](1) to obtain that there exist b1, b2 ∈ R such
that (
b1,
CT
T − t
x− y
(γ + |x− y|2)1/2
+ 2δL2eKt
x
〈x〉
)
∈ D+u(t, x),(5.12)
(
−b2, CT
T − t
x− y
(γ + |x− y|2)1/2
− 2δL2eKt y〈y〉
)
∈ D−v(t, y),(5.13)
b1 + b2 =
µ
(T − t)2 +
CT
(T − t)2
(
γ + |x− y|2)1/2 + δKeKt (〈x〉+ 〈y〉) .(5.14)
By Remark 5.2 we now have
b1 +
1
2
M(x)
(
CT
T − t
x− y
(γ + |x− y|2)1/2
+ 2δL2eKt
x
〈x〉
)
·
(
CT
T − t
x− y
(γ + |x− y|2)1/2
+ 2δL2eKt
x
〈x〉
)
≤ 0
and consequently,
b1 +
1
2
(
CT
T − t
)2
M(x)
(
x− y
(γ + |x− y|2)1/2
)
·
(
x− y
(γ + |x− y|2)1/2
)
≤ −δL2eKtM(x)
(
CT
T − t
x− y
(γ + |x− y|2)1/2
)
· x〈x〉
− δL2eKtM(x) x〈x〉 ·
(
CT
T − t
x− y
(γ + |x− y|2)1/2
)
− 2δ2L4e2KtM(x) x〈x〉 ·
x
〈x〉 .
(5.15)
1 In Theorem 8.3 of [9] the closures of the parabolic subjects P
1,+
u(x, t) and superjets
P
1,−
u(x, t) are used. However it is easy to see that the projections onto the “gradient” com-
ponents of P
1,+
u(x, t) and P
1,−
u(x, t) are subsets of D
+
u(x, t) and D
−
u(x, t) respectively.
Of course the full force of Theorem 8.3 of [9] is not needed and the conclusions (5.12)-(5.14)
can be obtained by a standard doubling of the time variable and penalization argument, how-
ever we cite Theorem 8.3 of [9] here to shorten the proof since it is a convenient reference. We
encourage the readers to use the above suggestion to show (5.12)-(5.14) without referring to
Theorem 8.3 of [9].
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In view of the inequalities
|x− y|
(γ + |x− y|2)1/2
≤ 1,
√
2L|x|
〈x〉 ≤ 1,
‖M(x)‖ ≤ 〈x〉 and (5.11), we obtain from (5.15),
b1 +
1
2
(
CT
T − t
)2
M(x)
(
x− y
(γ + |x− y|2)1/2
)
·
(
x− y
(γ + |x− y|2)1/2
)
≤ δeKt〈x〉
(
LCT√
2µ
(‖u‖∞ + ‖v‖∞) + δL2eKT
)
≤ δKeKt〈x〉
(5.16)
if δ ≤ 1/(L2eKT ).
Using the definition of the viscosity supersolution and Remark 5.2 we have
−b2 + 1
2
M(y)
(
CT
T − t
x− y
(γ + |x− y|2)1/2
− 2δL2eKt y〈y〉
)
·
(
CT
T − t
x− y
(γ + |x− y|2)1/2
− 2δL2eKt y〈y〉
)
≥ 0.
A similar argument as above yields
(5.17)
b2 − 1
2
(
CT
T − t
)2
M(y)
(
x− y
(γ + |x− y|2)1/2
)
· x− y
(γ + |x− y|2)1/2
≤ δKeKt〈y〉
if δ ≤ 1/(L2eKT ). We now add (5.16) and (5.17) and use (5.14) to obtain
(5.18)
µ
(T − t)2 +
CT
(T − t)2
(
γ + |x− y|2)1/2
+
1
2
(
CT
T − t
)2
(M(x)−M(y))
(
x− y
(γ + |x− y|2)1/2
)
· x− y
(γ + |x− y|2)1/2
≤ 0.
By (5.2)
(M(x)−M(y))
(
x− y
(γ + |x− y|2)1/2
)
· x− y
(γ + |x− y|2)1/2
≥ −L|x− y|,
so, after including CTL = 2, (5.18) implies
µ
(T − t)2 +
CT
(T − t)2
(
γ + |x− y|2)1/2 − CT
(T − t)2 |x− y| ≤ 0.
Hence
µ
T 2
≤ 0,
27
which is contradiction. Therefore (5.9) must hold.
Part II: Lipschitz continuity in the time variable.
The proof of the Lipschitz continuity with respect to the time variable is
standard but we will sketch it for completeness. Let 0 < τ < T,R > 0. We set
Lτ,R = max|x|≤R+2
1
2
‖M(x)‖L2τ ,
where Lτ is from (5.6). For ε > 0 and (x, t) ∈ RN × (0, T ) we define the
sup-convolution of u
uε(x, t) = sup
(y,s)∈RN×(0,T )
{
u(y, s)− 1
ε
(|x− y|2 + (t− s)2)
}
.
It is well known that the function uε is semi-convex, Lipschitz continuous,
uε → u pointwise as ε → 0 and it is easy to see that it satisfies estimate
(5.6). Moreover, see e.g. [18] or Lemma A.3 of [4], if aε := (3ε‖u‖∞) 12 < 1 then
uε satisfies a.e. in B(0, R+ 1)× (aε, τ − aε)
(5.19) (uε)t(x, t) ≤ Lτ,R.
If we now take ηδ, δ > 0 to be standard mollifiers in R
N+1 (see e.g. [13])
and define uδε := u
ε ∗ ηδ then, taking convolution of both sides of (5.19) with
ηδ and using (u
ε
δ)t = (u
ε)t ∗ ηδ, we get for sufficiently small δ that, for every
(x, t) ∈ B(0, R)× (2aε, τ − 2aε),
(uεδ)t(x, t) ≤ Lτ,R.
The above implies that for every x ∈ B(0, R), 2aε < t ≤ s < τ − 2aε,
uεδ(x, s)− uεδ(x, t) ≤ Lτ,R(s− t)
and, by letting δ → 0 and then ε→ 0, we obtain that for every x ∈ B(0, R), 0 <
t ≤ s < τ
u(s, x)− u(t, x) ≤ Lτ,R(s− t).
The inequality
u(s, x)− u(t, x) ≥ −Lτ,R(s− t)
is obtained similarly by considering the the inf-convolutions of u
uε(x, t) = inf
(y,s)∈RN×(0,T )
{
u(y, s) +
1
ε
(|x− y|2 + (t− s)2)
}
.
This proves (5.7).
If M is bounded, the estimate (5.8) follows since the constants Lτ,R do not
depend on R.
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We finish with an example which illustrates two phenomena. On the one
hand it shows that the time of preservation of Lipschitz continuity in Theorem
5.3 is optimal. On the other hand, it shows that one cannot expect higher
regularity of solutions to the degenerate Hamilton–Jacobi equation of the form
(1.1) than 1/2-Hölder continuity. This is an essential information. As mentioned
in the Introduction, one would obtain uniqueness of viscosity solutions to (1.1)
for any time T > 0, if such solutions were C1/2+ǫ regular in the spacial variable.
A rather standard modification of the doubling variables method gives such a
claim. The example below thus shows that we face a much more subtle problem
when dealing with uniqueness.
We consider a one-dimensional version of (5.1)
(5.20)
{
ut(x, t) +
1
2 |x||ux(x, t)|2 = 0, x ∈ R, t ∈ (0, T ),
u(x, 0) = g(x), x ∈ R,
with a particular choice of
(5.21) g(x) =


−1, if x ≤ −1,
x, if − 1 < x < 1,
1, if x ≥ 1.
Notice that g as well as M(x) = |x| satisfy (5.3) with C = 1 and (5.2) with
L = 1.
Proposition 5.4. There exists a viscosity solution u to (5.20)-(5.21) such that
u(·, t) is Lipschitz continuous for 0 ≤ t < 2 and u(·, t) is only 1/2-Hölder con-
tinuous for t > 2.
Proof. We use the results of [8] where a viscosity solution to (5.20) is con-
structed. The viscosity solution constructed in [8] has the form
(5.22) u(x, t) = v(A(x), t),
where A(x) = 2sign(x)
√|x| and v solves vt + 12 |vx(x, t)|2 = 0. For v we have a
representation given by the Hopf–Lax formula,
(5.23) v(x, t) = min
y∈R
(
v0(y) +
|x− y|2
2t
)
.
Observe that v0(y) = g(A
−1(y)), where A−1(y) = 14 sign(y)y
2, so
(5.24) v0(y) =


−1, if y ≤ −2,
1
4 sign(y)y
2, if − 2 < y < 2,
1, if y ≥ 2.
Plugging v0(y) in (5.23), we are in a position to find v.
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First, we restrict our attention to the region x ∈ R, 0 ≤ t < 2. After
considering a number of cases, we arrive at
(5.25) v(x, t) =


−1, if x ≤ −2, 0 ≤ t < 2,
(x+ 2)2
2t
− 1, if − 2 < x ≤ 0, 0 ≤ t < 2, t ≥ x+ 2,
x2
2(t− 2) , if − 2 < x ≤ 0, 0 ≤ t < 2, t < x+ 2,
x2
2(t+ 2)
, if x > 0, 0 ≤ t < 2, t ≥ 12x2 − 2,
1, if , x > 0, 0 ≤ t < 2, t < 12x2 − 2.
The following picture illustrates it.
x
t
t = 2
t
=
1 2
x
2
−
2
x
=
−2
t =
x
+
2
v = −1
v
=
(x
+
2)
2
2t
− 1
v =
x2
2(t−2)
v =
x2
2(t+2) v = 1
In view of (5.25), (5.22) and the definition of A, we clearly see that u is
Lipschitz continuous for 0 ≤ t < 2 and x ∈ R.
Next, using (5.23), we notice that for x ∈ (−2, 0] and t > 2,
v(x, t) =
(x+ 2)2
2t
− 1.
Hence and by (5.22), for x ∈ (−1, 0] and t > 2,
u(x, t) =
(A(x) + 2)2
2t
− 1 = −2x− 4
√−x+ 2
t
− 1.
This means that u ceases to be Lipschitz continuous for t > 2 and it is exactly
1/2-Hölder continuous there.
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