With the intelligence of user equipment and the popularization of emerging applications such as unmanned driving and face recognition, more and more computationally intensive and delay-sensitive tasks have been generated. As a new network paradigm, ultra-dense networks can greatly improve user access capabilities by deploying dense base stations (BSs). Edge computing can effectively guarantee the low-latency requirements of users in ultra-dense networks. However, the heterogeneity of servers, the distributed resources, and the dynamic energy consumption of mobile devices in ultra-dense networks make it extremely difficult for users to offload and load balance among servers. This paper applies the idea of software defined network to proposes an edge collaboration architecture to achieve resource sharing and efficient offloading of tasks based on the characteristics of global perception. In particular, considering the high load of the local server and the idle resources of the remote server, the best offloading strategy for users is obtained game theory. Simulation results show that the performance is improved by about 30% compared to the traditional local processing, edge offload and local edge random offload schemes.
With the development of wireless communication technology, the number of mobile devices will be explosive growth in the future [1] [2] [3] [4] [5] . According to the latest VNI forecast from Cisco, by 2022, the global mobile network will have more than 12 billion mobile devices and the Internet of Things devices. The wireless network access capabilities will face a challenge in sustain the increasing mobile traffic.
Ultra-Dense Network(UDN) is a new network paradigm. By deploying dense base stations (BSs) around users, it provides more baseband resources and provides users with huge access capabilities. It can effectively solve the problem of wireless access. In addition, more and more new applications are emerging. Computationally intensive tasks such as immersive experience and sign language recognition bring increasingly demanding on mobile computing. Development requires extremely low latency guarantees and severe requirements on terminal equipment [6] . However, existing terminal The associate editor coordinating the review of this manuscript and approving it for publication was Dalei Wu . computing capabilities are far from sufficient to meet the needs of these applications.
Mobile edge computing (MEC) effectively solves the problem of insufficient computing power of user terminals [7] . By deploying servers at the edge of the network, it effectively processes delay-sensitive and computation-intensive tasks and provides users with better quality of service (QoS) [8] . MEC has gradually moved cloud computing applications, data and services from centralized nodes to the network edge. Unlike traditional cloud computing, MEC enables data processing at the data source [9] . According to the report, by the end of 2022, the MEC market will reach 13.137 billion, with a compound annual growth rate of 10.7% [10] , [11] .
Therefore, it is natural to combine MEC and BSs in ultra-dense networks. MEC can not only meet the task's low latency, but also guarantee the needs of compute-intensive tasks. The effective application of MEC in UDN faces the following problems [12] : (1) In UDN, although the dense deployment of BSs in a cell effectively provides users with huge access capabilities, it also increases the complexity of the network environment.
In addition, the computing power of edge servers is finite, so how to manage these distributed computing resources is a challenging problem.
(2) When users offload tasks, they cannot obtain the load information of the current server, including the traffic load of the current network access and the computing load of the edge server. In order to ensure the full use of computing resources, how to perform task offloading based on the remaining power of the mobile device and network status is a problem to be solved.
Software-defined network (SDN) is a new type of network architecture. SDN can be defined and controlled through software programming. Its control plane and forwarding plane are separate, open and programmable. SDN provides a new experimental approach for the research of new Internet architecture, and also greatly promotes the development of the next generation Internet [13] .
Based on this, this paper mainly studies the problem of load balancing in UDN. In the UDN, although the user can be covered by multiple BSs, the user does not know the load of the BS. so how to choose an optimal calculation offloading scheme has become the focus of this paper. This paper starts from the SDN, decouples the data layer and control layer of the edge server, and focuses on a BS server, so as to dynamically sense the status of each server, and proposes an edge collaboration mechanism to maximize the use of server resources to meet user needs. Specifically, this paper formulates the optimization problem into a mixed integer linear programming problem based on the computing resource allocation ratio and binary offloading parameters, and then divides the optimization problem into two sub-problems: computing resource allocation and offloading strategy: (1) That is, according to the current device status of the user and the load of the edge server, determine which edge server the task should be offloaded to minimize the total delay of all users. (2) Calculate the resource allocation problem when the offloading policy of the task has been when fixed, how to reasonably allocate the computing resources on the current edge server so that the server can complete the computing tasks as soon as possible and release its computing resources. In this paper, an effective solution is obtained for these two sub-problems, and a simulation analysis is performed on the proposed solution. The simulation results show that compared with the local, edge, and local edge random schemes, this scheme has a better overall effect on the system. The performance is improved about 30%. In summary, the main contributions of this article include:
• We propose an edge collaboration framework with software-defined ultra-dense networks. By deploying an edge server and an SDN controller in a macro BS, according to the characteristics of global awareness of SDN, the edge server and the user's device status within its control range are regularly updated, so as to achieve the best task offload for user tasks.
• We propose a local edge collaboration scheme(CLES), which effectively reduces the total duration of tasks in the state of user equipment. Specifically, when the offloading strategy is determined, the computational resource allocation problem is proved to be a convex optimization problem, which can be solved according to the Lagrange multiplier method. Then on this premise, the task unloading strategy is solved, basing on the idea of game theory.
• Simulation results show that the algorithm can reduce the total task duration nearly 30% compared with local, edge and local edge random schemes, and the algorithm greatly improves the user's offloading ratio. The remaining of this paper is organized as follows. Section II introduces the related works. Section III proposes the SEC-UDN architecture. Section IV studies the computing resource allocation and offloading strategies. Section V gives the analysis results, and makes comparison and discussion. In Section VI, finally concludes the paper.
II. RELATED WORK
In the literature, many researches in UDN and MEC can be found. The research issues mainly cover the issues of energy consumption and delay.
In UDN, [14] studied the task offloading method of edge computing in UDN. It considered the user's remaining power and calculation frequency, and proposed an energy-based game theory offloading scheme to optimize local execution and the allocation of computing resources. This method can effectively save the energy consumption of the terminal, and can achieve the best decision for task delay requirements. Chen et al. [15] studied the task offloading and channel resource allocation based on MEC in 5G UDN, and proposed an efficient task offloading and channel resource allocation based on differential evolution algorithm, which can significantly reduce energy consumption, and has Good convergence. In [16] , considering the complex state information and changing environment in UDN, we combined deep learning with reinforcement learning and proposed a Q-networkbased deep learning method to solve this problem, effectively reduced processing delays and improved computing resource utilization. In the UDN, a large number of BSs are deployed in the cell to provide users with enormours access capabilities. However, users cannot sense the load of the edge server, which resulting in an unbalanced load and unable to fully utilize the computing resources of the entire network layer.
In terms of energy consumption, [17] studied the scenario of multi-user single server, and based on this scenario, proposed an SMSEF algorithm to reduce the mobile energy consumption of the device. This algorithm uses greedy selection to solve the optimization problems of MEC computing resource allocation, channel allocation, and power control, and provides corresponding solutions. In [18] , the authors proposed a framework that considers application and system-specific parameters to determine the optimal computing offload configuration for energy. Follow-up studies on compression and decompression of energy-limited terminals during offloading feasibility. The results show that VOLUME 8, 2020 using compression can save a lot of energy (28%) compared to unloading without compression. Xu et al. [19] solved the challenge of incorporating renewable energy into MEC and proposed an effective reinforcement learning-based resource management algorithm to minimize long-term system costs (including service delays and operations cost). In [20] , the energy harvesting and consumption model were studied for a wireless powered IoT network, where resource allocation scheme were proposed. Reference [21] envisages a MEC architecture based on multi-user WiFi, which mainly solves the problem of joint task allocation and resource allocation. The main purpose of the solution in this paper is to minimize the energy consumption on the mobile terminal side under the application of delay constraints. The above research mainly solves the problem of limited energy of terminal equipment in edge computing and optimizes the energy consumption of task offload, but ignores the strict requirements of users on delay.
In terms of latency, the literature [22] , [23] studied the joint communication and computing resource allocation in a cloud edge collaboration system to minimize the weighting and delay of all devices. Reference [24] improves QoS by offloading computation-intensive tasks to the MEC server, and considers allocating radio resources and computing resources of the MEC server at the same time to improve system efficiency. In addition, the requirements of various tasks are considered, that is, assuming that different tasks may have different delay requirements, the problem is expressed as a cost minimization problem, and a heuristic algorithm is designed to solve the problem. Ito and Koga [25] proposed a stream splitting and aggregation scheme, which splits TCP connections between users on the edge server and the cloud server, and then aggregates TCP connections between the edge server and the cloud server to improve the edge calculate cloud server offload latency. Work [26] proposed an edge collaboration scheme to maximize the caching efficiency and minimize the content delivery delay from the social theory perspective. In [27] , the strategy of using deep reinforcement learning to allocate computing resources in mobile edge computing networks was studied. By using deep reinforcement learning methods, namely deep Q learning, an intelligent agent was designed at the edge computing nodes for multiple a real-time adaptive strategy was developed for computing resource allocation for user offload tasks to improve average end-to-end reliability. In the study of latency, researchers focus on reducing end-to-end latency. In reality, due to the limited energy of the end-user equipment, it cannot complete a large number of tasks, so the energy consumption of the terminal equipment cannot be ignored.
In terms of energy consumption and delay, [28] studied a price-based distributed method to manage users' computing tasks. Based on the Stackelberg game, an interaction model between the edge cloud and the user is established. The edge cloud sets the price according to limited computing power to maximize the revenue. The user makes a local offload decision for the price given by the edge cloud to achieve itself minimize costs. In [29] , the author designed a resource allocation mechanism for a multi-user edge computing system based on time division multiple access (TDMA) and orthogonal frequency division multiple access (OFDMA) in a scenario where tasks can be divided. Reduce the weighted sum of equipment energy consumption and keep the execution latency below the latency requirement. Vu et al. [30] proposed a novel edge computing network architecture that enables edge nodes to collaboratively share computing and radio resources to minimize the total energy consumption of mobile users while meeting their latency requirements. In the research work that considers energy consumption and delay together, most researchers consider the scenario of multi-user single server. Due to the explosive growth of terminal equipment and the emergence of imbalanced load on edge servers, a reasonable solution is needed. Based on the above, this paper proposes a load optimization scheme based on edge cooperation (SEC-UDN) in software defined ultra-dense networks. According to the characteristics of SDN with global perception, considering the energy constraints of terminal equipment, the total delay of all users is minimized.
III. SYSTEM MODEL A. NETWORK MODEL
As shown in Fig. 1 , the SEC-UDN framework diagram includes three layers: user layer, network layer and control layer.
In the user layer, users are randomly distributed. Each user has a delay-sensitive task that needs to be computing. One user can be covered by multiple BSs, and the user periodically sends his own device information to nearby BSs through a wireless link. For example, UE1 can establish communication with BS1 and BS2. Due to factors such as geographic location, UE1 periodically sends its own device information to BS1.
In the network layer, a cell in an UDN includes multiple BSs, and each BS is equipped with a MEC server, such as BS1 and BS2 in one cell, and BS3, BS4, and BS5 in one cell. Because not all of the two BSs are connected by optical fiber, for the sake of research, the transmission mode between the BSs is set to wireless transmission.
In the control layer, a macro BS is included. The macro BS is not only equipped with a MEC server, but also with a SDN controller. The SEC-UDN controller decouples the control layer and data layer of the network layer. The BSs at the network layer is connected to the macro BS at the control layer through the backhaul link. Because the SEC-UDN controller of the macro BS supports the control coverage of the entire network layer and the user layer, the SEC-UDN controller can sense the load situation of the small BSs. For the overloaded BSs, the SEC-UDN controller can sense the task situation and then make the best decisions and return the results to the user. Specifically, if the user is in the best offloading decision for the local server, the task is offloaded directly. If the user's best offloading decision is not the local server, the user connects to the local server based on the feedback from the SEC-UDN controller, and then collaborates with the remote server. This not only breaks the resource constraints of the server, but also allows the entire network to carry a higher load, makes task scheduling and resource allocation more reasonable, and makes full use of the computing resources in the entire network.
The SEC-UDN controller regularly updates the information tables in the network, including: task information tables, mobile device information tables, and BSs information tables.
The task information table includes task type, task data amount, and task calculation amount. The mobile device information table includes the remaining power of the terminal device, CPU cycle and other related data. The BSs information table includes radio access load, BSs load and other information. Users regularly send their own device information and mission information to the nearest BSs, and then the BSs collects information from multiple users and integrates its own information, and regularly updates the information to the SEC-UDN controller through the front-end high-speed network.
B. COMMUNICATION MODEL
In this scenario, the task of each user is represented as Q i = (D i , ω i , τ i ). Where D i indicates the size of the user i input data, ω i represents the total computing resources required by user i to complete the task, τ i represents the maximum tolerable delay for user i to complete the task. With edge collaboration, task Q i can be calculated on a local server or on a remote server.
In the UDN, users are covered by multiple BSs, and the macro BS supports coverage of the entire control unit. We use u = {1, 2, . . . , m} represents the set of users, and J i represents the set of BSs where user i can directly communicate. J ={1, 2, · · · , s} represents the set of BSs controlled by the SEC-UDN controller. We define a decision index a i,j , where j ∈ J. When the user cannot establish a connection with the server, a i,j = 0, and when the user can establish a connection with the server, at this time, a i,j = 1. When the user chooses to cooperate at the edge, it firstly requests the SEC-UDN controller to update the server status and gives the best collaboration strategy. If the best strategy for the task is to perform task processing locally, no task transmission is performed. In the remote server, the task is first transmitted to the local BSs, and then the local BSs performs transmission cooperation. The matrix of possible connections between the user and the local server is represented as follows:
where, under the optimal decision of the task, the connection matrix should satisfy the following formula:
this ensures that a user can only establish communication through one BS. The user's uplink transmission rate can be expressed as:
where, h i,j represents the channel power gain between user i and BS j, the path loss between servers is modeled as l −α , the user's transmission power is represented by p i , N 0 represents the mobile device noise power, and W i,j represents the channel bandwidth.
C. COMPUTING MODEL 1) LOCAL COMPUTING MODEL
When the user performs local calculations, the calculation capacity is fixed, which is denoted as f l i , so the local calculation delay can be calculated. When the user is performing task processing locally, a i,j = 0, the calculation delay is expressed as follows:
(
Due to the limited power of the terminal equipment, the energy consumption for local tasks is:
where, ρ i represents the power factor of the energy consumed by the CPU per cycle.
2) EDGE COMPUTING MODEL Edge servers are constrained by resources and their computing power is not infinite. When a user decides to migrate a computing task to an edge server, the edge server allocates computing resources to the user. If the task migration is VOLUME 8, 2020
performed on the local server, given the limited computing resources of the overloaded server, there will be a certain queue delay. If a task is assigned to another server, the SEC-DUN controller decides which server can assign the task. With better decision making, the task will have a better computing environment and executable results. The user's uplink transmission delay is expressed as follows:
When task Q i decides to place it on the local server for task processing, the decision parameter a i,j = 1 at this time, the total time consumption of the task part consists of two parts.
Part is to determine the calculation time:
where, f e j epresents the computing power of the server j, and λ i,j represents the computing resource allocation ratio of the server j to the user i.
Due to the limited computing resources of the server, there is a negligible queue time consumption:
here, ω 0 ≥ 0 is the total load of tasks queued before task Q i . Therefore, the delay caused by task processing on the local server is divided into three parts. The first is the delay transmitted by the user to the server, the second is the queue delay of the local server, and the last is the calculation delay of the local server. The delay is expressed as follows:
3) EDGE COLLABORATION MODEL
This article focuses on how to make full use of the computing resources of the entire network layer, so it is assumed that the computing resources of the remote server are not overloaded.We use B b to indicate the remote server selected by the system. If the user's best decision is a local server, then the task is transferred directly to the local server without the need for edge collaboration. If the user's best decision is a remote server, we define ϕ j,b as the calculation collaboration parameter, of which b ∈ J\J i . If ϕ j,b = 1, it means that overload server B j sends the task to server B b , otherwise it is zero. If all ϕ j,b is equal to zero, then perform task Q i on the local or local server. If tasks are processed on a remote server, the decision on task assignment satisfies formula (9) , which ensures that each task is scheduled on only one server.
For convenience, we use a matrix ϕ s×s to represent the collaboration matrix. The server that the user chooses to collaborate with does not include the local server, that is ϕ j,J i = 0, the matrix is represented as follows:
where, if line i of ϕ s×s is all zero, the tasks of the user i are processed locally or on a local server. The link between overload server B j and target server B b is assumed to be a two-way link. Although the BSs are connected through optical fibers, considering the heterogeneous type and not every pair of BSs has optical fiber connections, the transmission method is to transmit through wireless channels. The path loss between servers is modeled as l −α , where l and α represent the distance and path loss index of the two servers, respectively. At the same time, the transmit and receive channel fading coefficients are represented by h 1 , respectively. Consider that the white gaussian noise power is N 0 .The transmission rate r j,b is given by:
where, W j,b and p j respectively indicate the transmission channel bandwidth and the transmission power of the edge server B j . The delay of the task transmission from the overload server to the remote server is expressed as follows:
When a computing task is transmitted to remote server for execution, the resource status of its server can be known. The task computing delay of the remote server is expressed as follows:
where, λ j,b represents the computing resource allocation ratio of the remote server, and f e b represents the computing capacity of the remote server. Therefore, if the task is selected by server B b for task calculation, the delay experienced is a total of three parts. The first is the transmission delay of the user transmitting the task to the local server, the second is the transmission time of the local overload server transmitting the task to the remote server B b delay, and finally the calculation delay of remote server B b represented as follows:
In summary, the delay experienced by user i can be expressed as follows:
IV. PROBLEM SOLVING A. PROBLEM FORMULATION
The optimization goal of this article is to minimize the total delay of all users. The problem is formulated as follows:
C1 means that the task delay is less than the maximum tolerable delay, C2 means that the local processing energy consumption is less than the remaining energy of the device. C3 − C4 restricts the local server to select only one remote server for collaboration, and C5 − C6 restricts the user to select only one local server for communication. C7 limits the computing resources allocated by the user on the server to less than the computing resources available to the server. In this section, a load management method is proposed to optimize the server's load balancing problem to better serve users. This article quantifies the minimization of user delays. It can be seen that the optimization problem is a mixed integer linear optimization problem (MILP). In general complex theory, the problem is an NP-Hard [31] . Some commonly used MILP methods, such as exhaustive search and branch and bound algorithms. These methods have so high time complexity that are suitable for scenarios with few users. However, with the crazy growth in the number of IoT devices, most studies now decompose the original problem into subproblems, which are then solved separately until convergence. For the convenience of representation and calculation, this article first rewrites the optimization problem, and then divides the optimization problem into two sub-problems of computing resource allocation and user decision-making, and uses game theory to find the best offloading strategy for users.
First of all, this paper rewrites the original user's connection matrix and the BSs cooperation matrix into a matrix for the convenience of representation and calculation. This paper uses parameter c k i,j to indicate that user i establishes communication through server j, and server j forwards the task to server k. If c k i,j = 0 indicates that user i performs task processing locally. if c k i,j = 1(j=k) indicates that user i performs task processing on the server j, and if c k i,j = 1(j = k) indicates that user i performs task processing on the server k. The user's task offload matrix C m×s can be expressed as follows:
Therefore, the original optimization problem P0 can be transformed into:
First of all, this article assumes that the decision to uninstall a known task, that is, the users currently served by each server are known. Assuming that the user on the server j is u i , the key issue is how to allocate appropriate computing resources to the users in it. In order to minimize the overall delay and ensure the quality of service for users, the problem is expressed as:
Theorem 1: Given the unloading strategy set C * , the original optimization problem (17) is a convex optimization problem for λ i,j .
Proof: Through (17), the resource allocation can be obtained only when the user chooses to perform task uninstallation. The function is constructed through (17):
where, R(λ, C * ) is a function about {λ 1,j , λ 2,j , · · · λ m,j }, and we can get its Hessian matrix:
where each element is:
The parameters in (17) are all positive numbers, which indicates ∂ 2 R ∂λ i,j ∂λ l,j 0. It is concluded that all eigenvalues of Hessian H are positive numbers, and H is a symmetric positive definite matrix. According to the theorem in [13] , it is concluded that (15) is convex. Since the constraints are linear, we can conclude that the problem is a convex optimization problem. Therefore, the Lagrange multiplier method can be used to solve the problem. First, the problem function is constructed:
Finding partial derivatives of λ i,j and µ j respectively gives:
therefore, in the case of a known user offloading strategy, in order to minimize the total delay, the optimal computing resource ratio allocated by each user can be obtained through simplification:
C. BASED ON GAME THEORY COLLABORATIVE OFFLOADING STRATEGY On the mobile side, first determine whether to execute locally or on the MEC server. On the MEC server, when the computing resources are insufficient, decide whether to wait in the waiting queue of the MEC server or continue to offload execution to a remote central server. According to the above analysis, when too many users choose a local server for task offloading, the server will be severely overloaded, causing a large delay, which will seriously affect the user's service quality. Since each user is a separate individual, each individual will only consider its own interests in this scenario. The benefit here is to complete the computing task with lower latency. Therefore, the useful task offloading concept is defined below. Definition 1: For the user's offloading decision c k i,j , if the user offloads the task to a local server or a remote server(c k i,j = 1), the delay in executing the task is less than the delay calculated locally, then the decision is said to be beneficial. The concept of useful task offloading decisions is significant in offloading strategies for edge computing. On the one hand, from the perspective of the user, if the task is executed on the server and does not reduce the delay, it will be processed locally. Only when the task is offloaded to the server for processing can the user obtain lower latency. Have the motivation to choose to uninstall; on the other hand, from the perspective of the server, if more users can reach a beneficial uninstallation decision, it means that the server will serve more users, accompanied by higher revenue. Therefore, the offloading strategy can be derived by calculating the delay and offloading concepts according to the useful tasks.
By offloading the concept of useful tasks, the optimization goal of this paper is to minimize the total delay of all users. Next, build a multi-task game model. Let c k −i,j = (c k 1,j , c k 2,j , · · · , c k m−1,j ) denote the decision result of all users except user i. The SEC-UDN controller obtained the decision result c k −i,j of everyone else. The SEC-UDN controller needs to calculate the delay of the local, local server, and remote server through (1)- (13) to update the unloading decision., Either locally(c k i,j = 0), locally or remotely(c k i,j = 1). The basis of the decision is as follows:
where t i represents the delay of user i and is defined as follows:
Therefore, a multi-user decision game G = (u, C, t i min ) is constructed according to the above.u represents the user set, C is the policy set, and i∈u t i min is the minimum calculation delay obtained by all users. Next, the problem of Nash equilibrium in game theory is discussed.
Theorem 2: Offloading policy set C * = (c k * 1,j , c k * 2,j , · · · c k * m,j ) reaches the Nash equilibrium in the offloading decision of multi-user computing tasks. If in the case of offloading decision set C * , no user can reduce the total calculation delay of all current users by changing their own decisions. which is:
∀c k i,j ∈ C, ∀i ∈ u, ∀j ∈ J, ∀k ∈ J. (25) According to the existing research work, there is a Nash equilibrium in the multi-user computing task offloading decision game. At the same time, the Nash equilibrium state can be achieved through a limited number of iterations.
In each time slot of the algorithm, users try to obtain the minimum delay by updating their offload strategy. Considering that the server's resources are limited, not all requests will be agreed. Therefore, in each time slot, the offload strategy the update is divided into the following processes:
First: Calculate Delay Acquisition:
In this process, each user requests the load information of the current server from the SEC-UDN controller. The SEC-UDN controller updates the server and user status and calculates the delay through formulas (1)- (13) . Select a useful uninstall. If uninstalling on multiple servers is a useful Algorithm 1 Based on Game Theory Collaborative Offloading Strategy 1: Input:Initialization decision result c k i,j (0) = 0, specific task data Q i , and data required in the above formula; 2: output:Decision result set C * ; 3: for each user i ∈ u do 4: Send a flag signal to the SEC-UDN controller; SEC-UDN 5: controller updates BSs information and UEs information; SEC-UDN 6: controller calculation basis (1)-(13) to calculate each delay; 7: if e l i > e i then 8: the user chooses to offload the task to the server, and the SEC-UDN controller calculates the best response strategy i (t) for each user on the server based on the existing information i (t); 9: if i (t) = ∅ then 10:
Select c k i,j (t + 1) ∈ i (t) in next iteration as a result of a decision; 12: else 13: Select c k i,j (t + 1) = c k i,j (t) in next iteration as a result of a decision; 14: end if 15: else 16: Select c k i,j (t + 1) = c k i,j (t) in next iteration as a result of a decision; 17: end if 18: end if 19 : end for 20: END uninstall, select the server with the least delay as the user's uninstall target. Since the strategy selected for the user is based on formula calculation, it corresponds to the connected server. And the server being uninstalled is fixed.
Second: Uninstall Decision Updates:
The SEC-UDN controller obtains the time delay for each user to perform task offload on the corresponding server in the previous calculation. In this process, the SEC-UDN controller uses the known data to find the best user according to the following formula. Response collection:
Through calculation, if the obtained i (t) is a non-empty set, it means that the game has not reached the Nash equilibrium state. You need to reduce the task calculation delay by changing the user offload strategy until the obtained i (t) is an empty set, that is no mobile device can reduce its computational delay by updating its own decisions. At this time, the SEC-UDN controller updates to send its offloading policy to the user, and the user sends a signal to the BSs to request the offloading. After receiving all the signals, the BSs will allocate computing resources to each user according to the computing resource allocation method described above. Therefore, the algorithm solves the problem of minimizing the total delay of the system on the premise of satisfying the user's beneficial offload.
V. SIMULATION ANALYSIS
In this section, the performance of the proposed method will be verified by simulation analysis. In the simulation analysis, the coverage radius of each BSs is 100m, and the macro BS is equipped with an SDN controller to support the control and coverage of the entire macro unit. In each ultra-dense cell, multiple users are randomly distributed, and communication is established with the corresponding BSs through a wireless channel. The complete simulation parameters are shown in Table 1 :
This paper first compares the proposed edge collaboration scheme with three other benchmark schemes to prove the performance of the proposed scheme. Local only scheme (LOS), that is, all user tasks are processed locally without any offloading; Edge only scheme-EOS, that is, all user tasks are offloaded to the local server, without perform any local and collaborative calculations; the Random Local-edge scheme-RLEC scheme, that is, the user's task is randomly selected to perform task processing locally or at the local edge server and remote server without any collaborative calculation; in this article, the proposed scheme is referred to as the Collaborative Local-edge scheme-CLES.
As shown in Fig. 2 , the computing capacity of the edge server is fixed at 15GHz, and the changes in the total system delay of four different schemes as the number of users increase are described. It can be seen from the figure that the total delay of the four schemes increases with the increase of the number of users. Only in the local scheme, the total delay of the system increases linearly with the increase of the number of users. The edge-only solution has relatively low latency due to the early computing resources-rich system of the edge server. However, as the number of users increases, the edge server is severely overloaded, resulting in a large queue delay. Therefore, the total system delay has gradually increased more than just local programs. Compared with the first two local random edge schemes, as the number of users increases, the total system delay increases relatively slowly. In the end, the local edge collaboration scheme proposed in this paper fully utilizes the computing resources of the entire network layer. Compared with the first three schemes, the total system delay is the smallest. Compared with the local and edge schemes, the system performance is improved. Nearly 30% -40%, it can be seen that the solution proposed in this article has good performance, which can effectively reduce the delay of users and make full use of the computing resources at the network layer.
As shown in Fig. 3 , the number of users in a cell is fixed at 150, and the changes in the total system delay of four different schemes as the computing capacity of the edge node increases are described. It can be seen from the figure that, because the local-only solution only performs task processing locally, it has nothing to do with the computing capabilities of the edge nodes. Therefore, the system-only delay of the local-only solution remains the same. As the computing power of edge contacts increases, only the system with the edge scheme has the fastest decrease in total delay. The local edge random scheme also decreases with the increase of the computing capacity of the edge nodes. The edge collaboration scheme proposed in this paper also decreases. As the computing power of the edge contacts increases, the total delay of the system continues to decrease. Although the proposed scheme is slower than the local edge random scheme, the total delay of the system is slower, and lower than that only edge scheme, the total delay of the scheme proposed in this paper is the lowest.
As shown in Fig. 4 , the computing capacity of the edge server is fixed at 15GHz, and the number of users is 150. Four different schemes are described as the system delay changes with the increase of user data. It can be seen from the figure that all the four schemes increase with the increase of the data amount. Only the edge scheme is under the severe overload condition, the system delay is the highest, and the system delay increases the fastest as the data amount increases. The system delay of the local scheme and the local edge random scheme increases slowly with the increase of data volume; the system delay of the scheme proposed in this question changes most slowly with the increase of data volume, and the total system delay is also the four schemes the smallest one.
As shown in Fig. 5 , the computing power of the edge server is fixed at 15GHz, and the number of users is 150. Four different schemes are described as the system delay changes with the increase of the user task calculations. It can be seen from the figure that all four schemes increase with the increase of the user's task calculation amount. Only the edge scheme is under severe overload, and the system delay is the highest, and as the task calculation amount increases, the system delay increase rate fast, the system delay of only the local scheme and the local edge random scheme increases slowly with the increase of the task calculation amount; the system delay of the proposed solution in this question changes the slowest as the task calculation amount increases, and the total system time delay is also the smallest of the four options.
As shown in Fig. 6 , the user uninstallation ratio of the algorithm proposed in this paper is described in the above case. From Fig. 2 , it can be seen that in the case of Fig. 6(a) , CLES has a user uninstallation rate of 100% when the number of users is relatively small. With the increase of the number of users, the computing resources of the remote server are limited, and the offloading rate of users is constantly decreasing. As shown in Fig. 6(b) , in the case of Fig. 3 , the number of fixed users is 150. With the increase of capacity, the uninstall rate of CLES users increased from the original 82%, and even the uninstall rate reached 100%. As can be seen from Fig. 6(c) , in the case of Fig. 4 , the computing capacity of the fixed edge server is 15GHz, and the number of users is 150. As the amount of data continues to increase, the CLES user offloading rate continues to decrease, as shown in Fig. 6(d) .
In the case of Fig. 5 , the computing capacity of the edge server is fixed at 15GH. The number of fixed users is 150. With the increasing amount of user task calculations in CLES, the user uninstall rate continues to decrease. As can be seen from the figure, the solution proposed in this article not only ensures the minimum total delay for all users, but also largely guarantees the number of user offloads and increases revenue for network operators.
VI. CONCLUSION
In this paper, an edge collaboration system with a software-defined ultra-dense network is researched to minimize the total user delay through optimal offloading strategies and computing resource allocation. A delay minimization problem with computational resource constraints and energy constraints is proposed. To solve this problem, this paper decomposes the optimization problem into two subproblems. The first sub-problem is to assume that under the optimal offloading strategy, the optimal resource allocation on the edge server is solved according to the Lagrange multiplier method. Another sub-problem is the user's best offloading strategy, which is solved, basing on the idea of game theory. The optimization goal in this paper is to minimize the total delay of users, and the minimum delay requirement of each user cannot be guaranteed. The optimal solution obtained is a local optimal solution. This article does not consider the allocation of communication resources and the problem of heterogeneous resources between different servers. The cost of equipping each BSs with an edge server is high. How to properly place the edge server and consider the allocation of communication resources are very interesting. It can be strengthened in future research work. In addition, the collaboration with the cloud is not considered in this article. In future research work, local, edge, remote, and cloud resources can be collaborated to further improve performance.
