Abstract: Many of the secondary outcomes in observational studies and randomized trials are rare. Methods for estimating causal effects and associations with rare outcomes, however, are limited, and this represents a missed opportunity for investigation. In this article, we construct a new targeted minimum loss-based estimator (TMLE) for the effect or association of an exposure on a rare outcome. We focus on the causal risk difference and statistical models incorporating bounds on the conditional mean of the outcome, given the exposure and measured confounders. By construction, the proposed estimator constrains the predicted outcomes to respect this model knowledge. Theoretically, this bounding provides stability and power to estimate the exposure effect. In finite sample simulations, the proposed estimator performed as well, if not better, than alternative estimators, including a propensity score matching estimator, inverse probability of treatment weighted (IPTW) estimator, augmented-IPTW and the standard TMLE algorithm. The new estimator yielded consistent estimates if either the conditional mean outcome or the propensity score was consistently estimated. As a substitution estimator, TMLE guaranteed the point estimates were within the parameter range. We applied the estimator to investigate the association between permissive neighborhood drunkenness norms and alcohol use disorder. Our results highlight the potential for double robust, semiparametric efficient estimation with rare events and high dimensional covariates.
Introduction
When the outcome of interest occurs infrequently, effect estimation can be particularly challenging. For example, a recent study sought to examine the impact of planned place of delivery (obstetric unit or not) on perinatal mortality and neonatal morbidities, occurring in 250 of 63,827 births (0.39 %) (Birth-place in England Collaborative Group 2011). Due to the paucity of individual birth events, however, the researchers estimated the effect on a composite outcome measure. Likewise, tuberculosis is a main cause of mortality among HIV + people (World Health Organization 2013) . Evaluating strategies to reduce its transmission are essential, but difficult due to the disease's relatively low incidence. Along the same lines, international consortiums have been established to investigate the burden and treatment for uncommon cancers (e. g. RARECARENet 2014). While these outcomes are rare, a better understanding of their occurrence is likely to have important policy and health implications.
For binary outcomes or proportions, parametric logistic regression is often used to estimate the conditional odds ratio, given the exposure and measured covariates. Several researchers have investigated the performance of this approach when the outcome is extremely rare (e. g. Concato et al. 1993; Harrell et al. 1996; Peduzzi et al. 1996; King and Zeng 2001; Harrell 2001; Braitman and Rosenbaum 2002; Cepeda et al. 2003; Vittinghoff and McCulloch 2007) . For example, simulations by Peduzzi et al. (1996) illustrated that estimates could be biased and inference unreliable if the number of outcomes per independent variable in the regression model was less than 10. The authors also found problems with estimator convergence, statistical power and the validity of significance tests (i. e. type I error rates and confidence interval coverage). Harrell et al. (1996) cautioned against over-fitting and encouraged the use of cross-validation or bootstrapping for model validation. Moreover, King and Zeng (2001) found that standard logistic models could substantially under-estimate the probability of the outcome and offered a bias correction with accompanying software. When dealing with rare events, several researchers have recommended estimators based on the propensity score, which is the conditional probability of being exposed, given the covariates (Rosenbaum and Rubin 1983) . These methods avoid estimation of the conditional mean outcome and thereby are expected to perform well when there are very few outcome events (e. g. Joffe and Rosenbaum 1999; Braitman and Rosenbaum 2002; Patorno et al. 2014) . Simulations by Cepeda et al. (2003) suggested that propensity score methods were less biased and more efficient than logistic regression for the mean outcome, when the number of events per independent variable in the regression model was less than 8. The authors also cautioned that the performance of propensity score methods depended on the strength of the relationship between the covariates and the exposure.
Targeted minimum loss-based estimation (TMLE) is a general methodology for the construction of semiparametric, efficient substitution estimators (van der Laan and Rubin 2006; van der Laan and Rose 2011) . A TMLE for a single time point exposure can be implemented as follows. First, the conditional expectation of the outcome, given the exposure and covariates, is estimated with parametric regression or with a more flexible approach, such as SuperLearner (van der Laan et al. 2007 ). Second, information on the exposure-covariate relation (i. e. the propensity score) is incorporated to improve this initial estimator. The propensity score can also be estimated parametrically or with a more flexible approach. Informally, this "targeting" step helps remove some of the residual bias due to incomplete adjustment for confounding. More formally, this targeting step serves to solve the efficient score equation. Finally, the targeted predictions of the outcome under the exposure and under no exposure are averaged over the sample and contrasted on the relevant scale.
Thereby, TMLE requires estimation of both the conditional mean outcome as well as the propensity score, and achieves a number of desirable asymptotic properties (van der Laan and Rose; 2011) . The standardized estimator is asymptotically normal with mean 0 and variance given by the variance of its influence curve. The TMLE is also double robust: if either the conditional mean outcome or the propensity score is consistently estimated, we will have a consistent estimate of the parameter of interest. If both functions are consistently estimated (at a fast enough rate), the TMLE will be efficient and achieve the lowest possible asymptotic variance among a large class of estimators. Finally, TMLE is a substitution estimator, providing robustness in the face of positivity violations (when there is no or little variability in the exposure within certain covariate strata) and rare outcomes (e. g. Stitelman and van der Laan 2010; Gruber and van der Laan 2010; Sekhon et al. 2011; Petersen et al. 2012; Gruber and van der Laan 2013; Lendle et al. 2013) . Building on the work of Gruber and van der Laan (2010) , this paper proposes a new TMLE for the semiparametric statistical model m, which imposes bounds on the conditional mean of the outcome, given the exposure and measured confounders. We focus our discussion on rare binary outcomes and rare bounded continuous outcomes (e. g. proportions). The estimation problem and the theoretical motivation for the new TMLE are outlined in Section 2. In particular, the causal parameter, the corresponding statistical parameter, the statistical model and the efficient influence curve are discussed. Section 3 presents the rationale and procedure for the rare outcomes TMLE. Simulations and the applied analysis are given in the Section 4. The article concludes with a discussion of the advantages and disadvantages of the proposed method as well as areas for future work.
The estimation problem
We are interested in estimating the impact of a binary exposure A on the risk of a rare outcome Y. For example, Y might be an indicator that the subject develops tuberculosis with an incidence rate of 255/ 100,000 per person-year in Sub-Saharan Africa (World Health Organization 2013). Alternatively, Y might be the one-year cumulative incidence of tuberculosis for a given community. In the latter scenario, the outcome Y is a proportion bounded between ½0, 1. Suppose we measure some baseline characteristics W that are predictors of both the exposure and outcome. In other words, W represents the set of measured confounders. Let O = ðW, A, YÞ denote the observed data random variable with distribution P 0 . Throughout, subscript 0 denotes the true, but unknown distribution.
To translate our scientific question into a causal parameter, let us define Y a as the counterfactual outcome, if possibly contrary-to-fact, the unit received exposure A = a (Neyman 1923; Rubin 1974; Pearl 2000) . We assume these quantities exist for all units both under the exposure ðA = 1Þ and under no exposure ðA = 0Þ. To relate the observed outcomes to the counterfactual outcomes, we need the stable unit treatment value assumption (SUTVA) (Rubin 1978; 1980) : (1) the counterfactual outcomes for one unit must not be impacted by the treatment assignment of another unit (i. e. no interference), and (2) there must not be multiple versions of the treatment A = a. Under this assumption, we have
In words, we only observe the counterfactual outcome corresponding to the observed treatment Y A = Y. Thereby, the observed data can be considered as a time-ordered missing data structure on the full data X F = ðW, Y 1 , Y 0 Þ⁓P X , with the exposure A as the censoring variable (Neyman 1923; Rubin 1974) . Throughout our goal is to estimate and obtain inference for the population average treatment effect:
This causal parameter is the difference in expected counterfactual outcomes if everyone in the target population were exposed and if everyone in that target population were unexposed. For a binary outcome, Ψ F ðP X Þ corresponds to the causal risk difference: PðY 1 = 1Þ − PðY 0 = 1Þ.
To express Ψ F ðP X Þ as a function of the observed data distribution P 0 , we need several assumptions.
First, there must be no unmeasured confounders of the effect of the exposure on the outcome (Rosenbaum and Rubin 1983; Robins 1986) . Secondly, there must be sufficient variability in the treatment assignment. In other words, the propensity score P 0 ðA = 1jWÞ must be bounded away from 0 and 1. This condition is known as the positivity assumption. Under these assumptions, we can express the causal parameter in terms of the difference in the conditional mean outcomes, averaged (standardized) with respect to the covariate distribution (Robins 1986) :
where the summation generalizes to the integral for continuous covariates and Q 0 ðA, WÞ = E 0 ðYjA, WÞ denotes the conditional mean outcome, given the exposure and covariates. For a binary outcome ΨðP 0 Þ is sometimes called the marginal risk difference.
The challenge, addressed in this paper, is estimation of ΨðP 0 Þ in the context of extremely rare outcomes and high dimensional covariates W. This challenge is illuminated by studying the efficient influence curve (function) of the target parameter Ψ at the true probability distribution P 0 (Bickel et al. 1993 ; van der Laan and Rose 2011): The information for learning the target parameter is captured by the sample size n divided by the variance of the efficient influence curve at the true distribution P 0 :
(van de Vaart 1998). Low information can occur when the propensity score P 0 ðA = 1jWÞ is or approaches 0 or 1 for certain treatment-covariate combinations. The impact of violations of the positivity assumption on estimator performance are demonstrated in Petersen et al. (2012) , among others. Low information can also occur when there are very few outcome events (i. e. E 0 ðYÞ is small) and the conditional mean Q 0 ðA, WÞ is or approaches 1 for some treatment-covariate combinations. In either case, the variance of the efficient influence curve can become large, and the sample size needed to detect effects with sufficient power correspondingly large. In this paper, we address estimation in the context of low information due to rare outcomes and high dimensional covariates.
We consider the semiparametric statistical model m, which incorporates knowledge that the conditional mean of the rare outcome Q 0 ðA, WÞ is bounded from above by some u < 1. For rare binary outcomes, this knowledge has been noted by other researchers (Beck, King and Zeng, 2000, King and Zeng, 2001) . Consider, for example, an unusual outcome with incidence 0.5 %. With this rare of an event, it seems unlikely that the conditional mean outcome exceeds 10% for any combination of the exposure and measured confounders. Instead, the researcher might have knowledge that this conditional mean does not exceed 5% for the study population. Formally, the statistical model m is the set of possible data generating distributions:
QðA, WÞ 2 ½,, ug for some bounds 0 ≤ , < u < 1. The specification of the bounds can be based on subject matter knowledge or selected with cross-validation, as discussed in Section 3.3. We place no restrictions on the marginal distribution of baseline covariates PðWÞ or on the propensity score PðA = 1jWÞ. The variance of the efficient influence curve (Eq.
[1]) and the information for estimating the target parameter (Eq. [2]) depend on whether the true distribution P 0 and thereby the true conditional mean Q 0 ðA, WÞ satisfy the constraints in the semiparametric model m. Likewise, the asymptotic variance of a TMLE (under sampling from P 0 ) depends on whether the limit of the estimator of Q 0 ðA, WÞ satisfies these constraints. Specifically, the variance of the efficient influence curve and the variance of the influence curve of the TMLE will be smaller when the true conditional mean and the limit of the estimator are in ½,, u for some u < 1 (Appendix A). Furthermore, when the outcome is rare and the dimension of the covariates large, we are often forced to use a misspecified estimator for Q 0 ðA, WÞ. Then the influence curve of the TMLE is defined by the efficient influence curve at the misspecified limit QðA, WÞ. The constraints in m heavily affect the variance of this influence curve and therefore motivate us to develop an estimator that respects the known bounds (Appendix B).
In the following section, we propose a new TMLE, which guarantees that the initial and targeted estimator of Q 0 ðA, WÞ are constrained within the model bounds. We compare the proposed modification to the standard TMLE algorithm for binary or bounded continuous outcomes (Gruber and van der Laan 2010 ). The two TMLEs will be asymptotically equivalent if both use a consistent estimator of the conditional mean outcome Q 0 ðA, WÞ or more generally if their estimators of Q 0 ðA, WÞ converge to the same limit. In finite samples, however, enforcing the constraints is expected to have substantial impact on performance. Indeed, the finite sample behavior of a TMLE is largely driven by the sample variance of the influence curve at the targeted estimator Q * n ðA, WÞ, and this variance is expected to be much smaller when Q * n ðA, WÞ respects the model constraints. As a result, we expect and show in simulations the proposed method will result in tighter confidence intervals and more power in finite samples. Before introducing the new TMLE, we first caution that the statistical model m must contain the true observed data distribution P 0 . In other words, the assumed bounds on the conditional mean outcome Q 0 ðA, WÞ should be given careful consideration and not chosen based on convenience. For example, there might be a scenario, where the marginal expectation of the outcome Y is small (e. g. E 0 ðYÞ < .01), but the conditional mean Q 0 ðA, WÞ approaches 1 for some combinations of the exposure and measured confounders. Consider, for example, a study of the association between very preterm birth (28 to < 32 weeks) and neonatal mortality. If the set of measured confounders included socio-economic factors, race, maternal smoking and maternal anemia, then the conditional risk of the outcome could approach 1 for some infants. As a result, it would be inappropriate to assume a semiparametric statistical model m with upper bound u < 1. Enforcing a small upper bound may result in bias and lower power in finite samples. Instead, for this example, an upper bound of u = 1 would be appropriate, and the new estimator, proposed in the following section, would reduce to the standard TMLE procedure for binary or bounded continuous outcome. For the remainder of the article, we assume that the semiparametric statistical model m characterizes the set of possible observed data distributions in that the true conditional mean outcome Q 0 ðA, WÞ is bounded in ½,, u for some 0 ≤ , < u < 1.
Estimating effects with rare outcomes
Suppose we have n observations O = ðW, A, YÞ drawn independently from P 0 . A simple substitution estimator (i. e. the G-Computation estimator of Robins (1986) ) for ΨðP 0 Þ can be implemented with the following steps. First, we obtain an estimate of the conditional mean outcome Q 0 ðA, WÞ. Let us denote an initial estimator based on n observations as Q n ðA, WÞ. Then we obtain the predicted outcomes for each observation under the exposure Q n ð1, WÞ and under the control Q n ð0, WÞ. The sample average difference in these predicted outcomes provides a point estimate for ΨðP 0 Þ. The final step corresponds to estimating the marginal covariate distribution with the empirical proportion.
In some cases, we can estimate Q 0 ðA, WÞ with the sample average in each exposure-covariate strata. This non-parametric estimator can quickly become ill-defined when there are many exposure-covariate combinations and can suffer from over-fitting, especially with rare outcomes. In some cases, we may have the background knowledge to support parametric regression for Q 0 ðA, WÞ. Suppose, for example, the true conditional mean outcome could be described by the following parametric regression model.
where logitðxÞ = logðx=1 − xÞ and W = ðW1, . . . , WpÞ denotes the set of confounders. Asymptotically, the estimated coefficients will yield predictions of the mean outcome, which respect the model knowledge, and estimates of the target parameter, which are consistent and efficient. However, with small sample sizes and many confounders, estimation will rely heavily on extrapolation and may yield estimates outside of the model bounds. In this realistic situation, incorporating knowledge of the upper bound u into the estimation algorithm is expected to improve performance. In particular, we conjecture that even if the parametric regression is misspecified, then using the bound u will result in more precision and less bias. Nonetheless, we rarely have the knowledge to specify the form of Q 0 ðA, WÞ with a finite number of parameters (i. e. β). As a result, we advocate for a more flexible approach that respects our semiparametric statistical model m.
Data-adaptive or machine learning algorithms can incorporate our limited model knowledge, while smoothing over areas of data with weak support. SuperLearner, for example, allows a set of pre-specified algorithms to compete and selects the best algorithm using cross-validation (i. e. data-splitting) (van der Laan et al. 2007 ). The selected algorithm can be used to predict the outcomes for all units given the exposure and their measured covariates Q n ð1, WÞ as well as given no exposure and their measured covariates Q n ð0, WÞ. The average difference in these predicted outcomes provides a point estimate of the target parameter. Inference, however, must respect the model building process. (Treating the selected algorithm as if it were a priori-specified can result in misleading inference.) Furthermore, estimating the conditional expectation Q 0 ðA, WÞ is a more ambitious task than estimating a single number ΨðP 0 Þ 2 R. Thereby, an estimator of Q 0 ðA, WÞ will have the wrong bias-variance trade-off for the parameter of interest ΨðP 0 Þ. Specifically, the estimator will have too much bias relative to its variance.
TMLE provides a solution to several of these challenges (van der Laan and Rose 2011). TMLE incorporates data-adaptive estimation with an additional targeting step to reduce bias for ΨðP 0 Þ and to attain valid statistical inference. As described in the introduction, a TMLE for ΨðP 0 Þ can be implemented in three steps. First, we estimate of the conditional mean outcome Q 0 ðA, WÞ with parametric or more flexible methods. Second, we target this initial estimator using information in the estimated propensity score P n ðA = 1jWÞ. Finally, we substitute the targeted estimates into the parameter mapping. The updating step is accomplished with a loss function and a carefully selected submodel. For a binary or bounded continuous outcome, we can use the negative log-likelihood loss function (Wedderburn 1974; McCullagh 1983; Gruber and van der Laan 2010) :
and the following logistic regression model to update the initial estimator: logit½ Q n ðA, WÞðεÞ = logit½ Q n ðA, WÞ + εH n ðA, WÞ with covariate H n ðA, WÞ = IðA = 1Þ P n ðA = 1jWÞ − ðIA = 0Þ P n ðA = 0jWÞ .
Here, ε is the univariate parameter and P n ðA = 1jWÞ denotes an estimate of the propensity score. This combination of loss function and fluctuation model returns the initial estimator Q n ðA, WÞ at ε = 0 and has score equal to the relevant component of the efficient influence curve at ε = 0 (Gruber and van der Laan 2010). To estimate the fluctuation parameter ε, we run logistic regression of the outcome Y on the covariate H n ðA, WÞ with the logit of the initial estimates as offset. Plugging in the estimated coefficient ε n yields the targeted updates. A point estimate can then be obtained by taking the average difference in the targeted predictions under the exposure Q * n ð1, WÞ and under no exposure Q * n ð0, WÞ. The standard TMLE algorithm for a binary or bounded continuous outcome is not optimal for our semiparametric statistical model m. Specifically, this TMLE does not enforce the global constraints on the conditional mean outcome. First, initial estimates Q n ðA, WÞ based on the log-likelihood loss function (Eq.
[3]) are guaranteed to be within ð0, 1Þ, but are possibly outside of the model bounds ½,, u. Second, the logistic regression, used to update the initial estimator, also does not respect the constraints implied by m. Therefore, the updated estimates Q * n ðA, WÞ are guaranteed to be between ð0, 1Þ, but may be outside of the model bounds ½,, u. As a result, the asymptotic and finite sample performance of a TMLE, using this loss function and parametric working model, is expected to be sub-optimal. The algorithm is expected to be unstable (i. e. more variable and less accurate) when the outcome is very rare and there are many confounders.
The rare outcomes TMLE
To incorporate model knowledge, we propose a linear transformation of the rare outcome Y 2 ½0, 1 by subtracting off the lower bound , and dividing by the deviation between the upper u and lower bounds:
The analogous transformation was proposed by Gruber and van der Laan (2010) for the TMLE of a bounded continuous outcome Y 2 ½a, b. Suppose, for example, the bounds on the conditional mean outcome Q 0 ðA, WÞ are ½0, 0.05. Then the transformed outcomeỸ would be bounded between 0 and 20. The mapping between the conditional mean of the original outcome Y and the conditional mean of the transformed outcomeỸ is given by QðA, WÞ = , + ðu − ,ÞQðA, WÞ.
Therefore, the conditional mean of the transformed outcomeỸ remains bounded in [0,1]:
As a result, the negative quasi-log-likelihood (Wedderburn 1974; McCullagh 1983 ) is a valid loss function for initial estimation and targeting of the transformed meanQ 0 ðA, WÞ:
The proof is analogous to Lemma 1 in Gruber and van der Laan (2010) and thus omitted here.
To update an initial estimator ofQ n ðA, WÞ, we can use the logistic fluctuation submodel:
logit½Q n ðA, WÞðεÞ = logit½Q n ðA, WÞ + εH n ðA, WÞ with covariate H n ðA, WÞ defined as above. This combination of loss function and fluctuation submodel will generate a score proportional to the relevant component of the efficient influence curve at zero fluctuation:
Through this transformation, the initial and targeted estimates are guaranteed to satisfy the model constraints. This will provide robustness. The targeted estimates can then be rescaled and substituted in the parameter mapping. The proposed loss function and parametric submodel define a new TMLE of the target parameter ΨðP 0 Þ in the semiparametric statistical model m, which encodes bounds on the conditional mean of the rare outcome Q 0 ðA, WÞ 2 ½,, u. Hereafter, we refer to the proposed estimator as the rare outcomes TMLE.
Step-by-step implementation
We present the rare outcomes TMLE for the semiparametric model m, containing knowledge on both the lower bound 0 ≤ , and upper bound u ≤ 1 on the conditional mean outcome. In the context of rare outcomes, the lower bound will often be set to , = 0.
Step 1: Transform the outcome. We first transform the outcome Y intoỸ by subtracting the lower bound , and dividing by the difference between the upper and lower bounds ðu − ,Þ.
Step 2: Estimate the transformed mean. An initial estimate of the conditional mean of the transformed outcomeQ 0 ðA, WÞ can be based on logistic regression ofỸ on the exposure A and baseline covariates W.
Since the outcome is no longer between 0 and 1, standard software may yield error messages. Example R code, using the optim function, is given in the Appendix (R Core Team 2014). More data-adaptive methods, such as SuperLearner, can be implemented as long as the library of algorithms respect the statistical model (van der Laan et al. 2007 ).
Step 3: Estimate the propensity score. An initial estimate of the conditional probability of being exposed given the covariates P 0 ðA = 1jWÞ is also required, as it makes up the covariate H n ðA, WÞ in the fluctuation submodel. Using the log-likelihood loss function, the propensity score could be estimated with parametric logistic regression or with more data-adaptive methods.
Step 4: Target the initial estimator. Run logistic regression of the transformed outcomeỸ on the covariate H n ðA, WÞ with offset as the logit of the initial estimatesQ n ðA, WÞ. The estimated coefficient ε n is then plugged into yield the updates: Q * n ðA, WÞ =Q n ðA, WÞðε n Þ = logit − 1 ½logit½Q n ðA, WÞ + ε n HðA, WÞ.
The process of estimating the fluctuation parameter ε and updating is iterated until convergence, which occurs here in a single step.
Step 5 We obtain a point estimate by substituting in the targeted estimates of the conditional mean under the exposure Q * n ð1, WÞ and under no exposure Q * n ð0, WÞ into the parameter mapping:
Step 6: Obtain inference. Under regularity conditions, Ψ n, rtmle ðP n Þ is an asymptotically linear estimator of ΨðP 0 Þ (van der Laan and Rose 2011). Its limit distribution is normal with mean 0 and variance given by the variance of its influence curve divided by sample size n. Therefore, 95 % confidence intervals can be constructed as ψ Alternative approaches for variance estimation include the non-parametric bootstrap or a substitution estimator for the variance. The former might be problematic with rare binary outcomes as some bootstrapped samples may not have any events. The latter would guarantee the bounds on the variance are respected and is an area of future work. By construction, the rare outcomes TMLE solves the efficient score equation. Specifically, the empirical mean of the efficient influence curve at the targeted estimator Q * n ðA, WÞ and initial estimator P n ðA = 1jWÞ is zero. As a result, the TMLE is double robust: ψ * n will be a consistent estimator for ψ 0 = ΨðP 0 Þ if either the conditional mean function Q 0 ðA, WÞ or the propensity score P 0 ðA = 1jWÞ is consistently estimated. As shown below, this property translates into important bias gains in finite samples. If both functions are consistently estimated at a fast enough rate and the propensity score satisfies the positivity assumption, the proposed TMLE will be asymptotically efficient in that its influence curve equals the efficient influence curve. As illustrated below, this property translates into important variance and power gains in finite samples.
Selecting the upper bound u with cross-validation
Thus far, we have assumed that the upper bound u is known. (For rare outcomes, the lower bound , can trivially be set to 0.) Such knowledge, however, may be unavailable in all applications. When the specified upper bound is larger than needed, the gains in estimator performance will be attenuated. In the extreme when u = 1, the rare outcomes TMLE will reduce to the standard TMLE algorithm for binary or bounded continuous outcomes. If the specified upper bound is too small, then the targeted estimator of Q 0 ðA, WÞ will be inconsistent. Nonetheless, if the propensity score is known or consistently estimated, then the target parameter ψ 0 will still be consistently estimated due to the double robustness property. Moreover, the targeted estimates Q * n ðA, WÞ will still be bounded from above by u, which translates into important variance gains. Thereby, cross-validation can be used to select u, when such knowledge is not available a priori. Specifically, the upper bound can be selected by minimizing the cross-validated risk of candidate estimators Q n, u ðA, WÞ, which are now indexed by an upper bound u. The previously stated properties (e. g. double robustness, asymptotic linearity and efficiency) should hold when the upper bound u is selected data-adaptively. We implement this cross-validation selector in the following simulations.
Simulations & data application
The following simulation studies compare the finite sample performance of the standard TMLE with the proposed rare outcomes TMLE (rTMLE). For comparison, we also include a propensity score matching (PSM) estimator (Rosen-baum and Rubin 1983), inverse probability of treatment weighted (IPTW) estimator (Hernán et al. 2000) and augmented inverse probability of treatment weighted (AIPTW) estimator (Robins 2000; van der Laan and Robins 2003) . The first two methods rely solely on estimation of the propensity score and may have superior performance with very rare outcomes. AIPTW requires estimation of both the conditional mean outcome and the propensity score, but is double robust and asymptotically efficient under consistent estimation of both functions. AIPTW is an estimating equation (i. e. not a substitution estimator) and thereby can result in impossible parameter estimates (e. g. probabilities less than 0 or greater than 1) (Lendle et al. 2013) .
For the PSM estimator, we used the Matching package (Sekhon 2011) for 1:1 matching based on the estimated propensity score and calculated the point estimate as 
A point estimate from AIPTW is attained by directly solving the efficient score equation:
where Q n ðA, WÞ denotes a non-targeted estimate of the conditional mean outcome. Inference was based on the Abadie-Imbens standard error estimator for the PSM estimator (Abadie and Imbens 2006; Sekhon 2011) and the estimated influence curve for the others. Wald-type confidence intervals were calculated as ψ n ± 1.96se n , where ψ n denotes the point estimate and se n denotes the estimated standard error. Likewise, tests of the null hypothesis of no effect were based on test statistic T n = ψ n =se n .
Simulation 1: individual-level data
The finite sample performance of the estimators was assessed by drawing 2,000 samples of sizes n = 1000 and n = 2500 according to the following process. First, we generated three baseline covariates: W1⁓Normalð0, 0.25 2 Þ, W2⁓Uniformð0, 1Þ, W3⁓Bernoullið0.5Þ.
The exposure A was drawn from a Bernoulli distribution with probability
With this exposure mechanism, there were no positivity violations; the propensity score was bounded between 20 % and 92 %. Finally, the binary outcome was drawn from a Bernoulli distribution with probability
The resulting marginal probability of the outcome was E 0 ðYÞ = 1.1%. The true bounds on the conditional mean Q 0 ðA, WÞ were ½0%, 6.2%, and the true value of the statistical parameter was ψ 0 = 1.3 %. The propensity score P 0 ðA = 1jWÞ was estimated with the correctly specified main terms logistic model and a misspecified regression model failing to adjust for W3. The conditional mean outcome Q 0 ðA, WÞ was estimated with the correctly specified logistic regression model as well as a misspecified regression with main terms for only A and W1. For the rare outcomes TMLE, the lower bound was set 0 and the upper bound was selected data-adaptively from the set {2.5 %, 5 %, 7.5 %, 10 %} using cross-validation with the log-likelihood loss function.
The results for this simulation are presented in Figures 1 and 2 . As expected, the PSM estimator and IPTW exhibited low bias when the regression model for the propensity score P 0 ðA = 1jWÞ was correctly specified, but were biased otherwise. This bias did not disappear with sample size. Likewise, these estimators had poor confidence interval coverage under misspecification of the propensity score. Even under correct specification of this function, the PSM estimator had notably lower power than IPTW, AIPTW or rTMLE. Indeed, neither this PSM estimator nor this IPTW are efficient estimators. (The reader is referred to Abadie and Imbens (2015) for recent work on consistent estimation of the standard error when estimating the propensity score.) A B Figure 1 : Boxplots of the point estimates from various algorithms for sample sizes n = 1000 (left) and n = 2500 (right) for Simulation 1. CC indicates both the outcome regression and the propensity score are correctly specified. CM indicates the outcome regression is correctly specified, but propensity score misspecified. MC indicates the outcome regression is misspecified, but the propensity score correctly specified. The dashed line indicates the true value ψ 0 = 1.3%.
In theory, the other estimators solve the efficient score equation directly (AIPTW) or during the targeting step (TMLE, rTMLE). As a result, these estimators are double robust. For these simulations, however, the standard TMLE exhibited substantial bias when estimating Q 0 ðA, WÞ with the correctly specified regression model, which included four main terms plus an interaction (Figure 1 ). Due to the paucity of outcome events, logistic regression of the untransformed outcome Y was unstable. Thereby, the updating step, which involved fitting an additional coefficient ε, did little to reduce bias. As a result, its confidence interval coverage was poor under correct specification of the outcome regression (Figure 2 ). On the other hand, when the initial estimator of Q 0 ðA, WÞ was based on the misspecified regression, the performance of the standard TMLE was comparable to AIPTW and rTMLE. Recall the misspecified regression model for Q 0 ðA, WÞ only included main terms for the exposure A and confounder W1. The smaller adjustment set led to more stable initial estimates, but also complete reliance on consistent estimation of the propensity score for confounding control and consistency. Thereby, a potential approach when estimating effects with rare outcomes is to use a smaller adjustment set for Q 0 ðA, WÞ and thereby sacrifice double robustness and efficiency for greater stability and potentially reduced bias. This approach was taken by Gruber and van der Laan (2013) .
The performance of AIPTW and rTMLE did not suffer when fitting Q 0 ðA, WÞ in the larger, correctly specified regression model. As shown in Figure 1 , both AIPTW and rTMLE had low bias when either the outcome regression, the propensity score or both were correctly specified. Furthermore, these estimators had good confidence interval coverage at both sample sizes and attained power for the larger sample (Figure 2) . Therefore, it seemed that the performance of AIPTW and rTMLE were comparable for this set of simulations. It is worth emphasizing, however, that rTMLE is a substitution estimator and thereby guaranteed to respect the global constraints in the model. In particular, AIPTW yielded negative (impossible) estimates for the marginal risk under no exposure E 0 ½E 0 ðYjA = 0, WÞ( Table 3 in the Appendix) .
Under the null, the PSM estimator and IPTW had good type I error control when the propensity was correctly specified (Results not shown). Under misspecification, their type I error rates exceeded 20 %. The standard TMLE also suffered from high type I error rates, when both regression models were correctly specified. AIPTW and rTMLE maintained nominal type I error rates for both sample sizes and all regression specifications. A B Figure 2 : Attained confidence interval coverage and power for the estimators in Simulation 1. The unfilled and filled points denote sample sizes of n = 1000 and n = 2500, respectively. Circles indicate both the outcome regression and the propensity score are correctly specified. Triangles indicate the outcome regression is correctly specified, but propensity score misspecified. Squares indicate the outcome regression is misspecified, and propensity score correctly specified. The dashed lines indicate 95 % confidence interval coverage and 80 % power, respectively.
Simulation 2: group-level data
For this set of simulations, we focused on clustered data, where the covariates, exposure and outcome were measured or aggregated to the cluster-level. For 2,000 simulations of n = 100 units, three baseline covariates ðW1, W2, W3Þ were drawn from a multivariate normal with means 0, standard deviation 0.25 and correlation 0.5. We generated two additional covariates ðW4, W5Þ by drawing from a uniform distribution and a Bernoulli distribution with probability 0.5, respectively. The exposure A was drawn from a Bernoulli distribution with probability
With this exposure mechanism, there were no positivity violations; the propensity score was bounded between 22 % and 92 %. The cluster-level outcome Y was the empirical mean of 2,500 independent Bernoulli's with a cluster-specific risk of
where U Y was drawn from a normal distribution with mean 0 and standard deviation 0.25. The average outcome across the clusters was E 0 ðYÞ = 1.5%. The true bounds on the conditional mean Q 0 ðA, WÞ were ½0%, 5.2%, and the true value of the statistical parameter was ψ 0 = 0.30 %. For completeness, the null scenario was also generated by simulating the outcomes as if all clusters were exposed.
As suggested by the previous simulations, a possible approach for estimation with rare outcomes is using a small adjustment set for Q 0 ðA, WÞ and fully relying on consistent estimation of the propensity score P 0 ðA = 1jWÞ. To evaluate this approach, we estimated the conditional mean outcome with the unadjusted treatment-specific mean Q n ðAÞ. For comparison, we also employed SuperLearner for initial estimation of the transformed meanQ 0 ðA, WÞ in rTMLE (Polley and van der Laan 2013) . For simplicity, we limited our library of algorithms to logistic regressions, building up from a single main term to four terms (the exposure plus three covariates). For example, a candidate algorithm included as main terms the exposure A, the baseline covariates W1, W4 and W5. This simple library was selected for illustration; in practice, the inclusion of more flexible algorithms is recommended. The bounds for rTMLE were selected from the set {2.5 %, 5 %, 7.5 %, 10 %} with cross-validation and the log-likelihood loss. The propensity score was estimated according to the correctly specified logistic regression model.
The simulation results are given in Table 1 . Since the estimated propensity score was based on the correct regression model, all algorithms exhibited low bias. When using an unadjusted (initial) estimator Table 1 : Estimator performance over 2,000 simulations of n = 100 clusters in Simulation 2. The rows indicate the estimator with "SL" denoting when SuperLearner was used for initial estimation ofQ 0 ðA, WÞ.
Notes:
a Average value of the parameter estimate. b Mean squared error (bias-squared + variance). c Confidence interval coverage. Q n ðAÞ, the double robust estimators did not substantially outperform the PSM estimator. Instead, AIPTW, TMLE and rTMLE were under-powered, and there was evidence of conservative inference, as indicated by over-coverage of confidence intervals and lower than nominal Type I error rates. The rTMLE, using SuperLearner for initial estimation, had near nominal confidence interval coverage and type I error control. Furthermore, when there was a treatment effect, the rTMLE, using SuperLearner, attained highest power of 94 %, while the attained power of the other estimators was ≤ 40 %. This demonstrates the potential gains with data-adaptive estimation in the rTMLE algorithm.
Application
For a practical demonstration, we used data from the New York Social Environment Study to examine the association between permissive neighborhood drunkenness norms and the prevalence of alcohol use disorder at the neighborhood level ðn = 59Þ. The study and resulting data structure are described in Ahern et al. (2008) . Briefly, 4,000 telephone interviews were conducted among New York City residents to examine neighborhood exposures and mental health and substance use outcomes in 2005. The exposure of interest A was an indicator that the neighborhood had permissive drunkenness norms. The outcome Y was the proportion of neighborhood respondents meeting the DSM-5 criteria of alcohol use disorder within a 12-month period. This outcome combines the previous categories of alcohol abuse and alcohol dependence (National Institute on Alcohol Abuse and Alcoholism 2013), and its low prevalence (median of 1.5 % across neighborhoods) had previously prohibited its examination. The set of measured confounders W included age, race, gender, marital status, birthplace, interview language, education, income level, employment status, years lived in neighborhood and history of drinking. The parameter of interest was the marginal risk difference ΨðP 0 Þ, which can be interpreted as the difference in the strata-specific risk of alcohol use disorder under the two exposure conditions, averaged with respect to the covariate distribution.
For all estimators, SuperLearner was used for (initial) estimation of the conditional mean Q 0 ðA, WÞ and the propensity score P 0 ðA = 1jWÞ. The library for Q 0 ðA, WÞ included the unadjusted mean, stepwise logistic regression, all logistic regressions with a single main term, and all logistic regressions with main term for the exposure and one additional covariate. The library for estimation of the propensity score P 0 ðA = 1jWÞ included the unadjusted mean, all logistic regressions with a single main term as well as stepwise logistic regressions with and without interactions. We chose these libraries for interpretability and to avoid overfitting. For rTMLE, the bounds on Q 0 ðA, WÞ were set to ½0, 8.5%, as informed by a previous nationwide study on alcohol abuse and dependence (Hasin et al. 2007) . Analyses based on upper bounds of 7.5 % and 10 % yielded nearly identical results. As before, inference was based on the Abadie-Imbens standard error estimator for the PSM estimator (Abadie and Imbens 2006; Sekhon 2011 ) and the estimated influence curve for the others. We assumed the standardized estimators followed the standard normal distribution.
The results are presented in Table 2 . The point estimates from the PSM estimator (0.66 %) and IPTW (0.82 %) were positive, but their confidence intervals were wide and included the null. The point estimates from AIPTW (0.61 %), TMLE (0.88 %) and rTMLE (0.85 %) were also all positive, and the confidence intervals for the TMLEs did not include the null. While the double robust estimators are expected to perform similarly asymptotically, their finite sample performance is expected to differ. In particular, both TMLEs benefit from being substitution estimators (Stitelman and van der Laan 2010; Sekhon et al. 2011; Petersen et al. 2012; Gruber and van der Laan 2013; Lendle et al. 2013) . rTMLE further benefits by using model knowledge on the bounds of the mean of the rare outcome. Overall, the results suggest that there is an increased risk of alcohol use disorder among neighborhoods with more permissive drunkenness norms. This finding is in line with previous work in the population, which suggested a significant association between neighborhood norms about drinking and binge drinking (Ahern et al. 2008) .
Discussion
In this paper, we proposed a new TMLE for evaluating causal effects and estimating associations with very rare outcomes and high dimensional data. The rare outcomes TMLE (rTMLE) is based on harnessing knowledge in the semiparametric model m, which bounds the conditional mean outcome Q 0 ðA, WÞ from below by , ≥ 0 and from above by u < 1. These bounds can be based on subject matter knowledge or selected with cross-validation. Estimators, incorporating this model knowledge, are expected to be more robust and precise in finite samples.
In simulations, the proposed rare outcomes TMLE performed as well or outperformed the alternative estimators. The PSM estimator and IPTW were biased under misspecification of the propensity score. The standard TMLE algorithm suffered from bias and poor confidence interval coverage when the adjustment set for the conditional mean outcome was large. Both AIPTW and rTMLE were robust to model misspecification and yielded consistent estimates if either the conditional mean outcome or the propensity score were consistently estimated. AIPTW, however, is not a substitution estimator and yielded negative (impossible) risk estimates. In contrast, the proposed TMLE respected the global knowledge in the statistical model. Our simulations further highlighted the potential for data-adaptive estimation to avoid parametric assumptions and to increase power.
We focused on situations where the conditional mean of a rare outcome was bounded from below by , = 0 and from above by u < 1. The proposed TMLE is equally applicable to situations where the outcome is very common and thereby the conditional mean outcome is bounded from below by 0 < , and from above by u = 1. Furthermore, the rTMLE algorithm could be applied when we have knowledge of both the lower , and upper bound u and possibly when there are different bounds for different strata of the exposure A and covariates W. We expect that incorporating this knowledge during estimation will increase stability and power especially when the sample size is small and the dimension of the covariates is high. This is an area of future work.
The proposed TMLE is easily generalizable for estimation of other parameters, including the risk ratios, odds ratios and the impacts of longitudinal exposures. The TMLE is also applicable to other sampling designs. Specifically, case-control studies are commonly employed to increase robustness and efficiency of the analysis of rare events. There are several well established methods that correct for selection on the outcome (Anderson 1972; Prentice and Breslow 1978; King and Zeng 2001; Mansson et al. 2007 ). For example, van der Laan (2008) presented a general mapping of loss functions, substitution estimators and estimating equations developed for prospective sampling (i. e. cohort sampling) into loss functions, substitution estimators and estimating equations for biased sampling (e. g. case-control sampling). The estimator's properties, such as double robustness and asymptotic efficiency, are preserved under the mapping. As noted by van der Laan (2008) , however, the sample size needed to detect effects on the order of the outcome prevalence will be very large, unless the conditional probability of the outcome is bounded from above by some small constant u. The estimator, proposed in this article, satisfies this condition by construction and thereby has the potential to achieve higher power than its unconstrained counterpart in finite samples. In other words, the mapping provided in van der Laan (2008) will allow us to weight rTMLE appropriately for case-control sampling. We expect the resulting estimator to offer an improvement in terms of stability and power in finite samples. Since the outcome Y is small on average and Y 2 is even smaller, we have that E 0 ðY 2 jA, WÞ behaves as u 2 .
motivation for constructing a new TMLE, which guarantees the predicted probabilities are within model bounds and does not rely on them being nicely bounded by chance. Finally, we note that if Q n ðA, WÞ converges to the true Q 0 ðA, WÞ, then the two estimators Ψ 1, n ðP n Þ and Ψ 2, n ðP n Þ will be asymptotically equivalent. Both estimators will achieve the efficiency bound in that their asymptotic variance will be given by the variance of the efficient influence curve at P 0 divided by sample size. Their finite sample performance, however, is still expected to differ.
