Abstract. For any fixed integer d ≥ 1, let u d (N) denote the number of permutations in the symmetric group S(N) which have no decreasing subsequence of length d+1. Regev determined the asymptotic form of u d (N) in the N → ∞ limit; his argument relies on Selberg's integral formula. In this article we give an elementary derivation of Regev's formula via an asymptotic bijection with standard Young tableaux of rectangular shape.
Introduction
Let S(N) be the symmetric group acting on {1, . . . , N}. A permutation σ ∈ S(N) is said to have a decreasing subsequence of length d if there exist indices
An increasing subsequence in σ is defined analogously, with the second set of inequalities reversed.
The study of monotone subsequences in permutations was initiated by Erdős and Szekeres [ES] , who proved that if N = dn+1 then any permutation σ ∈ S(N) which has no decreasing subsequence of length d + 1 must have an increasing subsequence of length n + 1. Over the past decade, numerous surprising connections between monotone subsequences in permutations and areas such as random matrix theory, representation theory, and the theory of integrable systems have been discovered; see [S1] for a combinatorially motivated survey of these developments.
The problem of computing the number u d (N) of permutations in S(N) which have no decreasing subsequence of length d+1 was first raised by Ulam [U] . Clearly u 1 (N) = 1, and it is known that
the N-th Catalan number. Gessel [G] found a considerably more complicated expression for u 3 (N), but no general formula is known for u d (N) when d ≥ 4. Even obtaining a generating function for the sequence u d (N) proves difficult; the best result in this direction is also due to Gessel [G] who showed that
where the entries of the determinant are modified Bessel functions (see [N] for an elementary proof of Gessel's identity and additional references).
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When exact enumeration eludes us, a common strategy is to examine a related asymptotic problem. The asymptotic form of u d (N) was found by Regev in 1981.
Regev's proof of Theorem 1.1 involves intricate asymptotic estimates and relies in a crucial way on an integral formula due to Selberg (see e.g. [AAR] , Chapter 8 for more information on Selberg's integral).
The purpose of this article is to give a new and considerably simpler proof of Theorem 1.1. In particular, our proof may be considered "elementary" in that we avoid the use of Selberg's formula.
Robinson-Schensted correspondence
Let Y(N) denote the set of Young diagrams with N cells. For λ ∈ Y(N), let Tab λ be the set of standard Young tableaux of shape λ and put dim λ := | Tab λ|.
The Robinson-Schensted correspondence [Rob] , [Sc] is a bijection between S(N) and the set of Robinson-Schensted pairs of order N. We will not describe the RobinsonSchensted correspondence here (we refer the reader to [S2] and [Sag] ); it is enough for us to know that it exists and has the following properties: if
• the length of the longest decreasing subsequence in σ equals the length of the first column of P (or Q), and the length of the longest increasing subsequence of σ equals the length of the first row of P (or Q).
It follows from the second property that
is the set of Young diagrams with N cells and at most d rows and
We analyze the asymptotics of u d (N) using its presentation (8) as a sum over Young diagrams.
3. Rectangular tableaux. Statement of the main result
It follows immediately from the hook length formula [FRT] that
Using Stirling's approximation ( [AAR] , section 1.4), one easily sees that
as q → ∞. Note that, according to the two fundamental properties of the RobinsonSchensted correspondence, Tab R(d, q) is in bijection with the set of involutions in S(dq) which have longest decreasing subsequence of length exactly d and longest increasing subsequence of length exactly q.
Observe that taking q = 2N d in (11), we obtain
as N → ∞. Since this coincides with the asymptotic form in Regev's result,
We will give a direct explanation of this asymptotic coincidence, and thereby provide an alternative proof of Theorem 1.1. Our main result is the following.
Theorem 3.1. For any fixed integer d ≥ 1,
as n → ∞.
We reiterate that, via the Robinson-Schensted correspondence, Theorem 3.1 has the following equivalent formulation in terms of permutations.
Theorem 3.2. The number of permutations in S(dn) with no decreasing subsequence of length d+1 is asymptotically equal to the number of involutions in S(2dn) with longest decreasing subsequence of length exactly d and longest increasing subsequence of length exactly 2n.
Complementation with respect to a rectangle
Our main conceptual is the map λ → λ * which assigns to each Young diagram
relative to R(d, q). For example, λ = (4, 1, 1) and λ * = (3, 3) are complementary with respect to R(3, 4). In particular, they are complementary half-rectangles, meaning that they are of equal size |λ| = |λ
* is evidently an involution defined on the set of Young diagrams λ ⊆ R(d, q).
The multiset of hook lengths of a certain class of skew diagrams constructed using the complement map was studied in [RZ] and [J] . Complementary pairs of Young diagrams appear again in [Stem] in the context of multiplicity-free products of Schur functions. To the best of the author's knowledge, complementation has not previously been used in the study of monotone subsequences in permutations.
There is a simple bijection between Tab R(d, 2n) and the set of pairs
of standard Young tableaux on complementary half-rectangles (relative to R(d, 2n)).
as follows. P(T ) is simply the tableau delineated by the entries 1, 2, . . . , dn of T. Q(T ) is obtained by taking the skew tableau delineated by the remaining entries dn + 1, dn + 2, . . . , 2dn of T , rotating it 180
• , and making the substitutions 2dn → 1, 2dn − 1 → 2, . . . , dn + 1 → dn, i.e. reversing the order of the entries. Since this construction is invertible, it is a bijection between Tab R(d, 2n) and RS *
and thus
Similarly, we have
Substituting for the first group of terms using (19) yields
We view P(d, n) and L(d, n) as error terms in our rectangular approximation of u d (dn). Theorem 3.1 is proved by showing that (26) lim
We proceed by induction on d. It is obvious that
Our induction hypothesis is therefore
which in view of the decomposition (25) implies
Using this hypothesis we prove
A lemma
Let λ ∈ Y(N) be a Young diagram with first row λ 1 , and let λ ′ ∈ Y(N−λ 1 ) be the Young diagram obtained by deleting the first row of λ. The following observation is not new, and can be found for instance in [K] embedded in the proof of Lemma 2, Section 3.2.
Lemma 5.1. For any λ ∈ Y(N),
Proof. According to the hook length formula,
where H λ = ∈λ h( ) is the hook product of the cells of λ. Clearly
as claimed.
Lemma allows us to bound each of the error terms P(d, n) and L(d, n) by u d−1 ((d − 1)n) times a binomial coefficient, so that the induction hypothesis can be applied.
The L-term
Proposition 6.1. For any d ≥ 1 and n ≥ 1 we have
Proof. The stated inequality obviously holds for d = 1, 2 since in those case L(1, n) = L(2, n) = 0. Assume for the rest of the proof that d ≥ 3. We have
Applying Lemma 5, we have
where the second equality is the classical identity
Combining Proposition 6.1 with the decomposition (25), we have
by the induction hypothesis. Hence
and in order to prove that Proof. Again, since P(1, n) = P(2, n) = 0, we assume d ≥ 3. Recall that (56)
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