Abstract. We present axioms for the real numbers by imposing the field axioms on the rational numbers and then show that they are a field. We prove all our theorems constructively.
Introduction
In axiomatizations of the real numbers, such as in [3] , p. 102, and in [8] , pp. 217-18, the field axioms are always imposed, and as a consequence, the rational numbers are a subfield of the real numbers. However, in constructions of the real numbers, the starting point is the rational numbers; for instance, see the constructions in [2, 4, 5, 9] . In what follows, we hope to follow the latter trend: we will propose axioms for the real numbers but will impose the field axioms on the rational numbers. Afterwards, we will show how the real numbers inherit their field structure from the rational numbers (Corollary 21).
We prove our theorems constructively, meaning we abstain from using the law of excluded middle. More details about constructive mathematics can be found in [1, 2, 3, 4, 7] . Some theorems below have been proved in [6] , so their proofs are omitted.
Completion of an Ordered Set
In [6] , an ordered set is defined as a set X with a binary relation < such that, for all x, y, z ∈ X, • x < y implies y < x is false; (Asymmetry) • x < y implies x < z or z < y; (Cotransitivity) • x < y is false and y < x is false imply x = y; (Negative Antisymmetry). We write x ≤ y for y < x is false. Also, in [6] , a subset S of an ordered set X is almost dense in X if x < y in X implies x ≤ s < s ′ ≤ y for some s, s ′ ∈ S, and S is bicofinal in X if, for each x ∈ X, s ≤ x ≤ s ′ for some s, s ′ ∈ S. We say S is finitely enumerable if S is empty or there is a positive integer n and a function from {1, . . . , n} onto S. An ordered set X is complete if each nonempty, bounded above, and upper order located subset of X has a supremum in X. We call a nonempty, bounded above, and upper order located subset of X a supable subset of X. A subset S of X is upper order located if, x < y in X implies either x < s for some s ∈ S or u < y for some upper bound u of S.
In [6] , a completion of an ordered set X is an ordered set Y together with an embedding f of X into Y such that
An embedding f is a function such that x < x ′ if and only if f (x) < f (x ′ ). In [6] , we also construct a completion of an arbitrary ordered set and show that a completion is unique, up to isomorphism.
The real numbers R are simply the completion of Q, where we assume that Q is an Archimedean ordered field.
Field Structure on the Real Numbers
Note that we only define the real numbers to be a certain ordered set in which Q sits a certain way, without any field assumption on R. In what follows, we will show under what conditions we can define a unique addition, a unique additive inversion, and a unique multiplication on R and then prove that R is a field.
3.1. Archimedean ordered abelian groups. In [6] , we prove that the completion of an Archimedean ordered abelian group is an Archimedean ordered abelian group. Let us give some of the details.
An ordered abelian group is Archimedean if x, y > 0 implies there is a positive integer n such that x ≤ ny. An addition on an ordered set is compatible with the order if x+z < y +z if and only if x < y, and z +x < z +y if and only if x < y. If X is an ordered set containing an Archimedean ordered abelian group A as an almost dense, bicofinal subset, we say an addition on X is admissible if it extends the addition on A and is compatible with the order on X. The following is proved in [6] : Theorem 1. Let A be an Archimedean ordered abelian group, and let X be an ordered set containing A as an almost dense, bicofinal subset. Then any two admissible additions on X are equal.
To define an admissible addition on an ordered set X containing an Archimedean ordered abelian group A as an almost dense, bicofinal subset, we need this lemma, which is proved in [6] : For an Archimedean ordered abelian group A, an admissible addition on the completion A is defined as follows: for x, y ∈ A, consider the supable subsets L x = {a ∈ A : a ≤ x} and
For the additive inversion, we define −x to be inf −L x , for each x ∈ A.
Lemma 3. Let A be an Archimedean ordered abelian group, and let X be an ordered set containing A as an almost dense, bicofinal subset. Let
Theorem 4. Let A be an Archimedean ordered abelian group. Then A is an Archimedean ordered abelian group. ( [6] ).
3.2.
Commutative ordered monoids. We call a multiplication on an ordered set X with a distinguished element 0 preadmissible if, for each x, y, z in X, the following conditions hold:
(1) 0x = 0 = x0; (2) if x < y and z > 0, then xz < yz; (3) if x < y and z < 0, then xz > yz.
Lemma 5. Let X be an ordered set and x, y, x ′ , y ′ ∈ X:
, which is false by asymmetry, so y ≤ x. By negative antisymmetry, x = y, so
, which is false by asymmetry. (2) The proof goes as in (1).
Theorem 6. Let X be an ordered set with a distinguished element 0 and a preadmissible multiplication. For each x, y, z in X,
(1) if x ≤ y and z > 0, then xz ≤ yz; (2) if x ≤ y and z < 0, then xz ≥ yz.
Proof.
(1) Suppose z > 0. If x < y, then xz < yz, because of condition 2 for a preadmissible multiplication. Also, if x = y, then xz = yz because multiplication, as a function on X × X, is well defined. Hence, x ≤ y implies xz ≤ yz by Lemma 5(1).
(2) Suppose z < 0. If x < y, then xz > yz because of condition 3 for a preadmissible multiplication. Also, if x = y, then xz = yz. Hence, x ≤ y implies xz ≥ yz, by Lemma5(2).
Remark. In the proof of Theorem 6(1), we have shown
which is equivalent to condition 2 for a preadmissible multiplication implying Theorem 6(1). That move is a special form of the general reasoning law:
Theorem 7. Let X be an ordered set with a distinguished element 0 and a preadmissible multiplication. Let a, b, x, y be in X with a ≤ x ≤ b. Then (1) if l is a lower bound of {ay, by} and u is an upper bound of {ay, by}, then l ≤ xy ≤ u;
(1) If xy < l, then xy < ay and xy < by. If y > 0, then ay ≤ xy ≤ by by Theorem 6(1), which is false since xy < ay, so y ≤ 0. If y < 0, then ay ≥ xy ≥ by by Theorem 6(2), which is false since xy < by, so y ≥ 0. Hence, y = 0, by negative antisymmetry. But if y = 0, then x0 < a0, giving 0 < 0, which is false by asymmetry. Therefore, l ≤ xy. Now, if u < xy, then ay < xy and by < xy. If y > 0, then ay ≤ xy ≤ by, which is false, so y ≤ 0. If y < 0, then ay ≥ xy ≥ by, which is false, so y ≥ 0. Hence, y = 0. But if y = 0, then a0 < x0, giving 0 < 0, which is false. Therefore, xy ≤ u.
(2) The proof goes as in (1).
Proof. Since u is an upper bound of {aa
For an ordered set X containing a locally bounded commutative ordered monoid M with a distinguished element 0, as an almost dense, bicofinal subset, and satisfying 0 ≤ 1, a multiplication on X is admissible if
(1) the multiplication on X is preadmissible; (2) the multiplication on X extends the multiplication on M;
In what remains, we will assume that 0 ≤ 1 in M.
Lemma 9. Let X be an ordered set containing a locally bounded commutative ordered monoid M with a distinguished element 0, as an almost dense, bicofinal subset. Let X have a preadmissible multiplication. Let x, y be in X and let
by Theorem 8. Proof. If x < y, then a ≤ x ≤ c < d ≤ y ≤ b for some a, c, d, b ∈ M, since M is almost dense and bicofinal in X, so c < x and y < d, which is impossible, by asymmetry. Therefore, y ≤ x. Symmetrically, x ≤ y. Hence, x = y, by negative antisymmetry.
Theorem 11. Let X be an ordered set containing a locally bounded commutative ordered monoid M with a distinguished element 0, as an almost dense, bicofinal subset. Any two admissible multiplications on X are equal.
Proof. For two admissible multiplications· and· on X, suppose for all c, d ∈ M, c ≤ x·y 
by Lemma 9.
Theorem 13. Let X be an ordered set containing a locally bounded commutative ordered monoid M with a distinguished element 0, as an almost dense, bicofinal subset. In addition, assume that the multiplication on M be preadmissible and satisfy the following (*):
Proof. The subset P xy is nonempty because M is bicofinal in X and M is locally bounded, and P xy is bounded above by Lemma 12. Upper order locatedness of P xy follows from almost density of M in X and from (*).
Let M be a locally bounded commutative ordered monoid with a distinguished element 0, and let the multiplication on M be continuous 1 , be preadmissible, and satisfy the condition (*) in Theorem 13. For x, y ∈ M , let the multiplication on M be xy = sup P xy . Under these hypotheses, we will show the following theorems about this multiplication on X.
Theorem 14. For each x ∈ M , x0 = 0 = 0x.
, it is false that a = 0 and it is false that a > 0. Since 0 < ab ′ , it is false that a = 0 and it is false that a < 0. Hence, a = 0 by negative antisymmetry, which is impossible since the multiplication on M is admissible, 0 < aa ′ , and 0 < ab ′ . Therefore, x0 ≤ 0. If x0 < 0, then x0 ≤ r < s ≤ 0 for some r, s ∈ M, since M is almost dense in M . By condition (*) in Theorem 13, there are a, b, a
; and either r < By a (locally bounded) commutative ordered ring X, we mean an ordered set with an addition + and multiplication · such that (X, +) is an ordered abelian group, (X, ·) is a (locally bounded) commutative ordered monoid, and the distributive law holds in X. We say X is Archimedean if (X, +) is Archimedean. Note that the multiplication on a commutative ordered ring is preadmissible.
Theorem 18. The real numbers R = Q are an Archimedean, commutative ordered ring.
Proof. By Theorem 4, (R, +) is an Archimedean ordered abelian group. By Theorem 17, (R, ·) is a commutative ordered monoid. To prove the distributive law x (y + z) = xy + xz, note that addition and multiplication on R are continuous functions, so the functions on R , it follows L = R on R. Hence, the distributive law holds in R.
3.3. Invertibility of nonzero elements. Any ordered set admits a tight apartness defined by x = y if x < y or y < x. A tight apartness is a positive notion for the negative notion of difference, which is two elements are "different" if they are "not equal". A tight apartness is discussed in [7] . In an ordered set with a distinguished element 0, we say an element x is nonzero if x = 0. An element x in a monoid M is invertible if xy = 1 for some y ∈ M.
Lemma 19. Let x be a nonzero real number and
Proof. If 0 < x, let ǫ be a positive rational number and r a rational number such that 0 < r < x. Then there are rational numbers a and b such that r < a ≤ x ≤ b and b − a < r 2 ǫ. Also r 2 < ab, 1/a is an upper bound of D x , and
(1/b) − (1/a) = (a − b) /ba ≤ (b − a) /ba < ǫ. If x < 0, let r be a rational number such that x < r < 0. Then there are rational numbers a and b such that a ≤ x ≤ b < r and b − a < r 2 ǫ. Then
Theorem 20. A real number is nonzero if and only if it is invertible.
Proof. Let x be a nonzero real number. If 0 < x, let ǫ be a positive rational number, and let r and s be rational numbers such that 0 < r < x < s. Then there are rational numbers a and b such that r < a ≤ x ≤ b < s and b − a < r Conversely, let x be an invertible real number, so xy = 1 for some y ∈ R. Then there is a positive integer N such that −N < y < N. Also, by cotransitivity, either −1/N < x or x < 0 , and either 0 < x or x < 1/N. It is impossible that x < 0 and 0 < x, by irreflexivity, nor is it possible that −1/N < x < 1/N; if it were, −1 < xy < 1. Therefore, x < 0 or 0 < x, so x = 0.
A Heyting field is a field with a tight apartness. Heyting fields are discussed in [7] .
Corollary 21. The real numbers are a Heyting field.
Proof. By Theorems 18 and 20.
