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Cap´ıtulo 1
Introduccio´n
Esta memoria contiene la documentacio´n del trabajo realizado durante el Proyecto
Final de Carrera de t´ıtulo ((Uso de SMPSs en aplicaciones MPI con desbalance de
carga)), de la Ingenier´ıa en Informa´tica de la Universitat Polite`cnica de Catalunya
(UPC).
El proyecto tiene como objetivo analizar aplicaciones paralelas de alto rendimien-
to y aplicar nuevos modelos de paralelismo para aumentar su eficiencia. A estas
aplicaciones MPI se les an˜adira´ un segundo nivel de paralelismo, SMP superscalar,
disen˜ado y desarrollado en el Barcelona Supercomputing Center.
A lo largo de los cap´ıtulos se ira´ introduciendo lo necesario para aplicar y analizar
este modelo de programacio´n.
El segundo cap´ıtulo contiene una explicacio´n detallada del entorno de trabajo en
que se realiza el proyecto, tanto el entorno tangible como es el supercomputador
MareNostrum, como las herramientas y utilidades orientadas a los modelos de pro-
gramacio´n paralela. Tambie´n veremos las aplicaciones que analizaremos a lo largo
del documento.
El tercer cap´ıtulo se centra en los problemas de eficiencia derivados de los desbalances
de carga en aplicaciones MPI y se describe el funcionamiento de la librer´ıa que nos
ayudara´ a disminuir los efectos del desbalance en algunas aplicaciones.
En el cap´ıtulo cuatro se explica todo el procedimiento que se ha llevado a cabo para
modificar las aplicaciones an˜adie´ndoles el segundo nivel de paralelismo.
El cap´ıtulo cinco contiene el ana´lisis en detalle de los resultados de las dos aplica-
ciones compara´ndolas con otros modelos de programacio´n.
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El cap´ıtulo seis incluye un ana´lisis econo´mico que podr´ıa suponer aplicar los modelos
de programacio´n explicados y su impacto en una situacio´n real.
En el se´ptimo y u´ltimo se completa el proyecto con las conclusiones del trabajo
realizado.
1.1. Motivacio´n
Hace ya unos an˜os que los fabricantes de microprocesadores comerciales han dejado
de aumentar la potencia de ca´lculo de sus procesadores por cuestiones f´ısicas y se
han centrado en el disen˜o de multiprocesadores, tal y como se ven´ıa haciendo en el
entorno de la supercomputacio´n.
Los supercomputadores se utilizan para solucionar problemas que requieren una
gran capacidad de ca´lculo, usualmente aplicaciones de f´ısica cua´ntica, ca´lculos cli-
matolo´gicos, modelos moleculares u otras simulaciones f´ısicas. La ventaja que ofre-
cen los supercomputadores a las aplicaciones de alto rendimiento, High Performance
Computing (HPC), reside en la posibilidad de explotar su disen˜o altamente paralelo
utilizando modelos de programacio´n paralela.
Sin embargo la comunicacio´n entre procesadores se ha vuelto el principal cuello de
botella en estas aplicaciones, y con el nuevo rumbo que ha tomado el disen˜o de los
procesadores comerciales se hace sumamente importante encontrar un modelo de
programacio´n paralela lo ma´s eficiente posible.
Un problema comu´n por el que un gran nu´mero de aplicaciones paralelas se ven afec-
tadas es la sincronizacio´n entre procesadores. Los ca´lculos paralelos utilizan normal-
mente datos compartidos y es necesaria la comunicacio´n entre los procesadores para
actualizar valores o enviar resultados. En estos casos el estado del sistema es cr´ıtico
porque nos encontramos con un nu´mero muy grande de procesadores esperando a
los ma´s lentos.
Otro problema es co´mo gestionar la divisio´n del problema entre los recursos dis-
ponibles. La intencio´n inicial ser´ıa dividirlo en partes iguales y repartir el trabajo
entre los procesadores de forma equitativa, sin embargo en muchas ocasiones es
simplemente imposible de prever una divisio´n perfecta del problema.
Estos dos obsta´culos de la programacio´n paralela actual los intentaremos estudiar
y minimizar a lo largo del proyecto, gracias al modelo de programacio´n paralela
SMPSs (SMP superscalar) y a la librer´ıa DLB (Dynamic Load Balancing), ambos
disen˜ados y desarrollados en el BSC.
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Con estos medios se modificara´n algunas aplicaciones con el fin de que sean capaces
de ceder la potencia de ca´lculo de algunos procesadores en las zonas desbalancea-
das del problema, y como consecuencia reducir el tiempo en que los procesadores
permanecen bloqueados esperando a los dema´s.
Aprovechar los recursos de la ma´quina en todo momento se vuelve esencial si que-
remos mejorar el rendimiento de cualquier aplicacio´n paralela.
1.2. Objetivos
La meta final del proyecto consiste en encontrar ejecuciones con mejores resultados
que los conseguidos por me´todos convencionales como puede ser MPI u OpenMP.
El primer paso para lograr introducir mejoras en la ejecucio´n sera´ analizar las aplica-
ciones que vayamos a estudiar. Paraver, una aplicacio´n de ana´lisis tambie´n disen˜ada
en el BSC, nos ayudara´ a observar las trazas de las ejecuciones y a tener una percep-
cio´n global del comportamiento de la aplicacio´n. A su vez, nos permitira´ focalizar
los esfuerzos en aquellas partes donde nos permitan optimizar el rendimiento.
Con esta herramienta se analizara´ el comportamiento de aplicaciones de alto ren-
dimiento paralelizadas con MPI y se an˜adira´ un segundo nivel de paralelismo con
SMPSs. Para ello se necesitan aplicaciones disen˜adas para ser ejecutadas en entornos
de supercomputacio´n, con un gran componente de ca´lculo paralelo y comunicacio´n
entre procesos, a menudo con diferente carga de trabajo entre ellos.
El procedimiento consistira´ en analizar los tiempos iniciales de las aplicaciones,
localizar las partes del programa susceptibles de generar el desbalance de carga,
an˜adirles otro nivel de paralelismo con SMPSs, y comparar los tiempos de ejecucio´n
entre la ejecucio´n original de la aplicacio´n y los tiempos con el co´digo modificado.
Por u´ltimo, se comparara´n con otros modelos h´ıbridos, como por ejemplo MPI +
OpenMP, tambie´n usando la librer´ıa DLB para solucionar el desbalance de carga.
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Cap´ıtulo 2
Entorno de trabajo
En este cap´ıtulo se explicara´ el entorno de trabajo y las herramientas utilizadas
durante el proyecto. Las pruebas realizadas se han llevado a cabo en el supercompu-
tador MareNostrum, explicaremos un poco su estructura y funcionamiento.
Despue´s se introduce el funcionamiento ba´sico de MPI y OpenMP, dos de los modelos
t´ıpicamente utilizados en entornos de supercomputacio´n, y la metodolog´ıa a seguir
en el modelo SMPSs.
Por u´ltimo se explicara´ co´mo funcionan las herramientas de ana´lisis utilizadas a lo
largo del proyecto y co´mo se utilizan para estudiar las aplicaciones que veremos,
WRF y BT-MZ.
2.1. MareNostrum
El proyecto se realiza en el BSC-CNS (Barcelona Supercomputing Center – Cen-
tro Nacional de Supercomputacio´n)[1], un centro nacido de la cooperacio´n entre el
Ministerio de Ciencia y Tecnolog´ıa, la Generalitat de Catalunya y la Universitat
Polite`cnica de Catalunya (UPC).
En abril del 2005 empiezan las actividades del supercomputador MareNostrum, lo-
calizado en la capilla Torre Girona, siendo en ese momento el supercomputador ma´s
potente en Europa y situarse entre los cinco mejores del TOP500 [2]. En 2006 recibe
una actualizacio´n consiguiendo doblar su capacidad de ca´lculo y colocarse otra vez
en el top5 mundial y nu´mero uno europeo [3].
El objetivo del BSC-CNS es investigar, desarrollar y gestionar la tecnolog´ıa de la
informacio´n para facilitar el progreso cient´ıfico.
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Figura 2.1: MareNostrum
MareNostrum es un supercomputador basado en el procesador PowerPC, en la ar-
quitectura BladeCenter, la red Myrinet y un Sistema Operativo Linux. En total, 44
racks en 120 m2.
2.1.1. Nodos de co´mputo
En un sistema de esta envergadura es importante minimizar espacio f´ısico y ahorro
energe´tico. Dos ventajas que se consiguen utilizando servidores blade.
Un servidor blade es una placa que so´lo contiene los componentes necesarios; princi-
palmente procesador, memoria y buses. Al igual que otros servidores, e´stos tambie´n
se colocan en racks1 pero gracias a su disen˜o consiguen un espacio mucho menor
y, lo ma´s importante, se consigue una mayor simplicidad a la hora de gestionar
actualizaciones o sustituciones.
Para hacerlos funcionales, cada rack dispone de un chasis con los elementos necesa-
rios, pero comunes a todos los servidores del blade center, como suelen ser la fuente
de alimentacio´n, tarjetas de conexio´n de red o unidades de almacenamiento. Sin
embargo, el disen˜o no es cerrado, como veremos a continuacio´n los servidores de
MareNostrum tambie´n incorporan disco local y tarjetas de red.
1Un rack, o bastidor, es un armazo´n meta´lico destinado a alojar equipamiento electro´nico o
informa´tico.
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Blade Center
MareNostrum tiene 31 racks dedicados al ca´lculo. Cada uno de ellos formado por 6
Blade Center, y cada uno de e´stos por 14 servidores blade.
El Blade Center dispone de dos fuentes de alimentacio´n redundantes, de forma que
no se pierda el suministro ele´ctrico si una de ellas falla, y de un conmutador de red
Gigabit para la conexio´n entre servidores.
Servidor Blade
El servidor Blade de IBM utilizado, el Server Blade JS21 y a partir de ahora nodo,
utiliza 2 procesadores dual-core PowerPC 970MP a 2.3 GHz, 8 Gb de memoria
compartida y un disco local de 36 Gb.
Cada nodo incorpora una tarjeta de red Myrinet para una conexio´n de alta velocidad
y dos conexiones de red Gigabit. Adema´s, un disco local de 36 Gb en el que se carga
el Sistema Operativo cada vez que el nodo se inicializa.
Procesador PowerPC 970MP
El procesador PowerPC 970MP, de 64 bits, esta´ orientado a propo´sito general. Es un
procesador superescalar con extensiones vectoriales tipo SIMD2 (VMX) cuyo disen˜o
esta basado en el procesador de alta prestacio´n Power4.
El PowerPC 970 esta´ basado en tecnolog´ıa de 90nm y funciona a una frecuencia
de 2.3 GHz. Es capaz de lanzar un ma´ximo de 4 instrucciones por ciclo y puede
almacenar hasta 200 instrucciones en su pipeline de ejecucio´n.
2.1.2. Red Myrinet
Myrinet es una red de interconexio´n de clu´sters de altas prestaciones, desarrollada
por Myricom[4]. MareNostrum utiliza la red Myrinet para el env´ıo de mensajes MPI
entre nodos.
El cableado de la red Myrinet consiste en dos canales de fibra o´ptica, uno para ups-
tream y otro para downstream. Las tarjetas de red (NICs) se encargan del co´mputo
2SIMD: Single Instruction, Multiple Data (Una Instruccio´n, Mu´ltiples Datos) es una te´cnica
empleada para conseguir paralelismo a nivel de datos.
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de la comunicacio´n, liberando a los conmutadores de ca´lculo extra y permitiendo
una baja latencia en la comunicacio´n.
El sistema es altamente escalable, permitiendo interconectar decenas de miles de
hue´spedes y ofreciendo caminos alternativos a la comunicacio´n entre ellos.
En total, 4 racks son los que recogen el cableado de fibra o´ptica proveniente de cada
nodo y efectu´an el enrutamiento. Actualmente se utiliza la versio´n Myrinet-2000,
con una velocidad de transferencia de 2 Gbps Full-duplex y un rango de latencias
de 2,6µs− 3,2µs.
2.1.3. Sistema de ficheros
Adema´s del almacenamiento local de cada nodo en su disco, MareNostrum dispone
de 20 servidores de almacenamiento distribuidos en 7 racks. En total, 280 TB de
almacenamiento usando el sistema de ficheros GPFS (Global Parallel File System),
que consigue ofrecer una visio´n global del sistema de ficheros y permite un acceso
paralelo.
Se accede al sistema de ficheros GPFS mediante la red Gigabit.
2.1.4. Sistema de colas
MareNostrum utiliza el sistema Slurm+MOAB para gestionar los trabajos que se
lanzan a ejecucio´n.
Slurm (Simple Linux Utility for Resource Management) es un administrador de
recursos de co´digo libre comu´n en muchos supercomputadores. Proporciona tres
funciones principales. En primer lugar distribuye el acceso a los recursos entre los
usuarios durante un tiempo espec´ıfico. Tambie´n ofrece herramientas para ejecutar
trabajos y monitorizarlos en varios nodos. Finalmente gestiona la congestio´n de los
recursos manteniendo una cola de los trabajos pendientes. [5]
Moab Cluster Suite es un gestor de carga de trabajo para clu´sters, subministrado por
Cluster Resources, Inc.[6], que integra la programacio´n, la gestio´n y el seguimiento
de la carga de trabajo de los clu´sters.
Para que Slurm sea capaz de gestionar los trabajos de todos los usuarios y pueda
repartir los recursos, todos los trabajos se deben lanzar mediante un script. Vemos
un ejemplo en el co´digo 2.1. El script esta´ formado por una serie de directivas que
sirven para que Slurm sirva los recursos necesarios o mantenga el trabajo en espera.
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Co´digo 2.1: Ejemplo de trabajo para MareNostrum
#!/bin/bash
# @ job_name = test_parallel
# @ initialdir = .
# @ output = mpi_ %j.out
# @ error = mpi_ %j.err
# @ total_tasks = 56
# @ wall_clock_limit = 00:02:00
srun ./ parallel_binary
Las directivas especifican detalles sobre la ejecucio´n espec´ıfica de la aplicacio´n, como
puede ser el directorio inicial, o los ficheros en que se escribira´ la salida del programa.
Otros tienen su relevancia para Slurm en el momento de planificar la cola de trabajos.
Estas directivas son principalmente el tiempo l´ımite de ejecucio´n y los relacionados
a los recursos de que dispondra´ la aplicacio´n:
- # @ total_tasks = N, indica el nu´mero de procesos MPI del trabajo.
- # @ cpus_per_task = N, indica el nu´mero de cpus a usar por cada proceso
MPI. U´til para utilizar threads dedicados en cada proceso. El valor ma´ximo
es 4 debido a que cada nodo dispone de 4 nu´cleos.
- # @ tasks_per_node = N, sirve para indicar el nu´mero de procesos MPI por
nodo. Acepta valores de entre 1 y 4.
En pra´cticamente todas las ejecuciones h´ıbridas usaremos las dos primeras directivas,
con las que indicaremos el nu´mero de procesos MPI y el nu´mero de threads OpenMP
o SMPSs. En ejecuciones MPI basta so´lo con la primera.
2.2. Modelos de Programacio´n Paralela
Con la intencio´n de ejecutar aplicaciones con una mayor capacidad de ca´lculo hemos
de pensar en co´mo debemos gestionar los recursos de la ma´quina. Un modelo de pro-
gramacio´n paralela nos permitira´ hacer uso de estos recursos de forma transparente
al programador.
Dependiendo de la arquitectura de la memoria podemos clasificar los modelos de
programacio´n paralela en dos tipos, segu´n si esta´n disen˜ados para comunicar pro-
cesadores en un entorno basado en memoria distribuida o en uno de memoria com-
partida.
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Memoria distribuida
En los modelos de programacio´n de memoria distribuida, todo proceso tiene una
memoria local privada. Siempre que un proceso necesite datos locales de otro proceso
debera´ solicita´rselos al propietario.
La principal ventaja de este modelo es que es altamente escalable, en caso de nece-
sitar ma´s recursos simplemente se an˜ade ma´s memoria o ma´s potencia de ca´lculo.
La clara desventaja radica en el alto coste de acceso a la memoria distribuida.


  
  
Figura 2.2: Arquitectura de memoria distribuida
Memoria compartida
En los modelos de memoria compartida, varios procesadores comparten una misma
memoria con un mismo rango de direcciones f´ısicas.
Al contrario que el otro modelo, acceder a los datos es mucho ma´s ra´pido aun-
que sigue habiendo un coste en la comunicacio´n para intentar mantener los datos
coherentes en todo momento.


  
Figura 2.3: Arquitectura de memoria compartida
2.2.1. MPI
MPI (Message Passing Interface) es una interfaz estandarizada para el paso de
mensajes entre procesos de aplicaciones paralelas. Su objetivo es dar al programador
una coleccio´n de funciones para que e´ste disen˜e su aplicacio´n paralela sin necesidad
2.2. MODELOS DE PROGRAMACIO´N PARALELA 11
de conocer el hardware sobre el que se va a ejecutar, ni la forma en la que se han
implementado las funciones que emplea.
MPI es el principal esta´ndar por el que se decantan las aplicaciones paralelas en
arquitecturas de memoria distribuida.
En una aplicacio´n MPI, todos los procesos ejecutan el mismo programa de forma
as´ıncrona, as´ı que cada uno puede estar en una l´ınea diferente de co´digo. Cuando
algu´n proceso quiere enviar o recibir datos de otro proceso, la interfaz nos propor-
ciona funciones de comunicacio´n para el paso de mensajes.
Las librer´ıas MPI son perfectamente utilizables desde programas C o FORTRAN,
los dos lenguajes de programacio´n ma´s utilizados en el a´mbito de la computacio´n
paralela. Como las dos aplicaciones que veremos en este proyecto esta´n desarrolladas
en FORTRAN, el co´digo 2.2 muestra un pequen˜o ejemplo de la estructura ba´sica de
una aplicacio´n MPI en este lenguaje.
Co´digo 2.2: Estructura ba´sica de una aplicacio´n MPI
PROGRAM example
include ’mpif.h’
integer whoAmI , howMany , ierror
call mpi_init(ierror)
call mpi_comm_size(MPI_COMM_WORLD , howMany , ierror)
call mpi_comm_rank(MPI_COMM_WORLD , whoAmI , ierror)
. . .
call mpi_finalize(ierror)
END PROGRAM
Un caso particular de FORTRAN es an˜adir un para´metro extra en todas las llamadas
para el control de errores. En C simplemente la funcio´n devuelve un valor.
La interfaz proporciona un gran nu´mero de funciones para la comunicacio´n entre
procesos, tales como el env´ıo y la recepcio´n de datos simples, o la difusio´n de datos
entre todos los procesos de la aplicacio´n. Adema´s incorpora funciones de sincronismo,
o barriers, con las que todo proceso detendra´ su ejecucio´n hasta que todos los dema´s
procesos alcancen el barrier.
2.2.2. OpenMP
OpenMP (Open Multi-Processing) es una interfaz que implementa el modelo de me-
moria compartida para la programacio´n paralela en multiprocesadores. Proporciona
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al programador un conjunto de directivas para el precompilador y librer´ıas para la
ejecucio´n.
OpenMP es un modelo portable y escalable que da al programador una manera
simple y flexible de desarrollar aplicaciones paralelas. Simplemente indicando con
directivas las partes del co´digo que se desean paralelizar, el precompilador intro-
ducira´ las llamadas a rutinas de OpenMP que se encargara´n de crear los threads
necesarios, cada uno con su estructura de datos privada y compartida.
En el co´digo 2.3 vemos un pequen˜o ejemplo de un bucle paralelizado con OpenMP
en Fortran.
Co´digo 2.3: Estructura ba´sica de un bucle paralelizado con OpenMP
!$OMP PARALLEL DO PRIVATE(i,j,k) SHARED(nx,ny,nz)
do k = 1, nz
do j = 1, ny
do i = 1, nx
u(i,j,k) = u(i,j,k) + v(i,j,k)
enddo
enddo
enddo
!$OMP END PARALLEL DO
En las secciones paralelas, OpenMP puede organizar los threads segu´n un me´todo
de planificacio´n, o scheduling, que el usuario puede variar a partir de variables de
entorno o cla´usulas en el co´digo. Segu´n se indique en el scheduling, se pueden repartir
las iteraciones entre los threads de forma equitativa y esta´tica o de forma dina´mica
segu´n nos convenga.
Al igual que MPI, OpenMP tambie´n ofrece mecanismos de sincronismo, el pragma
!$OMP BARRIER obliga a todos los threads a detenerse en esa l´ınea de co´digo hasta
que todos la alcancen.
2.2.3. SMPSs
SMP superscalar (SMPSs) es un framework para la programacio´n paralela en arqui-
tecturas de memoria compartida que introduce un sistema de paralelismo basado en
tareas. Ofrece un entorno de programacio´n portable y flexible dedicado a utilizarse
en multi-cores y en Multiprocesadores Sime´tricos (SMP). [7]
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SMPSs esta´ disen˜ado y desarrollado por el equipo del BSC, cuyo objetivo es inves-
tigar nuevos paradigmas de programacio´n con el fin de lograr un mayor rendimiento
en las aplicaciones paralelas.
Consiste en un compilador source-to-source y una librer´ıa para el entorno de ejecu-
cio´n. El compilador transforma el co´digo fuente original en otro fichero fuente que
incluye las llamadas pertinentes a la librer´ıa. El fichero resultante puede compilarse
utilizando cualquier compilador gene´rico.
La metodolog´ıa para paralelizar con SMPSs radica en pensar en las funciones que
se desean paralelizar como tareas, con sus dependencias de entrada y salida. El
programador de la aplicacio´n debe especificar estas dependencias en todas las tareas
que se especifiquen. Ma´s tarde, en el momento que la aplicacio´n se este´ ejecutando,
el entorno de ejecucio´n de SMPSs podra´ lanzar las tareas de forma paralela siempre
y cuando las dependencias se cumplan.
2.2.3.1. Modelo de Programacio´n
El entorno de programacio´n SMPSs tiene como unidad mı´nima de paralelismo la
funcio´n. Las funciones, o tareas en SMPSs, se indican con pragmas del mismo estilo
que OpenMP.
Co´digo 2.4: Definicio´n de una tarea SMPSs
!$CSS TASK
subroutine block_add_multiply(C, A, B, BS)
...
end subroutine
Especificacio´n de las tareas
Si programa´ramos en C, so´lo bastar´ıa indicar las dependencias de entrada y salida en
la misma cabecera de la funcio´n. FORTRAN, en cambio, utiliza un modelo diferente
a la hora de compilar, en el momento de generarse un fichero objeto es posible que
no utilice los s´ımbolos de otro fichero objeto del mismo proyecto. Por esta razo´n y
porque es perfectamente viable tener las tareas en ficheros diferentes, la subrutina
de FORTRAN que utiliza la funcio´n es la que debe conocer sus caracter´ısticas como
tarea de SMPSs. Esto se logra con una interfaz en la subrutina que haga uso de la
tarea como se muestra en el co´digo 2.5.
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Co´digo 2.5: Definicio´n de una interfaz de una tarea SMPSs
subroutine example ()
...
interface
!$CSS TASK
subroutine block_add_multiply(C, A, B, BS)
implicit none
integer , intent(in) :: BS
real , intent(in) :: A(BS ,BS), B(BS ,BS)
real , intent(inout) :: C(BS ,BS)
end subroutine
end interface
...
call block_add_multiply(C, A, B, BLOCK_SIZE)
...
end subroutine
La interfaz de la tarea debe especificar la direccio´n de todos los para´metros. En reali-
dad, esto es recomendable hacerlo en FORTRAN siempre que se utilicen funciones
externas que no formen parte de un mo´dulo. La sintaxis es INTENT (<direccio´n>),
donde direccio´n es IN, OUT o INOUT.
Adema´s de indicar la direccio´n de los datos de la tarea, SMPSs nos permite un par
de opciones adicionales en las tareas.
- !$CSS TASK HIGHPRIORITY indicara´ al entorno de ejecucio´n que la tarea en
concreto debe ejecutarse tan pronto como sus dependencias este´n satisfechas.
Si un evento desbloquea varias tareas, el entorno ejecutara´ primero aquellas
con alta prioridad en detrimento de las dema´s.
- !$CSS TASK TARGET(COMM_THREAD) marcara´ la tarea como tarea de comunica-
cio´n. Esta tarea sera´ tratada de forma diferente en el momento de ejecutarse.
Todas las tareas de comunicacio´n se ejecutan sobre un thread reservado pa-
ra ellas, de forma que nunca se ejecutara´ ma´s de una en el mismo momento.
Es necesario controlar este aspecto porque no es una situacio´n agradable te-
ner varios threads en el mismo nodo intentando enviar mensajes MPI, con
las peticiones de uno y otro a la vez la gestio´n del nodo de la red se vuelve
ineficiente.
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Inicializacio´n del entorno
Es necesario especificar en el co´digo de la aplicacio´n el momento en que el entorno de
SMPSs empieza a gestionar las tareas. Esta inicializacio´n se consigue con los pragmas
!$CSS START y !$CSS FINISH. Estos dos pragmas so´lo deben aparecer una vez a lo
largo del programa y todas las tareas deber´ıan llamarse entre las dos cla´usulas.
Sincronismo
Al igual que MPI y OpenMP, SMPSs tambie´n ofrece mecanismos de sincronismo,
en su caso a nivel de thread. Los pragmas utilizados son
- !$CSS BARRIER no permitira´ la ejecucio´n de ma´s l´ıneas de co´digo posteriores
a e´sta hasta que todos los threads de un proceso hayan terminado de ejecutar
las tareas pendientes y el co´digo secuencial anterior al barrier.
- !$CSS WAIT ON(<variables>) al igual que el anterior pero so´lo se asegura de
tener los valores correctos de una lista de variables concreta. Es u´til en caso
de querer gestionar dependencias de variables imposibles de indicar mediante
las interfaces de la tarea.
2.2.3.2. Entorno de ejecucio´n
El entorno de ejecucio´n de SMPSs es capaz de analizar las dependencias entre tareas
en tiempo de ejecucio´n a partir de las direcciones de memoria y la direccionalidad
de cada para´metro. Esta es la mayor diferencia con otros modelos de programacio´n
como OpenMP. El entorno de ejecucio´n nos permite olvidarnos de las dependencias
a la hora de programar y traspasa esta responsabilidad a la librer´ıa.
Veamos un ejemplo; el co´digo 2.6 invoca las tareas mult_add y add sobre ciertos datos.
Para facilitar la lectura nombramos las matrices indicando su direccionalidad. La
tarea mult_add escribe el resultado en el tercer para´metro, que sera´ la dependencia
con la u´ltima tarea. Las dos primeras tareas no tienen dependencias entre ellas y
por tanto pueden avanzar de forma paralela y, a medida que van resolviendo ciertas
posiciones de la matriz de salida, la tarea add puede adelantarse mientras el grafo
de dependencias se lo permita. En otro modelo de programacio´n hubie´ramos tenido
que introducir algu´n mecanismo manual para su gestio´n.
El grafo de dependencias entre tareas se muestra a la figura 2.4. Suponiendo N = 2,
las tareas esta´n numeradas segu´n su orden secuencial, de la 1 a la 8 corresponden al
primer bucle, de la 9 a la 16 al segundo, y de la 17 a a la 20 a la u´ltima funcio´n add.
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Co´digo 2.6: Ejemplo: varias llamadas a tareas de SMPSs
integer :: i,j,k
do j = 1, N
do i = 1, N
do k = 1, N
call mult_add( in_A(i,k),in_B(k,j),inout_A(i,j) )
enddo
enddo
enddo
do j = 1, N
do i = 1, N
do k = 1, N
call mult_add( in_C(i,k),in_D(k,j),inout_B(i,j) )
enddo
enddo
enddo
do j = 1, N
do i = 1, N
call add( inout_A(i,j),inout_B(i,j) )
enddo
enddo
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Figura 2.4: Grafo de dependencias de una ejecucio´n SMPSs
Podemos ver otro ejemplo con la factorizacio´n LU basada en tareas SMPSs. El
algoritmo consiste en recorrer de forma diagonal una matriz dividida en bloques.
Teniendo en cuenta la figura 2.5, un paso consiste en calcular la funcio´n lu0 sobre
el bloque actual. Seguidamente pueden calcularse los bloques horizontales con la
funcio´n fwd y los verticales con bdiv. Por u´ltimo, los bloques rodeados por la funcio´n
bmod.
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Figura 2.5: Diagrama del algoritmo LU
De esta forma, si definimos cada funcio´n como una tarea conseguimos un diagrama
de dependencias como el de la figura 2.6. Como podemos observar, es posible llegar
al siguiente paso lu0 sin tener que calcular todos los bloques mencionados en el
algoritmo, basta con calcular las funciones que dependen exclusivamente del bloque
en cuestio´n.
lu0
fwd fwd fwd bdiv bdiv bdiv
bmod bmod bmod
lu0
Figura 2.6: Tareas del algoritmo LU
Control de dependencias de datos
SMP superscalar garantiza la consistencia de los resultados respetando las dependen-
cias de datos entre tareas. El entorno de ejecucio´n genera un grafo de dependencias
en tiempo de ejecucio´n que utiliza para gestionar el lanzamiento de tareas.
Las dependencias de las tareas se calculan a partir del espacio de memoria que
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ocupan —direccio´n inicial ma´s taman˜o—, y de su direccionalidad en la subrutina,
ya sea de entrada, salida o ambas. Existen tres tipos de dependencias de datos.
RaW – Read after Write Una dependencia de lectura despue´s de escritura se
encuentra entre una tarea que escribe un dato, y una posterior que quiere
leerlo.
WaW – Write after Write Una dependencia de escritura despue´s de escritura
se encuentra entre dos tareas que quieren escribir un dato.
WaR – Write after Read Finalmente, una dependencia de escritura despue´s de
lectura se encuentra entre una tarea que quiere leer un dato y una tarea pos-
terior quiere escribir en e´l.
El runtime, o entorno de ejecucio´n, se ocupa de ejecutar el co´digo que no pertenece
a las tareas en el main thread y a gestionar el grafo de dependencias de las tareas
SMPSs actualizando las dependencias cuando los datos esta´n disponibles y lanzando
las tareas nuevas en los worker threads cuando esta´n preparadas para ser ejecutadas.
Reduccio´n de dependencias
Separar las funciones en tareas reduciendo las dependencias es uno de los factores
mas importantes a la hora de paralelizar el co´digo. Al igual que los procesadores
superescalares con los registros, SMPSs es capaz de utilizar la te´cnica de renombre
de variables para eliminar dependencias de tipo WaR y WaW.
La te´cnica de renombre consiste en alojar los valores replicados de una variable en la
memoria del programa y permitir que la aplicacio´n escriba en la variable sin miedo
a preocuparse de suprimir un valor u´til para otra operacio´n. Si bien conseguimos
eliminar algunas dependencias, ello conlleva un gasto considerable en memoria. Por
esta razo´n el entorno de ejecucio´n SMPSs limita el uso de la te´cnica de renombre en
algunos casos.
Distribucio´n de la carga de trabajo
Con el objetivo de proporcionar un buen rendimiento del entorno de ejecucio´n, se
llevan a cabo unas te´cnicas de planificacio´n, o scheduling, sobre la ejecucio´n de las
tareas.
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En primer lugar se busca aprovechar la localidad de los datos de las tareas. Si
sabemos que una tarea ‘x’ quiere consumir un dato que produce una tarea ‘y’, estas
dos tareas se intentara´n ejecutar sobre el mismo thread.
En segundo lugar, el planificador hara´ lo posible para que todos los threads consuman
tareas sin detenerse. Cuando el main thread genera el grafo de dependencias entre
tareas, se les asigna a cada worker thread una lista asociada de tareas listas para
ejecutar. A medida que las tareas se van consumiendo, el main thread va an˜adiendo
nuevas tareas disponibles del grafo a las listas de cada worker thread.
Pero au´n contando con una buena reparticio´n de las tareas, esto no siempre nos
garantiza que todos los threads estara´n siempre ejecutando co´digo. Para solucionar
esto, los threads son capaces de ejecutar tareas asignadas en las listas de los otros.
De igual forma, cuando el main thread se ve obligado a esperar a que acaben de
ejecutarse ciertas tareas para seguir ejecutando co´digo secuencial, se comporta igual
que los worker threads e intenta ejecutar las tareas asignadas a cualquier otro.
2.3. Herramientas de ana´lisis
Para poder analizar las aplicaciones de forma que podamos decidir ra´pidamente la
zona que queremos mejorar el paralelismo, utilizaremos unas herramientas de ana´lisis
de rendimiento del BSC. Extrae nos ayudara´ a generar las trazas de las ejecuciones
y posteriormente las visualizaremos con Paraver.
2.3.1. Extrae
Extrae es un paquete de instrumentacio´n dina´mica para conseguir trazas de una
ejecucio´n real de una aplicacio´n. Las trazas generadas con Extrae podremos visua-
lizarlas despue´s con la herramienta Paraver.
La idea de su funcionamiento se basa en la interposicio´n de s´ımbolos de aquello que
queramos instrumentar. Para ello es necesario cargar dina´micamente la librer´ıa de
Extrae en el momento en que se ejecuta la aplicacio´n.
En primer lugar la librer´ıa Extrae interceptara´ las llamadas a otras librer´ıas exter-
nas, como por ejemplo las que utilizan MPI y OpenMP, para registrar los sucesos
y seguidamente traspasara´ las llamadas a la librer´ıa original con el fin de que el
comportamiento de la ejecucio´n no var´ıe.
En estas situaciones, la implementacio´n de MPI facilita el proceso ya que con el fin
de posibilitar el profiling, los s´ımbolos de sus funciones las proporciona la interfaz
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PMPI usando definiciones de´biles3. De esta forma la librer´ıa Extrae puede definir
los s´ımbolos de MPI con el mismo nombre e instrumentar cuando sean invocadas.
Figura 2.7: Proceso de instrumentacio´n de las llamadas MPI
La instrumentacio´n de OpenMP es ma´s complicada. La librer´ıa de OpenMP pro-
porciona una llamada diferente por cada regio´n paralelizada en el co´digo, por tanto
la librer´ıa de Extrae debe interceptar individualmente cada subrutina de OpenMP.
Adema´s de interceptar las llamadas propias de varias librer´ıas, Extrae tambie´n puede
obtener los contadores hardware, eventos del Sistema Operativo o informacio´n sobre
la comunicacio´n de la red, entre otros utilizando la librer´ıa PAPI.
Instrumentando una aplicacio´n
En el apartado 2.1.4 hemos visto co´mo utilizar scripts para lanzar trabajos en Ma-
reNostrum. Para instrumentar las ejecuciones de la aplicaciones simplemente hay
que definir unas variables de entorno tal y como se refleja en los co´digos 2.7 y 2.8.
La l´ınea esencial es la precarga de la librer´ıa Extrae.
3Un s´ımbolo de´bil se refiere a la definicio´n de un objeto, funcio´n, etc. que puede ser sobrecargado
por otras definiciones del mismo s´ımbolo.
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Co´digo 2.7: Fichero de configuracio´n del trabajo
#!/bin/bash
...
# @ total_tasks = 2
# @ cpus_per_task = 1
# @ tasks_per_node = 2
...
srun ./ trace_environment.sh ./ mpi_ping
Co´digo 2.8: trace environment.sh
export EXTRAE_HOME =/gpfs/apps/CEPBATOOLS/extrae/latest/mpich
/64
export EXTRAE_CONFIG_FILE=extrae.xml
export LD_PRELOAD=${EXTRAE_HOME }/lib/libmpitrace.so
## Run the desired program
$*
Ficheros generados
Mientras la aplicacio´n a instrumentar se ejecuta, la librer´ıa de Extrae va recopilando
toda la informacio´n en ficheros intermedios, donde cada uno corresponde a un thread
en la aplicacio´n.
Figura 2.8: Ficheros generados por Extrae
Para poder generar el fichero de traza final es necesario unir todos los ficheros en
uno solo. Para ello Extrae dispone del ejecutable secuencial mpi2prv, o su ejecutable
MPI mpimpi2prv.
Una vez unidos todos los ficheros temporales, la traza final se compone de otros tres
ficheros que finalmente podra´n ser interpretados por Paraver y con ello examinare-
mos la traza. El ma´s importante y en el que se guardan todos los eventos durante
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Co´digo 2.9: Script para generar una traza en MareNostrum
#!/bin/bash
...
# @ total_tasks = 4
# @ cpus_per_task = 1
# @ tasks_per_node = 4
...
EXTRAE_HOME =/gpfs/apps/CEPBATOOLS/extrae/latest/mpich /64
srun ${EXTRAE_HOME }/bin/mpimpi2prv -syn -f TRACE.mpits -o
trace.prv
la ejecucio´n es el fichero con extensio´n .prv. Se trata de un fichero ASCII, del que
vemos un pequen˜o extracto en el co´digo 2.10. En e´l se guarda la duracio´n de los
diferentes estados de un thread en concreto, o los eventos recibidos. Los eventos y
estados se registran en l´ıneas con 8 campos en que se indica el tipo de estado o
evento, que´ proceso o thread lo provoca, y el intervalo de tiempo activado.
Co´digo 2.10: Posibles l´ıneas en un archivo .prv
1:6:1:2:3:0:26454644:2
1:7:1:3:1:0:176111286:2
1:8:1:3:2:0:176111857:2
1:9:1:3:3:0:176113072:2
1:10:1:4:1:0:177609714:2
1:11:1:4:2:0:177609929:2
1:12:1:4:3:0:177611143:2
2:1:1:1:1:88929:42009999:1
Como todos los eventos y estados se codifican en nu´meros, es necesario tener otro
fichero que relacione los co´digos con el significado sema´ntico que nos mostrara´ Pa-
raver. Los s´ımbolos se guardan en el fichero con extensio´n .pcf. Vemos un pequen˜o
ejemplo de los identificadores punto a punto MPI en el co´digo 2.11.
Finalmente, el archivo con extensio´n .row mantiene informacio´n sobre los nodos que
ejecutaron la aplicacio´n.
Extrae API
Ahora que sabemos co´mo instrumentar una aplicacio´n y generar sus trazas, es posible
que nos interese tener un mayor control sobre Extrae. Un fichero especial que hemos
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Co´digo 2.11: Posibles s´ımbolos de la traza en un archivo .pcf
EVENT_TYPE
9 50000001 MPI Point -to-point
VALUES
4 MPI_Irecv
3 MPI_Isend
6 MPI_Waitall
0 End
pasado por alto en el co´digo 2.8, el fichero de configuracio´n XML indica una serie de
opciones que Extrae tendra´ en cuenta a la hora de generar las trazas. Los detalles
del fichero de configuracio´n se pueden encontrar en el manual de Extrae[8]. Entre
las opciones ma´s destacables se encuentra la seleccio´n de contadores que deseamos
capturar, o el nivel de profundidad en las llamadas MPI y aspectos ma´s rutinarios
como el taman˜o ma´ximo de la traza.
Pero este fichero au´n no nos permite tener un completo control de la instrumentacio´n.
Supongamos que so´lo queremos obtener trazas de un bucle concreto y descartar la
informacio´n irrelevante. Extrae nos proporciona una API para poder controlar la
librer´ıa con mayor detalle. Veamos un ejemplo en el co´digo 2.12. Si desactivamos
Extrae al principio del co´digo evitamos capturar informacio´n no deseada para volver
a activarlo so´lo en el momento que nos interese estudiar la aplicacio´n.
Co´digo 2.12: Acotando la instrumentacio´n con el API de Extrae
PROGRAM example () ...
call extrae_shutdown
...
call extrae_restart
do i = 1, N
call hard_compute
enddo
call extrae_shutdown
La otra utilidad ma´s destacable que utilizaremos a lo largo del proyecto sera´ la de
an˜adir manualmente eventos definidos por nosotros en lugares concretos del co´digo.
De esta forma podemos emitir un evento con el valor de una variable para monitori-
zar sus variaciones. Adema´s, es especialmente u´til para localizar bloques de co´digo
y evaluar su duracio´n. En el co´digo 2.13 vemos un ejemplo de su funcionamiento.
Simplemente es necesario an˜adir un identificador de evento a la traza que no este´ en
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uso y asignarle un valor. En el ejemplo activamos con el valor 1 un evento libre antes
de entrar en una subrutina concreta y lo desactivamos a su salida.
Co´digo 2.13: An˜adiendo eventos con el API de Extrae
...
call extrae_event (6000019 ,1)
call subroutine
call extrae_event (6000019 ,0)
...
2.3.2. Paraver
Paraver es una herramienta de visualizacio´n de rendimiento utilizada para analizar
aplicaciones que utilizan principalmente modelos de programacio´n paralela como
MPI y OpenMP.
Utilizando esta herramienta seremos capaces de tener una percepcio´n global del
comportamiento de la aplicacio´n con una ra´pida inspeccio´n visual y podremos ana-
lizar la informacio´n que nos proporciona la herramienta para tomar la decisio´n sobre
do´nde invertir los esfuerzos a la hora de paralelizar la aplicacio´n.
La vista gra´fica es lo suficientemente flexible como para permitir la visualizacio´n
de gran cantidad de informacio´n y permitir el ana´lisis cuantitativo. La vista gra´fica
consiste en un diagrama de tiempo con una l´ınea representativa de cada objeto,
donde el objeto representa alguno de los niveles de la ejecucio´n paralela (aplicacio´n,
tarea, thread) o recursos utilizados (nodo, cpu).
La informacio´n que muestra Paraver consta de tres elementos. Un valor sema´ntico
que depende del tiempo para cada objeto representado, flags que corresponden a
eventos puntuales en la ejecucio´n, y l´ıneas de comunicacio´n que relacionan los objetos
implicados. En la figura 2.9 es posible apreciar el valor sema´ntico en las barras
horizontales segu´n su color, adema´s de los flags y las l´ıneas de comunicacio´n.
Ventanas derivadas
A veces no nos basta con obtener los valores de los estados o eventos. Muchos de
los conceptos que podemos analizar en las trazas no aparecen nativamente aunque
s´ı pueden obtenerse a partir de una composicio´n de varios valores sema´nticos.
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Figura 2.9: Paraver: valor sema´ntico, flags y l´ıneas de comunicacio´n
Por ejemplo el IPC (Instructions per Cycle) es uno de los valores ma´s utilizados a
la hora de analizar el rendimiento de aplicaciones, sin embargo no es ningu´n estado
o evento va´lido en las trazas de Paraver. Pero s´ı son eventos va´lidos el nu´mero de
instrucciones completadas y el nu´mero de ciclos por unidad de tiempo, obtenidos
los dos valores a partir de contadores hardware. Por tanto si tenemos los dos valores
que completan la ecuacio´n podemos obtener una ventana derivada que combine
estos dos valores. Simplemente indicando el tipo de operacio´n, en este caso divisio´n,
obtenemos la traza derivada deseada.
Figura 2.10: Ventana derivada en Paraver
Histogramas
Paraver no so´lo nos ofrece diagramas de tiempo, si queremos ordenar todas las
estad´ısticas de la traza en una tabla lo podemos hacer con la funcio´n de crear un
histograma. Acepta filtros de objeto y de tiempos al igual que el otro diagrama.
En el ejemplo de la figura 2.11 se muestra el histograma de las llamadas MPI en
una ejecucio´n. Podemos apreciar las estad´ısticas agrupadas de todos los threads,
as´ı como la media total de cada llamada, desviacio´n esta´ndar, etc.
Adema´s de aceptar unos datos de entrada como las llamadas MPI en el ejemplo
anterior, Paraver dispone de una funcio´n de estad´ısticas en la que el usuario puede
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Figura 2.11: Histograma en Paraver, llamadas MPI
seleccionar el tipo de informacio´n cuantitativa que sera´ computada para cada celda,
por ejemplo funciones como el tiempo total, su porcentaje, o el nu´mero total de
veces que se detecta un evento.
Figura 2.12: Histograma en Paraver, duracio´n de las llamadas MPI
Siguiendo con el ejemplo anterior de funciones MPI, ahora queremos conseguir el
tiempo que emplea cada una de las llamadas a cada una de las funciones, no el
total de ellas como el mostrado en la figura 2.11. Podemos conseguir la relacio´n
((Duracio´n de las llamadas MPI)) en un diagrama de tiempo, y su histograma nos
mostrar´ıa algo como la figura 2.12, en el que nos olvidamos de las columnas para
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mostrar una visio´n ma´s global de la situacio´n. Observamos que la mayor´ıa de las
llamadas esta´n concentradas en la parte izquierda, y que por tanto duran muy poco,
y otras pocas a la derecha e indican las que tienen una mayor duracio´n.
Pero seguimos sin conseguir lo que quer´ıamos en un principio. Paraver nos permite
an˜adir una tercera dimensio´n para an˜adir un filtro, en este caso necesitamos un
diagrama de cada llamada MPI. El resultado final lo vemos en la figura 2.13, en la
que observamos la duracio´n de todas las llamadas efectuadas a la funcio´n MPI_Bcast.
La tercera dimensio´n del histograma nos permite elegir el filtro, la funcio´n MPI en
este caso, que deseemos.
Figura 2.13: Histograma 3D en Paraver, duracio´n por llamada MPI
2.4. Aplicaciones
Con el objetivo de encontrar y analizar situaciones con un considerable desbalance
de carga, se analizara´n dos aplicaciones MPI preparadas para ser ejecutadas en
entornos de supercomputacio´n con un nu´mero de procesadores elevado.
2.4.1. WRF
WRF (Weather Research and Forecasting) es una aplicacio´n utilizada para la pre-
visio´n meteorolo´gica a la vez que para la investigacio´n.
La aplicacio´n incluye dos modelos diferentes. El mo´dulo ARW (Advanced Research
WRF) se utiliza en entornos de investigacio´n, siendo capaz de trabajar con proble-
mas de alta resolucio´n. Principalmente permite explorar diferentes me´todos para
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mejorar la precisio´n en la trayectoria de los huracanes, su intensidad, as´ı como la
previsio´n de lluvias entre otros eventos meteorolo´gicos.
El modelo NMM (Nonhydrostatic Mesoscale Model) esta´ disen˜ado principalmente
para previsiones del tiempo, y lo utilizan en diversos centros meteorolo´gicos y uni-
versidades.
La aplicacio´n esta´ formada por diversos mo´dulos en los que la informacio´n va siendo
analizada y transformada como un proceso de fabricacio´n en cadena, tal y como
se referencia en la figura 2.14. En el proyecto so´lo nos centraremos en el modelo
ARW, responsable de recibir el dominio de un problema ya definido y efectuar la
simulacio´n.
Figura 2.14: Diagrama de mo´dulos del modelo WRF.[9]
Estructuracio´n del modelo ARW
El co´digo esta estructurado en tres capas como se muestra en la figura 2.15. La capa
de ma´s alto nivel, o Driver Layer permite a la resolucio´n del problema abstraerse
de aspectos como la entrada/salida con el computador, inicializaciones para una
ejecucio´n paralela, o la gestio´n de mu´ltiples dominios del problema.
La segunda capa, o Mediation Layer, se encarga de ejecutar la integracio´n nume´rica
para avanzar un paso en el dominio. En ejecuciones paralelas tambie´n utilizara´ me-
canismos para realizar las llamadas espec´ıficas.
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La capa de ma´s bajo nivel, o Model Layer, lleva a cabo la computacio´n del modelo
abstraye´ndose de los otros procesos si los hubiese. En esta capa se encuentran las
funciones candidatas a ser observadas para incluir un segundo nivel de paralelismo.
Figura 2.15: Estructura del programa principal WRF
2.4.2. BT-MZ (NAS PARALLEL BENCHMARKS)
NAS Parallel Benchmarks (NPB) es un conjunto de benchmarks dedicados a la eva-
luacio´n del rendimiento en supercomputadores. Su implementacio´n incluye normal-
mente versiones serie, MPI, OpenMP, y versiones Multi-Zone h´ıbridas multi-nivel:
MPI para la paralelizacio´n de grano grueso y OpenMP para los bucles[11].
Teniendo en cuenta que los benchmarks de NPB-MZ esta´n dirigidos a evaluar la efec-
tividad de la paralelizacio´n h´ıbrida, podremos comparar los resultados si sustituimos
el segundo nivel de paralelismo por el modelo de SMPSs.
El algoritmo de los benchmarks soluciona versiones discretizadas de las ecuaciones
de Navier-Stokes sobre un espacio de tres dimensiones. Cada uno de los benchmarks
se encarga de una malla, o cubo virtual, que en las versiones multi-zone se divide en
matrices ma´s pequen˜as como se muestra en la figura 2.16. La razo´n de esto es para
aprovechar la granularidad fina de dos niveles de paralelismo.
Magnitud del problema
Los benchmarks de NPB no solucionan problemas espec´ıficos dada una entrada como
lo hac´ıa el modelo WRF, simplemente son benchmarks. Por esta razo´n nos sera´ muy
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Figura 2.16: Disposicio´n en dos dimensiones de mallas 3D
u´til disponer de varias ejecuciones con problemas de taman˜o diferentes. De esta
manera podemos analizar de forma escalonada el comportamiento de la aplicacio´n
en funcio´n de la magnitud del problema y los recursos utilizados.
Los taman˜os de la malla segu´n su clase son los de la Tabla 2.1.
Clase
Dimensiones de la malla
x y z
S 24 24 6
W 64 64 8
A 128 128 16
B 304 208 17
C 480 320 28
D 1632 1216 34
Cuadro 2.1: Dimensio´n de la malla segu´n la clase
BT-MZ
De entre los varios benchmarks de NPB, se estudiara´ la aplicacio´n BT-MZ (Block
Tri-diagonal). El nu´mero de zonas de este benchmark crece segu´n lo hace el taman˜o
de problema. Sin embargo, las particiones de la malla esta´n hechas de forma que
cada una ocupe un taman˜o de espacio diferente. Esto se consigue incrementando
el taman˜o de las zonas sucesivas; se muestra un ejemplo en la figura 2.17. Excepto
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en la clase S, la zona ma´s grande suele ser unas 20 veces mayor que la zona ma´s
pequen˜a, lo que incrementa el desbalance entre los procesos.
y
x
Figura 2.17: Ejemplo de una malla dividida en zonas desiguales
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Cap´ıtulo 3
Desbalance de carga, ana´lisis y
soluciones
Ahora que hemos visto el entorno en el que se realiza el proyecto, hemos de ver co´mo
se comportan las aplicaciones que se ejecutan en entornos de supercomputacio´n.
En este cap´ıtulo haremos una breve descripcio´n del problema y se comentara´n las
posibilidades de la herramienta Paraver para localizar y cuantificar los desbalances
de carga en las aplicaciones.
Por u´ltimo introduciremos la solucio´n que se propone en el proyecto y veremos co´mo
una aplicacio´n MPI puede aprovechar de forma ma´s eficiente sus recursos gracias a
la librer´ıa DLB.
3.1. Descripcio´n del problema
Las aplicaciones de alto rendimiento, o HPC (High Performance Computing), suelen
aprovecharse de la potencia de la ma´quina aplicando diferentes niveles de paralelis-
mo.
Con el modelo MPI las aplicaciones pueden comunicarse en entornos de memoria
distribuida y ejecutarse en los clu´sters de un supercomputador. Esto permite dividir
un problema de un taman˜o considerable en pequen˜os problemas y distribuirlos entre
los procesos que formen la ejecucio´n.
Sin embargo los procesos deben sincronizarse cada cierto tiempo, principalmente
para compartir datos locales de cada uno. Esta comunicacio´n implica detener la
computacio´n para atender los eventos de entrada/salida, lo que provoca una pe´rdida
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de eficiencia en el uso del procesador. Vemos un ejemplo del comportamiento t´ıpico
de una aplicacio´n MPI en la figura 3.1.
Figura 3.1: Una traza MPI, useful duration
Una traza de Paraver representa cada objeto (nodo, proceso, thread, ...) en el eje Y
de la figura y un intervalo de tiempo en el eje X. Por ejemplo, esta traza corresponde
a una ejecucio´n MPI con 256 procesos durante un intervalo de tiempo de aproxima-
damente 1500 ms. Para ma´s detalles sobre las trazas Paraver, ve´ase la seccio´n 2.3.2
del tema anterior.
Esta traza de Paraver nos muestra la configuracio´n useful duration que indica en
un gradiente la duracio´n u´til del procesador de cada objeto. Es decir, mientras
las regiones negras muestran un estado de comunicacio´n, el gradiente muestra la
duracio´n del estado de co´mputo desde la u´ltima comunicacio´n.
Con el fin de analizar ma´s a fondo la traza nos centramos primero en la zona 1.
Paraver colorea las zonas de co´mputo con un verde claro cuando indica poca duracio´n
continua desde la u´ltima comunicacio´n. Lo interesante es la forma escalonada que
toman las regiones negras del final, esto indica un desbalance en la ejecucio´n, es
decir, algunos procesos entran en un estado de comunicacio´n y esperan mientras los
dema´s acaban y responden.
En la segunda zona significativa de la traza vemos un desbalance ma´s digno de
estudiar que el anterior. El gradiente azul nos indica un tiempo considerable de
tiempo de co´mputo, por lo que suponemos que la aplicacio´n esta´ dentro de una
funcio´n de ca´lculo intensivo para luego sincronizar todos los procesos y compartir
los datos que previamente se han calculado. Pero la diferencia de la duracio´n en este
caso es ma´s notable, algunos procesos tardan un 50 % ma´s de tiempo en ejecutar su
co´mputo por lo que ya podemos hablar de un desbalance importante en ese intervalo
de la ejecucio´n.
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El estudio y las preocupaciones que provoca el retraso en la sincronizacio´n entre
procesos no es nada nuevo, pero en aplicaciones HPC tiene consecuencias ma´s cr´ıti-
cas. En el caso del ejemplo, desde que el primer proceso termina su trabajo hasta
que todos se sincronizan transcurren unos 500ms. Si la aplicacio´n se ejecuta con 256
procesadores podemos suponer que, en ese instante la mitad de ellos esta´n malgas-
tando recursos. Adema´s la mayor´ıa de aplicaciones HPC ejecutan muchas iteraciones
sobre un bloque de datos, una matriz o malla, y avanzan sobre ellos hasta comple-
tar el problema, por lo que desaprovechar los recursos durante 0’5 segundos por un
centenar de procesadores durante un centenar de iteraciones nos obliga a buscar
soluciones en modelos de paralelismo que permitan atenuar esta situacio´n.
3.2. Localizando desbalances en las aplicaciones
En esta seccio´n estudiaremos co´mo identificar y cuantificar el desbalance en las
aplicaciones que se estudian a lo largo del proyecto.
Empezaremos analizando las ejecuciones con Paraver utilizando una entrada de ta-
man˜o considerable y un elevado nu´mero de recursos para destacar las zonas desba-
lanceadas con ma´s claridad.
Para apreciar si existe un desbalance en una aplicacio´n podemos utilizar diferentes
me´todos con Paraver, por ejemplo generar una traza que nos muestre los estados
de cada objeto. No obstante conseguir presentar la traza de toda la duracio´n de
la ejecucio´n es ciertamente dif´ıcil. La razo´n es que se recogen tantos datos durante
la instrumentacio´n que las trazas pueden llegar a crecer hasta varios Gigabytes,
haciendo complicada la interpretacio´n por parte de Paraver.
La solucio´n consistira´ en analizar intervalos de tiempo de la ejecucio´n, y aunque
pueda parecer que obviamos mucha informacio´n, a menudo se aprecian ciertas re-
peticiones en el comportamiento de la traza y por tanto podremos asumir que los
desbalances de una iteracio´n se producira´n en todas las dema´s.
3.2.1. Ana´lisis de desbalance en la aplicacio´n WRF
A lo largo de esta seccio´n estudiaremos las trazas de una ejecucio´n WRF con 128
procesos MPI con 4 procesos por cada nodo.
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Ana´lisis por estados
Empezamos analizando los desbalances segu´n el estado en que se encuentran los
objetos de la aplicacio´n en cada momento. Los estados que se muestran incluyen
los ba´sicos del procesador (Idle, Running) y algunos estados MPI. En la figura
3.2 observamos una mayor´ıa del estado Running y una presencia importante del
estado Wait/WaitAll. Los estados menos significativos son los de Synchronization,
Inmediate Send e Inmediate Receive.
ESTADOS
◦ Running
◦ Wait
◦ Sync
◦ I. Send
◦ I. Receive
Figura 3.2: Ana´lisis WRF: Estados
Como no es posible observar y cuantificar a simple vista si existe un desbalance claro
o no, intentaremos acercarnos a la respuesta haciendo un histograma de la traza.
Figura 3.3: Ana´lisis WRF: Histograma de los estados
En el histograma de la figura 3.3 hemos seleccionado como estad´ıstica el porcentaje
del tiempo que ocupa cada estado. Observamos como el estado Running nos ocupa
una media del∼ 86 % del tiempo entre todos los procesos. Sin embargo las diferencias
entre el valor ma´ximo y el mı´nimo, es decir, las diferencias entre el proceso que ma´s
tiempo esta´ trabajando y el que menos es un (90,88 % − 82,15 %) = 8,73 % del
tiempo de diferencia. Este dato nos empieza a dar indicios de un desbalance en la
carga.
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Ana´lisis por duracio´n u´til del procesador
El siguiente ana´lisis sera´ utilizando la configuracio´n useful duration, que anterior-
mente explica´bamos en la seccio´n 3.1. La figura 3.4 muestra el mismo intervalo
de tiempo que la traza anterior y tambie´n se observa una repeticio´n c´ıclica en el
comportamiento que corresponde a cada iteracio´n.
USEFUL
◦ Low
◦ High
Figura 3.4: Ana´lisis WRF: useful duration
Para intentar aproximarnos ma´s a un dato que mida el desbalance haremos lo si-
guiente. En primer lugar representaremos los datos de duracio´n u´til con un histogra-
ma con el tiempo como estad´ıstica, de esta manera Paraver sumara´ el tiempo en que
los procesadores se encuentran u´tiles, la idea es calcular el a´rea que corresponde a la
zona negra de la traza. Con estos datos intentaremos resolver la siguiente ecuacio´n:
LB =
∑
t(i)
Tmax × n
Figura 3.5: Ana´lisis WRF: Histograma useful duration
Con los tiempos de la figura 3.5 observamos que el balance de carga (Load Balance)
equivale a LB = 17215460,84/(142486,76× 128) ≈ 0,94, cuyo valor inverso (6 %) se
aproxima al 8 % calculado mediante los estados. De hecho, el propio histograma ya
proporciona este dato en la u´ltima fila Avg/Max.
De todas formas el desbalance se produce en intervalos concretos de la ejecucio´n,
fa´cilmente identificables con la configuracio´n useful duration. Por tanto haremos
un zoom sobre las zonas conflictivas y aplicaremos el mismo estudio. La figura 3.6
muestra un zoom sobre la traza anterior.
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USEFUL
◦ Low
◦ High
Figura 3.6: Ana´lisis WRF: useful duration, zoom de la zona desbalanceada
La primera zona de ca´lculo es la que aparenta tener un mayor desbalance. Adema´s
la sucesio´n escalonada de eventos puede afectar negativamente a las llamadas poste-
riores. La segunda, aunque presenta un desbalance menor, tambie´n la analizaremos.
Figura 3.7: Ana´lisis WRF: Histograma useful duration de la zona desbalanceada
Observamos los datos de la figura 3.7 sabiendo que el valor inverso de la fila Avg/Max
corresponde al desbalance de carga. Esto es, un 14 % de la traza corresponde al a´rea
que ocupan las zonas no u´tiles de color negro. Pese a que estas cuantificaciones son
muy aproximadas, las tomaremos en cuenta si conseguimos mejorar la situacio´n.
Identificacio´n ra´pida de un desbalance
Una forma de encontrar desbalances en la traza, aunque sea dif´ıcil de cuantificar,
consiste en hacer un zoom sobre un histograma de useful duration. Veamos un ejem-
plo en la figura 3.8
La vista de zoom sobre un histograma permite observar las estad´ısticas segu´n sus
valores y repeticiones en el tiempo visto como un zoom lejano para observar una
resumen muy global de la situacio´n. El eje Y representa cada uno de los objetos
mientras que el eje X corresponde el valor de lo se representa, en este caso el mismo
valor de useful duration. El gradiente cuantifica el nu´mero de ocasiones que un valor
se repite. Una situacio´n idealmente balanceada corresponder´ıa a una l´ınea vertical
totalmente azul.
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Figura 3.8: Ana´lisis WRF: Histograma-Zoom useful duration
Con la herramienta Filtered Control Window podemos filtrar los valores de la zona
seleccionada. Utilizando esta herramienta seleccionamos la zona indicada. La traza
resultante se encuentra en la figura 3.9, en la que so´lo se representa aquellos va-
lores que corresponden a lo seleccionado. En este caso se ajustan a las zonas ma´s
desbalanceadas de la traza.
Figura 3.9: Ana´lisis WRF: useful duration correspondiente a la zona del histograma
Descartar desbalances por causas externas
A priori estamos suponiendo que un desbalance de carga entre procesos se produce
cuando uno de ellos tiene ma´s instrucciones para ejecutar que los dema´s, y por
tanto debera´n esperarle en las comunicaciones. Sin embargo una situacio´n as´ı podr´ıa
deberse a otros aspectos como una preempcio´n del procesador por parte del Sistema
Operativo.
Para descartar este tipo de situaciones podemos analizar el IPC de la zona desba-
lanceada con Paraver. La figura 3.10 ensen˜a dos trazas. La primera corresponde a
la zona desbalanceada que estudiamos, la segunda representa el IPC de la misma
zona. Al igual que las otras, esta configuracio´n muestra el gradiente del valor, y
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observamos que durante la zona de ca´lculo e´ste se muestra muy parejo entre los
procesos. Por tanto podemos desechar la teor´ıa de la preempcio´n en esta ocasio´n.
USEFUL
◦ Low
◦ High
IPC
◦ Low
◦ High
Figura 3.10: Ana´lisis WRF: useful duration y IPC
3.2.2. Ana´lisis de desbalance en el benchmark BT-MZ
Seguidamente efectuaremos el mismo procedimiento con el benchmark BT-MZ. En
este caso hemos instrumentado una ejecucio´n de la clase A con 8 procesos MPI,
cuatro por nodo.
Ana´lisis por estados
Empezamos analizando los estados de la traza. En la figura 3.11 observamos una
clara diferencia entre el u´ltimo proceso y los dema´s, hecho acentuado por la imple-
mentacio´n del benchmark como explica´bamos en la seccio´n 2.4.2.
ESTADOS
◦ Running
◦ Wait
◦ Sync
◦ I. Send
◦ I. Receive
Figura 3.11: Ana´lisis BT-MZ: Estados
Para cuantificar el desbalance haremos un histograma de los estados, lo vemos en la
figura 3.12. Si buscamos la diferencia entre los porcentajes de tiempo que ocupan el
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proceso que esta´ ma´s tiempo con el estado Running y el proceso que menos tiempo
lo ocupa, tenemos que el valor (98,87 %− 6,13 %) = 92,74 %, una desigualdad entre
procesos notable.
Figura 3.12: Ana´lisis BT-MZ: Histograma de los estados
Ana´lisis por duracio´n u´til del procesador
Despue´s de ver las diferencias entre los estados de cada proceso veamos si se co-
rresponden si utilizamos la configuracio´n useful duration. Esta vez con un intervalo
menor de la traza, pues en s´ı toda la ejecucio´n es muy repetitiva.
USEFUL
◦ Low
◦ High
Figura 3.13: Ana´lisis BT-MZ: useful duration
La figura 3.13 muestra la duracio´n u´til de cada proceso. Ana´logamente a la traza
anterior, el u´ltimo proceso esta´ u´til la mayor´ıa del tiempo. No es un azul lineal, hay
pequen˜as comunicaciones entre medio aunque no se aprecien. Los primeros proce-
sos reciben una malla de un taman˜o mucho menor que los u´ltimos, por tanto se
encuentran la mayor´ıa del tiempo esperando una comunicacio´n.
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Cuantificaremos el desbalance de la misma manera que WRF y buscaremos el a´rea
que ocupa la comunicacio´n en la figura a partir del histograma.
Figura 3.14: Ana´lisis BT-MZ: Histograma useful duration
En la figura 3.14 recogemos los datos en un histograma de la traza anterior. En
este caso, el histograma nos indica que la aplicacio´n se encuentra en estado de
comunicacio´n durante el 65 % del tiempo,
3.3. Soluciones al problema
Existen ba´sicamente dos maneras de solucionar un desbalance de carga en aplicacio-
nes MPI. Las podemos clasificar segu´n si actu´an antes de la ejecucio´n o en tiempo
real.
Las soluciones que procuran solucionar el problema antes de ejecutar la aplicacio´n
requieren un ana´lisis exhaustivo del dominio del problema. Usualmente se lleva a
cabo manualmente por expertos en la materia mediante un me´todo iterativo de
ana´lisis, prueba y ana´lisis posterior.
Por el contrario, existen me´todos automatizados para solventar el desbalance en
tiempo de ejecucio´n. Segu´n el momento en que actu´en:
Al principio de la ejecucio´n se intenta calcular el desbalance que se producira´ e
intentara´ repartir de mejor forma el taman˜o del dominio del problema. Al apli-
car este me´todo puede producirse la situacio´n contraria a la deseada y resultar
una ejecucio´n menos eficiente, por ejemplo si el ca´lculo inicial es considerable
y las mejoras no lo justifican.
Iterativamente puede derivar en mejores resultados si a lo largo de la ejecucio´n se
producen desbalances diferentes, aunque como es lo´gico el ca´lculo para resolver
el desbalance puede introducir una mayor carga a la aplicacio´n en general.
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3.3.1. Dynamic Load Balancing Library
La solucio´n que se propone en este proyecto es utilizar un modelo h´ıbrido de parale-
lismo, MPI + SMPSs a la vez que se ejecuta con una librer´ıa cargada dina´micamente,
DLB (Dynamic Load Balancing).
Se aprovecha la maleabilidad de los modelos como OpenMP y SMPSs. La idea es
permitir la cesio´n dina´mica de aquellos procesadores que entren en estado bloquean-
te. En cuanto la librer´ıa de balanceo lo detecta utiliza ese procesador para asignarle
un thread propio de otro procesador del mismo nodo.
Estructura
Una de las virtudes de la librer´ıa DLB es que no es necesario modificar el co´digo
fuente si e´ste esta´ basado en un modelo de programacio´n paralela h´ıbrida de dos
niveles. La razo´n de esto es porque su funcionamiento se basa en interceptar las
llamadas MPI por un lado, y por otro controlar dina´micamente el runtime de SMPSs
u otro modelo de paralelismo de memoria compartida.
Aplicación
MPI + SMPSs
runtime
SMPSs Librería DLB
Librería MPI
Interfaz PMPI
css_set_num_threads
llamada MPI
Figura 3.15: Estructura ba´sica del funcionamiento de DLB
En primer lugar, interceptar las llamadas MPI permite a la librer´ıa obtener infor-
macio´n sobre el estado en que se encuentra el proceso. Seguidamente la llamada se
redirecciona a la librer´ıa MPI permitiendo el uso correcto del modelo.
Con la informacio´n del estado del proceso y con el algoritmo de la librer´ıa, e´sta decide
o no si comunicarse con el runtime de SMPSs. Aunque los threads dedicados a una
ejecucio´n SMPSs se definen al inicio, se pueden modificar en tiempo de ejecucio´n.
Mediante la llamada css_set_num_threads, DLB puede controlar dina´micamente la
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cantidad de threads disponibles. As´ı, el master thread de cada proceso podra´ asignar
a los nuevos worker threads las tareas preparadas en la lista de tareas preparadas.
LeWI: Lend CPUs When Idle
El algoritmo que se encarga de tomar las decisiones en la librer´ıa DLB supone
como premisa que un proceso en estado de espera por una llamada MPI tiene su
procesador en estado idle. No es el comportamiento por defecto en MPI, e´ste suele
poner el procesador en modo polling, o encuesta, hasta que recibe otro mensaje MPI.
El programador debe cambiar el comportamiento a blocking mode cuando se utiliza
MPI, lo que puede provocar algunos retardos.
El algoritmo LeWI permitira´ ceder procesadores para ayudar a completar tareas de
otro procesador del mismo nodo, por eso no puede esta en modo polling.
Figura 3.16: Algoritmo LeWI
El funcionamiento ba´sico del algoritmo se describe en la figura 3.16. En el ejemplo
vemos co´mo una aplicacio´n paralela h´ıbrida MPI+SMPSs en el caso a) se comporta
diferente utilizando el algoritmo LeWI en el caso b). Cuando detecta que un proceso
se encuentra dentro de una llamada MPI bloqueante, e´ste cede sus dos procesadores
al proceso MPI que au´n no ha acabado con sus tareas. Lo´gicamente so´lo podra´ uti-
lizar los cuatro procesadores si hay tareas suficientes.
En caso de recibir respuesta MPI, el proceso recupera sus procesadores para seguir
ejecutando su co´digo propio.
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Trazas en Paraver con la librer´ıa DLB
La librer´ıa DLB inyecta eventos que podemos ver luego utilizando Paraver. La fi-
gura 3.15 muestra algunas trazas de una aplicacio´n MPI+SMPSs de prueba con los
siguientes recursos: 4 procesos MPI, 1 proceso MPI por core y 1 thread SMPSs por
cada proceso MPI en un principio. Ya sabemos que este nu´mero puede aumentar si
algu´n proceso cede su procesador.
DLB THREADS
◦ 1
◦ 2
◦ 3
◦ 4
LLAMADA MPI
◦ MPI Barrier
TAREA SMPSs
◦ task1
◦ task2
◦ task3
◦ task4
Figura 3.17: Mu´ltiples threads con DLB
La primera ventana muestra el nu´mero de threads que utiliza cada proceso. La
nomenclatura ((TASK)) como objeto de Paraver equivale en este caso a ((Proceso
MPI)). La segunda muestra las llamadas MPI, ba´sicamente MPI_Barrier en este
caso, que es do´nde DLB hace su trabajo. Y la u´ltima corresponde a las ejecuciones
de las tareas, cada una de un color.
A primera vista vemos la correspondencia entre la entrada a la llamada bloqueante
MPI_Barrier y el aumento de los threads utilizados por DLB, aunque u´nicamente
mientras hay tareas SMPSs en ejecucio´n.
Mientras hay un proceso bloqueado, es decir dentro de un barrier, DLB cedera´ el
procesador de ese proceso cuando otro proceso au´n tenga tareas preparadas para
ejecutar. Vemos en las trazas co´mo los procesos pueden utilizar 2, 3 o 4 threads
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dedicados au´n cuando originalmente a cada proceso MPI le corresponde so´lo un
procesador.
Cap´ıtulo 4
Paralelizacio´n con SMP
superscalar
El cap´ıtulo 4 expone los pasos llevados a cabo para introducir un segundo nivel de
paralelismo en las dos aplicaciones que utilizaremos en el proyecto.
En e´l localizaremos primero las subrutinas que provocan las zonas desbalanceadas
vistas en el tema anterior, se les an˜adira´ el segundo nivel de paralelismo utilizando el
framework SMPSs y veremos algunas trazas u´tiles para analizar el comportamiento
del runtime con la aplicacio´n.
Cada una de las dos aplicaciones que hemos visto en la seccio´n 2.4 se analizara´n de
forma separada.
4.1. WRF
WRF es una aplicacio´n escrita en FORTRAN y su modelo lo explica´bamos en la
figura 2.15.
Compilaremos la aplicacio´n siguiendo los pasos de su pa´gina web[10]. En ella nos
animan a seguir todo el proceso de crear una entrada idealizada o real para ana-
lizarla con el modelo y post-analizarlo pero los resultados meteorolo´gicos resultan
irrelevantes para el proyecto. En lugar de eso, utilizaremos como inputs varios casos
de prueba que dispone el BSC para la ejecucio´n del modelo que nos permitira´ evadir
el proceso anterior.
Para el estudio de las trazas utilizaremos, como hasta ahora, una ejecucio´n con 128
procesos MPI, cuatro por nodo.
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4.1.1. Localizacio´n de subrutinas
En el cap´ıtulo anterior ve´ıamos co´mo encontrar las zonas desbalanceadas de la ejecu-
cio´n, ahora debemos identificar cua´les son las subrutinas que provocan el desbalance.
Para ello utilizaremos la configuracio´n de Paraver MPI Caller Line, cuya traza vemos
en la figura 4.1.
USEFUL
◦ Low
◦ High
CALLERS
◦ 3739
solve em.f
Figura 4.1: Ana´lisis WRF: Identificacio´n de las subrutinas
La leyenda de la traza MPI Caller Line nos indica en cada color que´ l´ınea de co´digo
se encarga de llamar a una subrutina MPI. En la configuracio´n se puede indicar
que´ nivel de profundidad queremos mostrar. Por ejemplo la traza que se observa
corresponde al nivel 3 de la l´ınea de llamada, es decir, si pensamos en una sucesio´n de
llamadas donde la u´ltima efectu´a una comunicacio´n MPI, el nivel indica la posicio´n
de la llamada en esta sucesio´n.
El dato importante es la l´ınea de co´digo justo despue´s de las zonas desbalanceadas.
Con la informacio´n de esta traza sabemos que debemos centrarnos en la subrutina
solve_em, que ba´sicamente es el centro de la Mediation Layer, o capa media, vista
en la figura 2.15.
La primera zona desbalanceada, la ma´s destacada, corresponde al mo´dulo de micro-
f´ısica. El otro desbalance ma´s sutil forma parte de la siguiente iteracio´n, en concreto
en la inicializacio´n del bucle Runge-Kutta (RK).
El mo´dulo de micro-f´ısica se basa en un funcio´n de ca´lculo intensivo muy sencillo
de identificar. Por el contrario, la inicializacio´n del bucle RK esta´ formada por
varias funciones, algunas de ellas con muy poco componente de co´digo y por tanto
deberemos estudiar si los resultados pueden compensar el esfuerzo. As´ı que para
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tener una decisio´n va´lida podemos utilizar la API de Extrae y medir la duracio´n de
las subrutinas candidatas.
SUBRUTINAS
◦ phy prep
◦ surface
◦ pbl
◦ phy tend
Figura 4.2: Ana´lisis WRF: Localizando las subrutinas con el API de Extrae
La traza de la figura 4.2 representa un intervalo de la inicializacio´n del bucle RK
donde se concentran las subrutinas de ca´lculo. La traza se ha generado utilizando
la API de Extrae para inyectar eventos en las salidas y entradas de cada subruti-
na que queremos estudiar. Ba´sicamente observamos cuatro subrutinas con mayor
representacio´n.
Figura 4.3: Ana´lisis WRF: Histograma de las subrutinas del API de Extrae
Podemos analizar de forma cuantitativa la informacio´n anterior realizando un his-
tograma. En la figura 4.3 se observa el porcentaje medio de la duracio´n de cada
subrutina respecto al intervalo de tiempo de la traza anterior. En las dos figuras
identificamos claramente 4 subrutinas con una presencia relevante y sera´n e´stas las
que se paralelizara´n con SMPSs.
4.1.2. Claves de la paralelizacio´n
En primer lugar, para que la librer´ıa DLB pueda utilizar eficientemente los recursos
del nodo, el tiempo en espera debe ser considerable. En las trazas recie´n vistas
se muestran muchas pequen˜as comunicaciones, posiblemente punto a punto que
desaconsejan la utilizacio´n de DLB en esta zona. Sin embargo podemos an˜adir una
sincronizacio´n global de toda la aplicacio´n con tal de tener una zona ma´s estable
donde poder explotar los recursos.
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Para ello incluiremos MPI_Barrier’s despue´s de las zonas intensivas de co´mputo. Esta
modificacio´n conlleva ventajas y desventajas al mismo tiempo. Primero conseguimos
balancear el co´digo posterior a la zona, ya que la sucesio´n de eventos escalonados
queda amortiguada en este punto. El punto negativo es que todos los procesos deben
esperar a que el ma´s lento acabe su co´mputo para empezar la comunicacio´n, aunque
este proceso no intervenga.
An˜adimos elementos de sincronizacio´n a las zonas desbalanceadas
En la figura 4.4 se aprecian las llamadas MPI_Barrier (en rojo) que se han an˜adido
para aislar las zonas desbalanceadas. Con este an˜adido se aprecia de forma ma´s clara
el desbalance en la segunda zona gracias a que el inicio no esta´ escalonado.
USEFUL
◦ Low
◦ High
LLAMADA MPI
◦ MPI Barrier
Figura 4.4: Ana´lisis WRF: Desbalance aislado por los elementos de sincronizacio´n
De los cinco barriers que se aprecian en las trazas, so´lo dos de ellos nos sera´n u´tiles
en las pruebas finales, los que corresponden al segundo y al quinto. Los otros tres
nos pueden servir para delimitar las zonas que queremos observar de forma que se
aprecien los desbalances correctamente sin inicios escalonados. Sin embargo, una vez
vista la traza carecen de sentido u´til, por lo que se retirara´n del co´digo.
Inicializacio´n del entorno SMPSs
Como se explicaba en la seccio´n 2.2.3.1, la aplicacio´n debe inicializar el runtime de
SMPSs mediante una llamada a la librer´ıa. Cualquier invocacio´n a una tarea debe
hacerse entre las cla´usulas CSS START y CSS FINISH.
Un detalle importante a la hora de generar las trazas es la relacio´n entre las cla´usulas
de inicializacio´n de SMPSs y las llamadas de inicializacio´n de MPI. Como se ve en
el co´digo 4.1, los pragmas deben declararse antes de las invocaciones a MPI.
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Co´digo 4.1: Inicializacio´n de SMPSs en la aplicacio´n
PROGRAM wrf
USE ...
!$CSS START
CALL wrf_init ! incluye mpi_init
...
!$CSS FINISH
CALL wrf_finalize ! incluye mpi_finalize
END PROGRAM wrf
Mo´dulo de micro-f´ısica
Una vez localizadas las funciones que nos interesan, el siguiente paso es dividirlas
en tareas para que el entorno de ejecucio´n de SMPSs pueda paralelizarlas.
El desbalance ma´s importante se produce en el mo´dulo microphysics_driver. El
modelo WRF estudia el impacto de la micro-f´ısica sobre las nubes para predecir
el movimiento de los huracanes. El driver en cuestio´n es capaz de aplicar algunos
esquemas como pueden ser el esquema Kessler, que analiza lluvia no helada sobre
modelos de nubes en casos idealizados, el esquema Thompson para casos con hielo,
nieve y granizo en simulaciones de alta resolucio´n, entre otros.
Actualmente el modelo WRF dispone de 9 esquemas de micro-f´ısica diferentes. La
subrutina microphysics_driver se encarga de llamar al adecuado segu´n lo indiquen
los datos de entrada, y durante toda la resolucio´n del problema se utilizara´ el mismo.
Por tanto y para no tener que paralelizar los 9, so´lo estudiaremos los dos esquemas
que utilizan los dos ejemplos de entrada que disponemos. Uno es el esquema WRF
Single-Moment 3-class, simple esquema para hielo y nieve en procesos de escala
media; el otro es el esquema Thompson.
Para paralelizar estas dos funciones utilizaremos la misma te´cnica, ya que aunque
sean diferentes tienen un comportamiento similar sobre los para´metros de entrada
y salida. Los esquemas de micro-f´ısica reciben y modifican diversas matrices que
contienen relaciones sobre la situacio´n f´ısica del problema. Como en todos los casos
se utilizan matrices de dos o tres dimensiones u´nicamente como datos modificados,
la solucio´n sencilla pasa por dividir las matrices en zonas de memoria contigua y
encargar a cada tarea el co´mputo de cada una.
Si queremos definir zonas de datos en memoria contigua es necesario tener en cuenta
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que el me´todo utilizado en FORTRAN es el de ordenacio´n por columna.[
1 2 3
4 5 6
]
=⇒ Orden : 1, 4, 2, 5, 3, 6
O visto de otra forma, un ı´ndice en la dimensio´n N , siendo m(1, 2, .., N), apunta a
una matriz de N − 1 dimensiones. El co´digo 4.2 pertenece a la llamada espec´ıfica
de la tarea para el esquema de micro-f´ısica WRF Single-Moment 3-class. En ella
pasamos como argumentos matrices de una dimensio´n menos que en la llamada
original al iterar sobre el ı´ndice j. La especificacio´n completa de las dos tareas de
micro-f´ısica se encuentran en el co´digo A.1 en el Ape´ndice A: Co´digo WRF.
Co´digo 4.2: Llamada a la tarea wsm3
do j=jts ,jte
call task_wsm3( &
th(ims ,kms ,j),qv_curr(ims ,kms ,j),qc_curr(ims ,kms ,j), &
qr_curr(ims ,kms ,j),w(ims ,kms ,j),rho(ims ,kms ,j), &
...
its , ite , jts , jte , kts , kte )
enddo
A continuacio´n es necesario modificar la funcio´n original, ya que ahora las matrices
son de un orden menor. En el co´digo 4.3 vemos como so´lo es necesario iterar sobre
dos dimensiones.
Co´digo 4.3: Tarea wsm3
!$CSS TASK
SUBROUTINE task_wsm3(th, q, qci , ... )
real , intent(inout)::th(ims:ime , kms:kme)
...
do i = its ,ite
do k = kts ,kte
...
Hay que tener en cuenta que, para aplicar esta te´cnica, el ca´lculo a realizar debe
ser independiente de los datos en la dimensio´n que estamos separando. Adema´s
tampoco es necesario ir paso a paso sobre el ı´ndice j, podemos aplicar un te´cnica
de blocking sobre esa dimensio´n de forma que podamos dividir una matriz de, por
ejemplo, taman˜o 20 × 20 × 20 en varias de 20 × 20 × 4 con la ventaja que toda su
extensio´n de datos se encuentran en una zona de memoria contigua.
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La traza de la figura 4.5 presenta una ejecucio´n de la tarea task_mp_gt_driver,
encargada de aplicar el esquema Thompson en el driver de micro-f´ısica. En esta
ocasio´n, la aplicacio´n utiliza dos threads por proceso y aunque se compone de un
total de 32 procesos, so´lo se muestran 8 de ellos. En la traza podemos observar
claramente el desbalance de carga entre las tareas de los diferentes procesos.
TAREA SMPSs
◦ Thompson
Figura 4.5: Ana´lisis WRF: Tarea Thompson desbalanceada
Inicializacio´n del bucke RK
La iteracio´n sobre la funcio´n solve_em avanza paso a paso sobre la malla del pro-
blema. En el punto anterior hemos definido las tareas en la zona del ca´lculo de las
micro-f´ısicas y ahora definiremos las necesarias para solucionar el desbalance en la
otra zona que hemos visto en Paraver.
RK init RK loop RK loopfinished? microphysics
solve_em
loopstart end
Figura 4.6: Bucle principal de la aplicacio´n WRF
El bucle Runge-Kutta (RK) itera varias veces en cada iteracio´n de solve_em. El
ca´lculo identificado en las trazas evalu´a las f´ısica global independiente de los inter-
valos, por tanto se calcula antes del bucle, te´cnicamente en la primera iteracio´n, y
se almacenan los valores para las siguientes iteraciones del bucle RK.
La f´ısica independiente de los intervalos computa desde la funcio´n phy_prep algunas
variables de diagno´stico como la temperatura o la presio´n. Despue´s se invoca cada
uno de los drivers de f´ısica espec´ıficos como son los de radiacio´n, superficie, nubes,
etc. So´lo se paralelizara´n algunos de ellos; como hemos visto en la seccio´n 4.1.1, las
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subrutinas candidatas son surface_driver y pbl_driver. Por u´ltimo la subrutina
phy_tend efectu´a los ca´lculos finales
La te´cnica que usaremos para establecer las tareas dependera´ de cada caso. Hay
funciones que pueden ser modificadas como en el apartado anterior para trabajar
con matrices de un orden menor y paralelizar el ca´lculo entre las dimensiones.
phy prep Esta subrutina contiene dos partes que podemos diferenciar fa´cilmente.
La primera de ellas la llamaremos task_phy_prep, en el co´digo A.4 del Ape´ndice,
que consiste en recorrer una matriz y se paralelizara´ dividiendo el problema en
problemas ma´s pequen˜os. De forma contraria, la segunda parte de la subrutina
consiste en efectuar divisiones sobre varias matrices diferentes, por tanto cada una
de ellas se ejecutara´ mediante la tarea task_3d_div_2d declarada en el co´digo A.5.
surface driver So´lo es necesario definir una tarea para poder dividir la matriz del
problema en matrices ma´s pequen˜as, la interfaz de la tarea task_surface_driver se
encuentra en el co´digo A.7.
pbl driver En este caso los pasos no son tan directos. Existe una zona de inicia-
lizacio´n sobre unas matrices y luego la zona real de ca´lculo. Esta inicializacio´n la
definiremos con las tareas task_init_ysu y task_init_phytmp, ambas en el co´digo
A.8 del Ape´ndice, y que computan sobre dos matrices diferentes y por tanto so´lo nos
beneficia el hecho de poder ejecutarlas a la vez. La subrutina de co´mputo intensivo la
definimos con la tarea task_ysu vista en el co´digo A.9, en la que como hemos venido
haciendo hasta ahora, dividiremos la matriz en zonas de memoria ma´s pequen˜as.
phy tend Por u´ltimo, la aplicacio´n realiza una serie de operaciones sobre las ma-
trices inicializadas. E´stas se llevan a cabo despue´s de invocarse todos los drivers, y
de forma muy parecida a la inicializacio´n se trata de multiplicaciones entre matrices
diferentes. Por tanto so´lo es necesario definir la tarea task_3d_x_2d, declarada en el
co´digo A.11, y el runtime de SMPSs podra´ repartir la ejecucio´n de las tareas entre
los worker threads disponibles.
En la figura 4.7 observamos una traza con todas las tareas que se han definido para
la inicializacio´n del bucle RK. A parte de apreciarse un pequen˜o desbalance, puede
existir el dilema de si es positivo o no mantener las tareas pequen˜as del centro,
en concreto task_surface_driver, task_init_ysu y task_init_phytmp. En cap´ıtulos
posteriores decidiremos si valen la pena.
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TAREA SMPSs
◦ phy prep
◦ 3d div 2d
◦ surface driver
◦ init ysu
◦ init phytmp
◦ ysu
◦ 3d x 2d
Figura 4.7: Ana´lisis WRF: Tareas
4.2. BT-MZ
El benchmark BT Multi-Zone es la segunda aplicacio´n escogida. A diferencia de la
anterior, el ejecutable debe ser compilado segu´n las opciones sobre las que queremos
probar la aplicacio´n. Es decir, debe especificarse el nu´mero de procesos MPI que se
usara´n y el taman˜o de problema, al que llamaremos clase.
Los taman˜os disponibles para el problema se vieron en la tabla 2.1. Durante el
ana´lisis a lo largo del proyecto ignoraremos la dos clases de menor taman˜o (S,W)
porque el margen entre los tiempos de estas ejecuciones es demasiado pequen˜o para
sacar conclusiones y la clase de mayor taman˜o (D) por su excesiva dimensio´n de la
malla.
Por tanto nos centramos en las clases A, B y C, donde |A| < |B| < |C|.
4.2.1. Localizacio´n de subrutinas
Comenzaremos analizando la ejecucio´n con Paraver y la configuracio´n useful dura-
tion, con la que podremos observar la cadencia entre co´mputo y comunicacio´n de
cada proceso MPI.
La traza superior de la figura 4.8 nos indica un claro desbalance entre los procesos,
donde podemos observar un aumento paulatino del tiempo dedicado al co´mputo
conforme bajamos la vista. La segunda traza muestra la llamada MPI que coincide
con los espacios negros de la traza superior. El color verde mayoritario corresponde a
la llamada MPI_Waitall, lo que hace pensar que claramente muchos procesos tienen
menos carga de trabajo.
De hecho, la propia implementacio´n de la aplicacio´n provoca esta situacio´n. Con
el fin de medir el rendimiento del benchmark, el taman˜o de la zona de la malla se
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USEFUL
◦ Low
◦ High
LLAMADA MPI
◦ MPI Waitall
Figura 4.8: Ana´lisis BT-MZ: useful duration y llamadas MPI
divide de forma diferente segu´n los procesos. Con lo cual, se estudiara´ una situacio´n
perfecta para analizar el comportamiento del modelo que se va a aplicar.
La figura 4.9 recoge y filtra el evento mpi caller line con la que podemos hallar el fi-
chero y la l´ınea en que la comunicacio´n empieza. En este caso, la funcio´n MPI_Waitall
se llama en la l´ınea 123 del fichero exch qbc.f
CALLERS
◦ 123
exch qbc.f
Figura 4.9: Ana´lisis BT-MZ: MPI caller line
Con un ra´pido vistazo al co´digo observamos que la llamada exch_qbc se encuen-
tra dentro de la iteracio´n principal, resumida en el co´digo 4.4 y justo antes de la
subrutina adi.
Esta subrutina en concreto es la encargada del co´mputo exhaustivo. En el co´digo
4.5 observamos su simple estructura, y por tanto deberemos centrar los esfuerzos
so´lo sobre las cinco subrutinas que la forman.
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Co´digo 4.4: Iteracio´n principal BT-MZ
do step = 1, niter
call exch_qbc( ... )
do iz = 1, proc_num_zones
call adi( ... )
end do
end do
Co´digo 4.5: Subrutina adi
subroutine adi( ... )
call compute_rhs( ... )
call x_solve( ... )
call y_solve( ... )
call z_solve( ... )
call add( ... )
end subroutine adi
4.2.2. Claves de la paralelizacio´n
Como en la aplicacio´n anterior, debemos preparar el co´digo para que la librer´ıa
DLB pueda balancear las tareas e incluir los pragmas de SMPSs para inicializar el
runtime. Para ello y como muestra la figura 4.6, incluimos los pragmas de SMPSs
antes de las llamadas de inicializacio´n de MPI y an˜adimos una llamada MPI_Barrier
para que se bloqueen los procesos y DLB aproveche sus recursos.
Co´mputo sobre las direcciones x e y
Las tres funciones intermedias x_solve, y_solve y z_solve, por su nomenclatura
nos hacen pensar en un funcionamiento muy parecido. Cada una de ellas computa
soluciones sobre la direccio´n en cuestio´n factorizando la matriz BT en una matriz
triangular, para luego calcular los vectores desconocidos de cada l´ınea.
Analizando la estructura general de co´digo de cada una de ellas apreciamos varios
bucles anidados para recorrer una matriz entera. Aplicando las te´cnicas comentadas
en la aplicacio´n WRF, podemos definir tareas que computen lo mismo sobre zonas
de memoria ma´s pequen˜as.
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Co´digo 4.6: Modificaciones previas en BT-MZ
PROGRAM bt
!$CSS START
call mpi_setup
...
do step = 1, niter
call exch_qbc ! comunicacio´n
do iz = 1, proc_num_zones
call adi ! computacio´n
end do
call mpi_barrier ! sincronizacio´n
end do
...
!$CSS FINISH
call mpi_barrier(MPI_COMM_WORLD , ierror)
call mpi_finalize(ierror)
END PROGRAM
Sin embargo, esta te´cnica es posible cuando el bucle ma´s externo calcula el ı´ndice de
la matriz ma´s exterior. Veamos en el co´digo 4.7 la estructura de cada subrutina. Te-
niendo en cuenta que especificamos la direccio´n de una matriz mediante la expresio´n
m(i, j, k), las subrutinas que computan sobre las direcciones x e y permiten definir
tareas sin modificar apenas nada, pues especificado so´lo el ı´ndice k conseguimos zo-
nas de memoria contigua. De forma contraria, la subrutina z_solve no permite una
transformacio´n directa, por esto la analizaremos ma´s a fondo en la siguiente seccio´n.
La traza de la figura 4.10 ensen˜a una primera aproximacio´n de las tareas definidas
para las subrutinas x_solve y y_solve.
TAREA SMPSs
◦ x solve
◦ y solve
Figura 4.10: Ana´lisis BT-MZ: Tareas x solve e y solve
Nos podemos plantear si definir menos tareas de mayor taman˜o podr´ıa suponer
una mejora en la ejecucio´n. Una manera de conseguir esto puede ser aplicar la
te´cnica de blocking sobre la dimensio´n a repartir. Las declaraciones de las tareas
quedar´ıan ahora como indican los co´digos B.1 y B.2 para las tareas x_solve e y_solve
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Co´digo 4.7: Orden de recorrido en las dimensiones en cada subrutina
solve_x
do k = ...
do j = ...
do i = ...
solve_y
do k = ...
do i = ...
do j = ...
solve_z
do j = ...
do i = ...
do k = ...
respectivamente, en que la u´ltima dimensio´n es un subconjunto de ı´ndices de la
original.
Co´mputo sobre las direccio´n z
Como acabamos de ver, en la subrutina z_solve el bucle exterior no recorre la
dimensio´n ma´s externa, por tanto hemos de encontrar otra te´cnica. La solucio´n por
la que nos decantamos consiste en cambiar el orden de los bucles de forma que el
ı´ndice k sea el exterior.
A primera vista, el cambio de orden nos permite aprovecharnos de la localidad en
el acceso a los datos, pues de la otra forma se acced´ıa a la matriz en saltos de
dimensiones no contiguas. El punto negativo es que tenemos dependencias sobre la
dimensio´n z que tenemos que resolver.
Este hecho supone no poder paralelizar las tareas entre valores de k diferentes, por
tanto la paralelizacio´n se realizara´ sobre una dimensio´n de orden menor, en este caso
la direcciona el ı´ndice j. La llamada a la subrutina se muestra en el co´digo 4.8. La
declaracio´n en B.3
Como vemos en el co´digo, esta situacio´n nos obliga a pasar ma´s para´metros para
satisfacer las dependencias sobre las matrices en el ı´ndice k. Adema´s, al paralelizar
las matrices sobre una dimensio´n menor tendremos tareas bastante ma´s pequen˜as
y esto implica un aumento en el nu´mero total de tareas que el runtime de SMPSs
debera´ gestionar.
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Co´digo 4.8: Llamada a la tarea z solve
do k = 0, ksize
do b = 0, IT_PER_TASK -1
block = b*bs + 1
bs_limit = min( bs, ny -1-block)
call task_z_solve( qs ,square ,u,rhs(1,0,block ,k), &
rhs(1,0,block ,k-1),lhs_cc(1,1,1,block ,k), &
lhs_cc(1,1,1,block ,k-1),nx ,nxmax ,ny ,nz ,c1 ,c2 , &
c3,c4,con43 ,c3c4 ,c1345 ,dt, tz1 , tz2 , dz1 , dz2 , &
dz3 ,dz4 ,dz5 ,k,bs_limit ,block )
enddo
enddo
TAREA SMPSs
◦ x solve
◦ y solve
◦ z solve
Figura 4.11: Ana´lisis BT-MZ: Tareas x solve, y solve y z solve
Podemos ver en la figura 4.11 como la tarea z_solve no puede ejecutarse de forma
paralela con las otras dos tarea a causa de que trabaja con matrices de menor
taman˜o, y por tanto el runtime de SMPSs no puede calcular correctamente las
dependencias entre ellas al tratarse de dominios diferentes del problema. Por esta
razo´n es necesario incluir un barrier entre ellas, como se puede apreciar en la figura.
Otro detalle que debemos analizar es la duracio´n de la tarea. Esto lo conseguimos
con un histograma sobre las tareas aplicando la estad´ıstica Average Burst Time, la
cua´l muestra el tiempo medio de duracio´n para cada Burst1. En la figura 4.12 se
muestra un resumen de las duraciones de cada tarea. En ella se aprecia como la
media de ellas es bastante menor que las tareas x_solve e y_solve.
Subrutinas compute rhs y add
Por u´ltimo definiremos las tareas para las subrutinas restantes. En la subrutina
original compute_rhs se lleva a cabo el co´mputo de la matriz rhs que se utilizara´ a
1En este contexto, entendemos Burst como la fase en que esta´ activo un evento concreto.
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Figura 4.12: Ana´lisis BT-MZ: Duracio´n media de cada tarea
lo largo de la iteracio´n global. Dentro podemos distinguir una primera iteracio´n
sobre toda la matriz y una segunda que computa unos valores en las direcciones x,
y y z de la misma forma que las subrutinas anteriores, por tanto definiremos dos
tareas diferentes.
Los co´digos B.4 y B.5 corresponden a la declaracio´n de las tareas propuestas. En
ambas seguiremos aplicando la te´cnica de blocking sobre la dimensio´n ma´s externa.
Por u´ltimo, la subrutina add realiza la suma final entre la malla y la matriz rhs.
A causa del poco co´mputo de la subrutina, definiremos una tarea que adema´s del
co´digo original de la subrutina add incluira´ una parte de co´mputo originalmente en
la subrutina z_solve que no hemos comentado antes y que imped´ıa la paralelizacio´n
de la misma.
La u´ltima iteracio´n de z_solve es diferente en cuanto a las dema´s en el sentido que
incluye una dependencia rhs(.., k+1) → rhs(..., k) y por tanto el bucle recorre la
matriz de forma inversa. Aprovecharemos la misma iteracio´n para incluir la suma
final y definir la u´ltima tarea task_final_add B.6.
Ana´lisis global de las tareas
En la figura 4.13 podemos observar una traza con todas las tareas en una iteracio´n.
Se pueden analizar varios detalles interesantes. En primer lugar co´mo se asocian
las tareas entre ellas o, dicho de otra manera, cua´les de ellas se pueden ejecutar de
forma intercalada sin intervencio´n de barriers.
Como hemos explicado antes, la utilizacio´n de elementos de sincronizacio´n es nece-
saria cuando las tareas trabajan sobre un dominio distinto pero solapado porque el
runtime no puede calcular cua´ndo se satisface las dependencias.
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TAREA SMPSs
◦ init rhs
◦ rhs xyz
◦ x solve
◦ y solve
◦ z solve
◦ final add
Figura 4.13: Ana´lisis BT-MZ: Tareas
As´ı, es necesario incluir una sincronizaciones entre las diferentes zonas segu´n el
dominio. Se puede ver un resumen en la tabla siguiente.
Tarea Dominio Global Dominio Individual
init rhs [...][...][1..nz]
[...][1..ny]
— barrier por dependencias —
rhs xyz
[...][...][2..nz−1]x solve
y solve
— barrier por dominio —
z solve
[...][2..ny−1][1..nz] [1..nx]
final add
Cuadro 4.1: Dominio de cada tarea
Las tareas z_solve y final_add computan sobre matrices de una dimensio´n a dife-
rencia de las otras, por tanto antes de ejecutar las tareas es necesario sincronizar los
procesos.
En cuanto al primer barrier, aunque se trate del mismo dominio sobre la matriz prin-
cipal, la tarea init_rhs computa sobre otras matrices necesarias para las siguientes
tareas y por tanto sera´ necesario un elemento de sincronizacio´n.
Cap´ıtulo 5
Ana´lisis de resultados
En el cap´ıtulo 5 se lleva a cabo el ana´lisis de los resultados entre las modificaciones
que se han realizado a las aplicaciones y las versiones originales.
En primer lugar se realizara´ un breve ana´lisis sobre las ejecuciones del tema anterior
para establecer una versio´n final de la versio´n paralela basada en tareas. Para ello
incluiremos por primera vez la utilizacio´n de la librer´ıa dina´mica DLB para el balance
de carga.
Seguidamente se ilustrara´ el documento con los resultados de las comparaciones con
otras ejecuciones paralelas MPI y paralelas h´ıbridas MPI + OpenMP.
Se acabara´ el cap´ıtulo con las conclusiones sobre cada versio´n paralela.
5.1. WRF
Una vez definidas las tareas que creemos oportunas para la aplicacio´n, el siguiente
paso consiste en analizar ma´s a fondo el comportamiento del runtime de SMPSs y ver
si conseguimos aprovechar eficientemente su potencial. Analizaremos las ejecuciones
con diferentes inputs y utilizando la librer´ıa de balance de carga DLB.
A la hora de hacer los ana´lisis de rendimiento en WRF utilizaremos los tiempos
proporcionados por la aplicacio´n. WRF escribe un registro de todas sus iteraciones
con el tiempo de cada una, por tanto siempre mediremos su rendimiento teniendo
en cuenta so´lo la iteracio´n principal y no el tiempo global de ejecucio´n.
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5.1.1. Ana´lisis posterior
Antes de realizar el estudio final comparativo entre las ejecuciones se debe asegurar
un buen rendimiento en las versiones modificadas con SMPSs. Ba´sicamente compro-
bar que no se an˜ade un overhead excesivo y que se podra´n explotar las capacidades
de DLB cuando se necesiten.
Eficiencia de la tareas pequen˜as
En el cap´ıtulo anterior ve´ıamos como ciertas tareas en la inicializacio´n del bucle RK
resultaban quiza´s demasiado pequen˜as para compensar el overhead introducido por
el runtime de SMPSs. Recordamos las pequen˜as tareas en la figura 5.1, donde se
aprecia adema´s un barrier despue´s de estas tres tareas que tambie´n ser´ıa prescindible
si nos olvidamos de ellas. El primer paso sera´ analizar los tiempos de ejecucio´n con
y sin las tareas.
TAREA SMPSs
◦ phy prep
◦ 3d div 2d
◦ surface driver
◦ init ysu
◦ init phytmp
◦ ysu
◦ 3d x 2d
Figura 5.1: Ana´lisis WRF: Tareas
Primero se realizara´ una comparativa con un problema de entrada de taman˜o pe-
quen˜o y con pocos recursos. La especificaciones en las ejecuciones se muestran en
la tabla 5.1. Siendo la versio´n A la aplicacio´n compilada tal cua´l se ha explicado en
el cap´ıtulo anterior, con todas sus tareas especificas, y la versio´n B ejecutando las
tareas de menor duracio´n task_surface_driver, task_init_ysu y task_init_phytmp
como co´digo no paralelo SMPSs.
El ana´lisis de la tabla debe realizarse comparando so´lo las ejecuciones del mismo
modelo. Las diferencias entre las ejecuciones con y sin DLB se comentara´n ma´s
adelante. En este caso las conclusiones que podemos apreciar son poco significativas
por la paridad en los resultados.
Haremos una segunda prueba con un problema de entrada de mayor taman˜o y
utilizando ma´s recursos en la ejecucio´n. La tabla 5.2 recoge los tiempos de cada
situacio´n.
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Me´todo
Versio´n Recursos Tiempo (s)
A
2 MPI × 2 SMPSs 0.56
4 MPI × 1 SMPSs (DLB) 0.49
B
2 MPI × 2 SMPSs 0.57
4 MPI × 1 SMPSs (DLB) 0.49
Cuadro 5.1: WRF: Comparativa de tiempos entre la versio´n A y B (1)
Me´todo
Versio´n Recursos Tiempo (s)
A
32 MPI × 2 SMPSs 41.95
64 MPI × 1 SMPSs (DLB) 28.54
B
32 MPI × 2 SMPSs 42.12
64 MPI × 1 SMPSs (DLB) 28.66
Cuadro 5.2: WRF: Comparativa de tiempos entre la versio´n A y B (2)
En este caso, las dos ejecuciones consiguen una menor duracio´n en el tiempo medio
de la iteracio´n. Por tanto, aunque la versio´n A incluye una sobrecarga de trabajo del
runtime de SMPSs al incluir tareas pequen˜as de alrededor de ∼ 50ms y elementos de
sincronizacio´n, podemos determinar que en esta situacio´n compensa poder ejecutar
estas tareas en paralelo.
Distribucio´n de procesos entre nodos
Antes de empezar a comparar resultados con DLB, hemos de pensar si la librer´ıa
sera´ capaz de repartir eficientemente los recursos entre los procesos con mayor carga
de trabajo.
Por defecto en MareNostrum, los procesos se asignan secuencialmente entre los no-
dos; en una configuracio´n ba´sica MPI los procesos 0..3 se ubicar´ıan en un nodo f´ısico
concreto, los procesos 4..7 en otro diferente, etc. Si la carga de trabajo de los procesos
segu´n el nodo es potencialmente diferente entre ellos no se conseguira´n resultados
satisfactorios con la librer´ıa DLB, porque aunque un nodo haya acabado de ejecutar
sus procesos, e´ste no puede ceder sus recursos a otro nodo que tenga a sus cuatro
procesos au´n sin terminar.
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Una posible solucio´n consiste en distribuir los procesos de forma diferente. El ejecu-
table para lanzar una aplicacio´n MPI en MareNostrum permite una serie de opciones
para decidir co´mo se hara´ la distribucio´n de los recursos. A parte del comportamiento
por defecto, las posibilidades ma´s destacables son una distribucio´n c´ıclica o una dis-
tribucio´n de procesos especificada por el usuario. Esta u´ltima puede que sea la ma´s
eficiente si tenemos una ejecucio´n con los mismo patrones de desbalances y as´ı dis-
tribuir los procesos de forma que los ma´s ra´pidos se ejecuten junto a los ma´s lentos.
Sin embargo definir manualmente la distribucio´n requiere un estudio espec´ıfico del
comportamiento de cada input y lo consideraremos inviable si queremos buscar un
mecanismo gene´rico.
As´ı, nos decantamos por una distribucio´n c´ıclica. Para llevarla a cabo simplemente
es necesario incluir la opcio´n al ejecutable srun como se muestra en el co´digo 5.1.
Co´digo 5.1: Trabajo para MareNostrum con distribucio´n c´ıclica de procesos
#!/bin/bash
# @ job_name = job
...
# @ wall_clock_limit = 00:02:00
srun --distribution=cyclic ./ parallel_binary
La distribucio´n c´ıclica ubica los procesos de forma que procesos sucesivos se distri-
buyen en nodos sucesivos, tal como indican las trazas de la figura 5.2.
NODO
◦ Nodo 1
◦ Nodo 2
◦ Nodo 3
◦ Nodo 4
NODO
◦ Nodo 1
◦ Nodo 2
◦ Nodo 3
◦ Nodo 4
Figura 5.2: Distribucio´n de procesos por bloques y distribucio´n c´ıclica
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Naturalmente, una distribucio´n c´ıclica no nos asegura una mejor disposicio´n de
los procesos, pero no es extran˜o observar procesos sucesivos con cargas de trabajo
similares por lo que esta sencilla solucio´n puede suponer una mejora considerable.
5.1.2. Resultados de rendimiento
Aunque SMPSs por s´ı so´lo puede mejorar un poco el desbalance de carga, se esperan
mejores resultados utilizando la librer´ıa de carga dina´mica DLB. Comprobaremos
sus tiempos y las trazas para evaluar su rendimiento.
Puesto que disponemos de dos entradas para la aplicacio´n WRF de taman˜o muy
diferente y por tanto, de magnitudes de desbalance desigual, analizaremos cada uno
por separado
Problema de entrada de taman˜o pequen˜o
La figura 5.3 representa en un gra´fico de barras el tiempo medio de cada iteracio´n
de cada uno de los tres modelos presentados. En el caso del modelo MPI+SMPSs
con 2 threads, el aumento del tiempo se debe a que la aplicacio´n so´lo dispone de
la mitad de procesos MPI que en los otros dos casos, y con so´lo un 15 % de la
iteracio´n paralelizado en tareas SMPSs, los resultados son los esperados. En cuanto
a la ejecucio´n MPI+SMPSs+DLB con 4 procesos por nodo y 1 thread por proceso
los tiempos son muy parecidos al modelo original, aunque el taman˜o reducido del
problema puede hacer que no se reflejen los resultados del balance de carga.
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Figura 5.3: WRF: Tiempo medio de iteracio´n, input pequen˜o
Sabiendo que no se han definido suficientes tareas a lo largo de la iteracio´n para
sacar algo positivo respecto al tiempo global, una forma de ver la mejora conseguida
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es medir u´nicamente los intervalos de co´digo donde se ejecutan tareas SMPSs. Esto
se analizara´ con otro input de mayor taman˜o en la siguiente seccio´n.
De todas formas podemos analizar las trazas de estas ejecuciones y ver algu´n detalle
de importancia. La figura 5.4 corresponde a una traza de una ejecucio´n con 16
procesadores utilizando SMPSs+DLB, con 4 procesos MPI por nodo y 1 thread
dedicado a SMPSs. La configuracio´n useful duration nos permite ver las dos zonas
de ca´lculo identificadas con el gradiente ma´s azul que corresponden a las dos zonas
paralelizadas con tareas SMPSs.
USEFUL
◦ Low
◦ High
Figura 5.4: Ana´lisis WRF: useful duration con input pequen˜o
En el apartado 3.2 ve´ıamos algunos me´todos para cuantificar el desbalance de carga
en una aplicacio´n MPI. Ahora podemos redefinir este concepto para MPI+SMPSs
adema´s de una nueva medida de eficiencia:
Balance de carga (LB)
Llamamos balance de carga a la variabilidad de una distribucio´n de tiempos a nivel
de procesos. Paraver proporciona la estad´ıstica Avg/Max en sus histogramas, y
corresponde al valor que buscamos siempre y cuando se compute a nivel de proceso.
LB =
∑
tprocesos(i)
Tmax ×#procesos =
Avg
Max
Eficiencia (η)
Llamamos eficiencia a la relacio´n de procesadores activos en un intervalo de tiempo.
Es necesario calcular el tiempo total a nivel de thread para poder computar los
procesadores activos cedidos a otros procesos.
η =
∑
tthreads(i)
Tmax ×#cpus
Podemos introducir ejemplos de estas estad´ısticas para futuras ejecuciones de la si-
guiente seccio´n en que se utilizara´ un problema de entrada mayor taman˜o. En primer
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lugar realizamos un histograma de la misma traza useful duration que acabamos de
mostrar. El histograma de la figura 5.5 se ha realizado a nivel de proceso y por tanto
tenemos un desbalance del 10 % despue´s de aplicar SMPSs+DLB.
Figura 5.5: WRF: Histograma de la carga de trabajo en la zona desbalanceada
Para medir la Eficiencia hemos de computar el tiempo en que los threads se encuen-
tran ejecutando algu´n tipo de co´digo exceptuando llamadas MPI. El histograma
de la figura 5.6 muestra la suma de tiempos teniendo en cuenta todos los threads,
sin embargo el valor Avg/Max no nos sirve pues tiene en cuenta ma´s objetos de
los que realmente disponemos. As´ı que, se aplica la anterior fo´rmula y tenemos que
η = 911,27/(62,57 ∗ 16) ≈ 0,91. Teo´ricamente el valor de la Eficiencia siempre debe
ser mayor al balance de carga cuando la librer´ıa DLB esta´ presente, pues el balance
de carga so´lo se ve beneficiado por una reduccio´n visible del tiempo en los procesos
ma´s cargados mientras que en el ca´lculo de la Eficiencia se tiene en cuenta, adema´s
de lo anterior, todo el ca´lculo realizado por procesadores ((solidarios)).
Figura 5.6: WRF: Histograma de la Eficiencia en la zona desbalanceada
Ahora analizaremos un intervalo de tiempo en que actu´a la librer´ıa DLB mientras
los procesos se sincronizan en la traza de la figura 5.7. La primera traza muestra la
configuracio´n useful duration mientras que la segunda traza muestra los threads que
utiliza la librer´ıa DLB para balancear la carga de trabajo.
Teniendo en cuenta que no se trata de una distribucio´n c´ıclica de procesos y que
cada nodo contiene 4 procesos es fa´cil entender la relacio´n proceso-nodo, 4 procesos
consecutivos forman un nodo.
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USEFUL
◦ Low
◦ High
DLB THREADS
◦ 1
◦ 2
◦ 3
◦ 4
Figura 5.7: Ana´lisis WRF: useful duration y threads utilizados por DLB
Es interesante ver como en el segundo nodo se concentran pra´cticamente 3 de los
threads con mayor carga de trabajo. Este tipo de situaciones se intentara´n evitar
utilizando un distribucio´n c´ıclica de procesos en la siguiente seccio´n.
Problema de entrada de taman˜o grande
Analizamos ahora la ejecucio´n de WRF con un problema de entrada de un taman˜o
cien veces mayor que el anterior. La figura 5.9 muestra el tiempo medio de iteracio´n
para los diferentes modelos utilizados. En esta ocasio´n se han omitido los resultados
con ejecuciones SMPSs sin DLB pues, como se ha comentado, so´lo un 15 % de la
iteracio´n esta´ paralelizada y los resultados no son comparables. Para los tres modelos
presentados, se utilizan 4 procesos por nodo y 1 solo thread para SMPSs.
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Figura 5.8: WRF: Tiempo medio de iteracio´n, input grande
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Los tiempos difieren demasiado poco entre ellos para hacer una valoracio´n valida,
as´ı que para obtener resultados ma´s espec´ıficos de la zona balanceada y poder com-
parar ejecuciones SMPSs con diferentes recursos por proceso analizaremos so´lo el
tiempo transcurrido en las dos zonas de co´mputo a lo largo de todo el proyecto.
La figura 5.9 muestra el tiempo acumulado entre las dos zonas paralelizadas de la
aplicacio´n WRF, el mo´dulo de micro-f´ısica y la inicializacio´n del bucle Runge-Kutta.
Como so´lo computamos el tiempo de las zonas paralelizadas con tareas SMPSs, po-
demos volver a comparar resultados utilizando 2 threads en los casos que utilicemos
la mitad de procesadores como procesos MPI, de forma que cada nodo ejecutara´ 2
procesos MPI y 2 threads SMPSs. En la ejecucio´n original MPI y en los dos u´ltimos
modelos, cada nodo contiene 4 procesos MPI y 1 thread SMPS, si es el caso.
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Figura 5.9: WRF: Tiempo medio en la zona balanceada
En los casos analizados con este input, todas las ejecuciones en que se ha utilizado
la librer´ıa de balance de carga DLB han obtenido mejores resultados respecto a la
ejecucio´n MPI. Y de entre todos, la ejecucio´n ma´s ra´pida corresponde a SMPSs con
DLB y 4 procesos por nodo en una distribucio´n c´ıclica.
Recursos por proceso MPI
Pero, ¿por que´ una distribucio´n de 4 procesos MPI por nodo con DLB es la ma´s
ra´pida? En el gra´fico anterior ve´ıamos que incluso una ejecucio´n SMPSs sin DLB
pod´ıa mejorar la MPI original. Para resolver la duda analizaremos de forma separada
la mejora de las dos zonas con tareas SMPSs.
Las siguientes dos gra´ficas muestran el Speedup de las dos zonas respecto a la du-
racio´n de la ejecucio´n MPI. En la figura 5.10 se ha utilizado una distribucio´n c´ıclica
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de los procesos entre los nodos, y 4 procesos por nodo con 1 thread por proceso.
Lo primero que se observa es que la principal mejora la conseguimos en el mo´dulo
de micro-f´ısica mientras que la inicializacio´n del bucle RK consigue un valor muy
cercano al 1, y por tanto poco apreciable. Es necesario recordar que el desbalance
inicial de esta zona era mı´nimo y au´n as´ı conseguimos una cierta mejora.
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Figura 5.10: WRF: Speedup segu´n la zona desbalanceada (1)
En la figura 5.11 se muestra la misma informacio´n pero ahora con ejecuciones SMPSs
con 2 threads dedicados a cada proceso y 2 procesos por nodo. El Speedup del
mo´dulo de la micro-f´ısica desciende un poco pero sigue siendo un valor significativo.
En cambio, el Speedup de la inicializacio´n del bucle RK desciende por debajo del 1,
lo que significa una pe´rdida de rendimiento en la zona indicada.
  




	





 !



"#
Figura 5.11: WRF: Speedup segu´n la zona desbalanceada (2)
La razo´n de esto reside en el propio desbalance. Si esta zona ya contaba con un
desbalance poco significativo, el hecho de ejecutar cada proceso con 2 threads SMSPs
permite computar la carga de trabajo de cada proceso de forma ma´s ra´pida y por
tanto se reducen las diferencias apreciables entre las cargas de cada proceso.
Cuantificacio´n del balance de carga
Tomando en cuenta la ejecucio´n con mejor resultado, utilizando SMPSs+DLB y una
distribucio´n c´ıclica, analizaremos las trazas para cuantificar el desbalance de carga
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que se sigue produciendo y lo compararemos con los resultados del ana´lisis inicial
de la aplicacio´n.
En primer lugar, la traza de la figura 5.12 muestra la configuracio´n useful duration
en el intervalo que queremos analizar para una ejecucio´n con 64 procesadores, y
el histograma de la figura 5.13 recoge los datos nume´ricos de la traza, de los que
sacamos que el balance de carga corresponde al 93 %.
USEFUL
◦ Low
◦ High
Figura 5.12: Ana´lisis WRF: Useful duration
Figura 5.13: WRF: Histograma de la carga de trabajo en la zona desbalanceada
Para medir la eficiencia, calcularemos el tiempo en que los threads se encuentran
trabajando en relacio´n al tiempo total. El histograma de la figura 5.14 muestra los
datos correspondientes al mismo intervalo de la traza anterior.
Figura 5.14: WRF: Histograma de la Eficiencia en la zona desbalanceada
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Utilizando la fo´rmula descrita anteriormente para calcular la eficiencia, tenemos que
η = 478786,53/(7832,38 ∗ 64) ≈ 0,96, y finalmente comparamos los datos con los
obtenidos en el ana´lisis inicial en la tabla 5.3.
Versio´n Balance de carga (LB) Eficiencia (η)
MPI 86 % 86 %
MPI+SMPSs+DLB+cyclic 93 % 96 %
Cuadro 5.3: WRF: Comparativa de coeficientes conseguidos
La eficiencia de una ejecucio´n MPI es igual al balance de carga, pues los tiempos
a nivel de thread son los mismos que a nivel de proceso. En cuanto a la ejecucio´n
balanceada, ambos coeficientes mejoran los resultados originales teniendo en cuenta
que el desbalance inicial no es ningu´n valor especialmente alto.
Trazas con la librer´ıa DLB
Por u´ltimo se muestran unas trazas correspondientes a una ejecucio´n con balance
de carga utilizando DLB y con 64 procesos en distribucio´n c´ıclica, aunque so´lo se
muestran 4 procesos situados en un mismo nodo.
TAREA SMPSs
◦ Thompson
DLB THREADS
◦ 1
◦ 2
◦ 3
◦ 4
Figura 5.15: Ana´lisis WRF: Funcionamiento de la librer´ıa DLB
La primera traza de la figura 5.15 muestra co´mo a medida que un proceso termina
de ejecutar sus tareas, otro proceso puede utilizar un thread propio para ayudarse,
aunque este thread se ejecuta realmente en la cpu que acaba de ser liberada. El
proceso que obtiene los nuevos recursos lo decide la librer´ıa DLB de forma aleatoria.
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La segunda traza corresponde a la utilizacio´n de threads extra que la librer´ıa DLB
va utilizando, y corresponde en el tiempo al instante en que un proceso termina sus
tareas.
5.1.3. Conclusio´n
Los resultados obtenidos balanceando la carga en la aplicacio´n WRF han supuesto
un pequen˜o Speedup respecto a la ejecucio´n original MPI.
Las mejores configuraciones han obtenido entre un 10 % y un 15 % de mejora en
las zonas modificadas, lo que en un principio puede parecer poco pero, como se
ha comentado varias veces a lo largo del proyecto, el comportamiento t´ıpico de una
aplicacio´n HPC consiste en repetir una iteracio´n varias veces y por tanto un pequen˜o
porcentaje en la mejora puede suponer una mejor explotacio´n de los recursos en toda
la aplicacio´n.
5.2. BT-MZ
A la hora de analizar los tiempos del benchmark, BT-MZ escribe por salida esta´ndar
un informe al terminar la ejecucio´n en el que se muestra el tiempo transcurrido, entre
otros datos. Adema´s, se ejecutara´n versiones serie de la aplicacio´n con un procesador
para disponer del ca´lculo del Speedup de cada ejecucio´n con la siguiente fo´rmula
Sp =
T1
Tp
5.2.1. Ana´lisis posterior
Al igual que en el ana´lisis de la aplicacio´n WRF, estudiaremos si las tareas con
menor duracio´n son efectivas en el rendimiento.
Eficiencia de la tareas pequen˜as
En este caso so´lo compararemos la eficiencia de la tarea init_rhs, encargada de la
inicializacio´n de la matriz rhs. Podr´ıamos analizar tambie´n la eficiencia de las u´ltimas
tareas de la inicializacio´n, z_solve y final_add cuya duracio´n es relativamente baja,
sin embargo al encontrarse al final de la iteracio´n sera´n las tareas ma´s propicias a
ser balanceadas. La figura 5.16 recuerda la disposicio´n de las tareas.
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TAREA SMPSs
◦ init rhs
◦ rhs xyz
◦ x solve
◦ y solve
◦ z solve
◦ final add
Figura 5.16: Ana´lisis BT-MZ: Tareas
En la tabla 5.4, vemos los resultados de una ejecucio´n de la clase A, con varias
ejecuciones MPI+SMPSs. La versio´n A corresponde a la original y la B corresponde
a una ejecucio´n sin definir la subrutina init_rhs como una tarea.
Me´todo
Versio´n Recursos Tiempo (s)
A
4 MPI × 2 SMPSs 22.18
8 MPI × 1 SMPSs (DLB) 26.50
B
4 MPI × 2 SMPSs 22.58
8 MPI × 1 SMPSs (DLB) 26.58
Cuadro 5.4: BT-MZ: Comparativa de tiempos entre la versio´n A y B
Se ha elegido principalmente esta tarea porque adema´s de ser de poca duracio´n,
incluye una dependencia con las tareas posteriores que implica an˜adir un punto de
sincronizacio´n entre los threads, lo que puede perjudicar al rendimiento. Se explicaba
ma´s en detalle esta situacio´n en la seccio´n 4.2.2.
Se observa en la tabla como el hecho de incluir la tarea init_rhs y el barrier nece-
sario no disminuye el tiempo de la iteracio´n. Sin embargo las diferencias entre las
ejecuciones con DLB no son tan apreciables; la razo´n es por un detalle comenta-
do recientemente, la tarea init_rhs se encuentra al principio de la iteracio´n donde
normalmente todos los procesadores estara´n ejecutando co´digo de su proceso y por
tanto pocas veces dispondra´ de ma´s recursos que los habituales.
5.2.2. Resultados de rendimiento
El objetivo de esta seccio´n es comparar el rendimiento entre algunas de las versiones
originales del co´digo con la versio´n que se ha implementado durante el proyecto.
Adema´s, el benchmark BT-MZ dispone de una versio´n h´ıbrida MPI+OpenMP que
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utilizaremos para comparar resultados tanto en ejecuciones con balance de carga
como sin ella.
Ejecuciones sin balance de carga
Antes de estudiar el comportamiento de la librer´ıa DLB vemos como se comporta
el entorno de ejecucio´n SMPSs. El gra´fico de la figura 5.17 muestra la comparativa
entre las ejecuciones de diferentes modelos utilizando siempre cuatro procesadores
en total.
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Figura 5.17: BT-MZ: Speedup de los diferentes modelos sobre un nodo
Aproximadamente las ejecuciones con SMPSs tienen un rendimiento similar al co´digo
original con 4 procesos MPI. Es un resultado que se acerca a lo esperado, aunque
las ejecuciones originales h´ıbridas MPI + OpenMP se muestran las ma´s eficientes,
resultando algunas cercanas al Speedup ideal.
Recursos por proceso MPI
En la seccio´n anterior ve´ıamos varios resultados del mismo modelo aunque variando
los recursos que puede utilizar un proceso MPI. Por ejemplo, teniendo como recursos
totales los 4 procesadores de un nodo, podemos utilizar 2 procesos MPI y 2 threads
dedicados a cada uno de ellos, o bien podemos ejecutar 4 procesos MPI, uno por
procesador y 1 thread cada uno.
Antes de realizar las comparativas entre diferentes modelos veremos co´mo se com-
portan las ejecuciones SMPSs y OpenMP utilizando diferentes configuraciones para
el mismo nu´mero de recursos.
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Figura 5.18: BT-MZ(Clase C): Speedup segu´n los recursos por proceso (1)
De los resultados obtenidos en las ejecuciones SMPSs de la figura 5.18, podemos
observar como la versio´n de un thread y 4 procesos por nodo presenta unos resultados
ligeramente superiores que utilizando 2 procesos y 2 threads. Ya intu´ıamos en la
comparativa de un solo nodo que utilizar un thread y 4 procesos MPI por nodo
resultaba la ejecucio´n ma´s ra´pida. Ahora se confirma este dominio para las dema´s
ejecuciones con un nu´mero elevado de procesadores.
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Figura 5.19: BT-MZ(Clase C): Speedup segu´n los recursos por proceso (2)
En cuanto a la comparativa de ejecuciones OpenMP vistas en la figura 5.19 no
se aprecia una mayor´ıa significativa entre un me´todo u otro. Por tanto, vistos los
resultados utilizaremos como configuraciones ma´s eficientes siempre 4 procesos MPI
por nodo y 1 solo thread dedicado para la paralelizacio´n de grano fino para los dos
modelos SMPSs y OpenMP.
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Ejecuciones con balance de carga DLB
Ahora que hemos visto una aproximacio´n del rendimiento de cada modelo de pro-
gramacio´n, el ana´lisis exhaustivo lo realizaremos utilizando un balance de carga con
la librer´ıa DLB, tanto para SMPSs como para OpenMP.
Seguidamente se analizan las ejecuciones buscando una mejora utilizando la librer´ıa
DLB para conseguir un balance en la carga de trabajo. Si bien antes ve´ıamos co´mo
SMPSs por s´ı so´lo ten´ıa un rendimiento similar al original, ahora veremos como se
asemeja ma´s al rendimiento de OpenMP.
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Figura 5.20: BT-MZ(Clase A): Speedup conseguido con el balance de carga
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Figura 5.21: BT-MZ(Clase B): Speedup conseguido con el balance de carga
Las figuras 5.20 y 5.21 presentan el Speedup de cada modelo respecto a la ejecucio´n
normal MPI y al Speedup ideal en las ejecuciones de clase A y B, correspondientes
a los taman˜os del problema pequen˜o y mediano. Tanto en las ejecuciones de SMPSs
como OpenMP se utiliza 1 thread por proceso y 4 procesos MPI por nodo.
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En ambos casos OpenMP con la librer´ıa DLB ofrece ligeramente los mejores resulta-
dos, aunque los conseguidos con SMPSs consiguen un Speedup muy cercano, siendo
incluso superior en una ejecucio´n con 64 procesadores en la clase B.
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Figura 5.22: BT-MZ(Clase C): Speedup conseguido con el balance de carga
La figura 5.22 presenta un gra´fico como los anteriores pero ejecutando la clase C,
que representa el problema de mayor taman˜o. En este caso el rendimiento de SMPSs
+ DLB sufre un poco ma´s para llegar a la altura de OpenMP + DLB aunque, excep-
tuando el resultado con 16 procesadores, sigue estando por encima de los resultados
conseguidos por el co´digo original MPI.
Distribucio´n c´ıclica de procesos
A continuacio´n veremos unos gra´ficos de rendimiento para corroborar si obtenemos
mejores resultados con una distribucio´n c´ıclica de los procesos entre los nodos.
Las figuras 5.23 y 5.24 muestran la comparativa entre ejecuciones de una distribucio´n
fija y una c´ıclica, para ambos casos SMPSs y OpenMP con 1 thread por proceso y
4 procesos por nodo.
En el caso de SMPSs se consigue una pequen˜a mejora en casi todas las muestras
y una mejora considerable en una ejecucio´n con 128 procesos, resultando en una
reduccio´n de casi un 20 % del tiempo total de ejecucio´n. El hecho de no tener unos
resultados lineales para todos los casos se explica de la misma forma en que se basa
la distribucio´n c´ıclica, donde de forma casi aleatoria podemos asignar procesos de
semejante carga en un nodo, situacio´n no propicia, o asignar procesos de diferente
carga como ser´ıa lo deseado.
Los resultados de las ejecuciones con OpenMP son muy parecidos a los anteriores.
Es lo´gico teniendo en cuenta que la distribucio´n siempre es la misma y, si resulta
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Figura 5.23: BT-MZ(Clase C): Comparativa segu´n distribucio´n de los procesos (1)
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Figura 5.24: BT-MZ(Clase C): Comparativa segu´n distribucio´n de los procesos (2)
que en un caso concreto se consigue una distribucio´n favorable, se aprovechara´ de
ello tanto SMPSs como OpenMP. En ambos casos, las ejecuciones de las clases A y
B muestran resultados similares.
Ahora que podemos suponer unos mejores resultados respecto a la eficiencia si uti-
lizamos una distribucio´n diferente de los procesos, haremos la misma comparativa
de antes para todas las clases pero incluyendo las ejecuciones con la librer´ıa DLB y
una distribucio´n c´ıclica.
Las figuras 5.25 y 5.26 correspondientes a las ejecuciones de las clases A y B siguen la
misma tendencia que las trazas anteriores de estas clases, aunque con unos valores
de Speedup superiores para las ejecuciones SMPSs y OpenMP. Los dos modelos
consiguen beneficiarse del balance de carga y ambos consiguen mejores resultados
de rendimiento.
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Figura 5.25: BT-MZ(Clase A): Speedup con una distribucio´n c´ıclica
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Figura 5.26: BT-MZ(Clase B): Speedup con una distribucio´n c´ıclica
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Figura 5.27: BT-MZ(Clase C): Speedup con una distribucio´n c´ıclica
En cuanto a la ejecucio´n de la clase C mostrada por la figura 5.27, se observa como
esta vez, los resultados de SMPSs se distancian ma´s de los resultados originales,
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aunque se sigue apreciando una mayor diferencia con los obtenidos por la ejecucio´n
OpenMP + DLB que sigue ofreciendo los mejores resultados.
Comparativa final
Finalmente se analizara´n las resultados con mayor coeficiente de Speedup de entre
los analizados. Estos son los efectuados con la librer´ıa DLB y un segundo nivel de
paralelismo, SMPSs y OpenMP. En todos los casos se aplica una distribucio´n c´ıclica
de los procesos.
En la figura 5.28 se observan las dos ejecuciones OpenMP ligeramente superiores al
resto, siendo pra´cticamente de igual resultado segu´n los recursos por nodo. En cuanto
a las ejecuciones SMPSs, la mejor de ellas se acerca a los resultados obtenidos por
OpenMP, aunque la distribucio´n de recursos en 2 threads por proceso y 2 procesos
por nodo se queda lejos de los mejores resultados.
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Figura 5.28: BT-MZ(Clase C): Speedup
Otra manera de realizar un ana´lisis global de la situacio´n consiste en calcular el
Speedup de cada modelo de programacio´n paralela respecto a su propio modelo sin
utilizar un balance de carga.
La figura 5.29 muestra el Speedup real conseguido por la librer´ıa DLB para cada
uno de los modelos, SMPSs y OpenMP. El ca´lculo se ha realizado para todas las
clases y con ejecuciones de 4 procesos por nodo.
En el gra´fico se sigue apreciando un mayor Speedup conseguido por parte de
OpenMP, pero acentuado sobretodo en ejecuciones con pocos procesadores. Este
comportamiento puede deberse a que el overhead que introduce SMPSs penaliza
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Figura 5.29: BT-MZ: Speedup respecto al modelo de programacio´n
ma´s en entornos con pocas tareas o procesos menos balanceados, como lo son en
ejecuciones con pocos procesos MPI.
Otra causa que puede explicar el alto Speedup en los primeros casos de OpenMP es
el ca´lculo extra en la tarea z_solve que necesariamente se ha an˜adido a la aplicacio´n
para paralelizar con SMPSs. El me´todo introducido y sus razones se explicaban en
la seccio´n 4.2.2. La versio´n OpenMP incluye el me´todo original que ahorra ca´lculo
en detrimento de localidad en la memoria. En ejecuciones con un nu´mero elevado
de procesos MPI, es posible que este´ penalizando el acceso a memoria, mientras
que el me´todo introducido en SMPSs tienen menor relevancia al tratarse de co´digo
paralelizable.
Cuantificacio´n del balance de carga
Con las mejoras obtenidas utilizando SMPSs y la librer´ıa DLB se cuantificara´ el
balance de carga de nuevo para compararlo con los datos iniciales. El ca´lculo se
llevara´ a cabo con una ejecucio´n sobre 8 procesadores como en el ana´lisis inicial.
La figura 5.30 representa una traza con la configuracio´n useful duration sobre un
intervalo de tiempo en que se ejecutan 3 iteraciones. La figura 5.31 muestra el his-
tograma de la misma traza, en el cual vemos que la aplicacio´n tiene ahora un 52 %
de la carga de trabajo balanceada.
En cuanto a la eficiencia, calculamos el trabajo realizado por cada thread tal como
lo hac´ıamos para la aplicacio´n WRF. El histograma de la figura 5.32 recoge los datos
nume´ricos sobre los que aplicaremos la fo´rmula de la eficiencia. As´ı, tenemos que
η = 2481,1/(451,75 ∗ 8) ≈ 0,69, es decir, los procesadores que forman la aplicacio´n
se encuentran activos durante un 69 % del tiempo a lo largo del intervalo analizado.
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USEFUL
◦ Low
◦ High
Figura 5.30: BT-MZ: useful duration
Figura 5.31: BT-MZ: Histograma de la carga de trabajo en la zona desbalanceada
En este caso, el coeficiente de eficiencia es bastante mayor al balance de carga de-
bido a que el desbalance de la aplicacio´n permite a la librer´ıa DLB repartir un
mayor trabajo entre los procesadores inactivos y conseguir una mejora de resultados
considerable.
Figura 5.32: BT-MZ: Histograma de la Eficiencia en la zona desbalanceada
En la tabla 5.5 se recogen los datos referentes a la carga de trabajo y a la eficiencia
comparando una ejecucio´n MPI con una ejecucio´n SMPSs con la librer´ıa DLB y
una distribucio´n c´ıclica. Con la nueva versio´n paralelizada se consigue un aumento
considerable en el balance de carga, consiguiendo un aumento de 17 puntos sobre el
original. En cuanto a eficiencia, los resultados son au´n ma´s contundentes, pra´ctica-
mente se dobla la relacio´n de procesadores activos entre el nu´mero total.
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Versio´n Balance de carga (LB) Eficiencia (η)
MPI 35 % 35 %
MPI+SMPSs+DLB+cyclic 52 % 69 %
Cuadro 5.5: BT-MZ: Comparativa de coeficientes conseguidos
Trazas con la librer´ıa DLB
Por u´ltimo se hara´ un breve ana´lisis sobre el comportamiento de la librer´ıa DLB
observada en las trazas. En este caso utilizaremos una ejecucio´n con 8 procesadores
y 4 procesos por nodo pero con una distribucio´n por bloques para apreciar mejor el
balance de carga que se lleva a cabo a medida que algunos procesos MPI terminan
sus tareas.
TAREA SMPSs
◦ init rhs
◦ rhs xyz
◦ x solve
◦ y solve
◦ z solve
◦ final add
DLB THREADS
◦ 1
◦ 2
◦ 3
◦ 4
Figura 5.33: Ana´lisis BT-MZ: Funcionamiento de la librer´ıa DLB
La figura 5.33 muestra dos trazas en un intervalo de tiempo correspondiente a una
iteracio´n. La primera traza recoge los eventos de ejecucio´n de tareas SMPSs y la
segunda muestra la utilizacio´n de threads por la librer´ıa DLB.
Al tratarse de una distribucio´n de procesos por bloques, los procesos correspondien-
tes a cada uno se distinguen claramente. Los 4 primeros procesos que forman el
primer nodo se balancean mucho antes que los procesos del segundo nodo y forma
un claro ejemplo del desbalance de carga entre nodos. Por esta razo´n, se consigue
un aumento notable del rendimiento cuando utilizamos una distribucio´n c´ıclica para
el benchmark BT-MZ.
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5.2.3. Conclusio´n
A diferencia de la otra aplicacio´n estudiada en el proyecto, WRF, el benchmark
BT-MZ inclu´ıa un desbalance mucho ma´s notable. Este hecho ha permitido conse-
guir unas mejoras considerables cuando se han incluido me´todos de programacio´n
paralela h´ıbridos con SMPSs y OpenMP.
Adema´s, el desbalance entre procesos ha permitido a la librer´ıa DLB hacer un reparto
de la carga de trabajo entre procesadores del nodo reduciendo el propio desbalance y
aumentando la eficiencia de todos los procesadores, lo que ha influido en el Speedup
de las dos versiones SMPSs y OpenMP respecto al original.
En cuanto a la comparacio´n entre los dos modelos de programacio´n paralela de grano
fino que hac´ıan uso de la librer´ıa DLB, SMPSs y OpenMP, e´ste u´ltimo ha dominado
ligeramente los gra´ficos de rendimiento con respecto a SMPSs. Sin embargo, hay que
tener en cuenta que la primera especificacio´n de OpenMP salio´ 10 an˜os antes que
SMPSs y que el equipo del BSC sigue trabajando en el desarrollo del proyecto, por lo
que se podr´ıan obtener mejores resultados en un futuro. Y a parte de los resultados
obtenidos, SMPSs ofrece una nueva visio´n de programacio´n paralela basada en tareas
en la que el propio runtime es el encargado de manejar el orden de las tareas y an˜adir
sincronismo cuando sea necesario.
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Cap´ıtulo 6
Planificacio´n y Ana´lisis econo´mico
El contenido de este cap´ıtulo pretende mostrar, por una parte, la planificacio´n que
se ha seguido a lo largo del proyecto para realizar la investigacio´n, el contenido y la
recopilacio´n de datos para la memoria, y adema´s cuantificar el coste econo´mico que
supondr´ıa aplicar las te´cnicas estudiadas en otra aplicacio´n.
6.1. Planificacio´n del proyecto
En este apartado se muestra la planificacio´n que se ha seguido para completar el
proyecto. La tabla 6.1 recoge la propuesta de horas para cada apartado que se
realizo´ antes de comenzar el proyecto y el resultado final despue´s de haberlo com-
pletado.
En primer lugar se planifico´ el estudio del entorno para aprender los conceptos
ba´sicos del modelo de programacio´n SMPSs y del entorno de usuario en el super-
computador MareNostrum. Lo´gicamente, a parte del estudio inicial, este aprendizaje
ha sido progresivo a lo largo del proyecto.
Una vez se tuvo confianza con el modelo de programacio´n, se empezo´ el ana´lisis de
la aplicacio´n WRF para localizar y cuantificar los desbalances de carga que ten´ıa la
aplicacio´n. La tarea de paralelizar este co´digo fue de las ma´s costosas porque, adema´s
de trabajar con un modelo nuevo, se intento´ en un primer lugar paralelizar varias
porciones del co´digo con un gran componente de ca´lculo, tuvieran desbalance o no.
Luego se vio que el trabajo realizado no aportaba nada interesante a la tema´tica
del proyecto y se decidio´ centrar los esfuerzos so´lo en las partes desbalanceadas del
co´digo. La parte de resultados y pruebas se refiere a probar diferentes versiones
paralelas de la aplicacio´n y ver cua´l de ellas supon´ıa mejoras en el rendimiento,
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Concepto Horas previstas Horas finales
Estudio del entorno 20 20
WRF
Ana´lisis de la aplicacio´n 40 40
Paralelizacio´n con SMPSs 100 120
Resultados y pruebas 40 60
Ana´lisis de rendimiento 100 100
BT-MZ
Ana´lisis del benchmark 30 30
Paralelizacio´n con SMPSs 80 80
Resultados y pruebas 40 40
Ana´lisis de rendimiento 80 100
Documentacio´n 80 120
Total 610 710
Cuadro 6.1: Planificacio´n de trabajo
adema´s de comprobar una solucio´n satisfactoria del problema de entrada. Por u´ltimo,
el ana´lisis de rendimiento se refiere al intervalo de tiempo en que se recoge el mayor
nu´mero posible de mediciones en las ejecuciones, tanto las comparativas de eficiencia
como las trazas asociadas.
En cuanto al benchmark BT-MZ, el tiempo dedicado ha sido inferior ba´sicamente
por el nu´mero de l´ıneas de co´digo de la aplicacio´n, y porque no sigue un modelo
tan complejo y amplio como WRF. El co´digo esta´ mucho ma´s centrado en fases de
comunicacio´n y co´mputo, y por tanto con un ra´pido ana´lisis se consigue localizar
las funciones candidatas a balancear. Au´n as´ı el nu´mero de horas de paralelizacio´n
es alto debido a algu´n cambio significativo en el co´digo para que sea paralelizable.
En este caso se han aplicado te´cnicas ma´s complejas que las aplicadas en la aplica-
cio´n WRF. El ana´lisis de rendimiento ha sido ma´s costoso de lo esperado a causa
de la gran cantidad de ejecuciones diferentes que se hicieron, las combinaciones en-
tre clases, nu´mero de procesos MPI, threads, distribucio´n y diferentes modelos de
programacio´n han supuesto centenares de pruebas.
La fase de documentacio´n incluye tanto la realizacio´n de esta memoria como el
informe previo presentado tres meses antes. La recopilacio´n de datos y estad´ısticas
para la memoria se ha realizado muchas veces conjuntamente con otros apartados,
y se empezo´ a realizar una vez se tuvo las primeras versiones paralelizadas de las
dos aplicaciones.
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6.2. Impacto econo´mico
En esta seccio´n se hara´ el balance econo´mico de los costes del proyecto, tanto los
relativos a contratacio´n de personal como el coste material. Se supone una situacio´n
en que se contrata una empresa externa encargada de llevar a cabo la paralelizacio´n
de segundo nivel SMPSs sobre una aplicacio´n ya paralelizada con MPI, tal como se
ha realizado a lo largo del proyecto.
El cuadro 6.2 mostrar´ıa el coste de personal necesario para llevar a cabo la tarea
teniendo en cuenta el sueldo medio actual. Aunque en este proyecto se haya para-
lelizado dos aplicaciones, en una de ellas so´lo se ha trabajado sobre un porcentaje
mı´nimo y la otra era un benchmark, por tanto asumiremos que en una situacio´n
real, el coste en tiempo de paralelizar una aplicacio´n compleja ser´ıa la suma de las
dos.
Perfil Sueldo Horas Coste
Analista 50 e/h 450 22.500 e
Programador 30 e/h 260 7.800 e
Total 710 30.300 e
Cuadro 6.2: Coste de implementacio´n
El tiempo en horas de analista es bastante mayor debido al ana´lisis inicial y al
estudio de te´cnicas de paralelizacio´n previas a empezar a disen˜ar, y por esta razo´n
tiene mucho mayor peso en la carga del proyecto. Adema´s la duracio´n de las fases
del ana´lisis de rendimiento y la fase de la composicio´n de la memoria van asociadas
tambie´n a este perfil. En cuanto al programador, podr´ıa ser incluso menos horas
pero se tiene en cuenta el proceso iterativo en que se analiza y disen˜a, se programa
y se vuelve a disen˜ar.
A parte del coste en personal, una parte considerable del presupuesto deber´ıa ir
dirigido a una prestacio´n de servicios en un supercomputador. Sin embargo, en este
caso el supercomputador MareNostrum esta´ concebido para ejecutar trabajos de
investigacio´n en forma de concursos para quien lo solicite, y por tanto sin coste
directo para el proyecto. Au´n as´ı, en otra situacio´n podr´ıa suponer otros costes que
aqu´ı no se especifican.
La tabla 6.3 recopila los costes de personal para la implementacio´n, antes mencio-
nados, y el coste de material f´ısico para completar el proyecto. Se ha considerado
ba´sico para la realizacio´n del proyecto algunos costes menores como el material de
oficina que precisar´ıa una empresa y al menos un ordenador personal para realizar
92 CAPI´TULO 6. PLANIFICACIO´N Y ANA´LISIS ECONO´MICO
los cambios en el co´digo. Si bien el coste del ordenador podr´ıa ser amortizable para
la empresa o el trabajador, el coste total de la implementacio´n constituye la mayor
parte del coste total.
Concepto Coste
Ordenador Personal 1.200 e
Material Oficina 300 e
Implementacio´n 30.300 e
Total 31.800 e
Cuadro 6.3: Coste total del proyecto
Cap´ıtulo 7
Conclusiones
En el u´ltimo cap´ıtulo se exponen las conclusiones finales del Proyecto Final de
Carrera, en particular una valoracio´n sobre los objetivos que se han marcado al
inicio de la memoria y una valoracio´n personal sobre la experiencia obtenida al
realizar este proyecto.
7.1. Satisfaccio´n de los objetivos
Los objetivos iniciales del proyecto marcaban como meta modificar algunas aplica-
ciones HPC para incluirles un segundo nivel de paralelismo con SMPSs y mejorar el
desbalance de carga que padec´ıan inicialmente.
Se han escogido dos aplicaciones originalmente paralelizadas con MPI y que pre-
sentaban un cierto desbalance de carga, cada una de una magnitud diferente, se les
ha aplicado el segundo nivel de paralelismo con el modelo de programacio´n SMPSs
desarrollado en el BSC y se han analizado las trazas de sus ejecuciones con Paraver,
otra herramienta tambie´n desarrollada en el BSC.
Con el ana´lisis de aplicaciones modificadas se ha corroborado la mejora en cuanto
al balance de carga que presentaban las nuevas ejecuciones gracias a la utilizacio´n
de la librer´ıa DLB, que tambie´n se ha desarrollado e implementado en el BSC. Y la
mejor´ıa en el balance de carga de las aplicaciones se ha traducido en una reduccio´n
en los tiempos de ejecucio´n.
Adema´s, se han podido analizar ejecuciones de las aplicaciones con un segundo
modelo de programacio´n paralela de grano fino, OpenMP, y an˜adirle un balance de
carga. Con lo cual se han conseguido sacar ciertas conclusiones sobre las ventajas
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de un modelo y otro a la hora de programar y de obtener resultados en la mejora
de la eficiencia.
7.2. Valoracio´n personal
El Proyecto Final de Carrera tiene como finalidad realizar un trabajo de investiga-
cio´n o desarrollo en el que se pongan en pra´ctica los conceptos aprendidos a lo largo
de la carrera y se investiguen aquellos que no se han visto.
En este sentido, he aplicado muchos de los conocimientos obtenidos en la carrera de
Ingenier´ıa Informa´tica, como pueden ser conceptos de arquitectura de computadores,
disen˜o de programacio´n, modelos de programacio´n paralela, estructuras de datos y
algoritmos, etce´tera.
En cuanto a nuevos conceptos aprendidos, he tenido la oportunidad de trabajar en
un entorno de supercomputacio´n gracias a los recursos que me ha proporcionado el
centro BSC-CNS para realizar el proyecto. Adema´s, a lo largo del trabajo he ido
aprendiendo nuevas te´cnicas de programacio´n paralela utilizando SMPSs y MPI, y
experiencia en el uso de Paraver para obtener trazas de las ejecuciones para analizar
aplicaciones paralelas.
Ape´ndice A
Co´digo WRF
Mo´dulo de micro-f´ısica
Co´digo A.1: Interfaces de las tareas de micro-f´ısica
INTERFACE
!$CSS TASK
SUBROUTINE task_mp_gt_driver(qv,qc,qr,qi,qs,qg,ni,th, &
pii ,p,dz ,dt_in ,itimestep ,RAINNC ,RAINNCV ,SR , &
ids ,ide ,jds ,jde ,kds ,kde , &
ims ,ime ,jms ,jme ,kms ,kme , &
its ,ite ,jts ,jte ,kts ,kte , &
i_start ,i_end ,j )
REAL ,DIMENSION(ims:ime , kms:kme),INTENT(INOUT):: &
qv,qc,qr,qi,qs,qg,ni,th
REAL ,DIMENSION(ims:ime , kms:kme),INTENT(IN)::pii ,p,dz
REAL ,DIMENSION(ims:ime),INTENT(INOUT)::RAINNC ,RAINNCV ,SR
REAL ,INTENT(IN):: dt_in
INTEGER ,INTENT(IN)::itimestep ,i_start ,i_end ,j
INTEGER ,INTENT(IN)::ids ,ide ,jds ,jde ,kds ,kde
INTEGER ,INTENT(IN)::ims ,ime ,jms ,jme ,kms ,kme
INTEGER ,INTENT(IN)::its ,ite ,jts ,jte ,kts ,kte
END SUBROUTINE task_mp_gt_driver
!$CSS TASK
SUBROUTINE task_wsm3(th,q,qci ,qrs ,w,den ,pii ,p,delz ,delt , &
g,cpd ,cpv ,rd ,rv ,t0c ,ep1 ,ep2 ,qmin ,XLS ,XLV0 ,XLF0 , &
den0 ,denr ,cliq ,cice ,psat ,rain ,rainncv , &
snow ,snowncv ,sr , &
ids ,ide , jds ,jde , kds ,kde , &
ims ,ime , jms ,jme , kms ,kme , &
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its ,ite , jts ,jte , kts ,kte )
REAL ,DIMENSION(ims:ime ,kms:kme),INTENT(INOUT):: &
th,q,qci ,qrs
REAL ,DIMENSION(ims:ime ,kms:kme),INTENT(IN):: &
w,den ,pii ,p,delz
REAL ,DIMENSION(ims:ime),INTENT(INOUT) :: &
rain ,rainncv ,snow ,snowncv ,sr
REAL ,INTENT(IN)::delt ,g,rd ,rv ,t0c ,den0 ,cpd ,cpv ,ep1 ,ep2
REAL ,INTENT(IN)::qmin ,XLS ,XLV0 ,XLF0 ,cliq ,cice ,psat ,denr
INTEGER ,INTENT(IN)::ids ,ide ,jds ,jde ,kds ,kde
INTEGER ,INTENT(IN)::ims ,ime ,jms ,jme ,kms ,kme
INTEGER ,INTENT(IN)::its ,ite ,jts ,jte ,kts ,kte
END SUBROUTINE task_wsm3
END INTERFACE
Co´digo A.2: Llamada a la tarea mp gt driver (Thompson)
SUBROUTINE microphysics_driver
...
DO j = jts_thompson , jte_thompson
CALL task_mp_gt_driver(qv_curr(ims ,kms ,j), &
qc_curr(ims ,kms ,j),qr_curr(ims ,kms ,j), &
qi_curr(ims ,kms ,j),qs_curr(ims ,kms ,j), &
qg_curr(ims ,kms ,j),qni_curr(ims ,kms ,j),th(ims ,kms ,j),&
pi_phy(ims ,kms ,j),p(ims ,kms ,j),dz8w(ims ,kms ,j), &
dt ,itimestep ,RAINNC(ims ,j),RAINNCV(ims ,j),SR(ims ,j), &
ids ,ide ,jds ,jde ,kds ,kde , ims ,ime ,jms ,jme ,kms ,kme , &
its ,ite ,jts ,jte ,kts ,kte , its_thompson ,ite_thompson ,j )
ENDDO
...
END SUBROUTINE microphysics_driver
Co´digo A.3: Llamada a la tarea wsm3
SUBROUTINE microphysics_driver
...
DO j=jts ,jte
CALL task_wsm3( th(ims ,kms ,j), qv_curr(ims ,kms ,j), &
qc_curr(ims ,kms ,j),qr_curr(ims ,kms ,j),w(ims ,kms ,j), &
rho(ims ,kms ,j),pi_phy(ims ,kms ,j),p(ims ,kms ,j), &
dz8w(ims ,kms ,j),dt ,g,cp ,cpv ,r_d ,r_v ,svpt0 ,ep_1 ,ep_2 , &
epsilon ,xls ,xlv ,xlf ,rhoair0 ,rhowater ,cliq ,cice ,psat , &
rainnc(ims ,j),rainncv(ims ,j),snownc(ims ,j), &
snowncv(ims ,j),sr(ims ,j),ids ,ide ,jds ,jde ,kds ,kde , &
ims ,ime ,jms ,jme ,kms ,kme , its ,ite ,jts ,jte ,kts ,kte )
ENDDO
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...
END SUBROUTINE microphysics_driver
Bucle Runge-Kutta
Co´digo A.4: Interfaz de la tarea phy prep
INTERFACE
!$CSS TASK
SUBROUTINE task_phy_prep( u_phy ,v_phy ,pi_phy ,p_phy ,p8w , &
t_phy ,th_phy ,t8w ,mu_3d ,rho ,z,dz8w ,z_at_w , pb ,p, &
u,v,v1 ,alt ,ph ,phb ,t,mu ,fzm ,fzp ,moist , &
ims ,ime ,kms ,kme ,its ,ite ,kts ,kte ,k_end ,kde )
REAL ,DIMENSION(ims:ime ,kms:kme),INTENT(IN)::moist , &
pb,p,u,v,v1,alt ,ph,phb ,t
REAL ,DIMENSION(ims:ime ,kms:kme),INTENT(OUT):: &
u_phy ,v_phy ,pi_phy ,p_phy ,p8w ,t_phy ,th_phy , &
t8w ,mu_3d ,rho ,z,dz8w ,z_at_w
REAL ,DIMENSION(ims:ime),INTENT(IN)::mu
REAL ,DIMENSION(kms:kme),INTENT(IN)::fzm ,fzp
INTEGER ,INTENT(IN)::ims ,ime ,kms ,kme
INTEGER ,INTENT(IN)::its ,ite ,kts ,kte ,k_end , kde
END SUBROUTINE task_phy_prep
...
Co´digo A.5: Interfaz de la tarea 3d div 2d
...
!$CSS TASK
SUBROUTINE task_3d_div_2d( matrix ,divisor , &
ims ,ime ,jms ,jme ,kms ,kme ,its ,ite ,jts ,jte ,kts ,kte )
REAL ,INTENT(INOUT):: matrix(ims:ime ,kms:kme ,jms:jme)
REAL ,INTENT(IN):: divisor(ims:ime ,jms:jme)
INTEGER ,INTENT(IN)::ims ,ime ,jms ,jme ,kms ,kme
INTEGER ,INTENT(IN)::its ,ite ,jts ,jte ,kts ,kte
END SUBROUTINE task_3d_div_2d
END INTERFACE
Co´digo A.6: Llamada a las tareas de la subrutina phy prep
SUBROUTINE phy_prep
...
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DO j = jts , jte
CALL task_phy_prep( u_phy(ims ,kms ,j), v_phy(ims ,kms ,j),&
pi_phy(ims ,kms ,j), p_phy(ims ,kms ,j), p8w(ims ,kms ,j), &
t_phy(ims ,kms ,j), th_phy(ims ,kms ,j), t8w(ims ,kms ,j), &
mu_3d(ims ,kms ,j), rho(ims ,kms ,j), z(ims ,kms ,j), &
dz8w(ims ,kms ,j), z_at_w(ims ,kms ,j), pb(ims ,kms ,j), &
p(ims ,kms ,j), u(ims ,kms ,j), v(ims ,kms ,j), &
v(ims ,kms ,j+1), alt(ims ,kms ,j), ph(ims ,kms ,j), &
phb(ims ,kms ,j), t(ims ,kms ,j), mu(ims ,j), fzm , fzp , &
moist(ims ,kms ,j,P_QV), &
ims ,ime ,kms ,kme ,its ,ite , kts ,kte , k_end , kde )
ENDDO
CALL task_3d_div_2d( rthraten , mu , &
ims ,ime , jms ,jme , kms ,kme , &
its ,ite , jts ,jte , kts ,k_end )
CALL task_3d_div_2d( rqrcuten , mu , &
ims ,ime , jms ,jme , kms ,kme , &
its ,ite , jts ,jte , kts ,k_end )
CALL task_3d_div_2d( rthndgdten , mu , &
ims ,ime , jms ,jme , kms ,kme , &
its ,ite , jts ,jte , kts ,k_end )
CALL task_3d_div_2d ( ... )
...
END SUBROUTINE phy_prep
Co´digo A.7: Interfaz de la tarea surface driver
INTERFACE
!$CSS TASK
SUBROUTINE task_surface_driver( br,chklowq ,dx,dz8w ,dzs , &
glw ,gsw ,gz1oz0 ,hfx ,ifsnow ,isfflx ,isltyp ,ivgtyp , &
mavail ,rmol ,num_soil_layers ,p8w ,pblh ,psih ,psim , &
p_phy ,q2,qfx ,qsfc ,raincv ,sfcevp ,smois ,snowc ,th2 , &
tmn ,tslb ,tsk ,t_phy ,u10 ,ust ,u_frame ,u_phy ,v10 , &
vegfra ,v_frame ,v_phy ,wspd ,xice ,xland ,znt ,zs , &
xicem ,isice ,iswater ,lh ,sh2o ,flqc ,flhc ,psfc ,sst , &
sst_update ,t2,emiss ,qv_curr ,capg ,mol ,rainncv , &
rainbl ,regime ,thc ,uratx ,vratx ,tratx ,omlcall , &
oml_gamma ,tml ,t0ml ,hml ,h0ml ,huml ,hvml ,f,ustm ,ck , &
cka ,cd ,cda ,isftcflx ,radiation ,dtmin ,dtbl , &
run_param ,j,ids ,ide ,jds ,jde ,kds ,kde ,ims ,ime , &
jms ,jme ,kms ,kme ,its ,ite ,jts ,jte ,kts ,kte )
99
REAL ,DIMENSION(ims:ime ,1: num_soil_layers), &
INTENT(INOUT)::SH2O ,smois ,tslb
REAL ,DIMENSION(ims:ime ,kms:kme),INTENT(IN)::u_phy ,v_phy
REAL ,DIMENSION(ims:ime),INTENT(INOUT)::qv_curr , &
hfx ,rmol ,pblh ,q2 ,qfx ,qsfc ,snowc ,th2 ,tsk ,ust , &
wspd ,znt ,sfcevp ,flhc ,flqc ,tmn ,vegfra ,xland , &
xicem ,mavail ,lh,tml ,t0ml ,hml ,h0ml ,huml ,hvml , &
capg ,emiss ,mol ,regime ,rainbl ,t2
REAL ,DIMENSION(ims:ime),INTENT(OUT):: &
br,chklowq ,gz1oz0 ,psih ,psim ,u10 ,v10 ,psfc
ck,cka ,cd,cda ,ustm ,uratx ,vratx ,tratx
REAL ,DIMENSION(ims:ime),INTENT(IN)::glw ,gsw ,raincv , &
sst ,xice ,f,rainncv ,thc ,dz8w ,p8w ,p_phy ,t_phy
REAL ,DIMENSION (1: num_soil_layers),INTENT(IN)::dzs ,zs
REAL ,INTENT(IN)::dtmin ,dtbl ,u_frame ,v_frame ,dx ,oml_gamma
INTEGER ,DIMENSION(ims:ime),INTENT(INOUT)::isltyp ,ivgtyp
INTEGER ,INTENT(IN)::ids ,ide ,jds ,jde ,kds ,kde
INTEGER ,INTENT(IN)::ims ,ime ,jms ,jme ,kms ,kme
INTEGER ,INTENT(IN)::its ,ite ,jts ,jte ,kts ,kte
INTEGER ,INTENT(IN)::ifsnow ,isfflx ,num_soil_layers ,j
INTEGER ,INTENT(IN)::isftcflx ,omlcall ,isice ,iswater
LOGICAL ,INTENT(IN)::radiation ,run_param ,sst_update
END SUBROUTINE task_surface_driver
END INTERFACE
Co´digo A.8: Interfaz de la tarea init ysu e init phytmp
INTERFACE
!$CSS TASK
SUBROUTINE task_init_ysu( tskold ,ustold ,zntold ,tsk ,ust , &
znt ,rthblten ,rublten ,rvblten ,rqcblten ,rqvblten , &
rqiblten ,num_tiles ,flag_QI ,ims ,ime ,jms ,jme , &
kms ,kme ,i_start ,i_end ,j_start ,j_end ,kts ,kte )
REAL ,DIMENSION(ims:ime ,kms:kme ,jms:jme),INTENT(OUT):: &
rthblten ,rublten ,rvblten ,rqcblten ,rqvblten ,rqiblten
REAL ,DIMENSION(ims:ime ,jms:jme),INTENT(OUT):: &
tskold ,ustold ,zntold
REAL ,DIMENSION(ims:ime ,jms:jme),INTENT(IN)::tsk ,ust ,znt
INTEGER ,DIMENSION (1: num_tiles),INTENT(IN):: &
i_start ,i_end ,j_start ,j_end
INTEGER ,INTENT(IN)::kts ,kte ,num_tiles
INTEGER ,INTENT(IN)::ims ,ime ,jms ,jme ,kms ,kme
LOGICAL ,INTENT(IN):: flag_QI
END SUBROUTINE task_init_ysu
!$CSS TASK
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SUBROUTINE task_init_phytmp(v_phytmp ,u_phytmp , &
u_phy ,v_phy ,p8w ,psfc ,u_frame ,v_frame , &
i_start ,i_end ,j_start ,j_end , &
ims ,ime ,jms ,jme ,kms ,kme ,kts ,kte ,num_tiles )
REAL ,DIMENSION(ims:ime ,kms:kme ,jms:jme), &
INTENT(OUT)::v_phytmp ,u_phytmp
REAL ,DIMENSION(ims:ime ,kms:kme ,jms:jme), &
INTENT(IN)::u_phy ,v_phy ,p8w
REAL ,DIMENSION(ims:ime ,jms:jme),INTENT(OUT)::psfc
REAL ,INTENT(IN)::u_frame ,v_frame
INTEGER ,DIMENSION(num_tiles),INTENT(IN):: &
i_start ,i_end ,j_start ,j_end
INTEGER ,INTENT(IN)::ims ,ime ,jms ,jme ,kms ,kme
INTEGER ,INTENT(IN)::kts ,kte ,num_tiles
END SUBROUTINE task_init_phytmp
...
Co´digo A.9: Interfaz de la tarea ysu
...
!$CSS TASK
SUBROUTINE task_ysu( ux,vx,tx,qx,qcx ,qix ,pi2d ,rublten , &
rvblten ,rthblten ,rqvblten ,rqcblten ,rqiblten ,cp , &
g,rovcp ,rd ,rovg ,dz8w ,z,xlv ,rv ,psfc ,znu ,znw ,mut , &
p_top ,znt ,ust ,zol ,hol ,hpbl ,psim ,psih ,xland ,hfx , &
qfx ,tsk ,gz1oz0 ,wspd ,br ,dt ,dtmin ,kpbl1d ,svp1 ,svp2 ,&
svp3 ,svpt0 ,ep1 ,ep2 ,karman ,eomeg ,stbolt ,exch_h , &
u10 ,v10 ,ids ,ide ,jds ,jde ,kds ,kde ,ims ,ime ,jms , &
jme ,kms ,kme ,its ,ite ,jts ,jte ,kts ,kte ,regime ,j )
REAL ,DIMENSION(ims:ime ,kms:kme),INTENT(IN):: &
ux,vx,tx,qx,qcx ,qix ,pi2d ,dz8w ,z
REAL ,DIMENSION(ims:ime ,kms:kme),INTENT(INOUT):: &
rublten ,rvblten ,rthblten ,rqvblten ,rqcblten , &
rqiblten ,exch_h
REAL ,DIMENSION(ims:ime),INTENT(IN)::psfc ,psim , &
psih ,xland ,hfx ,qfx ,tsk ,gz1oz0 ,br ,u10 ,v10 ,mut
REAL ,DIMENSION(ims:ime),INTENT(INOUT):: &
znt ,ust ,zol ,hol ,hpbl ,wspd ,regime
REAL ,DIMENSION(kms:kme),INTENT(IN)::znu ,znw
REAL ,INTENT(IN)::dt ,dtmin ,cp ,g,rovcp ,rovg ,rd ,xlv , &
rv,p_top ,svp1 ,svp2 ,svp3 ,svpt0 ,ep1 ,ep2 , &
karman ,eomeg ,stbolt
INTEGER ,DIMENSION(ims:ime),INTENT(OUT):: kpbl1d
INTEGER ,INTENT(IN)::ids ,ide ,jds ,jde ,kds ,kde
INTEGER ,INTENT(IN)::ims ,ime ,jms ,jme ,kms ,kme
INTEGER ,INTENT(IN)::its ,ite ,jts ,jte ,kts ,kte ,j
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END SUBROUTINE task_ysu
END INTERFACE
Co´digo A.10: Llamadas a las tareas en la subrutina pbl driver
SUBROUTINE pbl_driver
...
CALL task_init_ysu( tskold ,ustold ,zntold ,tsk ,ust ,znt , &
rthblten ,rublten ,rvblten ,rqcblten ,rqvblten ,rqiblten , &
num_tiles ,flag_qi ,ims ,ime ,jms ,jme ,kms ,kme , &
i_start ,i_end ,j_start ,j_end ,kts ,min(kte+1,kde) )
CALL task_init_phytmp( v_phytmp ,u_phytmp ,u_phy ,v_phy , &
p8w ,psfc ,u_frame ,v_frame ,i_start ,i_end ,j_start ,j_end , &
ims ,ime ,jms ,jme ,kms ,kme ,kts ,kte ,num_tiles )
!$CSS BARRIER
...
DO j = jts ,jte
CALL task_ysu( u_phytmp(ims ,kms ,j), &
v_phytmp(ims ,kms ,j),t_phy(ims ,kms ,j), &
qv_curr(ims ,kms ,j),qc_curr(ims ,kms ,j), &
... &
ids ,ide , jds ,jde , kds ,kde , &
ims ,ime , jms ,jme , kms ,kme , &
its ,ite , jts ,jte , kts ,kte )
ENDDO
!$CSS BARRIER
END SUBROUTINE pbl_driver
Co´digo A.11: Interfaz de la tarea 3d x 2d
INTERFACE
!$CSS TASK
SUBROUTINE task_3d_x_2d(matrix ,multiplier ,i_start ,i_end , &
j_start ,j_end ,kts ,kte ,num_tiles , &
ids ,ide ,jds ,jde ,kds ,kde ,ims ,ime ,jms ,jme ,kms ,kme , )
REAL ,INTENT(INOUT):: matrix(ims:ime ,kms:kme ,jms:jme)
REAL ,INTENT(IN):: multiplier(ims:ime ,jms:jme)
INTEGER ,DIMENSION (1: num_tiles),INTENT(IN):: &
i_start ,i_end ,j_start ,j_end
INTEGER ,INTENT(IN)::ids ,ide ,jds ,jde ,kds ,kde
INTEGER ,INTENT(IN)::ims ,ime ,jms ,jme ,kms ,kme
INTEGER ,INTENT(IN)::kts ,kte ,num_tiles
END SUBROUTINE task_3d_x_2d
END INTERFACE
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Co´digo A.12: Llamadas a las tareas de calculate phy tend
SUBROUTINE calculate_phy_tend
...
CALL task_3d_x_2d(RUBLTEN , mu , &
... &
kts , kte , num_tiles )
CALL task_3d_x_2d(RVBLTEN , mu , &
... &
kts , kte , num_tiles )
CALL task_3d_x_2d(RTHBLTEN , mu , &
... &
kts , kte , num_tiles )
...
END SUBROUTINE calculate_phy_tend
Ape´ndice B
Co´digo BT-MZ
Co´digo B.1: Tarea x solve
!$CSS TASK
subroutine task_x_solve( rho_i ,qs,square ,u,rhs ,nx,nxmax , &
ny,c1,c2,con43 ,c3c4 ,c1345 ,dt,tx1 ,tx2 ,dx1 ,dx2 ,dx3 , &
dx4 ,dx5 ,bs_limit )
double precision ,dimension (0:nxmax -1,0:ny -1,1: bs_limit), &
intent(in)::rho_i ,qs ,square
double precision ,dimension (5,0:nxmax -1,0:ny -1,1: bs_limit),&
intent(in)::u,rhs
double precision ,intent(in)::c1 ,c2 ,con43 ,c3c4 ,c1345 ,dt
double precision ,intent(in)::tx1 ,tx2 ,dx1 ,dx2 ,dx3 ,dx4 ,dx5
integer ,intent(in)::nx ,nxmax ,ny ,bs_limit
end subroutine task_x_solve
Co´digo B.2: Tarea y solve
!$CSS TASK
subroutine task_y_solve( rho_i ,qs,square ,u,rhs ,nx,nxmax , &
ny,c1,c2,con43 ,c3c4 ,c1345 ,dt,tx1 ,tx2 ,dx1 ,dx2 ,dx3 , &
dx4 ,dx5 ,bs_limit )
double precision ,dimension (0:nxmax -1,0:ny -1,1: bs_limit), &
intent(in)::rho_i ,qs ,square
double precision ,dimension (5,0:nxmax -1,0:ny -1,1: bs_limit),&
intent(in)::u,rhs
double precision ,intent(in)::c1 ,c2 ,con43 ,c3c4 ,c1345 ,dt
double precision ,intent(in)::tx1 ,tx2 ,dx1 ,dx2 ,dx3 ,dx4 ,dx5
integer ,intent(in)::nx ,nxmax ,ny ,bs_limit
end subroutine task_x_solve
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Co´digo B.3: Declaracio´n de la tarea z solve
!$CSS TASK
subroutine task_z_solve( qs,square ,u,rhs ,rhs_pre ,lhs_cc , &
lhs_cc_pre ,nx,nxmax ,ny,nz,c1,c2,c3,c4,con43 ,c3c4 , &
c1345 ,dt,tz1 ,tz2 ,dz1 ,dz2 ,dz3 ,dz4 ,dz5 , &
k,bs_limit ,block )
double precision ,dimension (0:nxmax -1,0:ny -1,0:nz -1), &
intent(in)::qs ,square
double precision ,dimension (5,0:nxmax -1,0:ny -1,0:nz -1), &
intent(in)::u
double precision ,dimension (5,0:nxmax -1,1: bs_limit), &
intent(inout)::rhs
double precision ,dimension (5,0:nxmax -1,1: bs_limit), &
intent(inout):: rhs_pre
double precision ,dimension (5,5,1:nx -2,1: bs_limit), &
intent(inout):: lhs_cc
double precision ,dimension (5,5,1:nx -2,1: bs_limit), &
intent(in):: lhs_cc_pre
double precision ,intent(in)::c1 ,c2 ,c3 ,c4 ,con43 ,c3c4 ,c1345
double precision ,intent(in)::dt ,tz1 ,tz2 ,dz1 ,dz2 ,dz3 ,dz4 ,dz5
integer ,intent(in)::nx ,nxmax ,ny ,nz ,k
integer ,intent(in)::bs_limit ,block
end subroutine task_z_solve
Co´digo B.4: Tarea init rhs
!$CSS TASK
subroutine task_init_rhs( rho_i ,us,vs,ws,qs,square ,rhs , &
forcing ,u,nx ,nxmax ,ny ,nz ,bs_limit )
double precision ,dimension (0:nxmax -1,0:ny -1,1: bs_limit), &
intent(inout)::rho_i ,us ,vs ,ws ,qs ,square
double precision ,dimension (5,0:nxmax -1,0:ny -1,1: bs_limit),&
intent(in)::forcing ,u,rhs
integer ,intent(in)::nx ,nxmax ,ny ,nz ,bs_limit
end subroutine task_init_rhs
Co´digo B.5: Tarea rhs xyz
!$CSS TASK
subroutine task_rhs_xyz( rho_i ,us,vs,ws,qs,square ,rhs ,u &
nx,nxmax ,ny,nz,bs_limit ,block )
double precision ,dimension (0:nxmax -1,0:ny -1,0:nz -1), &
intent(in)::rho_i ,us ,vs ,ws ,qs ,quare
double precision ,dimension (5,0:nxmax -1,0:ny -1,0:nz -1), &
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intent(in)::u
double precision ,dimension (5,0:nxmax -1,0:ny -1,1: bs_limit),&
intent(inout)::rhs
integer ,intent(in)::nx ,nxmax ,ny ,nz ,bs_limit ,block
end subroutine task_rhs_xyz
Co´digo B.6: Tarea add
!$CSS TASK
subroutine task_final_add( rhs ,rhs_pre ,lhs_cc ,u, &
nx, nxmax , ny, bs_limit )
double precision ,dimension (5,0:nxmax -1,1: bs_limit), &
intent(inout)::u,rhs ,rhs_pre
double precision ,dimension (5,5,1:nx -2,1: bs_limit), &
intent(in):: lhs_cc
integer ,intent(in)::nx ,nxmax ,ny ,bs_limit
end subroutine task_final_add
Co´digo B.7: Subrutina adi - cuerpo de la iteracio´n
subroutine adi(rho_i ,us,vs,ws,qs,square ,rhs ,forcing ,u,nx,
nxmax ,ny ,nz)
! init rhs
! block [ 0 .. nz ]
IT_PROPOSED = myid + myid + 2
bs = (nz + IT_PROPOSED -1) / IT_PROPOSED
IT_PER_TASK = (nz + bs -1) / bs
do b = 0, IT_PER_TASK -1
block = b*bs
bs_limit = min( bs, nz+1-block)
call task_init_rhs( rho_i(0,0,block),us(0,0,block), &
vs(0,0,block),ws(0,0,block),qs(0,0,block), &
square(0,0,block),rhs(1,0,0,block), &
forcing (1,0,0,block),u(1,0,0,block), &
nx,nxmax ,ny,nz,bs_limit )
enddo
!$CSS BARRIER
! rhs(x,y,z) and solve(x,y)
! block [ 1 .. nz -2 ]
ksize = nz -2
IT_PROPOSED = nz -2 !myid + myid + 2
bs = (ksize + IT_PROPOSED -1) / IT_PROPOSED
IT_PER_TASK = (ksize + bs -1) / bs
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do b = 0, IT_PER_TASK -1
block = b*bs + 1
bs_limit = min( bs, nz -1-block)
call task_rhs_xyz( rho_i ,us ,vs ,ws ,qs ,square , &
rhs(1,0,0,block),u,nx ,nxmax ,ny ,nz ,bs_limit ,block )
call task_x_solve( rho_i(0,0,block),qs(0,0,block), &
square(0,0,block),u(1,0,0,block), &
rhs(1,0,0,block),nx ,nxmax ,ny ,c1 ,c2 ,con43 ,c3c4 , &
c1345 ,dt ,tx1 ,tx2 ,dx1 ,dx2 ,dx3 ,dx4 ,dx5 ,bs_limit )
call task_y_solve( rho_i(0,0,block),qs(0,0,block), &
square(0,0,block),u(1,0,0,block), &
rhs(1,0,0,block),nx ,nxmax ,ny ,c1 ,c2 ,con43 ,c3c4 , &
c1345 ,dt ,ty1 ,ty2 ,dy1 ,dy2 ,dy3 ,dy4 ,dy5 ,bs_limit )
enddo
!$CSS BARRIER
! solve(z)
! block [ 1 .. ny -2 ] [ k ]
ksize = nz -1
ysize = ny -2
bs = (ysize + IT_PROPOSED -1) / IT_PROPOSED
IT_PER_TASK = (ysize + bs -1) / bs
do k = 0, ksize
do b = 0, IT_PER_TASK -1
block = b*bs + 1
bs_limit = min( bs, ny -1-block)
call task_z_solve( qs , square ,u,rhs(1,0,block ,k), &
rhs(1,0,block ,k-1),lhs_cc(1,1,1,block ,k), &
lhs_cc(1,1,1,block ,k-1),nx ,nxmax ,ny ,nz ,c1 ,c2 , &
c3,c4,con43 ,c3c4 ,c1345 ,dt,tz1 ,tz2 ,dz1 ,dz2 , &
dz3 ,dz4 ,dz5 ,k,bs_limit ,block )
enddo
enddo
do k=ksize -1,0,-1
do b = 0, IT_PER_TASK -1
block = b*bs + 1
bs_limit = min( bs, ny -1-block)
call task_final_add( rhs(1,0,block ,k), &
rhs(1,0,block ,k+1),lhs_cc(1,1,1,block ,k), &
u(1,0,block ,k),nx,nxmax ,ny,bs_limit )
enddo
enddo
!$CSS BARRIER
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end subroutine adi
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