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Abstract
We consider an analogue of the θ-deformed even spheres, modifying the relations demanded of
the self-adjoint generator x in the usual presentation. In this analogue, x is given anticommutation
relations with all of the other generators, as opposed to being central. Using even K-theory, we
show that noncommutative Borsuk-Ulam theorems hold for these algebras.
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1 Introduction
When a Rieffel deformation procedure ([11]) is applied to the function algebra C(Sk) of a sphere Sk,
the resulting C∗-algebra admits a succinct presentation ([7], [4]).
Definition 1.1. Let ρ be an n×nmatrix with 1 on the diagonal, all entries unimodular, and ρjk = ρkj .
Then C(S2n−1ρ ) and C(S
2n
ρ ) are given by the following C
∗-presentations.
C(S2n−1ρ )
∼= C∗(z1, . . . , zn | zjz
∗
j = z
∗
j zj , zkzj = ρjkzjzk, z1z
∗
1 + . . .+ znz
∗
n = 1)
C(S2nρ )
∼= C∗(z1, . . . , zn, x | zjz
∗
j = z
∗
j zj , x = x
∗, zkzj = ρjkzjzk, xzj = zjx,
z1z
∗
1 + . . .+ znz
∗
n + x
2 = 1)
The presentation and notation illustrate the mentality suggested by the Gelfand-Naimark theorem,
in that we view C(Skρ) as a (noncommutative) function algebra with coordinate functions labeled zj
or x. The noncommutativity relations of C(Skρ) vary in a continuous fashion, and C(S
2n
ρ ) is realized as
a quotient C(S2n+1ω )/〈zn+1− z
∗
n+1〉, where ω is such that zn+1 is central and ρ is the upper left n× n
submatrix of ω. However, this type of quotient is reasonable (that is, nondegenerate) even when zn+1
anticommutes with some of the other zj. We consider below the quotients C(S
2n+1
ω )/〈zn+1 − z
∗
n+1〉
when anticommutation always occurs.
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Definition 1.2. Let ρ be an n×nmatrix with 1 on the diagonal, all entries unimodular, and ρjk = ρkj .
Then R2nρ is defined by the following presentation.
R
2n
ρ
∼= C∗(z1, . . . , zn, x | zjz
∗
j = z
∗
j zj , x = x
∗, zkzj = ρjkzjzk, xzj = −zjx,
z1z
∗
1 + . . .+ znz
∗
n + x
2 = 1)
(1.3)
We adopt the convention that R2n without a subscript denotes R2nρ for ρ a matrix of all ones. In this
algebra, z1, . . . , zn commute with each other and anticommute with x.
Each R2nρ may be realized as a noncommutative unreduced suspension (in the sense of [9], Def-
inition 3.4) of the unital C∗-algebra C(S2n−1ρ ) given by the antipodal map, which is the order two
homomorphism that negates each generator of the standard presentation. In general, if β generates a
Z2 action on a unital C
∗-algebra A, then
ΣβA := {f ∈ C([0, 1], A⋊β Z2) : f(0) ∈ A, f(1) ∈ C
∗(Z2)}
defines the noncommutative unreduced suspension of (A, β,Z2). When β is trivial, Σ
βA is isomorphic
to the unreduced suspension ΣA; this was considered in [5] and [9] in pursuit of noncommutative
Borsuk-Ulam theory.
Theorem 1.4 (Borsuk-Ulam). No continuous, odd maps exist from Sk to Sk−1, and every continuous,
odd map on Sk−1 is homotopically nontrivial.
Noncommutative Borsuk-Ulam theorems ([13], [15], [2], [8], [5], [9], [3]) arise when a C∗-algebraic
theorem generalizes the result of passing the traditional Borsuk-Ulam theorem, or one of its various
restatements and extensions, through Gelfand-Naimark duality. In short, these theorems describe
when an equivariant map between two related C∗-algebras cannot exist, or when an equivariant self-
map must behave nontrivially with respect to some invariant. The θ-deformed odd spheres were
considered for this purpose in [8] with Zk rotation actions; the Z2 case is repeated below.
Theorem 1.5. Let α denote the antipodal Z2-action on any C(S
k
ρ), which negates each generator
of the standard presentation. Then any α-equivariant, unital ∗-homomorphism from C(S2n−1ρ ) to
C(S2n−1ω ) must induce a nontrivial map on K1
∼= Z. Consequently, for any k, there are no α-
equivariant, unital ∗-homomorphisms from C(Skγ) to C(S
k+1
δ ).
The K-theory of θ-deformed spheres exactly matches that of the commutative case, as Rieffel
deformation preserves K-theory ([12]), but there are more detailed descriptions ([7], [10]).
K0(C(S
2n−1
ρ ))
∼= Z K1(C(S
2n−1
ρ ))
∼= Z
K0(C(S
2n
ρ ))
∼= Z⊕ Z K1(C(S
2n
ρ ))
∼= {0}
On the other hand, the anticommutation present in R2nρ is not a matter that can be resolved contin-
uously, as the generator x is self-adjoint. Despite this obstruction, a noncommutative Borsuk-Ulam
theorem does hold.
Theorem 1.6. Let A2n, B2n be C
∗-algebras of the type R2nρ or C(S
2n
ρ ) (the types may differ or use
different matrices ρ), both of which are equipped with an antipodal map that negates each generator.
Both algebras have K0 ∼= Z ⊕ Z, with the first summand generated by the trivial projection 1. Any
equivariant, unital ∗-homomorphism from A2n to B2n must induce a K0 map that is nontrivial on the
second summand.
2
2 Commutation
As seen in [5], it is known that the even θ-deformed sphere C(S2nρ ) may be written as the unreduced
suspension of C(S2n−1ρ ).
C(S2nρ )
∼= ΣC(S2n−1ρ )
∼= {f ∈ C([−1, 1], C(S2n−1ρ )) : f(−1) ∈ C, f(1) ∈ C} (2.1)
One approach is to define a homomorphism C(S2nρ ) → ΣC(S
2n−1
ρ ) using the presentation of C(S
2n
ρ ),
and then to see that the realization of C(S2n−1ρ ) as an algebra of functions from the positive section of
Sn−1 to the quantum torus C(Tnρ ) ([7]) helps produce an inverse map. Further, when the odd sphere
C(S2n+1ω ) is such that C(S
2n+1
ω )/〈zn+1 − z
∗
n+1〉
∼= C(S2nρ ), C(S
2n+1
ω ) itself is isomorphic to a similar
algebra of functions on a disk, instead of an interval.
ω =
 ρ 1...
1 . . . 1
 =⇒ C(S2n+1ω ) ∼= {g ∈ C(D, C(S2n−1ρ )) : g|S1 is C-valued} (2.2)
The antipodal maps for these algebras of functions, which are indexed below by dimension, satisfy
the following identities.
α2n(f)[x] = α2n−1(f(−x)), x ∈ [−1, 1]
α2n+1(g)[u] = α2n−1(g(−u)), u ∈ [−1, 1]
To prove noncommutative Borsuk-Ulam theorems for even spheres, we note that the odd dimensional
case relied on the following idea from [8], the backbone of Theorem 1.5.
Lemma 2.3. If U ∈ U(C(S2n−1ρ )) is a unitary matrix with even entries, then in K1(C(S
2n−1
ρ ))
∼= Z,
[U ] is an even integer. Because there is a dimension 2n−1 unitary matrix Zρ(n) with odd entries and
[Zρ(n)] = 1, it follows that any unitary matrix W of dimension (2m+ 1)2
n−1 with odd entries must
have [W ] ∈ 2Z+ 1.
The lemma showcases the particularly nice interaction between K1 and the antipodal action for an
odd sphere. The K1(C(S
2n−1
ρ )) generator Zρ(n) has ∗-monomial entries (see [7]), which are all odd.
Before considering anticommutation relations, we seek to establish a related identity on even spheres.
Motivated by [6], [4], and [10], we see that in K0(C(S
2n
ρ ))
∼= Z⊕Z, there is a distinguished projection
Pρ(n) =
[
1+x
2 I2n−1 Zρ(n)
Zρ(n)
∗ 1−x
2 I2n−1
]
,
where Zρ(n) is the same formal ∗-monomial matrix described above. When Zρ(n) is viewed with
entries in C(S2nρ ), it is normal and satisfies Zρ(n)Zρ(n)
∗ = (
∑
zjz
∗
j )I2n−1 = (1− x
2)I2n−1 , and it also
commutes with xI2n−1 . The projection Pρ(n) on the even sphere, much like its analogous unitary
Zρ(n) on the odd sphere, is set apart by its interaction with the antipodal action; the form
Pρ(n) =
1
2
I2n +
1
2
[
xI2n−1 Zρ(n)
Zρ(n)
∗ −xI2n−1
]
shows that α(Pρ(n)) = I2n − Pρ(n), where the antipodal action α is applied entrywise. Matrices of
particular dimensions satisfying this identity will be distinguished in K0. There is a marked advantage
of odd K-theory for these types of problems, as the group operation of K1 is realized as both direct
sum and matrix multiplication, which allows results like Lemma 2.3 to manipulate the fixed point
subalgebra instead of the (−1)-eigenspace. On the other hand, the group operation of K0 is only
realized as the direct sum, so we glean K0 information on C(S
2n
ρ ) from K1 information of C(S
2n+1
ω ).
If P ∈Mk(C(S
2n
ω )) is a projection, then B = 2P−I is a self-adjoint square root of I, or equivalently
B is self-adjoint and unitary. Through (2.1), viewing B as a function of x ∈ [−1, 1] with (self-adjoint
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and unitary) values in Mk(C(S
2n−1
ω )) allows us to form a unitary function B˜ : D→Mk(C(S
2n−1
ω )) by
introducing an additional coordinate.
B˜(x+ iy) =
√
1− y2B
(
x√
1− y2
)
+ iyIk
The function B˜ appears to be only well-defined on D \ {±i}, but the term B
(
x√
1− y2
)
is bounded,
as B has norm 1, and the multiplication by
√
1− y2 implies that B˜ extends continuously to D by
the squeeze theorem. Because B is self-adjoint and unitary, B˜ is unitary. Moreover, the boundary
conditions on P and B = 2P − I imply that if x2 + y2 = 1, then B˜(x+ iy) ∈Mk(C), so B˜ represents
a unitary element of Mk(C(S
2n+1
ρ )) by (2.2). The association P 7→ B 7→ B˜ between projections of
dimension k over C(S2nω ) to unitaries of dimension k over C(S
2n+1
ρ ) is continuous, meaning it respects
path components, and in addition it is compatible with the direct sum. Also, if P is a trivial projection
Ik ⊕ 0l, then the function B˜ takes values in Uk(C). The domain D is contractible, so B˜ is connected
within Uk+l(C(S
2n+1
ρ )) to a scalar-entried matrix, which is then connected to the identity. (Note that
this contraction was possible because the range of B˜ only included scalar-valued matrices, which did
not conflict with boundary conditions. In general an element in Uk+l(C(S
2n+1
ρ )) is not connected to
the identity, even though D is contractible.) In other words, if Ωk denotes the function P 7→ B˜ for
projections P of dimension k, then the various Ωk are compatible and produce a single homomorphism
Ω : K0(C(S
2n
ω ))→ K1(C(S
2n+1
ρ ))
on the K-groups, and Ω has all trivial projections Ik⊕0l in its kernel. Moreover, each Ωk is compatible
with the Z2 antipodal action in the following way. If P ∈ Mk(C(S
2n
ω )) is a projection satisfying
α2n(P ) = I − P , then B = 2P − I has α2n(B) = −B, or rather, B is odd. This is reflected in the
function algebra as α2n(B)[x] = α2n−1(B(−x)) = −B(x), which will help show that Ωk(P ) = B˜ is
also odd.
α2n+1(B˜)[x+ iy] = α2n−1(B˜(−x− iy))
= α2n−1
(√
1− (−y)2B
(
−x√
1− (−y)2
)
+ i(−y)Ik
)
=
√
1− y2
[
α2n−1
(
B
(
−x√
1− y2
))]
− iyIk
=
√
1− y2
(
−B
(
x√
1− y2
))
− iyIk
= −
(√
1− y2B
(
x√
1− y2
)
+ iyIk
)
= −B˜(x+ iy)
Theorem 2.4. If P is a projection matrix over C(S2nω ) of dimension (2m+1)2
n that satisfies α(P ) =
I−P , then the class of P inK0(C(S
2n
ρ ))
∼= Z⊕Z is not in the subgroup generated by trivial projections.
Proof. Suppose P is in the subgroup generated by trivial projections, and consider V := Ω(2m+1)2n(P )
in U(2m+1)2n(C(S
2n+1
ρ )), where ρ is an (n + 1) × (n + 1) parameter matrix with ω in the upper left
and 1 in all other entries. It follows that [V ]K1 = Ω([P ]K0) is the trivial element of K1(C(S
2n+1
ρ )).
However, V is odd and of dimension (2m+1)2n, so this contradicts Lemma 2.3 for spheres of dimension
2n+ 1 = 2(n+ 1)− 1.
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This theorem shows that the Z2 structure of even spheres is reflected in their K-theory. Just as
in the odd case, we now prove a noncommutative Borsuk-Ulam theorem.
Corollary 2.5. Suppose Φ : C(S2nρ ) → C(S
2n
ω ) is a unital ∗-homomorphism that is equivariant for
the antipodal maps. If K0 ∼= Z⊕Z is such that the first summand is generated by trivial projections,
then the K0 map induced by Φ is nontrivial on the second summand.
Proof. Consider the projection Pρ(n) =
[
1+x
2 I2n−1 Zρ(n)
Zρ(n)
∗ 1−x
2 I2n−1
]
, which is of dimension 2n and sat-
isfies α(Pρ(n)) = I − Pρ(n). Because Φ is equivariant, the same applies to Φ(Pρ(n)), so Φ(Pρ(n)) is
not in the subgroup generated by trivial projections.
3 Anticommutation
The same argument to establish (2.1), also seen in [9], can show that R2nω is a noncommutative
unreduced suspension of C(S2n−1ω ).
R
2n
ω
∼= ΣαC(S2n−1ω ) := {f ∈ C([0, 1], C(S
2n−1
ω )⋊α Z2) : f(0) ∈ C(S
2n−1
ω ), f(1) ∈ C
∗(Z2)} (3.1)
In the above, α : C(S2n−1ω ) → C(S
2n−1
ω ) denotes the antipodal map, the unique homomorphism with
α(zj) = −zj. The generators z1, . . . , zn, x in the presentation (1.3) of R
2n
ω then take the following
function forms.
x ∼ X(t) = tδ
zj ∼ Zj(t) =
√
1− t2zj
The computation of even K-theory for R2nω will be aided by the following matrix expansion map.
Definition 3.2. The expansion map Eα : C(S
2n−1
ω ) ⋊α Z2 → M2(C(S
2n−1
ω )) is the injective, unital
∗-homomorphism defined by the following rule.
f + gδ 7→
[
f g
α(g) α(f)
]
See [14], section 2.5 for a similar map. The map Eα is certainly not surjective, as all matrices in
its range satisfy a very visible symmetry condition.
Proposition 3.3. If M =
[
f g
α(g) α(f)
]
∈ Ran(Eα), then M satisfies the symmetry condition
M =
[
0 1
1 0
]∗
α(M)
[
0 1
1 0
]
. The K1(C(S
2n−1
ω )) class ofM is then represented by an even integer.
Proof. The symmetry condition is apparent, and we may apply [8], Theorem 3.10.
The antipodal action α is saturated, so as a result of Morita equivalence, K-theory of the crossed
product C(S2n−1ω ) ⋊α Z2 is isomorphic to the K-theory of the fixed point subalgebra C(S
2n−1
ω )
α,
the algebra of even elements. This is useful when considering the ideal J of R2nω consisting of
functions which vanish at the endpoints 0 and 1, so J ∼= S(C(S2n−1ω ) ⋊α Z2) and consequently
Ki(J) ∼= Ki(S(C(S
2n−1
ω ) ⋊α Z2)))
∼= K1−i(C(S
2n−1
ω ) ⋊α Z2)
∼= K1−i(C(S
2n−1
ω )
α). The fixed point
subalgebra C(S2n−1ω )
α is a Rieffel deformation of C(RP2n−1) ∼= C(S2n−1)α and therefore has iden-
tical K-theory (K-theory of real projective space is computed in [1], Proposition 2.7.7). Boundary
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information is contained in the quotient R2nω /J
∼= C(S2n−1ω )⊕ (C⊕Cδ), and K-theory respects direct
sums, so the six term exact sequence yields the following.
K0(S(C(S
2n−1
ω )⋊α Z2)) K0(R
2n
ω ) K0(C(S
2n−1
ω ))⊕K0(C+ Cδ)
K1(C(S
2n−1
ω ))⊕K1(C+ Cδ) K1(R
2n
ω ) K1(S(C(S
2n−1
ω )⋊α Z2))
η
γ
λ
υ
κ
σ
(3.4)
We repeat this sequence below with the known isomorphism classes and use it to calculateK0(R
2n
ω ).
Z K0(R
2n
ω ) Z⊕ Z⊕ Z
Z K1(R
2n
ω ) Z⊕ Z2n−1
η
γ
λ
υ
κ
σ
(3.5)
Proposition 3.6. The groupK0(R
2n
ω ) is isomorphic to Z⊕Z, and if matrix projections P ∈Mk(R
2n
ω )
are considered as paths from (3.1), the K0 data is obtained from the two ranks Rankδ=±1(P (1)).
Proof. The subalgebra C∗(Z2) = C + Cδ ≤ C(S
2n−1
ω ) ⋊α Z2 is two dimensional and isomorphic to
a continuous function algebra on two points, C({±1}), so an evaluation of δ at 1 or −1 can be
used on this subalgebra (however, an evaluation does not make sense on the entire crossed product).
Moreover, K0(C(S
2n−1
ω )⊕ (C+Cδ))
∼= Z⊕Z⊕Z is essentially rank data in three instances: a rank for
K0(C(S
2n−1
ω ))
∼= Z and two ranks forK0(C({±1})) ∼= Z⊕Z based on evaluations δ = ±1. However, the
map υ in (3.5) is not surjective by the following argument. First, the projections
1± δ
2
∈ C+Cδ that
generate itsK0 group are sent under Eα to rank one projections
[
1/2 ±1/2
±1/2 1/2
]
inM2(C(S
2n−1
ω )), so
in K0(M2(C(S
2n−1
ω )))
∼= K0(C(S
2n−1
ω ))
∼= Z these are the generator 1. Next, if we consider C(S2n−1ω ),
whose K0 group is again cyclic and generated by the trivial projection 1, the image Eα(1) = I2 has
doubled in rank, and the same will happen to any projection over C(S2n−1ω ) when Eα is applied. Now,
any projection matrix over R2nω is a path of projection matrices over C(S
2n−1
ω )⋊α Z2, so the K0 class
of the images remains constant along the path. Based on the previous computations, if P ∈Mk(R
2n
ω )
is viewed as a path into Mk(C(S
2n−1
ω ) ⋊α Z2), then there is the following restriction on the ranks of
P (t).
2 ·RankC(S2n−1ω )(P (0)) = RankC(S2n−1ω )(Eα(P (0)))
= RankC(S2n−1ω )(Eα(P (1)))
= Rankδ=1(P (1)) + Rankδ=−1(P (1))
From this equation, we reach constraints on the range of υ in (3.5).
(l,m, n) ∈ Ran(υ) =⇒ 2l = m+ n (3.7)
The first clear projection in Ran(υ) is the identity element, which produces the predictable ranks
(1, 1, 1). The second is based on adjusting coefficients from a projection over θ-deformed even spheres;
in R2nω , x anticommutes with each ∗-monomial entry of Zω(n).
P := P ′ω(n) :=
1
2
I2n +
1
2
[
xI2n−1 Zω(n)
Zω(n)
∗ xI2n−1
]
(3.8)
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When viewed as a path, the projection P has P (0) =
1
2
[
I2n−1 Zω(n)
Zω(n)
∗ I2n−1
]
, which has rank 2n−1 in
K0(C(S
2n−1
ω )), and P (1) =
1+δ
2 I2n , which has rank 2
n at δ = 1 and rank 0 at δ = −1. Therefore, P
produces the element (2n−1, 2n, 0) ∈ Ran(υ). The tuples (1, 1, 1) and (2n−1, 2n, 0) are independent,
so their span has free rank 2, but for large n the second tuple is not in reduced form, meaning we
cannot tell if 2l = m + n completely characterizes elements of Ran(υ) (that is, if Ran(υ) is a full or
proper subset of spanZ{(1, 1, 1), (1, 2, 0)}).
span
Z
{(1, 1, 1), 2n−1(1, 2, 0)} ≤ Ran(υ) ≤ span
Z
{(1, 1, 1), (1, 2, 0)}
Next, note that K1(C(S
2n−1
ω ) ⋊α Z2)
∼= K1(C(RP
2n−1)) ∼= Z is generated by Zω(n), which is
again seen through Eα. The expansion Eα(Zω(n)) is of index 2 because it is unitarily equivalent
to Zω(n) ⊕ Zω(n), and by Proposition 3.3, any invertible matrix in Ran(Eα) will correspond to an
even integer in K1(C(S
2n−1
ω )), so an index 2 matrix in K1(Ran(Eα))
∼= K1(C(S
2n−1
ω ) ⋊α Z2)
∼= Z
is a generator. Since Eα is an isomorphism between C(S
2n−1
ω ⋊α Z2) and Ran(Eα), this implies
that K1(C(S
2n−1
ω ) ⋊α Z2) is generated by Zω(n). The connecting map η between K1(C(S
2n−1
ω ) ⊕
(C+Cδ)) ∼= K1(C(S
2n−1
ω )) and K0(S(C(S
2n−1
ω )⋊α Z2)) from the six term sequence mimics the form
of the isomorphism K1(C(S
2n−1
ω ) ⋊α Z2) → K0(S(C(S
2n−1
ω ⋊α Z2))) of Bott periodicity, but now
that we know K1(C(S
2n−1
ω ) ⋊α Z2) is generated by a unitary over C(S
2n−1
ω ) alone, we can conclude
that η is surjective. Therefore γ is the zero map and υ is injective, so K0(R
2n
ω ) is isomorphic to
Ran(υ) ∼= Z⊕ Z.
Even though the K0 groups of R
2n
ω and C(S
2n
ω ) are abstractly isomorphic, the generators are
different in that K0 data of R
2n
ω is contained in the possibly distinct ranks Rankδ=1 and Rankδ=−1,
whereas K0(C(S
2n
ω )) inherits its K-theory from K0(C(S
2n)), which has one summand for rank and
another for a nontrivial vector bundle. Despite all of this, the form of the nontrivial projection P ′ω(n)
in (3.8) is just a slight sign change from a projection Pω(n) over C(S
2n
ω ) seen in the proof of Corollary
2.5. The distinguished projection
P ′ω(n) :=
1
2
I2n +
1
2
[
xI2n−1 Zω(n)
Zω(n)
∗ xI2n−1
]
(3.9)
is also compatible with the antipodal map, in perfect analogy with the projection Pω(n) on C(S
2n
ω ).
Note that the antipodal map on R2nω
∼= ΣαC(S2n−1ω ) is given in path form as
a(f)[t] = αα̂(f(t)) = α̂α(f(t)),
where α̂ : a + bδ 7→ a − bδ is the dual action on C(S2n−1ω ) ⋊α Z2. The ranks Rankδ=±1 at t = 1
take different values for P ′ω(n), as evaluation at t = 1 yields
1+δ
2 I2n . Based on this example, we can
ask if any 2n × 2n projection in R2nω satisfying a(P ) = I − P is nontrivial in K0. This result does
hold, in analogy with the θ-deformed even spheres, but the proof is necessarily quite different, as the
suspension argument of the previous section does not pass over cleanly to this case. In order to rectify
this problem, we manipulate a particular non-free action on commutative spheres.
Theorem 3.10. Let the commutative sphere C(Sk) be equipped with a Z2 action γ that fixes a
distinguished real-valued coordinate h but negates the remaining coordinates x1, . . . , xk, and let U be
a unitary matrix over C(Sk) with γ(U) = U∗ and U |h=±1 = I. Then the following hold.
1. If U represents a trivial element in K1(C(S
k)), then there is a path connecting some stabilization
U ⊕ I to I within the set of unitaries that satisfy γ(M) =M∗ and M |h=±1 = I.
2. If k is odd, then U corresponds to an even integer in K1(C(S
k)) ∼= Z.
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Proof. We proceed by induction; the only applicable unitaries over C(S0) are the identity matrices,
so the claim at dimension 0 is automatically satisfied. If the claim holds for k, then suppose U is a
unitary matrix over C(Sk+1) with γ(U) = U∗ and U |h=±1 = I. Let S
k denote the equator in Sk+1
determined by xk = 0 (noting xk is a coordinate negated by γ), so that the restriction γ˜ of γ to C(S
k)
is an action of the same type: it fixes h and negates x1, . . . , xk−1. Also note that the fixed points
h = ±1 are in this equator Sk. To use the inductive hypothesis, first form a path of unitaries that
“stretches” the equator data of U . Realize C(Sk+1) as the unreduced suspension ΣC(Sk), with xk
representing the path coordinate in [−1, 1]. Then U = U(xk) represents a path of unitary matrices
over C(Sk), and we form a continuous path Ut as follows.
Ut(xk) =

U
(
−2
t−2 (xk + 1)− 1
)
if −1 ≤ xk ≤
−t
2
U(0) if −t2 ≤ xk ≤
t
2
U
(
−2
t−2 (xk − 1) + 1
)
if t2 ≤ xk ≤ 1
This path connects U = U0 to V = U1, which has its equator data repeated on a band neighborhood
− 12 ≤ xk ≤
1
2 . The path Ut also satisfies γ(Ut) = U
∗
t and still assigns the identity on h = ±1, as these
points are in the equator xk = 0. The equator function U(0) = V (0) is trivial in K1(C(S
k)) because
Sk sits inside a contractible subset of Sk+1; it also satisfies γ˜(U(0)) = U(0)∗ and sends the fixed
points at h = ±1 to the identity matrix. By the inductive hypothesis, there is a path Wt connecting
W0 = U(0)⊕I toW1 = I within the unitaries over C(S
k) that also satisfy γ˜(Wt) = W
∗
t and assign the
fixed points h = ±1 to the identity matrix. Apply this path to the equator of V ⊕ I while maintaining
the same values on the path for |xk| ≥
1
2 .
Vt(xk) =
{
Wφt(xk) if |xk| ≤
1
2
V (xk)⊕ I if
1
2 ≤ |xk| ≤ 1
φt(xk) =
{
−2|xk|+ t if |xk| ≤
t
2
0 if t2 ≤ |xk| ≤
1
2
The path Vt connects V0 = V ⊕ I to V1, where the unitaries Vt still satisfy γ(Vt) = V
∗
t , and by
the inductive assumption, the fixed points h = ±1 of γ are still always assigned the identity. Because
V1 also assigns the identity matrix on the entire equator, V1 is the commuting product of two unitary
matrices F and G, where F assigns the identity matrix for xk ≥ 0, G assigns the identity matrix for
xk ≤ 0, and γ(F
∗) = G. How to proceeed is slightly different based on the parity of k + 1.
If k+1 is even, thenK1(C(S
k+1)) is the trivial group, so let Ft denote a path of unitaries connecting
F0 = F ⊕ I to I. Moreover, we can insist that Ft always assigns the identity matrix on points with
xk ≥ 0, as this region is contractible to a point and K1(C(S
k+1 \ {pt})) is also trivial. Then the
commuting product Qt = Ft · γ(F
∗
t ) forms a path of unitaries that connects V1 ⊕ I to I, satisfies
γ(Qt) = Q
∗
t , and assigns the identity matrix at (at least) h = ±1. Tracing back all of the paths used
so far shows that U ⊕ I is connected to I within the same set of restricted unitaries.
If k+1 is odd, then K1(C(S
k+1)) ∼= Z, and as γ and the adjoint are both orientation-reversing, F
and G = γ(F ∗) represent the same element in K1(C(S
k+1)). The product V1 = F · γ(F
∗) shows that
the class of V1 (and therefore of U) in K1 is 2[F ]K1 , an even integer. If this integer is zero, then once
again, K1(C(S
k+1 \ {pt})) is isomorphic to K1(C(S
k+1)), so just as in the previous paragraph, the
trivial element F ⊕ I can be connected to I in a path of unitaries Ft that always assign the identity
on points with xk ≥ 0. Finally, the commuting product Qt = Ft · γ(F
∗
t ) connects V1⊕ I to I, satisfies
γ(Qt) = Q
∗
t , and always send the points h = ±1 to the identity matrix. A composition of paths
establishes the same for U and completes the induction.
In the above theorem, the set of matrices M satisfying γ(M) =M∗ is not a C∗-subalgebra of the
matrix algebra over C(Sk), as the adjoint operation reverses the order of multiplication. As such, some
of the ideas in the proof are motivated by the six term exact sequence, but cannot be implemented
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this way. Mention of function values at the fixed points h = ±1 appears to be unnecessary on first
glance, but this is crucial even at low dimensions.
Example 3.11. Let C(S1) be generated by the complex coordinate z = x + iy with a Z2 action γ
that negates y but fixes x. Then γ(z) = z∗, but z is the generator of K1(C(S
1)), associated to the
odd integer 1. The fixed points are x = 1 and x = −1, and z assigns these points to ±1. The previous
theorem does not apply, as it only considers matrices which assign the identity matrix on the fixed
points of γ. The same scenario happens in any C(S2n−1) for the standard K1 generator Z(n).
Theorem 3.10 concerns an action γ that is not free, but it will be instrumental in defining an
invariant for unitaries that satisfy α(U) = U∗, where α is the antipodal map on C(S2n−1). In turn,
this invariant will show that the relation algebras R2nω have a Borsuk-Ulam property for projections
in K0, by first proving the case when z1, . . . , zn all commute with each other.
Definition 3.12. Fix an isomorphism C(Sk) ∼= ΣC(Sk−1), with the path coordinate denoted by
h. If M ∈ Mp(C(S
k)) is such that M(0) ∈ Mp(C) (i.e., it has constant entries), then let M
+ ∈
Mp(C(S
k)) ∼= Mp(ΣC(S
k−1)) be defined as follows for h ∈ [−1, 1].
M+(h) = M
(
h+ 1
2
)
The matrix M+ encodes information about M only for points h ≥ 0. Note in particular that M is
also only defined in reference to a particular, fixed coordinate h and a suppressed isomorphism with
an unreduced suspension. We do not expect that any M+ that is definable with respect to multiple
coordinate choices has any uniqueness properties of any kind.
Theorem 3.13. Suppose U0, U1 ∈ Uk(C(S
2n−1)) are unitary matrices which assign an equator h = 0
to the identity matrix and satisfy α(Uj) = U
∗
j . If there is a path of unitary matrices Ut connecting
U0 and U1 that satisfy α(Ut) = U
∗
t (but have no restriction on the equator), then the classes of U
+
0
and U+1 in K1(C(S
2n−1)) ∼= Z differ by an even integer.
Proof. Fix an isomorphism C(S2n−1) ∼= ΣC(S2n−2), with the path coordinate specified by h, and let γ
be a Z2 action on C(S
2n−1) that fixes h but applies the antipodal map pointwise on C(S2n−2). Define
Vt ∈ Uk(C(S
2n−1)) as follows.
Vt(h) =
{
U−h(0) if −1 ≤ h ≤ −t
Ut(
h−1
1+t + 1) if −t ≤ h ≤ 1
Note that Vt(−1) = U1(0) is always the identity matrix and Vt(1) = Ut(1) is a constant matrix,
meeting the necessary boundary conditions to define a unitary over the sphere. Further, V1 is equal
to U+1 , and V0 contains data of U
+
0 with equator information of Ut.
V0(h) =
{
U−h(0) if −1 ≤ h ≤ 0
U0(h) if 0 ≤ h ≤ 1
Since U0(0) is the identity matrix, this formula shows that V0 can be written as a commuting product
of two unitaries F ·G, as follows.
F (h) =
{
I if −1 ≤ h ≤ 0
U0(h) if 0 ≤ h ≤ 1
=⇒ [F ]K1 = [U
+
0 ]K1
G(h) =
{
U−h(0) if −1 ≤ h ≤ 0
I if 0 ≤ h ≤ 1
Now, the path matrices Ut satisfy α(Ut) = U
∗
t , and the matrix G contains equator data from Ut,
so it satisfies γ(G) = G∗ where γ negates every coordinate in C(S2n−1) except h. That is, γ applies
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the antipodal map of C(S2n−2) pointwise on ΣC(S2n−2). G also assigns the fixed points of γ, h = ±1,
to the identity matrix, so the class of G in K1(C(S
2n−1)) is an even integer by Theorem 3.10. The
formulas V0 = F ·G and [F ]K1 = [U
+
0 ]K1 imply that [V0]K1 is an even integer away from [U
+
0 ]K1 , and
[V0]K1 is the same as [V1]K1 = [U
+
1 ]K1 .
The above theorem defines a Z2 invariant for any unitary over C(S
2n−1) satisfying α(U) = U∗
which assigns the identity on a specified equator h = 0: [U+]K1 mod 2. This invariant is preserved by
paths Ut satisfying α(Ut) = U
∗
t where U0 and U1 assign the identity on the equator. It is important
to note that only the endpoints of the path have specified equator data; if the equators of Ut were
also the identity, U+t would be a well-defined path and the K1 classes of U
+
0 and U
+
1 would be equal,
with no need for reducing mod 2. Some examples of unitary paths with α(Ut) = U
∗
t will be necessary
for later calculations.
Example 3.14. Fix an isomorphism C(S2n−1) ∼= ΣC(S2n−2) with path coordinate x1 = Re(z1), and
consider the standard K1 generator Z(n) ∈ U2n−1(C(S
2n−1)). Define a unitary V ∈ U2n−1(C(S
2n−1))
as follows.
V (x1) = −Z(n)[2|x1| − 1]
Now, V has V (±1) = −Z(n)[1] = −I and V (0) = −Z(n)[−1] = I, and the antipodal map α on
C(S2n−1) comes from applying x1 7→ −x1 and the pointwise antipodal map α˜ on C(S
2n−2).
α(V )[x1] = α˜(V (−x1)) = α˜(V (x1)) = α˜(−Z(n)[2|x1| − 1])
The application of α˜ to−Z(n)[2|x1|−1] negates y1 = Im(z1) and z2, . . . , zn, which produces (−Z(n)[2|x1|−
1])∗ by an inductive argument, so α˜(V (x1)) = V (x1)
∗ for each x1. Finally, the above equation implies
that α(V ) = V ∗. Since V (0) = I and V + = −Z(n), it follows that [V +]K1 = 1. Moreover, V is
connected to −I2n−1 within the unitaries satisfying α(M) =M
∗ by considering the following path Vt.
Vt(x1) = V ((1 − t)|x1|+ t)
Now, V0(x1) = V (|x1|) = V (x1), so V0 = V , and V1(x1) = V (1) = −I2n−1 .
α(Vt)[x1] = α˜(Vt(−x1))
= α˜(Vt(x1))
= α˜(V ((1 − t)|x1|+ t))
= V ((1− t)|x1|+ t)
∗
= Vt(x1)
∗
Finally, V is connected to −I2n−1 within the unitary matrices satisfying α(M) =M
∗.
Example 3.15. Fix an isomorphism C(S2n−1) ∼= ΣC(S2n−2) with path coordinate x1. Suppose
U0 ∈ Uk(C(S
2n−1)) is anti self-adjoint (U∗0 = −U0) and odd (α(U0) = −U0), which implies that
α(U0) = U
∗
0 . Define a path Ut as follows.
Ut(x1) =

α˜(U0(
2
2−t (−x1 − 1) + 1)
∗) if −1 ≤ x1 ≤ −
t
2
(t+ 2x1)I +
√
1− (t+ 2x1)2 α˜(U0(0)
∗) if − t2 ≤ x1 ≤ 0
(t− 2x1)I +
√
1− (t− 2x1)2 U0(0) if 0 ≤ x1 ≤
t
2
U0(
2
2−t (x1 − 1) + 1) if
t
2 ≤ x1 ≤ 1
Note that U0(0) is anti self-adjoint and odd under the antipodal action α˜ on C(S
2n−2), so Ut is
well-defined and unitary with α(Ut) = U
∗
t . Let U1 = W0 and define another path of unitaries Wt
which have α(W ∗t ) = Wt and also assign the equator to I.
Wt(x1) =

α˜(U0(−2x1 − 1)
∗) if −1 ≤ x1 ≤ −
1+t
2
(1 + 21+tx1)I +
√
1− (1 + 21+tx1)
2 α˜(U0(t)
∗) if − 1+t2 ≤ x1 ≤ 0
(1− 21+tx1)I +
√
1− (1− 21+tx1)
2 U0(t) if 0 ≤ x1 ≤
1+t
2
U0(2x1 − 1) if
1+t
2 ≤ x1 ≤ 1
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Note that the formula defining Wt produces a unitary matrix because each U0(t) is anti self-adjoint,
as is each α˜(U0(t)
∗). Finally, W1(0) = I, and because U0(1) has scalar entries, W1(x1) has scalar
entries for each x1, which implies that [W
+
1 ]K0 = 0.
Consider the C∗-algebra R2n ∼= ΣαC(S2n−1), in which z1, . . . , zn commute with each other. Be-
cause the antipodal map a is implemented as αα̂ pointwise on C(S2n−1)⋊α Z2, an element or matrix
F (t) + G(t)δ over R2nρ is odd if and only if each F (t) is odd in C(S
2n−1) and each G(t) is even in
C(S2n−1), which implies that G(t) commutes with δ and F (t) anticommutes with δ. An odd matrix
F (t) + G(t)δ is then self-adjoint if and only if F (t) and G(t) are self-adjoint. If F (t) +G(t)δ is also
unitary, then it satisfies (F (t) +G(t)δ)2 = 1, which places tight restrictions on F and G.
(F (t) +G(t)δ)2 = F (t)2 + (G(t)δ)2 + F (t)G(t)δ +G(t)δF (t)
= (F (t)2 +G(t)2) + (F (t)G(t) −G(t)F (t))δ
= 1 + 0δ
(3.16)
This implies that the self-adjoint elements F (t) and G(t) must commute and satisfy F (t)2+G(t)2 = 1.
In other words, U(t) = G(t) + iF (t) is a unitary matrix over C(S2n−1) for each t, and because G(t)
is even and F (t) is odd, α(U(t)) = U(t)∗.
Theorem 3.17. Let α denote the antipodal action on the commutative sphere C(S2n−1) and consider
the path algebra R2n = ΣαC(S2n−1) with antipodal action a = αα̂. If P ∈ M(2m+1)2n(R
2n) is a
projection with a(P ) = I − P , then [P ]K0 is not in the subgroup generated by trivial projections.
Proof. Write P = 12I +
1
2B where B is an odd, self-adjoint unitary matrix. By the calculation (3.16),
B(t) = F (t) + G(t)δ produces a path of unitaries U(t) = G(t) + iF (t) ∈ U(2m+1)2n(C(S
2n−1)) with
α(U(t)) = U(t)∗. Since B(1) is a matrix over C+Cδ, but F (1) must be odd, it follows that F (1) = 0
and B(1) = G(1)δ where G(1) is a self-adjoint matrix with constant entries. Moreover, the boundary
conditions of ΣαC(S2n−1) imply that G(0) = 0, so U(0) = iF (0) is an anti self-adjoint odd unitary. If
[P ]K0 is in the subgroup generated by trivial projections, then the ranks Rankδ=±1(P (1)) are equal,
so U(1) = G(1) is a self-adjoint, unitary matrix over C whose eigenspaces for eigenvalues ±1 are of
equal dimension. It follows that U(1) may be connected within the self-adjoint, unitary matrices over
C to I(2m+1)2n−1 ⊕−I(2m+1)2n−1 , and the matrices in this path satisfy α(M) = M =M
∗.
Because U(0) is an anti self-adjoint, odd, unitary matrix, by Example 3.15, U(0) is connected
via a path of unitaries satisfying α(M) = M∗ to a matrix W with identity on the equator and
[W+]K1
∼= 0 mod 2. Similarly, since U(1) is connected via a path of unitaries satisfying α(M) = M∗
to I(2m+1)2n−1 ⊕ −I(2m+1)2n−1 , repeated use of Example 3.14 for (2m + 1) summands of −I2n−1
shows U(1) is also connected to a matrix V such that V assigns the identity on the equator and
[V +]K1
∼= (2m+1) ∼= 1 mod 2. This contradicts Theorem 3.13, as V andW assign the identity on the
equator and are connected via a path of unitaries satisfying α(M) =M∗ (with no assumption on the
path’s equator data), even though their invariants [V +]K1 mod 2 and [W
+]K1 mod 2 are different.
All that remains is to remove the assumption that z1, . . . , zn commute with each other. First,
note that the expansion map Eα : C(S
2n−1
ω )⋊α Z2 → M2(C(S
2n−1
ω )) shows that the relation algebra
R
2n
ω = Σ
αC(S2n−1ω ) embeds into M2(C(S
2n
ω )), as follows.
ΣαC(S2n−1ω ) = {f ∈ C([0, 1], C(S
2n−1
ω )⋊α Z2) : f(0) ∈ C(S
2n−1
ω ), f(1) ∈ C+ Cδ}
∼= {f ∈ C([−1, 1], C(S2n−1ω )⋊α Z2) : f(−1) ∈ C(S
2n−1
ω ), f(1) ∈ C+ Cδ}
∼= {f ∈ C([−1, 1],M2(C(S
2n−1
ω ))) : f(t) =
[
g(t) h(t)
α(h(t)) α(g(t))
]
for all t,
h(−1) = 0, and g(1), h(1) ∈ C}
≤M2(ΣC(S
2n−1
ω )) = M2(C(S
2n
ω ))
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Denote this subalgebra of M2(C(S
2n
ω )) isomorphic to R
2n
ω as Bω. The antipodal action a on Bω is
realized as
[
g(t) h(t)
α(h(t)) α(g(t))
]
7→
[
α(g(t)) −α(h(t))
−h(t) g(t)
]
, which is entrywise application of α and
conjugation by
[
1 0
0 −1
]
. The spheres C(S2nω ) are θ-deformations of C(S
2n), so if f and g are fixed
(matrices of) smooth elements, the following continuity properties apply, as weak forms of strong
quantization ([11]). Here Cω denotes the collection of parameter matrices ρ which differ from ω only
in one prescribed pair of conjugate entries, (i, j) and (j, i).
||f ·ω g − f ·ρ g||ρ → 0 as ρ→ ω within Cω
||f ||ρ → ||f ||ω as ρ→ ω within Cω
Any smooth approximations in M2(C(S
2n
ω )) to an element of Bω can be made without leaving
Bω. Note that the pointwise action α on ΣC(S
2n−1
ω ) = C(S
2n
ω ) is an action γ on C(S
2n
ω ) which fixes
x but negates every generator zi, so γ commutes with the rotation action of R
n defining the Rieffel
deformation. Moreover, because the antipodal map on Bω is implemented with an entrywise action
and a conjugation, a matrix function
[
g(t) h(t)
α(h(t)) α(g(t))
]
=
[
g h
γ(h) γ(g)
]
in Bω is odd if and only
if γ(g) = −g and γ(h) = h. Together, these observations imply that smooth approximations to Bω
elements may be made in Bω while preserving homogeneity properties in the antipodal action. Also,
as the adjoint operations of Rieffel deformations all have the same effect on smooth elements, smooth
approximations can also be made to preserve self-adjointness.
Theorem 3.18. Suppose P ∈M(2m+1)2n(R
2n
ω ) is a projection with a(P ) = I −P . Then [P ]K0 is not
in the subgroup generated by the trivial projections.
Proof. Suppose the theorem fails for P ∈M(2m+1)2n(R
2n
ω ), so there is a path of projections connecting
P ⊕ 0 ⊕ I to a trivial projection I ⊕ 0. If this path is viewed under the isomorphism R2nω
∼= Bω ≤
M2(C(S
2n
ω )), then any matrix over Bω can be approximated by matrices with smooth entries, and this
approximation can be done without leaving Bω. Moreover, if the original matrix is odd or self-adjoint,
these properties can be preserved in the approximation. Any smooth matrix over Bω ≤M2(C(S
2n−1
ω ))
may then be viewed as a matrix over Bρ ≤M2(C(S
2n−1
ρ )) for any ρ.
The path of projections connecting P ⊕ 0 ⊕ I to I ⊕ 0 is uniformly continuous, so let P0, . . . , Pk
be finitely many elements of this path with the following properties.
P0 = P ⊕ 0⊕ I ||Pj − Pj−1||ω < ε Pk = I ⊕ 0
Fix 0 < ε < 113 , choose a self-adjoint smooth approximation Q to P such that a(Q) = I − Q and
||Q ·ω Q − Q||ω < ε, and let Q0 = Q ⊕ 0 ⊕ I. It follows that ||Q0 ·ω Q0 − Q0||ω < ε. The matrix
Pk = I ⊕ 0 is already smooth, so let Qk = Pk. Finally, choose smooth approximations Q1, . . . , Qk−1
of P1, . . . , Pk−1 so that these restrictions hold for each j.
Q0 = Q⊕ 0⊕ I Qj = Q
∗
j ||Qj ·ω Qj −Qj ||ω < ε ||Qj −Qj−1||ω < ε Qk = I ⊕ 0
If ρ is another parameter matrix differing from ω only in a prescribed pair of conjugate entries,
then if ρ is close enough to ω, similar inequalities hold.
Q0 = Q⊕ 0⊕ I Qj = Q
∗
j ||Qj ·ρ Qj −Qj||ρ < ε ||Qj −Qj−1||ρ < ε Qk = I ⊕ 0
Let Rt, t ∈ [0, 1], denote the piecewise linear path connecting Q0, . . . , Qk, so each Rt is self-adjoint
and has ||Rt||ρ ≤ max {||Qj ||ρ : j ∈ {0, . . . , k}} ≤ 1 + ε. Further, for any t there is a j such
that ||Rt − Qj ||ρ < ε, so liberal use of the triangle inequality and properties of Qj shows that
||Rt ·ρ Rt −Rt||ρ < 3ε+ 2ε
2.
R0 = Q⊕ 0⊕ I Rt = R
∗
t ||Rt ·ρ Rt −Rt||ρ < 3ε+ 2ε
2 R1 = I ⊕ 0
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Write Rt =
1
2I +
1
2Ft, so Ft is self-adjoint and ||Ft ·ρ Ft − 1||ρ < 12ε + 8ε
2 < 1. This implies
that Ft is invertible, so normalize Ft to a self-adjoint unitary (under ·ρ) to produce Ft ·ρ |Ft|
−1ρ
and the projection R˜t =
1
2I +
1
2Ft ·ρ |Ft|
−1ρ . Note that this normalization process does nothing to
R1 and respects the summands of R0: R˜0 = Q˜ ⊕ 0 ⊕ I where Q˜ is a projection obtained Q in the
(2m + 1)2n-dimensional matrix algebra by similar means. Moreover, since Q = 12I +
1
2F satisfies
a(Q) = I − Q, F is a self-adjoint odd invertible, so F ·ρ |F |
−1ρ is a self-adjoint odd unitary, and
a(Q˜) = I− Q˜. Finally, the path R˜t is a path of projections in Bρ ∼= R
2n
ρ connecting Q˜⊕0⊕ I to I⊕0,
and Q˜ ∈ M(2m+1)2n(Bρ) = M(2m+1)2n(R
2n
ρ ) is in the K0 subgroup generated by trivial projections.
This means that assuming the theorem fails for a single parameter matrix ω implies that the theorem
fails for all ρ that are sufficiently close to ω and differ from ρ in a prescribed pair of conjugate entries.
We may select ρ such that this pair of conjugate entries consists of roots of unity of odd order, and
then repeat the argument starting with ρ and another pair of conjugate entries. In finitely many
iterations, it will follow that the theorem fails for a parameter matrix µ which has odd order roots of
unity in every entry. This is a contradiction by the following argument.
Suppose µ is a parameter matrix with an odd order root of unity in each entry such that the
theorem fails for a projection P ∈ M(2m+1)2n(R
2n
µ ), and consider R
2n = ΣαC(S2n−1). There are
unitary matrices V1, . . . , Vn ∈ U2q+1(C) such that VkVj = µjkVjVk, so define B : R
2n
µ 7→M2q+1(R
2n)
as follows.
B : zj 7→ zjVj B : x 7→ xI2q+1
The ∗-homomorphism B exists because the desired images satisfy the relations defining R2nµ , as
all noncommutativity information among z1, . . . , zn is pushed to the matrices Vj . Further, B is
equivariant for the antipodal map, as the odd generators are sent to matrices with odd entries. So,
if P ∈ M(2m+1)2n(R
2n
µ ) satisfies a(P ) = I − P and [P ]K0 is in the subgroup generated by trivial
projections, then the same properties apply to B(P ) ∈M(2q+1)(2m+1)2n(R
2n), contradicting Theorem
3.17.
Corollary 3.19. Suppose Φ : R2nω → R
2n
ρ is a unital ∗-homomorphism that is equivariant for the
antipodal map. If K0 ∼= Z⊕Z is such that the first summand is generated by trivial projections, then
the K0 map induced by Φ is nontrivial on the second summand.
Proof. The image Φ(P ′ω(n)), where P
′
ω(n) is as in (3.9), is a 2
n×2n projection that satisfies α(Φ(P ′ω(n))) =
I − Φ(P ′ω(n)). Its K0 class is therefore not in the subgroup generated by trivial projections.
Remark. Because the θ-deformed spheres have the same nontriviality statement in K0, the domain or
codomain could be replaced by a θ-deformed sphere of dimension 2n.
A curious aspect of these proofs is that they discuss unitaries satisfying α(M) = M∗ over C(S2n−1ω ),
a sphere one dimension lower than the original, whereas the argument for C(S2nω ) worked by pushing
up one dimension and focusing on odd unitaries. In both cases, the alternative method of proof
appears to have “insurmountable” road blocks, where one switch of sign nullifies an entire argument.
Nevertheless, we have seen that a noncommutative Borsuk-Ulam theorem does hold in both cases.
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