Abstract. The paper first analyzed the property of sample confidence measure function applied by noise reduction algorithm, explained the reason of this function being not suitable for multi-class problems. Then a more targeted confidence measure function was designed, and based on this function, an enhanced de-noise algorithm of ensemble parameters learning was proposed. Thus the discriminative learning algorithm not only effectively restrain the noise, but also avoid the overfitting of the classifier. Finally, the experimental results and statistical analysis for hypothesis testing verified that the current ensemble parameters learning algorithms of Bayesian network was improved obviously in the performance.
Introduction
Bayesian network classifiers is a classification model based on classical probability statistical theory, which has high classification performance and easy understanding [1] . The Bayesian network has been the focus of researchers for many years. However, it is not easy to generate the optimal Bayesian network in practice [2] [3] . Therefore, the training of restricted Bayesian network classifiers has become a very active research field in recent years [4] [5] [6] [7] .
Restricted Bayesian network learning usually consists of two main steps [8, 9] : structure learning and parameters learning. This paper focuses on the study of parameters learning. According to the evaluation criteria, the parameters learning strategies can be divided into 3 types [10] [11] [12] : 1) the maximum likelihood criterion according to the maximum likelihood estimation network parameters. 2) based on the standard design loss function to learn network parameters. 3) classification parameters learning. These three methods all need to be improved. The first method's classification accuracy is low, the second method's computational complexity is high, and the third one is sensitive to noise. At present, the noise reduction processing mechanism, which is restricted by the weight of the training sample, shows excellent performance in the learning of the decision tree. Based on the Bayesian network parameters learning, this paper redesigns the confidence measure function, and then put forward a kind of noise reduction algorithm which is suitable for the limited structure of Bayesian network classifiers.
Bayesian Network Classifiers Parameters Learning
Bayesian network is a probabilistic graphical model B=<N, A, Θ> [1] . Every node ݊ ∈ ܰ has a conditional probability table. Bayesian network classifier is a function which used Bayes theorem to classify the classification sample, and the conditional probability is calculated based on the network structure. [12, 13] , and the conditional probability distribution can be expressed as follows:
The exponential loss function [14] is defined as:
(2) Plug the formula (1) into (2), we can have:
The method of minimizing the exponential loss function is equivalent to maximizing the conditional log likelihood function. Although the clustering learning classifier has high classification accuracy and small calculation, but it is sensitive to noise and easy to appear over-fitting.
The De-noise Algorithm of Bayesian Network Parameters Learning
The main problem of applying the clustering method to study the parameters of the restricted Bayesian network classifier is to control the influence of the noise [14, 15] . The noise reduction processing mechanism used in this paper is based on the control of the weight of the sample data. The weight of the sample is determined by the confidence function. This paper redesigns the confidence function to adjust the parameters of Bias network based on the processing mechanism. By controlling the weight of sample data can reduce the noise influence. And forward, this paper puts forward a sample confidence measure method to process the unbalance problem, which can be more effective to deal with the impact of the problem of imbalance, reduce the sensitivity to noise of the learning process, and further improve the classifier performance and application scope. The measure function is defined as
when the sample ‫ݔ‬ been classified to the class 'y', ܾ ௧ ሺ‫,ݕ‬ ‫ݔ‬ ሻ = 1, otherwise, ܾ ௧ ሺ‫,ݕ‬ ‫ݔ‬ ሻ = 0.
According to the requirement of the Bayesian network classifiers, the confidence measure function has been redefined, the purpose is to make the trained classifier better adapt to the characteristics of unbalanced data.
Between each iteration process, the confidence measure function can be redefined as:
The weight of each sample in the T times iteration is as formula (4) - (5): 
ሺ5ሻ
The weight ‫ܦ‬ ்ାଵ ሺ݅, ‫ݕ‬ሻ is not only depends on ߤ ் ሺ‫ݕ‬ ‫ݔ|‬ ሻ, but also based on ߤ ் ‫ݔ|ݕ‪ሺ‬‬ ሻ, which avoids the over-fitting of the clustering algorithm. To minimum the misclassification probability, the base classifier weight is set as: 
ሺ6ሻ
Based on the above theoretical analysis of noise suppression scheme, this paper presents an enhanced noise reduced parameters clustering algorithm for Bayesian parameter network learning which named Enhanced-BNB algorithm.
Input: the network structure S, the smooth parameter ߣ, the training sample set ‫ܦ‬ = {ሺ‫ݔ‬ , ‫ݕ‬ ሻ}, 0 ≤ ݅ ≤ ݉.
Output: the integrated Bayesian classifier
Step 1:
Step 2: ‫ܦ‬ = {ሺ‫ݔ‬ , ‫ݕ‬ ሻ} , 0 ≤ ݆ ≤ ‫,|ݕ|‬ ‫ݔ‬ ∈ ܺ, ‫ݕ‬ ∈ {0,1}
Step 3: t=1;
Step 4: while ‫ݐ‬ ≤ ܶ ܽ݊݀ ߝ ≠ 0 do:
Step 5: compute the weight of sample ‫ݏ݊ܫ‬ ∈ ‫ܦ‬ based on formula (4) Step 6: compute the weight of sample ‫ݏ݊ܫ‬ ∈ ‫ܦ‬ based on formula (5) Step 7: make ‫,݅‪ሺ‬ݐܦ‬ ݆ሻ = ‫ݐܦ‬ሺ݅ሻ
Step 8: ܾ ఏ ሺ‫ݔ‬ሻ: ‫ݔ‬ → {0,1};
Step 9: compute the weight of sample ܾ ఏ ሺ‫ݔ‬ሻ based on formula (9) , ߙ ௧ ;
Step 10: recomputed based on (6) Step 11: if ߝ ≠ 0 ‫ݐ‬ℎ݁݊ ‫ݐ‬ + +;
Step 12: end While. Overall, this paper studies the parameter identification algorithm of Bayesian network application type cluster learning model based on the known network structure.
Step1 to Step3 prepare the training data set and initialize the confidence function.
Step4 sets the max iterative running times T.
In each iteration process, step5 to step 7 calculate the weight of training samples, step8 trains a new base classifier based on the revised weight training set.
Step9 weightings the base classifier generated by step8.
Step10 is a key step in controlling the over-fitting and dealing with unbalanced data procedures, adjust the weights of the training samples better which used the confidence measure function designed in formula (3);
Step11 decides whether to stop the iterative process, stop the cycle when the classification error rate is close to zero, then output the classifier on time. In fact, the algorithm iteration times is determined by T sets by Step4.
Case Study
The experiment mainly has two purposes: 1) in order to verify whether the noise reduction processing mechanism of the weights of the training sample can reduce the over-fitting of the clustering learning of Bayesian network, 2) in order to verify whether the proposed confidence measure method is suitable for dealing with the problem of imbalanced data in the integration of Bayesian network parameters on multi class data sets.
The experiment is implemented on the Weka platform. The data set comes from the UCI database site. The selected datasets are used in the reference papers, and taking into account the number of attributes and defects. Table 1 lists the 38 data sets. There are 14 sets of data with a defect value. The data were pre-processed by the unsupervised discretization method in Weka system.
The experiment was run on the Naive Bayesian network structure, and three algorithms were used including the classic AdaBoost-MH algorithm, the noise reduction clustering algorithm based on error correction code design technology (MSmooth-Boost for short) and the proposed enhanced de-noise algorithm (Enhanced-BNB Algorithm) for comparison. The core parameters setting are as follows:
The maximum iterations times T=50, the smoothing parameter of MSmooth-Boost and Enhanced-BNB Algorithm ߣ = 0.5. Three algorithms all based on the random number seed S=1, 3, 5, 7 ,11 respectively in each data set to run 5 times, each time with 10-fold cross validation to get the corresponding training datasets and testing datasets misclassification rate. The experimental results are shown in Table 2 . Figure 1 is the t-test curve of log two-tailed matching between classification error rate on training data sets and that on testing datasets of the two algorithms (AdaBoost-MH algorithm and the Enhanced-BNB algorithms).
When an algorithm is used in the training set, the classification error rate is low, and the classification error on the test set is high, it is generally considered that the classifier produced by this algorithm is over-fitting, and the bigger the difference of the two classification error rate is, the higher the degree of over-fitting. Two tailed matching t-test can be used to determine the difference between the training set and the testing set. The higher the test value, the smaller of the difference between the two classification error rates, and the lower of the over fitting degree. Figure 1 shows that on the 28 data sets (i.e., 73.68% of the data set), the over fitting degree of the de-noise clustering algorithm is lower than that of the AdaBoost-MH algorithm. 
Conclusion
Cluster learning algorithm is a practical strategy for learning Bayesian network parameters, but easy to cause the overfitting problem. This paper first adopts the training sample weight correction scheme, which takes into account the confidence of the current classification and the confidence of the actual class. This scheme can suppress the generation of over fitting. Based on this scheme, this paper further designs a more specific confidence measure function, and proposes an enhanced de-noise parameter clustering algorithm. Experimental results show that the proposed algorithm is better than the AdaBoost-MH algorithm on 92.11% of the data set, and also reduced the classification error on 52.63% of the data sets. Even on the rest 7.89% data set, the classification effect of the algorithm is not worse than that directly applied the noise reduction clustering algorithm.
