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Deze scriptie kan warden gezien als het resultaat van een paging 
om, zonder expliciet gebruik van maattheoretische methoden, onder zo 
ruim mogelijke regulariteitsvoorwaarden, afdoendheid en noodzakelijk-
heid te bespreken, en een manier aan te geven om noodzakelijk en af-
doende ~cties te vinden. 
De behandeling op deze wijze wijkt in belangrijke mate af van de 
maattheoretische, in mindere mate van die met regulariteitsvoorwaarden 
zoals in DYNKIN ~7_, en FRASER _ en 10~· Veel uit het derde hoofd-
stuk is op FRASER 10_ gebaseerd. 
Het tweede hoofdstuk is in het bijzonder af'wijkend van datgene 
wat mij bekend is uit de literatuur. De aann.amen in de drie genoemde 
artikelen ( 7, _ en 10) zijn wat strikter. Een gevolg hiervan is 
dat de geleverde bewijzen soms nieuw, soms aangepaste versies van be-
staande bewijzen zijn. 
Niet-ged.omineerde families van verdelingen zijn niet behandeld. 
De theorie over dergelijke families is nog niet ver ontwikkeld. Zie 
echter BURKHOLDER _20. 
Verdelingen met een discrete en een continue component (waarbij 
de discrete component voor elke verdeling in de fa.milie tot dezelfde 
aftelbare verzarneling is beperkt) zijn op eenvoudige wijze geheel 
analoog te behandelen. Ze warden echter niet genoand omdat de gene-
ralisatie vrijwel triviaal is. Zie FRASER _9_. 
De regulariteitsvoorwaarde die hier aan farnilies van verdelingen 
van het continue type wordt opgelegd is topologisch van aard en heel 
eenvoudig: continue dichtheden met als drager een open deelverzarn.eling 
van Rn. SaJnenhang van die open verzameling wordt niet geeist. Aan de 
dichtheden wordt geen regulariteitseis in de indexverzameling opgelegd, 
zoals men soms aantre:rt bij de behandeling van de KOOP -PI ••rN k.lasse 
van verdelingen. Zie hierover ook 3.1. 
Naast het bekende factoriseringscriterit11n voor afdoendheid (het 
FISHER-NE N criterium.) wordt een tweede criterium ingevoerd en van 
een naam. voorzien: het klassi:ficatiecriteri1lrn. Dit criteri11ra blijkt in 
veel gevallen gemakkelijker te hanteren dan het factoriseringscriteri1.lm. 
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1 • VOORBEREIDENDE OPMERKINGEN 
Zij X een verzameling met elementen x, t een ctie op X. Aan het 
waardengebied t (X) = t (x) : x EX leggen we geen beperkingen op. Zo kan 
t aan elk punt x E..X een vector of een fun ct ie toevoegen. 
Punten x en x' in X noemen we eguiv~lent onder t als t(x) - t(x'). 
Dit is_natuurlijk een equivalentie-relatie op X en de relatie splitst 
de ruimte dus op in een aantal disjuncte klassen. De collectie van deze 
klassen heet de d~or t voortgebrachte klass~-ind,e;Li,Il;,S..• 
Elke u.uctie op X brengt zo een klasse-indeling voort, maar ook wordt 
elke klasse-indeling door tenminste een ~ ctie voortgebracht. Kies 
namelijk in elke klasse D van de indeling een punt x(D). De - ctie 
t (x) = x(D) voor XE D voldoet dan. 
Laat en l klasse-indelingen van X zijn. 
DEF. 1 : t heet een vergroving van fl als geldt : 
behoren x en x' tot dezelfde klasse DE:fJ dan behoren ze tot een-
zelf'de klasse EE [. 
'iD heet een verfijn~n5 van { als C een vergroving van IJ is • 
Zijn t en u .... cties op X, 0 en ! de door t en u voortgebrachte 
klasse-indelingen, dan is het volgende eenvoudig na te gaan: 
STELLING 1: 
t i_s eel?-, vergr_oying van t d.e.s.d.a. 
( 1) voor elk paar x,x'. in X e;eldt: t(x) _= t(?C'.) . -=>_, :u,(x) 
en ook, d.e.s.d.a. 
-· u(x' ) , 
a 
(2) er een ~ctie ¢ o- t(X) bestaat zo dat (t(x)) = u(x) o X. 
We kunnen dus zeggen: u is te schrijven als functie van t. Zijn u en t 
als :funct ie van elkaar t e schrijven, dan is t = 9 , We noemen u en t 
dan equi va,lent e _fy_nct,ies. 
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VOORBEELDEN: 
1. Zij X R 1 • De 2 en x zijn equivalent; de bijbehorende 
klasse-indeling bestaat uit O en voor alle a> 0 de k.lassen 
-a,a • 
2. Zij t • 
-...ctie op een verzame-
ling X, dan is elke component t. (1 < i < r) te schrijven als 
J. 
van t; t. brengt dus 
l. 
een niet-fijnere klasse-indeling voort dan t. 
Hetzelfde geldt voor functies t = t>. : :\ E.A op X, bij willekeurige 
• - • A 1ndex-verzamel1ng H. 
voort dan t. 
3. Zij U : :\EA een lineaire ruimte van functies op een verzame-
ling X. Een lineair onafhankelijke basis voor deze ruimte is equiva-
lent met U, als 
-4. Zij X x2 , 
u...ctie op X beschouwd. 
••• , x )€Rn. Laat t(x) 
n 
- ... , t (x)) 
n 
een • functie op X met zijn continue partiele afgeleiden~naar 
van 
at. 
Jacobi J = -- 0 in x 0 • In een X. J. 1 , 2, ••• ,n 
J j =1 , 2, ••• ,n 
dan x equivalent met t, d.w.z. t hee:ft in een_omgeving van x0 een 
eenduidig bepaalde inverse. (Zie bv. CO ~~ 6 , p. 142 vv.) 
Belangrijk is het nu volgende voorbeeld. We laten het voorafgaan 
door een lemraa, dat voor het bewij s nodig is. 
Definieer de volgende functies: 
t (x) = 
n 
u(x) = ( 
i=1 
n 










x. ' 1 
... , 
X. X. , 
1 1 J.2 




Tussen de functies u en v bestaan de volgende relaties, de identitei-
ten van Newton, 
aangeven: 
voor k < n, als u. en v. de i-de component van u en v 
J. l. 
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- V - ••• + 
-2 2 
+ (-) = O ••••• (a). 
BB;WIJS: 
.. h 
waarin = x. x. x . .. . x . 
· 
1 
· . . 
1 1 1 2 1 k-h 1 1 1< 1 2< ••• <ik-h 
i. :/: i 
J 
en 1 < k-1; 
'""'"' - 1 V 1 = ak-1 + • 
Met behulp hiervan blijkt: 
kv = k k • • 
i,< ••• <1.k 
X. X. 
1 1 1 2 
••• 
waarujt het gestelde volgt. 
STELLING 2: 
De fun ct ies t, ,u en. v. zijD: ,equ.i valent. 
BEWIJS: 
Merk eerst op: 
Voor z E: R 1 is 
k k-1 k-2 
= z -z v 1 + z v2 -




+ (-) V k • • • • • ( b). 
1. Zijn x en x' equivalent onder t, dan eveneens ender u, want 
t(x) = t(x') houdt in dat x en x' dezelfde componenten hebben, 
waarbij slechts de volgorde kan verschillen. Elke functie die 
syrr,metrisch is in deze componenten heeft dan dezelfde waarde 
in x als in x'. In het bijzonder geldt dit voor u. 
2. Zijn x en x' equivalent onder u, dan oak ender v. Nu is nl. 
u(x) = u(x' ). Uit de identiteiten van Newton blijkt: 
5 
voor 1 < k < n, dan volgt uit (a): 
• • en xis e4u1valent met x' 
onder v. 
3. Zijn x en x' equivalent onder v, aan ook ender t. Zij v(x) - v(x'). 
De nulpunten van (b) stemrnen dan voor v(x) en v(x') overeen, in 
. . . , x. Dit wil juist 
n 
zeggen dat x en x' dezelfde componenten hebben, zodat x en x' 
equivalent zijn onder t. 
1.2. Lineaire ruimten 
Uitgangspunt is de volgende situatie: 
gegeven zijn twee verzaJnelingen X en 0 en op X >< 0 is een reeelwaardige 
-..ctie u(x,0) gedefinieerd. Om de gedachten te bepalen: deze functie 
zal in eenvoudige relatie staan tot een farnilie van kansverdelingen 
voor a e.0, of van waarschijnlijkheidsdichtheden 
:f(x e) op X en voor e c:.0. 
De :functie u(x,e) willen we nu eens beschouwen als functie op X, 
dus als een :functie die aan elk punt x E..X een functie van e alleen 
toevoegt, dan weer als functie op 0, die d1.1s aan elk punt e E 0 een 
:functie van x alleen toevoegt. Om het accent aan te geven schrijven we 
in het eerste geval wel u(x,.) of u(x,e) : 8 Ee op X, in het tweede 
geval u(.,0) of u(x,0): xEX op 0. 
We breiden u(x,e) : e c0 uit tot een lineaire • ruimte U op X 
X 
s 
door alle functies l 
i-1 
toe te voegen. 





8. E: 0 
1 
Op dezelfde wijze krijgt men de lineaire 
s 
• ru1mte u9 ope door 
sommen I b.u(x.,e) met reele coefficienten. 
i 1 l. 1 
Zij 
steeds 
de rang van U r, die van 
X 
Gemakkelijk is met behulp van 
een basis voor U equivalent is met 
X 
Verder geldt : 
u 0 r'. Als basis kan men natuurlijk 
en u ( x , e ) met x ~ X nemen. µ µ 
1 • 1 • st ell ing 1 ( 1 ) na t e 






r ' , de ,,rang van U _z_i · n beide oneindi of 
bei~e e~ndig en gelijk. 
BEWIJS: 
Als r < 00 en 





c . ( e )v. ( x) • De 
l. l. 
v (x) een lineair onafhankelijke 
r 
te schrijven als: 
... , C ( 9) 
r 
voort en er is een r' < r zo dat 
hieronder lineair onafhankelijk zijn. 
••• , c',(8) 
r 
Ui tgaande van r' < 00 blij kt evenzo dat r < r' , zodat r = r' • 
Tegelijkertijd is duidelijk dat als een van de rangen, bv. r on-
eindig is, de andere niet eindig kan zijn. 
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2. AFDOENDHEID EN NOODZAKELIJK:HF:ID VAN 
VAN ~ SVERDELINGEN 
....u.SSE-INDELINGEN VOOR FAMILIES 
2.1. De ,uitkomstenruimte 2 de drager 
2.1.1. Families van discrete kansverdelingen 
Onder een farnilie van discrete kansverdelingen verstaan we een 
gedefinieerd 
zijn op dezelfde verzan1eling X, die hoogstens aftelbaar veel elementen 
bevat. Bovendien kiezen we X 
voor tenminste een e e. 8. X heet de ui tkomstenruimte; 0 indiceert de 
kansverdelingen, 0 heet de indexverzameling en elke functie g(e) op 0 
heet een parrortet er van 9. 
Zij e c. 0. De verza.1neling X -e > 0 heet de drag.er ' 
van P 0 • Daar voor alle x E= X geldt dat 0 voor tenminste 
,,,,, ,,,, e . 
een , is X = x9 • 8~0 




2.1.2. Families van kansverdelingen met een dichtheid 
Voor families van kansverdelingen met een dichtheid kiezen we 
: e €0 van waarschijnlijkheidsmaten, elk- gedefi-
nieerd op de (meet bare) deel verzamelingen van een verzameling X <:.Rn, 
en die voldoen aan de volgende r~sul~~i t,ei t~ voorwaarde: 
0 
e Ge, is er een nctie f (x 8), eindigwaardig en niet-
negatief op X, zo dat voor elke meetbare verzarneling Ac.X geldt: 
f'(x e)dx = 
A 
moeten open deelverzamelingen van X zijn. 
6E0 
geldt: er is een 9E:8 zo dat f(x e) > O. 
8 
(X) 
Bovendien is X te schrijven als 
k=1 k 
is de Lindelof-eigenschap voor tweede axiomaruimten 
(zie bv. PERVIN ~16 , p. 81). 
2. 1 • 3. Algemene opmerki,ngen 
In de voorbeelden zal men bij beide typen f~milie de ruimte X vaak 
n 
kunnen opvatten als de produktruimte TI 
i=1 
X. van n kopieen van eenzelfde 
1 
ruimte. Dat is bijvoorbeeld het geval als X de uitkomstenruimte is bij 
een steekproef van de grootte n van identiek verdeelde grootheden. 
Dit wordt echter niet geeist. 
X voor alle 
c_onstante. drage~., of met 
• • e E 8, dan spreken we van een fa,-m1l1e met 
een drager die niet vane afhangt. Is x8 
voor een 8 e. e dan zeggen we dat de drager van e afhangt. 
Aan de regulariteitsvoorwaarde R voldoen de bekende families van 
continue verdelingen zoals no1111ale verdelingen, r- en B-verdelingen, 
Cauchy..,..verdelingen; verder de homogene verdelingen op (O,e), e > o, 
00' 
met of zonder variabel beginpunt (op (a,~)) en alle families van n-
voudige produkten van deze families. 
In het vervolg willen we beschikken over disjuncte splitsingen 
• van de ru1mte X van het volgende type: 
DEF 1: 
Als x8 , x8 , ••• een rij dragers is die tezamen X overdek.ken 1 2 k-1 
* * * als voor 
en 
••• 
een disjuncte splitsing_v_a_n _________ _ 
Op grond van de opmerkingen aan het eind van 2.1.1 en 2.1.2 is de 
definitie zinvol. Duidelijk is dat de verztt.1nelingen 
en X overdekken. 
* 
* . . Xk disJunct • • Z1Jn 
Onder de Xk kunnen lege verzamelingen voorkomen; dit is in het bijzonder 
• 
steeds het geval als de dragers niet van 8 afhangen. De enige disjuncte 
splitsing van X door dragers is dan X, cp, cp, •••• 
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Zij !Peen collectie van waarschijnlijkheidsmaten van het discrete 
type of met dichtheden die aan R voldoen: P8 : 8 c:::0 of 




. ~.ijn x en x'E X zo, - x) > 0 d.e.s.d.a • DU ; a 
-
x') >O (of f(x 8) > 0 d.e.s.d.a. f(x' e) > O), dan is 
er een k met x en 
BEWIJS: 
Uit direct dat voor alle e E:0, 
x en x' hetzij beide 
i = 1, 2, ••• , k-1 • 
Hetzelfde geldt dan eveneens voor x', zodat 
2.2. De functies L(. x) en 1(. x) 
een dichtheid f(x 6), 
of o/ - f(x 8) : 8 ~0 als een functie van x. 
• aanneemt 1.s dan de para1neter 
nadru.k. op te leggen dat zo'n functie ~- f(x 
van x wordt beschouwd schrijven we: f(x .). 
DEF 1: 
De waarde die bijvoor-
Om er de 
0) : e c 0 als functie 
De aanpetrl:.e_li,ikheids,_,f:u,rictie L(. x) wordt gegeven door: 
VOl'm 
of door 
L(e x) = log f(x 8), 6..£0, 
naar gelang van het type van de beschouwde fa.milie. 
Voor L(e x) wordt de waarde - 00 toegelaten. 
Kies Xe , 
2 door 
••• die X overdekken en 
* ~ dragers x1 , x2 , ••• , 




P (x = x) 
*-
* =P (x=x)alsxE of 
eh e 
f' ( X 8 *) = f' ( X 
L(e* x) = log p (x 
e* 
* * L(e x) = log f'(x e ). 
voor h = 1 , 2, • • • • 
x) resp. 
GEVOLG 1: 
p (x = 
*-
* x) en f(x e ) zijn positieve functies op X. 
e 
* L(e x) is een eindigwaardige "-'1.,1,, . .1,, ct i e op X. 
OP:MERKING 1 : 
De schrijfwijze P (x - x) en f(x e*) is 
*-
• • zuiver formeel. Er is 
e 




x), het aannemelijkheidsversch.il, wordt gedefinieerd als 
* x) - L(. x) - 1(9 x). 
OPMERKING 2: 
Op X geldt: 
P(x - x) ·· P 
• 
- x) • exp 1(. x) 
- -
in het discrete, en 
f(x .) = * f(x e ) ·• exp _1 (. x) in het continue geval. 
OPMERKING 3: 
onbekende waarde uit een indexverzameling 0 is, dan is 
1 (. x) = 
P. (x. - x.) 
X- ) ' J. 
-1 l. 
= log - . ----- of 







= log - . 
f · 1 · (x. e ~) 
l. 
• 
Dit hee:rt tot gevolg, dat men in bet geval van een steekproef slechts 
• • 0 de marg1.nale verdelingen hoeft te betrekken in een onderzoek van het 
aannemelijkheidsverschil. 
1 1 
2. 3. Voorwaa.rdelijke waarschijnlijkheid op een_ e,in .. ~ge verza.melins_ 
Zij P(x = x) een discrete kansverdeling, f(x) een dichtheid, continu 
op een open verzarneling en daarbuiten O. Laat E een eindige deelverzame-
ling van X zijn en wel zo dat P(x = x) > 0 voor een x e E, dan wel f(x) > O 
voor een x (:. E. 
DEF 1: 
De voorwaardelijke waarschij:11,li,jk.heid P(x = 
wordt gedefinieerd als: • 
P(x = x) 
P(x X E) = -------p E 
P(x x E) - 0 
TOELICHTING: 






x E) van x gegeven E 
voor x E. E, 
voor x I!/= E. 
Zijin het continue geval met d(x,y) de afstand tussen x en yin X 
aangegeven. Men kan nu bij de punten x en x. in E bolvormige omgevingen 
l. 
B (x) = y: d(x,y) < £ en B (x.) op dezelfde wijze nemen. P(x = x E) £ £ l. 
is dan te beschouwen als de limiet voor £ ➔ 0 van 
f(y)dy/( ~ f(y)dy). Dit is voor elke £ > 0 een 
B ( X ) X -d:E B ( X . ) 
£ 1 E 1. 
'' gewone'' voorwaardelij ke waarschijnlij kheid. 
Het is duidelijk dat ook in het continue geval P(x = x E) zich 
op E als een discrete kansverdeling gedra.agt. Dit rechtvaa.rdigt tevens 
de notatie. 
Is er geen x e E met P(x x) > 0 of f(x) > 0 dan is P(x - x E) 
niet gedefinieerd. Hebben we een fam.ilie van kansverdelingen~, of van 
dichtheden ~die aan R voldoen, dan is er voor elke eindige verzameling 
E CX tenminste een 0 €..0, waarvoor _ = x .E) gedefinieerd is. Hiervan 
maken we in het volgende gebruik. 
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2.4. Afdoendheid en criteria voor afdoendheid 
Zij fr een farnilie van discrete verzamelingen, 'Y een fa,1nilie van 
dichtheden die aan R voldoen. Xis weer de uitkomstenruimte, 0 de 
• • 1ndexverzamel1ng. 
DEF 1: 
voor elke De~ en elke eindige verzarneling E c. D geldt : 
DEF 1a: 
x E) hangt niet van e a:f in de zin dat voor alle e waarvoor 
x E) gedefinieerd is deze functie dezelfde is. 
Een functie top X heet afdoende voor (vooro:') als de door t 
voortgebrachte klasse-indeling afdoende is voor (f resp. fF. 
GEVOLGEN: 
1. Is afdoende voor fl (voor ~) en is D~~, dan geldt voor alle 
ee 0 hetzij ncx6 of D ex.9 = x \X0 • 
Anders gezegd: of x) = 0 
voor alle x c D, en analoog voor f ( x 8). 
B:E:WIJS: 
2. 
We geven het bewijs voor f(x e). 
Stel er is een x £.D met f(x e) > 0 en zij x' £ D willekeurig. 
Er is een 8' in 0 waarvoor f(x' 6') > O. P (x = x'. x,x' _) is 
n-
voor n = 8 en voor n = 6' gedefinieerd en de twee zijn gelijk, 
:f(x' e) 
dus f ,__x-,..-8 + f x' 8 = -
f(x' S') . . 
8 , + f x' 6 , • De tweede is posi-
tief en dus ook de eerste zodat f(x' 8) > 0 voor alle x' ED, 
* * 
. . . ) van X door dragers. 
Voor de klassen DE.@ geldt dan bovendien: • er is een h met D c 
BEWIJS: 
2.1.3 • stelling 1 is voor elk puntenpaar in D van toepassing, 
gevolg 1. Zijn di.ts x en x' '=- D dan is er een h zodat • gezien 




3. Op X kan een positieve functie r(x) als volgt worden gedefini-
eerd: Kies in elke DE: 
> O, of 
= X 
een punt xD. Zoek een 
e) > 0 en schrijf: 
) 
ec e met 
X, ...,.._ 
----.........,!"'""-'"---,.-,- voor alle x e D en voor alle D fS. i>. 
0 ,X 
Uit gevolg 1 blijkt: r(x) > 0 op X en r(x) hangt niet van 
(de keuze van) e af. 
Voor we de betekenis van afdoendheid nader toelichten geven we 
twee criteria, e~uivalent met afdoendheid. 
DEF 2: 
• • Voor de faxnilie 
:-.. -cri t eri t1rn) 
(9!) geldt het _factoriseringscriteri,1Jn (FISHER-
ten opzichte van de klasse-indeling van X als 
op X f'uncties van het volgende type bestaan: 
(1) voor alle 9€.8 een f'unctie k(x,e) > O, constant op elke klasse 
De~; 
(2) een f'unctie h(x) > 0 
terwijl voor alle e c. e geldt: 
DEF 3: 
x k(x,e) op x. 
Voor de klasse-indeling fJ> geldt het k.lassif'icatiecriterium ten op-
zichte van fl (t .o.v. 91) als voor elke klasse D6.(i) geldt: 
zijn x en x' punten van D, dan is er een c(x,x') > 0 zo dat voor 
alle e e 0: 
-
- = x') dan wel f(x e) c(x,x') • f(x' e). 
-
STELLING 1: 
De klasse-indelin is afdoende voor f ( voor d.e.s.d.a. voor 
( o=J,. het fa.ct or,i_s,e.ringscri t eri11m 5eld~ t,. o. v. en oak d.e.s.d.a. 
I a I a l 




We geven het bewijs weer voor dichtheden, het discrete geval wordt 
bewezen door f(x 6) door x) te vervangen. 
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a) Zij 9-) afdoende voor ~, r (x) de in 2. 4 gevolg 3 gedefinieerde 
• fucntie. 
Neem D cil en het vaste punt 
Is x tD, dan is hetzij f(x e) 
= X 
als in de definitie van r(x). 
= 0 en dan ook f( ~ a) 0 o:f 
) 
f(x a)> Oen r(x) f(x e) = ---.~----r-r-----r--,r- = .-;........i._,.;~ • x, 
f(x a)= r(x) 




niet negatief en constant op D voor alle D~ • 
b) Geldt het factoriseringscriterit1m voor !r t.o.v. 0 en is DE:-~, 
x en x' in D, dan is: 
= c(x,x') • f(x' 8); hierin is c(x,x') > 0 zodat het klassifi-
catiecriterinm geldt. 
c) Geldt het klassificatiecriteri11rn voor ~ t.o.v. !Y, is De:-'7) en 
E (:': D een eindige deelverzameling. We kiezen xE vast in E en e 
,,,. 
zo dat 9) > o. 










uit het klassificatiecriterium direct volgt dat hetzij f(x e) > 0 
= x E) voor dezelfde 8 gedefinieerd is. ~ is dus a:fdoende 
voor 'J'. 
Def. 2 en 3 zijn natuurlijk ook te formuleren voor een functie t 
door voor ii) de door t voortgebrachte klasse-indeling te nemen. 
Wil men in het geval van een familie rP van discrete verdelingen 
met behulp van de definitie van afdoendheid nagaan of een klasse-indeling 
2> afdoende is voor fl, dan is het niet nodig voor D c:0 en elke eindige 




P (x - X D) 
e -
= ----- als xe:. D en O buiten D gedefinieerd. P0 D 
Nu geldt: 
STELLING 2: 
De. klasse-indeling t.b is afdoende voor lPd.e.s.d.a. voor elke D 
I i I I • l d 
x D) niet van e afhan voor die 0 waarvoor de functie bestaat. 
BEWIJS: 
De voorwaarde is noodzakelijk. Voor eindige Dis dat triviaal; 
is D aftelbaar oneindig dan neemt men een stijgende rij eindige deel-
oo 
verza1nelingen van D met 
i=1 
A. = D en P 
l. 
X D) = ------
Pe A 1 
X x •••• Geen van de factoren hangt 
van a ·af. 
Is nu aan de voorwaarde voldaan en is rwijl E eindig 
en > O. Dan is 
- X 
e 
p (x = 
e -
XE) e -- X D) X ~ 
Pe E 
hang~n niet vane af. 





ver,fijning v,an 2), dan is e afdoende voor fr ( ":f90'!' !>') • 
Zijn u en ,t, _f:unc,ties op X en is u afdoende voor ( 




en is een 
u te 
') (~. 
Een factorisering bij iZ) is zonder meer te gebruiken als factori-
sering bij e . 
..i..,.;.u. KING: 
Voor elke familie 'J of D:! is er tenminste een afdoende klasse-
indeling~ nl. die 




is altijd afdoende voor 
de klassen de punten van X zijn. 
u(x) = x (de uitkomst van een experiment) 
of !P. , 
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STELLING 2: 
De fu.ncties l(. x), L(. x) en P.(x = x) of f(x .) zi·n afdoende 
voor of !JI, on-eacht de keuze vane* bi Q de definitie van 1(. x). 
BEWIJS: 
We geven het bewijs voor 1(. x). Daar l(. x) te schrijven is als 
functie van elk van de andere completeert stelling 1 het bewijs. 
Nu geldt: 
P. (x = x) = P (x = x) • exp 1(. x) , of 
*-e )( f(x .) = r(x e ) • exp 1(. x) , volgens 2,2 opm. 2. 
Daa.rwee voldoet 'l resp. ~ aan het factoriseringscriteri11r11 ten opzichte 
van de door 1(. x) voortgebrachte klasse-indeling. Beide gelden onge-
acht de keuze * . van e , dat wil 
splitsing van X door dragers, 
zeggen ongeacht de keuze van een disjuncte 
ook al leidt zo'n andere keuze tot een 




steekproef uit ,e .. en_ ver~,eling behor~;nde 
I 
fe;mil,,ie !P of, !JI, zodat oo,k d.~. _s,imultane yerdeling t,ot e,en 
• • fa;milie 
x(2)' .•• , 
BEWIJS: 
• Voor uitkomsten x 
met dezelfde geordende 
is de ''order statistic<' 
I I I 
· 1 · fami ie. 
n 1 1 
x. ' :L 2 
uitkomst is voor alle a E..0 f(x 6) 
••• 
x f(x e) = 1 x f(x. e) x f(x. e) 
n 1 1 1 2 
. . . , 




• • • X f (X. 
1 
n 
e ) , zodat het klassificatiecriterium geldt met C ( X ,x t ) = 1 • 
2. 6 •. Grot:,st e af~~~nde kla.s_s_e:-inde;ting 
DEF 1: 
Twee punten x en x' heten gelij~aaFdig_o_~_d_e_r--:;.,,_o_,!~9!- (notatie: 
x = x'), als er een constante c (x,x') > 0 bestaat zo dat 
P. (x 
f(x .) 
x) = c(x,x')P.(x = x') 
c (x,x' )f(x' • ). 
ofwel 
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• et\* De collectieN van equivalentie-klassen ender deze relatie vol-
doet dan aan.:. . 
STELLING 1: 
* . Voor 2) gelden de volgende beweringen: 
of~; 
' 
(2) elke afdoende klasse-indeling voor of Ol is een ver-
* .. . " fiJn1.ng van • 
Beide beweringen zijn op grond van het klassificatiecriterium triviaal. 
noernen we de grofste afdoende klasse-indeling. 
Klasse-indelingen die een ....::: _ noodzakelijke 
afdoende klasse-indeling. We spreken evenzo van noodzakelijke en van 
noodzakelijk en afdoende functies. 
STELLING 2 (HOOFDSTELLING): 
De fuµ.c~,ie, 1 (. x ), qi:engt t, ong,ea,cht de keuze van 
ii ■ r I C t 
en is dus nood_z,akelij~ en ,afdo_ende,. 
BE:WIJS: 
' 
Zij fl> de door 1 (. x) voortgebracht e klasse-indeling. Volgens 
2.5 stelling 2 is g afdoende voor of O'en dus op grond van stelling 1 
een verfijning van 'J)*. 
Is omgekeerd x = x', dan is voor een familie ~(en analoog voor ) 
f(x .) =·c(x,x')f(x' .), en voor elke keuze van een disjuncte 
• • spl1ts1ng van X door dragers, voor x E,X en een k 
* f(x e ) * c(x,x' )f(x' a ). 
Hierui t volgt dat 1 ( • x) = l ( • x' ) • Daa1·rnee is fb ook een vergroving 
2. 7. Noodzakelijke fun_ctie.s 
Iedere functie die constant is op elke klasse van~*heet nood-
zak.el_ijk. Verder wordt voortgebracht deor 1(. x). Hieruit leiden 
we een aantal beweringen af: 
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B &:w E!RING 1 : 
Voor elke 8 6 0 is 1 ( 8 x) noodzakelij k; voor elke deel ver?.arneling 
* . )( 0 c 0 1.s 1 ( e x) : e ee noodzakelijk. De lineaire ruimte U van 
n 
somxn en _ a . 1 ( 8 . 
. 1 1 J. i= 
x) met coefficienten a. eR1 en met 8. c0 • • is equi-
· · 1 1 
valent met 1(. x) evenals elke basis voor U. De basis en U zijn dus 
beide noodzak.elijk en afdoende. 
BEWE:.RING 2: 
a(x) = sup 1(8 x) is noodzakelijk voor de frunilie 
eee 
waarde +~ wordt toegestaan. 
BE;WE!RING 3: 
of ?f; de. 
Heeft voor alle x 1 ( e x) een maxi m11rn a (x) , da,n is er een nood-
zakeli jke f\mctie e(x) waarvoor geldt: l(S(x) x) a(x). 
BEWIJS: 
Zij D~f/)*, dan is 1 (. x) constant op D. Voor elk punt x E:D wordt 
het maxirnwn voor dezel:fde verzameling van 8-waarden aangenomen. Kies 
BH:we:RING 4: 
Bestaat a(x) - max 1(6 x) o X dan is er een noodzakeli.ke meest 
e~e 
aann~eli5jk:e,, schatter voo.~ e. 
BEWIJS: 
. 
Bestaat a(x) - max 1(6 X), dan bestaat ook max L(e x) = L(e )( x) + a(x). 
8E:0 069 




De functies 6(x) in bewering 3 en 4 bestaan, ongeacht de aard van 
de verzameling e. Men krijgt steeds een e(x) met waarden in e. 
D 
BE .;.JJ. ING 5 : 
Zij 0 = 
• op een verza:meling 
~ of U'. 
BEWIJS: 







• noodzakelijk voor 
Is x equivalent met x' onder 1(. x), of: 1(9 x) 1(8 x') voor 
* alle 8 £:0, dan geldt op 0 : 
aL(8 x) = 31(0 x) _ a1(e x') _ 
-ae. ae. ae. 





Is x(x,e) de karakteristieke functie van de drager x8 , dan 
• is de 
functie x (x,.) noodzak.elijk voor fl of fJ!. 
BEWIJS: 
Zij x equivalent met x' onder 1(. x). Dan geldt: 
x en 1(0 x) - 1(8 x') 
en dus is f(x e) = O d.e.s.d.a. f(x' e) 0 (voor discrete verdelingen 
evenzo). Dus is x(x,e) = 1 d.e.s.d.a. x(x',e) = 1 zodat x(x,.) = x(x',.). 
2.8. Voorbeelden 
De hier gegeven voorbeelden hebben alle betrekking op families met 
constante drager. Voorbeelden waarin fa1rLilies met niet constante drager 
optreden warden gegeven in 3.4. 
Onder wat sterkere regulariteitsvoorwaarden geeft DYNKIN _7 een 
syste1natische benadering voor het probleem,, de noodzakelijke en afdoende 
functies voor een farailie 9='te vinden. 
Hier zijn de voorbeelden in hoofdzaak illustratief bedoeld. 
. ' 
In het geval van farnilies·met con~tante drager gee:rt het klassificatie-
criteritlm doorgaans de· eenvoudigste methode voor het vinden van de nood-
zakelijk en afdoende 1.,1,,1..cties. Daarnaast laten we in enkele gevallen de 
factorisering zien en, in het geval van discrete 
waardelijke waarschijnlijkheid op de k.lassen van 
• n1.et meer.bevat. 
kansverdelingen, de voor-
* . . 
, die dus de index 
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Uit f(x 8) = c(x,x')•f(x' 8) voor alle 8 bij equivalente punten 




f x' 8 is onafhankelijk vane. 
Zij X ) een steekproef uit een binomiale • x2, . . . , verdeling n 
B(S,k); ec(o,1); X ) • o, 1 , k-1 X = x2, waarin x. . . . ' ... , n l. 
of k. Dan • 1.S 
n x. k-x. 
IT 8 l. ( 1-0) l. alle e en op X - • • voor -
i=1 l. 
n n 
\ x. x) L - n l. - • i=1 e )1=1 IT - • -
Pe x' X - X. X. e - i=1 1. 1 
n 
Dit quotient is onafhankelijk vane d.e.s.d.a. x. --
l. • n 1 1 
zodat de functie x. noodzakelijk en afdoende • l.S voor 
'il)* bestaat uit 
Inderdaad is 
P (x = x) -
e -
. 1 1.=1 n 



















De voorwaardelijke waa:rschijnlijkheid vindt men bv. aldus: 
n 
' X. , 1 
x. = c kan gezien warden aJ.s het resultaat van nk trekkingen 
i=1 1 
uit een alternatieve verdeling met kans 8 op een uitkomst 1, en 
1-8 op een uitkomst O, dus 
-
-














x. = c) = 
1 
2. Zij (x1 , 
index e, 






, inderdaad onafhankelijk vane. 
-ne x) = e 
n 















( X. ! ) 
1 
n 
(x ! ! ) x. 
1 • 1 1 61 • 
(x. ! ) 
1 
uit een Poissonverdeling met 




















( X. ! ) 
1 
i-1 
verkrijgen we de gewenste factorisering. 
• 1s. 
De som van n grootheden met Poissonverdeling met index 8 heeft 
zelf weer een Poissonverdeling met index ne • 
• Dus 1s 
-
-
















C rr ( X. ! ) n 
i=1 l. 
-
1 C ( ) , 
C x, x2 • • • X n n 
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OPMERKING: ( c ) geeft 
x 1 x 2 ••• xn 
in groepjes ter grootte x 1 , x2 , 
het aantal wijzen waarop c objecten 
1 
x verdeeld kunnen warden, 
... ' n C 
n 
het totaal aantal mogelijke manieren waarop c objecten in (hoogstens) 
n groepen kunnen warden verdeeld. 
3. Zij ) een steekproef uit een verdeling met dichtheid 
4. 
00 e 
van de voxm c(8)e-y, e e ( o , 00 ) , y 4:- ( o , co) en c ( e ) - 1 / ( -y ) e a.:v , 
X = x2, • •• , x ), x. e(0, 00 ). n i 




i=1 1 f(x 8) c0 (e)e -- • 
n 8 n 
'e 
-{ I X .. - x. l. 1 f(x e) i=1 i=l 
- e f(x' - • e. 
n 
Dit quotient hangt niet vane af d.e.s.d.a. I 
• 1.=1 








X • ' l. 
voor 
x(2)' ••• , 
steekproef nood-
zakelijk is voor de f'amilie. De geordende steekproef' is echter ook 
afdoende (2.5 stelling 3). 




2 N(µ,a ), 
e h .. o 




. 1 l. 1.= 
1 
...,n 



























X ! ) • 
l. 




















De klassen van '2* zijn 
n 
met boloppervlakken 








Een factorisering wordt eenvoudig gevonden door uitschrijven 
van de som in de exponent van f(x e). 
2. 9. Inte,rE,r~tatie ,van afdoendh:eiq._ • 
2. 9. 1. Families van discrete verdelingen 
' 
Zij • • een afdoende klasse-1ndel1ng voor 
1. Het factoris,er,i,ngscrite,rittrn 
Uit 2.4 stelling 2 blijkt dat, X D) = 
afhangt. 
e 
We hebben nu de volgende factorisering: 




juist als O, daar _ _ x) = O. De eerste factor gee:ft 
een kansverdeling over de rujrate 'il:>van klassen, en deze kansverdeling 
is verschillend voor verschillende e. De tweede factor geeft binnen 
elke klasse D4==@ een kansverdeling die dezelfde is voor alle e. 
Wil men nu iets over e te weten komen dan kan worden volstaan met 
een beschouwing factor bevat e niet en levert 
daarmee geen bijdrage tot kennis omtrent e. 
2. Het klassificat iecriteriuxn 
Laat x en x' twee punt en zijn in dezelfde klasse D van~. Heeft 
men bij een experiment x als uitkomst gekregen, dan hee:rt men daarbij 
P. (x = x) ''waargenomen'' veeleer dan alleen x zelf, Op q.eze waarneming 
' 
zal men iedere gevolgtrekking omtrent e moeten baseren. Vindt men x', 
d.w.z. P.(x = x' ), dan heeft men essentieel dezelfde kennis over e, 
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want P. (x = x') = C'(x,x' )P. (x = x) en c(x,x') is een constante in het 
modelf. Bij de uitkomsten x en x' zal men dus dezelfde conclusies over 
e trekken. 
3. De definitie van afdoendheid 
We stellen ans twee experimenten voor. Het eerste bestaat uit het 
doen van een waarneming x = x. Het tweede uit het doen van een waarneming 
D - D gevolgd door het genereren van een waarde x' volgens de verdeling 
P(x=xD). 
x en x' hebben nu dezelfde kansverdeling, te weten 
P(x' = x D) voor Xe.De£. 
Men is dus indien men D kent niet slechter af (en oak niet beter) 
dan indien men de precieze positie van x in D weet, afgezien van de 
mogelijkheid dat men in de eerste situatie nog aselect een x' in D 
moet kiezen (volgens de verdeling P(x = x D)). In deze zin bevat D 
evenveel infol:"Iaatie omtrent e als de uitkomst x (zie . .i..i;-...i...i.i. OS en 
s -
SAVAGE 11_). 
Zonder het begrip ''hoeveelheid informatie omtrent e'' te hebben 
gedefinieerd kan men dus wel zeggen: iedere zinvolle definitie voor dit 
begrip zal aan punten, equivalent voor , dezelfde waarde toekennen. 
Het zal dus een noodzakelijke functie zijn. 
2. 9. 2. Families .. van verdelingen met een di~!-i."f?h.eid 
Zij CJ> een afdoende klasse-indeling voor fY = :f(x e) : e E. 0 • 
Het klassificatiecriterium levert direct een interpretatie, vol-
komen analoog aan die in bet discrete geval. 
Een interpretatie van de definitie vereist een andere benadering van 
de theorie en wordt hier niet gegeven. Voor een interpretatie van het 
• 
factoriseringscriterium geldt hetzelfde; we zullen nochtans laten zien, 
dat onder strikte regulariteitsvoorwaarden op eenvoudige wijze een 
analogon van 2.9.1.1 te verkrijgen valt. 
een vector van reeelwaar-
dige functies zijn die continue partiele afgeleiden hebben naar 
X • n zodat x u(t). 
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Voor de eenvoud nemen we aan dat de toevoeging eeneenduidig is op een 
open 1 voor alle e , en dat de det e:t-minant van 
ox. 
( 1. ) Jacobi * 0 op fJ. Is t = ••• 
J 1,J= , , ••• ,n 
... , t (x)), r < n, afdoende voor de familie frvan dichtheden 
r ➔< f(x e) : 8E8, dan is f(x 8) - h(x) • k(t (x),8)· voor geschikte 
* functies h(x) en k(t (x),e). 
Bij transformatie van X met t(x) ontstaat een dichtheid op t(X) = T, 
* g(t e) = h(u(t)) • k(t ,e) • t staat voor , uitgedrukt int. 
De marginale verdeling van ... , t 
r 
• 1.s dan: 
* h(u(t) )k(t ,e) • ;. * * g (t e). • • • 
t 
n 
* * g(t 8)/g (t 0) 
••• 
t dtr+1 ••• dt n 
t 
dy +1•••dY y r n 
)( 
H(t t ) hangt niet meer van 8 af en is een voorwaardelijke 
* X )( 
op de verzarnelingen met vaste waarde van t , terwijl g (t 
* 
* H( t t ) . 
dichtheid 
e) als wh. 
dichtheid over de ruimten van klassen t : t vast kan worden beschouwd. 
' 
Zie verder.bv. HOGG en CRAIG 13. 
2.9.3. Het model 
Tot nu toe hebben we steeds verondersteld dat de faJnilie (j' of~, 
dat wil zeggen de functie P 8 (x 
beschouwd, bekend was. Gegeven 
zakelijk en afdoende was. 
~ x) of f(x e), als functie 
dit ''model'' besloten we da.t 
l 
o:p X x 0 
l(. x) nood-
Stel daarentegen dat we zouden willen onderzoeken of de bewering Pe!? 
• 
onjuist is. We kunnen dan deze bewering beschouwen als nulpypothese H0 ; 
en we kunnen daarmee voor elke 
die niet meer afhangt van de index e. Dit levert mogelijkheden voor 
toetsen van het model f'tegen verschillende alternatieve modellen. 
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3. EXPONENTIELE FAMILIES VAN K.ANSVERDELINGEN 
3. 1 • _Inleiding 
Dit hoofdstuk zal warden geformuleerd voor dichtheden f(x e), 
hoewel alles onverminderd geldt voor discrete verdelingen. 
Tot nu toe hebben we een regulariteitsvoorwaarde (B) ingevoerd, 
die betrekking had op de dichtheden f(x 8). Men kan zich afvragen of 
bet niet voor de hand zou liggen ook aan 0 eisen op te leggen. In 2.7 
bewering 5 is bijvoorbeeld een eis gefoI1nuleerd. 
Het is echter duidelijk dat, gegeven een familie ~ van dichthedeh, 
een klasse-indeling'i> afdoende is voor ~ongeacht de gekozen indicering. 
Het is om deze reden dat we er de voorkeur aan hebben gegeven niets 
over 8 aan te nemen. Een andere reden is, dat bij de nu volgende behande-
ling van exponentiele fmnilies van verdelingen blijken zal dat bij dit 
heel belangrijke type verdelingen steeds een herindicering mogelijk is 
die, eventueel na uitbreiding van !Pmet dichtheden die van hetzelfde 
type zijn, vanzelf leidt tot een indexverzaroeling waaro:p f(x 0) voor 
elke x aan sterke regulariteitseisen voldoet. Dit laten we in 3.2.2 
• z1.en. 
Daarna zal het geval van niet-constante dragers voor het geval 
van een aselecte steekproef nader worden beschouwd. 
klassen 
DEF 1: 
Een fa1nilie van dichtheden 9' met constante drager X c Rn heet een 
exponentiele familie of een KOOP~-PI 
f(x 8) te schrijven is in de vorm 
s 
( 1 ) f(x 8) = exp_c(x) + ¢(0) + 
i=1 
ic-N klasse als voor alle e ~0, 
c.(x)cp.(e) 
l. ' 1. op X. 
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DEF 2: 








. .. , 
• 
zijn lineair onafhankelijk 
(0, o, ..• , 0) 
lineair onafhankelijk 
(0, o, ... , 0). 




f(x 8) exp_b(x) + ~(8) + 
i=1 




Overeenkomstig 1.2 vormen we uit de u(x,e) de lineaire ruimte 
Deze hee:ft klaarblijkelijk een eindige rang s < S. Een basis zij 
u • 
X 
zodat aan 5. voldaan is. 
s 
Schrijf nu: u(x,e) = 
i=1 
i = 1, 2, , •• , s, 
c.(x)q,.(8). 
J. J. 
onafhankelijk zijn volgt hieruit dat 
O, zodat aan 3. is voldaan. Verder blijkt uit 1.2 stelling 1 
dat 
VOI"ll1. 
Definieer tenslotte ¢(8) als 1(6 




x), dan is 
c.(x)¢.(8)~ is in kanonieke 
J. J. 
Een frunilie van dichtheden met constante drager is een exponentiele 




Is een fa.rnilie van dichtheden met constante drager van de vorin ( 1 ) , 
dan ••• s c (x)) noodzakelijk en afdoende voor ~. 
s 
Beide stellingen zijn eenvoudig te bewijzen. Bij stelling 2 bedenke 
men dat 1(. x) = u(x~.) + 
vo1ming als een constante gedraagt. 
VOORBEELDEN: 
1. De 
tiele verdelingen met vast beginpunt zijn exponentiele families met 
constante drager. Vergelijk 2.8 voorbeeld 4. 
2. De families van de binomiale verdelingen bij vaste steekproef-
omvang, de negatief binomiale verdelingen bij vast voorgeschreven 
laatste succes, en de Poissonverdelingen zijn exponentiele families 
(2.8 voorbeeld 1 en 2). 
3. Ni et-exponent i ele :ramilies • • Zl.Jn: 
Cauchyverdelingen: f(x e) 01 
2 
Verdelingen van het type 




-X , X > 0, 0 > 0. 
-
1 XE::R • 




Zij I = A 
De integrand 
• • pos1.t1.ef. 
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Verder is er voor positieve a en b en A ~(0,1) de volgende ongelijk-
heid welbekend: ab < Aa + (1 - Ab. 
is; de continuiteit 
en de dragervoorwaarde in R zijn natuurlijk ver 
STELLING 2: 
. ' , ' -
: AE:.(0 1) • • 1.1J t st ellin 1 is een familie van dichtheden 
_,;._,__ ____ __,; 
.Cl:ie diff_ere_ntieerb_a~r ~.s. !1a,a.r A, en wel ~illekeurig vaak. 
Alleen IA levert problemen op. Voor een bewijs dat IA willekeurig 
vaak differentieerbaar is naar A en dat de differentiatie onder het 
integraalteken kan warden uitgevoerd zie L--~ 15 , p. 52-54. 
Zij nu 5:' een 
waarvoor R geldt, 
= exp c(x) 
exponentiele f'amilie--=.met constante drager X cRn, 
f(x T) + 1µ(-r) + c.(x)lt,.(t) 
1. 1. -
voor T '6 T, zodat 
u(x,-r) = l(T x) - C. (x)1J;. (T). 
1. 1. 
karakteriseert de verdeling, daar de 
waarde van ~(T) vastligt door de conditie f(x T)dx = 1. 
Toepassen van stelling 1 op 
heden bestaan van de voi1n 
Het punt 
een lijnstuk. in Rr ( A 6 0, 1 ... 






Verder zijn de toegevoegde dichtheden eveneens van exponentiele 
voi·m. Door dit herhaald toe te passen blijkt dat men bij elke 8 in een 
convexe verzameling 0 c..Rr een dichtheid f(x e) kan construeren. De ver-
kregen ( ui.tgebreide) familie is een exponentiele familie en 0 met de 
punten als nieuwe indexverzameling warden gekozen. 
Deze wordt de '~nat,,u~lijk~'' indexver~arnelins genoemd. 
OP:MERKING 1 : 
Men kan 
0 is convex. 
OP KING 2: 
. . . , C (x)) 
r 
is ook na de uitbreiding noodzakelijk 
en a:fdoende voor ~: 
Uit stelling 2 volgt verder: f(x 8) is in het inwendige van 0 wille-
keurig vaak differentieerbaar 






i = 1, 2, ••• , r. 
hogere afgeleiden bestaan, zoals 
Zander enige eis op te leggen aan de indexverzameling verkrijgt men dt1s 
in het geval van een exponentiele familie met constante drager door 
• • • 
uitbreiding van de oorspronkelijke familie en her-indicering analytici-
teit in de index. 
VOORBEELD: 
x G ( 0, 00 ), te ,...schrij ven in de vorm: 
- log r(k) - k log 2 -








voor e E- _1 , 00 ) , bij geschik.te 
keuze van ¢(8) dichtheden op (0, 00 ). Dit zijn de r-verdelingen; uit-
breiding tot e = ( 0, 1 ) wordt zo niet gekregen. 
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3.2.3. Afdoendhei_~, e;n n~odzakelijkheid voor d,eelverz.amel,ingep. van, .e 
Bij exponentiele farnilies heef't, zeals te verwachten was, elk van 
de functies c.(x) uit 
J_ 
een kanonieke vorm een speciale relatie tot de 
bijbehorende e . • Neern bijvoorbeeld . * * ~ kies e2 , ••• , er zo dat 
* l. 
e : e2 = e2 , ••• , er = e 
* 
r 
= 0 1 :p ~. 
: 8 E01 is dan een exponentiele farnilie, te 
schrijven als: 
f(x e) = exp_ voor x &-X en a G0 1 • 
Het volgende woordgebruik is nu duidelijk: 
afdoende 
Verder krijgt bet fa,ct_oriseringscriteri11~rn de volgende vorm: 
voor e. geldt het factoriseringscriterium ten opzichte van 
l. 
e.c0. functies k(c.(x),e.) op X zo dat 
J.. J_ l. J.. 
c. (x) als er 
J_ 
en voor elke 
-
-
. . . , e )k(c.(x),e.). 
r i 1 
Het klassificatiecriteri11m wordt: 
voor 
x en 
ci geldt het klassificatiecriterium ten opzichte van ei als voor 
x' in X met c. (x) = c. (x') een .::ctie 
l. J. e. 1' e. 1' 1- J..+ 
. . . , e ) bestaat, zo dat f (x e) g_:r(x' e). 
r 
3.3. Ni~t-constante drase,r 
3.3.1. Functies eguivalent met de dr~5~r. _ c~ie 
We beperken ons tot het geval van een aselecte steekproef 
X = 
beschreven met behulp van 
~.cties x(y,6) van een van de volgende gedaanten is: 
1. x(y,e) -
2. x(y,e) 
3. X (y, 8) 
1 op (-00 ,e) en O elders, e > - 00 ; 
1 op (6 9 00 ) en O elders, e 
1 op 0 elders, 
< 00 • , 
Volgens 2.7 bewering 6 zijn de functies x(x,.) 














Y.,oor_ families !r van sjmu.ltane di,chthe~en bij s:teekproevengroot n 
uit verd:,elingen met ,,dragers v~,. de tY:pe_n 1, 2 e~ ~ gel~t achteree~"'(olgen,s: 
1 • 
2. 
3. • 1.S x(x,. ) • 
BEWIJS: 
Het geval 3 zal alleen bewezen warden. De andere zijn dan direct 
duidelijk. 














voor steekproeven van de grootte n uit: 




voor x6(8, 00 ) en 0 elders. 
0 daarbui ten. 
blijk.t 
als volgt: de (afdoende) aannemelijkheidsfunctie L(. x) is equivalent 
met x (x,. ) • 
noodzakelijk en afdoende voor steekproeven groat n 
uit de homogene verdeling: 
1 
en O daarbuiten. L(. x) is ook hier 
equivalent met x (x,.). 
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3.3.2. Expo?en~iele families 
Fa,milies van dichtheden • met niet-consta.nte drager noemen we 
exponentiele f'amilies, als er 
it 
lineair onafhankelijke functies 
••• , c (x) op X bestaan, zo dat 
r 
r 
f(x e,n) x(x,n)exp~cp(e,n) + c(x) + c.(x)4>.(e,n) • 
1 l 
We nemen hierin dragers van de typen 1, 
i=1 
2 of 3 • • uit de vorige paragraaf. 
Bovendien veronderstellen we dat ••• , c (x) een lineair 
r 
onafhankelijk stelsel is op elke 
... , ¢ (e,n) voor elke n lineair 
r 
....... ING: 
onafhankel i j k. 
een exponentiele faxrlilie 'Y van dichtheden met dragers 
en afdoende voor 
va,n het type 1 uit 
3.3.1. 
en afdoende voor 
een exponentiele familie met dragers van bet type 2. 
van type 
noodzakelijk en afdoende 
BEWIJS: 
3, dan is 
voor ~. 
... , 




1 1. * * 
Neem een 




index nk die bij de constructie * * • • gebruikt 1.s. 
• 
< nk dan 1.s 
l(e,n x) cp(e,n) -
r 
i=1 
C. (x) 1. 
Bovendien is 1(0,n x') 1(8,n x) en dus 
r 
(c.(x) - c .. (x'))(cp.(e,n) -
1 l. l. i=1 





op * . 2 Xk voor 1. = 1, , ••• , 
= 0 op 
~.(e,n) volgt nu: 
l. 
r en voor k - 1, 2, • • • • 
34 
. . . , 
meling , en bovendien voor alle n of beide in x· of beide buiten X. n, n 











is noodzakelijk en afdoende voor steekproeven van 
de grootte n uit een exponentiele verdeling 




2. Voor steekproeven groot n uit een verdeling C(e) • e 1 als 
3. 
x > a en O als x < a (e = 
noodzakelijk en afdoende. Dit volgt direct 
waar-
door 2.8 voorbeeld 3 wordt verkregen. Voor deze deel-farnilie is 
gehele familie. 
een vast getal, da.n is 
n n 2 n e2 . ( x., .•. , noodzakelijk en afdoende. 
i 1 1 i=1 i=1 
n 
Is tenslotte ook e1 constant, dan is 
noodzakelijk en afdoende. i=1 
2 X., 
J. 
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