One goal of text mining is to provide readers with automatic methods for quickly finding the key ideas in individual documents and whole corpora. To this effect, we propose a statistically well-founded method for identifying the original ideas that a document contributes to a corpus, focusing on self-referential diachronic corpora such as research publications, blogs, email, and news articles. Our statistical model of passage impact defines (interesting) original content through a combination of impact and novelty, and it can be used to identify the most original passages in a document. Unlike heuristic approaches, this statistical model is extensible and open to analysis. We evaluate the approach on both synthetic and real data, showing that the passage impact model outperforms a heuristic baseline method.
INTRODUCTION
For diachronic text corpora like research publications, web discussions, and news, identifying the origin and flow of ideas is a crucial step towards understanding their content and structure. To automatically detect the origin of ideas, we propose a generative probabilistic model that allows inference for originality in an unsupervised way. Unlike methods for Topic Detection and Tracking [2] , our model provides an operational definition of originality by combining novelty and impact, and we show how it can find text passages that best summarize the original contribution of a document.
We define original ideas as being both novel and having impact. Anybody can write novel nonsense, but adding impact focuses on new ideas that interest and are important to many people. Applications range from automatically extracting snippets to summarize important developments in news corpora, to attributing ideas to their originators in web discussions, and to making the ideas in the large body of reCopyright is held by the author/owner(s). SIGIR'09, July 19-23, 2009, Boston, Massachusetts, USA. ACM 978-1-60558-483-6/09/07. search literature easily accessible to humans by summarizing the original contribution of each document.
Our originality-detection methods are text-based and do not require hyperlinks. While heuristic approaches for identifying important words or passages exist (e.g., based on TFIDF [4] ), the statistical methods we propose have a concise probabilistic semantic which affords easy analysis and extensibility. Furthermore, we show that using the languagemodeling approach empirically outperforms simple heuristics for novelty detection on a discussion-group corpus.
METHODS
We take a language modeling approach and define a generative model for diachronic corpora. An author writes a new document using a mixture of novel ideas and ideas "copied" from earlier documents. An idea has impact, if it is copied (i.e., discussed, elaborated on) by future documents. This picture is one of idea flows, originating in documents with impact, and "flowing" to documents based on idea development. We directly model idea flows between documents, without an extra level of the topic as in topic models [3] . Identifying the original contribution of a document means separating novel ideas from old ideas, and simultaneously assessing impact. We assume that documents generally contain a key paragraph or sentence(s) that succinctly summarize the new idea, and we aim to identify this piece of original text as a summary. This task differs from summarization, however, because our method focuses on originality [1] : While all documents can be summarized, some do not contribute original ideas (e.g., a textbook). The task also differs from the TREC novelty track [6] , since we detect impact, not relevance. The following gives more detail on our probabilistic model and inference method.
Passage Impact Model
We propose a generative model of a diachronic corpus that extends the model in [5] . A document D (i) of length ni is modeled as a vector of ni random variables so that copying uses a unigram model with parametersθ
, respectively. Formally, we model a diachronic corpus as follows:
...
) and whereθ
w is the probability of uniformly drawing word w from the words in the original section
Note that π
Inference
Using the PIM, we want to infer the section
that most succinctly summarizes the original idea. Only document text is observed. After a few justifiable approximations, we use a MAP inference procedure based on Model 1 to infer
, and π (i) . This problem reduces to a sequence of convex programs that can be solved efficiently.
EXPERIMENTS
We tested this method on synthetically-generated data based on the Neural Information Processing Systems proceedings and on web documents from Slashdot discussions.
Synthetically-Generated Data
Synthetic data is based on language models θ (i) from the MLEs of NIPS documents. Document d (i) has 20 passages. One is Z (i) , and the others formZ (i) . Since real documents may not have exactly one Z (i) passage, we test robustness by diffusing δ original content throughZ (i) . Future documents are d (l) . The evaluation measure is the average percentage ofZ (i) passages that have a higher likelihood than Z (i) . Table 1 shows that impact is critical to define originality. Using just one future document can differentiate real original ideas and novel noise. Table 2 shows that the method is robust for diffused original content, up to δ = 0.3.
Slashdot Discussions
We also evaluate on Slashdot, where users post and discuss articles. Sometimes the first post links to and directly , except with direct article quotations removed. We evaluated the method on identifying human-selected sentences on 61 articles (7 months) matching these criteria from the Games subtopic. The baseline uses TFIDF, with sentences scored by the sum its words' IDF values. Evaluation is by Precision and Recall.
The Prec@2 statistics in Table 3 show that the Passage Impact Model outperforms the TFIDF heuristic baseline for predicting original sentences at the top of the ranking. In addition, Rec@10 shows that the PIM is also significantly better when trying to find a large subset of original content.
CONCLUSIONS
We proposed a generative model for diachronic corpora and an inference procedure to identify original ideas. This method significantly beats a heuristic baseline for selecting a document section to summarize its original contribution.
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