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Abstract
Die Anzahl von digitalen Bibliotheken, die auch historische Volltexte enthalten,
steigt immer weiter. Damit einhergehend wa¨chst auch die Anzahl an digital
verfu¨gbaren historischen Dokumenten. Trotzdem gestaltet sich die Suche nach
diesen Dokumenten immer noch schwierig. Aufgrund fehlender Standardisierung
der Rechtschreibung ist es vielfach nicht mo¨glich, mit Suchbegriffen in heutiger
Sprache historische Texte zu finden. Diese Thematik ist vor allem bei Sprachen
relevant, deren Rechtschreibung erst spa¨t standardisiert wurde, wie z. B. Deutsch
und Englisch.
In dieser Arbeit wird ein neuer Ansatz fu¨r Retrieval in Texten mit nicht
standardisierter Rechtschreibung entwickelt. Es wird ein Algorithmus beschrieben,
der den Benutzer bei der Suche in digitalen Bibliotheken unterstu¨tzt. Basierend auf
Belegpaaren aus aktueller und historischer Schreibung generiert der Algorithmus
probabilistische Regeln. Mit diesen werden Varianten eines Suchbegriffes in
historischer Schreibung generiert.
Dargestellt wird die Gesamtarchitektur der Suchmaschine einschließlich der
Evaluierung. Ausgehend von einem Suchbegriff in Grundform wird ein aktuelles
deutsches Wo¨rterbuch benutzt, um die zugeho¨rigen Vollformen zu finden. Auf die
gefundenen Vollformen werden die generierten Transformationsregeln angewendet,
um die historischen Wortformen zu bilden. Die Experimente zeigen, dass sich die
Retrievalqualita¨t von historischen Kollektionen durch den vorgestellten Ansatz
stark verbessert. Somit kann er den Benutzer in seiner ta¨glichen Arbeit deutlich
entlasten. Eine sehr große Anzahl historischer Dokumente, die bisher trotz
ihrer Digitalisierung nicht sinnvoll durchsucht werden konnten, werden nun
verschiedensten Benutzergruppen — vom Laien bis zum Historiker — besser
zuga¨nglich.
Mit Hilfe des im Anschluss entwickelten Verfahrens zur automatischen Erstellung
der Belege ist es zusa¨tzlich mo¨glich, den Engpass bei der Regelerstellung aufzulo¨sen.
Das Verfahren wurde in den entwickelten RuleGenerator integriert. Dieser stellt
eine Benutzeroberfla¨che zur Verfu¨gung, die dem Anwender die Generierung und








In den vergangenen Jahren gab es viele Initiativen, die Bu¨cher digitalisiert
und sie im Internet verfu¨gbar gemacht haben. Diese Initiativen folgten fru¨heren
kleineren Projekten wie z. B. dem Gutenberg Projekt1, das bereits 1971 mit
dem Aufbau einer digitalen Bibliothek begonnen hat [Stewart u. a., 2007]. Die
US-Suchmaschine Google hat mittlerweile 15 Millionen Bu¨cher digitalisiert und die
EU-Mitgliedsstaaten immerhin 1,2 Millionen [Lischka, 2011]. Dadurch ist die Menge
der zur Verfu¨gung stehenden Texte exponentiell angestiegen.
Eine wachsende Zahl an digitalen Archiven soll die langfristige Erhaltung
des kulturellen Erbes sichern und zuku¨nftigen Generationen den Zugang zu
den Dokumenten ermo¨glichen [Hedstrom und Ross, 2003; Rauber u. a., 2002].
Die Erstellung von Archiven wird von Chavez-Demoulin und Kollegen mit
den Auswirkungen der Bibelu¨bersetzungen aus dem Lateinischen verglichen
[Chavez-Demoulin u. a., 2000].
Unter den digitalisierten Bu¨chern sind immer mehr Kollektionen, die historische
Dokumente enthalten. Zu Anfang wurden die Dokumente nur gescannt. Heutzutage
werden die Texte mit Software zur Texterkennung bearbeitet und indexiert, um
eine Volltextsuche bereitzustellen. Zusa¨tzlich soll auf diese Weise einem breiten
Nutzerkreis der Zugriff auf die Dokumente gewa¨hrt werden [Adriaans, 2005; Lischka,
2011].
1.1. Standardisierung der Rechtschreibung
Durch die große Anzahl von Dialekten und zeitlichen Variationen ist die
Rechtschreibung in historischen Dokumenten sehr zeit- und ortsabha¨ngig. Nach
Braun werden als historische Dokumente alle Texte verstanden, die in einer
historischen Form der modernen Sprache verfasst sind [Braun, 2002]. In einigen
La¨ndern gab es zwar Institutionen, die schon fru¨h die Standards fu¨r die
Rechtschreibung festgelegt haben. Aber auch fu¨r Sprachen, deren Schreibung
geregelt war, existieren fru¨he Schreibvarianten. Dies gilt z. B. fu¨r das Spanische,
das bereits 1713 standardisiert wurde [Zaslavsky u. a., 2001]. Im Gegensatz dazu
war die Rechtschreibung in England und Deutschland [Pilz, 2003] weitaus la¨nger
nicht festgelegt. Im Englischen wurde die Schreibweise allerdings bereits um 1800
1 http://www.gutenberg.org/ (letzter Aufruf 18.12.12)
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Abbildung 1.1.: Faksimile eines historischen Dokumentes [Trotsche, 1866]
herum standardisiert [Kranz, 1998, S. 13], wa¨hrend dies in Deutschland erst 1901/02
erfolgte. Der u¨berwiegende Teil der 6000 Sprachen, die heutzutage gesprochen
werden, wurde niemals offizielle Sprache und somit auch nicht verbindlich geregelt
[Strunk, 2003].
Vor der Standardisierung galt die Regel ”Schreibe wie Du sprichst”, das sogenannte
phonologische Prinzip [Modes, 2012, S. 20f.]. Allerdings ko¨nnen sich selbst bei
gleicher Aussprache noch unterschiedliche Schreibungen ergeben [Pilz, 2003]. In
Abbildung 1.1 ist ein Faksimile eines historischen Dokumentes dargestellt. Bereits
in der U¨berschrift ist mit der historischen Schreibung Theil fu¨r die aktuelle Form
Teil eine erste Schreibvariante enthalten. Zu Schreibvarianten kommt es nicht nur
bei unterschiedlichen Autoren. Ha¨ufig sind auch verschiedene Variationen eines
Wortes innerhalb eines Textes zu finden [O’Rourke u. a., 1997]. Teilweise wurde die
Schreibweise auch angepasst, wenn sich dadurch die optische Gestaltung verbesserte.
Da in den Texten oftmals Zitate aus a¨lteren Dokumenten verwendet werden,
verscha¨rft sich das Problem weiter [Pilz u. a., 2005]. Selbst bei lateinischen Texten
existieren Schreibvarianten. Diese kommen durch unterschiedliche Autoren und
Editoren sowie durch den zeitlichen Wandel zustande [Jussen u. a., 2007].
4
1.2. Suche in historischen Dokumenten
Die Rechtschreibung wird trotz vorhandener Standardisierung weiterhin einem
Wandel unterliegen. So gab es z. B. in den neunziger Jahren sowohl fu¨r das
Niederla¨ndische [Reynaert, 2005, S. 89f.] als auch fu¨r das Deutsche [Agbaria,
2009, S. 23ff.] Rechtschreibreformen. Deswegen wird sich das Problem der
Schreibvarianten zu einem spa¨teren Zeitpunkt auch fu¨r Dokumente stellen, die den
heutigen Regeln der Rechtschreibung entsprechen.
1.2. Suche in historischen Dokumenten
Die nicht standardisierte Schreibung fu¨hrt zu Problemen bei der Suche in
historischen Teilen von digitalen Bibliotheken. Der Großteil der Benutzer gibt die
Suchbegriffe in der aktuellen Schreibweise ein, die sich von der Schreibweise in den
historischen Dokumenten unterscheidet. Dabei ist der Benutzer sehr ha¨ufig auch
an Texten interessiert, die Schreibvarianten enthalten. Die einfachste Mo¨glichkeit
zur Lo¨sung des Problems stellt die Anfrageerweiterung dar. Obwohl es in den
meisten Fa¨llen auch fu¨r Laien problemlos mo¨glich ist, die historischen Texte zu
verstehen, fehlt einem Großteil der Benutzer das no¨tige Expertenwissen, um die
Anfrageerweiterung vorzunehmen [Koolen, 2005]. Aufgrund der Vielzahl mo¨glicher
Schreibweisen kennen selbst erfahrene Spezialisten nicht alle Varianten [O’Rourke
u. a., 1997; Biella u. a., 2005] und ko¨nnen deswegen die notwendige Erweiterung
der Suchanfrage nicht vornehmen. Weil die meisten Suchmaschinen ihren
Dokumentindex wortweise aufbauen, mu¨ssen die Suchbegriffe mit den indexierten
Wo¨rtern fu¨r eine erfolgreiche Suche u¨bereinstimmen [Selbach, 2008]. Auch popula¨re
Digitalisierungsinitiativen wie die Google-Buchsuche2 oder die europa¨ische digitale
Bibliothek3 unterstu¨tzen bisher keine Suche nach Schreibvarianten.
Mit steigender Anzahl an verfu¨gbaren Dokumenten beno¨tigt der Benutzer aber
zugleich auch mehr Unterstu¨tzung bei der Suche. So werden in der quantitativ
arbeitenden historischen Linguistik eine mo¨glichst große Zahl von Hilfsmitteln
wie historische Wo¨rterbu¨cher fu¨r die Arbeit mit den Korpora beno¨tigt [Mehler
u. a., 2009]. Neben der Volltextsuche stellen die Schreibvarianten auch in anderen
Bereichen wie z. B. der Korpuslinguistik ein Problem dar. Die Korpuslinguistik
befasst sich hauptsa¨chlich mit der Erforschung und Darstellung sprachlicher
Besonderheiten in Korpora [Stewart u. a., 2007; Lemnitzer und Zinsmeister, 2006,
S. 5ff.]. Zu diesem Zweck werden sehr spezifische Korpora zusammengestellt
[Lu¨deling und Walter, 2010]. Dafu¨r werden ha¨ufig extra historische Dokumente
digitalisiert. Bei der anschließenden Erstellung von Ha¨ufigkeitsprofilen und
Konkordanzen im Rahmen von quantitativen Analysen ergeben sich allerdings
Probleme, weil Schreibvarianten als unterschiedliche Wo¨rter gewertet werden [Baron
und Rayson, 2008; Hockey, 2004].
2 http://books.google.com/ (letzter Aufruf 18.12.12)
3 http://www.europeana.eu/portal/ (letzter Aufruf 18.12.12)
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Durch Schreibvarianten ergeben sich auch bei Kookkurrenzen falsche Werte. Ebenso
entstehen bei Diskursanalysen auf Dokumenten mit Schreibvarianten Probleme, da
die Werkzeuge zur semantischen Analyse nur fu¨r moderne Texte geeignet sind.
Deswegen wurden von Archer und Kollegen Methoden zur Modernisierung von
Dokumenten entwickelt, damit die vorhandenen Werkzeuge auch fu¨r historische
Texte einsetzbar sind [Archer u. a., 2003].
Bei der Digitalisierung von Texten ist sowohl der Prozess der Digitalisierung
selbst als auch deren Ergebnis Gegenstand wissenschaftlichen Arbeitens [TextGrid,
2004]. Damit umfasst der Kreis der Benutzer von digitalisierten Texten nicht nur
Linguisten, sondern auch weitere Wissenschaftler aus den Humanwissenschaften,
wie z. B. Historiker. Diese sind beispielsweise daran interessiert, zu einem Text alle
Belegstellen zu finden [Mehler u. a., 2011]. Dabei sind sowohl lexikalische als auch
syntaktische und textuelle Belege wichtig fu¨r die weitere Arbeit. Allerdings wird
der Prozess der Vernetzung durch Schreibvarianten in den Texten ebenfalls deutlich
erschwert.
Bei herko¨mmlichen Suchmaschinen ist eine falsche Schreibweise der ha¨ufigste Grund
fu¨r eine leere Ergebnismenge [Hearst, 1999]. Einige Systeme bieten deswegen fu¨r
Suchbegriffe mit geringer Ha¨ufigkeit Alternativen an. Diese werden oft nur auf
der Basis von Wo¨rterbu¨chern oder A¨hnlichkeitsmaßen erzeugt. Erstere haben den
Nachteil, dass sie nur bei Wo¨rtern hilfreich sind, die auch im Wo¨rterbuch enthalten
sind. Dagegen haben A¨hnlichkeitsmaße nur eine geringe Pra¨zision, insbesondere fu¨r
kurze Wo¨rter. Außerdem ko¨nnen A¨hnlichkeitsmaße nur eingesetzt werden, wenn die
zu durchsuchenden Dokumente bereits vorliegen. Bei einer Suche im Internet kann
deswegen eine Verwendung nur erfolgen, wenn Zugriff auf den entsprechenden Index
besteht.
1.3. Ziel der Arbeit
Eine Suchmaschine soll nach Heller neben Verfahren aus der Mathematik
und Informatik auch linguistische Eigenschaften beru¨cksichtigen [Heller, 2004].
Dies gilt insbesondere bei der Suche nach historischen Dokumenten. Ziel der
vorliegenden Arbeit ist es zu zeigen, dass ein regelbasierter Ansatz eine Suche nach
Schreibvarianten ermo¨glicht. Dabei soll mit Anfragen in moderner Sprache eine
Suche in Texten mit abweichender Schreibweise realisiert und so das Problem der
Schreibvarianten reduziert werden.
Ein regelbasiertes Verfahren hat dabei die folgenden Vorteile [Ferber, 2003, S. 132]:
• Regeln sind auch fu¨r Laien versta¨ndlich.
• Jede Regel kann einzeln angewendet werden. Somit la¨sst sich durch jede
zusa¨tzliche Regel der Recall erho¨hen.
• Regeln sind leicht zu generalisieren und zu spezialisieren.
6
1.3. Ziel der Arbeit
Bei einer manuellen Erstellung von Regeln kann selbst ein Experte nur wenige
Regeln pro Tag erstellen, wa¨hrend ein automatisches System eine gro¨ßere Anzahl
von Regeln in deutlich ku¨rzerer Zeit generieren kann [Quinlan, 1986]. Deshalb soll
die Erstellung der Regeln automatisch erfolgen.
Retrievalanwendungen sind immer durch eine Unsicherheit bei der Erstellung der
Anfrage und einer Vagheit bezu¨glich des Informationsbedu¨rfnisses gekennzeichnet
[Fuhr, 2005]. Aufgrund der Vagheit des Informationsbedu¨rfnisses ist das
Ergebnis des Retrievalprozesses nur mit einer bestimmten Wahrscheinlichkeit
korrekt. Demzufolge sind nicht alle generierten Varianten tatsa¨chlich historische
Schreibungen. Allerdings muss trotzdem die Retrievalqualita¨t gewa¨hrleistet bleiben.
Diese kann mit den Retrievalmaßen Recall und Precision bestimmt werden.
Im Gegensatz zu Reynaert erfolgt dabei keine Korrektur der Texte [Reynaert,
2004b]. Das Ziel ist es, alle relevanten Dokumente zu finden. Somit liegt das
Hauptaugenmerk auf dem Recall und nicht wie bei der automatischen Korrektur
auf der Precision.
Wissenschaftler arbeiten ha¨ufig mit kleinen Korpora, die sie mit großem Aufwand
zusammenstellen, den Text auszeichnen und mit Metadaten versehen [Audenaert
u. a., 2006]. Die Suchmaschine soll die Recherche auf eigenen Datenbesta¨nden
ermo¨glichen, um anschließend eine genaue Analyse der lokal verfu¨gbaren Korpora
zu unterstu¨tzen. Es existiert eine Vielzahl von Initiativen zur Digitalisierung
und Bestandserhaltung, die von einer Suchmaschine fu¨r historische Dokumente
profitieren ko¨nnten. Die Grundlage der Suchmaschine soll die Generierung von
Transformationsregeln bilden, die die Schreibweise fu¨r ein Wort in historischer
Sprache generieren. Viele historische Bu¨cher sind auch fu¨r Laien interessant [Hauser
u. a., 2007]. Damit auch diese Benutzergruppe mit der Suchmaschine arbeiten kann,
sollen sowohl bei der Generierung der Regeln als auch bei der Verwendung der
Suchmaschine von den Benutzern keine besonderen Kenntnisse in den Bereichen
Linguistik und Informatik beno¨tigt werden. In der vorliegenden Arbeit soll eine
Methode fu¨r die Suche nach Schreibvarianten entwickelt werden. Das Problem der
Vokabellu¨cke, bei dem keine moderne Form fu¨r eine historische Schreibung existiert,
wird hier nicht weiter betrachtet.
Es wurden zwei Szenarien von Benutzertypen entworfen, um die verschiedenen
Benutzerinteressen aufzuzeigen. Diese sollen in erster Linie die Spannweite des
notwendigen Bedarfs an Unterstu¨tzung bei der Erstellung von Belegen und Regeln
darstellen. Fu¨r einen Linguisten ko¨nnte beispielsweise bereits die Bildung der Belege
ein interessantes Forschungsthema sein. Demzufolge mo¨chte er die Belege nur mit
semi-automatischer Unterstu¨tzung generieren, weil er auch an der Entwicklung der
Sprache sowie an Regeln mit einer sehr hohen Precision interessiert ist. Er sucht oft
nach allen Vorkommen eines Wortes in einer Kollektion und kann deswegen nur mit
einem kompletten Regelsatz arbeiten. Im Gegensatz dazu mo¨chte ein Historiker
lediglich relevante Dokumente zu einem bestimmten Thema finden. Deswegen
mo¨chte er mo¨glichst schnell eine Volltextsuche nutzen. Dementsprechend wird er
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einen automatischen Ansatz bevorzugen. Auch wenn er deswegen zuna¨chst einige
Dokumente nicht findet, reicht es ihm aus, solange er die Mo¨glichkeit hat, den
Regelsatz spa¨ter zu u¨berarbeiten.
Das zu entwickelnde Werkzeug soll die Regelerstellung soweit wie mo¨glich
automatisieren. Zugleich soll der Benutzer aber die Mo¨glichkeit bekommen, die
erstellten Regeln weiter zu bearbeiten bzw. auch eigene zu erstellen. Ausgehend von
seinen Bedu¨rfnissen wird sich der Benutzer mehr auf den Recall oder die Precision
seiner Suche konzentrieren. Das Werkzeug soll an dieser Stelle die notwendige
Flexibilita¨t bieten.
Die Deutsche Forschungsgemeinschaft (DFG) hat das Projekt Regelbasierte Suche
in Textdatenbanken mit nichtstandardisierter Rechtschreibung (RSNSR) gefo¨rdert.
Die vorliegende Dissertation ist im Rahmen dieses Projektes entstanden.
1.4. Aufbau der Arbeit
Im folgenden Kapitel wird zuna¨chst der Begriff der Schreibvarianten definiert.
Daran anschließend werden ra¨umliche sowie zeitliche Auswirkungen auf die
Schreibung erla¨utert. Anhand des Noisy Channel Model wird der Ablauf einer
Suche nach Schreibvarianten vorgestellt. Anschließend werden die verwandten
Themenbereiche dargestellt. Das dritte Kapitel erla¨utert die vorhandenen Ansa¨tze
zur Behandlung von Schreibvarianten. Hierbei erfolgt eine Unterscheidung zwischen
wo¨rterbuchbasierten Ansa¨tzen, A¨hnlichkeitsmaßen und regelbasierten Verfahren.
Eine Suchmaschine fu¨r historische Dokumente wird im dritten Teil entwickelt.
Kapitel 4 stellt das Verfahren zur Regelgenerierung vor. Dazu folgt zuna¨chst
die Beschreibung von grundlegenden Lernverfahren. Anschließend wird die
generelle Vorgehensweise erarbeitet. Darauf aufbauend wird die Generierung von
Transformationsregeln entwickelt und evaluiert. Das anschließende Kapitel stellt
zuna¨chst die Architektur der entwickelten historischen Suchmaschine vor. Darauf
folgt eine na¨here Erla¨uterung der einzelnen Module. Die anschließende Evaluierung
demonstriert die Einsatzfa¨higkeit des implementierten Systems. Die Entwicklung
einer historischen Google-Buchsuche verdeutlicht die U¨bertragbarkeit des Ansatzes.
Teil IV erla¨utert die benutzergesteuerte Regelerstellung. Hierfu¨r werden im
sechsten Kapitel vorhandene Methoden zur Erstellung von Belegen beschrieben.
Im Anschluss wird ein Verfahren zur automatischen Belegerstellung entwickelt.
Nach erfolgter Evaluierung des Ansatzes wird ein Werkzeug zur benutzergesteuerten
Regelentwicklung aufgebaut und die automatische Belegerstellung integriert.
Anschließend folgt die Beschreibung und Auswertung der durchgefu¨hrten
Benutzerevaluierung.
Der letzte Teil verdeutlicht zuna¨chst in der Zusammenfassung in Kapitel 8
den Stellenwert der verbesserten Retrievalmo¨glichkeiten bei der Suche nach
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historischen Dokumenten. Abschließend skizziert Kapitel 9 die weiteren
Anwendungsmo¨glichkeiten. Dabei werden sowohl Erweiterungsmo¨glichkeiten des








Dieses Kapitel konkretisiert zuna¨chst den Begriff der Schreibvariante. Dabei wird
auch auf die regionalen und zeitlichen Vera¨nderungen der Schreibung eingegangen.
Anhand des Noisy Channel Models wird verdeutlicht, wie das zu entwickelnde
System arbeiten muss, um die Vera¨nderung der Schreibweisen bei der Suche zu
u¨berwinden. Im Anschluss wird ein U¨berblick u¨ber die verwandten Themenbereiche
gegeben und eine Abgrenzung zu der behandelten Problematik vorgenommen.
2.1. Definition
Bei Schreibvarianten handelt es sich um real vorkommende Wo¨rter aus Texten,
deren Schreibung von der aktuell gu¨ltigen Rechtschreibung fu¨r die jeweilige Sprache
abweicht. Der Fokus dieser Arbeit liegt auf den historischen Varianten, die in Texten
vorkommen, welche vor einer Standardisierung der Rechtschreibung entstanden
sind. Allerdings existieren auch bei vorhandener Standardisierung oftmals mehrere
Schreibvarianten. Dies gilt insbesondere nach der Rechtschreibreform aus den
neunziger Jahren. So wird im Duden bei den Hinweisen zur Wo¨rterbuchbenutzung
explizit auf die Behandlung von Schreibvarianten eingegangen. Dies gilt z. B.
fu¨r Geograf und Geograph [Wermke u. a., 2009, S. 10]. Unter Schreibvarianten
ko¨nnen auch dialektbedingte Varianten verstanden werden. Als weitere Form von
Schreibvarianten ko¨nnen Tippfehler angesehen werden.
Braun hat beim Retrieval in historischen Korpora die beiden Problembereiche
der Schreibvarianten und der Vokabellu¨cke identifiziert [Braun, 2002]. Fu¨r
Schreibvarianten gilt demnach eine a¨hnliche Definition wie bei Synonymen:
• Die Bedeutung ist dieselbe.
• Sie haben eine unterschiedliche, aber erlaubte Schreibweise.
• Sie sind in derselben grammatikalischen Form. Beispielsweise sind beide im
Nominativ Plural.
Schreibvarianten sind Varianten eines Wortes (z. B. Kaiser - Kayser), Synonyme
(z. B. Apfelsine - Orange) hingegen nicht. Zu jeder Schreibvariante existiert ein
Wort in aktueller Schreibung. Dabei unterscheiden sich die beiden Wo¨rter lediglich
in der Schreibweise. Im Gegensatz dazu sind Synonyme Wortpaare, bei denen mit
verschiedenen Wo¨rtern dasselbe ausgedru¨ckt wird.
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Aktuelle Schreibweise Schreibweise 19. Jh. Regeln
wiedergaben widergaben wieder → wider (1)
ie → i
akzeptieren acceptieren kz → cc (2)
k → c ∧ z → c
u¨berall ueberall u¨ → ue (3)
seht sehet t → et (4)
Tabelle 2.1.: Beispielregeln fu¨r Deutsch
Das Problem der Schreibvarianten bei Braun entspricht der in der vorliegenden
Arbeit beschriebenen Fragestellung. Unter einer Vokabellu¨cke wird hingegen die
Problematik verstanden, dass fu¨r ein historisches Wort kein entsprechendes aktuelles
Wort in moderner Schreibung existiert. Entweder wird es in der heutigen Sprache
nicht mehr benutzt, oder die Bedeutung des aktuellen Wortes hat sich im Vergleich
zum historischen Wort deutlich vera¨ndert [Koolen, 2005]. Dies gilt z. B. fu¨r marcken,
das eine historische Form fu¨r handeln darstellt [Hauser u. a., 2007]. Diese Aufgabe
ließe sich z. B. mit der Hilfe eines Thesaurus bearbeiten. Dafu¨r sind Methoden
erforderlich, mit denen sich Paare aus modernen und historischen Wo¨rtern mit
derselben Bedeutung automatisch bilden lassen. Koolen geht davon aus, dass sich
das Problem der Vokabellu¨cke deutlich leichter automatisch lo¨sen la¨sst, wenn
zuvor die Thematik der Schreibvarianten behandelt wurde [Koolen, 2005]. Eine
Mo¨glichkeit dazu wa¨ren parallele Korpora. Beispielsweise ko¨nnten verschiedene
Bibelu¨bersetzungen genutzt werden, um mit Hilfe von Kookkurrenzen oder von
Fußnoten mit Worterkla¨rungen einen Thesaurus zu erstellen.
In unterschiedlichen Editionen eines Textes kommen wegen der fru¨her u¨blichen
manuellen Vervielfa¨ltigung durch Abschreiben der Dokumente auch verschiedene
Schreibvarianten vor [Stewart u. a., 2007]. Die Erfindung des Buchdrucks und die
darauf folgende weite Verbreitung der Luther-Bibel haben wesentlich zu einer
Vereinheitlichung der Schreibung beigetragen [Heller, 2006]. Die Entwicklung einer
standardisierten Schriftsprache war zudem mit einer neuen Sichtweise verknu¨pft
[Braun, 2002]. In den Niederlanden verringerte sich z. B. im 16. Jahrhundert der
Einfluss der Aussprache auf die Schreibweise. Dadurch ließen auch die regionalen
Einflu¨sse nach, die sich durch unterschiedliche Dialekte ergeben hatten. Auf diese
Weise wurde die Schreibweise einheitlicher. Diese Entwicklung wurde durch die
zunehmenden Kontakte zwischen Sta¨dten und Regionen weiter unterstu¨tzt.
Tabelle 2.1 zeigt Beispiele fu¨r manuell generierte Regeln fu¨r Belege aus
dem 19. Jahrhundert. Das erste Beispiel zeigt zwei Regeln verschiedener
Spezialisierungsgrade. Die Regel wieder→wider transformiert einen Pra¨fix,
wa¨hrend i→ ie nur einen Allograph transformiert. Das na¨chste Beispiel bietet
ebenfalls zwei Mo¨glichkeiten. In diesem Fall kann die Transformation aus einer
Regel (kz→ cc) oder aus der Konkatenation von zwei Regeln (k→ c und z→ c)
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Aktuelle Schreibweise Schreibweise 16. Jh. Regeln
always alwaies y → ie (1)
sudden suddain e → ai (2)
publicly publikely c → ke (3)
Tabelle 2.2.: Beispielregeln fu¨r Englisch
bestehen. Die Precision der ersten Regel wird offensichtlich deutlich ho¨her sein
als die Kombination von zwei Regeln. Der dritte Fall zeigt mit u¨→ ue eine
sehr ha¨ufige Regel fu¨r Umlaute. Das letzte Beispiel entha¨lt mit t→ et eine sehr
generelle Regel, die allerdings eine deutlich ho¨here Precision erreichen kann,
wenn sie mit Kontextinformationen verknu¨pft wird. Obwohl sich diese Arbeit
schwerpunktma¨ßig mit der deutschen Sprache bescha¨ftigt, lassen sich auch Beispiele
fu¨r die englische Sprache finden [Rayson u. a., 2005], bei denen ein regelbasiertes
Verfahren anwendbar ist (s. Tabelle 2.2).
Beispiele gibt es nicht nur fu¨r den europa¨ischen Sprachraum, sondern auch fu¨r
das asiatische Sprachgebiet. So unterscheiden sich z. B. modernes und traditionelles
Mongolisch neben den Schreibvarianten auch noch durch die Schriftart [Khaltarkhuu
und Maeda, 2008]. Diese wurde 1946 von traditionellem Mongolisch auf Kyrillisch
umgestellt. Mongolische Buchstaben haben in Abha¨ngigkeit von der Position im
Wort (Isoliert, Initial, Mitte und Ende) zwischen drei und zwo¨lf unterschiedliche
Schreibungen. Nicht alle Buchstaben der historischen Schreibung sind im Unicode
definiert.
2.2. Ra¨umliche und zeitliche Unterschiede
Bei Schreibvarianten treten sowohl ra¨umliche als auch zeitliche Unterschiede auf.
So ist z. B. der prozentuale Anteil der Varianten in alten Texten deutlich ho¨her
als in neueren Dokumenten. Bei einer Untersuchung von Pilz mit Texten aus der
Testkollektion (s. Abschnitt 4.3.4) sinkt er von 70 % im 13. Jahrhundert auf einen
Anteil von unter 5 % gegen Ende des 19. Jahrhunderts (s. Abbildung 2.1) [Pilz, 2009,
S. 67ff.]. Die beiden Regressionsgeraden fu¨r X und Y in der Abbildung minimieren
dabei den quadratischen Fehler bezu¨glich der Zeit bzw. der Varianten. Im Laufe
der Zeit wurde zudem eine Vielzahl von Schreibungen verwendet. Einige Beispiele
fu¨r geheiligt und Himmel sind in Abbildung 2.2 dargestellt. Mit zunehmendem
Alter der Texte steigt sowohl die Anzahl der Buchstabenersetzungen als auch
die Anzahl der Stellen, an denen diese Ersetzungen auftreten [Pilz u. a., 2008b].
Daru¨ber hinaus lassen sich auch sprachliche Varianten je nach Klasse oder Status
unterscheiden. Downie und Kollegen haben dies exemplarisch an Textbeispielen aus
der Gutenberg-Kollektion gezeigt [Downie u. a., 2006].
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Abbildung 13: Je jünger historische Texte sind, desto geringer wird die Anzahl an be-
inhalteten Variantentokens. Die beiden Regressionsgeraden für X und Y schneiden 
sich im Mittelpunkt ( | ), (s. u.). 
Im Umkehrschluss kann daher davon ausgegangen werden, dass mit zunehmender 
Entfernung von der heutigen Standardsprache, die Anzahl an Schreibvarianten bzw. 
Schreibvariantentokens zunimmt. Abbildung 13 bestätigt diese Annahme, sie wird 
aber auch von den Ergebnissen von Koolen et al. (2006) unterstützt. Bei dem Ver-
gleich von 500 zufällig ausgewählten Wörtern aus einem Korpus des historischen 
Niederländischen des 16. und 17. Jahrhunderts und heutigem Niederländisch fanden 
die Autoren eine Übereinstimmung von 35 %. Etwa 48 % der verwendeten Schreib-
weisen waren historische Varianten heutiger Wörter und 17 % besaßen keine mo-
derne Entsprechung. Dennoch wird auch bei Dokumenten des 13. Jhs. keine vollstän-
dige Sättigung an Schreibvarianten erreicht. Einerseits liegt dies an etwa 20 – 30 % 
meist kürzeren Wörtern in heutiger Standardschreibung, überwiegend Partikel, Prä-
positionen, Adverbien und Konjunktionen. Andererseits findet sich mit zunehmen-
dem Textalter auch eine ansteigende Zahl an Varianten lexikalischer Ebene, die nach 
Definition 3.1 (s. S. 39) nicht zu den Schreibvarianten zählen. 
Konstanz und Varianz 
Innerhalb eines Dokuments ist deutliche Regelmäßigkeit in den Zeichensubstitutio-
nen zu bemerken. Mihm und Elmentaler 2007 merken an, dass „die generelle Annah-
me von Arbitrarität [...] im Wesentlichen keine Berechtigung besitzt. Vielmehr [.., er-
weise] sich die Mehrzahl der Varianten als regelhaft verteilt“. In der überwiegenden 




























Stichprobe Linear (x) Linear (y)
Abbildung 2.1.: Zeitliche Verteilung der Variante [Pilz, 2009, S. 69]
Die genaue ra¨umliche Einteilung der Varianten ist ha¨ufig schwierig. Zuna¨chst einmal
mu¨sste gekla¨rt w rden, ob der Ort (an dem der Text entstanden ist) oder der
sprachliche Hintergrund des Aut rs eine gro¨ßere Rolle spielt. Bei gekla¨rter Herkunft
der Schreibvariante bleibt das Problem der genauen ra¨umlichen Zuordnung, da
sich sowohl La¨ndergrenzen als auch Sta¨dtegrenzen durch politische Entwicklung
im Laufe der Zeit ha¨ufig a¨ndern [Mostern, 2006]. Außerdem sind Sta¨dtenamen ohne
weiteren Namenszusatz nicht immer eindeutig, wie z. B. bei Neustadt, Mu¨lheim und
Hausen. Bei der ra¨umlichen Zuordnung der Schreibvarianten handelt es sich um ein
Problem des geographischen Information Retrieval. Dementsprechend la¨sst es sich
nur m t Hilfe eines g ogr phischen Informatio ssystems in Kombination mit einem
Retrievalsystem lo¨se . Geoinformationssysteme stellen Daten mit ra¨umlichem
Bezug in Karten dar und ermo¨glichen eine entsprechende Analyse. Es gibt viele
Methoden und Werkzeuge, mit denen die ra¨umliche Vera¨nderung der La¨nder und
Regionen untersucht werden kann [Jessop, 2006]. So ko¨nnen z. B. mehrere Karten
u¨bereinandergelegt werden, um Informationen aus den Karten miteinander zu
kombinieren [Koster, 2006]. Allerdings sind historische Karten nicht sehr pra¨zise;
obwohl die Kartographen bereits sehr exakt gearbeitet haben, sind die Daten
nic t alle mit der gleichen G nauigkeit erhoben worde . So ist die Lage von
wichtigen Geba¨uden, wie z. B. Kirchen, sehr genau abgebildet worden. Die Bereiche
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Abbildung 46: Darstellung der historischen Schreibvarianten von <geheiligt> und 
<Himmel> am Zeitstrahl. 
Auf die gleiche Weise gilt die heutige Standardschreibung allgemein als Vergleichs-
wert zwischen Belegen bestimmter Ausprägungen eines Kodierungsparameters, d. h. 
Positionen in seinem Wertebereich i. o. a. Sinne. 
Definition 5.6: Ausprägung eines Kodierungsparameters. 
Sei  eine Menge von Belegen zu dem Kodierungsparameter . Dann können 
die schnittleeren Teilmengen  und für die gilt 
 Belege für Teile des Wertebereichs des Kodierungsparameters sein. 
Ein solcher Teilbereich wird dann als Ausprägung  des Kodierungsparame-
ters bezeichnet, bspw. die Ausprägung 1. Person für den Parameter Numerus 
oder Fnhd. für den Parameter Zeit. Voraussetzung dafür ist, dass sich alle Stan-
dardschreibungen von  nicht in  unterscheiden und die Varianten der 
Teilmengen die jeweils identische Ausprägung besitzen. Die gemeinsame 
Standardseite zu  ist dann tertium comparationis für die Ausprägungen. 
Beispiel 5.2: Ausprägungen und gemeinsame Standardseite. 
Es seien die Belege X in einem Text von 1384, die Belege Y in einem Text von 1620 
und die Belege Z in einem Text von 1872 gesammelt worden, indem die gefundenen 
Schreibvarianten mit ihren Standardschreibungen nach heutiger deutscher 
Rechtschreibung verknüpft wurden. Alle Standardschreibungen gleichen sich damit 
im Parameter  „Zeit“. Die Belege X sind Nachweise für die Ausprägungen  
„älteres Fnhd.“,  „jüngeres Fnhd., II“ und  „älteres Nhd., III“ und können 
über ihre gemeinsame Standardkomponente verglichen werden. 
Einführung des Wortabstandbegriffs 
Nicht nur bei mehreren Varianten einer identischen Standardschreibung ist es not-
wendig, Wortbeziehungen darstellen zu können. Das Ergebnis einer Suchanfrage be-
steht üblicherweise aus mehreren Wörtern, die geeignet sortiert werden müssen. 
Das Orakel liefert keine weiteren Informationen über das Verhältnis von 
Standardschreibung und Variante bzw. Varianten untereinander. Kessler (2005, 
Abbildung 2.2.: Varianten fu¨r geheiligt und Himmel [Pilz, 2009, S. 147]
dazwis n sind jedoch ungena dargestellt. Die notwendige Georefere zierung der
Karten wird dadurch deutlich erschwert.
Die ra¨umliche Zuordnung hat keinen Einfluss auf die generelle Behandlung des
Problems der Schreibvarianten. Laut Pilz ist zudem das Problem der zeitlichen
Variation gro¨ßer als das der ra¨umlichen Variation [Pilz, 2009, S. 83]. Deswegen wird
die ra¨umliche Variation im Folgenden nicht explizit behandelt. Um dies bei einer
entsprechenden Suchmaschine mit einzubeziehen, wa¨re lediglich eine zusa¨tzliche
Abbildung notwendig, die den angegebe en Namen fu¨r die Suchregion um die
historischen Namen erga¨nzt. Beispielsweise wurde die Stadt Wuppertal 1929 u. a.
aus den Sta¨dten Barmen und Elberfeld gegru¨ndet. Eine entsprechende Suchanfrage
mu¨sste also letztendlich alle drei Sta¨dtenamen beru¨cksichtigen.
2.3. Noisy Channel Model
Shannon beschreibt mit dem Noisy Channel Model (s. Abbildung 2.3) den Ablauf
der Kommunikation einer Nachricht [Shann n, 2001]. Dabei wir die Mitteilung, die
eine Person u¨bermitteln mo¨chte, durch Nebengera¨usche verfa¨lscht und stattdessen
eine vera¨nderte Nachricht ausgegeben. Die von einer Informationsquelle eingegebene
Nachricht wird vom Sender in ein Signal umgewandelt und an den Empfa¨nger
u¨bertragen. Der Empfa¨nger dekodiert die Nachricht und leitet sie an den Adressaten
weiter. Wa¨hrend der Datenu¨bertragung wird das Signal durch die Sto¨rquelle
ver¨ndert.
Das Noisy Chan el Model kommt u. a. bei der maschin llen U¨bersetzung,
in der Spracherkennung und der Rechtschreibkorrektur zum Einsatz. Bei der
Anwendung auf die Rechtschreibkorrektur weiß der Benutzer, welche Wo¨rter













Fig. 1 --Schematic diagram of a general communication system. 
a decimal digit is about 3 ½ bits. A digit wheel on a desk computing machine has ten stable positions and therefore 
has a storage capacity of one decimal digit. In analytical work where integration and differentiation re i volved 
the base e is sometimes useful. The resulting units of information will be called natural units. Change from the 
base a to base b merely requires multiplication by log b a. 
By a communication system we will mean a system of the type indicated schematically in Fig. 1. It consists 
of essentially five parts: 
. An information source which produces a message or sequence of messages to be communicated to the 
receiving terminal. The message may be of various types: (a) A sequence of letters as in a telegraph of 
teletype system; (b) A single function of time f ( t )  as in radio or telephony; (c) A function of time and other 
variables as in black and white television - -  here the message may be thought of as a function f (x,y,  t) of 
two space coordinates and time, the light intensity at point (x,y) and time t on a pickup tube plate; (d) Two 
or more functions of time, say f ( t) ,  g(t), h(t) - -  this is the case in "three-dimensional" sound transmission 
or if the system is intended to service several individual channels in multiplex; (e) Several functions of 
several variables - -  in color television the message consists of three functions f (x,y,  t), g(x, y, t), h(x, y, t) 
defined in a three-dimensional continuum - -  we may also think of these three functions as components of 
a vector field defined in the region - -  similarly, several black and white television sources would produce 
"messages" consisting of a number of functions of three variables; (f) Various combinations also occur, for 
example in television with an associated audio channel. 
. A transmitter which operates on the message in some way to produce a signal suitable for transmission 
over the channel. In telephony this operation consists merely of changing sound pressure into a propor- 
tional electrical current. In telegraphy we have an encoding operation which produces a sequence of dots, 
dashes and spaces on the channel corresponding to the message. In a multiplex PCM system the different 
speech functions must be sampled, compressed, quantized and encoded, and finally interleaved properly to 
construct the signal. Vocoder systems, television and frequency modulation are other examples of complex 
operations applied to the message to obtain the signal. 
3. The channel is merely the medium used to transmit the signal from transmitter to receiver. It may be a pair 
of wires, a coaxial cable, a band of radio frequencies, a beam of light, etc. 
4. The receiver ordinarily performs the inverse operation of that done by the transmitter, econstructing the 
message from the signal. 
5. The destination is the person (or thing) for whom the message is intended. 
We wish to consider certain general problems involving communication systems. To do this it is first nec- 
essary to represent the various elements involved as mathematical entities, suitably idealized from their physical 
counterparts. We may roughly classify communication systems into three main categories: discrete, continuous 
and mixed. By a discrete system we will mean one in which both the message and the signal are a sequence of 
discrete symbols. A typical case is telegraphy where the message is a sequence of letters and the signal a se- 
quence of dots, dashes and spaces. A continuous ystem is one in which the message and signal are both treated 
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Abbildung 2.3.: Schema der Kommunikationsu¨bertragung [Shannon, 2001]
in Form von Rechtschreib- und Tippfehlern hinzu [Kernighan u. a., 1990].
Das Korrekturprogramm gibt fu¨r eine List vo Fehlern die zugeho¨rige
Korrekturvorschla¨ge mit den entsprechenden Wahrscheinlichkeiten aus. Da
die Rechtschreibu g vor der Standardisierung dem phonologischen Prinzip
(s. Abschnitt 1.1) folgt , ko¨nn n vor allem Variationen der Aussprache durch
ra¨umliche und zeitliche Spracheinflu¨sse als Nebengera¨usche gema¨ß dem Noisy
Channel Model betrachtet werden.
Im Folgenden soll ein Modell entwickelt werden, das es erlaubt, von der
modernen Schreibweise auf die potentiellen Schreibvarianten zu schließen und
somit die Sto¨rquelle auszuschalten. Gema¨ß dem Korrektur-System von Shannon in
Abbildung 2.4 mu¨sste dazu ein Beobachter sowohl die eingeg bene Suchbegriffe
als auch die zugeho¨rigen Varianten kennen und die Suchbegriffe u¨ber einen
Korrekturkanal anpassen. Fu¨r die Korrektur werden Paare aus moderner und
historischer Schreibung beno¨tigt. Au die en Belegen sollen Regeln abgeleitet
werden, damit der Korrekturkanal auch unbekannte moderne Formen korrigieren
kann. Sprachliche Regeln ko¨nnen sowohl in großer Anzahl als auch sehr spezifisch
vorkommen. Daher wu¨rden wichtige Regeln nicht erstellt, wenn der Benutzer sie
nur auf Basis seiner Intuition verfa st [Mangu und Brill, 1997]. Deswegen mu s ein
System entwickelt werden, das die Regeln zur Simulation des Rauschens automatisch
erzeugen kan .
2.4. Verwandte Themen
Zu dem Problem der Schreibvarianten gibt es mit der Rechtschreibkorrektur,
der Texterkennung, der Namensidentifikation, dem Audioretrieval und dem









Fig. 8--Schematic diagram of a correction system. 
Theorem 10: I f  the correction channel has a capacity equal to Hy(x) it is possible to so encode the correction 
data as to send it over this channel and correct all but an arbitrarily small fraction c of the errors. This is not 
possible i f  the channel capacity is less than Hy(x). 
Roughly then, Hy (x) is the amount of additional information that must be supplied per second at the receiving 
point to correct he received message. 
To prove the first part, consider long sequences of received message M' and corresponding original message 
M. There will be logarithmically THy(x) of the M's which could reasonably have produced each M'. Thus we 
have THy(x) binary digits to send each T seconds. This can be done with efrequency of errors on a channel of 
capacity Hy(x). 
The second part can be proved by noting, first, that for any discrete chance variables x, y, z 
The left-hand side can be expanded to give 
Hy(x,z) _> By(x). 
/b(z) +nyz(X) _> ny(x) 
nyz(X) _> ny(x) - G(z )  _> t-ly(x) - n(z) .  
If we identify x as the output of the source, y as the received signal and z as the signal sent over the correction 
channel, then the right-hand side is the equivocation less the rate of transmission over the correction channel 
If the capacity of this channel is less than the equivocation the right-hand side will be greater than zero and 
Hyz(X ) > 0. But this is the uncertainty of what was sent, knowing both the received signal and the correction 
signal. If this is greater than zero the frequency of errors cannot be arbitrarily small. 
Example: 
Suppose the errors occur at random in a sequence of binary digits: probability p that a digit is wrong and 
q = 1 - p that it is right. These errors can be corrected if their position is known. Thus the correction 
channel need only send information as to these positions. This amounts to transmitting from a source 
which produces binary digits with probability p for 1 (incorrect) and q for 0 (correct). This requires a 
channel of capacity 
- [p log p + q log q] 
which is the equivocation f the original system. 
The rate of transmission R can be written in two other forms due to the identities noted above. We have 
R = H(x) - Hy(x) 
= H(y) - Hx(y) 
= H(x) + H(y) - H(x,y).  
Mobile Computing and Communications Review, Volume 5, Number I 
Abbildung 2.4.: Schema eines K rrektursystems fu¨r die
Kommunikationsu¨bertragung [Shannon, 2001]
2.4.1. Rechtschreibkorrektur
Bei der Rechtschreibkorrektur soll zu einem falsch geschriebenen Wort die korrekte
Schreibung gefunden werden. Damit handelt es sich um eine 1:1-Relation. Somit
reicht es aus, wenn ein Programm zur Rechtschreibk rrektur das a¨hnlichste Wort us
dem Wo¨rterbuch zuru¨ckliefert. Letztendlich wird aber eine Liste mit den m besten
Ergebnissen zuru¨ckgegeben, aus der der Benutzer passende Vorschla¨ge auswa¨hlen
kann. Bei der Suche nach Schreibvarianten steht die Gro¨ße der Ergebnismenge nicht
vorab fest, weil zu einem Suchbegriff mehrere Schreibvarianten existieren ko¨nnen.
Die Suche in Texten mit Schreibvarianten stellt somit angena¨hert eine 1:n-Relation
dar.
Das Problem der Rechtschreibkorrektur ist stark verwandt mit der Suche nach
Schreibvarianten. Ein Unterschied besteht zwar in der theoretisch eindeutigen
Lo¨sung bei der Rechtschreibkorrektur. In der Praxis werden allerdings ebenfalls
Ergebnislisten zuru¨ckgegeben, die z. T. auch gewichtet sind. Somit spiegelt sich
dieser Un erschi d bei d r Nutzung ur seh ei gesch a¨nkt wider.
2.4.2. Namensidentifikation
Bei der Namensidentifikation mu¨ssen Namen, insbesondere solche mit fehlerhafter
Schreibung, in einer Namensliste gefunden werden [Pfeifer u. a., 1996]. Dabei
ko¨nnen die Teilprobleme phonetische A¨hnlichkeit, Tippfehler und einfache
Worta¨hnlichkeiten unterschieden werden. Zu Schwierigkeiten kommt es neben
Tippfehlern besonders ha¨ufig bei der U¨bertragung von Namen aus anderen
Alphabeten. In der Literatur gibt es z. B. fu¨r den russischen Namen Tschebyschew
u¨ber 20 Varianten in lateinischer Schrift (u. a. Tschebischeff und Chebychev)
[Fuhr, 1999; Ferber, 2003, S. 274]. Des Weiteren existieren unterschiedliche
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Vorgehensweisen in Bezug auf die Abku¨rzung von Namen (z. B. Anne Sophie
Mu¨ller, Anne S. Mu¨ller und A. S. Mu¨ller) [Fuhr, 1999]. Namen unterscheiden
sich normalerweise nur in der Schreibweise und nicht in der Aussprache. Darin
besteht der Hauptunterschied zum Problem der Schreibvarianten. Wo¨rter in
(historischen) Texten ko¨nnen sich im Gegensatz zu Namen durchaus in ihrer
Aussprache von heutigen Wo¨rtern unterscheiden. Dazu kommt es hauptsa¨chlich
durch o¨rtliche Dialekte [Strunk, 2003]. Diese regionalen Unterschiede haben
auch Effekte auf die Schreibung (s. Abschnitt 2.2). Pfeifer und Kollegen haben
verschiedene Standarda¨hnlichkeitsmaße verglichen und die Retrievalergebnisse
durch Kombination der untersuchten Maße verbessert [Pfeifer u. a., 1996].
2.4.3. Audioretrieval
Beim Audioretrieval soll auf Transkriptionen von Audiodokumenten gesucht
werden. Die Transkriptionen, auf denen letztendlich die Suche erfolgt, sollen
mo¨glichst die Originalaussprache wiedergeben. Diese unterscheidet sich im
Normalfall deutlich von der standardisierten Schreibweise. Im Englischen werden
z. B. ha¨ufig Wo¨rter, die mit -ing enden, mit der Endung -in gesprochen und
entsprechend transkribiert [Kendall und French, 2006].
2.4.4. Mehrsprachiges Retrieval
Beim mehrsprachigen Retrieval versucht ein Benutzer, Texte in einer anderen
Sprache zu finden [Peters, 2001]. Verfu¨gt er u¨ber genu¨gend passives Wissen in
der Sprache, beno¨tigt er lediglich Hilfe bei der Formulierung der Anfrage, weil
sein aktiver Wortschatz fu¨r die Erstellung zu gering ist. Benutzer ohne Kenntnis
der Fremdsprache wollen oftmals zuna¨chst die Relevanz der gefundenen Texte
beurteilen, um abzuscha¨tzen, ob eine U¨bersetzung der Texte sinnvoll ist [Ogden
u. a., 1999].
Die Themenstellung dieser Arbeit kann auch als Variante des mehrsprachigen
Retrieval aufgefasst werden. Beim mehrsprachigem Retrieval erfolgt die Suche
allerdings zwischen Sprachen aus dem gleichen Zeitraum, wa¨hrend dies bei der
Suche nach Varianten meistens nicht der Fall ist. Das Problem der Schreibvarianten
kann auf dem Graphem-Level gelo¨st werden. Dagegen la¨sst sich mehrsprachiges
Retrieval analog zu den Vokabellu¨cken meistens nur mit Thesauri, Wo¨rterbu¨chern,
Kookkurrenzen und parallelen bzw. vergleichbaren Korpora durchfu¨hren. Dies
erfordert entweder eine U¨bersetzung der Anfragen in die Sprache der Dokumente
oder umgekehrt [Adriaans, 2005]. Bei stark verwandten Sprachen wie z. B.
Norwegisch und Schwedisch ko¨nnen auch regelbasierte Ansa¨tze eingesetzt werden
[Ja¨rvelin u. a., 2006]. Dies gilt ebenso fu¨r technische Begriffe, die oftmals auf
demselben lateinischen oder griechischen Ursprungswort basieren [Toivonen u. a.,
2005]. Um in diesem Fall die Regeln zu bilden, werden von Pirkola und Kollegen aus
20
2.4. Verwandte Themen
einem Lexikon a¨quivalente Paare aus zwei Sprachen extrahiert und daraus Regeln
mit der Edit-Distanz gebildet [Pirkola u. a., 2003]. Nach der Regelanwendung werden
in einem zweiten Schritt die a¨hnlichsten N-Gramme gesucht.
2.4.5. Texterkennung
Texterkennung (OCR4) wird benutzt, um automatisch Texte in Bildern zu erkennen.
Sie ist immer noch fehlerbehaftet. Dies gilt insbesondere fu¨r historische Dokumente,
bei denen die Papierqualita¨t nicht mit der heutigen zu vergleichen ist [Hauser,
2007]. Außerdem kommt es durch den Einsatz von Scannern zu Neigungen der
Zeilen zur Buchinnenseite und Schattenbildung. Mischke und Luther beschreiben
ein Verfahren, das Neigungen automatisch erkennen und das Bild entsprechend
entzerren kann [Mischke und Luther, 2005]. Historische Dokumente sind ha¨ufig
in Frakturschrift geschrieben. Dies erschwert die automatische Texterkennung
deutlich, weil OCR-Programme auf aktuelle Schriftarten ausgerichtet sind. Bei
der Frakturschrift unterscheiden sich z. B. die Buchstaben B und V nur anhand
eines Querstrichs [Ho¨hn, 2008]. Außerdem benutzten verschiedene Setzer auch
unterschiedliche Fraktursa¨tze [Pilz, 2009, S. 42]. Weitere Probleme sehen Mihov und
Kollegen bei Texten in Bildern und Tabellen sowie der Spalteneinteilung [Mihov
u. a., 2005]. Geringer Kontrast und schlechte Druckqualita¨t fu¨hren ebenfalls zu
Fehlern bei der Texterkennung. Die Anzahl der Fehler steigt bei der Verwendung von
kleinen Schriftgro¨ßen und Kursivschrift laut Strohmaier und Kollegen signifikant an
[Strohmaier u. a., 2003].
Die meisten Ansa¨tze zur Behandlung von OCR-Fehlern beno¨tigen entweder
Wo¨rterbu¨cher (z. B. OCRSpell [Taghva und Stofsky, 2001]), die vor allem fu¨r
historische Wo¨rter nur selten zur Verfu¨gung stehen, oder fu¨r einen Teil des
Textes eine manuell erstellte Digitalisierung. Teilweise la¨sst sich die Software
anhand von Beispielen trainieren [Holley, 2009]. Dies gilt z. B. fu¨r den ABBYY
FineReader5. Allerdings muss der Benutzer dafu¨r die erkannten Wo¨rter besta¨tigen
bzw. korrigieren. Weil die Qualita¨t der Texterkennung stark von der Kollektion
abha¨ngt, ist der manuelle Trainingsaufwand, insbesondere fu¨r kleine Kollektionen,
vergleichsweise hoch. Ho¨hn hat einen Ansatz entwickelt, der ohne diese Ressourcen
auskommt [Ho¨hn, 2008]. Dazu werden die digitalisierten Wo¨rter anhand ihrer
A¨hnlichkeit geclustert. Fu¨r das Clustering wird die A¨hnlichkeit von Wo¨rtern, die
sich nur wenig unterscheiden, durch eine erweiterte gewichtete Levenshtein-Distanz
bestimmt. Das Verfahren gibt als Ergebnis die Verwechslungswahrscheinlichkeiten
fu¨r Buchstaben und Buchstabengruppen aus. Die ho¨here Wahrscheinlichkeit fu¨r die
korrekte Erkennung einzelner Zeichen im Vergleich zu der Wahrscheinlichkeit fu¨r
eine falsche Erkennung stellt die Grundannahme des Verfahrens dar. Es wird davon
ausgegangen, dass das ha¨ufigste Wort innerhalb eines Clusters richtig erkannt wird.
4 Optical Character Recognition
5 http://finereader.abbyy.de/ (letzter Aufruf 18.12.12)
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Allerdings kommen Wo¨rter nicht immer mehrfach in einem Text vor. Außerdem
sind unterschiedliche Schreibvarianten auch innerhalb eines Textes mo¨glich. Diese
beiden Punkte beru¨cksichtigt der Ansatz nicht.
Schreibvarianten weisen gro¨ßtenteils eine phonetische A¨hnlichkeit auf. Dagegen
geht es bei der Korrektur von Fehlern in der Texterkennung eher um graphische
A¨hnlichkeiten zwischen Buchstaben. Das Problem ist im Gegensatz zu den
Schreibvarianten vergleichsweise sprachunabha¨ngig. Bei der Zusammenstellung der
Trainingspaare ist es deswegen notwendig, zwischen historischen Schreibvarianten
und Fehlern bei der Texterkennung zu unterscheiden [Stewart u. a., 2007].
OCR-Fehler lassen sich nach Pilz und Luther in drei Gruppen aufteilen [Pilz und
Luther, 2009]:
• Falsche Erkennung von einzelnen Zeichen (z. B. Barbaren - Rarbaren)
• Auslassen bzw. Hinzufu¨gen von Buchstaben (z. B. kommen - kommenm)
• Fehlerhafte Aufteilung von Zeichen (z. B. reinblu¨tigen - remblu¨tigen)
Liu und Kollegen haben ein weiteres Verfahren zur Korrektur von OCR-Fehlern
vorgestellt [Liu u. a., 1991]. Dabei werden die Zeichenersetzungen in
Abha¨ngigkeit von der Umgebung (z. B. einer Texterkennungssoftware oder
einer Sprache) gelernt. Dazu markiert zuna¨chst eine Rechtschreibpru¨fung
potentiell falsch geschriebene Wo¨rter. Bei dieser Vorgehensweise bleiben allerdings
Echtwortfehler unberu¨cksichtigt. Fu¨r jedes unbekannte Wort wird eine Liste mit
Korrekturvorschla¨gen und den zugeho¨rigen Konfidenzwerten ausgegeben. Aus
dieser Liste kann der Benutzer die richtigen Vorschla¨ge auswa¨hlen. Falls der
Konfidenzwert hoch genug ist, kann auch eine automatische Korrektur erfolgen.
Mit den Zuordnungen durch den Benutzer ko¨nnen anhand der Ha¨ufigkeit, mit
der sie falsch erkannt werden, oder einer Matrix aus Bigrammen sowie deren
Ha¨ufigkeitsverteilung Korrekturvorschla¨ge gemacht werden. Sind die korrigierten
Wo¨rter im Wo¨rterbuch der Rechtschreibkorrektur enthalten und erreichen einen
vom Benutzer festgelegten Konfidenzwert, werden die falsch erkannten Wo¨rter
korrigiert. Findet der Benutzer bei der manuellen Bearbeitung in der Liste ein
korrektes Wort, das der Rechtschreibkorrektur unbekannt ist, kann er es einem
Wo¨rterbuch hinzufu¨gen. Auf diese Weise wird das entsprechende Wort beim
na¨chsten Mal nicht als Fehler eingeordnet.
2.5. Zusammenfassung
In diesem Kapitel wurde das Problem der Schreibvarianten dargestellt, der Begriff
definiert und es wurden Bezu¨ge zu verwandten Themenbereichen erla¨utert. Nach
Braun lassen sich herko¨mmliche Retrievalmethoden nicht ohne Weiteres auf
Retrieval in historischen Dokumenten u¨bertragen [Braun, 2002]. Es existieren
weitere Forschungsfelder, die verwandte Problemstellungen aufweisen, wie z. B.
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mehrsprachiges Retrieval und die Namensidentifikation. Im folgenden Abschnitt
werden die relevanten Verfahren zur Behandlung von Schreibvarianten vorgestellt.
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3. Methoden zur Suche nach
Schreibvarianten
In dem vorgestellten Forschungsbereich gibt es zur Zeit viele Aktivita¨ten. Dabei
ist die Trennung zwischen Wo¨rterbuch-, A¨hnlichkeitsmaß- und Regel-basierten
Verfahren nicht immer eindeutig, weil einige Ansa¨tze auch mehrere Verfahren
kombinieren. Die Entwicklung der vorgestellten Ansa¨tze erfolgte fu¨r die Sprachen
Englisch, Niederla¨ndisch und Deutsch, die alle zur westgermanischen Sprachfamilie
geho¨ren und somit auch Teil der indoeuropa¨ischen Sprachen sind [Baker, 2007, S. 4].
Im Folgenden werden die wichtigsten Arbeiten auf diesem Gebiet vorgestellt.
3.1. Wo¨rterbu¨cher
Ein wo¨rterbuchbasierter Ansatz schla¨gt Schreibvarianten in einem Wo¨rterbuch
nach. Die Suchfunktionen der elektronischen Versionen des Deutschen
Rechtswo¨rterbuchs (DRW)6 und des Deutschen Wo¨rterbuchs von Jacob und
Wilhelm Grimm (DWB)7 behandeln das Problem der Schreibvarianten beide auf
diese Weise.
Pilz hat anhand von 100 zufa¨llig ausgewa¨hlten Belegen aus der Testkollektion
(s. Abschnitt 4.3.4) untersucht, wie viele Schreibvarianten u¨ber die Eingabe in der
lexikoneigenen Suchmaske der beiden Lexika zu finden sind [Pilz, 2009, S. 100ff.].
Dabei wurden keine Anfragen nach in Wo¨rterbu¨chern nicht u¨blichen Flexionsformen
gestellt. Außerdem wurden Varianten bereits als gefunden gewertet, wenn zumindest
ein Wort mit der charakteristischen Ersetzung erkannt wurde. Trotzdem waren
beim DRW 66 % und beim DWB 69 % der gesuchten Schreibvarianten nicht zu
finden. Weil jeweils zwei Drittel der Anfragen nicht erfolgreich sind, scheint ein allein
wo¨rterbuchbasierter Ansatz wenig erfolgversprechend. Fu¨r die meisten historischen
Sprachen sind zudem keine elektronischen Wo¨rterbu¨cher verfu¨gbar [Gotscharek
u. a., 2009b]. Sie mu¨ssten deswegen fu¨r jeden einzelnen Dialekt bzw. jede Kollektion
erstellt werden. Allerdings sind Wo¨rterbu¨cher nie vollsta¨ndig. Dies gilt vor allem
fu¨r stark flektierte Sprachen wie Deutsch. Durch die vielen Schreibvarianten wird
das Problem fu¨r historische Wo¨rterbu¨cher noch deutlich gro¨ßer [Reﬄe, 2011]. Um
6 http://drw-www.adw.uni-heidelberg.de/drw/ (letzter Aufruf 18.12.12)
7 http://germazope.uni-trier.de/Projekte/DWB (letzter Aufruf 18.12.12)
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effektiv beim Retrieval auf historischen Texten zum Einsatz zu kommen, mu¨ssen
die Wo¨rterbu¨cher zudem zeitliche und o¨rtliche Varianten enthalten.
3.2. A¨hnlichkeitsmaße
Das generelle Ziel von A¨hnlichkeitsmaßen ist es, zu einem gegebenen Term in einem
Index den a¨hnlichsten Begriff zu finden. Falls kein Grenzwert fu¨r die A¨hnlichkeit
vorgegeben ist, wird ein Begriff mit sehr großer Distanz zuru¨ckgegeben, wenn kein
anderes Wort eine gro¨ßere A¨hnlichkeit zu dem Suchbegriff aufweist. Trainierbare
Maße ko¨nnen ihre Vorteile nach Kempken und Kollegen nur ausspielen, wenn ihre
Entwicklung auf Basis von homogenen Trainingsdaten erfolgt [Kempken u. a., 2006].
3.2.1. Levenshtein-Distanz
Die Levenshtein-Distanz wurde zum Vergleich von Zeichenketten entwickelt
[Levenshtein, 1966]. Sie berechnet die minimale Anzahl von Transformationen, um
eine Zeichenkette auf eine andere abzubilden. Die Kosten fu¨r die Transformationen
wie einfu¨gen, lo¨schen und ersetzen ko¨nnen einzeln festgelegt werden. Abbildung 3.1
zeigt, wie die Levenshtein-Distanz von Himmel und Hymel berechnet wird. Die
Kosten sind dabei fu¨r einfu¨gen und lo¨schen auf 1 sowie fu¨r ersetzen auf 2 gesetzt.
Das Ergebnis (in diesem Fall 3) ist jeweils unten rechts in der Matrix zu sehen.
Camps und Daude´ haben auf Basis der Levenshtein-Distanz ein A¨hnlichkeitsmaß
vorgestellt, bei dem die Bestimmung der Gewichte anhand von Trainingsdaten
erfolgt [Camps und Daude´, 2003]. Neben der Art der Ersetzung (einfu¨gen, lo¨schen,
substituieren) werden dabei noch die Position der Ersetzung und die ersetzten
Buchstaben bei der Berechnung der Kosten miteinbezogen.
In Abbildung 3.2 ist die Berechnung der Kosten am Beispiel des Wortpaares Avery -
Garvey dargestellt. Fu¨r das Einfu¨gen bzw. Lo¨schen der Buchstaben A, G und R
gelten die folgenden Kosten:
δc(A, ε) = δc(ε, A) = 1, 1
δc(G, ε) = δc(ε,G) = 1, 3
δc(R, ε) = δc(ε, R) = 1, 08
Alle anderen Kosten sind auf 1 gesetzt. Bei den Positionen wird zwischen
Wortanfang und -ende sowie allgemeinen Positionen unterschieden. Vorteilhaft
an dem Verfahren ist außerdem die Nutzung eines Grenzwertes, der von der
Wortla¨nge abha¨ngig ist (s. Tabelle 3.1). Wird dieser wa¨hrend der Berechnung des




H y m e l
0 1 2 3 4 5
H 1 0 1 2 3 4
i 2 1 2 3 4 5
m 3 2 3 2 3 4
m 4 3 4 3 4 5
e 5 4 5 4 3 4
l 6 5 6 5 4 3
Abbildung 3.1.: Levenshtein-Distanz fu¨r Himmel - Hymel
G a r v e y
0 1,3 2,4 3,48 4,48 5,48 6,48
A 1,1 1 1,3 2,38 3,38 4,38 5,38
v 2,1 2 2 2,3 2,38 3,38 4,38
e 3,1 3 3 3 3,3 2,38 3,38
r 4,18 4,08 4 3 4 3,46 3,38
y 5,18 5,08 5 4 4 4,46 3,46
Abbildung 3.2.: Distanz fu¨r Avery - Garvey nach Camps und Daude´ [Camps und
Daude´, 2003]
3.2.2. N-Gramme
N-Gramme zerlegen Wo¨rter in alle mo¨glichen Folgen von n Buchstaben. Das Wort
Himmel besteht z. B. aus den Bi-Grammen {*h, hi, im, mm, me, el, *l} und den
Trigrammen {**h, *hi, him, imm, mme, mel, el*, l**}. Am ha¨ufigsten kommen Bi-
und Trigramme zum Einsatz. Die A¨hnlichkeit zweier Zeichenketten a und b kann
mit Hilfe des Dice-Koeffizienten (s. Gleichung 3.1) bestimmt werden.
d(a, b) =
2|T (a) ∩ T (b)|
|T (a)|+ |T (b)| (3.1)
Die Grundidee des Verfahrens basiert auf der Annahme, dass die A¨hnlichkeit von
zwei Zeichenketten umso gro¨ßer ist, je mehr N-Gramme u¨bereinstimmen.
La¨nge der Anfrage ≤ 3 4 5 6 7 8 9 10 11 12/13 ≥14
Schwellenwert 1,9 2,1 2,16 2,6 2,8 3 3,1 3,5 4 4,5 5
Tabelle 3.1.: Schwellenwerte bei Camps und Daude´ [Camps und Daude´, 2003]
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Code Zeichen
1 B, F, P, V







Beispiele fu¨r phonetische A¨hnlichkeitsmaße sind der Soundex- und der
Phonix-Algorithmus, von denen ersterer hier kurz vorgestellt werden soll [Russel
und Odell, 1918; Gadd, 1990]. Er bildet ein Wort auf einen phonetischen Code
ab. Dabei wird davon ausgegangen, dass Wo¨rter einander a¨hnlich sind, wenn sie
denselben phonetischen Code haben. Somit kann der Algorithmus nur zwischen
a¨hnlichen und nicht-a¨hnlichen Wo¨rtern unterscheiden und keine Wahrscheinlichkeit
fu¨r den Grad der A¨hnlichkeit angeben. Der Algorithmus arbeitet dabei auf die
folgende Weise:
1. Der erste Buchstabe wird nie vera¨ndert.
2. Der Algorithmus entfernt alle anderen Vokale, die Konsonanten, H, W, Y,
doppelte Buchstaben sowie direkt aufeinander folgende Buchstaben, die auf
denselben Code abgebildet wu¨rden.
3. Der Soundex-Code wird durch eine Kombination des ersten Buchstabens
mit den zugeho¨rigen Ersetzungen (s. Tabelle 3.2 ) der na¨chsten Buchstaben
gebildet.
Beispielsweise haben die beiden Wo¨rter Himmel und Hymel jeweils den
Soundex-Code H540 und sind demzufolge als a¨hnlich einzustufen. Phonetische
Algorithmen erreichen meistens einen hohen Recall. Allerdings ist im Gegenzug
die Precision in den meisten Fa¨llen niedrig, da ha¨ufig auch relativ unterschiedliche
Wo¨rter denselben Soundex-Code aufweisen [Baron, 2011, S. 27]. Dies gilt z. B.
fu¨r Kanton und Kundendienst, die beide den Soundex-Code K535 haben. Der
Soundex-Code basiert letztendlich auf dem ersten Buchstaben, gefolgt von drei
codierten Buchstaben. Bei kurzen Wo¨rtern werden zusa¨tzliche Nullen hinzugefu¨gt.
Die Entwicklung des Soundex-Algorithmus erfolgte fu¨r die englische Sprache.
Somit ist eine Modifizierung der phonetischen Klassen notwendig, bevor der
Ansatz fu¨r eine andere Sprache verwendet werden kann. Außerdem verhindert die
Beschra¨nkung des Codes auf 4 Zeichen bei langen Wo¨rtern eine Beru¨cksichtigung
der Wortenden. Fu¨r die deutsche Sprache gibt es mit der Ko¨lner Phonetik [Postel,
1969] ebenfalls einen phonetischen Algorithmus.
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Die phonetische A¨hnlichkeit zwischen Schreibvarianten ist gro¨ßer als die
orthographische. Dies konnte fu¨r die niederla¨ndische Sprache mit Hilfe des
Soundex-Algorithmus nachgewiesen werden [Adriaans, 2005]. Allerdings war
zugleich die Precision sehr niedrig. Deswegen ist der Soundex-Algorithmus fu¨r das
Problem der Schreibvarianten nicht geeignet.
3.2.4. Editex
Experimente von Zobel und Dart haben eine geringe Effektivita¨t fu¨r Soundex
und Phonix nachgewiesen. Trotzdem waren beide Verfahren in der Lage, a¨hnliche
Zeichenketten zu finden, die mit der Levenshtein-Distanz nicht zu finden waren
[Zobel und Dart, 1996]. Deswegen wurden die Verfahren im Editex-Algorithmus
kombiniert. Die Buchstaben werden auf Grundlage ihrer Phonetik in Klassen
eingeteilt (s. Tabelle 3.3). Dabei ist auch eine mehrfache Zuordnung von
Buchstaben erlaubt. Die Buchstaben H und W sowie doppelte Buchstaben finden
keine Beru¨cksichtigung, weil sie oftmals bei der Aussprache nicht relevant sind.
Anschließend erfolgt wie bei der Levenshtein-Distanz eine Suche nach dem Wort mit
dem geringsten Abstand. Den einzelnen Bearbeitungsoperationen werden separate
Kosten zugewiesen. Identische Zeichen verursachen daher keine Kosten. Sind die
Zeichen in derselben Buchstabenklasse enthalten, werden die Kosten auf 1, sonst
auf 2 gesetzt. In Abbildung 3.3 ist beispielhaft die Berechnung des Abstandes des
Wortpaares Himmel - Hymel dargestellt. Die deutliche U¨berlegenheit des Verfahrens
gegenu¨ber herko¨mmlichen Abstandsmaßen wurde von Kempken gezeigt [Kempken,
2005].
Code Zeichen
0 A, E, I, O, U, Y
1 B, P





7 F, P, V
8 S, X, Z
9 C, S, Z
Tabelle 3.3.: Editex-Codes
3.2.5. Approximative Indexierungstechniken
Heller pra¨sentiert einen Ansatz fu¨r approximative Indexierungstechniken fu¨r
historische Texte, der den Phonet 2-Algorithmus in Kombination mit der
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H y m e l
0 0 2 4 6 8
H 0 1 0 2 4 6
i 2 0 0 1 3 5
m 4 2 1 1 1 3
m 4 2 1 1 1 3
e 6 4 3 1 1 1
l 8 6 5 3 1 1
Abbildung 3.3.: Editex-Distanz fu¨r Himmel - Hymel
Levenshtein-Distanz verwendet [Heller, 2006]. Der Phonet 2-Algorithmus bildet
zwei phonetische Repra¨sentationen mit unterschiedlicher Pra¨zision fu¨r ein
gegebenes Wort [Michael, 1999]. Heller benutzt diese Repra¨sentationen zum
Aufbau eines Indexes. Zeitgleich mit der Erstellung des Indexes wird ein
Levenshtein-Kontrollautomat generiert, der alle Wo¨rter des Korpus speichert.
Dieser meldet auftretende Fehler sowie ein U¨berschreiten eines gesetzten
Schwellenwertes fu¨r Fehler wa¨hrend eines Durchlaufs. Beim Aufbau des
Indexes kommt der Phonet 2-Algorithmus zum Einsatz, um phonetische
Repra¨sentationen zu bilden. Die Codierung der Suchterme erfolgt ebenfalls mit
dem Phonet 2-Algorithmus. Jeder Term aus dem Index wird mit dem Suchterm
verglichen. Es werden alle Indexterme angezeigt, deren Levenshtein-Distanz zum
Suchterm nicht gro¨ßer als 3 ist. Eine diachrone Angleichung der Phonet 2-Regeln
ist nicht erfolgt.
3.2.6. FlexMetric
Kempken hat verschiedene Distanzmaße fu¨r ihre Verwendung bei Schreibvarianten
gepru¨ft [Kempken, 2005]. Dabei werden drei Kategorien unterschieden:
Phonetische Distanzmaße, Ansa¨tze zur Korrektur von Tippfehlern und
Zeichenketten-A¨hnlichkeitsmaße. Basierend auf den Ergebnissen dieser Evaluierung
hat Kempken mit der FlexMetric eine trainierbare Edit-Distanz entwickelt.
Als Eingabe fu¨r die Berechnung der Transformationskosten eines Buchstabens
in einen anderen dienen Wortpaare aus moderner und historischer Form. Wie
bei der Levenshtein-Distanz hat das jeweils a¨hnlichste Wort die geringsten
Transformationskosten. Alternativ ko¨nnen die Transformationskosten auch vom
Benutzer festgelegt werden. Evaluierungen haben ergeben, dass zum Lernen
der Gewichte etwa 4.500 Trainingsbeispiele notwendig sind [Pilz u. a., 2008b].
Der Nachteil des Verfahrens ist der fehlende Einbezug des Kontextes, weil nur
Ersetzungskosten fu¨r einzelne Buchstaben gelernt werden. Bei einer Ausweitung des
Verfahrens auf Bi- oder Trigramme wu¨rde die Anzahl der Bearbeitungsoperationen




Der einfachste Weg fu¨r die Suche in historischen Texten ist eine Anfrageerweiterung
mit den Schreibvarianten. Allerdings ist es bei dieser Verfahrensweise selbst bei
einem großen Fachwissen unmo¨glich, alle Schreibvarianten abzudecken. Braun geht
davon aus, dass Regeln fu¨r Schreibvarianten das Retrievalproblem fu¨r historische
Dokumente grundsa¨tzlich lo¨sen [Braun, 2002]. Allerdings entwickelt er manuelle
Regeln, weil er das Problem fu¨r zu komplex ha¨lt, um Regeln automatisch zu
generieren. Ziel seiner Regeln ist nicht die Bildung moderner Wo¨rter, sondern
lediglich eine Modernisierung der Wo¨rter. Auf diese Weise sollen sie mit Hilfe eines
Algorithmus zur Stammformreduktion fu¨r aktuelle Sprachen zu finden sein. Esser
fasst manuell Muster in phonetischen Gruppen zusammen [Esser, 2004]. Fu¨r jede
mo¨gliche Kombination innerhalb der Gruppen werden Gewichte festgelegt. Giusti
und Kollegen bilden hingegen mit Hilfe von manuell erstellten Regeln Cluster,
um die Vera¨nderung der Ha¨ufigkeitsverteilung durch Schreibvarianten in einem
historischen Wo¨rterbuch fu¨r brasilianisches Portugiesisch zu verhindern [Giusti u. a.,
2007].
Pilz beschreibt die manuelle Konstruktion von zwei Regelsa¨tzen fu¨r deutsche Texte
aus dem 19. Jahrhundert [Pilz, 2003]. Beim ersten Regelsatz kann jede Regel
ho¨chstens einmal an einer bestimmten Position im Wort eingesetzt werden (z. B.
a¨→ e). Im Gegensatz dazu kann die Anwendung der Regeln des zweiten Regelsatzes
beliebig oft erfolgen (z. B. aa→ a). Weil Schreibvarianten oft auf Unterschiede
in der Aussprache zuru¨ckzufu¨hren sind, wurde ein Teil der Regeln durch
Aussprachevergleiche entwickelt. Weitere Regeln sind durch Literaturrecherche
entstanden. Fu¨r jedes in Frage kommende Wort werden die Regeln sowohl auf die
aktuelle als auch auf die historische Wortform angewendet. Wenn die Ergebnisse der
Transformationen u¨bereinstimmen, wird von einer Schreibvariante ausgegangen.
Der von Biella und Kollegen beschriebene Ansatz des Variantgraph hat
A¨hnlichkeiten mit der phonetischen Namensidentifikation [Biella u. a., 2003]. Fu¨r
jedes Graphem werden die entsprechenden Allographen generiert. Beispielsweise hat
das Graphem f die Allographen {u, v, f, ff, pf}. Ist eine Menge von Allographen
fu¨r jedes Graphem gegeben, so kann fu¨r jedes Eingabewort in aktueller Sprache ein
Variantgraph gebildet werden. Abbildung 3.4 zeigt z. B. einen Variantgraph fu¨r das
Wort Himmel.
Mittlerweile gibt es einige Beispiele, bei denen Regeln automatisch generiert werden,
da eine manuelle Konstruktion von Regeln sehr zeitaufwendig und zudem stark auf
die zugrunde liegende Kollektion abgestimmt ist [Adriaans, 2005]. Exemplarisch
folgt dazu die Beschreibung eines Ansatzes fu¨r historisches Dokumenten-Retrieval,
des Error-Models von Brill und Moore fu¨r Regeln zur Rechtschreibkorrektur und
eines regelbasierten Verfahrens zur Normalisierung von Texten.
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Abbildung 3.4.: Variantgraph fu¨r Himmel [Biella u. a., 2005]
3.3.1. Historisches Dokumenten-Retrieval
Koolen und Kollegen beschreiben die Anforderungen der Umschreibung von
historischen Texten fu¨r die niederla¨ndische Sprache [Koolen u. a., 2006]. Wa¨hrend
die Aufgabe in dieser Arbeit als innersprachliches Problem aufgefasst wird,
betrachtet die niederla¨ndische Gruppe sie als Gegenstand des mehrsprachigen
Retrieval. Die Entscheidung zwischen diesen unterschiedlichen Betrachtungsweisen
ist allerdings mehr eine Frage der zugrunde liegenden Definition. Sie entscheidet,
wie stark die Unterschiede in der Schreibung sein mu¨ssen, damit es sich
um unterschiedliche Sprachen handelt. Die Sichtweise der niederla¨ndischen
Arbeitsgruppe kann an der gleichzeitigen Betrachtung des Vokabelproblems
liegen. Diese Perspektive betrachtet gro¨ßere sprachliche Unterschiede als eine
ausschließliche Behandlung der Schreibvarianten. Ziel des Ansatzes ist es analog
zu [Braun, 2002], historische Varianten zu modernisieren, um einen modernen
Algorithmus zur Stammformreduktion einzusetzen.
Die folgenden drei Ansa¨tze wurden zur Generierung der Regeln entwickelt:
• Phonetische Sequenza¨hnlichkeit : Diese Methode nutzt die Transkriptionen
von eins-zu-eins Zuordnungen von historischen und modernen Wo¨rtern.
Neue Regeln werden gebildet, wenn die Sequenzen des modernen und des
historischen Wortes unterschiedliche Schreibungen und basierend auf der
Transkription dieselbe Aussprache haben. Nachfolgend ist ein Beispiel fu¨r das
historische Wort klaghen dargestellt:
historisches Wort: klaghen
modernes Wort: klagen
historische Sequenzen: kl, a, gh, e, n
moderne Sequenzen: kl, a, g, e, n
Die Evaluierungsergebnisse zeigen deutlich die direkte Abha¨ngigkeit von
der phonetischen Transkription. Diese wurde allerdings nur fu¨r modernes
Niederla¨ndisch entwickelt.
• Relative Sequenzha¨ufigkeit : Wie der vorherige Ansatz unterteilt die relative
Sequenzha¨ufigkeit Wo¨rter der modernen und historischen Korpora in
Sequenzen aus Vokalen und Konsonanten. Die Entwicklung von Regeln
erfolgt auf Basis von Wo¨rtern mit Sequenzen, die im Vergleich zu modernen
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Korpora außerordentlich ha¨ufig in historischen Korpora vorkommen. Die
Sequenzen von Vokalen und Konsonanten werden durch eine Wildcard ersetzt.
Anschließend folgt eine Suche nach modernen Schreibweisen.
• Relative N-Gramm-Ha¨ufigkeit : Die Relative N-Gramm-Ha¨ufigkeit ist eine
Variante des letzten Ansatzes, die N-Gramme anstelle von Sequenzen aus
Vokalen und Konsonanten benutzt. Dabei gibt es keine Beschra¨nkung der
Sequenzen. Der Algorithmus kann Kontextinformationen auf diese Weise
besser einbeziehen.
Bei allen drei Verfahren kommt ein sogenannter Beschneidungs-Schwellenwert
zum Einsatz, der die Anzahl der falschen Zuordnungen minimieren soll. Die
besten Ergebnisse erzielte eine Kombination der Verfahren. Dabei wurde zuna¨chst
die relative N-Gramm-Ha¨ufigkeit, dann die relative Frequenzha¨ufigkeit und
anschließend die phonetische Sequenzha¨ufigkeit angewendet.
Bei der Einteilung in Sequenzen von Vokalen und Konsonanten wird die moderne
Einteilung der Buchstaben zugrunde gelegt. Die beiden letzten Ansa¨tze verwenden
nur typisch historische Sequenzen. Etliche Schreibvarianten enthalten Sequenzen,
die auch im modernen Niederla¨ndisch sehr ha¨ufig sind. Fu¨r diese Wo¨rter ist es
demzufolge nicht mo¨glich, auf Basis der Sequenzha¨ufigkeiten Regeln zu generieren.
Im niederla¨ndischen Ansatz fanden Werkzeuge fu¨r die phonetische Transkription
Verwendung, die fu¨r das Deutsche nicht in zuverla¨ssiger Qualita¨t zur Verfu¨gung
stehen [Pilz, 2009, S. 117]. Zudem werden im Deutschen auch Regeln beno¨tigt,
die Konsonanten durch Vokale ersetzen (z. B. v→ u), sodass die Unterteilung in
Sequenzen und Konsonanten fu¨r die deutsche Sprache nicht sinnvoll ist.
3.3.2. Error Model zur Rechtschreibkorrektur
Bisherige Modelle zum Einsatz des Noisy Channel Models zur Rechtschreibkorrektur
basierten auf der Levenshtein-Distanz und erlaubten nur eine Editoperation
pro Wort. Außerdem bezogen sie nur teilweise den Kontext mit ein, um die
Wahrscheinlichkeit fu¨r die einzelnen Operationen zu berechnen. Brill und Moore
erweitern das Channel Model fu¨r Rechtschreibfehler um ein sog. Error Model, bei
dem das Wort w aus dem Wo¨rterbuch D gefunden werden soll, das mit der gro¨ßten
Wahrscheinlichkeit die geplante Eingabe zu einer Zeichenkette s war [Brill und
Moore, 2000].
Die Erweiterung des Modells lernt generische Operationen zur U¨berfu¨hrung von
Zeichenketten. Zu den Operationen geho¨ren jeweils spezifische Editkosten, die sich
im Unterschied zu den Levenshtein-Ansa¨tzen nicht nur auf einzelne Buchstaben,
sondern auf Buchstabensequenzen beziehen. Es sind alle Editoperationen der Form
α → β mo¨glich. P (α → β) gibt die Wahrscheinlichkeit an, dass der Benutzer
eine Zeichenkette α anstatt der Zeichenkette β eingibt. Zusa¨tzlich wird die Stelle
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Tabelle 3.4.: Beispiel fu¨r Ersetzungen bei Brill und Moore [Brill und Moore, 2000]
der Positionsa¨nderung im Wort (Wortanfang, -mitte und -ende) beru¨cksichtigt, da
Fehler z. B. am Wortende ha¨ufiger auftreten als am Wortanfang.
Zum Training des Modells werden Wortpaare (s, w) als Eingabe benutzt.
Beim Aligning wird versucht, die Anzahl der Editoperationen fu¨r die einzelnen
Buchstaben zu minimieren. Fu¨r jede Editoperation ko¨nnen bis zu N benachbarte
Zeichen mit einbezogen werden. In Abbildung 3.5 ist das Alignment am Beispiel
des Trainingspaares akgsual - actual dargestellt. Daraus ergeben sich fu¨r N = 2
die in Tabelle 3.4 enthaltenen Ersetzungen fu¨r nicht identische Editoperationen.
In der Trainingsphase wird fu¨r jede Editoperation eine Wahrscheinlichkeit anhand
der Ha¨ufigkeit der gebildeten Substitutionen bestimmt. Die Anwendung gibt eine
gerankte Liste mit den n besten Kandidaten fu¨r die Korrektur zuru¨ck.
3.3.3. Regelbasierte Normalisierung von Texten
Ein regelbasiertes Verfahren zur Normalisierung von historischen Dokumenten
haben Bollmann und Kollegen vorgestellt [Bollmann u. a., 2011]. Ein erweiterter
Levenshtein-Algorithmus gibt die notwendigen Editoperationen zur Abbildung eines
Wortes auf ein anderes aus. Dabei wird immer der unmittelbare Kontext, jeweils ein
Zeichen oder eine Wortgrenze, beru¨cksichtigt. Es wird zwischen Identita¨tsregeln und
Nichtidentita¨tsregeln unterschieden. Letztere sind Regeln im herko¨mmlichen Sinn.
Identita¨tsregeln dagegen bilden Buchstaben auf sich selbst ab. Da ein Großteil eines
Wortes unvera¨ndert bleibt, werden sie eingesetzt, wenn sie ein ho¨heres Ranking
haben als Nichtidentita¨tsregeln. In einem zweiten Schritt werden aufeinander
folgende Nichtidentita¨tsregeln zu sequenzbasierten Regeln zusammengefasst, wenn
an einer Position mehrere Regeln zum Einsatz kommen. Auf diese Weise werden




Eingabe j r e m
Operation s = = =
Ausgabe ih r e m
Da Einfu¨geregeln oft zu Fehlern fu¨hren, werden zusa¨tzlich sogenannte
Epsilon-Identita¨tsregeln eingefu¨hrt. Diese geben an, in welchem Kontext eine
Verwendung von Einfu¨geregeln untersagt ist. So gibt z. B. die Regel ε → ε / e _ n
an, dass zwischen e und n kein Buchstabe eingefu¨gt werden darf.
Fu¨r die Normalisierung wird u¨berpru¨ft, ob die gebildeten Varianten in einem
modernen Lexikon enthalten sind, damit nur existierende Wo¨rter zum Einsatz
kommen. Die gelernten Regeln werden auf Basis ihrer Ha¨ufigkeit gewichtet.
Letztendlich wird das Wort mit dem ho¨chsten Ranking zur Normalisierung
verwendet.
3.4. Kombinierte Verfahren
Hauser und Kollegen kombinieren spezielle Lexika und einen regelbasierten
Ansatz mit einem Verfahren zum Abgleich von Worta¨hnlichkeiten, um modernen
Schreibungen ihre historischen Varianten zuzuordnen [Hauser u. a., 2007]. Die Lexika
werden vor allem verwendet, um das Problem der Vokabellu¨cke zu lo¨sen und
lateinische Varianten zu finden. Der regelbasierte Ansatz senkt die Kosten fu¨r
die entsprechenden Editoperationen. Bei der Bestimmung der Wortdistanz kommt
das Verfahren von Brill und Moore zum Einsatz (s. Abschnitt 3.3.2), bei dem
auch Sequenzen von Buchstaben ersetzt werden ko¨nnen. Im Anschluss erfolgt eine
Gewichtung der Kandidaten aller drei Schichten. Dazu werden Worta¨hnlichkeiten,
Ha¨ufigkeitsinformationen und geeignete Heuristiken fu¨r die Einbeziehung der
Pra¨ferenzen des Benutzers bezu¨glich der ersten beiden Schichten verwendet.
3.5. Zusammenfassung
Dieses Kapitel hat verschiedene Verfahren zur Behandlung von Schreibvarianten
vorgestellt. Es wurden die wichtigsten wo¨rterbuchbasierten Methoden,
A¨hnlichkeitsmaße, regelbasierte Verfahren sowie kombinierte Vorgehensweisen
beschrieben. Kommen Wo¨rterbu¨cher zum Einsatz, wird automatisch fu¨r jedes neue
Korpus ein passendes Wo¨rterbuch beno¨tigt. Dies steht ha¨ufig nicht zur Verfu¨gung.
Bei der Verwendung von A¨hnlichkeitsmaßen zur Suche ist immer ein Zugriff auf
den Index erforderlich. Allerdings ist dies insbesondere bei der Suche im Internet
oft nicht mo¨glich. Zwar erfordert ein regelbasiertes Verfahren fu¨r ein neues Korpus
gegebenenfalls auch eine Erstellung neuer Regeln. Jedoch la¨sst sich der Recall
durch eine weitere Regel deutlich schneller steigern als durch einen zusa¨tzlichen
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Lexikoneintrag. Demzufolge ist auch die Wahrscheinlichkeit ho¨her, dass selbst mit
einem nicht optimalen Regelsatz trotzdem noch gute Retrievalergebnisse erzielt
werden.
Ein regelbasierter Ansatz erfordert zu Beginn einen recht hohen Aufwand bei
der Erstellung der Lernmenge, die aus Belegen von moderner Schreibweise und
zugeho¨riger Variante besteht. Auch bei sta¨ndig wachsenden Kollektionen wird
im Folgenden nur wenig zusa¨tzliche Arbeit erwartet, weil auf dem Graphemlevel
gearbeitet wird.
Nach Witten und Frank zeigen manuell erstellte Regeln bereits gute Ergebnisse.
Allerdings sollten maschinelle Lernverfahren zum Einsatz kommen, wenn die
Erstellung von manuellen Regeln zu aufwendig ist [Witten und Frank, 2000, S. 25].
Die manuelle Erstellung eines Regelsatzes aus 338 Belegen beno¨tigte 3 Tage und
die Erstellung der Regeln fu¨r VARD (s. Abschnitt 6.3) dauerte sogar u¨ber ein
Jahr [Pilz u. a., 2008b]. Diese Zeitaufwa¨nde verdeutlichen die Notwendigkeit einer
automatischen Erstellung von Regelsa¨tzen, damit sich die Wissenschaftler mehr
mit den Dokumenten selbst und nicht mit der Bereitstellung der Suche nach
den Dokumenten befassen ko¨nnen. Die vorliegende Arbeit bearbeitet das Problem
demzufolge mit einem automatischen Ansatz zur Regelerstellung. Dadurch wird es
mo¨glich, einen breiteren Wortschatz abzudecken und so den Recall zu erho¨hen.
Auf der anderen Seite sollte die Precision der generierten Regeln hoch genug








4. Verfahren zur Regelgenerierung
Die vorangegangenen Kapitel haben die Problematik bei der Suche nach
Schreibvarianten verdeutlicht und die bisher eingesetzten Verfahren diskutiert. Der
nachfolgende Abschnitt befasst sich zuna¨chst grundlegend mit Lernverfahren, bevor
sich auf Basis der aus den verwandten Arbeiten gewonnenen Erkenntnisse die
Entwicklung eines eigenen Lernverfahrens zur Generierung von Regeln anschließt.
4.1. Lernverfahren
Nach Mitchell lernt ein Programm aus einer Erfahrung unter Einbeziehung einer
Menge von Aufgaben und eines Bewertungsmaßes. Dabei muss sich die Leistung
des Systems bei den Aufgaben, bezogen auf das Bewertungsmaß, durch die Nutzung
des Gelernten verbessern [Mitchell, 2001, S. 2f.]. Entsprechend besteht bei der Suche
in historischen Dokumenten die Aufgabe darin, zu einem Suchbegriff die in einem
Korpus enthaltenen Schreibvarianten zu finden. Um dies zu erreichen, soll eine dem
Noisy Channel Model (s. Abschnitt 2.3) entsprechende Korrektur der Suchanfrage in
Form einer Anfrageerweiterung durchgefu¨hrt werden. Als Bewertungsmaße kommen
dabei Recall und Precision zum Einsatz. Die Erfahrung wird aus der Trainingsmenge
in Form von Belegen gewonnen.
Bei der Entwicklung eines Lernsystems hat die Auswahl einer repra¨sentativen
Trainingsmenge einen großen Einfluss auf den Lernerfolg [Mitchell, 2001, S. 6].
Stammen die Belege z. B. nur von einem Autor oder aus einem bestimmten
Zeitraum, so ist nicht von einer repra¨sentativen Verteilung auszugehen, wenn
das Korpus mehrere Autoren oder andere Zeitra¨ume mit abdeckt. In der
Theorie des maschinellen Lernens sollte die Verteilung der Trainingsinstanzen
identisch mit der Verteilung der Testinstanzen sein. Ein weiterer wichtiger
Aspekt ist der Automatisierungsgrad des Systems: U¨bernimmt das System die
komplette Kontrolle, oder bekommt der Benutzer die Gelegenheit, das Ergebnis
zu beeinflussen? Kann der Benutzer z. B. jede gelernte Regel vera¨ndern, oder hat
er nur die Mo¨glichkeit, durch indirektes Feedback in Form von genutzten Varianten
Einfluss zu nehmen?
Generell unterscheidet man bei den Lernverfahren deduktive, abduktive und
induktive Prozesse [Ferber, 2003, S. 106ff.]. Beim deduktiven Prozess wird eine
neue Regel aus bereits bekannten Regeln abgeleitet. Damit muss bereits vor dem
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Einsatz des eigentlichen Lernverfahrens eine Basis von Regeln zur Verfu¨gung stehen.
Sollten in den Ausgangsregeln Fehler enthalten sein, u¨bertragen sich diese auch auf
die abgeleiteten Regeln. Beim abduktiven Prozess werden auf Basis von Beispielen
und vorhandenen Regeln Ru¨ckschlu¨sse auf die Zusammenha¨nge gezogen. Diese
Vorgehensweise setzt allerdings die Mo¨glichkeit zur Umkehrung vorhandener Regeln
voraus. Bei einem induktiven Prozess werden Regeln aus Beispielen abgeleitet. Die
Korrektheit der vorhandenen Beispiele beeinflusst dabei entscheidend die Qualita¨t
der Regeln. Die gelernten Regeln werden dabei meistens anhand einer von der
Trainingsmenge unabha¨ngigen Testmenge u¨berpru¨ft. Bei einer großen Anzahl von
Beispielen ist es nicht immer mo¨glich, allgemeingu¨ltige Regeln zu generieren. Dann
ist es das Ziel, Regeln zu erstellen, die fu¨r eine mo¨glichst große Anzahl von Beispielen
gelten. Bei der Entwicklung des regelbasierten Verfahrens soll eine Ableitung aller
Regeln aus den vorhandenen Texten bzw. Beispielen erfolgen. Deswegen wird im
Folgenden ein induktives Verfahren zur Erstellung der Regeln entwickelt.
Bei der Erstellung von Regeln lassen sich des Weiteren der Top-down- und der
Bottom-up-Ansatz unterscheiden [Ferber, 2003, S. 135f.]. Die Top-down-Methode
beginnt mit der allgemeinsten Regel. Diese wird in den darauf folgenden
Bearbeitungsschritten durch speziellere Regeln verfeinert. Die Bottom-up-Methode
beginnt hingegen mit sehr speziellen Regeln, und versucht durch Generalisierung
mehrere Beispiele mit allgemeineren Regeln abzudecken.
Damit erlernte Regelsa¨tze auch unabha¨ngig von den Trainingsdaten gute Ergebnisse
erzielen, ist eine U¨beranpassung an die Daten zu vermeiden [Petersohn, 2005,
S. 149]. Wu¨rden z. B. alle einzelnen Belege aus moderner und historischer Schreibung
direkt in spezifische Regeln umgewandelt, ließe sich auf Basis der Trainingsdaten
auf perfekte Retrievalergebnisse schließen.
Ein weit verbreiteter Algorithmus im Data Mining ist der ID38 [Quinlan, 1986].
Dabei sind die Beispiele in einem Vektor mit nominalen Attributen repra¨sentiert.
Darauf aufbauend entwickelt der Algorithmus, basierend auf dem Teile- und
Herrsche-Prinzip, einen Entscheidungsbaum. Ausgehend vom Wurzelknoten wird
bei jedem Knoten ein Attribut zur Klassifizierung der Beispiele verwendet. Ziel
ist jeweils die Auswahl des Attributes mit dem gro¨ßten Informationsgewinn. Der
Algorithmus endet, wenn die Bla¨tter des Baumes erreicht sind. Ein Blatt gibt fu¨r das
jeweilige Tupel die Kategorie an. Oftmals erreichen einfachere Entscheidungsba¨ume
bessere Resultate als kompliziertere. Deswegen erfolgt eine Reduzierung mit Hilfe
von Beschneidungsverfahren. Dabei werden Knoten mit geringer statistischer
Signifikanz aus dem Baum entfernt bzw. nicht mit aufgenommen [Petersohn,
2005, S. 137]. Es wird grundsa¨tzlich zwischen Pre- und Post-Beschneidung
unterschieden [Witten und Frank, 2000, S. 174ff.]. Die Pre-Beschneidung entscheidet
bereits wa¨hrend des Aufbaus des Baumes daru¨ber, ob eine Weiterentwicklung
der Unterba¨ume sinnvoll ist. Es ist nicht mo¨glich, Vorteile, die sich durch
die Kombination von Attributen ergeben, mit in den Entscheidungsprozess
8 Iterative Dichotomiser 3
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einzubeziehen. Bei der Post-Beschneidung wird der Entscheidungsbaum vor
der Beschneidung zuna¨chst komplett aufgebaut. Dabei wird weiter zwischen
der Teilbaum-Ersetzung, die Unterba¨ume durch einzelne Bla¨tter ersetzt, und
dem Teilbaum-Hochziehen, das Unterba¨ume nach oben zieht, unterschieden. Ein
Entscheidungsbaum kann einfach in eine Regelmenge u¨berfu¨hrt werden, indem
man fu¨r jedes Blatt eine Regel generiert, die dem Pfad von der Wurzel zum Blatt
entspricht.
Dagegen entwickeln Abdeckungsalgorithmen unmittelbar Regeln. Sie betrachten
einzelne Klassen nacheinander und generieren in jedem Schritt eine Regel, die einen
Teil der Instanzen abdeckt [Witten und Frank, 2000, S. 104]. Die nicht von der
gebildeten Regel abgedeckten Instanzen werden dabei zugleich ausgeschlossen. Im
na¨chsten Schritt werden nur noch die bisher nicht abgedeckten Instanzen betrachtet.
ID3 wa¨hlt das Attribut mit dem maximalen Informationsgewinn aus. Dabei pru¨ft
er allerdings nur die Bla¨tter. Dagegen suchen Abdeckungsalgorithmen dasjenige
Attribut/Wert-Paar, mit dem sich die Wahrscheinlichkeit einer bestimmten
Klassifikation maximieren la¨sst.
4.2. Vorgehensweise
In der Regel ist der Benutzer nicht nur an Suchergebnissen interessiert, die den
Suchbegriff selbst beinhalten, sondern auch an Dokumenten, die die zugeho¨rigen
morphologischen Varianten enthalten [Braun, 2002]. Die Computerlinguistik fasst
verschiedene Flexionsformen deswegen als zusammengeho¨rig, teilweise sogar als
identische Wo¨rter auf [Ferber, 2003, S. 40f.]. Beim Aufbau eines Indexes werden
deshalb Wortformen ha¨ufig zusammengefasst, um den Speicherbedarf zu minimieren
und den Recall zu erho¨hen.
Bei der Bildung der Grundform wird zwischen Stammformreduktion und
Grundformreduktion unterschieden. Die Stammformreduktion bildet Wo¨rter auf
ihren Wortstamm zuru¨ck. Dieser ist im Allgemeinen kein Wort der zugrunde
liegenden Sprache. Bei der Stammformreduktion kann es durchaus vorkommen, dass
sehr unterschiedliche Wo¨rter fa¨lschlicherweise auf denselben Stamm zuru¨ckgefu¨hrt
und somit als zusammengeho¨rig betrachtet werden. So gibt es fu¨r den Wortstamm
comput z. B. die folgenden Flexions- und Derivationsformen (sog. Vollformen):
compute, computer, computation.
Dagegen fu¨hrt die Grundformreduktion Vollformen auf Lemmata und somit auf
existierende Wo¨rter zuru¨ck. Die Grundform fu¨r Nomen ist der Nominativ Singular
und bei Verben der Infinitiv Pra¨sens [Hausser, 2000, S. 267.]. So hat die Grundform
compute unter anderem die zugeho¨rigen Vollformen compute, computes, computed.
Im Deutschen a¨ndert sich bei der Bildung von Flexionsformen ha¨ufig auch der
Wortstamm [Ferber, 2003, S. 44f.]. So werden Umlaute eingefu¨gt (z. B. Haus
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- Ha¨user) oder Pra¨fixe hinzugefu¨gt (z. B. backen - gebacken). Pra¨fixe ko¨nnen
innerhalb des Satzes auch abgetrennt werden (z. B. er ging mit).
Weil sich die Vollformen stark von ihren Wortsta¨mmen und Grundformen
unterscheiden, mu¨ssen bei der Suche in historischen Texten die Regeln auch auf
die einzelnen Vollformen angewendet werden.
Experimentelle Suchmaschinen fu¨r die englische Sprache arbeiten meist mit
Algorithmen zur Stammformreduktion, um die Vollform eines Suchbegriffs zu
finden. Bei der im folgenden schwerpunktma¨ßig untersuchten deutschen Sprache
handelt es sich um eine stark flektierte Sprache. Deswegen ist es sinnvoller, mit
Grundformen anstelle von Stammformen zu arbeiten.
Analog zur Suche nach morphologischen Formen [Moreau u. a., 2007] gibt es zwei
mo¨gliche Ansa¨tze fu¨r die Suche in Texten mit Schreibvarianten:
1. Grundformreduktion zur Indexierungszeit : Diese u¨blicherweise im Information
Retrieval eingesetzte Methode erfordert einen Satz von Regeln zur
Grundformreduktion, der zur Indexierungszeit bekannt sein muss. Im
Kontext von Schreibvarianten mu¨ssen daru¨ber hinaus auch Regeln fu¨r
die Standardisierung der verschiedenen Schreibweisen vorhanden sein.
Allerdings erfordert eine regelbasierte Grundformreduktion fu¨r heutiges
Deutsch aufgrund des hohen Flexionsgrades einen sehr komplexen Regelsatz.
Noch schwieriger sind Regelsa¨tze zu bilden, die die historische Schreibung auf
die zugeho¨rige aktuelle Grundform abbilden. In diesem Fall existiert kein fester
Regelsatz fu¨r die Standardisierung der Schreibweisen. Aufgrund der Zeit- und
Ortsabha¨ngigkeit der Varianten wird dieser vermutlich auch nie vorliegen.
Auch bei Sprachen, fu¨r die sehr gute Methoden zur Grundformreduktion
vorhanden sind (wie z. B. Englisch), stellt sich die Frage, ob diese bei
historischen Dokumenten zum Einsatz kommen ko¨nnen.
2. Generierung von Suchtermvarianten zur Retrievalzeit : Fu¨r diese
Anfrageerweiterung werden ebenfalls Regeln fu¨r Flexionen und Derivationen
sowie auch fu¨r die Schreibvarianten beno¨tigt, allerdings diesmal in der
anderen Richtung; somit ist die folgende Abbildung notwendig:
Suchterm → moderne Flexionsform → Schreibvariante
Dieser Ansatz ist deutlich flexibler, weil eine Integration neuer Regelsa¨tze
leichter erfolgen kann.
Zwar ist der erste Ansatz deutlich schneller als der zweite, weil die zeitkritische
Generierung der Transformationen einmalig bei der Indexierung einer neuen
Kollektion abla¨uft. Allerdings ist zu erwarten, dass die Regelsa¨tze ha¨ufig u¨ber
la¨ngere Zeit nicht endgu¨ltig entwickelt sind. Außerdem eignet sich der erste
Ansatz nur fu¨r eigene Korpora, bei denen Zugriff auf den Index besteht. Eine
U¨bertragung des Ansatzes auf die Suche mit einer Internetsuchmaschine wa¨re nur in
Ausnahmefa¨llen mo¨glich, wenn ein entsprechender Zugriff besteht. Deswegen bietet
42
4.3. Generierung von Transformationsregeln
nur der zweite Ansatz die notwendige Flexibilita¨t. Bei diesem ist zuna¨chst eine
Behandlung der morphologischen Variationen erforderlich, bevor die Regeln fu¨r
Schreibvarianten eingesetzt werden ko¨nnen. Eine direkte Anwendung von modernen
Algorithmen zur Stammform- bzw. Grundformreduktion ist nicht mo¨glich [Braun,
2002]. Adriaans hat fu¨r das Niederla¨ndische gezeigt, dass bei der Anwendung von
Stammformreduktion das Suffix entfernt wird, wa¨hrend sich bei Schreibvarianten
ha¨ufig das Pra¨fix oder Infix a¨ndert [Adriaans, 2005].
4.3. Generierung von Transformationsregeln
Das Problem der Schreibvarianten la¨sst sich grundsa¨tzlich auf das Problem
der Schreibvarianten fu¨r Silben reduzieren. Es ist davon auszugehen, dass die
Variationen in der Schreibung sich nicht u¨ber Silbengrenzen hinweg erstrecken.
Leider stand dem Projekt kein zuverla¨ssiges Werkzeug zur Silbentrennung fu¨r
modernes Deutsch zur Verfu¨gung. Weil sich die Silbentrennung ebenfalls im
Verlauf der Zeit gea¨ndert haben kann, wa¨re daru¨ber hinaus die Entwicklung eines
entsprechenden Werkzeugs zur Silbentrennung speziell fu¨r die Schreibvarianten
erforderlich. Der nachfolgend dargestellte Ansatz ermo¨glicht allerdings eine direkte
Anwendung auf Silben, so dass hier keine Anpassung des Ansatzes notwendig wa¨re,
wenn ein entsprechendes Werkzeug zur Verfu¨gung stehen sollte.
Fu¨r die Generierung der Transformationsregeln ko¨nnen die folgenden Eingabedaten
genutzt werden:
• die Belege aus 1:1-Abbildungen von modernen Formen auf die zugeho¨rige
Schreibvariante,
• die historischen Dokumente, auf deren Grundlage die Bildung der Belege
erfolgt ist, sowie die Termha¨ufigkeit der Wo¨rter, basierend auf den
Dokumenten.
Analog zu anderen Verfahren zur Verarbeitung natu¨rlicher Sprache [Abels und
Hahn, 2005] wird im Folgenden davon ausgegangen, dass keine Unterscheidung
zwischen Groß- und Kleinschreibung erforderlich ist. Deswegen erfolgt eine
Umwandlung der Belege in Kleinschreibung.
Wie bereits beschrieben, startet die Regelgenerierung mit der Erstellung der Belege.
Die Vorgehensweise ist dabei a¨hnlich wie bei Liu und Kollegen (s. Abschnitt 2.4.5)
[Liu u. a., 1991]. Dazu markiert zuna¨chst ein Programm zur Rechtschreibpru¨fung die
unbekannten Wo¨rter und somit auch die potentiellen Varianten. Der Grundgedanke
der Rechtschreibpru¨fung basiert auf der Annahme, dass ein nicht im Lexikon
enthaltenes Wort falsch geschrieben wurde [Robertson und Willett, 1998].
Abweichend wird in der vorliegenden Arbeit davon ausgegangen, dass es sich bei den
markierten Wo¨rtern um Schreibvarianten handeln ko¨nnte. Bei Schreibfehlern kann
es aber auch zur Bildung von gu¨ltigen Wo¨rtern, den sogenannten Echtwortfehlern,
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kommen [Fliedner, 2001]. Dies gilt auch fu¨r einige historische Varianten, die
demzufolge auf diese Weise nicht zu finden sind. Die Basis fu¨r das vorgestellte
Verfahren ist die Regelhaftigkeit. Deswegen wird angenommen, dass es mo¨glich
ist, die fu¨r diese Wo¨rter notwendigen Regeln anhand von anderen Belegen zu
erstellen. Fu¨r Schreibvarianten wird manuell die aktuelle Schreibweise hinzugefu¨gt.
Zusa¨tzlich wird die Kollektionsha¨ufigkeit der Terme in dem historischen Text
bestimmt. Dadurch erha¨lt man ein Menge von Tripeln H(a, h, cf ), bestehend aus
der aktuellen Wortform a, der historischen Vollform h und der Kollektionsha¨ufigkeit
cf .
Nachfolgend wird die Buchstabenfolge a auch als Sequenz a1 . . . an bezeichnet. Fu¨r
n = 0 wird a1 . . . an auch als leere Folge ε bezeichnet. Des Weiteren bezeichnet
a | b die Konkatenation von Buchstabenfolgen. Die Definitionen gelten ebenfalls
fu¨r die Buchstabenfolge h. Zusa¨tzlich beginnt und endet jede Wortform mit einem
Leerzeichen. Fu¨r Listen wird die Notation [l1, . . . , lk] verwendet. Zur Aufteilung
von Listen in Kopf h und Rumpf t wird die Schreibweise [h | t] verwendet.
4.3.1. Generierung von Regelkernen
Bei der Generierung der Transformationsregeln wird die Menge H aus Belegen
und Kollektionsha¨ufigkeit zum Training genutzt. Zuna¨chst werden jeweils die
beiden Wo¨rter eines Belegs verglichen und mit den sogenannten Regelkernen
die notwendigen Transformationen identifiziert. Der zweite Schritt bestimmt die
Regelkandidaten, die auch den Regelkontext des Wortes a mit einbeziehen.
Anschließend werden die nu¨tzlichen Regeln durch Beschneidung der Menge der
Regelkandidaten ausgewa¨hlt. Zur Beschreibung der verschiedenen Schritte werden
die zugrunde liegenden Funktionen na¨her erla¨utert.
Fu¨r die Regelkerne folgt die Bestimmung der notwendigen Transformationen sowie
des zugeho¨rigen Kontextes. Zuna¨chst wird eine Funktion rcg1() definiert, die eine
gemischte Liste aus Transformationen und Kontext erzeugt. Dazu beno¨tigt sie als
Eingabe einen Beleg sowie eine leere Zeichenkette:
rcg1(a1 . . . an, h1 . . . hm, p) =
[p] , wenn n = m = 0
[rcg1(a2 . . . an, h2 . . . hm, p | a1)] , wenn a1 = h1
[p, (a1 . . . aj, h1 . . . hl) | rcg1(aj+1 . . . an, hl+1 . . . hm, ε)]
so dass aj+1 = hl+1 und j + l ist minimal , wenn a1 6= h1
Werden z. B. die Wo¨rter a=’ unnu¨tz ’ und h=’ unnuts ’ eingegeben, liefert, wie
nachfolgend aufgefu¨hrt, rcg1(a, h, ε) = [’ unn’, (’u¨’, ’u’), ’t’, (’z’, ’s’), ’ ’].
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rcg1(’ unnu¨tz ’, ’ unnuts ’, ε) = rcg1(’unnu¨tz ’, ’unnuts’, ε | ’ ’)
= rcg1(’nnu¨tz ’, ’nnuts ’, ’ ’ | ’u’)
= rcg1(’nu¨tz ’, ’nuts ’, ’ u’ | ’n’)
= rcg1(’u¨tz ’ ,’uts ’, ’ un’ | ’n’)
= [’ unn’, (’u¨’, ’u’) | rcg1(’tz ’, ’ts ’, ε)]
= [’ unn’, (’u¨’, ’u’) | rcg1(’z ’, ’s ’, ε | ’t’)]
= [’ unn’, (’u¨’, ’u’), ’t’, (’z’, ’s’) | rcg1(’ ’, ’ ’, ε]
= [’ unn’, (’u¨’, ’u’), ’t’, (’z’, ’s’) | rcg1(ε, ε, ε | ’ ’]
= [’ unn’, (’u¨’, ’u’), ’t’, (’z’, ’s’), ’ ’]
Aus der mit rcg1() berechneten Liste L werden die Regelkerne, also die
Transformationen sowie der rechte und der linke Kontext, mit Hilfe der folgenden,
rekursiven Funktion generiert:
rcg(L) ={ ∅ , wenn |L| = 1
{(l, t, r)} ∪ rcg(L′) mit L = [l, t, r | R] und L′ = [r | R] , sonst
Fu¨r das obige Beispiel werden die Regelkerne sowie der Kontext wie folgt berechnet:
rcg([’ unn’, (’u¨’, ’u’), ’t’, (’z’, ’s’), ’ ’]) = {(’ unn’, (’u¨’, ’u’), ’t’)} ∪ rcg([t, (’z’, ’s’), ’ ’])
= {(’ unn’, (’u¨’, ’u’), ’t’)} ∪ {(’t’, (’z’, ’s), ’ ’)}
= {(’ unn’, (’u¨’, ’u’), ’t’), (’t’, (’z’, ’s), ’ ’)}
Somit ergibt sich die 2-elementige Menge aus Regelkernen und Kontext:
{(’ unn’, (’u¨’, ’u’), ’t’), (’t’, (’z’, ’s’), ’ ’)}
4.3.2. Bestimmung der Regelkandidaten
Fu¨r jeden Regelkern entsteht eine Menge von Regelkandidaten durch schrittweises
Hinzufu¨gen von rechtem und linkem Kontext zu der Transformationsregel.
Neben den exakten Zeichen im Kontext werden als Abstraktion auch die
Buchstabenklassen Vokale (V) und Konsonanten (K) entsprechend hinzugefu¨gt.
Zusa¨tzlich bezeichnet B ein Leerzeichen. Folglich hat der linke Kontext einer
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Transformation die generelle Syntax B?[K/V]*[’a’..’z’]* 9, und der rechte Kontext
folgt der Grammatik [’a’..’z’]*[K/V]*B?.
Fu¨r jedes Element (l, (s, d), r) aus der Liste von Regelkernen und Kontext wird
die Funktion rg(l, r, (ε, s, ε, d)) aufgerufen, die wie folgt definiert ist:
rg(l, r, t) = rgcl(l, r, t) ∪ rgcr(l, r, t) ∪ rge(l, r, t)
rge(l, r, t) = rgl(l, r, t) ∪ rgr(l, r, t) ∪ {t}
rgcl(l1 . . . ln, r1 . . . rm, (f, s, b, d)) ={
rg(l1 . . . ln−1, r1 . . . rm, (ln | f, s, b, d)) , wenn n > 0
∅ , sonst
rgcr(l1 . . . ln, r1 . . . rm, (f, s, b, d)) ={
rg(l1 . . . ln, r2 . . . rm, (f, s, b | r1, d)) , wenn m > 0
∅ , sonst
rgl(l1 . . . ln, r1 . . . rm, (f, s, b, d)) ={
rge(l1 . . . ln−1, r1 . . . rm, (cc(ln) | f, s, b, d)) , wenn n > 0
∅ , sonst
rgr(l1 . . . ln, r1 . . . rm, (f, s, b, d)) ={
rge(l1 . . . ln, r2 . . . rm, (f, s, b | cc(r1), d)) , wenn m > 0
∅ , sonst
Die Funktion rg() vereinigt die Ergebnisse der Funktionen rgcl(), rgcr() und
rge(). Hier rufen die Funktionen rgcl() bzw. rgcr() die Funktion rg() rekursiv auf.
Bei jedem Aufruf wird dabei die notwendige Transformation links bzw. rechts
mit weiteren Kontextinformationen in Form von Buchstaben erga¨nzt. Dagegen
produziert rge() letztendlich die Regeln und ruft die Funktionen rgl() und rgr()
fu¨r die oben beschriebenen Generalisierungen auf. rgl() generalisiert den na¨chsten
Buchstaben des linken Kontextes und rgr() den na¨chsten Buchstaben des rechten
Kontextes. In der praktischen Anwendung beschra¨nkt eine maximale La¨nge fu¨r
den zu betrachtenden Kontext die Anzahl der durch diese Funktionen generierten
Regelkandidaten. Die Funktion cc(x) liefert die Buchstabenklasse (K bzw. V) des
Zeichens x.
Fu¨r den ersten der soeben berechneten Regelkerne wird im folgenden die Berechnung
der Regelkandidaten auszugsweise durchgefu¨hrt:
9 Entsprechend der Schreibweise fu¨r regula¨re Ausdru¨cke bezeichnet ? ein ho¨chstens einmaliges
Vorkommen und * bezeichnet gar kein oder mehrfaches Vorkommen
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rg(’ unn’, ’t’, (ε, ’u¨’, ε, ’u’)) = rgcl (’ unn’, ’t’, (ε, ’u¨’, ε, ’u’))
∪ rgcr (’ unn’, ’t’, (ε, ’u¨’, ε, ’u’))
∪ rge (’ unn’, ’t’, (ε, ’u¨’, ε, ’u’))
rgcl(’ unn’, ’t’, (ε, ’u¨’, ε, ’u’)) = rg (’ un’, ’t’, (’n’, ’u¨’, ε, ’u’))
= rgcl (’ un’, ’t’, (’n’, ’u¨’, ε, ’u’))
∪ rgcr (’ un’, ’t’, (’n’, ’u¨’, ε, ’u’))
∪ rge (’ un’, ’t’, (’n’, ’u¨’, ε, ’u’))
rgcl(’ un’, ’t’, (’n’, ’u¨’, ε, ’u’)) = rg (’ u’, ’t’, (’nn’, ’u¨’, ε, ’u’))
= rgcl (’ u’, ’t’, (’nn’, ’u¨’, ε, ’u’))
∪ rgcr (’ u’, ’t’, (’nn’, ’u¨’, ε, ’u’))
∪ rge (’ u’, ’t’, (’nn’, ’u¨’, ε, ’u’))
rge(’ unn’, ’t’, (ε, ’u¨’, ε, ’u’)) = rgl (’ unn’, ’t’, (ε, ’u¨’, ε, ’u’))
∪ rgr (’ unn’, ’t’, (ε, ’u¨’, ε, ’u’))
∪ {(ε, ’u¨’, ε, ’u’)}
rge(’ un’, ’t’, (’n’, ’u¨’, ε, ’u’)) = rgl (’ un’, ’t’, (’n’, ’u¨’, ε, ’u’))
∪ rgr (’ un’, ’t’, (’n’, ’u¨’, ε, ’u’))
∪ {(’n’, ’u¨’, ε, ’u’)}
rgl(’ unn’, ’t’, (ε, ’u¨’, ε, ’u’)) = rge (’ un’, ’t’, (K, ’u¨’, ε, ’u’))
rge(’ un’, ’t’, (K, ’u¨’, ε, ’u’)) = rgl (’ un’, ’t’, (K, ’u¨’, ε, ’u’))
∪ rgr (’ un’, ’t’, (K, ’u¨’, ε, ’u’))
∪ {(K, ’u¨’, ε, ’u’)}
Fu¨r das oben genannte Beispiel werden auf diese Weise unter anderem die folgenden
Regelkandidaten generiert:
(ε, u¨, ε, u), (n, u¨, ε, u), (ε, u¨, t, u), (n, u¨, t, u),
(K, u¨, ε, u), (ε, u¨, K, u), (K, u¨, K, u).
Fu¨r die Regelkandidaten einer aktuellen Wortform a und der zugeho¨rigen
historischen Wortform h wird ein Tupel (a, h, cf , (f, s, b, d)) fu¨r jeden Regelkern
gebildet. Die Menge dieser Tupel fu¨r alle Tripel aus H bildet die Menge der
Trainingsinstanzen E.
4.3.3. Beschneidung der Regeln
Die Generierung der endgu¨ltigen Transformationsregeln kann als
Klassifizierungsaufgabe betrachtet werden, bei der zwischen ”korrekten” und
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”nicht korrekten” Regeln zu differenzieren ist. Die Menge E von Instanzen
ei = (ai, hi, cfi, (fi, si, bi, di)) ∈ E mit den Regelkandidaten entha¨lt die
positiven Beispiele.
Zum Beschneiden des Baumes muss die Fehlerrate abgescha¨tzt werden, die
sich durch diesen Schritt ergibt. Dazu sind negative Beispiele notwendig,
wofu¨r fehlerhafte Belege manuell konstruiert werden mu¨ssten. Dabei wa¨re eine
Abscha¨tzung erforderlich, welche Schreibvarianten vorkommen ko¨nnen und welche
zu abstrakt sind. Diese Entscheidung ließe sich nur schwer treffen. Deswegen ist es
besser, die negativen Beispiele mit Hilfe der Regelkerne zu generieren. Die negativen
Beispiele bestehen aus den Wo¨rtern a in E, bei denen eine Regel angewendet werden
kann, aber nicht generiert wurde. Dies ist nur eine Approximation. Allerdings
entfa¨llt hierbei der große manuelle Aufwand fu¨r die Erstellung der negativen
Beispiele.
Um die negativen Beispiele zu generieren, werden die Regelkerne auf die Belege
angewendet. Ausgangsbasis ist die Annahme, dass die Belege aus den Dokumenten
der Testmenge vollsta¨ndig vorliegen. Jedes Paar, das durch die Anwendung der
Regelkerne auf die aktuelle Schreibungen entsteht und nicht Teil der Belege ist,
stellt somit ein negatives Beispiel dar.
Beispielsweise erzeugen der folgende abstrakte Beleg
ab− aab
und die zugeho¨rige Regel
a → az
ein negatives Beispiel, falls das Wort az im Dokument enthalten ist, aber ab− azb
kein Beleg ist.
Um aus den Trainingsdaten einen guten Satz von Transformationsregeln zu
generieren, wurde eine Erweiterung des PRISM-Algorithmus (s. Abbildung 4.1)
aus dem Bereich des Data Mining entwickelt [Cendrowska, 1987]. PRISM geho¨rt
zu den Abdeckungsalgorithmen. Er nimmt an, dass eine Menge von Instanzen
in eine Menge von Klassen einzuteilen ist. Im vorliegenden Fall wu¨rde das eine
Unterteilung in korrekte und inkorrekte Transformationsregeln bedeuten. Eine feste
Menge von Attributen mit Werten aus einer Nominalskala beschreibt die Instanzen.
Fu¨r jede Klasse C versucht der Algorithmus, eine Menge von Regeln mit hohen
Precision-Werten zu finden, um die Instanzen zu identifizieren, die zur Klasse C
geho¨ren.
Die Anwendung des PRISM Algorithmus ist aus zwei Gru¨nden nicht direkt mo¨glich:
1. Es werden in dieser Arbeit keine perfekten Regeln angestrebt, weil diese zu
speziellen Regeln fu¨r jede einzelne Wortform fu¨hren wu¨rden. Somit ko¨nnten
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Fu¨r jede Klasse C
E mit der Instanzmenge initialisieren
Solange E Instanzen der Klasse C entha¨lt
Eine Regel R mit leerer linker Seite anlegen, die Klasse C vorhersagt
Bis R perfekt ist (oder keine weiteren Attribute vorliegen), do
Fu¨r jedes nicht in R erwa¨hnte Attribut A und jeden Wert v
Pru¨fen, ob die Bedingung A=v in die linke Seite von R aufgenommen
werden sollte
Auswahl von A und v, um die Genauigkeit p/t zu maximieren
in Zweifelsfa¨llen Entscheidung durch Auswahl der Bedingung mit dem
gro¨ßten p)
A=v zu R hinzufu¨gen
Die von R abgedeckten Instanzen aus E entfernen
Abbildung 4.1.: PRISM-Algorithmus [Cendrowska, 1987]
neue Wo¨rter (mit Ausnahme von Komposita) nur bedingt gefunden werden,
weil praktisch ein Wo¨rterbuch erstellt wu¨rde. Auf diese Weise wu¨rde eine sehr
hohe Precision, aber nur ein sehr niedriger Recall erreicht.
2. Anstelle einer Menge von Attributen mit einer festen Menge von nominalen
Werten ist eine theoretisch unendliche Menge von Regeln gegeben, weil die
Menge der Regeln von der Anzahl und der Komplexita¨t der Trainingsdaten
abha¨ngt. Deswegen erfolgt die Entwicklung von Regelkandidaten auf Basis von
Beispielen, wa¨hrend PRISM Regeln unabha¨ngig von Beispielen generiert und
testet. Das Hinzufu¨gen von Bedingungen zu einer Regel fu¨hrt bei PRISM zu
einer spezielleren Regel. Im vorliegenden Fall existieren auch Generalisierungs-
und Spezialisierungsbeziehungen zu den vorhergehenden Regeln, die man fu¨r
die Suche auswerten kann. Diese wu¨rden bei einer Nutzung von PRISM
unberu¨cksichtigt bleiben.
Basierend auf diesen U¨berlegungen entstand ein Beschneidungs-Algorithmus, der
aus der Menge E der Regelkandidaten die endgu¨ltige Regelmenge F generiert.
A¨hnliche Algorithmen wurden bereits fu¨r die Textkategorisierung vorgeschlagen
(s. z. B. [Cohen und Singer, 1999]). Allerdings beru¨cksichtigen sie nicht die
Generalisierungshierarchie auf den Regelbedingungen.
Als zusa¨tzliche Parameter fu¨r diesen Algorithmus ist die Spezifizierung von zwei
Grenzwerten erforderlich: qmin bezeichnet auf Basis der Token die minimale Anzahl
der korrekten Regelanwendungen und pmin gibt die minimale Precision fu¨r die zu
beru¨cksichtigenden Regeln an.
Angenommen, man hat eine boolsche Funktion match(r, a), die pru¨ft, ob ein Wort
a die rechte Seite einer Regel r erfu¨llt. Basierend auf dieser Funktion ist der teuerste
Schritt des Algorithmus die Suche nach allen Wortformen, bei denen match() wahr
ergibt. Um diesen Prozess zu beschleunigen, werden die Instanzen zuna¨chst anhand
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der Regeln sortiert. Dadurch ist die Durchfu¨hrung der Suche lediglich einmal pro
Regel notwendig (und nicht einmal pro Instanz).
Im Folgenden bestimmt Ei die Menge der Regelkandidaten zu einem Beleg. mi
za¨hlt die Ha¨ufigkeit aller Anwendungen einer Regel ri. qi bezeichnet die Anzahl der
positiven Vorkommen der Regel ri und pi gibt die Precision der Regel ri an.
Fu¨r jede Trainingsinstanz ei ∈ Ei gilt












Entferne alle Instanzen ei aus E mit pi < pmin ∨ qi < qmin.
Sei F = ∅.
while E 6= ∅ do
1. Fu¨r Instanzen mit dem ho¨chsten p-Wert wa¨hle die mit den ho¨chsten q-Werten
und von diesen wird eine gewa¨hlt, fu¨r die keine allgemeinere Instanz in Ei
enthalten ist. Sei ei diese Instanz.
2. F = F ∪ (ei, pi).
3. Entferne alle Instanzen aus Ei, bei denen ei angewendet werden kann: Sei
D = {ej | ej ∈ Ei ∧ ej 6= ei ∧ ej = (a, h, cf, (f ′, s, b′, d))
∧ ei = (a, h, cf, (f, s, b, d))}
Dann setze E := E −D.
od.
Nachfolgend wird die Vorgehensweise des Beschneidungs-Algorithmus anhand
der in Tabelle 4.1 dargestellten Regelkandidaten verdeutlicht. Zu Beginn des
Beschneidungs-Verfahrens legt der Benutzer die Grenzwerte z. B. auf pi = 0, 45
und qi = 5 fest. Daraufhin werden die Regelkandidaten ε→ h und y→ hy
entfernt, die diese Grenzwerte nicht erfu¨llen. Danach werden die ersten beiden
Kandidaten betrachtet, da sie die ho¨chste Precision haben. Beide weisen die
gleiche Ha¨ufigkeit auf. Deswegen bekommt mit dem Regelkandidaten u¨→ u der
allgemeinere den Vorzug. Der Regelkandidat nu¨→nu wird daraufhin entfernt, weil
die erste Regel bei ihm angewendet werden kann. Im na¨chsten Durchlauf wird der
Regelkandidat t→ th ausgewa¨hlt, da er nun die ho¨chste Precision hat. Infolgedessen
ko¨nnen die Regelkandidaten e→ he und a→ ha gelo¨scht werden, wenn die ihnen
zugrundeliegenden Belege durch die zuvor ausgewa¨hlte Regel bereits abgedeckt sind.
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Regelkandidat pi qi
u¨ → u 0,69 21 (1)
nu¨ → nu 0,69 21 (2)
ε → h 0,13 251 (3)
t → th 0,67 116 (4)
e → he 0,64 23 (5)
a → ha 0,65 34 (6)
y → hy 0,50 2 (7)
Tabelle 4.1.: Beispiel Regelkandidaten fu¨r die Beschneidung
4.3.4. Testkollektion
Der experimentelle Teil dieser Arbeit basiert gro¨ßtenteils auf einer im
RSNSR-Projekt (s. Abschnitt 1.3) erstellten Testkollektion. Diese besteht zum
gro¨ßten Teil aus Dokumenten der Nietzsche Rezeption10 aus den Jahren 1865 -
1945. Erga¨nzt wurden sie durch Texte aus den nachfolgenden kleineren Kollektionen:
Die Bibliotheca Augustana11 wurde an der Hochschule Augsburg zusammengestellt.
Sie umfasst historische Dokumente aus dem europa¨ischen Sprachraum. Darin
sind auch Dokumente aus der deutschen Sprache vom 8. bis 20. Jahrhundert
vertreten. Die Texte entstammen aus unterschiedlichen Bereichen wie Politik und
Literatur. Volltexte aus den archivpa¨dagogischen Vero¨ffentlichungen des Hessischen
Staatsarchives sind im Digitalen Archiv Hessen-Darmstadt12 enthalten. Es stehen
Texte aus verschiedenen Themenbereichen wie z. B. der Zeit des Absolutismus
zur Verfu¨gung. Im documentArchiv.de13 sind historische Dokumente der deutschen
Geschichte ab 1800, wie z. B. des Heiligen Ro¨mischen Reiches deutscher Nation und
des Rheinbundes, enthalten.
Die aus den Kollektionen ausgewa¨hlten 95 Texte sind zwischen dem 15. und 19.
Jahrhundert entstanden. Die Kollektion (s. Tabelle 4.2) entha¨lt 534.827 Token und
51.721 Types. Auf Basis der Testkollektion wurde eine Belegdatenbank mit 12.385
Wortpaaren aufgebaut.





Tabelle 4.2.: Daten zur Testkollektion
10 http://www2.inf.uni-due.de/Studienprojekte/Nietzsche/pp2001/die_cd/die_cd.htm
(letzter Aufruf 27.08.10)
11 http://www.hs-augsburg.de/~harsch/augustana.html (letzter Aufruf 18.12.12)
12 http://www.digada.de/index.html (letzter Aufruf 18.12.12)
13 http://www.documentarchiv.de (letzter Aufruf 18.12.12)
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4.3.5. Evaluierung
Zur Evaluierung wird der entwickelte Ansatz mit den manuell gebildeten Regeln von
Pilz und dem Variantgraph von Biella und Kollegen (s. Abschnitt 3.3) verglichen
[Ernst-Gerlach und Fuhr, 2006]. Die manuellen Regeln werden nur auf Basis der
Nietzsche-Kollektion erstellt, wa¨hrend die Regeln der anderen beiden Ansa¨tze fu¨r
die ganze Testkollektion (s. Abschnitt 4.3.4) entwickelt wurden. Zum Zeitpunkt
der Evaluierung war die Testkollektion noch im Aufbau. Sie entha¨lt 64.290 Tokens
mit 11.326 Types. Nach einer Rechtschreibpru¨fung der Types, gefolgt von einer
manuellen U¨berpru¨fung der markierten Wo¨rter, sind 717 Wo¨rter in historischer
Schreibung.
Zwei Drittel der Belege finden als Trainingsinstanzen Verwendung. Das verbliebene
Drittel bildet die Testmenge. Die Recall- und Precision-Werte basieren auf der
Kollektionsha¨ufigkeit der gefundenen Vollformen. Die Ergebnisse der Anwendung
der drei Verfahren auf die Testmenge zeigt Tabelle 10.1. Abbildung 4.2 entha¨lt den
zugeho¨rigen Recall-Precision-Graph. Tabelle1
Seite 1





















Abbildung 4.2.: Recall-Precision-Graph fu¨r automatische und manuelle Regeln
sowie den Variantgraph
Die manuell gebildeten Regeln erzielen schlechte Ergebnisse, da sie eine Precision
von 0,53, aber nur einen Recall von 0,09 erreichen. Erschwerend zu den schlechten
Ergebnissen kommt der hohe intellektuelle Aufwand bei der Regelerstellung hinzu.
Da nicht einmal die erwarteten hohen Precision-Werte fu¨r die zur Verfu¨gung
stehenden Regeln erreicht werden, ist dieser Ansatz fu¨r Retrieval in historischen
Texten wenig geeignet.
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Der Variantgraph erreicht eine vergleichbare Precision, aber der Recall-Wert ist mit
0,69 deutlich ho¨her. Dieser Ansatz findet aber immer noch ungefa¨hr jedes dritte
Wort nicht. Das ist kein zufriedenstellendes Ergebnis, auch wenn nur ein Teil der
Wo¨rter in nicht standardisierter Schreibung vorkommt. Ein weiterer Nachteil beim
Einsatz des Variantgraph ist die hohe Anzahl an generierten Schreibvarianten, z. B.
18 in Abbildung 3.4, wodurch die Retrievalzeit wesentlich erho¨ht wird.
Der erste Versuch mit automatisch generierten Regeln erreicht eine Precision von
0,45 und einen Recall von 0,88. Im Vergleich zu den anderen beiden Ansa¨tzen
ist die Precision etwas schlechter. Dafu¨r ist der Recall 28 % ho¨her als mit dem
Variantgraph.
Mit den automatisch generierten Regeln ist es einfach, die Precision-Werte
fu¨r einzelne Regeln zu betrachten, weil sie auf der Kollektionsha¨ufigkeit der
Vollwortformen und den falschen positiven Ergebnissen, bei denen die Regeln zum
Einsatz kommen, basieren.
Die Tabelle 4.3 zeigt einige ha¨ufig eingesetzte Regeln mit ihren zugeho¨rigen
Precision-Werten.
Regeln Kontext Ha¨ufigkeit Precision Beispiel
t → th 116 0,67 Einteilung - Eintheilung
a¨ → ae post: K 42 0,98 A¨mter - Aemter
s → ß 35 0,62 aus - auß
k → c 32 0,8 Kollegien - Collegien
u¨ → ue 20 0,69 U¨bertragung - Uebertragung
a¨ → ai 18 1,0 souvera¨n - souverain
Tabelle 4.3.: Ha¨ufig eingesetzte Regeln
Der erste Regelsatz wurde mit den Parametern pmin = 0, 0 und qmin = 1
generiert. Durch die Verwendung von ho¨heren Schwellenwerten fu¨r pmin im
Beschneidungs-Algorithmus ist es mo¨glich, die Precision-Werte fu¨r die Testmenge
zu verbessern. Tabelle 4.4 und Abbildung 4.2 zeigen die entsprechenden Ergebnisse.
Ein sinnvoller Schwellenwert scheint 0,4 zu sein, weil der Recall-Wert sich nur leicht
von 0,88 auf 0,86 verschlechtert, wa¨hrend die Precision von 0,45 auf 0,77 steigt. Der
Precision-Wert ist somit deutlich ho¨her als bei den anderen beiden Ansa¨tzen.
pmin 0,0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1,0
Recall 0,88 0,87 0,87 0,87 0,86 0,73 0,73 0,69 0,65 0,63 0,29
Precision 0,45 0,65 0,65 0,75 0,77 0,93 0,94 0,96 0,98 0,99 1,00
Tabelle 4.4.: Recall und Precision fu¨r unterschiedliche Schwellenwerte pmin
Der vorgestellte Ansatz zur automatischen Regelgenerierung u¨bertrifft in der
Evaluierung die Resultate fu¨r die bisherigen Methoden deutlich. Das entwickelte
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a  c  t  u  a  l
a  k  g  s  u  a  l
Abbildung 4.3.: Beispiel 1 zur Bildung des Regelkerns
Verfahren ist somit der richtige Weg, um eine hohe Qualita¨t bei der Generierung
von historischen Schreibungen zu erreichen.
4.4. Zusammenfassung
Die Entwicklung eines Verfahrens zur automatischen Regelgenerierung hat die
Grundlage fu¨r einen schnellen Einsatz der regelbasierten Suchmaschine bei neuen
Kollektionen geschaffen. Dabei werden dem Top-down-Ansatz (s. Abschnitt 4.1)
entsprechend aus dem Regelkern speziellere Regelkandidaten gebildet, bevor in der
Beschneidungsphase die Auswahl der geeigneten Regeln erfolgt.
Die Unterschiede bei der Bildung von Ersetzungsregeln zwischen dem Ansatz
von Koolen und Kollegen (s. Abschnitt 3.3.1) und der im Rahmen dieser
Arbeit entwickelten Vorgehensweise ko¨nnen auf die jeweils bearbeiteten Sprachen
zuru¨ckzufu¨hren sein. Im Niederla¨ndischen kommen deutlich ha¨ufiger lange
Sequenzen von Vokalen oder Konsonanten vor. Ein weiterer Unterschied in den
Ergebnissen kann an der unterschiedlichen Einordnung der Belege liegen, weil einige
der niederla¨ndischen 1:1-Ersetzungen im vorgestellten Ansatz als Vokabellu¨cke
eingescha¨tzt werden.
Im Gegensatz zum Alignment bei Brill und Moore (s. Abbildung 3.5) werden
beim regelbasierten Ansatz nicht einzelne Editoperationen betrachtet, sondern
gro¨ßtmo¨gliche Wortteile zusammengefasst (s. Abbildung 4.3). Dabei bilden jeweils
Wortteile ohne direkte Entsprechung in der Variante den Regelkern. Fu¨r das
Trainingspaar akgsual - actual bildet kgs→ ct den Regelkern. Dieser ist auch in
den Beispielersetzungen bei Brill und Moore (s. Tabelle 3.4) enthalten. Dabei geht
der regelbasierte Ansatz, im Unterschied zu Brill und Moore, davon aus, dass der
Regelkern nicht im Kontext anderer Regelkerne enthalten ist (s. Abbildung 4.4 und
4.5). Die anderen Regelkerne stellen somit neben Wortanfang und Wortende eine
weitere Grenze fu¨r den Regelkern dar.
Sowohl der regelbasierte Ansatz als auch der Ansatz von Brill und Moore lernen die
Ersetzungen auf Basis von Trainingsdaten und Gewichten anhand der Ha¨ufigkeit
der Ersetzungen. Der wesentliche Unterschied besteht in den Substitutionen bzw.
Regeln, die aus den jeweiligen Erstellungsmethoden resultieren.
54
4.4. Zusammenfassung
Abbildung 4.4.: Beispiel 2 Alignment von Brill und Moore
u  n  n  ü  t  z
u  n  n  u  t  s
Abbildung 4.5.: Beispiel 2 zur Bildung des Regelkerns
Bei Bollmann und Kollegen (s. Abschnitt 3.3.3) werden durch die Verwendung von
Identita¨tsregeln viele Regeln gebildet, die das Ausgangswort unvera¨ndert lassen.
Deswegen modifiziert keine der Regeln mit dem ho¨chsten Ranking das Eingabewort
[Bollmann u. a., 2011]. Die starre Festlegung des Kontextes auf ein Zeichen ist bei
der Verwendung des Ansatzes zur Erstellung von historischen Varianten hinderlich.
Auf diese Weise ko¨nnen auch sehr ha¨ufige Substitutionsregeln wie beispielsweise
ss→ ß nicht ohne Kontext erstellt werden. Stattdessen muss fu¨r jeden Kontext eine
eigene Regel erstellt werden. Auf der anderen Seite kann die Precision der Regeln
nicht durch die Verwendung von mehr Kontextinformationen gesteigert werden.
Der in dieser Arbeit vorgestellte Ansatz passt dagegen die Gro¨ße des verwendeten
Kontextes flexibel an den Bedarf an. Es ist auch mo¨glich, zu einem Regelkern
mehrere Regeln mit unterschiedlichem Kontext zu bilden. Eine Bearbeitung der
Regeln durch den Benutzer ist von Bollmann und Kollegen zwar nicht vorgesehen,
wu¨rde aber durch die fehlende Beru¨cksichtigung der Verknu¨pfungen zwischen den
Regeln erschwert.
Die Evaluierung hat gezeigt, dass der vorgestellte regelbasierte Ansatz eine
Korrektur des Suchbegriffs gema¨ß dem Noisy Channel Model ermo¨glicht. Im
folgenden Abschnitt wird darauf aufbauend eine probabilistische Suchmaschine fu¨r
historische Dokumente entwickelt. In diese wird das Modul zur Generierung von
historischen Varianten fu¨r Suchbegriffe integriert. Nur durch Retrievalexperimente




5. Suchmaschine fu¨r historische
Dokumente
Nachdem der Benutzer Regeln fu¨r sein Korpus generiert hat, sollen diese
Retrieval auf den eigenen Dokumenten ermo¨glichen. Dazu wird im Kontext dieser
Arbeit eine Suchmaschine entwickelt. Eine Evaluierung soll die Retrievalqualita¨t
des zu erstellenden Systems verdeutlichen. Am Beispiel der Google-Buchsuche
wird nachfolgend gezeigt, dass der regelbasierte Ansatz auch bei einer
Internetsuchmaschine einsetzbar ist.
5.1. Suchmaschine
Die geschichtete Architektur der entwickelten Suchmaschine, die sich aus der
angestrebten Vorgehensweise ergibt (s. Abschnitt 4.2), ist in Abbildung 5.1
dargestellt. Die vierte Schicht bildet der eingegebene Suchbegriff. Er wird in die
speziell fu¨r die Suche nach historischen Dokumenten entwickelte Benutzeroberfla¨che
in der Grundform eingegeben. Die darauf folgende Ebene erzeugt die Flexionsformen
mit Hilfe eines geeigneten Werkzeugs. Die zweite Schicht, der Kern der
Suchmaschine, bildet jede einzelne moderne Flexionsform durch die Anwendung
der generierten Regeln auf die historischen Varianten ab. Die gebildeten Wortformen
der beiden Schichten werden von der Benutzeroberfla¨che angezeigt. Die erste Schicht
benutzt anschließend eine Standardsuchmaschine, um mit der um die historischen
Formen erweiterten Anfrage Dokumente in der digitalen Bibliothek zu finden.
Die Resultatliste wird anschließend in der Benutzeroberfla¨che angezeigt. Durch
Filterung der Varianten kann die Suchanfrage entsprechend modifiziert werden und
die Resultatliste wird aktualisiert.
Ein Beispiel fu¨r den Ablauf der Suche zeigt Abbildung 5.2. Der Benutzer gibt den
Suchterm ruhen in die Benutzeroberfla¨che ein. Die na¨chste Schicht generiert fu¨r
diesen Suchbegriff unter anderem die Wortformen geruht, ruhte, ruhn, ruhen, ruhten.
Fu¨r jede Wortform werden die historischen Varianten generiert. Beispielsweise
wird durch Anwendung der Regel t→ et auf die Flexionsform geruht die Variante
geruhet generiert. Mit den gebildeten historischen Varianten wird die Anfrage an
die Suchmaschine (Ebene 1) erweitert, in der digitalen Bibliothek nach Dokumenten
gesucht und die Resultatliste zuru¨ckgegeben.
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Aufgrund der flexiblen Struktur kann eine Integration des vorgestellten Ansatzes
durch den Aufruf der Schichten 2 und 3 auch in andere Suchmaschinen erfolgen.











Abbildung 5.1.: Architektur der Suchmaschine
5.1.1. Benutzeroberfla¨che
Viele Suchmaschinen unterstu¨tzen den Benutzer bei der Eingabe des
Suchbegriffs durch eine Rechtschreibkontrolle. So entwickelte z. B. Jordan eine
proaktive Anfrageunterstu¨tzung fu¨r das Daffodil-System (s. Abbildung 5.3)
[Jordan, 2005]. Analog zur Darstellung von mo¨glichen Fehlerstellen in
Textverarbeitungsprogrammen werden wahrscheinlich fehlerhaft geschriebene
Suchterme rot unterstrichen. Daru¨ber hinaus bietet das System Vorschla¨ge fu¨r
alternative Schreibweisen an.
Bei der Erstellung der Benutzeroberfla¨che ist auf eine einfache Bedienung zu achten,
weil Benutzer aus dem Bereich der Humanwissenschaften oftmals Probleme mit
komplexeren Oberfla¨chen haben und diese demzufolge nicht nutzen wu¨rden [Bates,
2002]. Abbildung 5.4 zeigt eine Benutzeroberfla¨che fu¨r eine unscharfe Suche in einer




































Abbildung 5.2.: Beispiel fu¨r den Ablauf der Suche
6.3. GRAFISCHE BENUTZEROBERFLA¨CHE
Anfa¨ngern bestimmte Werkzeuge nicht sichtbar. Diese Auswahl wird in Daf-
fodil durch konfigurierbare Perspektiven bereitgestellt.
Zur Modellierung und Umsetzung der Adaptivita¨t in Daffodil siehe Kapitel 7.3.
6.3.4. Proaktivita¨t
Die proaktive Unterstu¨tzung – nach Bates meint dies Systemunterstu¨tzung auf Ebe-
ne 3 und 4 (siehe Kapitel 4) – des Benutzers durch die GUI wird zur Zeit durch
automatische Vorlagefunktionen bereitgestellt, die in Abschnitt 8.8 genauer vorge-
stellt werden.
Suchvorga¨nge in digitalen Bibliotheken sind in der Regel iterativ, d. h. auf ein Such-
bedu¨rfnis folgen mehrere Suchschritte, beginnend mit einer Anfrage, die nach Durch-
sicht und gegebenenfalls einer Bearbeitung von bisher gefundenen Dokumenten ge-
a¨ndert oder vo¨llig neu formuliert wird.
Bei jedem dieser Schritte ko¨nnen Pha¨nomene auftreten, die Aufschluss u¨ber die In-
teressen des Benutzers geben und daru¨berhinaus fu¨r automatische, proaktive Vor-
lageleistungen durch das Benutzerinterface genutzt werden ko¨nnen.
Als ein anschauliches Beispiel dient hier der Hinweis eines Rechtschreibfehlers in
dem Anfrageterm. Ohne diesen Hinweis wu¨rde die Anfrage ohne Ergebnis bearbeitet
werden, was aber schon durch das Wo¨rterbuch-Werkzeug im Vorfeld erkannt werden
kann. In Daffodil wird hier nun nicht nur auf die Falschschreibung hingewiesen,
sondern zudem auch noch eine Korrektur vorgelegt, wie Abbildung 6.8 belegt.
Abbildung 6.8.: Proaktive Vorlagefunktion
Die wesentlichen Herausforderungen fu¨r diese Vorlagefunktion sind zum einen in
dem sto¨rungsfreien Arbeitsablaufs des Benutzers zu sehen und zum anderen in der
zeitnahen Platzierung der Vorlagen. Na¨here Angaben zu proaktiven Vorlagefunk-
tionen finden sich in [Jordan 05].
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Abbildung 5.3.: Proaktive Vorlagefunktion in Daffodil [Klas, 2007, S. 76]
wurde und ermo¨glicht eine nachtra¨gliche Filterung der Ergebnisse anhand der
Varianten [Esser, 2004].
Bei der Entwicklung von Benutzeroberfla¨chen ist sicherzustellen, dass der Benutzer
die Kontrolle beha¨lt und sich das System wie erwartet verha¨lt [Bates, 1990;
Shneiderman und Maes, 1997]. Der Benutzer weiß oftmals nicht genau, wie er seine
Ziele erreichen kann. Deswegen muss die Benutzeroberfla¨che ihn dabei unterstu¨tzen,
z. B. indem die Formulierung der Anfrage durch das System erleichtert wird [Hearst,
1999].
59
5. Suchmaschine fu¨r historische Dokumente
To simplify the use of the fault-tolerance feature by the end-user, macro
levels labeled low, medium and high were established and grouped values for
Smax, Mmax and B, according to table 2.
Table 2. Reasonable parameter settings for different fault-tolerance levels
low medium high
  Smax 10 20 30
  Mmax 2 3 4
  B 10 15 20
The graphical user interface provides the possibility to select and deselect
from the list of occurring morphs, to post-filter variants of the original pat-
tern which might be of less importance to the user. For example, a fault-toler-
ant search for kalzium produces also morphed hits for kalium and calium
(Engl.: potassium), which i a differen chemical element. The screenshot of
figure 6 shows a section of the (German) user interface.
Fig. 6. HagerROM – Results of a Fault-Tolerant Fulltext Retrieval with WPM
4   Experiments 
In this section we discuss some experiments regarding the filter efficiency and
the speed of the presented fault-tolerant approach. Based on the characteris-
tics listed in the table below, we used the text corpus of HagerROM for our
experiments, because the true power of WPM shows most notably on large
texts which are a real challenge to a text retrieval system. This amount of
text (13 times as large as “The Bible”) and the vast number of about 600
contributing authors make the WPM based fulltext search an important part
of the commercial CD-ROM product. Other examples for successful applica-
tion of our WPM approach are the DEJAVU online e-Learning system and
Prof. Altmeyer's “Springer Enzyklopädie Dermatologie, Allergologie, Umwelt-
medizin” (Springer's Encyclopedia on Dermatology, Allergology and Environ-
mental Medicine). For details on DEJAVU (Dermatological Education as
Abbildung 5.4.: Benutzeroberfla¨che fu¨r fehlertolerante Suche in digitalen
multilingualen Enzyklopa¨dien [Esser, 2004]
Bates unterscheidet die folgenden Stufen bei der Systembeteiligung [Bates, 1990]:
0. Keine Systembeteiligung
1. Auflistung von mo¨glichen Vorgehensweisen
2. Ausfu¨hrung von Vorgehensweisen auf Befehl
3. Beobachten der Suche und empfehlen
a) Nur wenn der Suchende Vorschla¨ge anfordert
b) Immer, wenn der Bedarf gesehen wird
4. Automatische Ausfu¨hrung
a) Mit Information des Suchenden
b) Ohne Information des Suchenden
Weil es sich um eine spezielle Suchmaschine fu¨r historische Dokumente handelt,
wird in der entwickelten Benutzeroberfla¨che (s. Abbildung 5.5) die automatische
Ausfu¨hrung (Stufe 4 nach Bates) eingesetzt. Der Benutzer wird u¨ber die
generierten Varianten, mit denen die Suchanfrage erweitert wurde, informiert. Er
bekommt wie bei Esser die Gelegenheit, das Suchergebnis auf bestimmte Varianten
einzuschra¨nken und wird so, wie von Hearst empfohlen, bei der Formulierung der
Anfrage unterstu¨tzt. Auf diese Weise beha¨lt er die Kontrolle u¨ber das Suchergebnis.
Die Benutzeroberfla¨che teilt sich in eine einfache Suche und eine erweiterte Suche
auf. Dadurch ko¨nnen die unterschiedlichen Bedu¨rfnisse der Benutzer beru¨cksichtigt
werden. Die einfache Suchoberfla¨che erlaubt eine Suche nach Titel, Autor, Jahr
und Freitext. Bei den erweiterten Suchoptionen kann der Benutzer zusa¨tzlich
das minimale Regelgewicht, die maximale Anzahl an gebildeten Formen und
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Abbildung 5.5.: Benutzeroberfla¨che der Suchmaschine
die maximale Anzahl an Regeldurchla¨ufen angeben. Daru¨ber hinaus kann der
Benutzer entscheiden, ob er nach Flexionsformen oder in und nach Komposita
suchen mo¨chte. Die Benutzeroberfla¨che der Suchmaschine bietet dem Benutzer die
Option, selbst generierte Regeln hochzuladen. Um die Suche auch auf eigenen
Volltextkollektionen des Benutzers zu ermo¨glichen, wurde der Suchmaschine
eine Indexierungskomponente hinzugefu¨gt. Mit ihr ist sowohl eine Indexierung
kompletter Verzeichnisse als auch von zusammengestellten Texten inklusive
Metadaten auf Basis einer CSV-Datei mo¨glich.
Die Anzeige der Schreibvarianten zu einer Suchanfrage erfolgt in einer Liste. Sie
ko¨nnen zur Filterung des Suchergebnisses verwendet werden. Bei der Darstellung
der Suchergebnisse werden, neben den Metadaten der Dokumente, die in den
Dokumenten enthaltenen Schreibvarianten mit angezeigt. Wie bei Suchmaschinen
mit Volltexten u¨blich [Hearst, 1999], werden bei der Anzeige der Dokumente die
gefundenen Varianten daru¨ber hinaus hervorgehoben dargestellt. Fu¨r das gefundene
Dokument stehen die Optionen ”speichern”, ”kopieren”und ”drucken”zur Verfu¨gung.
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5.1.2. Bildung der Flexionsformen
Zur Bildung der Flexionsformen existieren im Deutschen einige Werkzeuge, wie
z. B. Morphy und die Wortschatz-Datenbank. Das Lexikon von Morphy entha¨lt
u¨ber 300.000 Wortformen, die auf u¨ber 50.000 Wortsta¨mmen basieren [Lezius u. a.,
1998]. Das Wo¨rterbuch ist sehr kompakt, weil es nicht die einzelnen Flexionsformen
zu jeder Grundform speichert, sondern nur die Flexionsklasse, auf deren Grundlage
die Flexionsformen gebildet werden.
Die Wortschatz-Datenbank14 [Quasthoff, 1998] wurde automatisch aus Texten
aufgebaut, die in einem maschinenlesbaren Format vorliegen, wie z. B. aus
Zeitungen, wissenschaftlichen Journalen, Fachlexika und Monographien aus
verschiedenen Wissensgebieten [Quasthoff und Wolff, 1999]. Die ausgewa¨hlten
Texte decken sowohl thematisch als auch sprachlich eine große Bandbreite ab. Die
Datenbank entha¨lt u¨ber 3,7 Millionen Types, die zusammen mit Kollokationen
und grammatischen Informationen wie Flexionsformen und Stopwo¨rtern in der
Datenbank gespeichert sind. Verweise auf die Wortformen sind ebenfalls enthalten.
Obwohl Algorithmen zur Fehlerkorrektur verwendet werden, entha¨lt die Liste
mit den Wortformen eine Fehlerrate von 1 - 2 % [Quasthoff, 1998]. Diese Fehler
basieren auf den Schreibfehlern in den Quelldokumenten und falsch interpretierten
Layoutinformationen bei der Textu¨bernahme.
Die Bildung der Flexionsformen basiert bei der Wortschatz-Datenbank auf zwei
Methoden:
• Die erste Methode nimmt an, dass alle Flexionsformen in der Datenbank
enthalten sind. Demzufolge werden die mo¨glichen Wortformen fu¨r ein Lemma
u. a. mit typischen Suffixen gebildet. Wenn das Ergebnis im Wo¨rterbuch
enthalten ist, wird davon ausgegangen, dass eine neue Flexionsform gefunden
wurde.
• Die Annahme, dass bei Wo¨rtern, die eine a¨hnliche Struktur haben, die
Flexionsformen auch auf a¨hnliche Weise gebildet werden, bildet die Basis
fu¨r die zweite Methode. Diese Vorgehensweise wird vor allem fu¨r Komposita
benutzt. Die Klasse der Flexionsformen eines Kompositums basiert auf dem
letzten Wort. Wenn es mo¨glich ist, diesen Teil eines Kompositums korrekt zu
identifizieren, ko¨nnen die Flexionsformen leicht aus der Datenbank abgeleitet
werden.
Der gesamte Prozess der Bildung von Flexionsformen wird bei der
Wortschatz-Datenbank von Algorithmen zur Fehlererkennung begleitet.
Eine Alternative zu diesen Werkzeugen ko¨nnte die Nutzung des Suchdienstes
canoo15 sein, der auch Vollformen zur Verfu¨gung stellt. Kurze Tests mit dem
Onlineservice sahen vielversprechend aus. Allerdings war es nicht mo¨glich,
14 http://wortschatz.uni-leipzig.de/ (letzter Aufruf 18.12.12)
15 http://www.canoo.net/ (letzter Aufruf 18.12.12)
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eine Forschungslizenz zu bekommen. Morphy kann nur auf Computern mit
Windows-Betriebssystemen eingesetzt werden. Weil eine plattformunabha¨ngige
Suchmaschine entwickelt werden soll, wird die Wortschatz-Datenbank zur Bildung
der Vollformen eingesetzt. Fu¨r diese wird zudem ein Webservice16 angeboten, der
einen direkten Zugriff auf die vorhandenen Daten ermo¨glicht.
Ein besonderes Problem bei der Bildung der Vollformen im Deutschen ist die ha¨ufige
Verwendung von Komposita. Sie entstehen durch die Kombination verschiedener
Wo¨rter (Substantive, Verben, Adjektive oder Adverbien). Ha¨ufig werden Fugenlaute
zur Verknu¨pfung von Wo¨rtern genutzt [Wegener, 2005]. Die Bildung von Komposita
folgt dabei keinen bestimmten Regeln [Ferber, 2003, S. 45]. Beispiele fu¨r Komposita
mit Fugenlauten sind Hundehu¨tte, Bootsfahrt und Brillenglas. Aufgrund der hohen
Anzahl an Kombinationsmo¨glichkeiten bei zusammengesetzten Wo¨rtern ist nur ein
sehr geringer Teil der Komposita in der Wortschatz-Datenbank enthalten. Deswegen
kann die Datenbank in diesem Fall ha¨ufig keine Flexionsformen zuru¨ckgeben.
Demzufolge ist eine Zerlegung des Kompositums in seine Bestandteile erforderlich,
um darauf aufbauend die Flexionsformen zu bilden. Außerdem soll es auch mo¨glich
sein, einen Suchbegriff zu finden, der in Komposita enthalten ist.
Dafu¨r ko¨nnen geeignete Werkzeuge wie z. B. TAGH17 und der JWordSplitter18
eingesetzt werden. TAGH dient der automatischen Bestimmung von deutschen
Wortformen und kann in dem Zusammenhang auch Komposita zerlegen [Geyken
und Hanneforth, 2006]. Es basiert auf einem Lexikon fu¨r Stammformen und Regeln,
mit deren Hilfe Wo¨rter auf ihre Wortsta¨mme abgebildet werden. TAGH ist in C++
implementiert und steht sowohl fu¨r Windows als auch fu¨r Linux zur Verfu¨gung. Der
JWordSplitter ist in Java implementiert. Er trennt Komposita in drei Schritten
[Abels und Hahn, 2005]. Zuna¨chst wird versucht, eine direkte Dekomposition
vorzunehmen, indem mit einer rekursiven Methode eine Suche nach den Morphemen
des Wortes erfolgt. Ist eine vollsta¨ndige Dekomposition des Wortes nicht mo¨glich,
wird durch eine schrittweise Trunkation von links nach rechts durch Entfernung des
jeweils na¨chsten Buchstabens nach weiteren Morphemen gesucht. Falls in diesem
Schritt auch keine komplette Dekomposition durchgefu¨hrt werden kann, wiederholt
sich der Ablauf mit einer Trunkation von rechts nach links. Als Eingabe beno¨tigt
der WordSplitter eine Wortliste. Anhand dieser Liste wird u¨berpru¨ft, ob eine
weitere Zerlegung mo¨glich ist. Aufgrund der sprachunabha¨ngigen Programmierung
des JWordSplitter ist lediglich ein Austausch der Wortliste erforderlich, wenn ein
Einsatz fu¨r eine andere Sprache erfolgen soll.
Die Suchmaschine soll in Java entwickelt werden. Deswegen wird im Folgenden
der ebenfalls in Java implementierte JWordSplitter fu¨r die Kompositazerlegung
eingesetzt. Bei der Indexierung einer neuen Kollektion wird, neben einem
herko¨mmlichen Index, ein zweiter Index aufgebaut. In diesem sind die Terme der
16 http://wortschatz.uni-leipzig.de/Webservices/ (letzter Aufruf 18.12.12)
17 http://www.tagh.de/ (letzter Aufruf 18.12.12)
18 http://sourceforge.net/projects/jwordsplitter/ (letzter Aufruf 18.12.12)
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Dokumente nach einer Kompositazerlegung enthalten. Weil bei einem Kompositum
das letzte Teilwort fu¨r die Bildung der Flexionsform ausschlaggebend ist,
ko¨nnen nach der Zerlegung die Flexionsformen in der Wortschatz-Datenbank
nachgeschlagen werden. Im Anschluss kann die Bildung der entsprechenden
Vollformen erfolgen. Bei einem Suchbegriff wird zusa¨tzlich u¨berpru¨ft, ob es sich
um ein Kompositum handelt. La¨sst er sich zerlegen, erfolgt auch fu¨r die Teilwo¨rter
eine Bildung der Varianten und eine entsprechende Erweiterung der Suchanfrage.
5.1.3. Regelanwendung
Nach der Generierung der probabilistischen Regeln kann der Regelsatz in der
Suchmaschine eingesetzt werden. Fu¨r ein aktuelles Wort a sollen alle historischen
Schreibungen generiert werden.
Fu¨r jedes Element (ri, pi) ∈ F ergibt sich das Wort ai, wenn die Funktion
match(ri, a), bei der ri auf a angewendet wird, zum Einsatz kommt. Auf diese
Weise erfolgt eine Generierung einer Menge von historischen Schreibungen fu¨r ein
einzelnes Wort a durch die Anwendung von Regeln. Offensichtlich haben diese
Wortformen nicht alle die gleiche Precision. Deswegen haben die Wo¨rter Gewichte,
die die Precision pi der zur Generierung verwendeten Regeln widerspiegeln [Zobel
und Dart, 1996].
Das Verfahren der Regelanwendung startet mit der allgemeinsten Regelwurzel, die
keine Elternregeln hat. Kann sie bei dem Suchbegriff angewendet werden, wird
gepru¨ft, ob speziellere Regeln existieren, die ebenfalls anwendbar sind. In diesem
Fall wird die speziellere Regel verwendet und die entsprechende Precision fu¨r das
Ranking beru¨cksichtigt.
Die Retrievalmaschine berechnet das Ranking auf die folgende Weise: Fu¨r eine
Schreibvariante w, die aus einem Suchbegriff t gebildet wurde, wird p als die
Wahrscheinlichkeit p = P (t → w) interpretiert, mit der t die Schreibvariante w
impliziert. Da die Suchmaschine auf Retrieval, und somit auf unsicherem Schließen,
basiert, ko¨nnen diese Wahrscheinlichkeiten sehr einfach in den Retrievalprozess
integriert werden. Im einfachsten Fall kann die Integration durch bina¨re Indexierung
und Einzeltermanfragen erfolgen. Dann ist p das Gewicht eines Dokumentes, das w
entha¨lt.
5.1.4. Suchmaschinenebene
Fu¨r die Suchmaschinenebene wurde die weit verbreitete Standardsuchmaschine
Apache Lucene19 eingesetzt. Lucene ist eine quellenoffene Bibliothek fu¨r
Suchmaschinen. Sie ist in Java implementiert und plattformunabha¨ngig. Das
19 http://lucene.apache.org/ (letzter Aufruf 18.12.12)
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Framework ermo¨glicht es, Volltextsuche und -indexierung in eigene Applikationen
zu integrieren [Dollinger, 2005].
5.1.5. Zusammenfassung
In Kapitel 4 lag der Fokus auf der automatischen Generierung von Schreibvarianten
auf Basis von Belegen, die aus den modernen Flexionsformen und den zugeho¨rigen
Schreibvarianten bestehen. Hier wurde der ganze Retrievalprozess beginnend mit
der Eingabe des Lemmas in die Benutzeroberfla¨che bis zur Suchmaschinenebene
modelliert und entsprechend implementiert. Die von der Suchmaschine verwendeten
Werkzeuge sind in Abbildung 5.6 dargestellt. Nachfolgend wird das Verfahren der










Abbildung 5.6.: Eingesetzte Werkzeuge in der Suchmaschine
5.2. Evaluierung des regelbasierten Ansatzes
Mit dem regelbasierten Ansatz verbessert sich die Retrievalqualita¨t bei der Suche
in historischen Dokumenten deutlich. Um dies zu zeigen, erfolgt eine Evaluierung
des regelbasierten Ansatzes [Ernst-Gerlach und Fuhr, 2007]. Dabei wird auch die
Kombination mit der Bildung von Flexionen u¨berpru¨ft.
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Mit der folgenden Evaluierung wird getestet, wie gut die historischen
Wortformen fu¨r einen Suchbegriff (gegeben als Lemma) zu finden sind. Basierend
auf einer kleinen Trainingsmenge von 478 Belegen aus der Belegdatenbank
(s. Abschnitt 4.3.4) werden 65 Regeln generiert.
Um die Qualita¨t des Ansatzes zu bestimmen, werden keine klassischen
Retrievalexperimente durchgefu¨hrt. Diese wu¨rden einen relativ hohen Aufwand
bedeuten und gleichzeitig wa¨re es schwierig, Schlussfolgerungen fu¨r den Fokus
der vorliegenden Forschungsarbeit zu ziehen. Stattdessen werden Einwortanfragen
genutzt und dann zum einen der Anteil der gefundenen Wo¨rter, die zum
Anfrageterm geho¨ren, bestimmt und zum anderen der Anteil der gefundenen
Wo¨rter an vorkommenden Wo¨rtern. Im Folgenden wird der Anteil der Wortformen,
die zu der Anfrage geho¨ren, als ”relevante Token” bezeichnet. Die zugeho¨rigen
Retrievalmaße sind wie folgt definiert:
Precision =
|relevante Token ∩ gefundene Token|
|gefundene Token| (5.1)
Recall =
|relevante Token ∩ gefundene Token|
|relevante Token| (5.2)
F1 =
2 · p · r
p+ r
(5.3)
Wie beim herko¨mmlichen Recallmaß ist es auch hier schwierig, alle relevanten
Token in der Kollektion zu identifizieren. Um dieses Problem zu vermeiden, wird
eine a¨hnliche Technik wie bei der Dokument-Source-Methode [Ferber, 2003, S. 92]
verwendet. Fu¨r eine zufa¨llige Menge von Token aus der Kollektion wird das
Lemma manuell gebildet und als Suchbegriff eingegeben. Anschließend erfolgt eine
U¨berpru¨fung, ob das Originaltoken gefunden wird. Der Anteil der gefundenen Token
ist dann die Recallabscha¨tzung. Beim Retrieval erreicht ein Verfahren ha¨ufig den
ho¨heren Recall-Wert (r), wa¨hrend ein anderes den ho¨heren Precision-Wert (p)
erzielt. Das F-Maß kombiniert beide Werte und erleichtert so den Vergleich von
verschiedenen Verfahren [Carstensen u. a., 2009]. Beim hier verwendeten F1-Maß
fließen Recall und Precision gleichma¨ßig in die Bewertung mit ein.
Als Vergleichsbasis fu¨r die Evaluierung kommt eine einfache Lucene-Suchmaschine
zum Einsatz. Zur Bildung des Indexes mit Lucene wird die deutsche Variante
des Snowball Stammform-Algorithmus20 verwendet. Diese Kombination wird
als Vergleichsbasis fu¨r die Wortschatz-Datenbank eingesetzt. Fu¨r den zweiten
Schritt, die Suche nach Schreibvarianten, dient die Levenshtein-Distanz als
Vergleichsbasis. Um die Vergleichbarkeit der Ansa¨tze zu erho¨hen, wird sowohl
der Stammform-Algorithmus als auch die Wortschatz-Datenbank mit dem
20 http://snowball.tartarus.org/ (letzter Aufruf 18.12.12)
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regelbasierten Ansatz und der Levenshtein-Distanz getestet. Fu¨r die Experimente
wird jeweils eine maximale Levenshtein-Distanz von 1 bzw. 2 betrachtet. Die
zugeho¨rigen Retrieval-Werte sind in Tabelle 10.2 zu finden.
Fu¨r die Evaluierung werden zwei Testmengen gebildet. Fu¨r die erste Menge werden
zufa¨llig Types aus der Kollektion ausgewa¨hlt. Dieser Test simuliert den normalen
Suchprozess fu¨r eine historische Suchmaschine. Fu¨r die zweite Testmenge werden
nur Wo¨rter in historischer Schreibung ausgewa¨hlt, um die Qualita¨t bezogen auf die
Schreibvarianten zu bestimmen. Die folgenden Abschnitte stellen die Ergebnisse fu¨r
die verschiedenen Testmengen vor.
5.2.1. Evaluierung von Wo¨rtern der gesamten Kollektion
Bei der Auswahl der Wo¨rter fu¨r die gesamte Kollektion werden Wo¨rter, die in
der Stopwortliste der Wortschatz-Datenbank enthalten sind, nicht beru¨cksichtigt.
Die verbliebenen Wo¨rter haben eine Gesamtha¨ufigkeit von 300.532. Fu¨r die
Evaluierung wird eine repra¨sentative Auswahl von 200 Wo¨rtern gebildet. Dabei ist
die Ha¨ufigkeitsverteilung der Types vergleichbar zu denen der gesamten Kollektion,
wenn die Vorkommensha¨ufigkeit der Terme in den Anfragen vergleichbar mit ihrer
Kollektionsha¨ufigkeit ist.
Die Lemmata fu¨r die Wo¨rter der Testmenge werden manuell gebildet. Dieser
Schritt kann nicht mit Hilfe der Datenbank durchgefu¨hrt werden, weil darin
die historischen Wortformen nicht enthalten sind. Fu¨r die Lemmata werden alle
zugeho¨rigen Wortformen in der Wortschatz-Datenbank nachgeschlagen und manuell
u¨berpru¨ft. Dabei werden die Wortformen nur falsch markiert, wenn sie zu einem
anderen Lemma geho¨ren und nicht, wenn sie Schreibfehler enthalten, die z. B. auch
historische Varianten sein ko¨nnten. Anschließend werden die historischen Formen
gebildet. Fu¨r jede der gebildeten Varianten, die in der Kollektion enthalten ist, folgt
eine U¨berpru¨fung, ob sie zum selben Lemma geho¨rt. Die Ergebnisse werden mit
denen bei der Verwendung des Stammform-Algorithmus verglichen. Abbildung 5.7
entha¨lt den zugeho¨rigen Recall-Precision-Graph.
Herko¨mmliche Suchmaschine
Um die Evaluierungsergebnisse fu¨r Wo¨rter der gesamten Kollektion besser
einordnen zu ko¨nnen, werden zusa¨tzlich die Retrieval-Werte fu¨r eine herko¨mmliche
Suchmaschine berechnet. Diese Suchmaschine findet nur die Types, die als Lemma
im Text vorkommen. Weil nur Suchbegriffe gefunden werden, die das Dokument
ohne Vera¨nderung entha¨lt, wird offensichtlich Precision 1 erreicht. Dagegen wird
nur ein Recall von 0,36 erzielt — das bedeutet, es werden zwei von drei Vorkommen
eines Suchbegriffes nicht gefunden.
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Tabelle1
Seite 1
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Stammform + Levenshtein 2
Stammform + Regelanwendung
Wortschatz + Levenshtein 1
Wortschatz + Levenshtein 2
Wortschatz + Regelanwendung
Abbildung 5.7.: Recall-Precision-Graph fu¨r die Suche nach Types aus der gesamten
Kollektion
Stammformbildung
Wird der Algorithmus zur Stammformbildung benutzt, werden 3.394 verschiedene
Wortformen fu¨r die Lemmata gebildet. Dabei wird ein Recall von 0,82 und eine
Precision von 0,94 erreicht. Obwohl immer noch jedes fu¨nfte Wort nicht gefunden
wird, sind dies schon recht gute Ergebnisse.
Wortschatz-Datenbank
Bei der Nutzung der Wortschatz-Datenbank werden fu¨r die Testmenge von
200 Wo¨rtern 1.760 unterschiedliche Wortformen fu¨r die Lemmata gebildet. Im
Durchschnitt werden somit 8,8 Wortformen pro Lemma erzeugt. Nur 10 der
Wortformen sind als Fehler einzustufen, wobei nur zwei dieser Wo¨rter in den
Dokumenten vorkommen. Die generierten Wortformen haben eine Gesamtha¨ufigkeit
von 96.582 in der Kollektion. Dagegen haben die falschen Wortformen nur eine
Kollektionsha¨ufigkeit von 121. Somit wird eine Precision von 1 erreicht. Fu¨r 11
Types sind keine Wortformen enthalten. Fu¨r weitere 28 Wortformen sind die
gesuchten Wortformen nicht zu finden. Es werden nur 161 Types (81 %) der
Wortformen gefunden. Trotzdem wird, bezogen auf die Termha¨ufigkeit in der
Kollektion, ein Recall von 0,91 erreicht. Somit halbiert sich die Anzahl der nicht
gefundenen Wo¨rter gegenu¨ber dem Stammformansatz. Im Vergleich schneidet der
Ansatz demzufolge auch beim F-Maß mit 0,95 im Vergleich zu 0,88 besser ab.
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Levenshtein-Distanz
In Kombination mit dem Stammformansatz erzielt die Levenshtein-Distanz 1 mit
einem Recall von 0,98 ein sehr gutes Ergebnis. Allerdings liegt die Precision nur
bei 0,49, so dass jedes zweite Wort keine tatsa¨chliche Variante ist. In Kombination
mit der Wortschatz-Datenbank sind die Ergebnisse mit einem Recall von 0,40 und
einer Precision von 0,84 genau umgekehrt. Wird die maximale Levenshtein-Distanz
auf zwei gesetzt, erho¨ht sich in Kombination mit dem Stammformansatz der
Recall leicht von 0,98 auf 0,99. In Kombination mit der Wortschatz-Datenbank
steigert sich der Recall von 0,40 auf 0,75. Dies entspricht fast einer Verdoppelung.
Durch die große Anzahl von generierten historischen Wortformen (26.112 fu¨r den
Stammformansatz und 4.687 fu¨r die Wortschatz-Datenbank) sinkt die Precision
dramatisch auf 0,06 bzw. 0,21.
Regelanwendung
Bei der Kombination des Stammformansatzes und der Regelanwendung
wird ein Recall von 0,89 und eine Precision von 0,77 erreicht. Somit
erzielt die Levenshtein-Distanz einen ho¨heren Recall. Dagegen erreicht die
Regelanwendung in Kombination mit dem Stammformansatz eine ho¨here Precision.
Nach der Anwendung der Regeln auf die generierten Wortformen aus der
Wortschatz-Datenbank wird die Zahl der nicht gefundenen Wortformen von 39
auf 17 reduziert. Auf diese Weise wird ein Recall von 0,99 erreicht, was ein sehr
gutes Ergebnis ist. Somit lassen sich die ha¨ufigsten Wortformen aus der Kollektion
generieren. Der einzige Nachteil ist die Precision, deren Wert von 1,0 auf 0,89 sinkt.
Dies liegt vor allem an der geringen Anzahl von Belegen, die fu¨r die Regelgenerierung
bei die Evaluierung verwendet werden. Insgesamt erreicht diese Kombination mit
0,94 den ho¨chsten F-Wert der hier betrachteten kombinierten Methoden. Fu¨r beide
Ansa¨tze wird ungefa¨hr dieselbe Recallsteigerung bei der Regelanwendung erzielt.
Anhand des F-Maßes zeigt sich die klare U¨berlegenheit des regelbasierten Ansatzes.
Wa¨hrend mit der Levenshtein-Distanz der beste Wert nur bei 0,65 liegt, erreicht das
regelbasierte Verfahren sowohl in Kombination mit dem Stammformansatz (0,83)
als auch mit der Wortschatz-Datenbank (0,89) deutlich bessere Werte.
5.2.2. Evaluierung beschra¨nkt auf historische Formen
Fu¨r diese Evaluierung werden aktuelle Wortformen und die zugeho¨rigen historischen
Schreibvarianten ausgewa¨hlt. 17 % der Token der Kollektion sind in historischer
Schreibung. Um die Vergleichbarkeit zu erho¨hen, findet die Testmenge aus
Abschnitt 4.3.5 Verwendung. Die Testmenge entha¨lt 239 unterschiedliche Wo¨rter.
Wiederum werden aus manuell gebildeten Lemmata Wortformen generiert und
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analysiert. Anschließend werden die Regeln angewendet, um die historischen
Varianten zu bilden.21 Der Recall-Precision-Graph ist in Abbildung 5.8 dargestellt.
Tabelle1
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Abbildung 5.8.: Recall-Precision-Graph fu¨r die Suche nach historischen Types
Stammformbildung
Mit der Stammformbildung werden 202 Wortformen fu¨r die Suche nach
Schreibvarianten gebildet. Im Durchschnitt sind das 0,85 Wortformen pro Lemma.
Somit ko¨nnen nicht alle Lemmata mit dem Stammform-Algorithmus gefunden
werden. Auf der anderen Seite erreicht der Algorithmus eine perfekte Precision,
weil alle gefundenen Wortformen korrekt sind. Der Recall von 0,05 zeigt allerdings
deutlich, dass die Stammformbildung fu¨r die historischen Texte nicht sinnvoll
einsetzbar ist.
Wortschatz-Datenbank
Im Durchschnitt werden in der Wortschatz-Datenbank 7,7 Wo¨rter pro Lemma
generiert. Weil keine der 4 gebildeten falschen Wortformen in der Testkollektion
vorkommt, wird eine perfekte Precision von 1 erreicht. A¨hnlich wie bei der ersten
Testmenge wird nur fu¨r 77 % der Wo¨rter die gesuchte moderne Wortform gefunden.
21 Fu¨r diesen Evaluierungsteil werden keine Retrieval-Werte fu¨r herko¨mmliche Suchmaschinen
berechnet, weil diese offensichtlich nicht in der Lage sind, die historischen Wortformen zu den
Lemmata zu finden.
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Levenshtein-Distanz
Beschra¨nkt auf historische Wortformen wird mit einer Levenshtein-Distanz von 1
lediglich ein Recall von 0,24 in Kombination mit dem Stammformansatz und ein
Recall von 0,35 basierend auf der Wortschatz-Datenbank erzielt. Damit werden 3
von 4 (bzw. 2 von 3) Varianten nicht gefunden. Auch die Precision erreicht mit 0,41
fu¨r den Stammformansatz und 0,35 fu¨r die Wortschatz-Datenbank keinen guten
Wert.
Bei einer maximalen Levenshtein-Distanz von 2 steigt der Recall von 0,25
auf 0,45 fu¨r die Suche mit dem Stammformindex. Fu¨r die Suche mit der
Wortschatz-Datenbank steigt der Recall in a¨hnlichem Umfang (von 0,35 auf 0,52).
Dabei wurden 2.389 Varianten fu¨r den Stammformansatz bzw. 2.167 Varianten fu¨r
die Wortschatz-Datenbank gebildet. Auch in diesem Fall sinkt die Precision fu¨r die
maximale Levenshtein-Distanz von 2 deutlich auf 0,11 bzw. 0,10.
Regelanwendung
Obwohl der Stammformansatz nicht viele Wortformen findet, liegt der Recall bei
0,71. Fu¨r die gefundenen Varianten mit einer Vorkommensha¨ufigkeit von 3906
erreicht diese Kombination eine perfekte Precision von 1,0.
Fu¨r die historischen Formen wird eine Precision von 0,93 und ein Recall von
0,7 erreicht. Der Recall sinkt im Vergleich zu Abschnitt 4.3.5, wo ein Recall
von 0,88 erzielt wird. Dieser Unterschied liegt in der Beru¨cksichtigung des
Wo¨rterbucheffektes, weil die vorangegangenen Experimente auf Paaren aktuelle
Wortform — historische Wortform basieren, wa¨hrend nun Tripel aus Lemma —
generierte Wortform — historische Wortform betrachtet werden. Insgesamt werden
23 % der aktuellen Wortformen aus der Testmenge nicht gefunden. Allerdings sinkt
der Recall lediglich um 18 %. Wortformen, die nicht mit der gesuchten Wortform zu
einem Lemma u¨bereinstimmen, ermo¨glichen also trotzdem eine erfolgreiche Bildung
der gesuchten historischen Variante.
Im Vergleich zur Kombination von Stammformbildung und Regelanwendung sinkt
die Precision mit 0,93 nur leicht, wa¨hrend der Recall nahezu unvera¨ndert bleibt.
Allerdings haben die gefundenen Varianten eine Vorkommensha¨ufigkeit von 13.198.
Somit ko¨nnen mehr als dreimal so viele Schreibvarianten gefunden werden wie
mit dem Stammformansatz. Folglich ist der Kombination des regelbasierten
Ansatzes mit der Wortschatz-Datenbank trotz des mit 0,80 im Vergleich zu
0,83 etwas schlechteren F-Maßes der Vorzug zu geben. Bei der Nutzung der
Levenshtein-Distanz liegt der beste Wert fu¨r das F-Maß bei 0,35. Beschra¨nkt auf
die historischen Formen zeigt sich somit besonders eindrucksvoll, dass die Nutzung
der Levenshtein-Distanz keine echte Alternative darstellt.
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5.2.3. Zusammenfassung
Die beiden Experimente mit Wo¨rtern der ganzen Kollektion und den historischen
Wo¨rtern haben gezeigt, dass der entwickelte Ansatz erfolgreich beim Retrieval
auf historischen Texten zum Einsatz kommen kann. Durch die starke Flexion der
deutschen Sprache ist allerdings eine Methode erforderlich, die dieses Pha¨nomen
behandelt, um gute Retrievalergebnisse zu erhalten.
Werden die Schreibvarianten nicht in die Suche mit einbezogen, ko¨nnen 10 % der
Wo¨rter nicht gefunden werden. Die Transformationsregeln ko¨nnen den Verlust
drastisch reduzieren. Allerdings ist der Preis dafu¨r eine leicht sinkende Precision.
Des Weiteren zeigen die Experimente, dass der Stammform-Algorithmus
bei historischen Wo¨rtern nicht besonders gut funktioniert. Fu¨r den
Levenshtein-Algorithmus werden die besten Ergebnisse in Kombination mit
dem Stammform-Algorithmus fu¨r Wo¨rter der gesamten Kollektion erreicht. Hier
erzielt die Methode a¨hnliche Recall-Werte wie bei der Kombination mit der
Wortschatz-Datenbank und der Regelanwendung. Allerdings hat die auf historische
Wortformen beschra¨nkte Evaluierung deutlich gezeigt, dass die Levenshtein-Distanz
im Vergleich mit dem regelbasierten Ansatz nicht konkurrenzfa¨hig ist.
Insgesamt ist die Qualita¨t des regelbasierten Ansatzes relativ stabil. Die
Levenshtein-Distanz erzielt nur mit Wo¨rtern aus der gesamten Kollektion in
Kombination mit dem Stammformansatz vergleichbare Ergebnisse. Dabei muss
beru¨cksichtigt werden, dass die gefundenen Wortformen des Stammformansatzes
direkt den Recall erho¨hen, weil diese Varianten im Text enthalten sind. Im
Gegensatz dazu sind nur die wenigsten Wo¨rter aus der Wortschatz-Datenbank auch
im Text enthalten, so dass in jedem Fall noch eine Transformation no¨tig ist, um die
historischen Formen zu generieren.
5.3. Google-Buchsuche fu¨r historische Dokumente
Eine große Anzahl von Benutzern sieht das Internet als wichtige oder wichtigste
Quelle bei der Suche nach Information an [Ho¨hn, 2008]. Deswegen ist eine
U¨bertragbarkeit des vorgestellten Ansatzes auf Internetsuchmaschinen von großer
Bedeutung. So wird z. B. von Buck und Kollegen mit WebMetric eine Erweiterung
fu¨r eine unscharfe Suche nach Schreibvarianten im Mozilla Firefox Browser
vorgestellt [Buck u. a., 2013]. Allerdings kann damit lediglich auf einer bereits
bekannten Seite eine Suche nach historischen Wo¨rtern durchgefu¨hrt werden. Eine
Alternative ist die Erstellung eines eigenen Webdienstes, der als Frontend zu einer
Internet-Suchmaschine fungiert. Dieser bietet gegenu¨ber der Implementierung einer
Firefox-Erweiterung den Vorteil der Browserunabha¨ngigkeit. Außerdem muss keine
Anwendung installiert werden. Dadurch kann die Suche sofort eingesetzt werden
und das Nutzungshemmnis der Installation entfa¨llt. Die modulare Struktur des
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entwickelten Systems bietet die Mo¨glichkeit, die einzelnen Module auch in andere
Suchmaschinen einzubinden. Exemplarisch ist dies in der Bachelorarbeit [Nwabueze,
2011] am Beispiel der Google-Buchsuche gezeigt worden.
Technisch erfolgte die Realisierung auf Basis der Programmiersprache Java unter
Einsatz von Apache Tomcat22 und der integrierten Datenbank Derby23. Fu¨r die
dynamische Erstellung der Webseiten kam JavaServer Pages24 zum Einsatz.
Die Einbindung der Google-Buchsuche erfolgte u¨ber die Google Data API. Die
Standardsuche entha¨lt analog zur Google-Buchsuche nur ein einziges Eingabefeld
(s. Abbildung 5.9). Daru¨ber hinaus gibt es noch eine erweiterte Suche, bei der
auch die Sprache und der Zeitraum angegeben werden ko¨nnen (s. Abbildung 5.10).
Zusa¨tzlich kann der Benutzer auch die Suche nach Flexionsformen deselektieren.
Abbildung 5.9.: Historische Google-Buchsuche
Die Rechercheergebnisse werden zuna¨chst in einer Ergebnisliste angezeigt
(s. Abbildung 5.11). Dabei werden die Suchbegriffe, wie bei Google, in einer
frageabha¨ngigen Zusammenfassung durch Fettdruck hervorgehoben. Auf diese
Weise bekommt der Benutzer einen U¨berblick, in welchem Kontext der gefundene
Begriff zum Einsatz kommt [Hearst, 1999].
Ausgehend von der Ergebnisliste hat der Benutzer die Mo¨glichkeit, sich einzelne
Ergebnisse in einer Detailansicht darstellen zu lassen (s. Abbildung 5.12). Durch
die Einbindung der Ergebnisdarstellung der Google-Buchsuche mit der Google
22 http://tomcat.apache.org/ (letzter Aufruf 18.12.12)
23 http://db.apache.org/derby/ (letzter Aufruf 18.12.12)
24 http://www.oracle.com/technetwork/java/javaee/jsp/index.html (letzter Aufruf
18.12.12)
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Abbildung 5.10.: Suchoptionen der erweiterten historischen Google-Buchsuche
Embedded Viewer API25 wird das gefundene Buch dargestellt. Zusa¨tzlich ko¨nnen
die Werkzeuge Zoomen und Bla¨ttern mit genutzt werden.
In der frei zuga¨nglichen Version der Buchsuche steht dem Benutzer ein
Standardregelsatz zur Verfu¨gung, der automatisch bei der Suche zum Einsatz
kommt. Richtet sich der Benutzer einen Account ein, kann er auch eigene
Regelsa¨tze hochladen. Er kann zudem die vorhandenen Regelsa¨tze herunterladen,
an seine Bedu¨rfnisse anpassen und wieder hochladen. Die abgespeicherten Regeln
stehen dann bei allen nachfolgenden Suchen zur Verfu¨gung. Die vorhandenen
Regelsa¨tze ko¨nnen, je nach Suchbedu¨rfnis, aktiviert bzw. deaktiviert werden
(s. Abbildung 5.13). Weil der Benutzer die Mo¨glichkeit hat, Regeln auch selbst
zu erstellen, kann ein sehr komplexer Regelsatz bei der Suche im Internet aufgrund
des großen Indexes der Google-Buchsuche dazu fu¨hren, dass die Suche durch eine
zu hohe Anzahl an zu suchenden Schreibvarianten zu lange dauert. Deswegen kann
der Benutzer die Anzahl der Varianten beschra¨nken, nach denen gesucht wird.
Gefundene Dokumente ko¨nnen in perso¨nlichen Bibliotheken abgespeichert werden
(s. Abbildung 5.14). Der Benutzer bekommt so die Mo¨glichkeit, seine Ergebnisse
zu strukturieren. Sie stehen ihm auch nach der Suche weiter zur Verfu¨gung
[Kriewel u. a., 2004]. Als Erweiterungsmo¨glichkeit ko¨nnten Regelsa¨tze auch anderen
Benutzern bzw. Benutzergruppen zur Verfu¨gung gestellt werden. Dies wu¨rde den
Erstellungsaufwand fu¨r Regelsa¨tze fu¨r den Einzelnen weiter reduzieren.
25 http://code.google.com/intl/de-DE/apis/books/docs/viewer/developers_guide.
html (letzter Aufruf 18.12.12)
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Abbildung 5.11.: Suchergebnis der historischen Google-Buchsuche
5.4. Zusammenfassung
In diesem Abschnitt wurde eine Suchmaschine fu¨r den regelbasierten Ansatz
entwickelt. Diese beiden Komponenten ermo¨glichen dem Benutzer, eigensta¨ndig
Regeln zu generieren und bei der Suche erfolgreich einzusetzen. Am Beispiel der
Google-Buchsuche wurde die Einsatzfa¨higkeit des regelbasierten Ansatzes bei einer
Suche im Internet gezeigt. Durch den modularen Aufbau der Suche ko¨nnte der
regelbasierte Ansatz demzufolge auch bei weiteren Internetsuchmaschinen zum
Einsatz kommen.
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Abbildung 5.12.: Ergebnisdetails der historischen Google-Buchsuche
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Abbildung 5.13.: Benutzereinstellungen der historischen Google-Buchsuche







6. Methoden zur Erstellung von
Belegen
Durch den Einsatz eines regelbasierten Verfahrens wird die Retrievalqualita¨t
bei historischen Dokumenten deutlich verbessert. Dies wurde im vorherigen
Kapitel gezeigt. Ein Flaschenhals des Ansatzes ist allerdings die Erstellung der
Trainingspaare fu¨r die Generierung der Regeln. Eine Mo¨glichkeit zum Aufbau der
Trainingsdaten ist die Nutzung von parallelen Korpora. Die Asymmetrien von
Phrasen und Sa¨tzen beim Alignment der Versionen lassen sich durch den Einsatz
eines Satzaligners gefolgt von einem Wortaligner beheben [Bollmann u. a., 2011].
Das gro¨ßte Problem stellt allerdings die Verfu¨gbarkeit dar, weil zu einer Kollektion
nur in den seltensten Fa¨llen parallele Korpora existieren. Im Folgenden werden
verbreitete Ansa¨tze zur Sammlung von Belegen beschrieben.
6.1. LeXtractor
Gotscharek und Kollegen haben mit dem LeXtractor ein Werkzeug zur Konstruktion
von historischen Lexika entwickelt [Gotscharek u. a., 2009a]. Die Lexikoneintra¨ge
ko¨nnen als Belege im Sinne der vorliegenden Arbeit aufgefasst werden. Der
LeXtractor hat zwei Ansichten. Die erste bietet dem Benutzer einen Text an,
in dem die Terme hervorgehoben sind, die der Rechtschreibpru¨fung unbekannt
sind (s. Abbildung 6.1). In dieser Ansicht kann der Benutzer auf Basis des
Textes Lexikoneintra¨ge erzeugen. Die zweite Ansicht (s. Abbildung 6.2) zeigt eine
Liste mit unbekannten Termen, die nach absteigender Termha¨ufigkeit geordnet
ist. Durch die Arbeit mit dieser Liste kann der Prozentsatz der vom Lexikon
abgedeckten Wo¨rter schnell gesteigert werden. Wird ein unbekannter Term aus
der Liste ausgewa¨hlt, werden auf Basis von Regeln (sog. Mustern) erzeugte
Vorschla¨ge fu¨r moderne Schreibungen angegeben (s. Abbildung 6.3). Dabei werden
die benutzten Muster mit angezeigt. Bei der Aufnahme der Terme in das Lexikon
ko¨nnen verschiedene Kategorien wie z. B. ”Wort ohne moderne Entsprechung” oder
”Eigenname” angegeben werden. Zur Unterstu¨tzung wird eine Liste mit Textstellen
in denen der unbekannte Term vorkommt angeboten (s. Abbildung 6.4), wenn ein
Wort fu¨r die Konstruktion eines Lexikoneintrags ausgewa¨hlt wird.
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Figure 2: Selecting possible interpretations for
wordform “theile”. The system suggests “teile” and
“taille”. Alternatively, “theile” can be added to spe-
cial lists visible in the lower part.
Figure 3: Selecting attestations for “theile” as an
inflected historical variant of the noun (neutrum)
“teil” in the historical corpus.
the system.4 Each reading is confirmed or rejected. Before
the lexicographer may confirm a reading she has to select at
least one attestation, i.e., a concordance where the reading
in question is the correct one. To this end, all concordances
are shown graphically (cf. Figure 3).
For every confirmed reading, a separate lexicon entry is cre-
ated that includes the associated attestations. If a processed
string has other than pattern based mappings to a modern
word form or lacks a modern explanation, it is included into
one of the following special sublexica: historic words without
a modern equivalent; historic abbreviations; historic word-
forms which lack a simple transition pattern; named entities;
missing words of the modern lexicon (cf. Figure 2, lower
part).
Entries of the right frequency list are more complicated with
respect to the cognitive load of the lexicographer. The lexi-
cographer can assign these entries to the special lexica men-
tioned above. If the lexicographer sees a derivation from a
modern word using a new pattern p she can suggest to add
p to the list of patterns. In the current version, there is no
automated update mechanisms for the list of patterns and
the matching procedure.
Document mode. The lexicographer may also decide to
4An example is the historical wordform theile. Using the
inverse pattern th 7→t it is mapped to the modern wordform
teile, which has three readings: two readings as a noun from
modern lemma das Teil and der Teil, one reading as a verb
from modern lemma teilen.
Figure 4: GUI for collaborative lexicon building:
document mode with highlighting.
work on a specific text. On the basis of the current lexicon
and the matching rules, the text is visualized with all words
marked according to their lexical explanation (cf. Figure 4).
Additional information is provided through mouse events.
We distinguish: modern words, checked entries of the lexicon
for historical wordforms, entries of the left (right) frequency
list shown in the corpus mode, and non-explained strings. If
a string is activated, the sequential processing is the same
as for the corpus mode.
The system is web based and collaborative. Both issues
are of great importance for the project. Since the involved
lexicographers do not work at the same location, flexibility
concerning their individual workplaces is needed. Since the
professional abilities of the contributors and the complexity
of certain lexicon entries differ significantly, a workflow was
created that leaves more challenging entries in the frequency
list to the trained historical linguists, whereas the other lex-
icographers deal with the simple cases. Our current lexicon
for historical language contains 9753 historical wordforms
with 10298 readings.
Future perspective: interleaved construction
From our present perspective, corpus, matching rules, and
lexicon should be considered as a joint knowledge base. Given
a set of patterns we may use old wordforms and correspond-
ing modern wordforms stored in the lexicon and in addi-
tion the corpus for deriving meaningful probabilities or edit
weights for the patterns. To make this more clear, let p de-
note a pattern. A pair of the form (modern wordform w as-
sociated historical wordform w′) from the lexicon is called a
p-pair if p is used for deriving w′ from w. Counting the num-
ber of occurrences of historical word forms from p-pairs in
the corpus (i.e., situations where p was applied) and count-
ing the number of modern or pattern derivable tokens in
the corpus where the left-hand side of p is not modified (p
was not applied) gives a basis for estimating the probability
for pattern p. As a matter of fact, frequency based lexicon
construction also helps to find new relevant patterns. In
Abbildung 6.1.: Textquelle im LeXtractor mit hervorgehobenen unbekannten
Wo¨rtern [Gotscharek u. a., 2009a]
a finite-state device. The lexicon DG is represented as a
deterministic finite-state automaton. For traversal of the
automaton, a special procedure has been implemented that
takes pattern variation into account, using the list L.
Lemmatizing modern wordforms. As a result of the above
process, we receive one or several modern wordforms which
correspond to a given historical token. It remains to as-
sign the correct lemma(s) and part-of-speech (lexical cate-
gory) to the wordform(s). Our analysis module has direct
access to CISLEX [6, 11], a large morphological lexicon for
modern German. Each entry represents a wordform with
associated information. The information attached to a full
form includes the underlying lemma, part-of-speech (POS)
category, morphological analysis. For each lemma, the in-
flectional class and possible Fugenformen2 for building com-
pound expressions are stored as well. CISLEX can be used
in two directions. Given a full form, we immediately receive
the lemma(s) plus morphological information. Conversely
we can ask for the full paradigm (set of inflectional variants)
of a given lemma.
Analyzing compound expressions. German texts generally
contain a large number of compounds. Since an infinite num-
ber of compound terms can be built it is not possible to store
all compounds in a conventional lexicon. Using information
on Fugenformen in CISLEX we have created an analyzer
that checks if an unknown word can be interpreted as a
modern compound expression. These words are removed
from the frequency list presented to the lexicographer.
A web-tool for collaborative construction of lex-
ica for historical language
In order to support collaborative lexicon construction, we
use a web-based tool. The main modules of the web-tool,
which build up on the resources described above, are
following.
Analyzer module. Given a historical string observed in
the corpus, the analyzer module first suggests corresponding
modern full forms based on matching. Each such interpre-
tation v comes with the set of patterns that were applied.
Second, for a given modern full form v, the analyzer com-
putes the lemma(s) - including part-of-speech info - which
may underly the full form v.
Database for current historical lexicon. The confirmed en-
tries for the historical lexicon are stored in a special database
DB. Standard entries of the database consist of the histor-
ical string as found in the corpus, the corresponding mod-
ern lemma, the part-of-speech category, pointers to concor-
dances3 in the historical corpus which serve as attestations
for the given interpretation, and the name of the person
who created the entry. Note, a historical string can be as-
2If a German word (e.g., “Ordnung”, English: “order”) rep-
resents the first component of a compound (e.g. “Ord-
nungsliebe”, English: “orderliness”), it must take a special
surface form. Possible forms are called “Fugenformen”. Fu-
genformen often do not correspond to usual inflectional vari-
ants of the word. In our example, “Ordnungs” only appears
as a Fugenform.
3A concordance is a text window containing an occurrence
of the wordform.
Figure 1: GUI for collaborative lexicon building,
corpus mode. Unchecked wordforms derivable by
patterns from modern words are presented in the
left list, ordered by frequency.
sociated with several entries of the database. The database
also contains “non-standard” entries such as named entiti s,
bbreviations, and historical words that do not have a cor-
respon ing m dern lemma.
Managing module. The man ging co ponent realizes the
communication between t e distinct modules and resources,
determines the exact form of the visualization of each view,
and includes a user administration. It is responsible for all
details of the work flow and guarantees that no conflicts
arise when several lexicographers simultaneously work on
the vocabulary of the corpus.
Graphical user interface. The main functionality of the
graphical user interface is to support lexicographers in adding
new entries to the database DB for the historical lexicon.
The views offered for this purpose and the steps for cre-
ating new entries are explained below. Other views of the
GUI show the lexical database, the set of patterns, the list
of texts of the background corpus, or they display a given
text with additional information on the status of each token
(s.b.).
Creating new entries. For the creation of new lexicon
entries, two modes exist, a corpus and a document mode.
Corpus mode. In order to show the work that is left, the
GUI presents two word lists (1) the list of unknown words
in the corpus that can be derived via patterns from modern
words, and (2) the list of other unkown words of the corpus,
both ordered by frequency. Figure 1 shows list 1 (2) on
the left (right) side. If the user selects an entry w of the
left list, she is taken to a new screen that visualizes the
possible interpretations of w. By an interpretation we mean
a pattern based derivation of w from a valid modern full
form (cf. Figure 2). The user now confirms or rejects the
proposed interpretations. For each confirmed interpretation,
the possible linguistic readings in terms of the corresponding
lemma(s) have to be determined. Readings are suggested by
Abbildung 6.2.: Listenansicht des LeXtractors [Gotscharek u. a., 2009a]
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Figure 2: Selecting possible interpretations for
wordform “theile”. The system suggests “teile” and
“taille”. Alternatively, “theile” can be added to spe-
cial lists visible in the lower part.
Figure 3: Selecting attestations for “theile” as an
inflected historical variant of the noun (neutrum)
“teil” in the historical corpus.
the system.4 Each reading is confirmed or rejected. Before
the lexicographer may confirm a reading she has to select at
least one attestation, i.e., a concordance where the reading
in question is the correct one. To this end, all concordances
are shown graphically (cf. Figure 3).
For every confirmed reading, a separate lexicon entry is cre-
ated that includes the associated attestations. If a processed
string has other than pattern based mappings to a modern
word form or lacks a modern explanation, it is included into
one of the following special sublexica: historic words without
a modern equivalent; historic abbreviations; historic word-
forms which lack a simple transition pattern; named entities;
missing words of the modern lexicon (cf. Figure 2, lower
part).
Entries of the right frequency list are more complicated with
respect to the cognitive load of the lexicographer. The lexi-
cographer can assign these entries to the special lexica men-
tioned above. If the lexicographer sees a derivation from a
modern word using a new pattern p she can suggest to add
p to the list of patterns. In the current version, there is no
automated update mechanisms for the list of patterns and
the matching procedure.
Document mode. The lexicographer may also decide to
4An example is the historical wordform theile. Using the
inverse pattern th 7→t it is mapped to the modern wordform
teile, which has three readings: two readings as a noun from
modern lemma das Teil and der Teil, one reading as a verb
from modern lemma teilen.
Figure 4: GUI for collaborative lexicon building:
document mode with highlighting.
work on a specific text. On the basis of the current lexicon
and the matching rules, the text is visualized with all words
marked according to their lexical explanation (cf. Figure 4).
Additional information is provided through mouse events.
We distinguish: modern words, checked entries of the lexicon
for historical wordforms, entries of the left (right) frequency
list shown in the corpus mode, and non-explained strings. If
a string is activated, the sequential processing is the same
as for the corpus mode.
The system is web based and collaborative. Both issues
are of great importance for the project. Since the involved
lexicographers do not work at the same location, flexibility
concerning their individual workplaces is needed. Since the
professional abilities of the contributors and the complexity
of certain lexicon entries differ significantly, a workflow was
created that leaves more challenging entries in the frequency
list to the trained historical linguists, whereas the other lex-
icographers deal with the simple cases. Our current lexicon
for historical language contains 9753 historical wordforms
with 10298 readings.
Future perspective: interleaved construction
From our present perspective, corpus, matching rules, and
lexicon should be considered as a joint knowledge base. Given
a set of patterns we may use old wordforms and correspond-
ing modern wordforms stored in the lexicon and in addi-
tion the corpus for deriving meaningful probabilities or edit
weights for the patterns. To make this more clear, let p de-
note a pattern. A pair of the form (modern wordform w as-
sociated historical wordform w′) from the lexicon is called a
p-pair if p is used for deriving w′ from w. Counting the num-
ber of occurrences of historical word forms from p-pairs in
the corpus (i.e., situations where p was applied) and count-
ing the number of modern or pattern derivable tokens in
the corpus where the left-hand side of p is not modified (p
was not applied) gives a basis for estimating the probability
for pattern p. As a matter of fact, frequency based lexicon
construction also helps to find new relevant patterns. In
Abbildung 6.3.: Auswahl von Varianten beim LeXtractor [Gotscharek u. a., 2009a]
Figure 2: Selecting possible interpretations for
wordform “theile”. The system suggests “teile” and
“taille”. Alternatively, “theile” can be added to spe-
cial lists visible in the lower part.
Figure 3: Selecting attestations for “theile” as an
inflected historical variant of the noun (neutrum)
“teil” in the historical corpus.
the system.4 Each reading is confirmed or rejected. Before
the lexicographer may confirm a reading she has to select at
least one attestation, i.e., a concordance where the reading
in question is the correct one. To this end, all concordances
are shown graphically (cf. Figure 3).
For every confirmed reading, a separate lexicon entry is cre-
ated that includes the associated attestations. If a processed
string has other than pattern based mappings to a modern
word form or lacks a modern explanation, it is included into
one of the following special sublexica: historic words without
a modern equivalent; historic abbreviations; historic word-
forms which lack a simple transition pattern; named entities;
missing words of the modern lexicon (cf. Figure 2, lower
part).
Entries of the right frequency list are more complicated with
respect to the cognitive load of the lexicographer. The lexi-
cographer can assign these entries to the special lexica men-
tioned above. If the lexicographer sees a derivation from a
modern word using a new pattern p she can suggest to add
p to the list of patterns. In the current version, there is no
automated u date mechanisms for the list of patterns and
the matching procedure.
Document mode. The lexicographer may also decide to
4An ex mple is the h torical wordform th ile. Using the
inverse pattern th 7→t it is mapped to the modern wordform
teil , which has three rea ings: two readings as a noun f om
modern lemma das Teil and der Teil, one reading as a verb
from modern lemma teilen.
Figure 4: GUI for collaborative lexicon building:
document mode with highlighting.
work on a specific text. On the basis of the current lexicon
and the matching rules, the text is visualized with all words
marked according to their lexical explanation (cf. Figure 4).
Additional information is provided through mouse events.
We distinguish: modern words, checked entries of the lexicon
for historical wordforms, entries of the left (right) frequency
list shown in the corpus mode, and non-explained strings. If
a string is activated, the sequential processing is the same
as for the corpus mode.
The system is web based and collaborative. Both issues
are of great importance for the project. Since the involved
lexicographers do not work at the same location, flexibility
concerning their individual workplaces is needed. Since the
professional abilities of the contributors and the complexity
of certain lexicon entries differ significantly, a workflow was
created that leaves more challenging entries in the frequency
list to the trained historical linguists, whereas the other lex-
icographers deal with the simple cases. Our current lexicon
for historical language contains 9753 historical wordforms
with 10298 readings.
Future perspective: interleaved construction
From our present perspective, corpus, matching rules, and
lexicon should be considered as a joint knowledge base. Given
a set of patterns we may use old wordforms and correspond-
ing modern wordforms stored in the lexicon and in addi-
tion the corpus for deriving meaningful probabilities or edit
weights for the patterns. To make this more clear, let p de-
note a pattern. A pair of the form (modern wordform w as-
sociated historical wordform w′) from the lexicon is called a
p-pair if p is used for deriving ′ from w. Counting the num-
ber of occurrences of historical word forms from p-pairs in
the corpus (i.e., situatio s where p was applied) and count-
ing the numb r of moder or pattern derivable tokens in
the cor us where the left-hand ide of p is not modified (p
was not a plied) gives a basis for estimating th probability
for pa tern p. As a matter of fact, fr quency based lexicon
construction also helps to find new relevant patterns. In
Abbildung 6.4.: Textstellen eines unbekannten Wortes im LeXtractor [Gotscharek
u. a., 2009a]
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Weil das Werkzeug zur Lexikonerstellung verwendet wird, mu¨ssen die Ergebnisse
eine sehr hohe Precision aufweisen. Deswegen muss ein Experte alle unbekannten
Wo¨rter der Kollektion bearbeiten und jede Schreibweise beurteilen. Die Muster,
die genutzt werden, um potenzielle moderne Formen in einem aktuellen Lexikon zu
finden, werden manuell erstellt. Wa¨hrend der Konstruktion von Lexikoneintra¨gen ist
es auch mo¨glich, zusa¨tzliche Muster vorzuschlagen, wenn eine neue Regel bemerkt
wird.
6.2. Evidencer
In  der  aktuellen  Version  der  Benutzeroberfläche  Evidencer  (Abb.  5)  ist  die  interne
Dokumentverarbeitung grundlegend geändert  worden. Dokumente  werden nicht mehr als
Ganzes, sondern indirekt über ein sogenanntes gleitendes Fenster verarbeitet. Durch den
Geschwindigkeitsgewinn dieser speichereffizienten Verarbeitung war es möglich, Methoden
direkter  d.h. verzögerungsfreier  Manipulation umzusetzen, die sich unmittelbar auf den
einen Text überlagernden Annotationsebenen vollziehen. 
Abb. 2 Oberfläche der Evidencer Applikation mit Unterstützung der Belegerstellung.
Der aktive wie passive Zugriff auf diese zusätzliche Textdimension ist gegenwärtig jedoch
noch eingeschränkt und wenig intuitiv.  In vorliegenden Arbeitspunkt soll dieser verbessert
werden. Eine schlüssige Verarbeitung und Darstellung konkurrierender Auszeichnungen wird
entwickelt und umgesetzt. Dazu ist zu entscheiden, wie eine Variante zu behandeln ist, die
sowohl als OCR-Fehler als auch als historische Schreibung klassifiziert wurde. Dazu sind
grundlegende Arbeiten unter III.2 vorgesehen. Schließlich ist auch die Undo-Funktionalität
der Software noch beschränkt und muss erweitert werden. 
III.2   Verfeinerung der Einteilung der Varianten nach ihrem Ursprung: OCR, historisch,
Dialekt, fremdsprachlich
Nicht  standardsprachliche Schreibweisen können mit  den entwickelten  Methoden bereits
nach jeweils einem Faktor klassifiziert werden, d.h. es kann bspw. entschieden werden, ob
eine Schreibweise  historisch  oder modern  ist.  Die  Oberfläche Evidencer hebt  potentielle
Schreibvarianten in Texten farblich hervor. Dabei gibt der Sättigungsgrad der Farbe einen
Hinweis auf die Verlässlichkeit der Klassifikation. Reicht die Datenbasis aus, sind die Er-
gebnisse von durchaus zufrieden stellender Qualität. Im Modus "semiautomatische Beleg-
14
Abbildung 6.5.: Evidencer
Pilz und Luther haben eine Methode entwickelt, um die Sammlung von Belegen in
ihrem Evidencer Werkzeug zu unterstu¨tzen und vor allem den Arbeitsaufwand fu¨r
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diesen Schritt zu verringern (s. Abbildung 6.5) [Pilz und Luther, 2009]. Sie gehen
von einem signifikanten Unterschied bei der Verteilung der N-Gramme zwischen
Standard- und Nicht-Standardschreibungen aus. Zur Einteilung in moderne
Schreibweisen und Schreibvarianten benutzen sie einen Bayes-Klassifizierer, der
die Wahrscheinlichkeit scha¨tzt, ob es sich um eine Schreibvariante handelt. Dazu
werden Trainingsbeispiele beno¨tigt. Nach der Trainingsphase wird eine Liste mit
unbekannten Wo¨rtern pra¨sentiert. Diese sortiert die Wo¨rter absteigend nach der
Wahrscheinlichkeit fu¨r Schreibvarianten. Der Benutzer kann den Klassifizierer
anpassen, indem er den Grenzwert zur Identifizierung als Variante vera¨ndert.
Allerdings beno¨tigt der Bayes-Klassifizierer eine große Menge an Trainingsdaten
[Mitchell, 2001, S. 155].
6.3. VARD 2
VARD 2 ist ebenfalls in der Lage, moderne Formen fu¨r Schreibvarianten in
historischen Dokumenten zu finden [Baron und Rayson, 2008]. Dabei ist das Ziel
nicht die Suche nach Texten, sondern die Normalisierung von Dokumenten, um
im Anschluss Techniken der Korpuslinguistik einsetzen zu ko¨nnen. Das Werkzeug
markiert alle Wo¨rter als potenzielle Varianten, die der Rechtschreibkorrektur
unbekannt sind (s. Abbildung 6.6). Fu¨r jedes markierte Wort wird dem
Benutzer eine Liste mit potenziellen zugeho¨rigen modernen Schreibungen angeboten
(s. Abbildung 6.7).
Um die Vorschla¨ge zu generieren, werden die folgenden Methoden benutzt:
• Eine manuell erstellte Liste von 45.000 Beispielen fu¨r moderne Wo¨rter und
die zugeho¨rigen Schreibvarianten.
• Eine modifizierte Version des Soundex-Algorithmus.
• Eine manuell erstellte Liste von Ersetzungsregeln. Jedes Wort, das durch die
Regeln in ein Wort aus dem modernen Lexikon u¨berfu¨hrt werden kann, wird
als mo¨gliche historische Schreibvariante eines modernen Wortes betrachtet.
Basierend auf diesen drei Methoden wird ein Konfidenzwert fu¨r einen Vorschlag
berechnet. Zusa¨tzlich kommt ein Edit-Distanz-Algorithmus zur Gewichtung von
Vorschla¨gen zum Einsatz. Der Konfidenzwert ist dabei kein fester Wert, sondern
wird nach jedem Schritt automatisch angepasst.
Der Benutzer kann aus der Liste die passende moderne Form auswa¨hlen. Das
historische Wort wird neben der modernisierten Schreibweise in einem XML-Tag
abgespeichert. Die vom Benutzer eingegebenen Wortformen werden automatisch
in das Wo¨rterbuch der Anwendung integriert [Baron u. a., 2009]. Ein zweiter
Modus bietet zudem die Mo¨glichkeit, automatisch die Vorschla¨ge mit dem ho¨chsten
Ranking zu akzeptieren, wenn der Wert u¨ber einem vom Benutzer festgelegten
Mindestwert liegt (s. Abbildung 6.8). Es wird empfohlen, zuna¨chst mit der
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manuellen Bearbeitung zu beginnen. Im Anschluss ko¨nnen die noch verbliebenen
unbekannten Wo¨rter automatisch bearbeitet werden, nachdem der Konfidenzwert
fu¨r ein neues Korpus ausreichend trainiert ist.
Rayson und Kollegen haben gezeigt, dass bereits der Vorga¨nger VARD deutlich
bessere Ergebnisse bei der Normalisierung von Texten liefert, als herko¨mmliche
Programme zur Rechtschreibkorrektur [Rayson u. a., 2005]. Der Nachteil von
VARD 2 besteht in der Notwendigkeit von Trainingsdaten und Regeln als Eingabe.
In beiden Fa¨llen handelt es sich um manuell gesammelte Daten. Des Weiteren ist der
Soundex-Algorithmus ein phonetischer Algorithmus, der fu¨r die englische Sprache
entwickelt wurde. Er mu¨sste durch die zeitliche und ra¨umliche Vera¨nderung der
Aussprache nicht nur fu¨r jede Sprache, sondern auch fu¨r jedes Korpus angepasst
werden. Dadurch sind phonetische Algorithmen nur bedingt fu¨r die Erstellung von
Regeln fu¨r historische Schreibweisen geeignet.
replace a variant if the correct replacement is not listed by the system. Other 
options available in the interactive version include the ability to join words 
separated by white space (e.g. line breaks), undo or redo any edit made and add 
/ remove letter replacement rules. 
 




Figure 2 - Replacing a variant in VARD 2 
As well as manually dealing with the variant forms, the user can choose to 
automatically replace all variant forms with their highest ranked candidates, the 
user can also provide a threshold ‘confidence’, which is the minimum score the 
candidate must reach for it to be used. By using this feature with a relatively high 
threshold, the user can automatically replace most common variant forms, 
thereby saving a substantial amount of time processing the text. This function 
allows a semi-automatic approach; a user can spend some time training the tool, 
allowing method weights to be adjusted accordingly. The automatic replace 
option can then be used to deal with a large amount of cases after which the user 
can manually deal with any variants still remaining, if they wish. 
An extension to the automatic replace option is a batch processing user interface 
which can be used to process as many text files as the user desires, for example 
a whole corpus. This interface uses the same background processes as the main 
interactive version but only has the option to automatically process variants. As in 
Abbildung 6.7.: Vorschla¨ge von VARD 2 [Baron und Rayson, 2008]
the interactive tool, a threshold confidence measure can be set for replacements. 
The batch processing version can be used in conjunction with the interactive tool; 
a user can manually process a sample of the texts to be processed, the 
replacement methods will duly have their weights adjusted, some words not 
previously found in the dictionary will be added and some common variant-to-
replacement mappings will be add d. The user can then use the batch 
processing tool to automatically process e remaining texts. The user interface 
of the batch processing tool is shown i  Figur  3 below. 
 
Figure 3 - VARD 2 batch processing interface 
The interactive and batch versions of the software both produce output of the 
processed text. Two formats can be chosen from: plain text and xml. Plain text 
Abbildung 6.8.: Automatischer Modus von VARD 2 [Baron und Rayson, 2008]
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Um den Nachteil der manuell erstellten Regeln zu beseitigen, wurde mit DICER
(Discover and Investigation of Character Edit Rules) ein weiteres Werkzeug erstellt
(s. Abbildung 6.9) [Baron und Rayson, 2009]. Es ermo¨glicht aus den mit VARD 2
gesammelten Varianten automatisch Regeln zu bilden, die eine historische Form
auf eine moderne abbilden. Das Analyseergebnis wird in Form von Webseiten26
dargestellt. Neben dem Regeltyp (einfu¨gen, lo¨schen, vertauschen) werden auch
Angaben zur Ha¨ufigkeit der entsprechenden Ersetzung je nach Position gemacht.
Fu¨r jede Regel stehen zusa¨tzlich Informationen zur Ha¨ufigkeit der Buchstaben, vor
und nach denen sie zum Einsatz kommt, zur Verfu¨gung. Die mit Hilfe von DICER
gebildeten Regeln ko¨nnen wieder in VARD 2 importiert werden. Allerdings bietet
DICER keine Mo¨glichkeit, die Regeln zu bearbeiten.
which can be viewed through a set of web pages.5 The main table produced by the 
analysis, shown in Fig. 3, displays details of the individual character edit rules along 
with various frequencies. By clicking on individual rules, further information is 
available such as which characters typically occur before and after the rule occurs; 
this is shown for the rule ‘Delete e’ in Fig. 4. Any frequency in the tables can be 
clicked to view a list of occurrences producing that frequ cy. The data produced in 
the DICER analysis is vast and thus cannot be detailed in full here. 
 
Fig. 3 Screenshot of DICER analysis on a manually standardized 5,000-word sample of 
Shakespeare's First Folio 
 
Fig. 4 Screenshot of DICER showing the rule 'Delete E' in a manually standardized 5,000-word 
sample of Shakespeare's First Folio 
Abbildung 6.9.: DICER [Baron und Rayson, 2009]
6.4. Zusammenfassung
Der LexTractor beno¨tigt (aufgrund seines Einsatzgebietes) ein großes Maß an
manueller Interaktion, sowohl fu¨r die Bildung der Belege als auch fu¨r die
Erstellung der Regeln. Der Evidencer sieht mit Blick auf die automatische
Unterstu¨tzung fu¨r den Benutzer Erfolg versprechender aus. Der Benutzer hat
hier die Mo¨glichkeit, die Qualita¨t der Ergebnisse durch einen Schwellenwert zu
beeinflussen. Allerdings beno¨tigt der Bayes-Klassifizierer eine große Anzahl an
Trainingsdaten. Somit ist einiges an manueller Arbeit notwendig, bevor er eingesetzt
werden kann. Außerdem kann der Benutzer nur dokumentweise vorgehen. Somit
kann er nicht mehrere Vorkommen von mo¨glichen Varianten in verschiedenen
Texten gleichzeitig betrachten. VARD 2 sieht besonders wegen des sta¨ndig
26 http://corpora.lancs.ac.uk/dicer/ (letzter Aufruf 18.12.12)
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angepassten Konfidenzwertes fu¨r die modernen Formen sehr vielversprechend
aus. Der Konfidenzwert ist sonst vergleichbar mit dem Schwellenwert des
Bayes-Klassifizierers aus dem Evidencer-Werkzeug.
Alle betrachteten Ansa¨tze beno¨tigen einen hohen manuellen Aufwand, bevor sie
sich zur Generierung von Schreibvarianten einsetzen lassen. Deswegen wu¨rde ein
automatisches Verfahren zur Erstellung der Belege den Zugang zu historischen
Dokumenten fu¨r den Benutzer deutlich erleichtern. Außerdem werden die Regeln
bisher lediglich mit einer Konsolenanwendung generiert. Weil es auch Benutzern
ohne Informatikkenntnisse mo¨glich sein soll, Regeln zu entwickeln, wird im folgenden





Der letzte Abschnitt hat den hohen manuellen Aufwand fu¨r die Erstellung der
Belege bei der Verwendung des bisherigen Ansatzes verdeutlicht. Nach Kempken
werden fu¨r die manuelle Erstellung von 800 Belegen bereits mehrere Wochen
beno¨tigt [Kempken, 2005]. Mit Hilfe des LeXtractors dauert die Erstellung von 1.000
Lexikoneintra¨gen — und somit auch von Belegen — etwa einen Personenmonat
[Gotscharek u. a., 2011]. Diese Prozedur wiederholt sich bei jeder neuen Kollektion,
die aus einem anderen zeitlichen oder o¨rtlichen Kontext stammt. Von Pilz wurde
eine Untersuchung zur notwendigen Beleganzahl zur Erstellung einer Metrik fu¨r
zeitliche Variation im Deutschen durchgefu¨hrt. Diese kommt zu dem Ergebnis,
dass mindestens 4.000 Belege beno¨tigt werden [Pilz, 2009, S. 182ff.]. Um diesen
Aufwand drastisch zu reduzieren, ist es im Folgenden das Ziel, einen Algorithmus
zu entwickeln und zu implementieren, der Belege automatisch generieren kann.
7.1. Automatische Belegerstellung
Die Grundlage fu¨r den entwickelten regelbasierten Ansatz bildet die Annahme,
dass Schreibvarianten ein bestimmtes Maß an Regularita¨t beinhalten. Basierend
auf dieser Theorie soll im Folgenden auch die Generierung der Belege automatisch
erfolgen. Zuna¨chst werden Korrekturvorschla¨ge der Rechtschreibpru¨fung Hunspell27
fu¨r unbekannte Wo¨rter untersucht. Hunspell wird u. a. bei Open Office, Mozilla
Firefox und Google Chrome zur Pru¨fung der Rechtschreibung verwendet. Die
Vorschla¨ge fu¨r falsch geschriebene Wo¨rter basieren auf N-Gramm-Vergleichen,
Regeln und Aussprachedaten. Mit diesen Methoden werden dann auf Basis eines
Wo¨rterbuchs Vorschla¨ge erstellt. Zur Zeit stehen Wo¨rterbu¨cher fu¨r 101 Sprachen
zur Verfu¨gung.
Die richtige moderne Form einer Schreibvariante befindet sich, wie eine
Untersuchung der Vorschla¨ge zur Rechtschreibpru¨fung ergab, ha¨ufig unter den
Vorschla¨gen. Allerdings gibt es keine Mo¨glichkeit, den passenden Vorschlag
automatisch auszuwa¨hlen. Dies ergab auch eine Untersuchung von Koolen fu¨r die
niederla¨ndische Sprache [Koolen, 2005]. Es wird im Folgenden davon ausgegangen,
27 http://hunspell.sourceforge.net/ (letzter Aufruf 18.12.12)
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Bilde Trainingsmenge aus unbekannten Schreibweisen und Vorschla¨gen
Generiere Regelkandidaten (nur Regelkerne)
Solange Regelkandidaten rj mit Regelha¨ufigkeit > min Regelha¨ufigkeit
existieren
Sortiere Regelkandidaten nach Ha¨ufigkeit
Akzeptiere den ha¨ufigsten nicht akzeptierten Regelkandidaten ri
Kennzeichne den Regelkandidaten ri fu¨r alle zugeho¨rigen Vorschla¨ge si
als markiert
Akzeptiere alle si, bei denen alle Regelkandidaten akzeptiert wurden
Wenn si akzeptiert ist, lo¨sche alle konkurrierenden Vorschla¨ge sk
Abbildung 7.1.: Algorithmus zur automatischen Beleggenerierung
dass Regularita¨ten zwischen moderner Form und Schreibvariante deutlich ha¨ufiger
als zwischen Schreibvarianten und falschen Vorschla¨gen zu finden sind. Deswegen
konzentriert sich der Algorithmus (s. Abbildung 7.1) auf das Problem, den richtigen
Vorschlag der Rechtschreibpru¨fung zu einer Variante zu bestimmen. Dabei wird der
Vorschlag ausgewa¨hlt, der u¨ber die ha¨ufigeren Regelkandidaten verfu¨gt.
Aus jeder unbekannten Schreibweise und den zugeho¨rigen Vorschla¨gen wird dazu
ein Beleg erstellt (s. Tabelle 7.1). Diese Belege bilden die Trainingsmenge fu¨r
die Generierung mo¨glicher Regelkandidaten. Weil in diesem Schritt noch keine
endgu¨ltigen Regeln entstehen, sind hier die unterschiedlichen Regelkandidaten nicht
relevant, und es werden lediglich die Regelkerne betrachtet. Auf diese Weise erha¨lt
man weniger Regeln, die aber eine gro¨ßere statistische Signifikanz besitzen.
Je ha¨ufiger ein Regelkern in unterschiedlichen Belegen vorhanden ist, desto gro¨ßer ist
die Wahrscheinlichkeit, dass die Regel sinnvoll ist. Deswegen wird auch die Precision
fu¨r Belege, die auf ha¨ufigeren Regelkernen basieren, ho¨her sein. Demzufolge
wird in jedem Durchlauf von den nicht akzeptierten Regelkandidaten derjenige
mit der gro¨ßten Ha¨ufigkeit akzeptiert. So kommt z. B. in Tabelle 7.1 die Regel
i→ y insgesamt siebenmal vor. Weil alle anderen Regeln nur einmal und somit
seltener vorhanden sind, wird die Regel akzeptiert. Haben mehrere Regelkandidaten
die gleiche Ha¨ufigkeit, werden zuna¨chst Substitutionsregeln akzeptiert, weil diese
meistens eine ho¨here Precision als Einfu¨ge- und Lo¨schregeln haben. Beispielsweise
wird i→ y gegenu¨ber s→ ε oder ε→h bevorzugt.
Wurde ein Regelkandidat akzeptiert, werden die zugeho¨rigen Belege (und damit
die Vorschla¨ge der Rechtschreibpru¨fung) betrachtet. Basiert ein Beleg nur auf der
besta¨tigten Regel, wird er direkt anerkannt. Beno¨tigt er mehr als eine Regel, wird er
akzeptiert, wenn alle anderen Regeln ebenfalls besta¨tigt sind (s. Tabelle 7.2). Sonst
wird lediglich markiert, dass der Regelkandidat angenommen ist.
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Vorschlag Mo¨gliche Varianten Regelkandidaten
Geschicklichkeit Geschicklichkeyt i→ y
Ungeschicklichkeit Geschicklichkeyt un→ ε, i→ y
Unschicklichkeit Geschicklichkeyt un→ ge, i→ y
Schicklichkeit Geschicklichkeyt ε→ ge, i→ y
Geschwisterlichkeit Geschicklichkeyt w → ε, ster → ck, i→ y
jederzeit jederzeyt i→ y
jederart jederzeyt ar → zey
jederlei jederzeyt l→ z, i→ yt
jedermann jederzeyt mann→ zeyt
derzeitig jederzeyt ε→ je, i→ y, ig → ε
Tabelle 7.1.: Beispiel fu¨r Trainingsdaten der automatischen Belegerstellung und
generierte Regelkerne




Sonderheit Insonderheyt markiere i→ y als akzeptiert
Tabelle 7.2.: Beispiel zur Akzeptanz des Regelkerns i → y bei automatischer
Belegerstellung
Nach der Akzeptanz eines Vorschlages ko¨nnen im na¨chsten Schritt falsche
Vorschla¨ge aussortiert werden. Es wird davon ausgegangen, dass zu jeder
Schreibvariante nur eine moderne Schreibung existiert. Dadurch ko¨nnen die weiteren
Vorschla¨ge fu¨r historische Schreibweisen entfernt werden. Diese Annahme stellt eine
Vereinfachung dar. Wie Pilz gezeigt hat, verfu¨gt die Schreibvariante Hunngern
u¨ber die beiden modernen Formen Ungarn und Hungern [Pilz, 2009, S. 140].
Die Vereinfachung ist an dieser Stelle allerdings notwendig, um die automatische
Beleggenerierung u¨berhaupt zu ermo¨glichen und somit den manuellen Aufwand
fu¨r die Konstruktion der Trainingsdaten deutlich zu reduzieren. Bei der spa¨teren
manuellen Bearbeitung von Belegen existiert diese Einschra¨nkung nicht. Außerdem
ist davon auszugehen, dass Regeln, die durch diese Annahme verloren gehen, durch
andere Belege mit generiert werden. Wa¨hrend des Lo¨schungsprozesses werden die
falschen Belege auch von weiteren zugeho¨rigen Regelkernen entfernt. Anschließend
startet der Prozess wieder mit dem ha¨ufigsten unbehandelten Regelkandidaten.
Neben einer geeigneten Auswahl der Testmenge ha¨ngt der Erfolg eines
Lernverfahrens oftmals auch von einer geeigneten Parameterwahl ab [Witten und
Frank, 2000, S. 249]. In einigen Systemen zum Lernen von Regeln ist es mo¨glich,
Grenzwerte fu¨r die Komplexita¨t von Regeln einzugeben [Fu¨rnkranz, 1999].
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Analog dazu kann der Benutzer den Prozess der automatischen Beleggenerierung
durch folgende Parameter beeinflussen:
• Minimale Wortla¨nge: Rechtschreibprogramme generieren fu¨r kurze Wo¨rter
meistens mehr Vorschla¨ge als fu¨r lange Wo¨rter. Zusa¨tzlich ist die
Wahrscheinlichkeit, eine falsche historische Form zu generieren, deutlich
ho¨her, weil sich kurze Wo¨rter mit einer gro¨ßeren Wahrscheinlichkeit a¨hneln
als lange Wo¨rter. Zudem ist nach Zipf die Wahrscheinlichkeit fu¨r ein Wort
umgekehrt proportional zur La¨nge [Zipf, 1935]. Daraus schließt Reynaert, dass
es bei der Rechtschreibkorrektur fu¨r kurze Wo¨rter deutlich mehr Vorschla¨ge
gibt als fu¨r lange Wo¨rter [Reynaert, 2004a]. Deswegen kann die Precision fu¨r
die automatischen Belege durch eine minimale Wortla¨nge erho¨ht werden.
• Minimale Anzahl an Regelvorkommen: Der Kern des Ansatzes besteht darin,
dass die Anzahl der Belege, in denen eine Regel vorkommt, einen Indikator
fu¨r die Precision darstellt. Dabei ist die Regelha¨ufigkeit ein offensichtlicher
Parameter. Als untere Grenze muss daru¨ber hinaus eine Regel mindestens
zweimal vorkommen.
• Maximale Anzahl der Regelanwendungen pro Wort : Je mehr
Regelanwendungen beno¨tigt werden, um ein modernes Wort auf eine
potenzielle Variante abzubilden, desto unwahrscheinlicher ist es, dass es sich
um eine Schreibvariante handelt. Insbesondere kurze Wo¨rter ko¨nnen sehr
leicht auf komplett andere Wo¨rter abgebildet werden. Beispielsweise kann
durch drei Regelanwendungen auf derzeitig das Wort jederzeyt generiert
werden (s. Tabelle 7.1).
Bei den Parametern bevorzugt ein Historiker mo¨glicherweise eine ku¨rzere Wortla¨nge,
eine geringere Anzahl an Regelvorkommen sowie eine ho¨here maximale Anzahl an
Regelanwendungen, um einen hohen Recall zu erreichen. Auf diese Weise kann er
direkt mit der Suche auf der Kollektion beginnen. Im Gegensatz dazu wird ein
Linguist eventuell genau die umgekehrte Parameterauswahl treffen.
7.2. Evaluierung der automatischen Belegerstellung
Die automatische Beleggenerierung wird im Folgenden mit dem manuellen Aufbau
der Belegdatenbank verglichen. Daru¨ber hinaus werden die Parametereinstellungen
evaluiert, wobei auch die tempora¨ren Unterschiede untersucht werden.
7.2.1. Evaluierung des Aufbaus der Belegdatenbank
Als Testkollektion dient die aufgebaute Belegdatenbank (s. Abschnitt 4.3.4).
An diesem Beispiel soll nachvollzogen werden, wie viel manueller Aufwand sich
bei der Erstellung einer Trainingskollektion einsparen la¨sst [Ernst-Gerlach und
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Fuhr, 2010b]. Um den sukzessiven Aufbau der Belegdatenbank nachzustellen,
wird die Anzahl der als Testdaten verwendeten Belege von 1.000 schrittweise
um jeweils 1.000 bis auf 10.000 Belege erho¨ht. Fu¨r jede Testmenge kommt das
Verfahren zum Einsatz. Die Nullhypothese fu¨r die Precision nimmt an, dass die
Precision nicht monoton fa¨llt. Die Alternativhypothese fu¨r die Precision geht
hingegen von einer monoton fallenden Precision bei steigender Anzahl der Belege
aus. Die Nullhypothese fu¨r den Recall besagt, dass der Recall nicht monoton
steigt. Die zugeho¨rige Alternativhypothese fu¨r den Recall geht indessen von
einem monoton steigenden Recall aus. Die Hypothesen werden im Folgenden
mit einem Cochran-Armitage-Test u¨berpru¨ft. Als Parametereinstellung wird mit
einer Mindestwortla¨nge von fu¨nf Buchstaben, mindestens zwei Regelvorkommen
und maximal zwei Regelanwendungen pro Wort eine Recall-orientierte Auswahl
getroffen. Dies wird insbesondere durch den geringen Wert fu¨r die minimale
Vorkommensha¨ufigkeit der Regeln deutlich.
Es werden zuna¨chst die Recall- und Precision-Werte fu¨r die Regelkerne berechnet
(s. Abbildungen 7.2, 7.3 und Tabelle 10.3). Die Precision sinkt signifikant von 0,28
bei 1.000 Belegen bis 0,17 bei 10.000 Belegen. Der p-Wert liegt unter 2.2e-16.
Dies la¨sst sich durch die deutliche Parameterwahl zugunsten des Recall erkla¨ren.
Eine Regel muss nur zweimal vorkommen, um akzeptiert zu werden. Deswegen
steigt mit zunehmender Anzahl an Testdaten auch die Wahrscheinlichkeit, dass
ein falscher Regelkern in einem weiteren potenziellen Belegpaar vorkommt. Beim
Recall sind dagegen keine Auswirkungen der steigenden Anzahl der Trainingsdaten
zu bemerken. Er hat eine Spannbreite von 0,47 bis 0,55. Somit la¨sst sich ungefa¨hr
die Ha¨lfte der Regelkerne automatisch generieren.
Weil sich die einzelnen Regeln sehr stark in ihrer Anwendungsha¨ufigkeit
unterscheiden, wird zusa¨tzlich auch der Recall basierend auf der
Vorkommensha¨ufigkeit der einzelnen Regeln berechnet. Hier zeigte sich deutlich,
dass vor allem die besonders ha¨ufigen Regeln generiert werden, da immer mindestens
90 % der Regelkerne zu finden sind. Der p-Wert von 5.103e-16 verdeutlicht den
hoch signifikanten Anstieg bei einer Betrachtung des Recalls der Regelvorkommen.
Es wurden noch die Recall-Werte der Regelkerne bezogen auf die Gesamtmenge
der Belege berechnet (s. Abbildung 7.4 und Tabelle 10.4), um die Entwicklung
der Regelabdeckung einscha¨tzen zu ko¨nnen. Als Vergleichsbasis fu¨r das vorgestellte
Verfahren dient dabei der Recall der Regelkerne bei manueller Erstellung der
Belegdatenbank. Der Benutzer muss 2.000 Belege manuell betrachten, um denselben
Recall zu erreichen wie mit dem automatischen Verfahren. Betrachtet man den
manuellen Aufbau der Testkollektion bezogen auf die Regelha¨ufigkeit, so zeigt sich,
dass der Benutzer u¨ber 9.000 Belege manuell erzeugen muss, um den Recall so
zu erho¨hen, wie es mit den automatisch erzeugten Belegen mo¨glich ist. Ein hoch
signifikanter Anstieg ist mit einem p-Wert < 2.2e-16 fu¨r die Regelkerne auf Basis























Abbildung 7.2.: Precision fu¨r Regelkerne beim Aufbau der Belegdatenbank
Tabelle1
Seite 1





































Abbildung 7.3.: Recall fu¨r Regelkerne beim Aufbau der Belegdatenbank
Um festzustellen, wie viele Belege mit den generierten Regelkernen wiederzufinden
sind, wird auch der Recall fu¨r die Belegabdeckung berechnet (s. Abbildung 7.5 und
Tabelle 10.5). Dies geschieht sowohl fu¨r die automatische als auch fu¨r die manuelle
Vorgehensweise. In beiden Fa¨llen werden mit den aus 1.000 Belegen generierten
Regeln bereits fast 90 % der Belege abgedeckt. Dadurch wird nochmals die
Regelhaftigkeit von Schreibvarianten verdeutlicht. Der Anstieg der Belegabdeckung
ist mit einem p-Wert < 2.2e-16, sowohl bei der manuellen als auch bei der
automatischen Erstellung der Belege, hoch signifikant. Allerdings muss der Benutzer
etwa 2.000 Belege manuell bewerten, um denselben Recall wie beim automatischen
Ansatz zu erzielen.
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Abbildung 7.5.: Recall Belegabdeckung beim Aufbau der Belegdatenbank
Zusammenfassung
Wie die Evaluierung deutlich demonstriert hat, werden die ha¨ufigen Regelkerne
ausgewa¨hlt. Wenn der Benutzer diese direkt akzeptiert, muss er sich nur noch die
Wo¨rter anschauen, bei denen die automatische Zuordnung eines Vorschlags nicht
mo¨glich ist. Somit konnte gezeigt werden, dass die automatische Belegerstellung eine
enorme Zeitersparnis ermo¨glicht. Werden die bereits genannten Werte mit etwa
einem Personenmonat fu¨r die Erstellung von 1.000 Belegen zugrunde gelegt, so
lassen sich mit dem vorgestellten Algorithmus je nach angestrebter Regelqualita¨t
pro Kollektion mehrere Personenmonate an Arbeitszeit einsparen.
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7.2.2. Evaluierung der Parameter
Fu¨r die Evaluierung der Parameter werden aus der Kollektion zufa¨llig jeweils
10 Dokumente aus dem 16. bis 19. Jahrhundert ausgewa¨hlt [Ernst-Gerlach und
Fuhr, 2010a]. Es ist davon auszugehen, dass die Korrektheit der Vorschla¨ge
der Rechtschreibpru¨fung abnimmt, je a¨lter die Dokumente sind. Deshalb werden
verschiedene La¨ufe fu¨r jedes Jahrhundert durchgefu¨hrt. Die Nullhypothese besagt
dementsprechend, dass Recall und Precision nicht steigen. Demgegenu¨ber geht die
Alternativhypothese von steigenden Werten aus. Um die Sprachunabha¨ngigkeit des
Ansatzes zu zeigen, werden die Experimente ebenfalls fu¨r zehn zufa¨llig ausgewa¨hlte
Dokumente der Shakespeare-Kollektion28 durchgefu¨hrt.
Fu¨r jede Teilkollektion wird zuna¨chst die automatische Belegerstellung angewendet.
Anschließend werden die Ergebnisse anhand von 200 zufa¨llig ausgewa¨hlten
unbekannten Wo¨rtern u¨berpru¨ft. Dabei werden jeweils unterschiedliche La¨ufe mit
maximal einer, zwei bzw. drei Regelanwendungen durchgefu¨hrt. Die Recall- und
Precision-Werte werden basierend auf einer minimalen Vorkommensha¨ufigkeit der
Regeln von 2, 5 und 10 berechnet.
Bei allen Durchla¨ufen werden nur Wo¨rter beru¨cksichtigt, die mindestens fu¨nf
Buchstaben haben. Die Ergebnisse sind in den Tabellen 10.6, 10.7 und 10.8
enthalten. Es werden zwei verschiedene Precision-Werte berechnet. Der erste basiert
auf allen akzeptierten Belegen, wa¨hrend der zweite nur Belege beru¨cksichtigt, die
tatsa¨chlich Schreibvarianten enthalten. Als Vergleichsbasis fu¨r diese Evaluierung
wird jeweils der erste Vorschlag der Rechtschreibpru¨fung fu¨r jedes unbekannte Wort
ausgewa¨hlt und die entsprechenden Recall- und Precision-Werte werden berechnet.
Weil sich der Recall-Wert nicht vera¨ndert, wenn auch Belege Beru¨cksichtigung
finden, die keine Schreibvarianten enthalten, wird der Recall lediglich einmal
berechnet.
Zeitliche Evaluierung
Die Rechtschreibpru¨fung bietet im Durchschnitt 5,4 Vorschla¨ge pro unbekanntem
Wort fu¨r das 16. Jahrhundert, 4,9 fu¨r das 17. und 18. Jahrhundert und 4,6
Wo¨rter fu¨r Dokumente aus dem 19. Jahrhundert an. Somit sinkt die Anzahl der
Vorschla¨ge fu¨r die moderneren Wo¨rter leicht. Die Ergebnisse werden anhand eines
Cochran-Armitage-Tests u¨berpru¨ft.
Die Precision-Werte (s. Abbildung 7.6 und Tabelle 10.6) fu¨r die verschiedenen
Jahrhunderte steigen, wie erwartet, mit der Zeit. Eine Ausnahme bildet das
19. Jahrhundert. Der Prozentsatz der unbekannten Wo¨rter sinkt mit der Zeit
(s. Tabelle 7.3). Zusa¨tzlich ist die Anzahl der Types im 18. Jahrhundert gro¨ßer als im
28 http://www.perseus.tufts.edu/hopper/collection?collection=Perseus:collection:
Renaissance (letzter Aufruf 18.12.12)
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Precision auf Basis aller unbekannter Terme
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Abbildung 7.6.: Precision fu¨r unterschiedliche Parameter auf Basis aller
unbekannten Terme
Deutsch Englisch
1500-1599 1600-1699 1700-1799 1800-1899 1590-1616
0,36 0,33 0,10 0,07 0,06
Tabelle 7.3.: Anteil unbekannter Wo¨rter bei der Evaluierung der Parameter
19. Jahrhundert. Somit sind im 19. Jahrhundert nur halb so viele Wo¨rter unbekannt
wie im 18. Jahrhundert. Die daraus resultierende kleinere Trainingsmenge hat zu der
sinkenden Precision gefu¨hrt. Trotzdem ist bei der Entwicklung der Precision-Werte
in 7 von 9 Fa¨llen jeweils ein signifikanter Anstieg zu erkennen. Die p-Werte liegen
zwischen 0,9 % und 3,93 % basierend auf allen Termen bzw. zwischen 0,0604 %
und 4,588 % bei einer Betrachtung der Schreibvarianten. Eine Ausnahme bilden
hier 2 bzw. 3 Regelanwendungen, wenn die Regeln nur zweimal vorkommen
mu¨ssen. Hier ergibt sich ein maximaler p-Wert von 26,04 %. Der Recall steigt
ebenfalls mit der Zeit (s. Abbildung 7.7 und Tabelle 10.8). Ausnahmen bilden
drei Regelanwendungen im 19. Jahrhundert und drei Regelanwendungen mit zwei
Regeln fu¨r das 16. Jahrhundert. Der Recall steigt jedoch in allen Fa¨llen signifikant.
Der p-Wert liegt dabei zwischen 0,1138 % und 1,456 %. Insgesamt zeigt sich eine mit

















Recall-Werte für unterschiedliche Parameter







1              2               3
Abbildung 7.7.: Recall fu¨r unterschiedliche Parameter
Beschra¨nkung der Anzahl der Regelanwendungen
Die Precision sinkt in drei von vier Fa¨llen, wenn die Anzahl der Regelwendungen
steigt. Dagegen steigen alle Recall-Werte. Trotz der geringen Anzahl an Durchla¨ufen
wird deutlich, dass die Beschra¨nkung der Anzahl der Regelanwendungen ein
sinnvoller Parameter fu¨r die Qualita¨t der automatischen Belege ist. Allerdings ist die
Steigerung der Precision nur sehr gering, wenn die Anzahl der Regelanwendungen
zu stark beschra¨nkt wird.
Minimale Anzahl an Regelvorkommen
Die minimale Anzahl der Regelvorkommen erreicht bessere Ergebnisse als die
Beschra¨nkung der Anzahl der Regelanwendungen. Fu¨r das Deutsche finden sich
lediglich zwei Durchla¨ufe (beide fu¨r das 16. Jahrhundert) bei denen die Precision
zwischendurch sinkt.
Die Verbesserungen sind auch fu¨r neuere Texte gro¨ßer. Die Unterschiede fu¨r
die verschiedenen Regelvorkommen sind nur gering. In diesem Fall mu¨sste der
Schwellenwert ho¨her sein, um einen merklichen Effekt fu¨r die Precision-Werte zu
erzielen. Wie erwartet, sinkt der Recall-Wert in allen Fa¨llen fu¨r das Deutsche.
Auffa¨llig ist der Recall-Wert fu¨r das Englische. Hier ist lediglich ein Unterschied
festzustellen, wenn nur eine Regel angewendet wird. Die minimale Anzahl der
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Regelvorkommen hat keine Auswirkungen auf den Recall. Weil ungefa¨hr drei
von vier Wo¨rtern bereits gefunden werden, macht es den Eindruck, dass die
Parametereinstellungen fu¨r das Englische gut gewa¨hlt sind.
Unterschiedliche Precision-Werte
Die Precision fu¨r alle unbekannten Terme zeigt, wie groß die Anzahl der fehlerhaften
Belege ist. Wenn Regeln aufgrund von fehlerhaften Belegen generiert werden, gehen
keine Belege verloren. Deswegen ist ebenfalls interessant, die Precision nur fu¨r die
historischen Varianten zu betrachten (s. Abbildung 7.8 und Tabelle 10.7). Wie
erwartet, ist die Precision fu¨r diese deutlich ho¨her. Die ho¨chste Precision liegt
bei 0,82 fu¨r das 18. Jahrhundert bei nur einer Regelanwendung, wenn die Regel
mindestens fu¨nfmal vorkommt. Keiner der beschra¨nkten Precision-Werte ist fu¨r das
Deutsche niedriger als 0,57. Somit ist mehr als jeder zweite ausgewa¨hlte Vorschlag
eine Variante. Selbst bei der Betrachtung des niedrigsten Precision-Wertes fu¨r alle
unbekannten Wo¨rter (0,48) ist fast jeder zweite Beleg richtig.
Die Precision-Werte fu¨r das Englische sind niedriger als die fu¨r das Deutsche. Bei
der beschra¨nkten Precision ist aber ebenfalls fast jeder zweite Vorschlag korrekt.
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Fu¨r die deutschen Beispiele ist die Precision der automatisch ausgewa¨hlten Belege
im Vergleich mit dem ersten Vorschlag der Rechtschreibpru¨fung immer deutlich
besser. Mit Ausnahme des 16. Jahrhunderts gilt dies auch fu¨r den Recall. Fu¨r
das 16. Jahrhundert wird der Recall sogar von den meisten Durchla¨ufen mit
weniger restriktiven Parametereinstellungen von der Vergleichsbasis u¨bertroffen. Im
Gegensatz zu der automatischen Belegerstellung weisen weder die Precision-Werte
(p = 7,699 % bzw. p = 13 %) noch der Recall-Wert (p = 12,54 %) der Vergleichsbasis
einen signifikanten Anstieg der Werte auf.
Bei den Ergebnissen fu¨r die Durchla¨ufe, die auf den Shakespeare-Dokumenten
basieren, ist der Recall immer besser als die Vergleichsbasis. Fu¨r die Precision,
die auf allen Wo¨rtern basiert, sind die Ergebnisse unterschiedlich. Werden
nur die Precision-Werte fu¨r die historischen Varianten betrachtet, ist die
Precision fu¨r die Vergleichsbasis (0,58) besser als die beste Precision fu¨r die
automatische Belegauswahl (0,50). Bei einer Erho¨hung der minimalen Anzahl
der Regelvorkommen auf 100 ist die Precision identisch mit der Vergleichsbasis,
aber der Recall ist immer noch ho¨her als bei der Vergleichsbasis (0,71 zu 0,66).
Demzufolge sind die Parametereinstellungen fu¨r die englischen Testdaten entgegen
der urspru¨nglichen Annahme nicht optimal gewa¨hlt.
Zusammenfassung
Die Ergebnisse fu¨r das 18. Jahrhundert sind bemerkenswert, wenn der Schwellenwert
fu¨r die minimale Anzahl der Regelha¨ufigkeit von zwei auf fu¨nf erho¨ht wird. Die
Precision steigt dann bei einer Regelanwendung von 0,62 auf 0,72 fu¨r unbekannte
Wo¨rter und von 0,70 auf 0,82 speziell fu¨r Schreibvarianten. Eine minimale Anzahl
von fu¨nf Regelanwendungen ist, wie genauere Untersuchungen ergeben haben, in
diesem Fall ein sehr guter Schwellenwert. Auf diese Weise wird eine große Anzahl
falscher Belege nicht automatisch akzeptiert. Dies verdeutlicht die Wirksamkeit des
Parameters.
Besonders die Dokumente aus dem 16. und 17. Jahrhundert enthalten viele
Lehnwo¨rter. In den meisten Fa¨llen sind diese in lateinischer Sprache. Einige
Dokumente beinhalten sogar ganze Sa¨tze in lateinischer Sprache. Um diese
Terme nicht als unbekannte Wo¨rter einzustufen, ko¨nnten Werkzeuge zur
Sprachidentifizierung zum Einsatz kommen. Auf diese Weise wa¨re es auch mo¨glich,
fu¨r die betreffenden Passagen eine Rechtschreibpru¨fung fu¨r die entsprechende
Sprache einzusetzen und passende Regeln zu generieren.
Fu¨r Einfu¨ge- und Lo¨schregeln ko¨nnte die Precision durch Einbeziehung von
minimalem Kontext gesteigert werden. Beispielsweise ko¨nnte die Einfu¨geregel ε→h
durch Regeln der Form t→ th ersetzt werden.
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Pilz und Luther haben ihren Bayes-Klassifizierer mit verschiedenen
Parametereinstellungen evaluiert [Pilz und Luther, 2009]. Fu¨r ihre 8.000 Belege
zum Training haben sie Belege aus derselben Kollektion verwendet, auf der auch die
vorliegende Evaluierung basiert. Das beste Ergebnis war eine Precision von 73,08 %
fu¨r die Klassifizierung bei Schreibvarianten. Dieser Wert wurde mit Quadrigrammen
in Kombination mit einem gegebenen Wo¨rterbuch erzielt. Der Evaluierung liegen
teilweise andere Testdaten aus derselben Kollektion zugrunde. Trotzdem wird
deutlich, dass die Precision-Werte des automatischen Ansatzes (zwischen 0,48
und 0,74) relativ gut sind, da sie im Gegensatz zum Bayes-Klassifizierer ohne
Trainingsdaten auskommen.
Basierend auf der Evaluierung muss eine Annahme korrigiert werden: Es bestehen
auch Regularita¨ten zwischen Schreibvarianten und falschen Vorschla¨gen. Weil
diese Regularita¨ten teilweise mit denen zwischen Schreibvariante und korrektem
Vorschlag u¨bereinstimmen, ko¨nnen die falschen Vorschla¨ge sogar die korrekten
Vorschla¨ge besta¨tigen. Beispielsweise kommt die Regel i→ y in der Tabelle 7.1
siebenmal vor, obwohl nur zwei korrekte Vorschla¨ge in der Tabelle enthalten sind.
7.2.3. Zusammenfassung
Die experimentellen Ergebnisse haben gezeigt, dass die automatischen Belege
den Prozess der Beleggenerierung sehr gut unterstu¨tzen ko¨nnen. Mit den
generierten Belegen lassen sich die ha¨ufigsten Regeln bilden. Daher kann sofort
ein Regelsatz generiert werden, der die Retrievalqualita¨t deutlich verbessert, ohne
dass der Benutzer die Regeln zwingend bearbeiten muss. Durch eine geeignete
Parameterauswahl je nach Kollektion und Sprache kann der Prozess vom Benutzer
gesteuert werden. Die automatische Beleggenerierung hat somit den Engpass
des entwickelten Verfahrens beseitigt. Im folgenden Abschnitt wird das darauf
aufbauende Werkzeug zur semi-automatischen Regelgenerierung vorgestellt.
7.3. RuleGenerator
Die meisten Humanisten haben eine recht hohe Hemmschwelle bei der Nutzung
neuer Technologien [Rimmer u. a., 2006]. Dies gilt auch bei speziell fu¨r diesen
Bereich entwickelten Applikationen [Juola, 2006]. Das kann sowohl an dem
fehlenden Komfort der vorhanden Anwendungen als auch an dem hohen
Vertrauen in die herko¨mmlichen Verfahren liegen. Dies la¨sst sich durch die
fehlende Deckung der Vorstellungen der Entwickler mit den Erwartungen der
Wissenschaftler an entsprechende Werkzeuge erkla¨ren. Dieses Problem muss
bei der Entwicklung von Werkzeugen fu¨r die digitalen Geisteswissenschaften
beru¨cksichtigt werden, damit sie auch zur Unterstu¨tzung bei der Bearbeitung
von Forschungsfragen genutzt werden [Garces, 2006]. Zudem stellen ungewohnte
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Betriebssysteme eine zusa¨tzliche Hu¨rde dar [Crane, 2007]. Der RuleGenerator
soll deswegen plattformunabha¨ngig implementiert werden und es Benutzern ohne
Informatikkenntnisse ermo¨glichen, Regeln fu¨r ein Korpus zu erstellen. Dazu muss
er die Bedu¨rfnisse der Zielgruppe nach einer geringen Nutzungshemmschwelle und
einer intuitiven Bedienung beru¨cksichtigen [Johnson, 2006]. Die entsprechenden
Anwendungen mu¨ssen deswegen extrem benutzerfreundlich sein.
Bisher ko¨nnen Regeln nur mit einer Konsolenanwendung erstellt und mit einem
Editor weiterbearbeitet werden. Mit dem RuleGenerator [Ernst-Gerlach u. a., 2011]
(s. Abbildung 7.9) wird ein Werkzeug entwickelt, das dem Benutzer die automatische
Generierung von Belegen und Regeln mit einer graphischen Benutzerschnittstelle
ermo¨glicht. Eine Visualisierung unterstu¨tzt den Benutzer im Bereich des Data
Mining bei der Bildung von neuen Regeln. Dies wurde von Nguyen und Kollegen
gezeigt [Nguyen u. a., 2006]. Demzufolge sollen insbesondere U¨bersichten u¨ber die
Belege sowie die Regelmengen und -kandidaten visualisiert werden. Ausgehend von
seinen Bedu¨rfnissen wird sich der Benutzer mehr auf den Recall oder die Precision
seiner Suche konzentrieren. Das Werkzeug soll an dieser Stelle die notwendige
Flexibilita¨t bieten. Dabei sollen A¨nderungen in einer Komponente automatisch in
die anderen Komponenten u¨bernommen werden, ohne dass eine Aktualisierung der
Ansicht erforderlich ist [Hearst, 1999].
Vor der Erstellung des RuleGenerators wurde in der Masterarbeit [Awakian,
2010] zuna¨chst eine Anforderungsanalyse durchgefu¨hrt. Darauf aufbauend
entstand ein Design-Konzept. Hierfu¨r wurden zuna¨chst mit einer hierarchischen
Aufgaben-Analyse die Teilaufgaben festgelegt. Anschließend wurde das
konzeptionelle Modell der Benutzeroberfla¨che mit Hilfe von Mockups umgesetzt
und mit kognitiven Durchga¨ngen getestet, bevor das Konzept implementiert wurde.
Bei der Analyse ergaben sich die Schwerpunkte Bildung und Bearbeitung von
Belegen sowie Generierung und Bearbeitung von Regeln. Deswegen wird zuna¨chst
eine horizontale Zweiteilung in die Komponenten SmartEvidencer (s. Abbildung 7.9
oben) fu¨r die Belege und RuleModification (s. Abbildung 7.9 unten) fu¨r die Regeln
vorgenommen. Der SmartEvidencer gliedert sich wiederum in die Komponenten
Evidences (rechts oben) zur Belegsammlung und -bearbeitung und HistoricText
(links oben) mit den Textquellen. Die RuleModification ist in die Komponenten
RuleSelector- und die RuleVisualization aufgeteilt. Die RuleSelector-Komponente
(links unten) erlaubt es dem Benutzer, durch die Regelmenge zu navigieren und
bestimmte Regeln zu finden. Weil der Benutzer mit graphischen Darstellungen
schneller und effektiver arbeiten kann [Hearst, 1999], werden in der RuleModification
die Details ausgewa¨hlter Regeln rechts unten in der Visualisierungs-Komponente
dargestellt. Sowohl beim SmartEvidencer als auch bei der RuleModification wird
jeweils in der linken Teilkomponente der U¨berblick gegeben und entsprechend der
Lese- und Interaktionsrichtung werden rechts weitere Details zur Verfu¨gung gestellt.
Bei der Erstellung bzw. Auswahl eines neuen Belegs in der Evidencer-Komponente




Komponente RuleSelector. Durch diese Gestaltung der Oberfla¨che soll sich die
Anzahl der Interaktionen mit diagonalen Sichtbeziehungen reduzieren. Im Menu¨ des
RuleGenerators bietet sich die Gelegenheit zum Im- und Export der Regeln. Um
mo¨gliche Bedienungsfehler zu minimieren, werden Funktionen ausgegraut, deren
Einsatz in der jeweiligen Situation des Benutzers nicht sinnvoll ist. Die einzelnen
Komponenten des RuleGenerators werden im Folgenden na¨her erla¨utert.
7.3.1. SmartEvidencer
Der SmartEvidencer dient zur Sammlung der Belege. Fu¨r jeden erstellten
Beleg werden sofort Regeln generiert. Auf diese Weise wird eine iterative
Erstellung der Regeln umgesetzt, und die Bereitstellung eines ersten Regelsatzes
kann jederzeit erfolgen. In den Prozess des Belegesammelns ist auch die
automatische Beleggenerierung integriert. Die automatischen Belege ermo¨glichen
es, die Trainingsdaten deutlich schneller und mit geringerem manuellen Aufwand
zu erzeugen. Der Benutzer kann diesen Prozess beeinflussen, indem er beim Laden
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der Texte die minimale Wortla¨nge, die maximale Anzahl der Regelanwendungen
pro Wort sowie die minimale Anzahl an Regelvorkommen als Parameter einstellt
(s. Abbildung 7.10). Daru¨ber hinaus ko¨nnen Zeit und Ort fu¨r den zu erstellenden
Regelsatz eingegeben und durch die Auswahl der Sprache das Wo¨rterbuch fu¨r die
Rechtschreibpru¨fung festgelegt werden. Dabei stehen automatisch die Sprachen zur
Verfu¨gung, fu¨r die das entsprechende Wo¨rterbuch von Hunspell hinterlegt ist.
Die Ergebnisse dieses Prozesses werden dem Benutzer in einer Liste pra¨sentiert
(s. Abbildung 7.11). Diese zeigt die modernen und historischen Formen sowie
den Regelkern an. Die Anzeige der Regelkerne unterstu¨tzt den Benutzer bei der
Einordnung der vorgeschlagenen Belege. So sind z. B. sowohl die phonetische
A¨hnlichkeit der Regelkerne als auch die Anzahl der beno¨tigten Regelkerne Indizien
fu¨r korrekte Belege. Der Benutzer kann anschließend einzelne Belege oder alle Belege
gleichzeitig bearbeiten. Dabei kann er die Belege entweder direkt oder provisorisch
akzeptieren. Vorla¨ufig akzeptierte Belege werden wie akzeptierte Belege behandelt.
Allerdings werden sie in der Belegliste mit einem Fragezeichen markiert. Diese
Belege ko¨nnen zu einem spa¨teren Zeitpunkt noch endgu¨ltig anerkannt werden.
Auf diese Weise kann der Benutzer aus den erzeugten Belegen Regeln generieren
und mit diesen nach Dokumenten suchen. Zu einem spa¨teren Zeitpunkt kann
er die provisorischen Belege u¨berpru¨fen und den Regelsatz u¨berarbeiten. Diese
Vorgehensweise setzt die von Mangu und Brill vorgeschlagene Kombination von
manuellen und automatischen Methoden zum Regellernen um, bei der der Benutzer
nur noch die unsicheren Regeln bzw. in diesem Fall auch die unsicheren Belege
bearbeiten muss [Mangu und Brill, 1997].
Abbildung 7.10.: Text laden
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Abbildung 7.11.: Benutzeroberfla¨che fu¨r automatische Belege
Evidencer
Im Anschluss an die Bearbeitung der automatischen Belege kann der Benutzer
in dem Unmatched-Reiter (s. Abbildung 7.9 oben links) aus den noch nicht
zugeordneten Wo¨rtern weitere Belege bilden. Dazu werden dem Benutzer die
unbekannten Wo¨rter in einer Liste angezeigt. Zu einem ausgewa¨hlten Wort kann
er entweder einen Vorschlag der Rechtschreibpru¨fung akzeptieren oder selbst einen
Vorschlag eingeben. Zu jedem Vorschlag der Rechtschreibpru¨fung werden ebenfalls
die entsprechenden Regelkerne fu¨r eine Abbildung auf den unbekannten Term
mit angezeigt. Es besteht zudem die Mo¨glichkeit, der Liste neue Schreibvarianten
hinzuzufu¨gen. Außerdem ko¨nnen Wo¨rter, bei denen es sich nicht um eine
Schreibvariante handelt, aus der Liste gelo¨scht bzw. einem Wo¨rterbuch hinzugefu¨gt
werden. Der Matched-Reiter zeigt die akzeptierten Belege mit den Regeln an.
Zudem besteht in dieser Ansicht auch die Mo¨glichkeit, bereits besta¨tigte Regeln
noch weiter zu bearbeiten. Beispielsweise lassen sich provisorisch anerkannte Belege
endgu¨ltig akzeptieren oder es kann zu einer historischen Form eine weitere moderne
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Form angegeben werden. Fehlerhafte Belege ko¨nnen wieder gelo¨scht werden.
Eine Filterung der Belege kann anhand des Status (provisorisch bzw. endgu¨ltig
akzeptiert) erfolgen.
HistoricText
Die HistoricText-Komponente stellt die mo¨glichen Schreibvarianten in
Textauszu¨gen von 40 Wo¨rtern La¨nge hervorgehoben dar. Auf diese Weise
kann der Benutzer bei Bedarf aus den Kontextinformationen die genaue Bedeutung
des Wortes erschließen. Falls der Textauszug nicht ausreichend ist, kann auch eine
Anzeige des gesamten Textes erfolgen.
7.3.2. RuleModification
Die Bearbeitung der aus den Belegen generierten Regeln erfolgt in der
RuleModification-Komponente (s. auch [Korbar, 2010]). Diese Komponente soll
sowohl die Erstellung von Regeln als auch das Lo¨schen und Bearbeiten von Regeln
unterstu¨tzen.
Visualisierungen werden ha¨ufig eingesetzt, um gelerntes Wissen in einer fu¨r den
Benutzer versta¨ndlichen Form darzustellen [Couturier u. a., 2007]. Sie ermo¨glichen
es, große Mengen an Informationen effizienter und effektiver zu verstehen [Foo und
Hendry, 2007]. Weil der Benutzer nicht nur Regeln generieren, sondern auch die
Mo¨glichkeit bekommen soll, Regeln selbst zu bearbeiten, muss eine geeignete Form
der Regelvisualisierung und -bearbeitung entwickelt werden. Auf diesem Gebiet sind
bereits einige verwandte Arbeiten entstanden. So wurde z. B. von Pilz und Kollegen
ein Werkzeug zur Evaluierung von Abstandsmaßen (s. Abbildung 7.12) vorgestellt,
das neben der Visualisierung auch die Mo¨glichkeit bietet, die Abstandsmaße in einer
Tabelle zu bearbeiten [Pilz u. a., 2007].
Weil die meisten Regeln fu¨r Schreibvarianten eine Anwendung in beliebiger
Reihenfolge erlauben, ergeben sich viele Kombinationsmo¨glichkeiten und
Permutationen. Deswegen wurde von Kempken und Kollegen eine Visualisierung
von Regeln vorgestellt, mit der sich z. B. relevante Regeln oder auch Redundanzen
finden lassen, um Regelsa¨tze zu optimieren [Kempken u. a., 2007]. Abbildung 7.13
fu¨hrt z. B. alle Varianten zu genannt auf. Die farbig dargestellten Rechtecke stellen
die vom Benutzer ausgewa¨hlten Varianten dar. Die gru¨nen Rechtecke stehen fu¨r
Varianten, die auch in Dokumenten vorkommen. In der TreeMap-Visualisierung
kann fu¨r ausgewa¨hlte Varianten u¨berpru¨ft werden, mit welchen Regeln die Bildung
der Variante mo¨glich ist.
Das neu zu entwickelnde Werkzeug soll u¨bersichtlich aufgebaut sein, damit der




The MDS view displays smaller subsets, thus al-
lowing further refinement while providing addi-
tional information detail.
MDS is a class of statistical methods that has its 
roots in psychological research. The main applica-
tion of such techniques is to assign the elements of 
an item set to a spatial configuration in such a way 
that it represents the elements’ relationships with 
as little distortion as possible. In this context, MDS 
can be used to arrange spellings in a two-
dimensional space according to their spelling dis-
tances from one another. This allows for an intui-
tive display of distances and clusters of spelling 
variants. It also makes it possible to discover dis-
tance anomalies. If this representation is used with 
filtering features, it can be used to select subsets of 
elements quickly and comfortably. These subsets 
can then be displayed in detailed information 
views that would be too cluttered with greater 
numbers of items.
The “distortion” is evaluated by comparing the 
distances calculated by the spelling distances with 
the configuration’s geometric distances. A com-
mon calculation for this distortion is the so-called 
“raw stress” factor. Kruskal (Kruskal, 1964) de-
fined raw stress as the sum of distance errors over 
a configuration. To calculate this error, we use the 
distance matrix D, where each entry holds the cal-
culated distance δij between the spellings of the 
relevant row and column. Comparison with geo-
metric distances requires this matrix to be symmet-
ric. Because spelling distances are not necessarily 
symmetric, we use the mean value of both distance 
directions. The second part of the error calculation 
requires the distances dij between the spellings, 
which is determined by i and j of the current con-
figuration X. The actual error is the difference be-
tween the two distances squared.
 2)(Xde ijijij  
Kruskal’s “raw stress” value is then determined 
by summarizing the error over the elements of the 
upper triangular matrix. The sum can be restricted 
to this reduced element set due to the symmetric 
nature of the matrix.
Figure 3. The user interface of the MetricEvaluationTool
Abbildung 7.12.: MetricEvaluationTool [Pilz u. a., 2007]
Visualisierung der Regeln erforderlich. Dazu wurden in der Diplomarbeit [Korbar,
2010] einige Verfahren untersucht.
RuleSelector
Der RuleSelector soll dem Benutzer einen U¨berblick u¨ber die gesamte Regelmenge
geben und ihn bei der Suche nach einer bestimmten Regel unterstu¨tzen. Zu diesem
Zweck wird ein Filter implementiert, der es ermo¨glicht, die vorhandene Regelmenge
anhand der folgenden Regelkriterien zu filtern (s. Abbildung 7.14):
• Es ko¨nnen Vorgaben zum Find- und Replace-Teil der Regeln gemacht werden.
Dabei erfolgt die Filterung direkt bei der Eingabe durch den Benutzer, so
dass er sofort einen U¨berblick u¨ber das Filterergebnis erha¨lt. Der gefundene
Kontext einer Regel bekommt bei der Darstellung eine rote Markierung.
Oberregeln, die Filterkriterien selbst nicht erfu¨llen, aber entsprechende
Unterregeln haben, werden zur besseren Einordnung der gefilterten Regeln
in ausgegrauter Form ebenfalls angezeigt.
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Figure 4: Screenshot: Term highlighting view with tooltip display, cushion effect turned off
common strategies to complete the given tasks. A brief description
of these approaches should be given.
Figure 5: Extract of spreadsheet presentation
The first four tasks were completed in a similar way, regardless of
the used presentation. The necessary steps involved finding of the
established spellings, either by the highlighting functionality or the
Excel search tool. The detailed information required to complete
the tasks 2-4 were found with the tooltip display or the additional
information in the corresponding table row. Hence, most of our par-
ticipants considered both approaches equally adequate to complete
the given tasks.
First differences could be noticed regarding tasks 5-7: The high-
lighting functionality according to particular criteria in our treemap
tool significantly eased the jobs. Whereas tasks 5 and 7 could be
completed with the spreadsheet as well, about one fourth of the
participants considered it too expensive. Accordingly, about ***
percent of them preferred our treemap tool.
The rating for task 8 varies: It depends on the particular participant
whether the treemap or table approach seems more adequate. ***
percent preferred the spreadsheet, *** favorize our approach, and
the rest of *** percent considers both equally suitable. Either way,
it was considered necessary to check for occurrences of rule deriva-
tions in the given constraints using the highlighting functionality or
the search option respectively.
However, the potential of our approach is clearly shown in the rat-
ings after completion of task 9. All of our participants preferred
our treemap ‘similarity shading’ approach and even considered the
work needed by the spreadsheet approach as too expensive or did
not come up with an adequate strategy on how this task could be
done. The underlying problem, the evaluation of particular rules, is
however crucial for the optimization of a ruleset.
As a conclusion, our tool eases or is at least as adequate as a text-
based approach for the completion of simple tasks like identifica-
tion of rules and exploring the derivation process. Furthermore, the
performance of more complex or fuzzy tasks like identification of
possibly ‘bad’ rules is just made possible by the treemap visualiza-
tion approach.
8 Discussion
Treemap visualization of rule productivity in deriving nonstandard
spellings offers a great variety of usage scenarios. Attempts to eval-
uate this new approach have to differ between these usage scenarios
Abbildung 7.13.: TreeMap Visualisierung von Regeln [Kempken u. a., 2007]
• Auß rdem la¨sst sich die Suche auf den Reg l yp (insert, delete oder substitute)
beschra¨nken.
• Daru¨ber hinaus kann sich der Benutzer sowohl alle Regeln anzeigen lassen als
auch nur die Regeln fu¨r einen konkreten Beleg.
Die Visualisierung der Regeln erfolgt in einer Baum-basierten Darstellung. Dabei
werden zwar Regeln mit mehreren Oberregeln zweifach im Baum abgebildet, aber
im Gegensatz zur Listendarstellung ist die Regelstruktur fu¨r den Benutzer deutlich
besser erkennbar. Außerdem ist der Anteil von Regeln mit mehreren Oberregeln
relativ gering. Die Analyse eines Regelsatzes hat ergeben, dass nur etw 5 % der
untersuchten Regeln mehr als eine Oberregel besaßen (Details s. [Korbar, 2010]).
RuleVisualization
Die RuleVisualization-Komponente ermo¨glicht es dem Benutzer, die im RuleSelector
ausgewa¨hlte Regel im Detail zu betrachten. Außerdem erlaubt e es, di




der ausgewa¨hlten Regel zu erstellen. Eine Regel kann sowohl mehrere Ober-
als auch Unterregeln haben. Deswegen lassen sich Regeln nicht in einem Baum,
sondern nur in einem gerichteten azyklischen Graphen darstellen. Bei Unterregeln
wird der von der Oberregel geerbte Kontext um zusa¨tzliche Kontextinformationen
erweitert. Dadurch verschlechtert sich gegebenenfalls der Recall. Da angenommen
wird, dass ku¨rzere Regeln eine gro¨ßere Anzahl an positiven Beispielen abdecken
[Fu¨rnkranz, 1999], kann sich aber die Precision der Regel verbessern. Demzufolge
sollte auch das Gewicht der Unterregeln ho¨her als das der Oberregeln sein.
Fu¨r die Visualisierung wurden zuna¨chst die im JUNG-Framework29 vorhandenen
Layout-Algorithmen Directed Acyclic Graph, Fruchterman-Reingold, Sugiyama und
Tree Layout fu¨r Graphen evaluiert (Details s. [Korbar, 2010]). Neben der Darstellung
eines gerichteten azyklischen Graphen sollte dabei die Hierarchie der Regeln
visualisiert werden. Knoten mit der gleichen Oberregel sollen auch nebeneinander
gruppiert werden. Dabei ist die Anzahl der sich u¨berschneidenden Kanten zu
minimieren. Weil die untersuchten Algorithmen nicht direkt fu¨r die gegebenen Daten
geeignet sind, entstand ein Konzept fu¨r ein Layout (s. Abbildung 7.9 unten rechts),
welches Ansa¨tze aus den bestehenden Verfahren u¨bernimmt (Details s. [Korbar,
2010]). Zur optischen Platzierung der Knoten des Graphen wird die hierarchische
Einordnung von Knoten des Sugiyama-Layouts mit der rekursiven Zeichenweise
von u¨blichen Tree-Layouts kombiniert. Dabei wird der Wurzelknoten auf der
obersten Ebene angeordnet, wa¨hrend alle anderen Knoten in Abha¨ngigkeit von der
maximalen Anzahl passierter Kanten bis zum Wurzelknoten angeordnet werden.
Daraus ergibt sich ein Layout, bei dem alle Kanten nach unten gerichtet sind. Um
die U¨bersichtlichkeit der Visualisierung nach dem Fokus-und-Kontext-Prinzip zu
verbessern, werden nur die Regeln angezeigt, die fu¨r die ausgewa¨hlte Regel relevant
sind. In expandierbaren Knoten werden weitere Regeln zusammengefasst und bei
29 http://jung.sourceforge.net/ (letzter Aufruf 18.12.12)
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Abbildung 7.15.: Preview Modus
Bedarf zusa¨tzlich angezeigt. Weil das JUNG-Framework bereits Verschiebe- und
Zoom-Operationen unterstu¨tzt, stehen diese automatisch bei der Visualisierung von
Regeln zur Verfu¨gung.
Innerhalb der RuleVisualization-Komponente stellt eine Werkzeugleiste die
verschiedenen Mo¨glichkeiten zur Modifikation der Regelmenge bereit. Zur Erstellung
von neuen Regeln gibt es Dialoge mit verschiedenen Unterstu¨tzungsmo¨glichkeiten.
Der Benutzer kann eine Regel frei eingeben, ohne dass dafu¨r ein Beleg existieren
muss. Er kann aber auch einen Dialog verwenden, der ihn bei der Generalisierung
bzw. Spezialisierung von Regeln unterstu¨tzt. Funktionen, die fu¨r eine ausgewa¨hlte
Regel nicht zur Verfu¨gung stehen, werden ausgegraut. Bei der Durchfu¨hrung
von Modifikationen wird der Benutzer von einem Vorschau-Modus unterstu¨tzt.
Dieser wird aktiviert, sobald der Benutzer einen Modifizierungs-Dialog o¨ffnet.
Der Vorschau-Modus visualisiert den Graph in dem Zustand, in dem er nach
Durchfu¨hrung der eingegebenen A¨nderung wa¨re. Jede Eingabe innerhalb eines
Modifizierungs-Dialogs lo¨st eine animierte Aktualisierung des Vorschau-Modus aus.
So sieht der Benutzer sofort die Konsequenzen seiner A¨nderung und ihm wird die
Entscheidungsfindung erleichtert. Dies ist in Abbildung 7.15 zu sehen. Links wird
die Regel uot→uet ausgewa¨hlt und die Schaltfla¨che zur Modifizierung beta¨tigt.
Daraufhin wird sowohl im Find- als auch im Replace-Teil der Regel das u durch
ein a ersetzt. Nach dieser A¨nderung wird die Visualisierung des Preview-Modus
aktualisiert. Dieser zeigt nun die urspru¨ngliche Form der Regel an (old rule) sowie
die Form der Regel, die vorliegt, sofern diese A¨nderung besta¨tigt wird (new rule).
Zusa¨tzlich werden die A¨nderungen auch farblich markiert.
7.4. Benutzerevaluierung des RuleGenerators
Im Rahmen einer Benutzerstudie wurde fu¨r den RuleGenerator die Versta¨ndlichkeit
und Bedienungsfreundlichkeit der Anwendung untersucht. Beides sollte sowohl fu¨r
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die Erstellung von Belegen und Regeln als auch fu¨r die Interaktion der beiden
Anwendungsteile u¨berpru¨ft werden.
7.4.1. Vorstudie
In einem ersten Schritt wurde der Prototyp des RuleGenerators auf seine
Funktionsfa¨higkeit gepru¨ft. Ziel der nachfolgend dargestellten Evaluierung ist der
generelle Test der Abla¨ufe. Dazu wird die Benutzerfreundlichkeit im Rahmen einer
eyetrackergestu¨tzten Benutzerstudie evaluiert (Details s. [Awakian, 2010; Korbar,
2010]). Der Eyetracker zeichnet dabei die Augenbewegungen der Probanden auf.
Diese ko¨nnen anschließend ausgewertet werden. Dabei kann festgestellt werden,
welche Bereiche die Aufmerksamkeit des Benutzers auf sich gezogen haben und
an welchen Stellen er bestimmte Funktionen sucht.
An der Evaluierung nahmen zehn Studenten der Universita¨t Duisburg-Essen
teil. Unter den Testpersonen befanden sich sieben Informatiker, zwei
Sozialwissenschaftler und ein Erziehungswissenschaftler. Mit einem Computer
arbeiteten die Testpersonen seit acht bis zwanzig Jahren und alle Testpersonen
geben an, den Computer ta¨glich zu verwenden.
Vor der Evaluierung bekamen die Benutzer zuna¨chst eine kurze Anleitung
(s. Abbildung 11.1, 11.2 und 11.3) sowie eine mu¨ndliche Einfu¨hrung in die
Applikation. Es war den Testpersonen gestattet, wa¨hrend der Evaluierung Fragen
zu stellen. Die Fragen sowie die Maus- und Augenbewegungen der Personen wurden
beobachtet und protokolliert bzw. vom Eyetracker aufgezeichnet. Die Evaluierung
bestand aus einer Reihe von Aufgaben (s. Abbildung 11.4), die von den Testpersonen
innerhalb der RuleGenerator Applikation durchzufu¨hren waren. Dadurch sollte
u¨berpru¨ft werden, ob die Anwendung sich intuitiv bedienen la¨sst. Daran schloss
sich ein kurzes Interview an, und die Probanden fu¨llten einen Fragebogen aus, mit
dem einzelne Aspekte der Benutzerfreundlichkeit untersucht wurden. Auf diesem
gab es verschiedene Aussagen zum RuleGenerator, die die Probanden anhand einer
fu¨nfstufigen Likert-Skala mit 1 (= trifft nicht zu) bis 5 (= trifft voll zu) bewerten
sollten. Die Ergebnisse sind in Boxplot-Diagrammen dargestellt. Innerhalb der Box
liegen dabei 50 % der Antworten. Der senkrechte Strich in der Box stellt den Median
dar. Im Bereich der an die Box angrenzenden Linien liegen die restlichen Antworten,
mit Ausnahme einzelner Ausreißer, die als Punkte dargestellt sind.







Die Aussagen werden im Folgenden in einer verku¨rzten Form dargestellt. Der
Fragebogen ist im Anhang enthalten (s. Abbildungen 11.5, 11.6 und 11.7).
Allgemeine Bedienung Die Aussagen zur allgemeinen Bedienung beziehen sich
auf die Applikation insgesamt. Wie in Abbildung 7.16 zu sehen ist, ist die Bewertung
der Applikation im Allgemeinen positiv. Der Median liegt immer mindestens
bei vier und auch die weiteren Werte liegen bis auf die Ausreißer im positiven
Bereich. Lediglich die Icons der Applikation werden in der Aussage ”Icons eindeutig”
mittelma¨ßig bewertet. Im Interview mit den Probanden besta¨tigten sich diese
Ergebnisse. Die Probanden haben vor allem Probleme mit den Icons in der
RuleModification.
Evidencer Die Probanden bewerteten die Aussagen zu den Belegen
(s. Abbildung 7.17) fast alle im Median mit 4. Die Aussage ”Beleg editieren
einfach” wird etwas schlechter bewertet. Im Interview zeigte sich, dass einige
Personen Probleme hatten, den Zugang zu dieser Funktion zu finden. Sie
erwarteten ebenfalls eine Erreichbarkeit der Operation u¨ber die Werkzeugleiste,
diese la¨sst sich jedoch lediglich u¨ber einen Doppelklick aktivieren.
RuleSelector Die Aussagen zum RuleSelector (s. Abbildung 7.18) werden
wiederum u¨berwiegend mit einem Median von 4 bewertet. Eine Ausnahme bildet
hier die Aussage ”Regel finden einfach”. Sie wird von den Benutzern mit einem
Median von drei bewertet. Die Benutzer hatten beim Finden von Regeln vor
allem Probleme damit, dass der Regelbaum bei der Benutzung des Filters nicht
automatisch expandiert wird. Dies ergibt die Auswertung der Interviews und der
Eyetracker-Daten.
RuleVisualization Die Aussagen zur Regelvisualisierung (s. Abbildung 7.19)
werden im Median in den meisten Fa¨llen mindestens mit 4 bewertet. Etwas
schlechter schneidet hier die Aussage ”Buttons bei RuleVisualization eindeutig” mit
einem Median von 2,5 ab. Diese Bewertung deckt sich mit der schlechten Bewertung
der Icons bei den allgemeinen Aussagen zu der Anwendung. Die Aussage ”Animation
in RuleVisualization verwirrend” wird mit einen Median von 2 nicht als verwirrend
empfunden.
Beobachtungen wa¨hrend der Evaluierung
Durch die Verwendung des Eyetrackers wird deutlich, dass viele Teilnehmer
den Besta¨tigungsdialog bei Modifikationen erst sehr spa¨t bemerken. Nachdem
der Benutzer den Button zum Lo¨schen der ausgewa¨hlten Regel beta¨tigt hat,
schaut er auf den Belegteil oben, ohne den noch zu besta¨tigenden Dialog zu
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Abbildung 7.16.: Bewertung allgemeiner Aussagen zum RuleGenerator
Textabschnitte im TextViewer lang genug
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Anzeige moder
Abbildung 7.17.: Aussagenbewertung zu Belegen
Regelvisualisierung_hilfreich_bei_Modifizierung_RegelbasisFilterung hilfreich
Bedienung Filterung eindeutig
Einfach mit RuleSelector zu browsen
Bestimmte Regel finden einfach
Regeln für bestimmten Beleg finden einfach
1 2 3 4 5




Animation in RuleVisualization verwirrend
Expandierbare Knoten verbessern Übersicht
Buttons bei RuleVisualization eindeutig
Regelvisualisierung hilfreich bei Modifizierung Regelbasis
Regelvisualisierung übersichtlich
1 2 3 4 5
Abbildung 7.19.: Aussagenbewertung zur RuleVisualization
bemerken (s. Abbildung 7.20). Weitere Ma¨ngel, wie der fehlende Edit-Button
im Belegteil, ko¨nnen anhand der gesammelten Eyetracker-Daten untersucht und
besta¨tigt werden. Dadurch ist z. B. ersichtlich, dass Probanden bei der Bearbeitung
von Aufgaben, in denen Belege zu editieren sind, den Belegteil sequentiell nach einer
Mo¨glichkeit zum Editieren absuchen, anstatt den Beleg nach einem Doppelklick
zu editieren (s. Abbildung 7.21). Weil es bei der Bearbeitung von Regeln in der
Werkzeugleiste einen entsprechenden Button gibt, sind die Benutzer durch ein an
dieser Stelle nicht durchga¨ngiges Bedienkonzept irritiert.
Abbildung 7.20.: Blickverlauf ”Regel modifizieren”
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Abbildung 7.21.: Blickverlauf ”Beleg editieren”
Bei der Bearbeitung von Belegen zeigen sich die folgenden weiteren Probleme:
• Die Benutzer ko¨nnen den Button zum Wo¨rterbuch nicht finden.
• Einigen Benutzern ist der Kontext des Textauszugs zu kurz. Dabei ist ihnen
nicht klar, dass bei Bedarf auch der gesamte Text zur Verfu¨gung steht.
Folgende Beobachtungen werden bei der Bearbeitung der Regeln gemacht:
• Es wird Feedback bei einem erfolgreichen Import von Regeln vermisst.
• Ein Benutzer nutzt den Filter zum Finden von Regeln nicht.
• Zwei Personen finden den Button zur Anzeige aller Regeln nicht.
• U¨ber die Ha¨lfte der Testpersonen bema¨ngelt, dass die Elternknoten der
gefundenen Regeln nicht automatisch expandiert werden.
• Zwei Personen verwechseln die Funktion Lo¨schen einer Regel mit dem Lo¨schen
von Regeln mit all ihren Unterregeln.
• Knapp die Ha¨lfte der Probanden bemerkt den Besta¨tigungsdialog zum
Lo¨schen von Regeln zuna¨chst nicht.
• Bei der Erstellung von Regeln auf Basis einer vorhandenen Regel lo¨schen alle
Benutzer den bereits zur Verfu¨gung gestellten Text.
• Die Testpersonen erwarten anstatt der Filterfunktion unter ”find” und





Durch die Interviews am Ende der Evaluierung konnte genauer u¨berpru¨ft werden,
welche Programmteile besonders benutzerfreundlich sind, wo genau Probleme
bei der Benutzung liegen und wie das Werkzeug weiterentwickelt werden kann.
Sieben Probanden betonen dabei die einfache Benutzung der Anwendung. Das gut
gestaltete Layout wird von sechs Personen als positive Eigenschaft des Programms
genannt. Fu¨r die Ha¨lfte der Befragten ist der Button fu¨r das Wo¨rterbuch nicht
eindeutig genug.
Anpassung der Implementierung
Auf Basis der Evaluierung wurde der Prototyp des RuleGenerators weiterentwickelt
(s. auch [Korbar, 2010]). Der Benutzer erha¨lt nun eine Meldung u¨ber einen
erfolgreichen Regelimport. Bei einer Verwendung des Regelfilters wird der Baum
ausgehend von den Filterergebnissen automatisch expandiert. Der Dialog zur
Besta¨tigung der Modifizierung von Regeln hebt nun zuna¨chst den Hintergrund rot
hervor, bevor die Farbe langsam wieder auf die anfa¨ngliche Farbe zuru¨ckgesetzt
wird, um die Aufmerksamkeit des Benutzers zu erregen. Zusa¨tzlich wird der
Benutzer mit einer Fehlermeldung darauf aufmerksam gemacht, dass er die
Lo¨schung der Regel noch besta¨tigen muss. Keine der Testpersonen benutzt bei
der Regelerstellung den vorgegebenen Text. Deswegen wird diese Option aus
dem Menu¨ entfernt. Da die Auswertung der Daten des Eyetrackers ergab, dass
viele Benutzer bei der Bearbeitung der Regeln ein Kontextmenu¨ suchen, wurde
dieses noch implementiert. Weil die Benutzer die Mo¨glichkeiten zur Anpassung
der Visualisierung bisher nur selten benutzten, wurde noch eine Legende mit
den Mo¨glichkeiten zur Anpassung der Visualisierung erstellt. Des Weiteren
wurden eindeutigere Icons fu¨r einige Funktionen gewa¨hlt und die mittelma¨ßig
bewerteten Filterfunktionen u¨berarbeitet. Die Auswertung der aufgezeichneten
Eyetracker-Daten zeigten weitere Probleme auf, wie etwa fehlende alternative
Mo¨glichkeiten, um bestimmte Funktionen auszufu¨hren. Diese wurden durch eine
Implementierung von zusa¨tzlichen Mo¨glichkeiten – wie etwa weiteren Kontextmenu¨s
– behoben.
7.4.2. Evaluierung bezogen auf spa¨tere Benutzer
Im zweiten Teil der Evaluierung wurde der verbesserte RuleGenerator im
Rahmen einer qualitativen Evaluierung mit klassischen Benutzern aus den
Humanwissenschaften getestet. Um einen Vergleich zur ersten Benutzerevaluierung
zu ermo¨glichen, wurden dieselben Aufgaben verwendet. Im Gegensatz zur ersten
Evaluierung kam der Eyetracker dabei allerdings nicht zum Einsatz, weil so eine
Evaluierung bei den Probanden vor Ort mo¨glich war. Zum Ausgleich wurden
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die Testpersonen gebeten, die Bearbeitung der Aufgaben laut zu kommentieren.
Daru¨ber hinaus wurden die Probanden bei der Bearbeitung der Aufgaben
beobachtet.
An der Evaluierung nahmen vier Probanden teil. Zwei haben
einen sprachwissenschaftlichen Hochschulabschluss (Germanistik bzw.
Computerlinguistik) und die anderen beiden einen geisteswissenschaftlichen
Abschluss (Religionswissenschaft bzw. Journalismus). Somit sind beide anvisierten
Benutzergruppen bei der Evaluierung vertreten. Die Probanden sind zwischen
27 und 41 Jahre alt und alle weiblich. Einen Computer benutzen sie seit 15 bis
20 Jahren. Eine Probandin verwendet den Computer mehrmals pro Woche, alle
anderen Probanden nutzen ihn ta¨glich.
Bearbeitung der Aufgaben
Im Folgenden sind die wa¨hrend der Aufgabenbearbeitung gemachten
Beobachtungen dargestellt. Dabei sind die Aufgaben bzw. Aufgabenteile nach
Themenbereichen zusammengefasst worden.
Laden von Texten (1a, 2a): Alle Probanden haben zuna¨chst Zeit und Ort nicht
angegeben. Nach einem Hinweis des Programms wird dies nachgeholt. Es wird
einmal angemerkt, dass die Schaltfla¨che zum Laden besser mit ”OK” statt mit
”Finish” beschriftet sein sollte.
Erstellen von Belegen (1b, 1c, 1d, 2b, 2d, 2j): Sowohl das Erstellen von
automatischen Belegen als auch das Akzeptieren sowie das manuelle Einfu¨gen von
Vorschla¨gen und Belegen bereitet keine Probleme. Allerdings ist in drei von vier
Fa¨llen die Vorgehensweise unklar, wenn es zu einem Wort keine moderne Schreibung
gibt. So wird z. B. der Beleg Astronomie - Sternenwissenschaft erstellt, obwohl der
Probandin klar ist, dass mit diesem Beleg vermutlich keine Regeln gebildet werden,
die weitere Varianten bilden ko¨nnen. Nach der Bearbeitung von weiteren Belegen
wird der Lo¨schbutton gefunden und im Folgenden eingesetzt, um Wo¨rter, zu denen
keine moderne Form existiert, aus der Liste zu entfernen.
Lo¨schen von Belegen (1e): Alle Probanden sind in der Lage, einen Beleg zu
lo¨schen. Einmal wird angemerkt, dass es besser wa¨re, nachzufragen, ob der Beleg
wirklich gelo¨scht werden soll.




Finden von Belegen (1e, 1g, 1h): Den Testpersonen gelingt es, die Belege in
der Liste zu finden. Zweimal wird erwa¨hnt, dass eine automatische Sortierung der
Belegliste hilfreich wa¨re. Eine Testperson findet die Funktion im Folgenden noch.
Eine weitere Probandin setzt sie ganz selbstversta¨ndlich ein.
Import von Regeln (1f, 2e): Beim Import von Regeln haben die Probanden
keine Probleme. Somit hat die neu implementierte Meldung u¨ber den erfolgten
Regelimport die Schwierigkeiten bei dieser Aufgabe beseitigt.
Finden von Regeln (1g, 1h, 1i, 2g, 2h, 2i): Die Nutzung des RuleSelectors
erfordert eine gewisse Eingewo¨hnung. Einmal wird zuna¨chst im Find-Teil ein Pfeil
mit eingegeben. Ein anderes Mal wird ein Suchbutton vermisst, bevor die unten
bereits erfolgte Anzeige der entsprechenden Regeln bemerkt wird. Bei der Suche
nach Regeln, die nicht mit dem Regelkern beginnen, kommt es bei drei von vier
Probanden zu Problemen. So wird erst nach e→ ε, dann nach ε→ e und erst
anschließend nach r→ ε gesucht. Die neu implementierte Expansion des Regelbaums
hat die Benutzer dabei unterstu¨tzt, das Konzept des Regelkerns zu verstehen.
Letztendlich ko¨nnen alle Probanden die gesuchten Regeln finden. Allerdings wa¨re
es bei der Suche nach Regeln hilfreich, wenn man alle Regeln auf einmal wieder
einklappen ko¨nnte.
Lo¨schen von Regeln (1g, 1h, 1i, 2g): Die Lo¨schung von Regeln gelingt allen
Testpersonen. In einem Fall werden allerdings die Regel und alle ihre Unterregeln
einzeln gelo¨scht. Dabei wird angemerkt, dass eine gleichzeitige Lo¨schung einer
Regel inklusive aller Unterregeln vorteilhaft wa¨re. Eine andere Probandin versucht
zuna¨chst, die Regeln im RuleSelector zu lo¨schen.
Erstellen von Regeln (1j, 2i): Die Mo¨glichkeit, Regeln zu erstellen, suchen
drei Probanden zuna¨chst im Filter des RuleSelectors, bevor sie das entsprechende
Menu¨ in der RuleVisualization Komponente finden. Bei der zweiten Aufgabe
zur Erstellung von Regeln ko¨nnen dann alle direkt eine neue Regel mit dem
entsprechenden Menu¨ erstellen. Dabei kommt zum Teil auch das neu implementierte
Kontextmenu¨ zum Einsatz.
Modifizieren von Regeln (2h): Alle Testpersonen sind in der Lage, eine Regel zu
a¨ndern.
Regelanzeige (2f): Die Anzeige der Regeln gelingt in jedem Fall problemlos.
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Hinzufu¨gen zum Wo¨rterbuch (2c): Die eine Ha¨lfte der Probanden kann das
Wo¨rterbuch nicht finden. Der zweiten Ha¨lfte gelingt es hingegen ohne Probleme,
die Aufgabe zu bearbeiten.
Fragebogenauswertung
Im folgenden Abschnitt wird der im Anschluss an die Evaluierung von den
Probanden ausgefu¨llte Fragebogen ausgewertet. Der Fragebogen stimmt mit dem
aus der ersten Evaluierung u¨berein.
Allgemeine Bedienung Die Aussagen zur allgemeinen Bedienung werden sehr
ha¨ufig von 2 Personen mit 4 bewertet. Meistens werden die Behauptungen von
jeweils einer weiteren Testperson mit 3 und einer mit 5 bewertet. Ausnahmen
bilden hier die A¨ußerungen ”Bedienung einfach” und ”Schriftgro¨ßen groß genug”.
Die Bedienung beurteilt eine Testperson mit 2. Dies war in der ersten Evaluierung
auch der Fall. Die Schriftgro¨ße bewerten sogar drei Testpersonen mit 2. Das sind
genau die Probanden aus beiden Evaluierungen, die bei der Evaluierung nur mit dem
Laptop ohne weiteren externen Monitor arbeiten. Um fu¨r diese Fa¨lle vorzusorgen,
ko¨nnte der Benutzer die Gelegenheit bekommen, die Schriftgro¨ße an die eigenen
Bedu¨rfnisse anzupassen. Die Aussage ”Bedienung flu¨ssig” bewerten sogar 3 von 4
Probanden mit 5. Im Vergleich zur ersten Evaluierung hat sich das Ergebnis, mit
Ausnahme der Schriftgro¨ße, noch etwas verbessert. Dies gilt insbesondere fu¨r die
Eindeutigkeit der u¨berarbeiteten Icons.
Evidencer Die Probanden bewerten die Behauptungen zu den Belegen fast alle
mindestens mit 4. Ausnahmen bilden hier die A¨ußerungen ”Beleg editieren einfach”
und ”Autoevidence Dialog u¨bersichtlich”. Diese beurteilt jeweils eine Testperson mit
3. Die Aussagen ”Beleg manuell hinzufu¨gen einfach”, ”Belege filtern hilfreich”, ”Beleg
editieren einfach” und ”Textauszug lang genug” bekommen im Vergleich zur ersten
Evaluierung eine deutlich bessere Bewertung.
RuleSelector Die Behauptungen zum RuleSelector werden mit 4 oder besser
beurteilt. Eine Ausnahme bildet die A¨ußerung zur Eindeutigkeit der Belegfilterung.
Sie wird von einer Probandin lediglich mit 3 bewertet. 2 weitere Probanden
beurteilen diese Aussage hingegen sogar mit 5. Eine weitere Abweichung ist die
Behauptung zum Browsen im RuleSelector, die von 2 Probanden lediglich mit drei
bewertet wird. Dies ist auf die notwendige Eingewo¨hnung bei der Erkennung des
Regelkerns zuru¨ckzufu¨hren. Erst im Anschluss ist es sinnvoll, den RuleSelector zum
Browsen zu verwenden. Die entsprechende A¨ußerung wird etwas schlechter als in
der ersten Evaluierung bewertet. Alle anderen Aussagen haben ein besseres Resultat
als bei der ersten Evaluierung.
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RuleVisualization Bei den Behauptungen zur Regelvisualisierung verbessern
sich die Bewertungen ebenfalls in fast allen Fa¨llen. Die ersten 3 A¨ußerungen
werden mindestens mit vier beurteilt. Die Aussage, dass die expandierbaren
Knoten u¨bersichtlich sind, hat allerdings eine Probandin lediglich mit 3 bewertet.
Der negativen Aussage, dass die RuleVisualization verwirrend ist, stimmen die
Probanden nicht zu. Allerdings wird die Behauptung, dass die RuleVisualization
hilfreich ist, etwas schlechter beurteilt als bei der ersten Evaluierung. Dies kann
daran liegen, dass die zweite Gruppe der Probanden sta¨rker mit dem RuleSelector
arbeitet und deswegen die RuleVisualization-Komponente als weniger hilfreich
eingescha¨tzt.
Auswertung der Interviews
In den Interviews werden die folgenden A¨ußerungen zum RuleGenerator gemacht:
Positive A¨ußerungen:
• Zwei Testpersonen betonen die Nu¨tzlichkeit des Werkzeugs fu¨r die Arbeit mit
historischen Texten.
• Zwei Probanden heben die U¨bersichtlichkeit der Anwendung hervor. Dies
gilt insbesondere fu¨r die Visualisierung der Regeln. Außerdem sind die
A¨nderungen leicht nachzuvollziehen.
• Eine Testperson findet positiv, dass sowohl Belege als auch Regeln gea¨ndert
werden ko¨nnen.
• Einmal wird betont, dass der Kontext der Belege anhand der Textauszu¨ge
sofort deutlich wird.
Negative A¨ußerungen:
• Die fehlende Mo¨glichkeit, alle geo¨ffneten Regeln in der RuleVisualization auf
einmal einzuklappen, wird zweimal bema¨ngelt.
• Einmal wird vorgeschlagen, eine Sortierung der Regeln nach dem Alphabet
und nicht nach der Reihenfolge der Erstellung vorzunehmen.
• Eine Probandin findet die Beschriftung der Schaltfla¨chen nicht eindeutig
genug.
• Eine weitere Testperson findet die Schaltkno¨pfe nicht groß genug.
• Drei Testpersonen ist die Schriftgro¨ße zu gering.
Es werden die folgenden Verbesserungsvorschla¨ge gemacht:
• Eine Probandin schla¨gt eine Vorfu¨hrung des Programms zur Erleichterung der
Arbeit mit der Anwendung vor.
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• Zwei Testpersonen wu¨nschen sich eine Option, mit der Regeln auch im
RuleSelector gea¨ndert werden ko¨nnen. Auf diese Weise ko¨nnte bei ha¨ufiger
Nutzung schneller gearbeitet werden.
• Eine Schaltfla¨che, mit der es mo¨glich ist, alle Regeln auf einmal einzuklappen,
wird von einer weiteren Probandin vorgeschlagen.
• Eine Testperson regt an, zu verdeutlichen, warum die Regeln im RuleSelector
unterschiedliche Farben haben.
Bei den eigenen Beobachtungen ist die Lernkurve bei der Bearbeitung der
Aufgaben deutlich erkennbar. Dieser Eindruck deckt sich auch mit den Aussagen
der Probanden. Die Lo¨sung von Aufgaben, die in a¨hnlicher Form zum zweiten
Mal vorkommen, erfolgt deutlich zu¨giger. Wenn es bei der Bearbeitung von
Aufgaben Probleme gibt, werden sie oftmals im Nachhinein noch gelo¨st, sobald
die entsprechende Funktion im weiteren Verlauf der Arbeit mit dem Werkzeug
gefunden wird. Durch die Erstellung einer Einfu¨hrung in das Programm ließen sich
die Anfangsprobleme reduzieren. So werden z. B. bei den negativen Aspekten zum
Teil Funktionen vermisst, die aber vorhanden sind, wie die Mo¨glichkeit, die Belege
alphabetisch zu sortieren oder das Lo¨schen einer Regel inklusive ihrer Unterregeln.
Außerdem wird im Filter nach dem Suchbutton gesucht, bevor realisiert wird, dass
das Filterergebnis unten bereits dargestellt ist.
Einige Programmfunktionen, die auch aus anderen Programmen bekannt sind, wie
Anpassung der Fenster, Verschieben und Zoomen finden Verwendung. Des Weiteren
sind durch die Evaluierungen noch einige Optimierungsmo¨glichkeiten, wie z. B. das
Zusammenklappen des RuleSelectors und eine eindeutigere Beschriftung einiger
Schaltfla¨chen, deutlich geworden.
7.4.3. Zusammenfassung
Die Evaluierung zeigt, dass auch Benutzer ohne spezielle Computerkenntnisse das
Programm nach einer kurzen Einfu¨hrung nutzen ko¨nnen. Sowohl die Aufgaben
zur Erstellung von Belegen als auch die zur Regelgenerierung ko¨nnen von den
Probanden gelo¨st werden. Mit steigender Nutzungsdauer nimmt die Effizienz bei
der Bearbeitung deutlich zu. Bei der Evaluierung fa¨llt auch die Interaktion der
einzelnen Komponenten positiv auf. Die im ersten Teil der Evaluierung aufgedeckten
Probleme konnten durch die Anpassung der Implementierung behoben werden.
7.5. Zusammenfassung
In diesem Abschnitt wurde ein Ansatz zur automatischen Konstruktion der
Trainingspaare fu¨r die automatische Regelgenerierung entwickelt. Nachdem
die Evaluierung die Wirksamkeit des Verfahrens gezeigt hat, wurde eine
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Benutzeroberfla¨che zur Generierung von Regeln und Belegen vorgestellt. Es wurde
ein System mit einem hohen Automatisierungsgrad erstellt (s. Abschnitt 4.1).
Allerdings kann der Benutzer den Grad der Automatisierung seinen Bedu¨rfnissen
entsprechend anpassen. Dabei wird dem Benutzer Unterstu¨tzung fu¨r den gesamten
Prozess der Regelgenerierung angeboten. Allerdings bleibt es ihm selbst u¨berlassen,
wie viele der vorgeschlagenen Belege (und Regeln) er akzeptiert. Im Rahmen
einer Benutzerevaluierung wurde gezeigt, dass neuen Benutzern die Bedienung der
Applikation leicht fa¨llt und die grundlegenden Konzepte der Applikation verstanden
werden.
Der im Rahmen dieser Arbeit entwickelte Ansatz macht keine Vorgaben zu den
Belegen. Fu¨r das Vokabelproblem ko¨nnen demzufolge ebenfalls Regeln generiert
werden. Auf diese Weise hat der Benutzer auch ohne Zugriff auf ein historisches







Die vorliegende Arbeit hat das Problem der Suche in historischen Dokumenten
mit nicht-standardisierter Schreibweise bearbeitet. Durch die große Zahl an
Variationen in der Rechtschreibung ko¨nnen klassische Ansa¨tze der Grund- bzw.
Stammformreduktion nicht zum Einsatz kommen. Stattdessen ist die Erzeugung
von historischen Varianten des Suchbegriffs erforderlich. Mit Hilfe eines aktuellen
Wo¨rterbuchs, das die Flexionsformen entha¨lt, wird der Suchbegriff zuna¨chst auf die
zugeho¨rigen Vollformen abgebildet. Daraus werden anschließend die entsprechenden
historischen Varianten erzeugt. Auf diese Weise kann nach einer Anfrageerweiterung
eine Standardsuchmaschine zum Einsatz kommen. Zu diesem Zweck wurde im
Rahmen dieser Arbeit ein maschinelles Lernverfahren entwickelt, mit dem sich
geeignete Transformationsregeln generieren lassen.
Die Transformationsregeln haben in Kombination mit den Vollformen aus der
Wortschatz-Datenbank in einer Evaluierung sehr gute Ergebnisse erzielt. Wie bei
allen Ansa¨tzen, die auf einem Wo¨rterbuch basieren, ist es nicht mo¨glich, alle
Wortformen zu finden. Allerdings sind fast alle erzeugten Wortformen korrekt.
Ein Engpass des Ansatzes waren die manuell gesammelten Belege aus moderner
und historischer Schreibung, die als Eingabe bei der Regelerstellung notwendig
sind. Deswegen wurde im weiteren Verlauf der Arbeit eine Methode entwickelt,
mit der sich die Wortpaare automatisch generieren lassen. Das Verfahren ist
sehr anpassungsfa¨hig, weil der Benutzer die Gelegenheit hat, die Parameter
entsprechend seiner Priorita¨ten zu wa¨hlen. Auf diese Weise kann er den Prozess
der Beleggenerierung kontrollieren. Die Evaluierung hat ergeben, dass der Ansatz
sowohl zur automatischen Generierung von Belegen als auch zur Entwicklung eines
ersten Regelsatzes erfolgreich eingesetzt werden kann.
Die automatische Beleggenerierung wurde in den RuleGenerator integriert. Dieser
bietet eine Benutzeroberfla¨che zur automatischen Konstruktion von Belegen und
Regeln. Diese versetzt den Benutzer in die Lage, ohne Programmierkenntnisse
eigensta¨ndig Regeln fu¨r historische Korpora zu erzeugen und ermo¨glicht somit
Retrieval auf Texten mit nicht-standardisierter Rechtschreibung. Dem Benutzer
wird dabei die Gelegenheit gegeben, die automatischen Vorschla¨ge fu¨r Belege und
Regeln zu lo¨schen, zu editieren sowie neue zu erstellen. Der Ansatz ist sehr flexibel,
weil der Benutzer den Prozess entsprechend seiner Erwartungen an Recall und
Precision der Suchmaschine beeinflussen kann. Auf diese Weise wird das Werkzeug
auch unterschiedlichen Benutzergruppen wie Historikern und Linguisten gerecht.
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Neuen Benutzern fa¨llt die Bedienung der Applikation leicht und sie ko¨nnen
die grundlegenden Konzepte der Anwendung verstehen. Dies konnte mit der
Benutzerevaluierung gezeigt werden. Die dabei gefundenen Probleme wurden in
einer Anpassung der Implementierung behoben. Dies konnte im Rahmen einer
weiteren Evaluierung nachgewiesen werden.
Durch einen Austausch der linguistischen Ressourcen, wie z. B. des
Vollformen-Wo¨rterbuchs, kann der vorgestellte Ansatz auch bei weiteren Sprachen
zum Einsatz kommen. Die entwickelte Methode ist daher sprachunabha¨ngig.
Die Suchmaschine ermo¨glicht in Kombination mit dem RuleGenerator die Suche
nach Texten mit Schreibvarianten. Dabei ko¨nnen aus dem Suchbegriff die
Schreibvarianten gebildet werden. Somit ist ein Korrektur-System entwickelt
worden, das die Sto¨rquelle aus dem Noisy Channel Model ausschalten kann.
Es ist gelungen, ein leistungsfa¨higes System zu erstellen, das zugleich von den
Benutzern trotz der hohen Komplexita¨t nur geringe Computerkenntnisse erfordert.
Die verbesserten Suchmo¨glichkeiten auf Dokumenten mit historischer Schreibung
erleichtern den Zugang zu den entsprechenden Dokumenten deutlich. Dies wurde
durch eine erfolgreiche Evaluierung von unterschiedlichen Aspekten des Systems
gezeigt.
Der regelbasierte Ansatz ermo¨glicht es demzufolge, in Kombination mit der
automatischen Erstellung von Belegen bereits mit geringem Aufwand die
Retrievalqualita¨t deutlich zu erho¨hen, wa¨hrend andere Ansa¨tze wesentlich mehr
Aufwand beno¨tigen.
Durch die automatische Erstellung konnte die arbeitsintensive Phase der
Belegerstellung drastisch reduziert werden. Anstelle von mehreren Wochen
gro¨ßtenteils manueller Arbeit kann nun ein Großteil der Belege automatisch erzeugt
werden. Eine U¨berarbeitung muss nur erfolgen, wenn die Retrievalqualita¨t den
eigenen Bedu¨rfnissen entsprechend optimiert werden soll. Somit wurde ein Verfahren




Dieses Kapitel behandelt zuna¨chst die Erweiterungsmo¨glichkeiten des entwickelten
Werkzeugs fu¨r die Behandlung von Schreibvarianten. Anschließend wird erla¨utert,
bei welchen Problemen die im Rahmen der vorliegenden Arbeit entwickelte Lo¨sung
ebenfalls zum Einsatz kommen ko¨nnte.
9.1. Erweiterungsmo¨glichkeiten
Bei den Regeln unterscheidet der RuleGenerator zwischen Einfu¨ge-, Lo¨sch- und
Substitutionsregeln. Einen weiteren Regeltyp ko¨nnten abgeleitete Regeln darstellen.
Diese Regeln ko¨nnten automatisch aus den Substitutionsregeln abgeleitet werden,
wenn es im Regelgraphen eine Verbindung zwischen den Regeln gibt. Existieren z. B.
die Regeln ss→ ß und s→ ß, ließen sich daraus die Regeln ss→ s, s→ ss, ß→ ss
und ß→ s ableiten (s. Abbildung 9.1). In Tabelle 9.1 ist ein Beispiel fu¨r die aus
Trainingsdaten generierten Klassen dargestellt. Als Erweiterung des RuleGenerators
ko¨nnte ein Werkzeug zur Visualisierung und Modifikation von abgeleiteten Regeln
mit Hilfe des JUNG-Frameworks implementiert werden. Die Darstellung ko¨nnte









Abbildung 9.1.: Visualisierung abgeleiteter Regeln
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s ß ss ass → 1
k c z t d sc → 2
a¨ a i e y u¨ ue ae ai el → 3
g ch → 4
we ib → 5
u¨g ieh → 6
so da → 7
o¨ oe → 8
r lisch → 9
Tabelle 9.1.: Abgeleitete Regeln
der die Sta¨rke der Verbindungslinien die Ha¨ufigkeit der Regeln verdeutlicht. Mit
Hilfe der Visualisierung sollte auch eine Bearbeitung der Regeln mo¨glich sein.
So ko¨nnte dargestellt werden, welche A¨quivalenzklassen sich je nach eingestellter
Mindestha¨ufigkeit ergeben. Durch die abgeleiteten Regeln ließen sich z. B. auch
phonetische Klassen analog zu denen von Soundex automatisch generieren.
Anhand von Logfiles ist es mo¨glich, dass sich die Gewichte der Regeln dynamisch
entsprechend der ausgewa¨hlten Varianten optimieren. Basierend auf der Annahme,
dass Varianten in ausgewa¨hlten Texten auch relevant sind, ko¨nnten indirekte
Relevanzinformationen [Hearst, 1999] genutzt werden. Damit wu¨rde sich das System
a¨hnlich wie VARD 2 mit steigender Nutzungsdauer selbst verbessern. Hierbei erweist
es sich als Vorteil, dass die Regeln nicht bereits bei der Erstellung des Indexes,
sondern erst bei der konkreten Suche zum Einsatz kommen. So ko¨nnen nach
jeder Nutzung der Suchmaschine die Gewichte der gebildeten Varianten angepasst
werden, ohne dass eine Neuindexierung der Texte erforderlich ist.
Der RuleGenerator ko¨nnte es ermo¨glichen, in einem Text bzw. Textauszug ein Wort
zu markieren und dazu direkt einen Beleg zu erzeugen. Eine weitere Option wa¨re,
die Gro¨ße des Textauszugs editierbar zu machen, damit der Benutzer sie an seine
Bedu¨rfnisse anpassen kann.
Zudem sollte untersucht werden, ob sich wie bei der Namensidentifikation
(s. Abschnitt 2.4.2) weitere Verbesserungen bei den Retrievalergebnissen durch eine
Verknu¨pfung mit anderen Verfahren, wie z. B. der FlexMetric, erzielen lassen. Eine
Kombination des RuleGenerators mit DICER (s. Abschnitt 6.3) ko¨nnte zudem den
Benutzer bei der Regelerstellung zusa¨tzlich unterstu¨tzen. Auf diese Weise wa¨re es
mo¨glich, die Qualita¨t der Regeln weiter zu verbessern.
9.2. Weitere Einsatzmo¨glichkeiten
Das vorgestellte Werkzeug kann auch in anderen Bereichen eingesetzt werden.
Dazu za¨hlen die Patentsuche, die Texterkennung, die Suche nach Zitaten
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sowie die Stammformreduktion. Im Folgenden werden die weiteren mo¨glichen
Verwendungsgebiete na¨her erla¨utert.
9.2.1. Patentsuche
Mit zunehmendem technologischen Fortschritt werden immer mehr Patente
angemeldet [Li u. a., 2007]. Die Suche nach Patenten spielt wa¨hrend des gesamten
Entwicklungszyklusses von Produkten eine bedeutende Rolle. Dies gilt sowohl fu¨r
die Recherche nach dem Stand der Technik als auch fu¨r den Schutz der eigenen
Entwicklungen. Um den Anwendungsbereich von Patenten zu vergro¨ßern, aber
auch zur Erschwerung der Suche, sind die Formulierungen in den Patenten ha¨ufig
sehr vage [Graf und Azzopardi, 2008]. Bei der Eintragung von Patenten kommt
es außerdem zu Schreibfehlern, die zum Teil auch beabsichtigt sind, um die Suche
zu behindern. Die meisten großen Unternehmen haben Patente unter 10 bis 100
unterschiedlichen Namen angemeldet [Breitzman, 2005]. Beispielsweise sind fu¨r das
Unternehmen AKZO Nobel verschiedene Kombinationen aus den Namensteilen und
ihren jeweiligen Variationen (z. B. AKCO, AKSO) zu finden.
Sehr ha¨ufig kennen erfahrene Patentrechercheure die Namen von Firmen, die
in relevanten Bereichen arbeiten, und geben sie bei ihrer Suche direkt mit
an. Durch die Fehler wird trotzdem ein Großteil der Patente nicht gefunden.
Deswegen muss das entsprechende Produkt neu entwickelt werden. Dies verursacht
direkte Kosten [Graf und Azzopardi, 2008]. Falls durch die Entwicklung ein
vorhandenes Patent, das aufgrund der Fehler nicht gefunden wurde, verletzt
wird, fallen hierfu¨r zusa¨tzliche Kosten an. Auf diese Weise wird mit Hilfe der
Schreibfehler die Konkurrenz zu Mehrausgaben verleitet und daru¨ber hinaus
sogar ein finanzieller Vorteil fu¨r das eigene Unternehmen erzielt. Bei potentiellen
Rechtsverletzungen entstehen Kosten von bis zu mehreren Millionen Euro [Graf
und Azzopardi, 2008]. Deswegen wird bei der Patentsuche ein Recall von 1
angestrebt, weil bereits ein nicht gefundenes Dokument zu einem Verstoß fu¨hren
kann. In Patentdokumenten kommen ha¨ufig auch Zahlen vor, die eine große
Bedeutung haben, z. B. in Bezeichnungen von chemischen Elementen [Becks u. a.,
2011]. Auch diese ko¨nnen unterschiedliche Schreibungen aufweisen, je nachdem,
ob sie in Ziffernschreibweise (z. B. Cobalt(II )-chlorid) oder ausgeschrieben (z. B.
Cobaltdichlorid) in den Patenten vorkommen.
Es ko¨nnte untersucht werden, inwieweit der regelbasierte Ansatz zur Lo¨sung des
Problems einsetzbar ist und welche Modifikationen gegebenenfalls notwendig sind.
Allerdings mu¨ssten die Belege fu¨r die Patentsuche manuell erstellt werden, weil eine
Rechtschreibpru¨fung bei Firmennamen nicht zum Einsatz kommen kann. Jedoch
sollte sich dieser Aufwand bei einem so rechercheintensiven Bereich lohnen. Sofern
Zugriff auf den Index besteht, ko¨nnte u¨berpru¨ft werden, ob bei der automatischen




Die Namensvariationen lassen sich in die folgenden Gruppen einteilen, die allerdings
auch in kombinierter Form vorkommen:
• Leichte Variation im Firmennamen
• Verschiedene Detailbezeichnungen zu den Firmennamen wie z. B. Branche
oder die entsprechende Abteilung.
• Unterschiede in der Gesellschaftsform der Firma. Diese variieren auch je nach
Land.
• Oftmals verfu¨gen Firmennamen u¨ber geographische Zusa¨tze wie z. B. Nestle
(Italiana) oder Nestle (Deutschland). Die geographischen Bezeichnungen sind
dabei z. T. auch in der Landessprache.
Ingwersen und Kollegen fu¨hren folgende Beispiele fu¨r unterschiedliche
Bezeichnungen von Firmen in Datenbanken an [Ingwersen und Christensen,
1997]:
• Nat. Phys. Lab., Teddington, UK
• Nat. Phys. Labs., Teddington, UK
• National Phys. Lab., Teddington, UK
• NPL, Teddington, UK
Daru¨ber hinaus ko¨nnen auch die Landesbezeichnungen variieren (z. B. UK, United
Kingdom oder Great Britain) oder ganz entfallen. In [Lu u. a., 1998] sind
Listen mit Indikatorworten fu¨r Firmennamen und Namen von Organisationen
in unterschiedlichen Schreibweisen wie z. B. BROS, BROS. und BROTHERS
enthalten. Der regelbasierte Ansatz ko¨nnte in Verbindung mit solchen Listen bei der
Patentsuche zum Einsatz kommen. Dabei sollte auch eine Liste mit geographischen
Bezeichnungen verwendet werden.
Ein Teil der Probleme ist auch auf OCR-Fehler zuru¨ckzufu¨hren. Dies fu¨hrt z. B. bei
MicroPatent PatSearch zu Varianten bei den Alkyl-Gruppen30:
• l → i: methyi, ethyi, propyi, butyi
• l →1: methy1, ethy1, propy1, buty1
Da sich chemische Namen in Teilen oft wiederholen, ko¨nnte hier ein regelbasiertes
Verfahren sehr hilfreich sein. Das Gleiche gilt fu¨r Tippfehler in chemischen Namen
wie z. B. Esther anstatt Ester.
30 http://www.ir-facility.org/c/document_library/get_file?uuid=




Pilz und Kollegen haben einen Vergleich von manuell gebildeten Regeln und
automatisch generierten Regeln des entwickelten Ansatzes fu¨r Texterkennung
vorgenommen [Pilz u. a., 2008a]. Von den 75 generierten Regeln waren 39 Regeln
mit den manuell gebildeten Regeln identisch. Weitere 9 Regeln stimmten bis
auf den Kontext u¨berein. 5 manuelle Regeln ließen sich durch Kombination von
automatischen Regeln bilden. Trotz einer beschra¨nkten Trainingsmenge ist eine
große U¨bereinstimmung zwischen den manuellen und den automatischen Regeln
festzustellen. So konnten die 10 ha¨ufigsten manuell gebildeten Regeln alle mit dem
automatischen Verfahren generiert werden.
Die automatische Regelgenerierung kann demzufolge direkt bei der Suche in
Dokumenten, die OCR-Fehler enthalten, Verwendung finden. Daru¨ber hinaus
ist auch ein Einsatz bei der Korrektur von OCR-Fehlern denkbar. Wegen der
hohen graphischen A¨hnlichkeit sind Kontextinformationen in diesem Fall nicht
sehr hilfreich. Falls keine speziellen Werkzeuge fu¨r die graphische A¨hnlichkeit zur
Verfu¨gung stehen, sind allgemeine Regeln in diesem Fall besser geeignet. Die
automatische Regelgenerierung ko¨nnte somit in die vorhandenen Verfahren zur
Texterkennung integriert werden. Auf diese Weise ist eine Optimierung der bereits
vorhandenen Programme mo¨glich.
9.2.3. Suche nach Zitaten
Die Identifizierung von Zitaten aus Nachschlagewerken in Prima¨rliteratur ist ein
wichtiger Aspekt von digitalen Bibliotheken [Cortez u. a., 2007]. Ha¨ufig entha¨lt
Sekunda¨rliteratur allerdings keine Angabe u¨ber das Zitat bzw. die Information
ist fu¨r Werkzeuge zur Zitatsuche nicht identifizierbar [Ernst-Gerlach und Crane,
2008]. Die Verknu¨pfung der Zitate mit dem Originaltext ist jedoch entscheidend,
um Beitra¨ge aus der Sekunda¨rliteratur einzuordnen, weil Zitate nur einen Ausschnitt
des Originaldokumentes darstellen. Deswegen ist es wichtig, Zugang zum Kontext
des Zitates zu bekommen, um es korrekt klassifizieren zu ko¨nnen [Romanello u. a.,
2009].
Dokumente mit Zitaten folgen oftmals unterschiedlichen Zitationsschemen [Crane
u. a., 2007]. Dies gilt besonders, wenn sie in einer Zeit entstanden sind, zu der
analog zu der Standardisierung der Rechtschreibung noch kein Standard fu¨r Zitate
existierte. Romanello und Kollegen haben sich mit der automatischen Identifizierung
von Zitaten mit standardisierten Zitationsangaben auf Basis von Trainingsdaten
befasst [Romanello u. a., 2009]. Fehlen diese Zitationsangaben, muss anhand der
Suche von Textpassagen aus der Sekunda¨rliteratur in der Prima¨rliteratur u¨berpru¨ft
werden, ob Zitate enthalten sind. Neben direkten wo¨rtlichen Zitaten sind auch
andere Zitierweisen zu beachten, wie z. B. eine gea¨nderte Wortreihenfolge, eine
Auslassung von Termen und Termunterschiede wie beispielsweise Schreibvarianten
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9. Weitere Anwendungsmo¨glichkeiten
[Crane, 2002]. In einigen Fa¨llen basieren Zitate auf anderen Editionen als den
vorliegenden digitalen Quellen. Dadurch finden sich mitunter Variationen, die
die unterschiedlichen Versionen des Textes widerspiegeln. Es lassen sich auch
Zitate finden, die den zitierten Text modifizieren. Dies gilt insbesondere fu¨r
Nachschlagewerke wie Lexika und Grammatiken. Das Ziel ist in diesem Fall nicht,
den Originaltext wiederzugeben, sondern einen anderen Aspekt z. B. der Grammatik
oder der Lexikographie zu illustrieren.
Eine manuelle Analyse von Zitaten aus A Latin Dictionary31 von Lewis und Short,
dem Overview of Latin Syntax 32 von Anne Mahoney und der Latin Grammar 33 von
Greenough wurde durchgefu¨hrt, um die speziellen Probleme bei der Identifizierung
von Zitaten aufzudecken [Ernst-Gerlach und Crane, 2008]. Die Analyse ergab,
dass bei Zitaten oftmals auch einzelne Wo¨rter sowie die Wortreihenfolge vera¨ndert
werden. Deswegen wird bei dem entwickelten Verfahren zur Zitatsuche fu¨r alle
Wo¨rter aus dem Sekunda¨rtext, die auch im Prima¨rtext vorkommen, u¨berpru¨ft, ob
in einem Suchfenster von fu¨nf Wo¨rtern vor oder nach dem gefundenen Wort weitere
U¨bereinstimmungen zu finden sind. Bei zwei U¨bereinstimmungen schließt sich eine
unscharfe Suche nach A¨hnlichkeiten zwischen den Wo¨rtern im Suchfenster an.
Das Verfahren ko¨nnte durch den vorgestellten Ansatz zur automatischen
Generierung von Regeln weiter verbessert werden: Werden mehrere Belege fu¨r
vera¨nderte Wo¨rter gefunden, lassen sich anhand der Belege automatisch Regeln
bilden. Diese ko¨nnten bei darauf folgenden Suchen nach Zitaten verwendet werden,
um aus der Menge der potentiellen Zitate die tatsa¨chlichen Zitate zu identifizieren.
Ha¨ufig unterscheiden sich auch verschiedene Editionen eines Textes, wie z. B. bei
Don Quixote, dessen Originaldokument nicht mehr existiert [Furuta u. a., 2001]. Mit
einem Vergleich von verschiedenen Editionen ko¨nnten Belege fu¨r Schreibvarianten
automatisch gebildet und durch die gelernten Regeln die Suche nach Zitaten
erleichtert werden. Diese Vorgehensweise ließe sich auch zur Unterstu¨tzung beim
Alignment von parallelen Korpora einsetzen.
9.2.4. Stammformreduktion
In Abschnitt 5.2 wurde bereits gezeigt, dass herko¨mmliche Verfahren zur
Stammformreduktion fu¨r historische Dokumente in deutscher Sprache nicht geeignet
sind. Fu¨r modernes Englisch funktionieren Verfahren zur Bildung von Stammformen
allerdings gut. Becker und Ko¨nig haben Ansa¨tze zur regelbasierten Bildung von









werden, ob durch eine Ru¨ckfu¨hrung der historischen Varianten auf aktuelle
Wortformen Verfahren zur Stammformreduktion auch bei historischen Texten in
englischer Sprache zum Einsatz kommen ko¨nnen. Eine weitere Mo¨glichkeit wa¨re,
die Regeln fu¨r die Bildung der Stammform mit den Regeln fu¨r Schreibvarianten zu
kombinieren.
9.3. Zusammenfassung
In diesem Kapitel wurden einige Erweiterungsmo¨glichkeiten fu¨r den vorgestellten
regelbasierten Ansatz aufgezeigt. Diese ko¨nnten die Leistungsfa¨higkeit des
Verfahrens weiter steigern. Daru¨ber hinaus wurden weitere Einsatzfelder
aufgezeigt. Besonders viel versprechend erscheint die Patentsuche, da in diesem
rechercheintensiven Gebiet eine Unterstu¨tzung der Suche besonders wichtig ist.









Manuelle Regeln 0,09 0,53
Variantgraph 0,69 0,48
Automatische Regeln 0,88 0,45















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Die deutsche Rechtschreibung wurde erst im Jahre 1901 vereinheitlicht. Durch die Abweichung von 
der aktuellen Standardschreibung sind historische Dokumente über herkömmliche Suchmaschinen 
oft nur schwer zu finden. Im Rahmen des Projektes RSNSR wurde ein regelbasierter Ansatz zur 
Suche  in  historischen  Texten  entwickelt.  Für  historische  Texte  werden zeit-  und  ortsabhängige 
Regeln generiert. Mit Hilfe dieser Regeln werden dann eingegebene Suchterme in die jeweiligen 
historischen Formen umgewandelt.
Die  Erstellung dieser  Regeln  beginnt  mit  der  Erstellung von Belegen  (evidences).  Belege  sind 
Wortpaare.  die  sich  aus  einer  historischen  (z.B.  Morgenröthe)  und  einer  modernen  (z.B.  
Morgenröte) Wortform zusammensetzen. In einer Sammlung von historischen Texten müssen also 
historische  Wortformen  identifiziert,  und  die  dafür  passenden  modernen  Wortformen  gefunden 
werden. Zu einer historischen Wortform kann es auch mehrere gültige moderne Wortformen geben. 
Dann  würden  dadurch  mit  dieser  historischen  Wortform  mehrere  Belege  existieren.  Der  eben 
genannte Beleg wäre der folgende:
Morgenröte → Morgenröthe
Mit Hilfe des im Projekt RSNSR entwickelten Verfahrens können nun aus diesen Belegen Regeln 
generiert  werden.  Regeln  bestehen  immer  aus  einem  find-  und  replace-Teil.  Bei  eingegebenen 
Wörtern wird dann die moderne Wortform nach dem  find-Teil durchsucht, und sofern gefunden, 
durch den replace-Teil ersetzt, um so die historische Wortform zu erzeugen. Regeln für den obigen 
Beleg wären:
_ → h          t → th          te → the
Im Rahmen des Projektes RSNSR wurde das SmartEvidencer Tool entwickelt, um den Prozess der 
Belegsammlung und Regelgenerierung zu unterstützen.
Abbildung 11.1.: Einfu¨hrungstext der Evaluierung
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A) Evidence:  Der Evidencer dient zur Erstellung (im  Tab „Unmatched“ ) bzw. Bearbeitung (im Tab „Matched“ ) von Belegen.
B) Historic:  Hier werden die vom Tool erkannten historische Wortformen angezeigt. 
C) Modern:  Hier werden die vom Tool generierten Vorschläge angezeigt
D) Historic Text:  Hier werden Abschnitte des geladenen Textes angezeigt.
Abbildung 11.2.: Einfu¨hrung SmartEvidencer
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11. Evaluierungsunterlagen
1) Rule Selector: Der Rule Selector dient der Auswahl einer Regel und ermöglicht das Browsen der Regelbasis. Die selektierte Regel 
wird in der Rule Visualization angezeigt.
2) Rule Visualization: Die Rule Visualization zeigt die für die selektierte Regel relevanten Ober- und Unterregeln an. Sie unterstützt 
Standardoperationen wie Panning und Zooming.
3) Regelmodifikation: Modifikationen in der Regelbasis werden über die Toolbar durchgeführt.
Abbildung 11.3.: Einfu¨hrung RuleModification
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Aufgabe 1
a) Laden Sie die Texte „1758_berlin_1.txt“ und „1758_berlin_2.txt”, die sich in dem Ordner 
„ernst/eval” befinden (Region und Period finden Sie im Dateinamen) und deaktivieren Sie 
dabei die Funktion der automatischen Beleggenerierung.
b) Wählen Sie für alle Belege im „unmatched“-Tab die korrekte moderne Wortform aus und 
speichern Sie diese. Falls historische Wortformen ohne korrekte Vorschläge für die moderne 
Wortform vorhanden sind, geben Sie bitte einen eigenen Vorschlag ein.
c) In der „matched“ Tabelle fügen Sie die historische Wortform „vortheil“ ein. 
d) Erstellen Sie einen neuen Beleg für die historische Wortform „Fehlet“.
e) Löschen Sie den Beleg der historischen Wortform „Erkläret “ und der modernen Wortform 
„erklärt“.
f) Importieren Sie die Regeldatei „Berlin_Regeln_1.xml“ aus dem Ordner „ernst/eval“.
g) Für den Beleg der historischen Wortform „Dienet“ und der modernen Wortform „dient“, 
löschen Sie die Regel „n → ne“.
h) Für den Beleg der historischen Wortform „Hiebei“ und der modernen Wortform „hierbei“, 
löschen Sie die Regel „er → e“ und alle ihre Unterregeln.
i) Selektieren Sie im Rule Selector die Regel „e →  “, und finden Sie in der Rule Visualization die 
Regel „ren → rn“. Löschen Sie diese.
j) Erstellen Sie eine neue Regel „te → the“.
Aufgabe 2
a) Löschen Sie die aktuelle Session und laden Sie die Texte „1758_berlin_3.txt“ und 
„1758_berlin_4.txt”, die sich in dem Ordner „ernst/eval”  befinden und aktivieren Sie dabei 
die Funktion der automatischen Beleggenerierung.
b) Speichern Sie zehn korrekte automatisch generierte Belege.
c) Fügen Sie die historische Wortform „Fixsternenhimmels“ dem Wörterbuch hinzu.
d) Wählen Sie für zehn Belege im „unmatched“-Tab die korrekte moderne Wortform aus und 
speichern Sie diese. Falls historische Wortformen ohne korrekte Vorschläge für die moderne 
Wortform vorhanden sind, geben Sie bitte einen eigenen Vorschlag ein.
e) Importieren Sie die Regeldatei „Berlin_Regeln_2.xml“ aus dem Ordern „ernst/eval“.
f) Lassen Sie sich im Rule Selector alle Regeln anzeigen.
g) Finden Sie die Regel „kon → con“ und löschen Sie diese und alle ihre Unterregeln.
h) Finden Sie die Regel „er → e“ und modifizieren Sie diese zur Regel „ar → a“.
i) Finden Sie die Regel „üss → üß“ und erstellen Sie eine neue Regel „küss → küß“ auf deren 
Basis.
j) Aktivieren Sie die automatische Beleggenerierung und speichern Sie die drei neuen Belege.







F 1.1 Alter: ___________________________________
F 1.2 Geschlecht: ___________________________________
F 1.3 Muttersprache: ___________________________________
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F 1.6 Wie häufig verwenden Sie den 
Computer?
° ° ° ° °
Universität Duisburg-Essen Informationssysteme 1
Abbildung 11.5.: Fragebogen Seite 1
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Abschlussfragebogen
Gar nicht etwas sehr
Allgemeine Fragen: 1 2 3 4 5
F 2.1 Das Layout des Tools war übersichtlich. ° ° ° ° °
F 2.2 Die Bedienung des Tools war einfach. ° ° ° ° °
F 2.3 Die Erlernung des Tools war einfach. ° ° ° ° °
F 2.4 Die Bedeutung der Icons im Tool war 
eindeutig.
° ° ° ° °
F 2.5 Der Load Dialog war übersichtlich. ° ° ° ° °
F 2.6 Es war einfach Texte zu laden. ° ° ° ° °
F 2.7 Die Bedienung des Tools war flüssig. ° ° ° ° °
F 2.8 Die Schriftgröße des Tools war groß 
genug.
° ° ° ° °
Fragen zu Belegen (Evidences) 1 2 3 4 5
F 2.9 Der unmatched-tab war übersichtlich. ° ° ° ° °
F 2.10 Die Erzeugung der Belege war einfach. ° ° ° ° °
F 2.11 Die Anzeige der modernen Vorschläge 
war übersichtlich.
° ° ° ° °
F 2.12 Der matched-tab war übersichtlich. ° ° ° ° °
F 2.13 Das manuelle hinzufügen eines Belegs 
war einfach.
° ° ° ° °
F 2.14 Das Filtern der Belege war hilfreich. ° ° ° ° °
F 2.15 Das Editieren eines Beleges war einfach. ° ° ° ° °
F 2.16 Die Tabelle der Belege war übersichtlich. ° ° ° ° °
F 2.17 Der Automatic Evidences Dialog war 
übersichtlich.
° ° ° ° °
F 2.18 Die Text Abschnitte im HistoricText 
waren lang genug.
° ° ° ° °
Universität Duisburg-Essen Informationssysteme 2
Abbildung 11.6.: Fragebogen Seite 2
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11. Evaluierungsunterlagen
Fragen zum RuleSelector (Rules) 1 2 3 4 5
F 2.19 Es war einfach die Regeln für einen 
bestimmten Beleg zu finden.
° ° ° ° °
F 2.20 Es war einfach eine bestimmte Regel zu 
finden.
° ° ° ° °
F 2.21 Es war einfach den Rule Selector zum 
Browsen der Regeln zu verwenden. 
° ° ° ° °
F 2.22 Die Bedienung der Filterung war 
eindeutig.
° ° ° ° °
F 2.23 Die Filterung war hilfreich. ° ° ° ° °
Fragen zur RuleVizualisation (Rules) 1 2 3 4 5
F 2.24 Die Visualisierung der Regeln war 
übersichtlich.
° ° ° ° °
F 2.25 Die Visualisierung der Regeln war bei 
der Modifizierung der Regelbasis 
hilfreich.
° ° ° ° °
F 2.26 Die Funktion der Buttons in der Rule 
Visualization war eindeutig.
° ° ° ° °
F 2.27 Die expandierbaren Knoten (in der 
Visualisierung rechts) haben die 
Übersicht verbessert.
° ° ° ° °
F 2.28 Die Animationen in der Rule 
Visualization waren verwirrend.
° ° ° ° °
F 2.29 Die Animationen in der Rule 
Visualization waren hilfreich.
° ° ° ° °
Universität Duisburg-Essen Informationssysteme 3
Abbildung 11.7.: Fragebogen Seite 3
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