A new control method, called adaptive nonlinear PD learning control (NPD-LC), is proposed for robot manipulator applications in this paper. The proposed control structure is a combination of a nonlinear PD control structure and a directly learning structure. Consequently, this new control method possesses both adaptive and on-line learning properties. One of the unique features of the NPD-LC algorithm is that the learning is based on the previous torque profile of the repetitive task. It is proved that the NPD-LC enjoys the asymptotic convergence for both tracking positions and tracking velocities. Simulation studies were conducted by comparing the proposed method with many other existing methods. As a result, it was demonstrated that the NPD-LC method can achieve a faster convergence speed. The proposed NPD-LC is robust and can be implemented for the control of robot manipulators.
INTRODUCTION
Systems such as robot manipulators, which track a given reference signal and operate in a repetitive mode, are very common in industrial processes. Trajectory tracking with proportional-derivative (PD) or proportional-integralderivative (PID) control may not lead to a high-accuracy tracking performance, especially at high speeds. This is because PD control is only linear that is not suitable for nonlinear systems with varying dynamic parameters. In recent years, many adaptive control techniques [1] [2] [3] [4] , which can accommodate changing environments and are insensitive to modeling errors, have been reported in the robotics literature as effective alternatives to PD/PID control. Most of these control methods are based on techniques that use the regression matrices to make the system dynamics linear with respect to the unknown parameters.
In parallel with adaptive control techniques, many substantial studies have been carried out on iterative learning control (ILC) [5] [6] [7] [8] [9] . Arimoto [5] defined ILC as a class of control algorithms that achieve an asymptotic zero tracking error by an iterative process. In such a process, a single tracking task is repeatedly performed by the system, starting always from the same initial conditions. Emulating human learning, ILC uses knowledge obtained from the previous trial to modify the control input for the current trial so that a better performance can be achieved.
Many researches have demonstrated that nonlinear PD (NPD) control is better than PD control in terms of increased damping, reduced rise time, and improved tracking accuracy [10] [11] [12] . Since the control gains of NPD control can adjust online as functions of the tracking errors, NPD control is superior to PD control. It is natural to apply the learning strategy to NPD control in an iterative mode and produce to a new control, called adaptive nonlinear PD learning control (NPD-LC).
This paper is organized as follows. First, the NPD-LC technique is proposed, and the similarities and differences between NPD-LC and ILC are analyzed. Then, the ( ( )) ( ) ( ( ) ( )) ( ) ( ( )) ( ) D q t q t C q t ,q t q t G q t T t + + = 
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The term ( , , , ) n e e e t is the higher order terms of ( ) e t , ( ) e t , and ( ) e t , and it may be negligible.
ILC algorithm
The learning algorithm is based on the errors of the system. In the traditional ILC scheme, the input torque values for the current trial are modified by adding the errors to the inputs of the preceding trial. The general expression of the learning rule can be expressed by
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Here, ( ) e t and ( ) e t are the displacement and the velocity errors between the desired and the actual ones in the jth iteration. The iterative scheme of the ILC system is shown in Fig. 1 . Based on (3), many types of ILC schemes can be derived; for example, the P-type ILC, D-type ILC, PD-type ILC, PItype ILC, and PID-type ILC [9] .
From Fig. 1 , one can see that ILC control is feedforward control or off-line learning control because information in the controlled torque profiles in the current trial does not come from the current iteration, but from the previous one. Although information obtained from the previous experience is important, usually, information acquired in the current iteration is more useful in the view of real-time on-line control. It is noted that the feedback control is more effective than the feedforward control in terms of reduction of the tracking errors. Based on the above observation, the following adaptive nonlinear PD learning control is proposed.
NPD control Previous studies [10] [11] [12] have shown that NPD control can provide increased damping, reduced rise time for step or rapid inputs, improved tracking accuracy, friction compensation, and disturbance rejection. It should be noted that there are only few papers [12] which deals with NPD control for the trajectory tracking of nonlinear systems such as robotic systems. An NPD control law may be any control structure of the following form (4) is not unique. In our study, the functions of the nonlinear gains were selected as follows [12] 
For simplicity, 
NPD-LC algorithm
In a previous study [13] , an adaptive PD learning control method was developed to improve the tracking performance. Following the same line of thinking, the NPD-LC method is proposed.
In the NPD-LC method, the controlled torque of the second iteration is a combination of the current NPD control (feedback) with the torque produced in the first iteration (feedforward) for the same tracking task at the same initial conditions. This procedure will continue until a satisfactory tracking performance is obtained. Therefore, the NPD-LC algorithm can be expressed by
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or in a more general form The major difference between NPD-LC and ILC is that NPD-LC is feedback plus feedforward control, while ILC is only feedforward control. Hence, the NPD-LC method is an on-line learning control, while ILC is an off-line learning control. Hence, the NPD-LC method is expected to have a faster convergent speed.
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Furthermore, the NPD-LC algorithm is adaptive. This is due to the property of nonlinear control. The feedback part in the control law, Equation (6) , enables the controller to adjust its response by changing the gains in accordance with the errors. When the error between the desired and actual values of the controlled variables is large, the control gain is increased, amplifying the error substantially to generate a large corrective action to rapidly drive the system to its goal. As the error diminishes, the gain is automatically reduced to avoid excessive oscillations and large overshoots in the response.
The NPD-LC method is also a learning process because it repeats the processes of the same tracking task as humans learn a desired motion pattern through training. In the proposed control law, the purpose of the learning is to memorize the torque profiles generated by the previous iteration, which includes some information about the dynamics of the system. The main difference between the ILC method and the NPD-LC method is that the ILC method does not use the information of the system dynamics in the current iteration, while the NPD-LC method does and further inherits the information from the NPD control. Therefore, NPD-LC can make the system quickly follow the desired trajectory.
CONVERGENCE ANALYSIS OF NPD-LC
In a repetitive operation mode, for the jth iteration, we set the initial conditions as follows
In the jth iteration, Equation (2) can be rewritten as
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Similarly, in the j+1th iteration, we have
( 1 0 ) For the purpose of proof, we assume that
, where Λ is a positive diagonal matrix. We also define the following parameter
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We now have the following theorem for the trajectory control of robot manipulators.
Theorem. Consider a robot manipulator performing repetitive tasks under the NPD-LC law, equation (6) , with the nonlinear gain rule, equation (5) . The following relationships hold for all [ 
If the control gains are selected such that 
Proof:
We define a Lyapunov function candidate as
Where ρ is a positive constant and where 
COMPARATIVE STUDY
To demonstrate the effectiveness of the proposed NPD-LC scheme, simulation studies were carried out using examples from the literature.
Case 1
The robot manipulator example [7] shown in Fig. 3 was used in this study to examine the effectiveness of the proposed control scheme.
A two DOF planar robot manipulator with revolute joints has the following dynamic equation where the random disturbance was included. with   2  2  2  11  1 1  2 1  2  1 2  2  1  2   2  2  12  21  2  2  1 2  2  2  22  2 Here, the physical parameters were selected the same as in [7] . They are: . Also, all the disturbances were assumed to be time-varying and random as follows, 1
, where ( ) rand j was a random function taking the values between 0 and 1.
The desired trajectories for the two joints were chosen as the same as in [7] , i.e., The same control gains were selected as follows For PD control [7] : diag{10,10}
For NPD control and NPD-LC: Figure 4 shows the tracking performance where the result for the NPD-LC case was obtained only after 5 iterations. It should be noted that, although the NPD control was used in the first iteration for the NPD-LC, and although it had very large tracking errors for both positions and velocities, the NPD-LC dramatically improved the tracking performance from iteration to iteration. The fixed-gain PD control and NPD control were not suitable for this example when small control gains were used, but NPD-LC was very suitable for this same problem using the same control gains. The reason for this is that NPD-LC could inherit and adapt the dynamics of the robotic system from the previous trials. The more iteration that the NPD-LC employed, the more accurate the dynamic model that the NPD-LC obtained, and the more accurate the tracking that the NPD-LC generated. To illustrate the performance improvement, Fig. 5 shows the tracking errors from the first iteration to the 5 th iteration. It clearly shows that the NPD-LC is a simple and promising control method when subjected to external random disturbances. Comparing these results with those in [7] , it can be seen that the proposed NPD-LC has a faster convergence speed for trajectory tracking.
It also should be noted that, although the tracking performance improved from iteration to iteration, the torques required to drive the two actuators were nearly the same as can be seen from Fig. 6 . This means that the performance improvement was not produced by supplying more energy, but by the designed control strategy. To examine further the effect of the user-defined coefficients on the tracking performance, different i α were used in the simulations. Fig. 7 shows some results for tracking the performance from iteration to iteration. It can be seen that as i α increases, the tracking errors decrease. This result coincides with that of NPD control. In this case, the example in [2] was used to validate the effectiveness of the proposed NPD-LC. All the parameters were selected to be the same as in [2] . 
, s i n3,c o s3
In example 1, the repetitive disturbances were included in the simulations. The control gain matrices were as follows diag{20,10}
The simulation results from the first to the 20 th iterations are listed in Table 1 . Comparing the results using the proposed control scheme with those in [2] , one can see that the proposed NPD-LC provided better tracking with less iteration than the method addressed in [2] . Only after 15 iterations, the NPD-LC obtained a more accurate trajectory tracking performance than the Adaptive-ILC [2] with 30 iterations (the maximum position errors for joints 1 and 2 were 0.0041 rad and 0.0046 rad at the 30 th iteration, and 0.0149 rad and 0.0155 rad at the 20 th iteration, respectively). This example demonstrates that the NPD-LC drives the errors to zero and rejects repetitive disturbances very well. In example 2, the repetitive disturbances were the same as in example 1. The control gain matrices were as follows diag{20,10} Table 2 shows the simulation results. From the above results, one can see that NPD-LC is a very promising control method in terms of good tracking performance, the simplification of the realization, and the rejection of random or repetitive disturbances for repetitive tracking tasks. It was demonstrated that the proposed NPD-LC method has a faster convergent speed than other control methods [2] [7] reported in the literature.
CONCLUSIONS
In this paper an adaptive nonlinear PD learning control technique, called NPD-LC, was proposed for the trajectory tracking of robot manipulators. The proposed NPD-LC is a simple combination of feedback based on NPD control and the feedforward of the previous torque profile. The NPD-LC possesses an adaptive property due to the design of the controller which changes the control gains during the trajectory tracking process, and the learning ability through its iterations. The asymptotic convergence for both the tracking positions and the tracking velocities was theoretically proved using Lyapunov's method. Compared with other adaptive and/or ILC methods, the proposed control method is very attractive for industrial applications due to its good tracking performance and its relatively simple implementation of on-line adapting and learning. Two examples were used for simulation studies to demonstrate the feasibility and effectiveness of the proposed NPD-LC. Simulation also shows that the NPD-LC has a fast convergence speed and the ability to reject repetitive and/or random disturbances.
