Abstract-A serially concatenated coding system which can operate without channel state information (CSI) with use of a simple channel-estimation technique is presented. This channel-estimation technique uses the inner decoder's a posteriori probability (APP) information about the transmitted symbols to form a channel estimate for each symbol interval, and is termed "APP channel estimation." The serially concatenated code is comprised of an outer rate-2 3 binary error-control code, separated by a bit interleaver from an inner code consisting of an 8-phase-shift keying (PSK) bit mapping and differential 8-PSK modulation. Coherent decoding provides bit-error rate performance 0.6 dB from 8-PSK capacity for large interleaver sizes. APP channel-estimation decoding without initial CSI over constant and random walk phase models shows near-coherent results, with fractions of a decibel performance loss for random walk and linear phase models.
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I. INTRODUCTION
W ITH the advent of turbo codes [1] , [2] and iterative decoding of serially concatenated codes (SCCs) [3] , the push for near-capacity performance of error-control codes has become a reality. Use of these near-capacity codes with iterative decoding now allows receiver operation in very-high-noise/low signal-to-noise ratio (SNR) environments.
Turbo trellis-coded modulation (TTCM) has shown performance gains with higher order modulation similar to those of binary turbo coding. Both parallel concatenated TCM with bit interleaving [4] and symbol interleaving [5] using 8-phase-shift-keying (PSK), 16-quadrature amplitude modulation (QAM), and 64-QAM and serial concatenated TCM (SCTCM) for 8-PSK [6] , [7] have been examined.
However, at the low SNR values achievable with turbo codes, issues such as phase synchronization become critical, especially for higher order modulations. Conventional phase synchronization uses a phase-locked loop (PLL) or Costas loop [8] , resulting in phase ambiguities for PSK constellations. In addition, the squaring loss for higher order PSK modulation becomes significant, effectively prohibiting the use of these mechanisms for phase synchronization at the low SNRs at which turbo codes can operate. For 8-PSK suppressed-carrier signaling, the squaring Paper approved by H. Leib, the Editor for Communications and Information Theory of the IEEE Communications Society. Manuscript received December 22, 2003 ; revised November 23, 2005 . This work was supported in part by Alberta iCORE and in part by NSERC.
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Digital Object Identifier 10.1109/TCOMM.2006.878827 loss of an eighth-power-law device at dB is upper bounded by 10 dB [9] with respect to PLL operation on an unmodulated carrier. Typical loop SNRs must be at least 6 dB to achieve synchronization [10] , [11] ; thus, the eighth-power squaring device must see a minimum loop SNR of 16 dB to achieve lock. This requires narrow loop bandwidth, which is incompatible with fast tracking and acquisition as needed in wireless packet systems. Effective phase synchronization for iteratively decoded systems using higher order PSK modulation becomes highly problematic.
The classical method of eliminating phase synchronization is differential -ary ( )-PSK encoding with differential demodulation; however, a 3-dB loss in SNR versus bit-error rate (BER) occurs for -PSK, with [12] . This also applies to turbo coding. Differential binary (B)PSK modulation resulted in a 2.7-dB loss in SNR [13] for a rateturbo code using differential detection. Such significant loss is counter to the near-capacity performance expected of turbo codes.
Various techniques to mitigate the penalty incurred by differential detection have been used. Multiple symbol differential detection [14] - [16] has been applied to iteratively decoded SCCs with differential modulation [17] , using linear prediction to obtain channel estimates. This technique results in an exponential expansion of the decoding trellis. An expanded-state decoding trellis is also presented in [18] for serial concatenation of a rateconvolutional code with differential -PSK modulation. The channel phase is discretized into states, resulting in a linear trellis expansion of states. Similarly, in [19] , iterative decoding of turbo codes with quadrature (Q)PSK modulation incorporates channel estimation for fading channels by using quantized phase in an expanded "supertrellis." Instead of expanding the already complex a posteriori probability (APP) decoding trellis, channel estimation of pilot-symbol-assisted modulation (PSAM) BPSK turbo codes over fading channels in [20] is accomplished in the iterative decoding block, but outside the APP decoder, to still allow for iteratively improving channel estimates. A BER of within 0.5 dB of coherent detection for slow fading is achieved.
Turbo-embedded estimation (TEE) is an alternate approach that has been investigated for BPSK in [21] and extended to QPSK and 8-PSK [22] . This technique uses the most probable state during the forward recursion of the APP decoder to obtain a symbol estimate, which is fed to a simple tracking loop to compute an updated phase estimate. No state expansion of the APP trellis, and corresponding increase in complexity, occurs. However, TEE requires an initial phase estimate to begin decoding; this phase estimate is obtained from a known preamble whose length is approximately 1.5% of the total packet length. Results over the additive white Gaussian noise (AWGN) channel, with phase noise according to a recent DVB-S2 proposal [23] , for 0090-6778/$20.00 © 2006 IEEE rate-8-PSK modulation are 0.3 dB from coherent decoding at a BER of , increasing with rate-8-PSK modulation to 0.7 dB from coherent decoding at a BER of . From a coding perspective, differential modulation may be viewed as a recursive convolutional code [24] and, as such, can be used as a viable inner code in an SCC system which will exhibit interleaver gain [3] . This idea has been used for binary SCCs [24] , [25] , and shown to provide good performance when coherently decoded. In this paper, we approach the construction of an SCC for higher order modulations from a code-design perspective. We also show how use of an inner differential -PSK code leads in a natural way to a decoder which functions without any prior channel phase information, providing performance nearly indistinguishable from that of an ideal receiver with complete phase knowledge.
This decoder relies on the ability of the APP algorithm for the differential inner modulation code to provide useful soft information on the information symbols without any prior phase knowledge, even in the presence of significant time-varying channel phase offset, which is confirmed via extrinsic information transfer (EXIT) analysis [26] , [27] . This soft information is used by a low-complexity phase estimator to iteratively improve the channel metrics. Through iterations, decoding performance close to the complete phase knowledge scenario is achieved with integrated APP channel phase estimation. This method uses APP soft information from the differential decoder without expanding trellis complexity. Neither external phase estimation, such as a training sequence preamble or non-data-aided (NDA) phase estimation, nor differential demodulation are needed to begin the decoding process.
An EXIT analysis approach [26] , [27] is used to find matched outer codes that work optimally with the inner modulation code. The (3,2,2) parity-check code (PCC) is such a code, providing turbo cliff results only 0.6 dB away [28] from the 8-PSK capacity at a system rate of 2 b/symbol [29] , [30] . An 8-PSK mapping specifically designed to optimize this system's error floor [31] is presented.
The performance of our serially concatenated system compares favorably with two coherently-decoded serially concatenated systems using 8-PSK modulation at a system rate of 2 b/symbol. These are: 1) SCTCM [6] , [7] ; and 2) soft-decision iteratively decoded bit-interleaved coded modulation (BICM-ID) [32] .
The paper is organized as follows. Section II describes the serially concatenated binary error-control code/differential 8-PSK system, examining the encoder, simulated channel, and decoder. Section III discusses analysis techniques used to optimize the system; distance spectrum analysis allows improvement of the error floor through a new mapping, while EXIT analysis predicts turbo cliff behavior and completes the error analysis. Section IV presents our method of obtaining channel estimates when decoding without channel state information (CSI), which we term APP channel estimation. Section V presents simulation results. Conclusions are discussed in Section VI.
II. SYSTEM DESCRIPTION
A. Encoding System
The encoder for our proposed serially concatenated transmission system is shown in Fig. 1 . A sequence of information bits of length is encoded by an outer rate-2/3 binary error-control code, such as the (3,2,2) parity code, into a sequence of coded bits of length . The coded bits are interleaved bitwise through a random interleaver [2] , [3] . These interleaved coded bits are mapped to 8-PSK symbols ; the symbol energy is normalized to , and the 8-PSK symbols have unit magnitude and phase angle rads. Initially, we assume natural mapping, which labels the bit combinations 000-111, increasing consecutively counterclockwise from 0 rads. The 8-PSK symbols are then differentially encoded, so that the current transmitted differential symbol . This differential 8-PSK encoding serves as the inner code of the serially concatenated system, and is viewed as a recursive nonsystematic convolutional code [24] . A recursive inner code is necessary to provide interleaving gain in a serially concatenated system [3] . This inner code has a regular, fully connected 8-state trellis, in which the trellis states correspond to the current transmitted differential symbol. Transmission of a block of encoded symbols is initialized with , and terminated with a reference symbol to end in the zero state. A simplified three-stage differential 8-PSK trellis section (corresponding to three symbol time intervals) is shown in Fig. 2 . The actual trellis is fully connected, but for clarity, only the first stage shows all connections. Two decoding paths are depicted in the trellis section. The solid bold path indicates the correct path, with the dashed bold path above it resulting from a phase rotation of rads. Both the original 8-PSK symbols and the transmitted D8-PSK symbols are shown as above each corresponding trellis branch. Notice that while the phase rotation affects the transmitted D8-PSK symbols , the information 8-PSK symbols are identical on both paths. The trellis and code are rotationally invariant. This rotational invariance will be significant when considering system decoding without phase synchronization.
B. Channel Model
We use a complex AWGN channel model with noise variance in each dimension. Initially, the channel phase is assumed known at the receiver. The received symbols consist of the transmitted symbols plus complex noise of variance , i.e., . Next, the assumption of phase knowledge is dropped, and we consider an unknown phase offset at the receiver. The channel now consists of complex AWGN plus a possibly time-varying symbol phase offset :
. Three different phase models are considered.
• Constant but unknown phase offset . This could model short packet transmission systems or frequency hopping, where the phase could be assumed approximately constant over one transmission block.
• Gaussian random walk model. The unknown phase evolves as , where the phase process is given by zero-mean independent, identically distributed (i.i.d.) Gaussian random variables with variance . This could model phase jitter from oscillator instability.
• Constant Frequency Offset . Phase offset equals frequency offset multiplied by time; thus, a constant frequency offset results in a linear phase offset of slope rads with respect to time. For simulation purposes, we assume the phase offset constant during one symbol interval ; the phase increases by a discrete amount of rads for each consecutive symbol interval as . This could model a Doppler scenario.
C. Iterative Decoding
Iterative decoding of this serially concatenated system proceeds according to turbo decoding principles [2] , [3] . Fig. 3 displays a block diagram of the decoding process. The APP channel-estimation block is shown in the dashed rectangle, and is discussed in detail in Section IV. Note that differential demodulation is never used at the receiver for detection with or without phase knowledge, when APP channel estimation is employed. Assuming detection with known phase for now, received channel symbols are converted to channel metrics , which are fed to the inner APP decoder for the differential code, along with a priori information . No a priori information is available for the inner APP decoder during the first iteration, thus, uniform a priori probabilities are used;
. The inner APP decoder uses the Bahl-Cocke-Jelinek-Raviv (BCJR) [33] or forward-backward algorithm operating on the 8-state trellis of the differential 8-PSK code, depicted in Fig. 2 , to calculate conditional symbol probabilities on both the 8-PSK symbols and the transmitted D8-PSK symbols . The APP 8-PSK symbol probabilities are converted first to APP bit probabilities through marginalization, for example
The APP bit probabilities are converted to APP log-likelihood ratios (LLRs)
. Extrinsic output LLRs are obtained, as usual, by subtracting the a priori LLRs from the APP LLRs . Deinterleaving the extrinsic LLRs provides a priori LLRs as input to the outer APP decoder. The outer APP decoder for a simple binary code may be implemented with low complexity; the (3,2,2) parity code examined herein is simple enough, with only three bits and four codewords, to implement the six APP equations explicitly. The APP probabilities that express the parity constraints of the code are given by (2) (3) and analogously for and . APP LLRs are computed from these, and extrinsic LLRs obtained by subtracting off the a priori LLRs . These extrinsic LLRs are then interleaved to obtain new a priori LLRs . These must be converted first to bit probabilities , then to a priori symbol probabilities for use in the next iteration of decoding in the inner APP symbol decoder. Symbol probabilities are calculated as the product of their component bit probabilities, that is (4) In this fashion, with inner and outer APP decoders exchanging extrinsic information each iteration, iterative decoding continues until convergence or a fixed number of iterations is reached, at which time, a hard decision on the APP information bit LLRs from the outer binary APP decoder determines the estimated information sequence .
III. CODE PROPERTIES AND PERFORMANCE ANALYSIS
Turbo-code performance may be divided into three regions. In the first, the low-SNR/high-BER region, the turbo code does not perform well and iterative decoding has minimal effect. The turbo cliff or waterfall region follows, where the BER performance drops sharply to low values in only fractions-of-a-decibel SNR increase. Finally, at high SNR, there may be an error floor or flare where the BER curve flattens out due to the predominance of low-weight error events.
The latter two regions, the turbo cliff and error floor regions, require separate methodologies to analyze concatenated code performance. Extrinsic mutual information transfer, or EXIT, analysis [26] , [27] is used to accurately predict turbo cliff onset SNR. Mutual information serves as a reliability measure of the soft information into and out of each component decoder.
The second method is the minimum-distance asymptote approximation [34] of the error performance in the high-SNR error-floor region, where performance of turbo-coded systems flattens out by following the error curve of the most likely, minimum-weight sequence error event. Both methods are used to demonstrate the superior behavior of serially concatenated coded modulation and to optimize system performance. We first examine our system via minimum-distance analysis.
A. Minimum-Distance Analysis
The trellis of a differential 8-PSK encoder is fully connected, so that the shortest error event is always only two branches long. With respect to the all-zeros sequence, the seven possible twobranch error events are listed below. The first symbol in each branch is the original 8-PSK symbol, and the second symbol is the differential 8-PSK symbol, as shown in Fig. 2 . Noting that merging branches all carry the same output symbol, only the diverging branch contributes to the minimum squared Euclidean distance (MSED). The two-branch error event MSED is simply that of naturally mapped 8-PSK, 0.586, found in (1) and (7). Without an outer code, the input sequences to the D8-PSK encoder are unconstrained, and the D8-PSK MSED is 0.586.
(1) (4) (7) (2) (5) (3)
The 8-PSK mapping is not regular, i.e., all symbols separated by a given squared Euclidean distance (SED) do not have the same Hamming distance between them. For example, rotating from one symbol to the next gives a SED , but Hamming distance varies from 1 (between 000 at 0 rads and 001 at rads) to 3 (between 000 at 0 rads and 111 at rads). The distance between the all-zeros sequence and an error sequence is not representative of the distance between all correct and incorrect paths when the symbol mapping is not regular. Thus, we must consider all sequences, not just the all-zeros sequence, recognizing that parallel branches of the differential trellis carry identical information symbols due to the rotationally invariant trellis; all parallel paths are equivalent. However, consideration of the all-zeros sequence is sufficient to show the MSED of the differential code.
Calculation of the minimum distance of turbo-coded systems with random interleavers is significantly more involved than considering the minimum distance of the component codes [3] , [34] , [35] . The input sequences to the inner decoder for our serially concatenated system are constrained to be interleaved codewords of the outer [3,2,2] PCC, which all have Hamming weight , and thus, the entire interleaved sequence is constrained to even Hamming weight. This system is expected to manifest a rather flat error floor due to the very low MSED of 0.586; simulation results presented later will demonstrate such an error floor.
We now consider the MSED error events, with the goal of better matching the 8-PSK mapping to the parity-code sequence constraints to reduce the most likely error events. The minimumlength detour of the inner code is 6 bits long for a two-branch error event. If natural 8-PSK mapping is used, the seven possible bit sequences for the two-branch error events with the allzeros sequence as reference are given in the left side of Table I . Five out of seven of the two-branch detours in Table I have even weight, and are permissible sequences. An 8-PSK signal mapping that generates primarily odd-weight two-branch error events would lower the probability of choosing an MSED sequence, and be better matched to the outer PCC. Such an improved mapping, presented in [31] , is given in the right-hand section of Table I . The input bit sequences for the two-branch error events using the improved mapping with respect to the all-zeros sequence are shown at the bottom.
The improved mapping has only one even-weight sequence, 010-010, which generates a two-branch error event with an SED of 4.0. The sequences 111-101 and 101-111 both have SED of 0.586, but are not eligible as two-branch error events because they are of odd weight. When we consider all other reference sequences besides the all-zeros sequence, there is only one twobranch error event resulting in MSED and minimum . This MSED error event occurs with the interleaved coded sequence pair 010-011, 011-010. This improved mapping has the same number of even-weight MSED two-branch error events, but far fewer (1 versus 16) MSED error events. It can be shown [36] that a random interleaver is far more likely to contain a permutation allowing a two-branch error event for both these mappings, with probability independent of interleaver length, than one for or , which decreases as . The improved mapping significantly reduces the number of MSED two-branch error events, compared with natural mapping. This reduction of MSED multiplicity lowers the error floor, as will be seen in Section III-C. It does not increase the MSED of the code, which remains at 0.586 with high likelihood.
Use of a spread interleaver lowers the error floor further. An -random interleaver [37] with spreading will prevent the occurrence of a single two-branch error event, though it cannot prevent the occurrence of two two-branch error events. The MSED of the concatenated code with an -random spread interleaver of is 1.172.
B. EXIT Analysis
EXIT analysis [26] , [27] is a valuable technique for evaluating concatenated system performance in the turbo cliff, or waterfall, region. The mutual information between symbols and the extrinsic soft information with regards to is used as a measure of the reliability of generated by each component decoder. Likewise, measures the reliability of the a priori soft information into the component decoder, with regards to .
Input a priori LLRs are generated assuming a Gaussian distribution for , shown to be a very good approximation, especially with increasing iterations [38] . Given , with an associated , the component APP decoder will produce , with associated . The inner decoder also requires channel metrics on the transmitted symbols, and thus is dependent on the channel SNR. The outer decoder of a serially concatenated system never sees the channel information and is independent of SNR. In this manner, an EXIT chart displaying , ranging from 0 to 1, versus for the APP decoder, is produced. These component EXIT charts are used to study the convergence behavior of concatenated iteratively decoded systems.
The interleaving process does not alter mutual information; while scrambling the soft information, interleaving does not change its distribution. In addition, interleaving destroys any correlation between successive symbols. This separation and independence between the two decoders allows the component decoder EXIT charts to be combined into a single EXIT graph depicting the iterative behavior of the turbo decoding process. Each component decoder is simulated individually, without the need for implementation and simulation of the actual concatenated system. EXIT analysis allows the component codes to be chosen for optimization of concatenated system performance, without lengthy simulation of each code combination.
For our concatenated system, the outer parity code produces binary soft information which can be processed as LLRs and , with associated and . As the interleaver operates bitwise, the extrinsic interleaved bit LLRs will be passed on to the inner D8-PSK APP decoder. However, as the inner decoder operates on symbols, these interleaved LLRs (or their corresponding bit probabilities ) must be converted to symbol probabilities , as discussed in Section II. Conversely, the inner APP extrinsic information will be symbol probabilities , which must be converted to bit probabilities , or their corresponding LLRs , for deinterleaving. and are calculated for the inner LLR values. Fig. 4 displays the EXIT chart for our serially concatenated system with the (3,2,2) PCC as outer code ( on the horizontal axis, and on the vertical axis), and differential 8-PSK as the inner code (with axes swapped). The inner decoder EXIT curves depend on SNR, and are shown for 3.4 and 3.6 dB. The improved 8-PSK mapping discussed in Section III-A is used. Natural 8-PSK mapping allows for earlier turbo cliff onset at SNR 3.3 dB, but produces a higher error floor. An EXIT trajectory for the improved mapping at SNR 3.6 dB is shown also. All curves are simulated using a 180 000-bit interleaver. Notice the close fit between the outer (3,2,2) parity check and inner differential 8-PSK EXIT curves at SNR = 3.4 dB. The two codes are well matched, in the sense that the combined codes minimize turbo cliff onset, compared with a set of less well-matched codes. An EXIT curve for an outer rate-2/3 16-state maximal free distance recursive systematic convolutional code is also shown in Fig. 4 , together with an inner differential 8-PSK EXIT curve for SNR = 5 dB. Natural mapping is used. The free distance of this convolutional code is 5, compared to a free distance of 2 for the (3,2,2) PCC. The increase in free distance of the outer code increases the minimum distance of the concatenated code, and significantly lowers and reduces the error floor which exists with the PCC. However, reduction of the error floor comes at a large increase in turbo cliff onset SNR.
As shown in Fig. 4 , pinchoff for the convolutional code and differential 8-PSK modulation occurs at SNR = 5 dB, 1.7 dB past that of the concatenated system with the outer (3,2,2) parity code. It is clear from the EXIT curve of the outer rate-2/3 convolutional code that the differential EXIT curve must be raised significantly higher by increasing SNR to clear the outer EXIT curve, and provide a channel for iterative convergence. This increase in turbo cliff onset is due to the poor match, as shown by EXIT chart, between component decoders. Fig. 5 shows the performance of our proposed SCC modulation system with both natural and improved 8-PSK mapping and random interleaving. Results are shown for interleaver sizes of 15 000 and 180 000 bits. Notice the lowered error floor of the improved mapping. Also shown is the improved mapping with a fixed -random spread interleaver of and 15 000 bits. The spread interleaver lowers the error floor further. At a rate of 2 b/symbol, 8-PSK capacity is at 2.9 dB [29] , [30] . Our concatenated system provides BER performance 0.6-0.8 dB away from capacity for large interleaver size.
C. Code Performance
The BER performance of our concatenated system underscores the effectiveness of simple design techniques, combined with turbo-coding analysis techniques, in designing and optimizing systems for excellent performance. Not only are the two component decoders very simple to implement (an 8-state trellis decoder for the inner code and a lookup table for the outer code), but taken individually, their error control potential is very limited. The (3,2,2) PCC is very weak, and differential 8-PSK modulation alone is used for its independence from phase synchronization, rather than any error-correcting ability. Together, however, they unfold the full potential of turbo coding, outperforming even large 8-PSK Ungerböck trellis codes [39] by 1 dB. A 64-state 8-PSK TCM code achieves an asymptotic coding gain over uncoded QPSK of 5 dB at a rate of 2 b/symbol. As shown in Fig. 5 , our SCC system provides performance results 6 dB better than uncoded QPSK at a BER = . Along the turbo cliff, 50 decoding iterations are required for convergence. EXIT analysis predicted that a large number of iterations along the turbo cliff would be required for convergence, due to the well-matched EXIT curves of the component codes, which result in a low-SNR turbo cliff onset, but provide only a narrow tunnel for iterative improvement. Convergence above 4.5 dB occurs in 10 iterations or less. A minimum of 50 errors per data point were collected.
As predicted by EXIT analysis, the larger interleaver size shows turbo cliff onset at SNR = 3.3 dB for natural mapping and 3.5 dB for the improved mapping. Natural mapping provides a 0.2 dB advantage in turbo cliff onset, at the cost of a higher error floor. For the smaller interleaver size, along the turbo cliff, convergence requires 50 iterations; at SNR = 4 dB, 30 iterations are required for convergence, decreasing to 10 iterations at SNR = Fig. 6 . EXIT chart of the differential 8-PSK decoder using the new mapping, for various constant phase offsets, SNR = 4.5 dB, and (3,2,2) parity-check decoder. 5 dB and above. EXIT analysis also predicted these rates of convergence.
Our coherently decoded SCC achieves a BER of at an SNR of 3.9 dB, with an interleaver size of 15 000 bits using the improved 8-PSK mapping. In comparison, the SCTTCM system presented in [6] , which assumes phase synchronization, provides a BER of at SNR = 3.7 dB, the largest SNR value simulated, using an interleaver size of 16 385 b and 8-PSK modulation at a rate of 2 b/symbol over the AWGN channel. BICM-ID has been examined for 8-PSK modulation [32] . At a rate of 2 b/symbol over an AWGN channel with phase synchronization, BICM-ID achieves a BER of at SNR = 4.2 dB with an interleaver of 6000 bits.
Our coherently decoded SCC provides comparable performance to the SCTTCM system, and superior performance to BICM-ID, and in addition, offers the potential for decoding without CSI. We now examine system performance in the presence of phase noise, without CSI, making use of our APP channel estimator.
IV. DECODING WITHOUT CHANNEL INFORMATION
Accurate phase acquisition and tracking on physical channels at low SNR to achieve coherent decoding is no easy task. Implementation of the required algorithms often consumes more very-large-scale integration (VLSI) area than the decoder itself. Thus, we now consider the case when the received channel phase is unknown; decoding must be performed without a priori CSI, i. e., noncoherently. A key observation is that the rotationally invariant property of the inner code allows us to extract a posteriori information on the information symbols , even without knowledge of the carrier phase. This soft information is provided as symbol probabilities from the inner APP decoder. Fig. 6 shows the EXIT chart for the differential 8-PSK decoder with various phase offsets at SNR = 4.5 dB. Neither differential detection nor pilot symbols were used, and external channel information is not used, i.e., phase synchronization is not assumed. The D8-PSK APP decoder provides some extrinsic information in the presence of phase offset, even when no a priori information is available (along the vertical axis, corresponding to the initial iteration, when ). Even the worst-case offset between two symbols, rads, still provides some extrinsic information initially. The presence of extrinsic information without any a priori information is significant; no external method of generating initial phase information will be necessary, such as a training sequence or NDA phase estimator, nor will differential demodulation be needed.
This initial extrinsic information is insufficient, however, to complete convergence; as seen in Fig. 6 , the component EXIT curves intersect, and decoding will be stuck there at a high BER for all except . Hence, we propose to use this soft information from the inner decoder to estimate and track the channel phase through successive iterations. This leads to a decoder which can achieve convergence even in the presence of significant channel-phase offset.
The inner APP decoder generates both 8-PSK symbol probabilities and D8-PSK symbol probabilities ; the latter will be used as input to a channel estimator for subsequent iterations. Low complexity is important, given the emphasis on implementation simplicity leading to our choice of component codes. The channel estimator complexity must not overshadow that of the decoding system, and thus, an optimal linear estimator, such as the minimum mean-square error (MMSE) estimator, is not considered. We choose a simpler filtering estimator, presented in [28] , [31] , and [40] . The channel model used is AWGN with complex noise variance and a complex time-varying channel gain . In the case of unknown channel phase, is a unit-length time-varying rotation. The received signal is given as (5) From the first moment equation
, where is the expectation over the a posteriori symbol probabilities at time from the inner APP decoder, an instantaneous channel estimate may be found as (6) where is the mean modified to unit modulus, i.e., . At each iteration, the inner APP decoder sends soft probability estimates of the channel symbols to the channel estimator, which calculates the instantaneous channel estimates according to (6) . These channel estimates are then filtered through a lowpass digital filter , whose bandwidth allows tracking of the phase-noise process, to generate the filtered channel estimates . For a constant phase offset, , where is the frame length, is simply the average of the instantaneous channel estimates. For a time-varying Markov phase process, such as the random walk or linear phase processes, the channel estimates are filtered through an exponentially decaying moving average filter as , where , the exponential decay parameter, is typically close to one. These filtered channel estimates are used to generate coherent decoder branch metrics to be used by the inner APP decoder.
No channel information is yet available during the initial iteration, so is chosen for the initial branch metrics. As we will show, each iteration improves the a posteriori values from the inner decoder, and thus an improved channel estimate can be recalculated, as long as the SNR is above the turbo cliff of the coherent decoder.
As mentioned previously, the differential trellis is rotationally invariant to integer multiples of rads phase shifts. If, however, in decoding the trellis, the beginning and final trellis states are assumed fixed to state 0, as is commonly done, endpoint errors will occur with a phase shift. The rest of the trellis will shift to a rotated sequence, but the endpoints cannot shift and remain fixed, causing errors. To prevent this, we use a "floating" decoding trellis for the inner APP decoder, with both beginning and final states assumed unknown and set to uniform probabilities. Fig. 7 illustrates the rotational invariance, with a sample random walk phase process at top and the final APP phase estimate beneath. Twice, the phase estimate "slips" to a phase rotated rads from the random walk phase. However, no decoding errors occur in these phase slips; the rotationally invariant inner trellis ensures no decoding errors if the phase estimator converges to a rotated phase, and the outer decoder cancels bit errors due to phase jumps, so the phase estimator seamlessly slips between constellation symmetry angles.
V. CHANNEL-ESTIMATION SIMULATION RESULTS
We now examine system performance in the presence of phase noise, without CSI, making use of our APP channel estimator. Three different channel phase processes are simulated.
• Constant Phase Offset: for 16 rad.
• Random Walk Phase Process: , for deg .
• Linear Phase Process:
. All channel models include AWGN. Decoding without CSI is achieved using our integrated APP channel phase-estimation algorithm. All channel phase-estimation results use the same -random interleaver with minimal spreading , size 15 000 bits, and are compared with coherent results for the same interleaver. Fig. 8 compares the BER performance of decoding with and without CSI over an AWGN channel with a constant channel phase offset of , with near-coherent results. Fifty decoding iterations are used. The constant phase channel estimate for the entire frame is an average of the instantaneous channel estimates , as described in Section IV. Performance degrades somewhat as the phase offset approaches . This is a metastable point, as is halfway between two valid differential sequences. The instantaneous channel estimates will oscillate to either side of the boundary, and convergence to the correct phase estimate is very slow for a phase offset of exactly rads. APP channel phase-estimation results for a random walk phase process with deg are compared with coherent decoding results in Fig. 9 . Fifty iterations are used. The channel phase-estimation filter coefficients are given by with exponential decay parameter . APP channel estimation for the random walk phase process gives results 0.25 dB from coherent decoding along the turbo cliff, where 50 iterations are insufficient for convergence.
A constant frequency/linear phase offset may model oscillator drift or a mobile Doppler scenario. A carrier frequency of 1 GHz and oscillator drift of 0.1 ppm from a high-quality oscillator gives Hz. A symbol rate of symbols/s corresponds to . A lower carrier frequency of 450 MHz reduces to . In a mobile Doppler scenario, a frequency offset at the receiver occurs when the transmitter is moving relative to the receiver. This frequency offset, termed the Doppler shift, is found as , where is the transmitter velocity, and is the speed of light. A typical highway velocity of 110 km/h and a , and are also shown in Fig. 9 , for 100 iterations. The APP channel estimation of the linear phase process uses filter parameter when the mean a priori LLR magnitude , and when . For and ; for . Phase-estimation results are approximately 0.5 dB from coherent decoding for , with 0.4 dB loss for , and near-coherent performance for . The largest frequency offset has a slightly raised error floor, but smaller offsets converge to the coherent decoding error floor.
VI. CONCLUSION
We have shown that a simple serially concatenated system, combining an outer (3,2,2) PCC with an inner differential 8-PSK modulation code, offers very good results with iterative decoding according to turbo principles. The rotationally invariant property of the inner code aids in channel phase estimation, and supplies sufficient soft information from the inner APP decoder to allow initial operation under unknown channel phase rotations.
A simple channel-estimation procedure using this soft information from the inner APP decoder achieves near-coherent performance without channel phase information, under both constant and time-varying simulated phase processes. Neither pilot symbols nor differential demodulation are used or needed. The random walk phase process channel estimation results in a turbo cliff shift of about 0.25 dB to the right, while the linear phase process results in near-coherent results for to a 0.5 dB loss in turbo cliff for more severe . Both encoding and decoding portions of this system may be implemented with low complexity, and could be used in conjunction with packet transmission, where short messages increase the need for phase-offset immunity. Due to a very low MSED, this simple code has a significant error floor. An improved 8-PSK mapping lowers the error floor at a slight 0.2 dB SNR penalty in the turbo cliff onset region. Use of a spread interleaver lowers the error floor further over random interleaving.
