Online auctions have become one of the most convenient ways to commit fraud due to a large amount of money being traded every day. Shill bidding is the predominant form of auction fraud, and it is also the most difficult to detect because it so closely resembles normal bidding behavior. Furthermore, shill bidding does not leave behind any apparent evidence, and it is relatively easy to use to cheat innocent buyers. Our goal is to develop a classification model that is capable of efficiently differentiating between legitimate bidders and shill bidders. For our study, we employ an actual training dataset, but the data are unlabeled. First, we properly label the shill bidding samples by combining a robust hierarchical clustering technique and a semi-automated labeling approach. Since shill bidding datasets are imbalanced, we assess advanced over-sampling, under-sampling and hybrid-sampling methods and compare their performances based on several classification algorithms. The optimal shill bidding classifier displays high detection and low misclassification rates of fraudulent activities.
Introduction
This section presents the problem statement and scope as well as our research contributions about the detection of bidding fraud in commercial auctions.
Problem and Motivation
Over the last twenty years, the use of online auctions has rapidly increased in numerous domains, such as antiques, vehicles, and real estate. Since 2002, several commercial auction companies, such as Trade Me and eBay, have become immensely popular [7] , [22] . Given this surge in popularity, it is perhaps unsurprising that the FBI's Internet Crime Complaint Center reports that auction fraud has become one of the top forms of cyber-crime (Site 1). E-auctions are vulnerable to three types of fraud: pre-auction (like misrepresentation of products), post-auction (like non-delivery of products), and in-auction (like Shill Bidding and Bid Shielding) [2] , [3] . The present research focuses on Shill Bidding (SB) because, unlike the other two types of fraud, it does not leave any obvious evidence. SB is one of the most common auction frauds and also the most difficult to detect because it closely resembles normal bidding behavior [14] . To maximize the seller's revenue, a shill bidder drives up the price of products by submitting many bids via multiple fake accounts. In the case of expensive products, SB will result in substantial financial losses for the auction winners. Furthermore, excessive SB could lead to the failure of the market [2] . Indeed, the presence of shills will discourage honest users from participating in online auctions, and this may in turn negatively affect the auctioning business.
We examined the two popular auction sites, eBay and Trade Me, and could not find any SB detection service. Online auctions are one of the most profitable e-commerce applications because they generate high revenues. As an example, in 2017, eBay claimed that the net revenue reached 9.7 billion US dollars (Site 2). Regardless of their popularity, eauctions remain very vulnerable to SB fraud as demonstrated in several empirical studies and lawsuits against shill bidders. Note that over the years, auction users complained about SB in several forums and blogs (Site 3).
EBay focuses mostly on user authentication and feedback ratings. The authentication is carried out through Master and Visa cards by using software named FADE. EBay states If you think that another member is trying to manipulate feedback and Shill Bidding, you don't need to report it to us. eBay has a number of systems in place to detect and monitor bidding patterns and practices, and feedback usage. If we identify any malicious behavior, we'll take steps to prevent it. There are only two policies posted on eBay site: a seller cannot bid in his own auction using another account, and an employee cannot bid for his company (Site 4). Yet, a user can easily create fake accounts and use dynamic IP addresses. In this case, a shill bidder cannot be tracked. That is why analyzing the bidding behaviour is the only solution to detect SB. eBay did not show what the systems are in place to monitor SB fraud. Most auction sites encourage users to provide feedback ratings of other users. eBay uses these ratings to help detect SB. Nevertheless, ratings can also be easily manipulated to improve the reputation of users. Since ratings cannot be fully trusted, they may bias the classification outcome. Trade Me has two teams, Trust and Safety and Customer Support, which continuously monitors and removes inappropriate listings. Trade Me allows users to complain about SB and any other suspicious activities. Still, it is very challenging for users to manually examine the bidding behaviour as an auction involves many bidders and bids, and long bidding duration. Also, in long duration, a shill bidder can easily mimic normal bidding behaviour to avoid being detected [10] . Trade Me mentioned SB but did not show how to detect this fraud. The site gave examples of scam emails and suspicious behaviour but not related to SB. It also provided some manual tips, such as always check the seller's feedback history, never send money overseas, and keep all the payment details and emails exchanged with the seller (Site 5).
Over the years, several sellers and their collaborators have been prosecuted for SB. The following list provides some examples of such cases:
1. In 2012, the auction site, Trade Me, was forced to take payments of $70,000 to each victim of SB fraud that had been committed by an auto dealer based in Auckland. The fraud, which went undetected for one year, resulted in substantial losses for the victims. After the fraud was detected, Trade Me banned the accused trader and referred the case to the Commerce Commission for a thorough investigation (Site 6).
2.
In 2014, according to the report of New York Post, a California court accused a real estate auctioning company (Site 7), nicknamed the eBay of real estate, for increasing the price of its offerings. Indeed, the Village at Redlands Group blamed this company or either using shills or helping the loan holder to obtain the property with 2 million dollars more than the secured winning bid (Site 8).
3. In 2015, a former executive of Mastro Auctions was sent to the federal prison for 20 months for using fake bids to increase the price of his company's products and earn more revenue for himself and his company (Site 9).
Contributions
Efficient supervised classifiers have been built to control fraud in various sectors, including the credit card, telecommunication, electricity, and insurance industries. However, there are few studies in the literature that classify the bidding transactions of users due to a lack of SB training datasets. More precisely, this lack is attributable to several challenges associated with producing SB data: 1) determining SB strategies that are relevant; 2) implementing robust metrics for the SB patterns; 3) scraping auctions from commercial sites; 4) preprocessing auction data; and 5) evaluating the SB metrics against the extracted data. Auction sites provide a tremendous volume of public data (anonymous), and researchers can employ MLTs to effectively examine auction data to determine the trends and behaviors of online users, as well as the popularity of products on the market.
The ultimate goal of our research is to develop an optimal SB classification model. For this purpose, we trained several binary classifiers using a collection of the most relevant SB patterns commonly observed in infected auctions. The authors in [2] produced a high-quality SB (unlabeled) training data set by crawling a large number of auctions for a popular product on eBay. We used this new SB dataset to develop our fraud classifiers. Labeling any training dataset is critical for the task of classification. Most of the time, this is done manually, which is a tedious and an error prone operation, especially for large and complex datasets. To facilitate the labeling of our SB dataset, we first utilized hierarchical clustering to group participants with similar bidding behavior, as well as direct and statistical testing methods to find out about the optimal number of clusters. After grouping the bidders, we applied the labeling strategy introduced in [14] to determine whether the bidders in a given cluster were behaving normally or suspiciously. However, the labeled SB training dataset is imbalanced, which poses a challenge because the classifiers have difficulty learning from such datasets. Indeed, an imbalanced dataset deteriorates the predictive performance of the classifiers. Additionally, the minority class, which has the highest misclassification cost, will be misclassified because classifiers favor the majority class. To overcome this problem, we employed different types of intelligent sampling methods: Synthetic Minority Over-sampling Technique (SMOTE), SMOTE-Edited Nearest Neighbor (ENN), SMOTE-TomekLink, NearMiss and ClusterCentroids. Hence, we generated five balanced SB datasets with different sizes. Next, we applied three well-known classification algorithms, Support Vector Machine (SVM), Artificial Neural Network (ANN) with Multi-Layer Perceptron (MLP) and Random Forest, to the sampled datasets as well as to the original imbalanced dataset. Based on several performance metrics and the Random Search Cross Validation, we performed three major experiments. In the first experiment, we searched for the highest performing SB classifier by comparing the results of the five sampling methods combined with the three classifiers. In the second experiment, we evaluated the accuracy of the three classifiers when applied to the imbalanced SB dataset. Finally, in the last experiment, we compared the predictive performance classifiers when applied to balanced and imbalanced SB datasets. In total, we developed eighteen fraud classifiers, including fifteen that use sampling techniques and three that do not.
For the benefit of potential users, our SB classification service can be deployed on any auction site, which is advantageous because existing SB classification solutions are mostly offline. Moreover, in past SB studies, a training instance denotes the behavior of a bidder in all auctions that they participated in. This makes it impossible to know which auctions are infected by fraud. In our work, an instance captures the conduct of a bidder in a certain auction. Another issue is that SB fraud cannot be prevented. Consequently, we measure the bidder-per-auction SB patterns for each bidder just at the end of the bidding period for each monitored auction, which are then analyzed by the fraud classifier in order to detect malicious activities. If the auction is found to be infected by fraud, the administrator will hold any payment for the auctioned product (goods or services) until the investigation is completed.
Related Works
Researches on SB detection can be categorized in different ways depending on their underlying approaches, such as statistical, concurrent and machine learning. We may mention that very few studies employed MLTs to distinguish between shill bidders and normal bidders.
In [25] , the authors proposed a semi-automated approach combining one-class SVM' and Decision Tree to detect shill bidders. Based on the one-class SVM learning, first this approach finds all the outliers whose are basically shill bidders. After that, the outliers are sent to the Decision Tree classifier for further analysis because some innocent bidders may This paper is available online at www.jtaer.com DOI: 10.4067/S0718-18762020000100107 have been classified wrongly as outliers. In fact, the authors manually checked all the classified data obtained in each node of the Decision Tree. As a result, they altered the labels of several nodes whose classification is erroneous. Finally, this updated decision tree is considered as the optimal model to detect shill bidders. To carry out the experiments, the authors collected information on 59,949 bidders and 67,244 products from a Chinese website named Wowma and detected 77.5% of shill bidders by the proposed method. Nevertheless, to evaluate the outliers, the authors took into account only two attributes, feedback rating and bidding history, which do not provide enough information for detecting shill bidders. In addition, they did not present any preprocessing and training steps, such as data normalization, clustering and labeling.
In [13] , the authors introduced a SB classifier that is able to adapt to new auction data based on an Incremental Feedforward Backpropagation Artificial Neural Network (ANN) . First, the authors retrieved from eBay auctions of the product Used Playstation 3. Then, they defined a hierarchical clustering technique to partition the bidding data. After that, they manually labeled each cluster as either suspicious or normal based on the values of ten SB attributes, such as Average Outbid Time, Elapsed Time before First Bid and Seller Feedback Rating. Then, the labeled dataset is used to initialize the fraud classifier. When a bidder is predicted as normal, it is sent to the classifier for an incremental training and when a bidder is predicted as suspicious, it will be first investigated using additional evidences, and then fed to the classifier. The model ANN sometimes suffers from local minima, and ANN is computationally expensive since it has multiple parameters to tune at once [9] . In addition, ANN does not explain the behavior of the network, which ultimately reduces its trust [26] . In [13] , bidders are classified according to their participation in all the auctions. In this case, it is not possible to determine which auctions are infected by fraud. Consequently, money loss cannot be stopped.
[24] implemented a synthetic data generator to build a classification model to detect competitive shilling fraud. The synthetic data generator uses an agent-based simulation to generate data based on several fraudulent behaviors. The authors followed three steps to produce the training data. Firstly, an agent is defined with a certain fraud type, secondly, the defined agent generates synthetic data, and finally, the generated data are transformed into a series of bids and auctions based on ten user-defined attributes. For the performance evaluation, two synthetic datasets have been produced. For each dataset, the normal and fraudulent bidder ratio was 180:1 approximately. To address the highly imbalanced datasets, the authors used only one technique, the random under-sampling method. Then, a Decision Tree with 10-fold Cross Validation was applied to the two under-sampled datasets. In this paper, the authors did not provide the SB features. Also, using synthetic data is not preferred in fraud detection because they do not represent actual auction data.
In [16] , the authors developed a general approach to detect in-auction fraud by using the Hidden Markov Model (HMM). In this approach, only two parameters, the number of bids and bid values, have been used for the sake of simplicity.
In the registration phase, the authors proposed to restrict a user to create multiple accounts by using a legal parameter (credit card information). The general Markov model is organized into two-layered (training and detection) architecture.
The authors used K-means clustering to obtain the initial probability set to understand the bidding behavior for the authentication purpose. Then, the detection layer is used to find in-auction fraud, and users are then categorized into three fraud categories (high, medium and low) depending on a behavioral approach that analyzes the bidding habits. Finally, HMM is applied to these categories to detect a bidder as fraud by tracking his bidding behavior. In this study, two parameters only do not offer enough information to detect in-auction fraud. Moreover, the type of bidding fraud has not been specified, and no experiments have been conducted for validating the proposed approach.
Recently, an SVM-based SB detection model has been developed in [14] that overcome the issues of ANN and HMM.
Since the class imbalance is a serious fact in fraud detection problems, the authors applied three data sampling methods (SMOTE, SpreadSubSample, and hybrid of both). Our ultimate goal is to greatly increase the predictive performance results of [14] by using a more advanced and robust preprocessing and classification process. The differences between [14] and the present study are in terms of the training datasets, clustering, sampling and classification approaches, and classification results. In [14] , the authors used an available dataset containing 149 PDA auctions. However, an important attribute was missing (seller ID). To be able to build the SB dataset, [14] produced artificial values for this attribute. Yet, to perform a valid empirical assessment, it is better to use actual bidding data because they represent the real behaviour of users. That is why in this research, we employ auctions of iPhone 7 crawled from eBay in 2017. Note that in addition to the two base classifiers SVM and ANN with MLP, our paper utilizes an ensemble classification method called Random Forest.
A Supervised Classification Model of SB
This section first describes the behavior of the selected SB patterns and then provides an overview of the SB detection framework for both offline and online fraud classification.
SB Strategies and Characteristics
SB is the most dominant in-auction fraud and also the most difficult to detect because it is similar to normal bidding behavior. As exposed in Table 1 , we use eight SB strategies [14] , [21] to effectively distinguish between fraudulent and legitimate bidding behavior. When the participation is low in the early bidding stage (up to 25% of the duration),
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Auction Low
It is significantly important to give weights to the SB patterns to be able to label bidders into fraud or not fraud. Through scenarios, we show how to weight the eight SB patterns:
 At the early bidding stage, a seller may submit a low amount as the starting price to attract bidders. A legitimate bidder may participate to get a product with a low price. On the other hand, a colluding bidder might compete just to increase the price. From these two scenarios, we can expect that the two patterns, Early Bidding and Auction Starting Price, maybe somehow similar to normal bidding. Moreover, there may be bidders who bid aggressively only to win a product in an auction without shilling, and usually an auction with shills has more bids than regular auctions. Hence, sometimes Auction Bids can be similar for an auction with or without shilling. In conclusion, we assign to these three patterns a low weight.
 Successive Outbidding reflects a very high probability of a malicious activity since the user outbids himself several times. So, we assign a high weight to this pattern.
 A suspicious and legitimate bidder may have sometimes same values for the four patterns Bidding Ratio and Last Bidding. A legitimate bidder may not be interested to buy a product anymore after bidding a certain amount of money. On the other hand, a fraudulent user bids with the sole motive to increase the price and when the price is high enough or the bidding is at its last stage, the fraudulent bidder will not bid anymore.
Both will be inactive, as they don't want to win. So, we assign to these two patterns a medium weight. Moreover, a legitimate bidder may participate in few auctions of a specific seller for his desired product, and a fraudulent bidder tends to participate only for those sellers with whom he has secretly colluded. In this
Supervised Classification of SB
As depicted in Figure 1 , we show how to develop offline an efficient SB classifier, and once online how it operates in real-life scenarios. First of all, we need to fetch a large number of completed auctions of a particular product from a commercial auction site. We need to select a popular product and also a product whose auctions may have encouraged SB activities. Nevertheless, as shown in [2] , the original auction dataset contains noisy data and inappropriate data formatting. Therefore, preprocessing the auction dataset is critical for properly measuring the SB patterns.
Next, we evaluate the fraud patterns against the extracted auction data, and as a result we generate the training dataset. Now, we need to label the SB data using a certain MLT, such as unsupervised learning (like data clustering), semi-supervised learning or active learning. As any labeled SB dataset is imbalanced, consequently we solve this Imbalanced Learning Problem via Data Sampling or Cost Sensitive Learning. Otherwise, a classifier will be influenced by the majority class, which means in our case the fraudulent bidders will be incorrectly classified as normal. Finally, we look for the optimal SB classification model by developing and then comparing several fraud classifiers based on multiple performance metrics.
As illustrated in Figure 1 , our model takes effect just after completing the bidding task and before processing the payment of the auctioned product. Once all the bid transactions are available, they are first preprocessed. Based on the concept of "autonomous agents" [21] , we can fully automate the preprocessing tasks, such as detecting outliers, removing or imputing missing values, and converting data into proper formats. Moreover, the SB metrics (based on the attributes of the auction dataset) have been implemented with MSSQL language, and these metrics can be automatically calculated from any auction dataset [2] . Next, for each of the participants of the current auction, the SB patterns are measured based on the bidding data. Subsequently, the classification model is launched to detect suspicious bidders. The latter are then sent for a further verification based on other fraud evidence of users.
Figure 1: Supervised classification of SB fraud
In [2] , the scraped auction dataset has gone through a rigorous preprocessing operation by removing irrelevant and duplicated attributes as well as records with missing values (like ID of bidders and sellers) and records with inconsistent values, merging several attributes into a single one, converting several attributes into proper formats, and generating IDs for the auctions. Table 2 provides statistics about the preprocessed auction dataset of iPhone 7. The dataset consists of different types of iPhone 7 such as iPhone 7 with 32 GB, iPhone 7 plus with 128 GB and iPhone 7 plus with 256 GB. In Table 3 , we also give a short summary of two auctions that we selected randomly. Next, the authors in [2] implemented the metrics (scaled to the range of [0, 1]) for the eight SB patterns. The mathematical explanation of all the patterns has been given in [21] . Then, the authors measured each metric against each bidder in each of the 807 auctions. The generated SB training dataset has a total of 6321 instances. In the SB dataset, an instance shows the conduct of a participant in a certain auction. It is a vector of ten elements: Bidder ID, Auction ID and eight SB classification patterns. A high value of the metric indicates a high level of doubt about the monitored bidder.
Clustering of SB Data
Among well-known data clustering algorithms, this section first shows that Hierarchical Clustering (HC) is the most appropriate for our training dataset. Then, when applying HC, we need to determine the best similarity function and the optimal number of clusters as well. Lastly, we provide the statistics of the generated clusters.
Comparison of Clustering Techniques
Labeling any training datasets is a critical phase for classification. Most of the time, labeling is done manually, which is a very tedious task. To make this task easier, we first cluster the SB instances/bidders into meaningful groups. A robust clustering technique produces clusters where the distance is maximized between the inter-clusters and minimized in the intra-cluster [11] . A cluster is a group of data points that have the maximum similarity between them and dissimilarity to the data of other clusters. Numerous clustering techniques have been proposed, like K-means, HC, SOM, EM, DBSCAN, BIRCH and CURE. Each clustering algorithm has its own pros and cons, and which one to choose depends on facts like dimensionality and size of the training dataset. In based on the studies conducted in [11] , [18] , [20] . Here, n number of data, k number of clusters, d dimensionality, and m prototype of SOM.  HC does not require the user to predefine the cluster number, and this is a significant advantage over flat clustering (i.e. K-means and SOM). An inappropriate choice of k may lead to poor quality of clusters.

Even though HC has a high time complexity, it is not an issue as the data clustering is an offline operation.
We work with hierarchical agglomerative clustering that combines clusters into a single one at each step [5] . We follow three main phases to generate the SB clusters. Firstly, we create the dendrogram by choosing the most appropriate distance/similarity function. A dendrogram is a tree structure illustrating the cluster arrangement of a given set of data points. Secondly, we search for the optimal number of clusters using direct and statistical testing methods. Finally, we generate the content of all the SB clusters based on the best distance function and the optimal number of clusters. We carry out all the experiments with Sci-kit Learn environment using Python and R.
Similarity Measurement for HC
There are four functions to measure the similarity of data points: Single Linkage, Average Linkage, Centroid Linkage and Complete Linkage. The first three functions did not work well because our SB data are very condensed (in the range of [0, 1]). Single Linkage performs worst for SB dataset. As shown in the dendrogram of Figure 2 , Complete Linkage properly partitioned our SB data and provided much better results than the three other functions. 
Optimal Number of Clusters
From Figure 2 , we see that we have several choices for selecting the number of clusters (k). We determine the optimal clustering number using the Silhouette Index/Average Silhouette and Gap Statistic methods to remove this uncertainty. The first technique calculates the average silhouette value of the instances for multiple k values [23] . Optimal number of clusters maximizes the average silhouette score [23] . We may note that in Scikit-Learn toolkit, the default range of k is 1 to 10. We separately try three ranges 1 to 10, 1 to 15, and 1 to 30, and for these ranges, we got 10 as the optimal number of clusters and Figure 3 depicts the optimal number of clusters using Silhouette Index with Complete Linkage.
Figure 3: Optimal clusters obtained from Silhouette Index with Complete Linkage
With the Gap Statistics, the total of intra-cluster variation is compared to several k values with probable values under the null reference distribution of instances [27] . The estimation of optimal cluster numbers maximizes the gap statistic, which represents clustering arrangement that is far-off from random uniform distribution of data instances. Figure 4 shows optimal cluster numbers obtained from Gap Statistic method. 
Cluster Content
Now we plot our SB dataset and generate the 10 clusters as presented in Figure 5 . We show which SB instance belongs to which cluster. Moreover, from Table 5 , we can observe that cluster 1 has most of the instances, which is 30.28%, and cluster 5 has the least amount, which is 0.46%. Figure 5 : SB dataset partitioned into ten clusters 
Labeling of SB Dataset via Clustering
We are going to discuss how we label our SB training dataset with the help of data clustering. In the previous section, we used HC with Complete Linkage as the preferred partitioning technique, and we obtained 10 optimal clusters. Before labeling the clusters, we first categorize each SB pattern of each cluster into two groups named Low Category and High Category as done in [14] . In fact, for each cluster, we compute the average value of each fraud pattern for all the instances in that cluster. A pattern with the average value from 0 to 0.5 is marked as Low, and from 0.51 to 1 as High.
Next, to label a cluster, we manually analyze the category and weight of the SB patterns to make a decision. In Table  6 , we demonstrate the labeling of 2 clusters. For example, if we consider cluster 2, we have five fraud patterns that fall in the High Category, including the high weighted pattern Successive Outbidding. An instance with several high values of the SB features is probably fraud, especially when high weighted patterns have very high values. Only three patterns belong to the Low Category with very low values. For all these reasons, we label this cluster and its bidders as Suspicious. Now, if we consider cluster 3, we obtain only one pattern in the High Category, and this pattern has a low weight. All the other seven patterns belong to the Low Category, and they all have very low values. All these values strongly indicate that bidders in this cluster are most likely normal. Hence, we label this cluster as Normal. We follow the same strategy to label the rest of the eight clusters based on the weights and categories of the fraud patterns. 
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Sampling of SB Dataset
Several classification problems, such as fraud detection, software quality prediction and text categorization, possess only 1% or less of the count of instances of the class of interest. With imbalanced training data, classifiers may have a bias towards the majority class. Classifiers that learn to always predict the majority class may obtain 99% accuracy, but such classifiers are not useful for identifying the minority class because they tend to return poor accuracy. In fraud applications, the situation is more unfortunate as it is the minority (suspicious) class that is vital to detect since it carries the highest cost of misclassification. Furthermore, a screwed class distribution always deteriorates the predictive performance as demonstrated in [15] .
SB data are imbalanced in nature, and the ratio of majority to minority instances can attain 100:1, sometimes more extreme as 10000:1 [1] . This is due to the inaccessibility to fraud data as the organizers jam them. Additionally, using artificial data is not recommended because they do not represent the real bidding behavior [13] , [24] . Several techniques exist to handle this Imbalanced Learning Problem and those are grouped to two categories: data-level approach (Data Sampling) and algorithm-level approach (Cost Sensitive Learning) [1] . The first approach re-adjusts the class ratio to obtain a balanced class distribution. The second approach assigns different weights to the classes, such as a higher weight to the class of interest. We focus on data sampling method that increases data to the minority class (Over-Sampling) or eliminates data from the majority class (Under-Sampling) or does both (Hybrid Sampling).
Sophisticated over-sampling methods have been introduced, i.e. the famous Synthetic Minority Oversampling Technique (SMOTE). The idea behind SMOTE is to overcome over-fitting on testing data provided by oversampling by duplication and help classifiers to enhance their generalization [12] . Moreover, several extensions of SMOTE have been proposed to achieve a higher efficiency, and the most performing ones are SMOTE-ENN and SMOTE-TomekLink. Both methods combine under and over-sampling, which makes them hybrid methods [17] . In addition to over-sampling the minority class via SMOTE, the distance-based method TomekLink and ENN under-sample the majority class by deleting instances that form TomekLinks i.e. borderline and noisy samples that lowers the predictive performance. Actually, ENN eliminates more instances than TomekLink.
Regarding under-sampling, NearMiss is a well-known technique. It keeps only the instances from the majority class whose mean distance to the K-nearest neighbors is the lowest. One major problem of using under-sampling is that This paper is available online at www.jtaer.com DOI: 10.4067/S0718-18762020000100107 significant information may be lost from the majority class. This can cause overly general rules since under-sampling abolishes instances from majority class. Hence to overcome this problem, ClusterCentroids method has been introduced (Site 11), [19] . ClusterCentroids under-samples the majority class by replacing cluster of samples by the cluster of centroids using K-means algorithm. In Table 8 , we apply the five sampling methods, and consequently we produce five different SB training datasets with different sizes. 
Classifier Optimization and Evaluation
We select two standard classification algorithms, SVM [14] and MLP-based ANN [6] , [26] as well as the ensemble classification algorithm Random Forest [8] to develop the fraud classifiers by learning from the imbalanced and balanced SB datasets.
Hyperparameters Tuning
The tuning of the hyper-parameters of the classification algorithms is usually considered as an optimization problem [4] whose objective function controls the predictive performance. The optimal parameter configuration maximizes the performance for the training dataset. Several probabilistic and deterministic approaches have been developed to optimize the parameters. Among them, we utilize the Randomized Search Cross Validation (RSCV) in order to tune efficiently the parameters for SVM, Random Forest, and leave MLP-based ANN with default parameters for the sake of simplicity. The reason we have chosen RSCV over Grid Search CV is that the latter is computationally expensive, especially if we are searching over a large space of parameters and dealing with multiple parameters at once. After specifying the parameter values, Grid Search tries every possible combination, which is not time-efficient. RSCV, on the other hand, takes some distributions to sample from, and a maximum number of iterations to try. This allows us to focus the search on areas where the parameters perform the best. RSCV uses the StratifiedKFold, and we fix the number of folds to 5 and 10. RSCV has two major advantages over the exhaustive search (Site 12): 1) budget i.e. the number of sampled candidates or sampling iterations can be selected independently from the possible values and number of parameters; 2) parameters can be added without affecting the time efficiency.
We use the non-linear kernel RBF that has been proved efficient in many auction fraud detection problems, as auction data are non-linearly separable. Also, when we used RSCV, it provided us with RBF as the best kernel. Tables 9 and  10 present the SVM, Random Forest hyperparameters and some of the ANN parameters and their values. C adjusts misclassification of training data instances against the simplicity of decision surface. If C is low, it provides a smooth decision surface whereas a high C (such as 1000 or more) classifies all data instances properly by providing the model freedom to choose more data instances as support vectors. Hence, it is better to limit C with low value for favoring the models, which are faster, and consumes less memory. As a result, we assign the range [100, 500] to C.
Gamma of RBF (ɤ)
If the free kernel parameter (ɤ) has large value then the area of influence for the support vectors can not include any other data points except themselves, and no amount of C regularization can prevent it from over-fitting. So, we limit the range of ɤ to [0.1, 10].
Random Forest
Number of Estimators (n_estimators)
It represents the number of trees to create before taking the maximum voting or average of predictions. So, we choose a high range for this number to make the predictions stronger and more stable. The range we choose is [1, 500] .
Maximum Features (max_features)
This is maximum number of features for considering the best split for a node in Random Forest. Increasing this parameter generally improves the performance. We have a high number of options to choose from at each node. However, this is not necessarily true as this decreases the diversity of the individual tree. The default value is Auto in sci-kit learn for max_features. RSCV also provides Auto as the best value. This value simply takes all the features that make sense in every tree.
Maximum Depth (max_depth)
This is the maximum number of levels for each decision tree. It reduces complexity in the learned model and lowers over-fitting. The range we give for max_depth is [10, 110] .
This paper is available online at www.jtaer.com DOI: 10.4067/S0718-18762020000100107 This passes a tuple consisting of neuron number for each layer of the MLP. For the sake of simplicity, we choose 3 layers with the same number (30) of neurons.
Activation
For hidden layer, we use rectified linear unit function as activation function.
Solver
As the weight optimization solver, we use adam, a stochastic gradient-based optimizer.
Learning Rate Initialization (learning_rate_init)
It regulates step size while updating the weights. It is used only with the adam solver. We set learning_rate_init to 0.001.
Learning Rate (learning_rate)
Learning rate schedules the weight updates. In our case, we use learning_rate equals to constant given by learning_rate_init.
Maximum number of Iterations (max_iter)
We set max_iter to 200. For stochastic solvers (like adam), it decides epochs' number to regulate how many times each data instance is going to be used.
Performance Metrics
In the fraud detection area, we put more emphasis on the suspicious class as it has a much higher misclassification cost. First, we focus on the detection rates of suspicious bidders by using the two metrics Recall and Precision. We focus more on Recall since it denotes how sensitive the classifier is in detecting shill instances. These two metrics are used to calculate another important metric known as F-score, which measures the effectiveness in detecting the fraud class. We employ f1_score = binary, which basically puts more weight on the positive instances i.e. suspicious ones in our case. Additionally, we utilize the metric called Area Under the Receiver Operating Characteristic Curve (AUROC) representing the likelihood of a model distinguishing observations from the two classes. Next, we evaluate the misclassification rates of the fraud class based on False Negative Rate (FNR) and False Positive Rate (FPR) where FNR denotes the percentage of suspicious bidders incorrectly identified, and FPR is the percentage of normal bidders incorrectly classified.
Classification with Balanced SB Datasets
In Tables 11, 12 and 13, we provide the performance results obtained with SVM, Random Forest and ANN with MLP classifier. We develop in total 15 classification models (with 5 and 10-fold RSCV) for the three classifiers using the five sampling techniques. From the above tables, we can see that we have the best overall performance with SMOTE-ENN using 5-fold CV for SVM. But SVM has best Precision with SMOTE-TomekLink using 10-fold CV. When compared to SMOTE-TomekLink, SVM with SMOTE-ENN improved its Recall, F-measure and AUROC values by 1.75%, 0.317% and 1.001% respectively. For Random Forest, we obtained the best results with SMOTE-ENN using 5-fold CV on all the evaluation metrics. We may note that SMOTE-ENN using 10-fold CV is the second best (the values for each metric are worse than 5-fold CV in every case). For MLP-based ANN, we can see that SMOTE-ENN is the clear-cut winner in every situation. Just after SMOTE-ENN, SMOTE-TomekLink performed well for Recall, F-measure and AUROC but SMOTE has better Precision.
To sum up, for every fraud classifier, SMOTE-ENN outperforms the other four sampling techniques. This is not surprising that SMOTE-ENN is superior since it has already been shown in [28] that SMOTE-ENN performs outstandingly well on 11 real-world churn datasets.
To determine the optimal classifier, we utilize Recall, AUROC, FNR and FPR. In Table 14 , SVM returns the best Recall value (0.98154) than the other two classifiers. Also, it has the least FNR value of 0.01846, which means only 1.846% of suspicious bidders have been labeled as Normal wrongly. It has FPR of 0.01571, which means only 1.571% of normal bidders have been labeled as suspicious erroneously. However, Random Forest provides the best FPR value (0.01351), but since we are more interested in labeling the suspicious class, so we give more priority to FNR than FPR.
In conclusion, for our SB detection problem, the SVM classifier combined with SMOTE-ENN (using 5-fold CV) provides the optimal performance. Table 15 exposes the evaluation of SVM, Random Forest and ANN when using the original imbalanced SB dataset given in Table 7 . As we can see Precisions are satisfactory except Precision for SVM using 10-fold CV. On the other hand, Recall, F-measure and AUROC are low for all the three classifiers. Although SVM with 5-fold CV achieved a high Precision (0.90), the other performance metrics, especially Recall (0.06338) and F-measure (0.11842), This paper is available online at www.jtaer.com DOI: 10.4067/S0718-18762020000100107 deteriorated very badly. For the non-sampled SB dataset, the best overall performance is obtained with MLP-based ANN classifier. The following table exposes the best performance results for each of the three classifiers with and without using the sampling techniques. After applying the sampling techniques, we obtain the best performance for SVM with SMOTE-ENN and 5-fold CV. On the other hand, for SVM without data sampling, all the metrics have deteriorated by 30.160%, 48.154%, 40.549% and 24.424% respectively for Precision, Recall, F-measure and AUROC. Regarding Random Forest, the best performance has been achieved with SMOTE-ENN and 5-fold CV. However, for Random Forest without data sampling techniques, all the performance metrics have declined by 0.847%, 34.519%, 21.524% and 16.535% respectively for Precision, Recall, F-measure and AUROC. And finally, for MLP-based ANN, SMOTE-ENN has again achieved the best results. On the contrary, without using sampling methods, in every case Precision, Recall, F-measure and AUROC have worsened by 13.425%, 30.031%, 22.628% and 14.147% respectively.
In Table 17 , we compare between the best classifiers with and without sampling the SB dataset. The ANN classifier provides a Recall of 0.67521, which means almost 32.479% of suspicious bidders have been labeled as normal wrongly. On the other hand, after using sampling with SVM, we have a Recall of 0.98154, which means only 1.846% of suspicious bidders have been misclassified. Also, Precision, F-measure and AUROC have been increased by 14.387%, 23.391% and 15.170% respectively for SVM classifier after sampling when compared to best classifier without sampling. Also, in Table 17 , we include the Log-Loss function to measure the accuracy of the two fraud classifiers. A perfect classification model has a Log-Loss of 0. An increased Log-Loss value means that the predicted labels are diverging from the actual labels. Therefore, minimizing the Log-Loss value corresponds to maximizing the prediction of classifiers. SVM classifier with the sampled SB dataset returns a very low value (0.07903) for the Log-Loss function, which reflects that the predicted labels diverged very little from the actual labels. On the other hand, ANN with MLP classifier obtains quite high log-Loss value (1.39247).
To conclude, Tables 16 and 17 demonstrate that sampling techniques greatly improve the predictive performance of classification models. 
