Abstract By applying hybrid functions of general block-pulse functions and the second Chebyshev polynomials, integrodifferential systems are converted into a system of algebraic equations. The approximate solutions of integrodifferential systems are derived. The numerical examples illustrate that the algorithms are valid.
Introduction
Integrodifferential systems are a class of systems of importance [1] . Since it is difficult to obtain the analytic solutions of integrodifferential systems, numerical methods to obtain approximate solutions are interested. Many orthogonal functions or polynomials, such as block-pulse functions [2, 3] , Walsh functions [4] , Fourier series [5] , Legendre polynomials [6] , Chebyshev polynomials [7] and Laguerre polynomials [8] , were used to derive solutions of some systems. In recent years different kinds of hybrid functions [9, 10] and Legendre wavelets [11] were used. In this article we apply the hybrid functions consisting of general block-pulse functions and the second Chebyshev polynomials to converting integrodifferential systems into a system of algebraic equations. The hybrid solutions of integrodifferential *Corresponding author. Tel: +86-0451-86413074; Fax: +86-0451-86414216 E-mail address: xingtao@hit.edu.cn (Xing Tao Wang) systems are obtained. We present the general operational matrices. The numerical examples show that this method is convenient for application.
Preliminaries

Definitions
A set of block-pulse function b k (t), k = 1, 2, . . . , K, on the interval [t 0 , t f ) are defined as
where
The m order second Chebyshev polynomials in the interval [−1, 1] are defined by the following:
which are also given by the following recursive formula
The hybrid functions h km (t), k = 1, 2, . . . , K; m = 0, 1, . . . , M − 1, on the interval [t 0 , t f ) are defined as
The operational matrix
Let
It is not difficult to verify that
Rewrite f (t) as
For corresponding F k and F we denotê
where τ is the transpose.
Expression of the product of a matrix function and a vector function
Let a matrix function M (t) be appropriate to a vector function f (t). We express M (t) and f (t), respectively, as
we have
By Eq.(9) we have
Analysis of integrodifferential systems
Consider the following integrodifferential system [1] described by
where x(t) is an n-dimensional vector function and u(t) an r-dimensional vector function. A(t), B(t) and N (t,t) are the matrix functions of appropriate dimensions. Express A(t), x(t),
N (t,t)x(t)dt, B(t) and u(t) respectively, as Eqs. (5) and (10). By Eqs. (8) and (9) we have
Integrating Eq.(13) from t 0 to t and combining Eqs. (8), (9) and (12) we obtain
Using Kronecker product we rewrite the above equation aŝ
W K andB K have the similar meaning asÂ K . Sô
0 .
Numerical examples
Example 1
Consider the integrodifferential system described bẏ
where x(t) is a 2-dimensional state function and u(t) a 1-dimensional control function. Let u(t) = 1. Then by Eq.(14) and choosing M = 4 and K = 3, we have the hybrid solutions x(t) = [x 1 (t), x 2 (t)]
τ : h 32 (t), h 33 (t), which can be checked to be the same as the exact solutions x(t) = [t 2 , t 3 ] τ .
Example 2
where x(t) is a 2-dimensional state function and u(t) a 1-dimensional control function. Let u(t) = e −t . Then by Eq. (14) and choosing M = 5 and K = 3, we have the hybrid solutions x(t) = [x 1 (t), x 2 (t)]
τ : h 34 (t). Table 1 and Table 2 imply that the hybrid solutions converges the exact solutions x(t) = [e −t , 3e −t ] τ rapidly.
Conclusion
Using the excellent properties of operational matrices of the hybrid function of general block-pulse functions and the second Chebyshev polynomials, the general algorithms for integrodifferential systems are derived. The illustrative examples demonstrate that this technique is convenient for application. 
