Abstract-Recognizing a face based on its attributes is an easy task for a human to perform as it is a cognitive process. In recent years, Face Recognition is achieved with different kinds of facial features which were used separately or in a combined manner. Currently, Feature fusion methods and parallel methods are the facial features used and performed by integrating multiple feature sets at different levels. However, this integration and the combinational methods do not guarantee better result. Hence to achieve better results, the feature fusion model with multiple weighted facial attribute set is selected. For this feature model, face images from predefined data set has been taken from
INTRODUCTION
Face recognition is an important part of today's emerging biometrics and video surveillance markets. Face Recognition can benefit the areas of: Law Enforcement, Airport Security, Access Control, Driver's Licenses & Passports, Homeland Defense, Customs & Immigration and Scene Analysis. Face recognition has been a research area for almost 30 years, with significantly increased research activity since 1990 [16] [15] . This has resulted in the development of successful algorithms and the introduction of commercial products. But, the researches and achievements on face recognition are still in its initial stages of development. Although face recognition is still in the research and development phase, several commercial systems are currently available and research organizations are working on the development of more accurate and reliable systems.
Using the present technology, it is impossible to completely model human recognition system and reach its performance and accuracy. However, the human brain has its shortcomings in some aspects. The benefits of a computer system would be its capacity to handle large amount of data and ability to do a job in a predefined repeated manner. The observations and findings about human face recognition system will be a good starting point for automatic face attribute.
A. Early Works
Face recognition has gained much attention in the last two decades due to increasing demand in security and law enforcement applications. Face recognition methods can be divided into two major categories, appearance-based method and feature-based method. Appearance-based method is more popular and achieved great success [3] .
Appearance-based method uses the holistic features of a 2-D image [3] . Generally face images are captured in very high dimensionality, normally which is more than 1000 pixels. It is very difficult to perform face recognition based on original face image without reducing the dimensionality by extracting the important features. Kirby and Sirovich first used principal component analysis (PCA) to extract the features from face image and used them to represent human face image [16] . PCA seeks for a set of projection vectors which project the image data into a subspace based on the variation in energy. Turk and Pentland introduced the well-known Eigenface method [15] . Eigenface method incorporates PCA and showed promising results. Another well-known method is Fisher face. Fisher face incorporates linear discriminant analysis (LDA) to extract the most discriminant features and to reduce the dimensionality [3] . when it comes to solving problems of pattern classification, LDA based algorithms outperform PCA based ones, since the former optimizes the low dimensional representation of the objects with focus on the most discriminant feature extraction while the latter achieves simply object reconstruction [9] [10] [11] . Recently there has been a lot of interest in geometrically motivated approaches to data analysis in high dimensional spaces. This case is concerned with data drawn from sampling a probability distribution that has support on or near a sub manifold of Euclidean space [5] .
Let us consider a collection of data points of n-dimensional real vectors drawn from an unknown probability distribution. In increasingly many cases of interest in machine learning and data mining, one is confronted with the situation which is very large. However, there might be reason to suspect that the "intrinsic dimensionality" of the data is much lower. This leads one to consider methods of dimensionality reduction [1] [3] . They analyse image independently and do not require training images. Furthermore, fast algorithms are available for the ease of implementation and have high computation efficiency.
In [3] new parallel models for face recognition were presented. Feature fusion is one of the easy and effective ways to improve the performance. Feature fusion method is performed by integrating multiple feature sets at different levels. However, feature fusion method does not guarantee better result [3] . One major issue is feature selection. Feature selection plays a very important role to avoid overlapping features and information redundancy. New parallel model for face recognition utilizes information from frequency and spatial domains, addresses both features and processes in parallel way. It is well-known that image can be analysed in spatial and frequency domains. Both domains describe the image in very different ways. The frequency domain features [3] are extracted using techniques like DCT, DFT and DWT methods respectively. By utilizing these two or more very different features, a better performance is guaranteed.
Feature fusion method suffers from the problem of high dimensionality because of the combined features. It may also contain redundant and noisy data. PCA is applied on the features from frequency and spatial domains to reduce the dimensionality and extract the most discriminant information [3] . It is surprising that until recent study demonstrated that colour information makes contribution and enhances robustness in face recognition [4] .
II. MATERIALS AND METHODS
In statistics, dimension reduction is the process of reducing the number of random variables under consideration, and can be divided into feature selection and feature extraction.
A. Extracting Eigen Features F1
In previous work [1] five algorithms are evaluated, namely PCA, Kernel PCA, LDA [9] [10], Locality Preserving Projections (LPP) [1] [8] and Neighbourhood Preserving Embedding (NPE) [1] [2] [5] for dimensionality reduction and feature extraction and found that Kernel PCA was the best performer. This work uses PCA based algorithm to show some improvements in its performance due to the use of Multiple Weighted Facial Attribute Sets. The basic idea of PCA [5] is to project the data along the directions of maximal variances so that the reconstruction error can be minimized. Given a set of data points x1... xn, let a be the transformation vector and yi = a T x i . The objective function of PCA is as follows:
In equation y =  n 1 y i and C is the data covariance the eigen.The basic functions of PCA are the eigenvectors of the data covariance matrix corresponding to the largest eigenvalues.While PCA seeks direction that are efficient for representation.
B. Extracting DCT Features F2
The DCT [2] can be used to Create DCT feature Set of the Face. The Discrete Cosine Transform is a real domain transform which represents the entire image as coefficients of different frequencies of cosines (which are the basis vectors for this transform). The DCT of the image is calculated by taking 8x8 blocks of the image in Figure 1 , which is then transformed individually. The 2D DCT of an image gives the result matrix such that top left corner represents lowest frequency coefficient while the bottom right corner is the highest frequency. 
Similarly, the inverse DCT is defined as
for x= 0,1,2,…,N 1 . In both equations (2) and (3)
-------(4)
The corresponding 2-D DCT, and the inverse DCT are defined as
for u,v =0,1,2,…,N 1 and (u) and (v) are defined in (4).
The inverse transform is defined as
The advantage of DCT is that it can be expressed without complex numbers. The DCT transform Equation (5) can be expressed as separable, (like 2-D Fourier transform), i.e. it can be obtained by two subsequent 1-D DCT in the same way as Fourier transform. Equation (6) shows the Inverse transformation.
C. The Histogram Feature Vector F3
The distribution of gray levels occurring in an image is 
D. The Intensity Based Feature F4
Intensity Feature set can be formed by using values like mean Median Mode of the 256 gray level images. We can use one or many of this values to represent the average intensity of the face image.
E. Neural Networks and Learning Paradigms
In principle, the popular neural network can be trained to recognize face images directly. However, a simple network can be very complex and difficult to train [12] [17] . There are three major learning paradigms, each corresponding to a particular abstract learning task. These are supervised learning, unsupervised learning and reinforcement learning. Usually any given type of network architecture can be employed in any of those tasks.
F. Learning Algorithms
Training a neural network model essentially means selecting one model from the set of allowed models (or, in a Bayesian framework, determining a distribution over the set of allowed models) that minimizes the cost criterion. There are numerous algorithms available for training neural network models; most of them can be viewed as a straightforward application of optimization theory and statistical estimation. Most of the algorithms used in training artificial neural networks are employing some form of gradient descent. This is done by simply taking the derivative of the cost function with respect to the network parameters and then changing those parameters in a gradient-related direction. Evolutionary methods simulated annealing, and Expectation-maximization and non-parametric methods are among other commonly used methods for training neural networks.
G. Support vector machines (SVMs)
Support vector machines are a set of related supervised learning methods used for classification and regression. Viewing input data as two sets of vectors in an n-dimensional space, an SVM will construct a separating hyper plane in that space, one which maximizes the margin between the two data sets [7] [13] . To calculate the margin, two parallel hyper planes are constructed, one on each side of the separating hyper plane, which is "pushed up against" the two data sets. Intuitively, a good separation is achieved by the hyper plane that has the largest distance to the neighbouring data points of both classes, since in general the larger the margin the better the generalization error of the classifier. For the linearly separable case, a hyper-plane separating the binary decision classes in the three-attribute case can be represented as the following equation:
In Equation (8), y is the outcome x i , are the attribute values, and there are four weights w i to be learned by the learning algorithm. In the above equation, the weights w i are parameters that determine the hyper-plane. The maximum margin hyperplane can be represented as the following equation in terms of the support vectors:
In Equation (9) the function K(x(t).x) is defined as the kernel function. There are different kernels for generating the inner products to construct machines with different types of nonlinear decision surfaces in the input space.
SVM is selected as the classifying function. One distinctive advantage this type of classifier has over traditional neural networks is that SVMs can achieve better generalization performance. Support vector machine is a pattern classification algorithm developed by Vapnik [13] . It is a binary classification method that finds the optimal linear decision surface based on the concept of structural risk minimization. As shown by Vapnik, this maximal margin decision boundary can achieve optimal worst-case generalization performance. Note that SVMs are originally designed to solve problems where data can be separated by a linear decision boundary III. THE MODEL OF PROPOSED SYSTEM Given a set of feature vectors belonging to n classes, a Support Vector Machine (SVM) finds the hyper plane that separates the largest possible fraction of features of the same classes on the corresponding space, while maximizing the distance from either class to the hyper plane. Generally a suitable transformation is first used to extract features of face images and then discrimination functions between each class of images are learned by SVMs. Figure 2 shows the feature set creation for face images from ORL database whereas Figure 3 shows the architecture for training and testing the SVM with weighted attribute set. 6) Create an SVM network with "f1+f2+f3+f4" inputs where f1, f2, f3 and f4 are the corresponding feature lengths.
7) Train a SVM using the Weighted Feature Set.
B. Steps Involved in Testing
1) The first three steps of the above procedures will be repeated with test image set of ORL database to obtain a Feature Matrix representing the testing data set.
2) Project the matrix using Previous Eigen Vector Matrix and find the input Eigen Feature iF1.
3) Similarly find other input feature sets iF2, iF3 and iF4 of the input Image. 
IV. IMPLEMENTATION RESULTS AND ANALYSIS
The performance of proposed face recognition model was tested with the standard set of images called "ORL Face Database". The ORL Database of Faces contains a set of face images used in the context of a face recognition project carried out in collaboration with the Speech, Vision and Robotics Group of the Cambridge University Engineering Department. There are ten different images, each of 40 distinct subjects. For some subjects, the images were taken at different times, varying the lighting, facial expressions (open / closed eyes, smiling / not smiling) and facial details (glasses / no glasses). All the images were taken against a dark homogeneous background with the subjects in an upright, frontal position (with tolerance for some side movement).
Set of images from ORL databases were used for Training and Testing. The accuracy of recognition with multiple weighted attribute sets as well as a single attribute sets has been evaluated. The following table shows the overall results of these two types of techniques with different number of input face images. As shown in the above table and the following graphs, the performance of recognition while using Single Attribute Set as well as multiple attribute sets with same priority or weight will lead to poor recognition results. For example, all the results of Table 1 which used a single attribute at a time for recognition, is in some what poor than Table 2 which is using combined multi attributes. Further, if we note the fourth row (40 images) corresponding to the weights (W1=1, W2=1, W3=1, W4=1) which is using all the attributes with same weight, the result is poor while comparing it with column 2 (W1=0.5, W2=1, W3=0, W4=0). The following Graphs show the performance of the two different approaches. In Figure 4 Line charts shows the Performance with single attribute set, but in Figure 5 Line charts shows the performance with multiple weighted attribute sets. The Following Two Charts shows the average performance of the two approaches. In Figure 6 , column charts shows the average performance with single attribute set. In Figure 7 , column charts shows the average performance with multiple attribute sets. 84 Complicated Face recognition techniques constantly facing very challenging and difficult problems in several research works. In spite of the great work done in the last 30 years, it is sure that the face recognition research community will have to work for at least the next few decades to completely solve the problem. Strong and coordinated efforts between the computer visions signal processing and psychophysics and neurosciences community is needed. The proposed Multiple Weighted Feature Attribute Sets based training provided significant improvement in terms of performance accuracy of the face recognition system. With ORL data set, a significant 5% performance improvement was observed during various tests. In this work, we have selected PCA as the main feature extraction technique. The weights of the used feature sets were decided based on trial and error method. This will be applicable for systems with predefined data sets. In future works, one may explore different techniques like Kernel PCA, LDA for better performance. So, future works may address methods for automatic estimation of the weights of the feature sets with respect to the application.
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