The widespread exploitation of cloud technologies forces cloud providers to forecast peaks of requests to guarantee always the adequate quality of service to their currently served customers. Static resource provisioning is rarely affordable for large Data Center Networks (DCNs) and dynamic resource management can be rather complex, in particular for networking. Hence, we claim the relevance of simulator-based approaches, helpful in planning DCN deployment and in analyzing performance behaviors in response to expected traffic patterns. However, existing cloud simulators exhibit non-negligible limitations for what relates to the modeling of networking issues of cloud Infrastructure as a Service (IaaS) deployments. Therefore, we propose DCNs-2, a novel extension package for the ns-2 simulator, as a valid solution to efficiently simulate DCNs with all their primary entities, such as switches, physical machines, racks, virtual machines, and so on.
INTRODUCTION
Cloud providers and big companies that offer remote massive participation services need the support of large-scale elastic data centers [1] [2] . A Data Center Network (DCN) connects large clusters of servers hosting applications that provide different concurrent services in a single-tenant or multi-tenant way. Usually, a DCN has to comply with strict requirements to enable the high-level end-user quality indicators that are requested for the overall system. Scalability and reliability are just a few central aspects that a DCN has to guarantee: several others are emerging and crucial to consider, such as throughput, redundancy, and power consumption, all of them in a costeffective way.
The size growth of data centers generates, among the others, the increasing of the complexity of the networks interconnecting their internal nodes and consequently of their traversing network traffic. The suitable tradeoff that network designers/deployers have to determine is between the compliance with the quality requirements of supported services/applications and the adoption of economically sustainable solutions. In any case, to grant the agreed quality levels, the DCN should implement a network topology and routing protocols that avoid oversubscription of the available connections.
To evaluate the performance of a DCN, three different choices are possible, as more in general in any complex system. Obviously, we can perform a direct observation of the network parameters during the full operations of the complex distributed system. In the case of a DCN, this analysis is often not viable because of the complexity of the whole system and due to the costs of deploying it; for example, these costs are typically not sustainable for Small and Medium-sized Enterprises (SMEs) and researchers. As an alternative, it is possible to define and exploit an analytic model of the real system [3] . This second choice simplifies the intricacies of deploying the real system by proposing the usage of an abstract representation of it through a mathematical model. However, usually we are forced to use too simplified assumptions in such a representation model, so the model-based results could be with limited accuracy. Finally, a widely used alternative is the adoption of network simulators [4] . A network simulator simulates the behavior of real network components in the simulation playground and examines the reaction of the system in response to given inputs. The use of network simulators is often the only way to test and evaluate the deployment of DCNs in research projects and in pre-competitive research activities.
However, at the current stage, most cloud networking simulators have non-negligible drawbacks, such as configuration difficulty, configuration time-consuming process, and computational overhead. Above all, there is no network simulation software that is currently able to model all the abstractions needed to describe cloud infrastructures of IaaS providers, and their complex network interactions.
To overcome those limitations, this paper originally presents a flexible and easy to configure simulation platform, suitable to execute performance tests on many network topologies. The platform expands the classical network simulator ns-2 with DCN-specific modules and components. With our new simulator, called DCNs-2, only to mention a primary few aspects, it is Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. possible to evaluate the fault-tolerance of a DCN and to estimate the performance of typical management/operations scenarios, such as the whole system response to given allocation/migration policies. The simulator can shape all the network equipment and all the connections that determine the architecture of a generic DCN. Our current simulator implementation provides researchers with fine-grained statistics at both simulation time and after it (post-mortem) through classical log trace file.
The remainder of the paper is organized as follows. After a rapid overview of most relevant related work, Section 3 introduces the overall architecture of our DCNs-2 simulator. Section 4 reports about the most significant implementation insights of the main components of our simulator, while concluding remarks and directions of ongoing research work end the paper.
OVERVIEW OF RELATED WORK
Most of the network simulator software evaluate only some specific parameters of a system; others, although can simulate many real components and protocols, add too high overhead to the system. Almost all have an excessive configuration difficulty in defining the test scenarios.
For this comparison, we consider only Discrete Event Simulators (DESs) in which each event occurs at an instant in time and marks a change of the state in the system. This type of simulators better fits our need to analyze the data center networks, due to their possibility of scheduling events at a particular instant in time and studying the consequences that change the state of the system.
The first solution we analyze is CloudSim [5] , a DES simulator to define and analyze different cloud provisioning and application load policies. It consists of a software library set, easily extensible and highly scalable. The libraries are written in Java language and expose many interfaces to use the framework. With the CloudSim simulator, it is possible to model custom configurations and most entities of the cloud data center networks. Unfortunately, it cannot model network equipment such as switches and routers, replaced by a simple latency matrix [5] . A constant parameter is used to simulate the delay affects the packets during the crossing of the network equipment. The simulator is focused on provisioning and task scheduling mechanisms in the cloud environment but is not precise in the description of the characteristics of the network equipment. CloudSim uses not so much memory and it has a fairly low overhead.
Two extensions of the CloudSim platform partially mitigate the drawbacks explained earlier. NetworkCloudSim [6] and CloudSimSDN [7] . They add the possibility to define simulated network equipment, but they have little detail about the description of the network interactions.
Another alternative is DCNSim [8] , a simulator that empowers the comparative analysis of different topologies of DCN. It is an expansion of SimJava, a general purpose simulator written in Java language. With DCNSim you can define arbitrary topologies of DCN and adapt the granularity of the network simulations up to catch all the packets exchanged between the nodes. The simulator does not provide any support for modelling the virtualized resources; so, it is not suitable for cloud data center network simulation. Furthermore, it inherits all the weaknesses of SimJava, the system upon which is built. Due to its multi-threaded nature, the execution of the test scenarios generates an overhead that is very high [8] .
The last simulator we examine is GreenCloud [9] , based, as our DCNs-2, on the widespread ns-2. It is an energy-aware DES, aimed at the analysis of the energy aspects characterizing the cloud communications. With GreenCloud, it is possible to model the energy behavior of the network equipment, calculating the system consumption according to the action performed. The model has enough expressivity and allows the creation of a scenario by defining computational load, communication and scheduling policies. However, it has a high overhead and this strongly affects the scalability narrowing the simulation only to small DCNs. Furthermore, GreenCloud does not have a complete support to represent the highly virtualized cloud environments. Also, to work with GreenCloud, the developers must learn both C++ and OTcl languages, due to the implementation strategy followed by ns-2 the main platform from which GreenCloud is derived from.
The above simulators generally exhibit too high overhead, excessive configuration complexity, and/or the impossibility to represent all the items of modern IaaS cloud infrastructures. In the next sections, we will present the strengths of our DCNs-2 simulator, which tries to adequately fill in this gap and to serve as the most complete and reliable solution to model all the network abstractions present in large DCNs and in IaaS deployments.
3 DCNs-2: AN NS-2-BASED DATA CENTER NETWORK SIMULATOR
In this chapter, we describe the primary design choices taken in our simulator and the additional features it provides. For the sake of brevity, we do not describe in this short paper the core components of the ns-2 simulator, which our DCNs-2 significantly extends; for that we refer to the official on-line documentation [10] .
The DCNs-2 simulator
To create our DCNs-2 simulator, we extended the ns-2 simulator by specifically focusing on IaaS and cloud infrastructures. Figure 1 reports the overall DCNs-2 architecture.
To design and implement our original extensions, we 
maintained the original ns-2 dichotomy philosophy [10] . Keeping the double hierarchy of elements shown in Figure 1 , we can reconfigure a simulation scenario through directives in OTcl language, without having to recompile the structures written in the C ++ language. Figure 1 also shows some of the simulated network assets that we added to the simulator. The main idea is to introduce all the entities included in the IaaS network infrastructure. In the schema, we choose to show only a significant subset of modules. For instance, Figure 1 reports the objects representing a virtual and a physical machine, respectively called Vm and Pm, and the entities simulating the network assets and the racks, called Switch and Rack. A key feature that makes our simulator particularly fitting to represent a virtualized cloud environment is the realization of both physical and virtual abstractions for each main resource. In addition, to manage the complexity of a big simulated network environment, we transferred some module definitions in the compiled domain, reducing the probability to introduce errors during the phase of definition of a new simulation. Besides the introduction of new entities, we also improved the monitoring capabilities of the base simulator. We enabled the access to statistical data of the simulation also during simulation execution. At any time, the user can access the traffic statistics, regarding the network connections. In addition, to allow the maximum flexibility, it is still possible to generate a complete trace file regarding all the past simulation and run a postexecution analysis.
Preliminary experimental results, not reported in this short paper for the sake of briefness, show that DCNs-2 performance is good and with good scalability while growing the size of the modeled DCN topology: we can simulate even complex and articulated test scenarios, by modelling large networks with hundreds of nodes, with the simulation execution time that keeps proportional to the number of simulated entities for all the sizes that are adequate for regular deployment scenarios.
Basically, the DCNs-2 simulator turns out to be a flexible platform, easy to configure, use and expand, capable to simulate and analyze the performance of a big DCN. With DCNs-2, we can study the behavior of a system in response to specific allocation and migration policies of the resources composing the network. Furthermore, with the expansion modules for simulating the network assets, we also boosted up the analysis process adding the availability of the statistic reports during the simulation runtime phase.
SOME SELECTED PRIMARY IMPLEMENTATION INSIGHTS
In this section, we focus on primary implementation insights about the new entities added to the simulator.
Physical and Virtual Resources
The main brick to build a node in our DCNs-2 simulator is a component modelling a resource. Inside an IaaS deployment there are many virtualized resources, so in our simulator, we chose to introduce two types for a resource, one physical and the virtual counterpart. We created two classes for all the principal components of a real host impacting our simulated performance indicators, i.e., CPU, memory, storage, and networking. Figure 2 shows the hierarchy schema of the main resources. In our platform, each of them has two versions that respectively model the physical object and the virtual counterpart, as it is in real DCNs.
As depicted in Figure 2 , each resource is a composition of smaller units with a prefixed nominal capacity. The full capacity of a resource is equal to the sum of nominal capacities of the individual units, which can be arranged according to the user's needs, except for the network resources that can only contain an elementary internal unit expressing the capacity of the network interface in bps.
Following our modularity and flexibility objectives, we have left open the possibility to define resources with different characteristics by adding or removing units with arbitrary nominal capacities.
Computing and memory resources
Following the philosophy of composition adopted for the definition of the resources, we defined a virtual or physical host as a composition of resources. The representation of the physical machines hosting different virtual machines is fundamental for the simulation of a DCN, so an object modelling a physical host could have a list of virtual machines inside. A Virtual Machine Monitor object plays the role of hypervisor for the guest virtual machines. It supports the placement of virtual machines according to the residual resources of the hosting physical node. Figure 3 , the node object is connected to a top-ofrack switch endpoint. In fact, the simulator forecasts the modelling of a classic Rack host containing many physical hosts and a switch for the connectivity, a very common configuration in the data center networks. Figure 4 shows how one receiving Agent and several transmission Agent are associated with each virtual machine, respectively to consume and generate traffic in a simulation. The Agent objects handle the statistics of the traffic. From the schema, we can see the communication uses the Node objects belong to the hosts where the communicating virtual machines are allocated.
To add flexibility to simulation scenarios, we foresaw different states in which a physical or virtual machine can be. A physical machine has only two states, ON and OFF to determine whether the host can answer the service requests and can allocate/migrate a virtual resource. Instead, a virtual machine could be in three possible states: RUNNING, SUSPENDED, INACTIVE.
Networking Resources
The Switch objects are responsible for the simulated routing policies and permit the communication between hosts. In our simulator, we don't have virtual network resources representation, such as virtual switches and routers. This lack does not affect the communication between physical or virtual resources and therefore we decided to add these peculiarities later.
In Figure 5 there is a schematic representation of a Switch object. A Switch can have many ports each with its own bitrate. This type of simulated network asset can process the statistics at regular time intervals and the user can change the sampling rate to tune the analysis granularity. The schema shows as many Node object as the number of connected ports of the switch. The statistics of each port are individually analyzable in term of channel load and arrived, rejected and sent packets. We implemented also a specialization of the Switch representing a real top-of-rack switch. 
Management of Virtual Resources over Physical Ones
The DCNs-2 simulator aligns with the most modern realworld cloud scenarios. Our simulator can reproduce the complex operations occurring within the IaaS cloud infrastructures, such as the migration and the allocation of the virtualized resources.
A DcManager object has the view of all the entities in a scenario and stores a constantly updated list of associations between physical and virtual machines. Given its global sight, the manager object receives all the migration, allocation and removal requests related to virtual resources. One of the tasks of the manager object is to check the availability of resources following a migration or allocation request.
For the allocation, if the check about resources has been successful, the virtual machine is assigned to the physical host and the Virtual Machine Monitor decreases the free capacity of the host. The last step in the allocation process is the connection of the communication Agents to the server's Node object and the embedding of the new virtual machine object in the list of the hosted virtual machines by the physical host.
In our simulator there are different types of migration. Regarding the cold migration, the simulator acts as follows: the Virtual Machine Monitor updates the status of the virtual machine to INACTIVE and removes it from the source server before the allocation of the virtual machine on the new server, always in the INACTIVE state. The restore of the virtual machine occurs when it is placed in the RUNNING state. This type of migration does not involve the exchange of network messages between the two servers, so not causes communication overhead. For a live migration, we can use Post-copy or Pre-copy strategy. During a Post-copy live migration, the virtual resource is suspended on the physical machine on which it is currently allocated, and all active connections are closed. In a real system, at this point, it should take place a copy of the virtual machine memory pages. This step is simulated by using two migration Agents communicating through a constant bitrate connection established between the physical hosts involved in the migration. To simplify the implementation of the process, we chose a constant to represent the current state of a virtual machine. We modelled this constant as 5% of the total virtual memory of the virtual machine to be transferred. At the end of the process, the machine is resumed to the RUNNING state and the connections are reactivated.
During a Pre-copy live migration, the communications of the virtual machine stay active and its status remains RUNNING during the whole process. The communication is interrupted only during a negligible interval of time that starts from the detaching of the Agents on the sender Node till the restore on the target Node. The current state of a transferring virtual machine using the pre-copy process is set as10% of virtual memory. The constant is greater than the previous case to simulate the iterative pre-copy step happening in a real scenario. For the sake of implementation simplicity, we neglected the copy process of the dirty pages.
CONCLUSIONS AND FUTURE WORK
Our DCNs-2 simulator fits the needs of realistic performance analysis of generic DCN networks. It overcomes the nonnegligible limitations of existing network simulators, such as the expensive direct observation of simulated elements and the complex mathematical approach (making hard the fully aware configuration of the simulation parameters). In this way, as detailed in the paper, the DCNs-2 simulator allows simulating a complete cloud environment, including realistic aspects associated with full IaaS solutions.
The encouraging results already obtained are stimulating our further research activities in the field. The next extension that we are finalizing now is the adding of the Software Defined Networking aspects of simulation inside the DCNs-2 platform, e.g., with the specific aim to give the possibility i) to define virtual networks on physical simulated ones and ii) to choose routing policies with fine granularity.
