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Resumen
La pro´xima generacio´n de administradores
de bases de datos debera´ ser capaz de indexar
datos no estructurados (datos multimedia) y
responder consultas sobre estos datos con tan-
ta eficiencia como actualmente responden con-
sultas de bu´squeda exacta sobre bases de datos
relacionales. Si bien existen numerosas te´cni-
cas de indexacio´n disen˜adas para esta proble-
ma´tica, mejorar la eficiencia de las mismas es
de vital importancia. Nuestro a´mbito de inves-
tigacio´n es el estudio de ı´ndices eficientes para
datos no estructurados.
1. Contexto
El presente trabajo se desarrolla en el a´mbito
de la lı´nea Te´cnicas de Indexacio´n para Datos
no Estructurados del Proyecto Tecnologı´as
Avanzadas de Bases de Datos (22/F014), cuyo
objetivo es realizar investigacio´n ba´sica en
problemas relacionados al manejo y recu-
peracio´n eficiente de informacio´n no tradi-
cional.
2. Introduccio´n
Las bases de datos actuales han incluido la
capacidad de almacenar datos no estructura-
dos tales como ima´genes, sonido, texto, video,
datos geome´tricos, etc. La problema´tica de al-
macenamiento y bu´squeda en estos tipos de
base de datos difiere de las bases de datos
cla´sicas, dado que no es posible organizar
los datos en registros y campos, y aun cuan-
do pudiera hacerse, la bu´squeda exacta carece
de intere´s. Es en este contexto donde surgen
nuevos modelos de bases de datos capaces de
cubrir las necesidades de almacenamiento y
bu´squeda de estas aplicaciones. Nuestro in-
tere´s se basa en el disen˜o de ı´ndices para estas
nuevas bases de datos, centra´ndonos en bases
de datos de texto.
Un base de datos de texto es un sistema
que mantiene una coleccio´n grande de texto,
y provee acceso ra´pido y seguro al mismo.
Sin pe´rdida de generalidad, asumiremos que
la base de datos de texto es un u´nico texto
T = t1; : : : ; tn posiblemente almacenado en
varios archivos. Asumiremos que T esta´ for-
mado por sı´mbolos de un alfabeto de taman˜o
, donde tn = $ =2  es un sı´mbolo menor en
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orden lexicogra´fico que cualquier otro sı´mbo-
lo de , denotaremos con Ti;j a la secuencia
ti; : : : ; tj , con 1  i  j  n. Un sufijo de T
es cualquier string de la forma Ti;n = ti; : : : ; tn
y un prefijo de T es cualquier string de la for-
ma T1;i = t1; : : : ; ti con i = 1::n. Un patro´n
de bu´squeda P = p1 : : : pm es cualquier string
sobre el alfabeto .
Construir un ı´ndice sobre T tiene sentido
cuando T es grande, cuando las bu´squedas
son ma´s frecuentes que las modificaciones (de
manera tal que los costos de construccio´n se
vean amortizados) y cuando hay suficiente es-
pacio como para contener el ı´ndice. Un ı´ndice
debe dar soporte a dos operaciones ba´sicas:
count, que consiste en contar el nu´mero de
ocurrencias de un patro´n P en un texto T y
locate, que consiste en ubicar todas las posi-
ciones del texto T donde el patro´n de bu´squeda
P ocurre.
Entre los ı´ndices ma´s populares para texto
encontramos el arreglo de sufijos, el trie de
sufijos y el a´rbol de sufijos. Estos ı´ndices se
construyen basa´ndose en la observacio´n de que
un patro´n P ocurre en el texto si es prefijo de
algu´n sufijo del texto.
Arreglo de sufijos: un arreglo de sufijos
A[1; n] es una permutacio´n de los nu´meros
1; 2; : : : ; n tal que TA[i];n  TA[i+1];n , donde
es la relacio´n de orden lexicogra´fico [12]. Bus-
car un patro´n P en T equivale a buscar todos
los sufijos de los cuales P es prefijo, los cuales
estara´n en posiciones consecutivas de A.
Trie de Sufijos: un trie de sufijos es un Trie
construido sobre el conjunto de todos los su-
fijos del texto, en el cual cada hoja mantiene
el ı´ndice del sufijo que esa hoja representa
[18]. El trie de sufijos resuelve eficientemente
bu´squedas de patrones en un texto basa´ndose
en la observacio´n anterior y utilizando la efi-
ciencia del Trie para resolver bu´squedas de
prefijos en un conjunto de string.
A´rbol de sufijos: un a´rbol de sufijos es un
Pat-Tree [4] construido sobre el conjunto de
todos los sufijos de T codificados sobre alfa-
beto binario. Cada nodo interno mantiene el
nu´mero de bit del patro´n que corresponde uti-
lizar en ese punto para direccionar la bu´sque-
da y las hojas contienen una posicio´n del texto
que representa al sufijo que se inicia en dicha
posicio´n [18].
Mientras que en bases de datos tradicionales
los ı´ndices ocupan menos espacio que el con-
junto de datos indexado, en las bases de datos
de texto el ı´ndice ocupa ma´s espacio que el
texto, pudiendo necesitar de 4 a 20 veces el
taman˜o del mismo [4, 12]. Una alternativa para
reducir el espacio ocupado por el ı´ndice es bus-
car una representacio´n compacta del mismo,
manteniendo las facilidades de navegacio´n so-
bre la estructura. Pero en grandes colecciones
de texto, el ı´ndice au´n comprimido suele ser
demasiado grande como para residir en memo-
ria principal. Es por ello que el desarrollo
de ı´ndices comprimidos en memoria secun-
daria es un tema de creciente intere´s. Entre los
ı´ndices para texto en memoria secundaria ma´s
relevantes encontramos:
String B-Tree [3]: consiste ba´sicamente en
un B-Tree en el que cada nodo es representa-
do como un Pat-Tree [4]. Este ı´ndice requiere
tanto para count como para locate O(m+occ
b
+
logb n) accesos a memoria secundaria en el pe-
or caso, donde occ es la cantidad de ocurren-
cias de P en T y b es el taman˜o de pa´ginas
de disco medido en enteros. No es un ı´ndice
comprimido y su versio´n esta´tica requiere en
espacio de 5 a 6 veces el taman˜o del texto ma´s
el texto.
Compact Pat Tree [2]: representa un a´rbol
de sufijos en memoria secundaria y en for-
ma compacta. Si bien no existen desarrollos
teo´ricos que garanticen el espacio ocupado por
el ı´ndice y el tiempo insumido en resolver la
bu´squeda, en la pra´ctica el ı´ndice tiene un muy
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buen desempen˜o requieriendo de 2 a 3 accesos
a memoria secundaria tanto para count como
para locate, y ocupando entre 4 y 5 veces el
taman˜o del texto ma´s el texto.
Disk-based Compressed Suffix Array
[11]: adapta el autoı´ndice comprimido para
memoria principal presentado en [17] a memo-
ria secundaria. Requiere n(H0 +O(log log ))
bits de espacio (donde Hk  log  es la
entropı´a de orden k de T ). Para la operacio´n
count realiza O(m logb n) accesos. Para la
operacio´n locate realiza O(log n) accesos lo
cual es demasiado costoso.
Disk-based LZ-Index [1]: adapta a memo-
ria secundaria el autoı´ndice comprimido para
memoria principal presentado en [15]. Utiliza
8 n Hk(T ) + o(n log ) bits; los autores no
proveen lı´mites teo´ricos para la complejidad
temporal, pero en la pra´ctica es muy competi-
tivo.
3. Lı´neas de Investigacio´n
Nuestra principal lı´nea de trabajo es el es-
tudio de algoritmos de indexacio´n sobre bases
de datos no estructurados, centra´ndonos prin-
cipalmente en el disen˜o de ı´ndices para bases
de datos textuales. Describimos a continuacio´n
las lı´neas de investigacio´n que actualmente es-
tamos desarrollando.
3.1. Locally Compressed SA
El Locally Compressed Suffix Array (LC-
SA) [5] es una te´cnica para compresio´n de
arreglos de sufijos. Un arreglo de sufijos A
construido sobre un texto T de longitud n es
compresible si T lo es. La entropı´a de or-
den k de T (Hk) se refleja en A forman-
do secuencias largas A[i; i + l], denominadas
pseudo-repeticiones que aparecen en otro lu-
gar A[j; j + l] con todos los valores incremen-
tados en uno, es decir: A[j + s] = A[i + s] +
1 con 0  s  l.
Si particionamos A en pseudo-repeticiones
de taman˜o maximal, el nu´mero de partes que
obtendrı´amos serı´a a lo ma´s nHk + k, para
algu´n k [16]. Esta propiedad ha sido usada por
varios autores para comprimir un arreglo de
sufijos A [9, 10]. El LCSA es un te´cnica para
compresio´n de arreglos de sufijos que consiste
en convertir las pseudo-repeticiones en repeti-
ciones reales, que luego son factorizadas usan-
do Re-Pair [8].
Re-Pair es un compresor basado en dic-
cionario que permite una ra´pida descompre-
sio´n local usando solamente el diccionario. La
te´cnica consiste en encontrar el par de sı´mbo-
los ma´s frecuente y reemplazarlo con un nuevo
sı´mbolo. Podemos resumir el proceso realiza-
do por Re-Pair en los siguientes pasos:
1. Encontrar el par de sı´mbolos ab ma´s fre-
cuente en T .
2. Crear un nuevo sı´mbolo s mayor que
cualquier sı´mbolo en T y agregar al dic-
cionario R la regla s! ab.
3. Reemplazar en T toda ocurrencia de ab
por s.
4. Repetir hasta que todos los pares tengan
frecuencia 1 .
El resultado de este algoritmo de compre-
sio´n es el diccionario de reglas R ma´s una se-
cuencia de sı´mbolos C (sı´mbolos originales y
nuevos) que es el texto T ya comprimido. No-
tar que podemos representar R en un vector
de pares de manera tal que la regla s ! ab
este´ representada en R[s  ] = a : b.
Cualquier segmento de C puede ser ra´pi-
da y fa´cilmente descomprimido de la siguiente
manera: para descomprimir C[i] primero veri-
ficamos el valor de C[i]. Si C[i] < , entonces
es un sı´mbolo original de T , por lo tanto no
corresponde hacer nada mas. Caso contrario
obtenemos los sı´mbolos que corresponden a
C[i] en R[C[i]   ] y los expandimos recursi-
vamente. Esto permite reproducir u caracteres
de T en O(u) unidades de tiempo.
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3.2. LCSA + CPT
Comomencionamos anteriormente, el Com-
pact Pat Tree (CPT) consiste en representar un
a´rbol de sufijos en memoria secundaria y en
forma compacta.
En [7] hemos presentado una modificacio´n
en el disen˜o del CPT que permite mantener
la representacio´n del arreglo de sufijos subya-
cente en el CPT separada de la representacio´n
del a´rbol propiamente dicho. Esto nos permite
reducir el espacio total requerido por el ı´ndice
comprimiendo dicho arreglo de sufijos. Para
ello estamos trabajando en la incorporacio´n de
la te´cnica LCSA en el CPT.
Como primer paso se deben disen˜ar los
algoritmos de construccio´n en memoria se-
cundaria. Para lograr algoritmos eficientes en
memoria secundaria es necesario que los mis-
mos tengan alta localidad de referencia. El al-
goritmo de construccio´n de LCSA tiene una
muy baja localidad de referencia dado que
recorre A usando la funcio´n 	, donde 	[i] =
j si A[j] = A[i] +1. El algoritmo de construc-
cio´n del LCSA enmemoria secundaria fue pro-
puesto en [6]. Allı´ se presenta el disen˜o de di-
cho algoritmo y el desarrollo de complejidad
del mismo, pero sin realizar la implementacio´n
y la evaluacio´n empı´rica del algoritmo. No hay
au´n resultados experimentales sobre co´mo se
comporta esta implementacio´n, por lo cual es
posible que au´n requiera de ajustes para lograr
un rendimiento aceptable. En este momento
hemos finalizado la implementacio´n del algo-
ritmo de construccio´n del LCSA en memoria
secundaria encontra´ndonos en la etapa de eva-
luacio´n empı´rica del mismo.
3.3. String B-Tree
El String B-Tree(SBT) [3] es un ı´ndice
dina´mico para bu´squedas de patrones en
memoria secundaria. Ba´sicamente consiste en
una combinacio´n de dos estructuras: el B-Tree
y el Pat-Tree [4]. No es un ı´ndice comprimido
y su versio´n esta´tica requiere en espacio de 5 a
6 veces el taman˜o del texto.
Sobre el SBT el objetivo principal es lo-
grar una reduccio´n en el espacio utiliza-
do por el mismo manteniendo los costos de
bu´squedas de la versio´n original. Para ello, se
han disen˜ado e implementado dos variantes
que consisten en modificar la representacio´n
de cada nodo del a´rbol B subyacente. Una de
las variantes consiste en usar un Pat-Tree como
originalmente proponen los autores para los
nodos pero usando representacio´n de pare´nte-
sis para el mismo [13]. La otra variante con-
siste en representar cada nodo con la repre-
sentacio´n de arreglos propuesta en [14] que
ofrece las mismas funcionalidades que un Pat-
Tree pero que tienen las caracterı´sticas nece-
sarias como para permitir una posterior com-
presio´n de los mismos. Nos encontramos en la
etapa de evaluacio´n experimental de estas ver-
siones para su posterior ajuste de para´metros.
4. Resultados Esperados
Se espera obtener ı´ndices en memoria se-
cundaria eficientes, tanto en espacio como en
tiempo, para el procesamiento de consultas en
bases de datos textuales. Los mismos sera´n
evaluados tanto analı´ticamente como empı´ri-
camente.
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