The global behavior of a dynamical system can be described by its Morse decompositions or its attractor and repeller con…gurations. There is a close relation between these two approaches and also with (maximal) chain recurrent sets that describe the system behavior on …nest Morse sets. These sets depend upper semicontinuously on parameters. The connection with ergodic theory is provided through the construction of invariant measures based on chains.
Introduction
This paper elaborates on some notions and results in the theory of dynamical systems in continuous time, due to C. Conley. We stress the relations between chain transitivity, Morse decompositions and attractors. While many of the individual results in this paper are known, they have not been presented in a uni…ed way that explores all the connections. The paper is mostly self-contained (except for a few topological results), and presents several examples to stress the core concepts of global behavior. It is an extended version of Appendix B in [7] .
In Section 2 we recall some basic properties of compact metric spaces. Section 3 discusses the basic concepts of continuous ‡ows on compact metric spaces with time in the real line R. Sections 4, 5 , and 6 analyze the relations between Morse decompositions and attractors, Morse decompositions and chain recurrence, and chain recurrence and attractors, respectively. Section 7 is devoted to the construction of invariant measures based on chains. The …nal Section 8 considers families of dynamical systems and shows that maximal chain transitive sets depend upper semicontinuously on parameters.
Conley's theory of ‡ows on compact metric spaces also allows the construction of generalized Lyapunov functions outside of the chain recurrent set. For an elaboration of this point of view, see Robinson [22, Section 9 .1] or Easton [11] .
Metric Spaces
This paper considers continuous dynamical systems on compact metric spaces. For these, we recall a few basic concepts and theorems. De…nition 2.1 A metric space (X; d) is a set X together with a distance function d : X X ! R such that for all points x; y; z 2 X the following holds: (i) A metric space X is compact if every sequence in X has a convergent subsequence. This is equivalent to each of the following conditions (cp., e.g., Pedersen [19, Theorem 1.6 
.2 ]):
(i) Each cover X = S V by open subsets V with in some index set has a …nite subcover.
(ii) If is a family of closed subsets of X; such that no intersection of …nitely many sets in is empty, then the intersection of all sets in is nonempty. Note that condition (ii) implies, in particular, that every decreasing (with respect to set inclusion) family of nonempty closed subsets of X has nonvoid intersection.
A metric space X is compact if and only if it is complete (i.e., each Cauchy sequence has a limit) and it is totally bounded; this property means that for every " > 0 there are …nitely many points x 1 ; :::; x n 2 X such that
fy 2 X; d(y; x i ) < "g (see, e.g., Engelking [12, Theorem 4.3.29] ). Furthermore, every compact metric space has a countable basis of its topology, i.e., there are countably many open sets V n ; n 2 N, such that every open set V can be written as the union of sets V n .
Theorem 2.2 (Baire) The countable intersection of open and dense subsets in a complete metric space is dense.
A proof is given, e.g., in Pedersen [19 
In fact, one can verify that this space is complete and totally bounded and hence compact.
Flows
We start with some basic concepts and properties for continuous dynamical systems on compact metric spaces with an emphasis on Conley's theory [8] , [9] . For a thorough analysis see, in particular, Akin [1] , Robinson [22] , and Katok and Hasselblatt [15] . For generalizations to the case of noncompact metric spaces, see Rybakowski [24] and Hurley [14] . De…nition 3.1 A ‡ow or continuous time dynamical system on a metric space X is given by a continuous map : R X ! X that satis…es (0; x) = x and (t + s; x) = (t; (s; x)) for all x 2 X and all t; s 2 R:
In the following we frequently use the suggestive notations x t := t x := (t; x) for t 2 R and x 2 X. The orbit of a point x 2 X is then fy 2 X, there is t 2 R with y = (t; x)g = x R. Similarly ! (Y ) = y 2 X; there are t k ! 1 and y k 2 Y such that
Note that, in general, !(Y ) will be larger than the union of all !(y); y 2 Y , see Example 3.3. If the space X is compact, the sets !(Y ) are nonvoid, compact, and invariant. They are connected if Y is connected. The ! -limit sets (often denoted as -limit sets) are the !-limit sets for the time reversed system (t; x) := ( t; x); t 2 R; x 2 X. A point x 2 X is called recurrent if x 2 !(x). Example 3.3 Consider the ordinary di¤ erential equation
on the compact interval X := [0; 3]. The solutions '(t; x) of this equation with '(0; x) = x are unique and exist for all t 2 R. Hence they de…ne a dynamical system : R [0; 3] ! [0; 3] via (t; x) := '(t:x). The limit sets of this system are of the following form: For points x 2 [0; 3] we have 
We de…ne t n := n 2 N and x n := '( n; x) 2 (1; 2) Y . Then (t n ; x n ) = (n; ( n; x)) = x for all n 2 N, which shows that !(Y ) [1; 2] . For the reverse inclusion let x 2 (0; 1). Note that lim t!1 (t; a) = 1 and for all y 2 [a; 1) and all t 0 we have d( (t; y); 1) d( (t; a); 1), where d( ; ) is the metric on [0; 3] inherited from R. Hence for any sequence y n in [a; 1) and any t n ! 1 one sees that d( (t n ; y n ); 1) d( (t n ; a); 1) and therefore lim n!1 d( (t n ; y n ); 1) lim n!1 d( (t n ; a); 1) = 0. This implies that no point x 2 (0; 1] can be in !(Y ). The same argument applies to x = 0, and one argues similarly for x 2 (2; 3]. Furthermore, the limit set of a subset Y can strictly include Y , e.g., for Y = (0; 3) it holds that !(Y ) = [0; 3]: We show that 0; 3 2 !(Y ), the rest follows easily. Let x 2 (0; 1). De…ne y n := ( 2n; x) and x n := ( n; x), then (n; y n ) = (n; ( 2n; x)) = ( n; x) = x n and lim x n = 0. Hence with t n := n and y n as above we have (t n ; y n ) ! 0. The argument is similar for proving that 3 2 !(Y ), and for points in (0; 3). Example 3.4 Consider the following dynamical system in R 2 nf0g, given by a di¤ erential equation in polar form for r > 0, 2 [0; 2 ), and a 6 = 0: _ r = 1 r; _ = a:
For each x 2 R 2 nf0g the !-limit set is the circle !(x) = S 1 = f(r; ); r = 1; 2 [0; 2 )g.The state space R 2 nf0g is not compact, and -limit sets exist only for y 2 S 1 , for which we have ! (y) = S 1 .
Example 3.5 For dynamical systems in R 2 we have: A non-empty, compact limit set of a dynamical system in R 2 , which contains no …xed points, is a closed, i.e. a periodic orbit (theorem of Poincaré-Bendixson, see, e.g., [22] ). Any nonempty, compact limit set of a dynamical system in R 2 consists of …xed points, connecting orbits (such as homoclinic or heteroclinic orbits), and periodic orbits. De…nition 3.6 A ‡ow on a metric space X is called topologically transitive if there exists some x 2 X such that !(x) = X; the ‡ow is called topologically mixing if for any two open sets V 1 ; V 2 X there exists T > 1 such that
Proposition 3.7 If a ‡ow on a complete metric space is topologically mixing, it is topologically transitive and fx 2 X; !(x) = Xg is residual, i.e., it contains a countable intersection of open and dense subsets.
Proof. Topological mixing implies that for any two open sets V 1 ; V 2 X there exists a sequence t k ! 1 such that
Thus for all open V X the set S t 0 V ( t) is dense in X, because otherwise there would exist open sets V 1 and V 2 with
. Now for a countable basis V n of the topology and m; n 2 N the sets V n ( m) are open. Then the sets
are open and dense. Hence, by Baire's theorem (Theorem 2.2), the intersection T m;n2N X m;n is nonvoid. We claim that for every x in this set !(x) = X. It su¢ ces to show that the closure of every basis set V n has nonvoid intersection with !(x): Clearly, x 2 T m;n2N X m;n T n2N S t m (V n ( t)). This shows that x t m 2 V n for a sequence t m ! 1.
We note that related but di¤erent concepts of topological transitivity and topological mixing are, e.g., discussed in [15] . The next result due to Banks et al. [3] shows that a topologically transitive ‡ow with a dense set of periodic points also has sensitive dependence on initial conditions. Thus it is chaotic in the sense of Devaney [10] . De…nition 3.8 A ‡ow on a metric space X has sensitive dependence on initial conditions if there is > 0 such that for every x 2 X and every neighborhood N of x there are y 2 N and T > 0 such that d(y T; x T ) > . Proposition 3.9 Consider a ‡ow on a metric space X that is not a single periodic orbit. If the ‡ow is topologically transitive and has a dense subset of periodic points, then it has sensitive dependence on initial points.
Proof. First observe that there is a number 0 > 0 such that for all x 2 X there exists a periodic point q 2 X whose orbit is a distance at least 0 =2 from x. Indeed, choose two arbitrary periodic points q 1 and q 2 with disjoint orbits q 1 R and q 2 R. Let 0 denote the distance between the compact sets q 1 R and q 2 R. Then by the triangle inequality, every point x 2 X is a distance at least 0 =2 from one of the chosen two periodic orbits. We will show that has sensitive dependence on initial conditions with sensitivity constant = 0 =8.
Let x be an arbitrary point in X and let N be some neighborhood of x. Because the periodic points of are dense, there exists a periodic point p in the intersection U = N \ B (x) of N with the open ball B (x) of radius centered at x. Let T denote the period of p. As we showed earlier, there exists a periodic point q 2 X whose orbit is a distance at least 4 from x. Set
By continuous dependence on the initial value, the set V is open and nonvoid because q 2 V . Consequently, because is topologically transitive, there exist y in U and > 0 such that y 2 V . Now let j be the integer part of =T + 1. Then 0 jT T and, by construction, one has
Now p (jT ) = p, and so by the triangle inequality
Consequently, because y (jT ) 2 B (q (jT )), one has
Thus, using the triangle inequality again, either d(x (jT ); y (jT )) > or d(x (jT ); p (jT )) > . In either case, we have found a point in N whose image after time jT is more than distance from the image of x.
Remark 3.10 The proof of Proposition 3.9 is adapted from discrete to continuous time from Banks et al. [3] .
Morse Decompositions and Attractors
The global behavior of ‡ows on compact metric spaces can be described via Morse decompositions, which are special collections of compact invariant subsets. A set K X is called invariant if x R K for all x 2 K; a compact subset K X is called isolated invariant, if it is invariant and there exists a neighborhood N of K, i.e., a set N with K int N , such that x R N implies x 2 K. Thus an invariant set K is isolated if every trajectory that remains close to K actually belongs to K. Example 4.1 Consider the dynamical system discussed in Example 3.3. Invariant sets for this system are the sets of the form fx g, where x is a …xed point, all closed intervals with …xed points at the boundaries, and disjoint unions of these two types. Note that 'invariant' means forward (for t 0) and backward (for t 0) in time, hence this ‡ow has no other invariant sets. It is easily proved that all invariant sets of this system are isolated invariant. 
Invariant sets for the associated ‡ow include again sets of the form fx g where x is a …xed point. But the set f0g is not isolated invariant: Let U (0; ") be the " neighborhood of 0 in [0; 1]. Then there exists x 2 U (0; ") with sin( x ) = 0, i.e. x is a …xed point and hence (t; x) = x 2 U (0; ") for all t 2 R. Thus the Morse sets contain all limit sets and "cycles" are not allowed. As an easy consequence of this de…nition we obtain the following equivalent characterization. M i implies x 2 M i , and the following relation " " is an order (satisfying re ‡exivity, transitivity and antisymmetry):
(2) We enumerate the Morse sets in such a way that M i M j implies i j.
Proof. The "no-cycle"condition (ii) in the de…nition of Morse decompositions is equivalent to the stated property of the limit sets and the antisymmetry property of the order " ". Transitivity is clear and re ‡exivity follows from invariance of the Morse sets. The numbering is always possible, but it need not be unique. Note that i < j does not imply M i M j and that it does not imply the existence of x 2 X with ! (x) M i and !(x) M j . Morse decompositions describe the ‡ow via its movement from Morse sets with lower indices toward those with higher ones.
A Morse decomposition fM 1 ; :::; M n g is called …ner than a Morse decomposition fM Example 4.5 Consider the dynamical system discussed in Example 3.3. This ‡ow has, e.g., the following Morse decompositions [1; 3] f0g, f0g f1g 3] , and others. It also has a unique …nest Morse decomposition f0g f1g f2g f3g.
Example 4.6 Consider the dynamical system de…ned in Example 4.2. Morse decompositions of the associated ‡ow are, e.g., the sets
Ng is not a Morse decomposition. This system does not have a …nest Morse decomposition, since all the individual sets f 1 n g for n 2 N would have to be included as Morse sets.
Morse decompositions can be constructed from attractors and their complementary repellers. We will now de…ne these rather intricate objects. De…nition 4.7 For a ‡ow on a compact metric space X a compact invariant set A is an attractor if it admits a neighborhood N such that !(N ) = A. A repeller is a compact invariant set R that has a neighborhood N with ! (N ) = R:
We also allow the empty set as an attractor. A neighborhood N as in Definition 4.7 is called an attractor neighborhood. Every attractor is compact and invariant, and a repeller is an attractor for the time reversed ‡ow. Furthermore, if A is an attractor in X and Y X is a compact invariant set, then A \ Y is an attractor for the ‡ow restricted to Y . Example 4.8 Consider again the dynamical system discussed in Example 3.3. This system has, besides ? and the entire space [0; 3], three attractors, namely f1g, [1; 2] , and [1; 3] . The fact that these sets are indeed attractors follows directly from the limit sets discussed in Example 3.3. To see that there are no other attractors one argues as in Examples 3.3 and 4.1. Similarly, the nontrivial repellers of this system are seen to be f0g, [2; 3] , f3g, f0g [ [2; 3] , and f0g [ f3g.
Example 4.9 Consider the complete metric space S 1 , the 1 dimensional sphere, which we identify here with R=2 . On S 1 the di¤ erential equation
de…nes a dynamical system. For this ‡ow, the only attractors are ? and S 1 : Let A S 1 be an attractor, i.e. there exists a neighborhood N (A) with !(N ) = A. For each point x 2 S 1 the limit set !(x) contains at least one of the two …xed points 0 or , which implies that each attractor has to contain at least one of the …xed points. Consider the point and let N ( ) be any neighborhood. We have [ ; 0] !(N ) A. Repeating this argument for the …xed point 0, we see that [0; ] A, and hence A = S 1 .
We note the following lemma. Proof. We may assume that N is closed. Suppose that there are t n ! 1 and x n 2 N with x n t n = 2 int N . Hence we may assume that x n t n converges to some element x = 2 int N . This contradicts the assumption !(N ) = A. 
Note that A and A are disjoint. There is always the trivial attractor-repeller pair A = X; A = ?: Proof. By de…nition of A it follows that !(x) \ A 6 = ?. Thus there is t 0 > 0 with x t 0 2 N , where N is a neighborhood of the attractor A with !(N ) = A: Hence there cannot exist a point y 2 !(x)nA, and hence !(x) A. Now suppose that there is y 2 ! (x)nA . Thus by de…nition of A one has !(y)\A 6 = ?: Using continuous dependence on the initial value one …nds that there are t n ! 1 with x ( t n ) ! A, and thus for n large enough, x ( t n ) 2 N . Clearly x ( t n ) t n ! x and hence !(N ) = A implies that x 2 A; contradicting the choice of x. Thus ! (x) A .
Trajectories starting in a neighborhood of an attractor leave the neighborhood in backwards time.
Lemma 4.14 For a ‡ow on a compact metric space X a compact invariant set A is an attractor if and only if there exists a compact neighborhood N of A such that x ( 1; 0] * N for all x 2 N n A.
Proof. The necessity of the condition is clear because
This implies the following characterization of attractor-repeller pairs.
Lemma 4.15 Let (x; t) 7 ! x t be a ‡ow on a compact metric space X. Then a pair A; A of disjoint compact invariant sets is an attractor-repeller pair if and only if (i) x 2 X n A implies x [0; 1) \ N 6 = ? for every neighborhood N of A, and (ii) x 2 X n A implies x ( 1; 0] \ N 6 = ? for every neighborhood N of A :
Proof. Certainly, these conditions are necessary. Conversely, suppose that (i) holds and let W be a compact neighborhood of A with W \ A = ?. Then (ii) implies that x ( 1; 0] * W for all x 2 W n A. By Lemma 4.14 this implies that A is an attractor. Moreover, it follows from (i) that !(x) \ A 6 = ? for all x 2 X n A . Hence A = fx 2 X; !(x) \ A = ?g is the complementary repeller of A.
The following result characterizes Morse decompositions via attractor-repeller sequences (it is often taken as a de…nition; cp. Rybakowski [24, De…nition III.1.5 and Theorem III.1.8], Salamon [25] , or Salamon and Zehnder [26] . Theorem 4.16 For a ‡ow on a compact metric space X a …nite collection of subsets fM 1 ; :::; M n g de…nes a Morse decomposition if and only if there is a strictly increasing sequence of attractors
Proof. (i) Suppose that fM 1 ; :::; M n g is a Morse decomposition. De…ne a strictly increasing sequence of invariant sets by A 0 = ? and
: [ M n k+1 g for k = 1; :::; n:
First we show that the sets A k are closed. Clearly, the set A n = X is closed.
Proceeding by induction, assume that A k+1 is closed and consider x i 2 A k with It remains to show that
A i and therefore !(x) M j for some j n i + 1. This contradiction proves
and hence !(x) M 1 [:::[M n i . Now the de…nition of a Morse decomposition implies x 2 M n i .
(ii) Conversely, let the sets M j ; i = 1; :::; n; be de…ned by an increasing sequence of attractors as indicated earlier. Clearly these sets are compact and invariant. If i < j; then
; hence the sets M i are pairwise disjoint. It remains to prove that for x 2 X either x R M j for some j or else there are indices i < j such that ! (x) M n j and !(x) M n i . There is a smallest integer i such that !(x) A i , and there is a largest integer j such that ! (x) A j . Clearly i > 0 and j < n. Now !(x) * A i 1 , i.e., x 2 A i 1 . Thus by invariance x R A i 1 and !(x) A i 1 . On the other hand, ! (x) * A j+1 and we claim that x R A j+1 . In fact, otherwise x t = 2 A j+1 for some t 2 R. If
The associated Morse decomposition is 
Morse Decompositions and Chain Recurrence
We will now introduce the concept of chain recurrence and elaborate its relation to Morse decompositions.
De…nition 5.1 For x, y 2 X and "; T > 0 an ("; T )-chain from x to y is given by a natural number n 2 N, together with points x 0 = x; x 1 ; :::; x n = y 2 X and times T 0 ; :::T n 1 T; such that d(x i T i ; x i+1 ) < " for i = 0; 1; :::; n 1.
Note that the number n of "jumps"is not bounded. Hence one may introduce "trivial jumps."Furthermore, as the notation suggests, only small values of " > 0 are of interest.
De…nition 5.2 A subset Y
X is chain transitive if for all x; y 2 Y and all "; T > 0 there exists an ("; T )-chain from x to y. A point x 2 X is chain recurrent if for all "; T > 0 there exists an ("; T )-chain from x to x. The chain recurrent set R is the set of all chain recurrent points.
Note that we do not require in this de…nition that the considered ("; T )-chains lie in Y . It is easily seen that R is closed and invariant.
Example 5.3 Consider again the dynamical system discussed in Example 3.3. Obviously, all …xed points are chain recurrent points: just pick any t n > 0 and any " > 0 and consider chains of the type x n = (t n ; x n 1 ) with x 0 = x. In this example, there are no other points with this property, which can be seen as follows: Consider a point x 2 [0; 3] that is not a …xed point and let := min d(x; x ), where x is a …xed point. Let " := 
(t; x).
Let T := minft > 0, d( (t; x); a) = "g. Fix ", T and consider ("; T ) chains starting in x: x 0 = x, y 1 = (t; x) for some t T , then d(y 1 ; a) ", since convergence of (t; x) to a is monotone. Pick x 1 2 U (y 1 ; ") the " neighborhood of y 1 . Then d(x; x 1 ) > " and there are two possibilities: (a)
" for all t T . Repeating the construction for y 2 := (t; x 1 ) for some t T and x 2 2 U (y 2 ; ") we see that for all n 2 N it holds that d(x n ; x) > ", and hence there is no ("; T ) chain from x to x. The key to this example is that trajectories starting from x 'move away'and cannot return, even using jumps of size ", to x or ! (x), because of the topology of the state space [0; 3]. This is di¤ erent in the following example.
Example 5.4 Consider the dynamical system de…ned in Example 4.9. In this case we have R = S 1 : Let x 2 S 1 and "; T > 0 be given, assume without loss of generality that x 2 (0; ]. Since lim t!1 (t; x) = there is t 1 > T with
2 ) \ ( ; 0). Because of lim t!1 (t; x 1 ) = 0 there is t 2 > T with d( (t 2 ; x); 0) < " 2 . Furthermore lim t! 1 (t; x) = 0 and hence there is t 3 > T with x 2 := ( t 3 ; x) 2 U (0; " 2 ). Now x = x 0 , x 1 , x 2 , x 3 = x is an ("; T )-chain from x to x. In a similar way one constructs for any "; T > 0 an ("; T )-chain from x to y for any two points x; y 2 S 1 , showing that this dynamical system is chain transitive, and hence chain recurrent on S
1 .
The next proposition shows that in R only the existence of a positive lower bound for the times in ("; T )-chains is important.
Proposition 5.5 Consider y 2 R and x 2 X and let > 0. If for every " > 0 there exists an ("; )-chain from x to y, then for every "; T > 0 there exists an ("; T )-chain from x to y with all jump times equal to T .
Proof. We …rst claim that for every " > 0 there is an ("; 2 )-chain from x to y. By compactness of X the map is uniformly continuous on X [0; 3 ]. Hence there is 2 0; " 2 such that for all a; b 2 X and t 2 [0; 3 ]:
Now let a ( ; )-chain x 0 = x; x 1 ; :::; x m = y with times 0 ; ::::; m 1 be given. We may assume that i 2 [ ; 2 ]. We may assume that m 2, because we may concatenate this chain with a chain from y to y. Thus there are q 2 f0; 1; :::g and r 2 f2; 3g with m = 2q + r. We obtain an ("; 2 )-chain from x to y given by points y 0 = x; y 1 = x 2 ; y 2 = x 4 ; :::; y q = x 2q ; y q+1 = x m = y with times
This follows by the triangle inequality and the choice of . A consequence of this claim is that for all " > 0 and all T > 0 there is an ("; T )-chain from x to y. It remains to show that all jump times can be adjusted to T i = T .
Consider an ("=2; T )-chain from x to y and a periodic ("=2; T )-chain given by z 0 = y; z 1 ; :::; z m = y through y. For the concatenation of and the same arguments as above show that one can adjust all jump times to T i = T except for the last one T n 1 2 (0; T ). Observe that there is > 0 such that for all z 2 X and all t 2 [0; ] d(z; (t; z)) < "=2 .
Thus we can shift the jump points z i to ( ; z i ). Going repeatedly through the periodic chain we can successively shift the jump points such that at the end also the …nal time can be taken as T (cp. Szolnoki [28] for an explicit construction).
Remark 5.6 For a discrete time dynamical system given by a homeomorphism f one de…nes "-chains by requiring that the distance d(f (x i ); x i+1 ) < " for all i (Easton [11] ).The preceding proposition shows that the chain recurrent set of a ‡ow coincides with the chain recurrent set of the time T map f := (T; ); for any T > 0:
The ‡ow restricted to a maximal (with respect to set inclusion) chain transitive subset of the chain recurrent set R is chain transitive. In particular, the ‡ow restricted to R is chain recurrent. Choosing p 2 N with p > max 3q;
Proposition 5.8 A closed subset Y of a compact metric space X is chain transitive if it is chain recurrent and connected. Conversely, if the ‡ow on X is chain transitive, then X is connected.
Proof. Suppose …rst that Y is chain recurrent and connected. Let x; y 2 Y and …x "; T > 0. Cover Y by balls of radius "=4. By compactness there are …nitely many points, say y 1 ; :::; y n 1 2 Y such that for all z 2 Y there is y i with d(z; y i ) < "=4. De…ne y 0 = x and y n = y. Because Y is connected the distance between the points y i is bounded below by 3 4 ": Now use that by chain recurrence of the ‡ow there are ("=4; T )-chains from y i to y i for i = 0; 1; :::n 1. Appropriate concatenation of these chains leads to an ("; T )-chain from x to y. Hence chain transitivity follows.
Conversely, let the ‡ow on X be chain transitive. If X is not connected, it can be written as the disjoint union of nonvoid open sets V and W . Then these sets are also closed, hence compact and
Hence for " < " 0 =2 there cannot exist ("; T )-chains from an element of V to an element of W .
We obtain the following characterization of the connected components of R.
Theorem 5.9
The connected components of the chain recurrent set R coincide with the maximal chain transitive subsets of R. Furthermore, the ‡ow restricted to a connected component of R is chain transitive.
Proof. By Theorem 5.7 we know that the ‡ow restricted to a maximal chain transitive subset R 0 of R is chain transitive. Hence by the second part of Proposition 5.8 R 0 is connected and thus contained in a connected component of R. Conversely, the …rst part of Proposition 5.8 implies that every connected component of R is chain transitive, because it is closed, chain recurrent, and connected. Hence the …rst assertion follows. The second claim is an immediate consequence.
The connected components of R are called the chain recurrent components.
Example 5.10 Consider again the dynamical system discussed in Examples 3.3 and 5.3. For this example, the components of the chain recurrent set, i.e. the chain recurrent components are f0g, f1g, f2g, and f3g. . Let the ‡ow on M be de…ned such that all points on the boundary are …xed points, and the orbits for points (x; y) 2 (0; 1) (0; 1) are straight lines ( ; (x; y)) = f(z 1 ; z 2 ), z 1 = x, z 2 2 (0; 1)g with lim t! 1 (t; (x; y)) = (x; 1). For this system, each point on the boundary is its own -and !-limit set. The -limit sets for points in the interior (x; y) 2 (0; 1) (0; 1) are of the form f(x; 1)g, and the !-limit sets are f(x; +1)g. The only chain recurrent component for this system is M = [0; 1] [0; 1], which is also the only Morse set.
We also note the following simple lemma, which indicates a uniform upper bound for the total time needed to connect any two points in a chain recurrent component.
Lemma 5.12 Let R 0 be a chain recurrent component and …x "; T > 0. Then there exists T ("; T ) > 0 such that for all x; y 2 R 0 there is an ("; T )-chain from x to y with total length T ("; T ).
Proof. By assumption, one …nds for all x; y 2 R 0 an ( " 2 ; T )-chain from x to y. Using continuous dependence on initial values and compactness, one …nds …nitely many ("; T )-chains connecting every x 2 R 0 with a …xed z 2 R 0 . One also …nds …nitely many (modulo their endpoints) ("; T )-chains connecting z with arbitrary elements y 2 R 0 . Thus one ends up with …nitely many ("; T )-chains connecting all points in R 0 . The maximum of their total lengths is the desired upper bound T ("; T ).
Chain Recurrence and Attractors
We proceed to analyze the relation between chain recurrence and attractors, leading to the main result in Theorem 6.4. Then there are t n ! 1 and x n 2 N with x n t n ! z. Choose n 0 2 N, > 0 and p 2 (Y; "; T ) with d(p; x n0 ) < ; t n0 > T; and d(x n0 t n0 ; z) < " 2 ,
By de…nition of p there is an ("; T )-chain from some y 2 Y to p and we obtain
Thus concatenation yields an ("; T )-chain from y to z. We have shown that A := !(N ) is a closed invariant set with neighborhood N , hence an attractor. By invariance of (Y ) we have
fact equals the intersection of these attractors containing !(Y ).
Now suppose that A is any attractor containing !(Y ). Let V be an open neighborhood of A disjoint from A and let t > 0 be such that cl V t V . Let 0 < " < inf fd(y; z); y 2 V and z = 2 cl V tg :
This proposition implies, in particular, that a chain transitive ‡ow has only the trivial attractor A = X, because for every Y X one has that (Y ) = X. We obtain the following relation between the chain recurrent set and attractors.
Theorem 6.4 The chain recurrent set R satis…es
A is an attractorg :
In particular, there exists a …nest Morse decomposition fM 1 ; :::; M n g if and only if the chain recurrent set R has only …nitely many connected components. In this case, the Morse sets coincide with the chain recurrent components of R and the ‡ow restricted to every Morse set is chain transitive and chain recurrent. Finally, we show chain transitivity of the ‡ow restricted to a limit set.
Proposition 6.6 If the ‡ow is topologically transitive, then it is chain transitive. In other words, a ‡ow restricted to an !-limit set !(x) with x 2 X is chain transitive.
Proof. Because !-limit sets are connected, it su¢ ces by Proposition 5.8 to show that the ‡ow restricted to !(x) is chain recurrent. De…ne a ‡ow (y; t) 7 ! y t on [ 1; 1] by the equation _ y = 1 y 2 . On X [ 1; 1] de…ne a ‡ow by (x; y) 7 ! (x t; y t). Then Z = cl ((x; 0) R) is a compact invariant set. By Theorem 6.4 the chain recurrent set contains all !-limit sets, and hence the chain recurrent set of the ‡ow restricted to Z is
By Theorem 5.7 the ‡ow restricted to R(Z) is chain recurrent and the connected components of R(Z) are chain transitive. Hence the ‡ow restricted to !(x) f1g and thus the ‡ow restricted to !(x) are chain recurrent.
Ergodic Theory for Chains
In this section we explain how the classical construction of invariant measures as occupation measures along trajectories can be generalized to the construction along chains.
Standard references for the ergodic theory of ‡ows are Katok and Hasselblatt [15] , Mañé [16] , and Nemytskii and Stepanov [18] ; see also Pollicott [21] . Recall that a -algebra on a set X is a family A of subsets of X such that X 2 A, the complement of every A 2 A is again in A, and countable unions of elements in A are in A; in particular, this implies that …nite intersections of elements in A are in A. For a metric space X the Borel -algebra is the smallest -algebra containing all open (and hence all closed) subsets of X; the elements of this -algebra are called Borel sets. A map : A ! R is a measure on a -algebra A, if for every countable family
A probability measure is a measure with (X) = 1 and (A) 0 for all A. For a ‡ow on a metric space X an invariant measure is a probability measure on the Borel -algebra of X such that A classical construction due to Krylov-Bogolyubov yields invariant measures as occupation measures along trajectories. Given x 2 X and T > 0 de…ne a continuous linear functional L on C(X) by
This de…nes a Radon probability measure on X. For every sequence T k ! 1 a subsequence of the corresponding measures k converges weakly to a Radon probability measure x on X. This measure is in fact invariant for the ‡ow (see, e.g., [18, Theorem VI.9 .05]), and hence the set M of invariant measures is nonempty. This construction can be generalized to obtain invariant measures via chains. Let be an ("; T )-chain in X given by n 2 N; T i T; x i 2 X; i = 0; 1; :::; n. Then a continuous linear functional L on C(X) is de…ned by
For i = 0; :::; n 1, the map
de…nes a Radon probability measure i on X. The measure corresponding to L is a convex combination of the i , hence also a Radon probability measure. Now consider for "
as earlier with corresponding measure k . As k ! 1; a subsequence of ( k ) denoted again by ( k ), converges weakly to a Radon probability measure on X, i.e., we have for all f 2 C(X)
Theorem 7.1 Let : R X ! X be a continuous dynamical system on the compact state space X. Then the measure de…ned in (3) is invariant under the ‡ow, that is, for all f 2 C(X) it holds that Z
Proof. This assertion is-as in the standard Krylov-Bogolyubov constructionseen as follows: For 2 R and all i; k
Hence for all > 0 and all T k > T > 0 large enough, one has 0
proving the assertion.
Remark 7.2
Further relations between ergodic limits and limits along chains are explored in Colonius et al. [6] .
Chain Recurrence for Families of Dynamical Systems
In general limit sets, Morse sets and chain recurrent components do not depend continuously on system parameters, see, e.g., bifurcation scenarios like the pitchfork or Hopf bifurcation, or the discussions and results on control ‡ows in [7] . However, an upper semicontinuity holds for chain transitive sets, which will be made precise in this section. Consider a family of dynamical systems on a compact metric space X depending on a parameter 2 A R k of the form
where A is a (path) connected set and is continuous in all components. We need some properties of set valued maps de…ned on a metric space A with nonvoid value sets in a metric space X; compare, e.g., Castaing and Valadier [5] , Aubin and Frankowska [2] , or Warga [29] .
De…nition 8.1 A set valued map : A ! X is lower semicontinuous at
Note that is upper and lower semicontinuous if and only if it is continuous with respect to the Hausdor¤ metric (1). Furthermore, if has compact values, lower semicontinuity is equivalent to
Upper semicontinuity is equivalent to
The following theorem shows that maximal (with respect to set inclusion) chain transitive subsets Y X depend upper semicontinuously on 2 A.
Theorem 8.2
Consider the parameter dependent system (4). For a sequence k ! 0 in A consider maximal chain transitive sets E k X of (4) k . Then there exists a maximal chain transitive set E 0 of (4) 0 such that
Of course, the set on the left-hand side of this inclusion may be empty, in which case the statement is trivial.
Proof. Pick y 1 ; y 2 in lim sup k ! 0 E k . We have to show that y 1 and y 2 are in some chain transitive set of (4) 0 . Let "; T > 0: We will construct an ("; T )-chain from y 1 to y 2 : For i = 1; 2, one has 
Using compactness of X and continuity of the family one …nds k 0 2 N such that for all k k 0 ; all z 2 X; and all 0 t 2T d( 0 (t; z); k (t; z)) < " 3 .
We may choose k 0 so large that we also have for k k 0
and
In the following, we will …x k k 0 and drop the index k everywhere except in k : De…ne an ("; T )-chain for k from y 1 to y 2 in the following way. The points are y 0;0 = y 1 ; y 0;1 = k (T; x 1 ); and for j = 1; 2; :::; n 1 y j;i = k (iT; z j ); i = 0; 1; :::; i j ; and y n = y 2 ,
where i j 2 N is such that (i j + 1)T t j < (i j + 2)T ; and the times are t 0;0 = T; and for j = 1; 2; :::; n 1 t j;i = T ; i = 0; 1; :::; i j 1; t j;ij = t j i j T .
In fact, this is an ("; T )-chain from y 1 to y 2 with 1 + P n 1 j=1 i j jumps of size less than ": d( 0 (t 0;0 ; y 0;0 ); y 0;1 ) = d( 0 (T; y 1 ); k (T; x 1 )) < " by (7); for i = 0; 1; :::; i j 1; j = 1; :::; n 1 d( 0 (t j;i ; y j;i ); y j;i+1 ) = d( 0 (T; k (iT; z j )); k ((i + 1)T; z j )) = d( 0 (T; k (iT; z j )); k (T; k (iT; z j ))) < " by (6); for i = i j ; j = 0; 1; :::; n 1 d( 0 (t j;ij ; y j;ij ); y j+1;0 ) = d( 0 (t j i j T; k (i j T; z j )); z j+1 ) d( 0 (t j i j T; k (i j T; z j )); k (t j i j T; k (i j T; z j ))) + d( k (t j ; z j ); z j+1 ) < " by (6) and (5) . Finally, for j = n 1 and i = i j = i n 1 d( 0 (t j;i ; y j;i ); y j+1 ) = d( 0 (t n 1 i n 1 T; y n 1;in 1 ); y n ) = d( 0 (t n 1 i n 1 T; k (i n 1 T; z n 1 )); y 2 ) d( 0 (t n 1 i n 1 T; k (i n 1 T; z n 1 )); k (t n 1 i n 1 T;
k (i n 1 T; z n 1 )))
by (6), (5), and (8).
In speci…c situations, stronger results are valid. One such situation is given by a one-parameter family (4) with 2 A R and an increasing family of chain transitive sets. This situation is common in the theory of control ‡ows, compare, e.g., [7] . Indeed, the following, more general result holds.
Proposition 8.3
Let be a set valued map de…ned on a real interval [ ; ), 0 < 1, with compact values in a compact metric space X and suppose that is monotonically increasing, that is,
Then is continuous (with respect to the Hausdor¤ metric) at all but at most countably many points 0 2 [ ; ).
Proof. Let fx n ; n 2 Ng be a countable dense subset of X. Then for every n 2 N the map 7 ! c n ( ) := d(x n ; ( )) is monotonically decreasing, hence it has at most countably many points m n ; m 2 N, of discontinuity (see Natanson [17] or Hewitt and Stromberg [13] ). Thus it is su¢ cient to show that every point 0 of discontinuity of is also a point of discontinuity for some c n . Then the countable set f Then there is a point x n with c n ( 0 ) = d(x n ; ( 0 )) 2" 0 and d(x n ; y) " 0 ; hence c n ( k ) = d(x n ; ( k )) " 0 for all k. Thus c n is discontinuous at = 0 . For k % 0 one argues similarly. has a dense set of points of discontinuity.
