This paper considers nonparametric estimation of autoregressive panel data models with fixed effects. A within-group type series estimator is developed and its convergence rate and asymptotic normality are derived. It is found that the series estimator is asymptotically biased and the bias could reduce the mean-square convergence rate compared with the cross-section cases. A bias corrected nonparametric estimator is developed.
INTRODUCTION
Notwithstanding the large literature on nonparametric time series models, little attention has been given to nonparametric dynamic panel models. One explanation is the difficulty of treating individual effects and the nonlinear autoregressive structure simultaneously in the context of nonparametric estimation, especially when the unobserved individual effects are specified as fixed effects. This paper suggests an easy-to-use solution to this problem by developing series estimation of nonparametric autoregressive fixed-effects models, particularly when the fixed effects are additively separable to the nonparametric component. Note that, although there are several studies on nonparametric panel models, they are restricted to nondynamic models with strict exogeneity (e.g., Porter, 1996; Baltagi and Li, 2002; Henderson and Ullah, 2005; Su and Ullah, 2006; Henderson et al., 2008; Lee and Mukherjee, 2012; Su and Jin, 2012) or they assume the individual effects to be uncorrelated with the regressors, which basically precludes the fixed-effect assumption (e.g., Li and Stengos, 1996; Li and Kniesner, 2002; Park, Sickles, and Simar, 2007) . This paper uses the within transformation (i.e., deviations from the individual sample mean) to eliminate the fixed effects and develops nonparametric I thank Peter Phillips, Donald Andrews, Yuichi Kitamura, a co-editor, and anonymous referees for their valuable suggestions that greatly improved the paper. I also received helpful comments from seminar participants at Cornell, Michigan, MSU, OSU, Penn, PSU, Rochester, Binghamton, TAMU, UBC, UC-Irvine, UVa, UWa-Seattle, VaTech, WMU, Yale, NY Camp Econometrics II, and the 2005 Greater New York Metropolitan Area Econometrics Colloquium at Columbia University. I gratefully acknowledge financial support from the Cowles Foundation under the Carl Arvid Anderson Prize. All errors are solely mine. Address correspondence to Yoonseok Lee, Center for Policy Research, Syracuse University, 426 Eggers Hall, Syracuse, NY 13244-1020, USA; e-mail: ylee41@maxwell.syr.edu.
c Cambridge University Press 2014 estimation for the within-transformed dynamic panel models using series estimation. Among the large literature on series estimation, Andrews (1991a) , Newey (1997) , and Chen and Shen (1998) are closely related to this paper. Series estimation is convenient in this context because the within transformation of the unknown function can be approximated by a linear combination of the withintransformed series functions. The within-transformation-based method, once the asymptotic bias is corrected, yields more efficient estimators in finite samples in comparison with the first-difference-based instrumental variables (IV) estimators, especially when the autoregressive parameters are near unit root. Moreover, as the standard within-group (WG) estimator, the new estimation procedure is based on least squares estimation and thus it is much easier to implement in practice than the IV-based methods.
Technically, we obtain a class of nonparametric functions in which a panel homogeneous Markov process is shown to be stationary β-mixing conditioning on the fixed effects. Based on this mixing property, we derive the mean-square convergence rate and pointwise asymptotic normality of the series estimator when both the cross-section size N and the length of time T are large and they are of comparable sizes. Similarly as pooled estimation in linear dynamic panel data models (e.g., Hahn and Kuersteiner, 2002; Alvarez and Arellano, 2003; Lee, 2012) , an asymptotic bias is present, which could reduce the mean-square convergence rate compared with the cross-section cases. The asymptotic bias form is obtained, based on which we develop a bias corrected series estimator. This paper is organized as follows. Section 2 introduces the basic model and discusses a mixing condition for the nonlinear autoregressive panel system. Section 3 develops WG series estimation for dynamic panel models. Section 4 examines the asymptotic properties of the estimator under large N and T and also proposes a bias corrected estimator. Section 5 summarizes the Monte Carlo experiments examining the performance of the WG series estimator and bias correction in finite samples. Section 6 concludes the paper with some remarks on the generalization to the partially linear models. All the mathematical proofs are provided in the Appendix.
NONPARAMETRIC DYNAMIC PANEL MODELS
We consider a panel process y i,t generated from a nonlinear autoregressive model given by y i,t = m y i,t−1 + μ i + u i,t (1)
for i = 1, 2, ··· , N and t = 1, 2, ··· , T , where y i,t ∈ Y ⊂ R and m(·) ∈ M is unknown with M being a specified class of functions from Y to R. The objective is to estimate m(·). For all i and t, it is assumed that E(u i,t |y i,t−1 , ··· , y i,0 , μ i ) = 0 and the initial values, y i,0 , are observed. The individual specific effect, μ i , is assumed to have finite variance and to be independent of u i,t for all i and t.
But it can be correlated with the regressor y i,t−1 (i.e., the fixed effect), so that it captures the unobserved and possibly omitted individual heterogeneity. The key assumption in (1) is that the fixed effect is additively separable from the unknown function m(·) so that the partially linear specification E(y i,t |y i,t−1 , ··· , y i,0 ,μ i ) = m y i,t−1 + μ i holds. This assumption is restrictive but it simplifies identification and estimation of the semiparametric model. Such specification is particularly interesting when the individuals share the common autoregressive dynamics so that the marginal effects are homogeneous across i, whereas the drifts can be heterogeneous. The growth regression (e.g., Lee, 2006) is a good example, in which the nonlinearity captures multiple regimes of growth convergence patterns over different levels of GDP whereas the fixed effects capture the country-specific production functions. Other examples are the panel extension of the functional coefficient autoregressive model (Chen and Tsay, 1993 : y i,t = ς(y i,t−1 )y i,t−1 + μ i + u i,t for unknown ς(·)) and the smoothed threshold autoregressive model (Chan and Tong, 1986: 
We first assume the following conditions.
with mean zero, variance 0 < σ 2 < ∞, and E|u i,t | ν < ∞ for some ν > 4. (ii) {u i,t } has a positive density and an absolutely continuous distribution with respect to the Lebesgue measure on R. (iii) u i,t is independent of μ i for all i and t. (iv) μ i is i.i.d. with a finite second moment and has compact support.
To make the notation simple, we let {u i,t } be independent and identically distributed (i.i.d.) although it can be relaxed to be a martingale difference sequence conditional on μ i for each i. The homoskedasticity assumption can also be relaxed provided that N −1 N i=1 σ 2 i → p σ 2 as N → ∞ for some 0 < σ 2 < ∞, where Eu 2 i,t = σ 2 i for each i (e.g., Phillips and Sul, 2003) . Assumption 1 implies that u i,t is independent of {y i,s } s≤t−1 for each i and thus sequentially exogenous since y i,t is a function of μ i and {u i,s } s≤t . In addition, {y i,t } is mutually independent across i. For each i, however, we assume that the stochastic process {y i,t } given in (1) is a homogeneous Markov chain satisfying the following conditions. Assumption 2 (Markov chain). For each i and conditional on μ i , (i) {y i,t } is a homogeneous Markov chain satisfying (1), whose τ -th step transition probability is denoted as P τ i (y, ·) and (ii) there exists an invariant probability measure π i , from which the initial value y i,0 is drawn. (iii) m(·) is Borel measurable and there exist constants y > 0, 0 < c 1 < 1, and c 0 ≥ 0 such that |m(y)| ≤ c 1 |y| + c 0 if |y| > y; and sup y:|y|≤y |m(y)| < ∞, where [−y, y] ⊂ Y.
Assumption 2-(iii) is a standard condition for a stationary Markov chain to be geometrically (Harris) ergodic (e.g., Tjøstheim, 1990; Doukhan, 1994) . In the time series context, a wide class of nonlinear autoregressive functions satisfy this assumption (e.g., Tong, 1990; Meyn and Tweedie, 1993; Fan and Yao, 2003) . Chen and Shen (1998) also use the same condition in developing a sieve extremum estimator for a weakly dependent nonlinear time series.
When individual effect μ i is present in the dynamics as (1), the panel process {y i,t } cannot be simply assumed to be (unconditionally) ergodic because the time-invariant random constant μ i makes the temporal dependence of y i,t persistent. Since we understand the transition probability P τ i (y, ·) and the invariant probability measure π i as conditional probabilities given μ i , however, μ i can be regarded as a common nonrandom shift of the distribution of {y i,t } for each i and it no longer affects the temporal dependence of {y i,t }. In this case, we consider that a stationary homogeneous panel Markov process {y i,t } in (1) is β-mixing (i.e., absolutely regular) conditional on the fixed effect μ i for each i if there exists a sequence of nonnegative random variables {β i (τ )} converging to zero almost surely as τ → ∞ such that
for all τ > 0 and for each given i. Note that the left-hand-side of (2) is the conditional β-mixing coefficient of the stationary homogeneous Markov process {y i,t } for each i with || · || T V being the total variation of a signed measure, 1 similarly as the definition of the standard β-mixing coefficient (e.g., Davydov, 1973; Doukhan, 1994 Since the homogeneous Markov process {y i,t } is geometrically ergodic and stationary, the invariant probability measure π i uniquely exists, from which the initial value y i,0 was drawn. Therefore, the process is the unique stationary solution for a given initial distribution π i for each i. As discussed in Prakasa Rao (2009), however, conditional mixing does not imply unconditional mixing for a sequence of random variables and vice versa. We need to assume the following condition that guarantees the average of the mixing coefficients β i (τ ) goes to zero fast enough.
1−4/ν < ∞ a.s. for some ν > 4 defined in Assumption 1.
Hahn and Kuersteiner (2011, Rem. 1) also introduce conditional mixing, who assume that the conditional α-mixing coefficient is uniformly bounded (i.e., sup 1≤i≤N |α i (τ )| ≤ Ca τ a.s. for some 0 < a < 1 and C > 0, where α i (τ ) is the conditional α-mixing coefficient defined in Lemma A1.1 in the Appendix). The conditional mixing idea in (2) is quite similar to theirs but it assumes a weaker condition in that the mixing coefficient needs to be bounded on average (e.g., Assumption 3 is weaker than assuming sup 1≤i≤N
WITHIN-GROUP SERIES ESTIMATION
The key motivation of the within-group series estimation of m(·) is based on the interchangeability between two (global) linear operators: series approximation and within transformation. Roughly speaking, we let {g K k : Y → R for k = 1, 2, ··· , K } be a sequence of known measurable basis functions that approximate a smooth function m(·) as
for an arbitrary y ∈ Y, where θ K k ∈ R are unknown parameters. "≈" indicates series approximation: namely, the choice of the sequence must be such that the approximation to m(·) improves as K gets larger in some metric, where
We assume that K is not data dependent but we let it increase with N and T , where N and T maintain the following condition.
Assumption 4 (N and T). lim N ,T →∞ N /T = κ, where 0 < κ < ∞.
To describe the basic idea of the estimator, we eliminate the individual effects μ i in (1) by employing the standard within transformation as for the linear fixedeffects regression: 2
T s=1 y i,s , and similarly for u 0 i,t . From the series approximation (3), m 0 (y i,t−1 ) can be approximated as
using the transformed basis functions
corresponds to the demeaned regressor, as in the case of within-group (WG) estimation of the linear panel regression model. Using the linear approximation (5) for the regression (4), the unknown parameters θ K = (θ K 1 ,θ K 2 , ··· ,θ K K ) can be estimated by least squares as
) and (·) − denotes the generalized inverse. Under conditions given below, however, the denominator will be asymptotically nonsingular, and hence the generalized inverse will be the standard inverse for large N and T . The WG series estimator of m(·) is then obtained as
for y ∈ Y from (3).
It is important to note that we exclude the constant term in the basis functions. Otherwise, the within transformation on {g K k (y)} K k=1 will make the denominator in (6) singular. This corresponds to the conventional linear panel regression case, where fixed effects and a constant term (in fact, any time-invariant terms) cannot be identified separately. Accordingly, we introduce the following normalization assumption.
The normalization condition 5 allows μ i to be unrestricted (e.g., it could have nonzero mean as long as it satisfies Assumption 1) but requires that m(·) passes through the origin. If m(0) = 0, we simply consider (μ i + m(0)) and (m(y) − m(0)) as fixed effects and the unknown function, respectively, to restore this condition. 3 In order to conduct series estimation described above, we need to assume that m(·) is smooth enough in some sense so that the approximation (3) is uniform in some metric. In standard cross-sectional series estimation, the support of the unknown function is normally assumed to be compact (e.g., Andrews, 1991a; Newey, 1997) and the series approximation (3) is well-defined over the compact support in the standard sup-norm, provided that m(·) belongs to the Hölder class (e.g., Chen, 2007) . However, such an assumption does not seem appropriate for the case of the autoregressive model (1) because it will not only restrict the support of the regressor y i,t−1 but also the support of the dependent variable y i,t . Since the error u i,t is defined over R, restricting the support of y i,t to be bounded can be restrictive.
For characterizing the series approximation (3) over possibly unbounded support Y, we introduce a weighted sup-norm as Chen, Hong, and Tamer (2005) . 4 For a scalar function h : Y → R, we let
where · is the Euclidean norm and ω = 0 leads to the standard sup-norm for bounded Y. We also define that h is H (γ , ω)-smooth on Y if h belongs to γ c (Y,ω) for some γ > 0 and ω ≥ 0, where Chen, Hong, and Tamer (2005) for further details of the definitions. The following condition specifies a uniform rate of series approximation.
Assumption 6 (Series approximation). For some γ > 0 and
Note that Assumption 6-(ii) imposes conditions on the tail behavior of the marginal densities, which can also be found in Ai and Chen (2003) , Chen et al. (2005) , and Su and Jin (2012) to deal with unbounded support. δ in Assumption 6-(iii) is closely related to the smoothness of m (y) and the dimensionality of y. For example, when ω = γ = 0, this assumption is satisfied with δ = D m / dim(y) for regression splines and power series, where D m is the number of continuous derivatives of m (y) that exists and dim(y) is the dimension of y (e.g., Newey, 1997).
ASYMPTOTIC PROPERTIES
We start with a set of conditions on the series functions. We denote g K y i,t = g K y i,t − E g K y i,t |μ i and thus E(g K y i,t ) = 0 for any i and t.
Assumption 7 (Series functions).
(i) For every K , there exist positive integers N * and T * such that for all
has the smallest eigenvalue bounded away from zero and a bounded largest eigenvalue.
Similarly as in Andrews (1991a) and Newey (1997) , the first two conditions are useful for controlling the inverse of the covariance matrix estimator
, and its convergence in probability to its expectation in the Euclidean norm. Assumption 7-(iv) is, however, different from the aforementioned papers in that it does not assume bounded support of y.
We derive the main asymptotic results of the WG series estimator m(y) defined in (7). The first theorem provides the mean-square convergence rate of m(y). 
as N , T → ∞ jointly, where π i denotes the marginal distribution of y i,t conditional on μ i .
Theorem 3.1 implies that the probability limit of m(y) − m(y) is zero for K /N T → 0, K /T 2 → 0, and K −2δ → 0 as N , T → ∞. For the mean-square convergence rate in (8), the first two terms also appear in the standard series estimators for the cross-section case (e.g., Newey, 1997): the first term, K /N T , corresponds to the convergence rate of the variance, whereas the second term, K −2δ , corresponds to the squared approximation bias in (3). On the other hand, the last element, K /T 2 , is new and it reflects the asymptotic order of the squared within-group bias (e.g., Nickell, 1981) , which is introduced as we take the within transformation to eliminate the fixed effects. Since we assume that N , T → ∞ at the same rate in Assumption 4, introduction of this last term does not necessarily make the rate of convergence slower. It thus follows that the rate of convergence of m (y) remains the same as the standard series estimator case so that it attains Stone's (1982) optimal bound under Assumption 4. However, the rate of convergence could become slower when T is small (i.e., T N ), which could be a concern when we consider the finite sample properties with short panel data. In this case, the choice of the optimal K can be smaller than the standard case (or the case with Assumption 4). For example, when Assumption 4 holds, we can choose the optimal K such that
) and thus the mean-square convergence rate becomes O((N T ) −2δ/(1+2δ) ). On the other hand, when T is smaller than N , we instead choose the optimal K such that the two possibly dominating terms satisfy K −2δ = K /T 2 yielding K * * = O(T 2/(1+2δ) ). Note that K * * is smaller than K * and the mean-square convergence rate in this case becomes
Using a similar argument as Hahn and Kuersteiner (2002) or Lee (2012) , although m (y) is consistent from Theorem 3.1, it can be shown that
is not centered at zero under Assumption 4 as in the standard linear dynamic fixed effect regression. The following theorem obtains asymptotic normality of the WG series estimator for the unknown function m (·), in which a proper bias correction is imposed. Note that "
If Assumptions 1-7 hold and
Unlike the standard asymptotic normality result of the series estimators in the i.i.d. cross-section case (e.g., Andrews, 1991a; Newey, 1997) , m (y) has nondegenerating asymptotic bias especially when lim N ,T →∞ N /T = 0, which thus requires a bias correction term (1/T ) b K (y) for each y ∈ Y. Such asymptotic bias can be found even in the linear dynamic fixed-effects models (e.g., Hahn and Kuersteiner, 2002; Alvarez and Arellano, 2003; Lee, 2012) , and it reflects the endogeneity problem after the within transformation. Note that within-transformed functions of sequentially exogenous regressors g 0 K y i,t−1 in (6) have nonzero correlation with the within-transformed regression errors u 0 i,t . The rate of convergence in (9) is not √ N T but slower than √ N T as the smoothing parameter 1/K shrinks like the standard nonparametric regression estimators. Roughly speaking, it is
and thus the asymptotic distribution (9) has constant noncentrality as in the standard parametric dynamic panel case since
under Assumption 4. More precisely, from Lemma A1.6 in the Appendix, it can be shown that
is the one-sided long-run covariance between g K y i,t−1 and u i,t . A simple Bartlett weight function (1 − j/(J + 1)) is used here (e.g., Newey and West, 1987) although it could be generalized using kernel functions as Andrews (1991b) if the kernel and the truncation parameter J satisfy proper conditions. Note that the required order for J corresponds to the optimal rate for the Bartlett kernel (e.g., Andrews, 1991b), whereas Newey and West (1987) need J = o(T 1/4 ) for the consistency of the long-run autocovariance matrix estimator. In fact, we could impose a weaker condition that
Therefore, the form of the asymptotic bias can be found as (1/T )g K (y)
.2 in the Appendix, where ||B|| 1 = sup :|| ||≤1 ||B ||, provided that the truncation parameter satisfies J = O(T 1/3 ). If we consider the linear dynamic panel regression case (i.e., y i,t = μ i + θ y i,t−1 + u i,t ), then this asymptotic bias expres-
, which corresponds to the findings by Hahn and Kuersteiner (2002) . In comparison, under the additive separability assumption on the fixed effect, such bias does not appear in the static models like y i,t = m x i,t + μ i + u i,t when x i,t is strictly exogenous (i.e., E(u i,t |x i,1 , ··· , x i,T ) = 0). 5 Finally, Theorem 3.2 suggests a bias-corrected estimator m (y) given by
Using the delta method, this pointwise normality result can be generalized to the asymptotic normality of a functional of the bias corrected series estimator m (y) as Andrews (1991a) and Newey (1997) under proper smoothness conditions on the functional. Note that the bias corrected estimator m(·) retains the standard rate of convergence given by
This gives the optimal rate of convergence O p ((N T ) −2δ/(1+2δ) ) with the optimal choice K * = (N T ) 1/(1+2δ) for δ > 0, although we would need larger K than the optimal K * (i.e., undersmoothing) in order to satisfy asymptotic normality in Theorem 3.2 that requires K −δ √ N T → 0.
SIMULATIONS
To evaluate the finite sample performance of the WG series estimator, we conduct simulation studies for
for i = 1, ··· , N and t = 1, ··· , T . The nonlinear functions are smooth and all parameter values are chosen to satisfy stationarity as well as Assumption 2. Each nonlinear function is properly centered to satisfy m (0) = 0. Fixed effects μ i are randomly drawn from U (0, 1) and u i,t from N (0, 1). The first model is the logistic function, which is also investigated in Ai and Chen (2003) in the cross-section case. The second model is the amplitude-dependent exponential autoregressive model discussed in Tong (1990) , which is also the case of the functional coefficient autoregressive model by Chen and Tsay (1993) . Five sets of samples of N = 100 with T = 5, 10, 25, 50, 100 are generated. We estimate the unknown function m(·) by WG series estimation and replicate the entire procedure 1000 times. For series estimation, we use power series, particularly the Hermite polynomials. Following the discussions in Andrews (1991a) and Newey (1997) , the first set of simulation chooses the optimal K * as 4, which Note: The results are based on within-group series estimation over 1000 iterations using power series. "n/c"(No Correction) displays integrated mean squared error (IMSE) and integrated absolute bias (IAB) before bias correction; "b/c"(Bias Correction) displays IMSE and IAB after bias correction. K is the number of series functions used for the approximation: K = 4 for the fixed choice is assigned to meet the asymptotic order and K CV is the average value over K at each replication from the leave-one-out Cross Validation.
is roughly (N T ) 1/6 in our case. We fix K over the five different sample sizes for a better comparison because using different number of basis functions could change the curve fitting performance. 6 The simulation results are summarized in Table 1 . The integrated mean squared errors (IMSE: E(m(x) − m(x)) 2 dx) are calculated using the discrete expression for the integration (e.g., Ai and Chen, 2003) given by
where y r 1 ≤ ··· ≤ y r j ≤ ··· ≤ y r N T are sorted y i,t at the r th replication (r = 1, ··· , R). In order to investigate the bias correction performance, we also consider the integrated absolute bias (IAB:
. The left panel in Table 1 exhibits several interesting findings. First, both the IMSE and the IAB get smaller after bias corrections, which shows that the bias correction improves overall fitting. Although there could be possible increase in the finite sample variance after the bias correction when we use bias estimator to correct the asymptotic bias, the bias reduction is quite significant to offset such effects. Second, the overall curve fit improves with T even without bias correction. This is because the endogeneity bias from the within transformation reduces with T , which is also the case in the linear dynamic fixed-effects models.
Although we assume that K is not data dependent in the main theorems, we also consider flexible choice of K based on the data in order for the sensitivity check.
More precisely, we choose K by the leave-one-out Cross Validation (CV):
is the bias-corrected estimate computed using all the observations but the ith one. We let K max = 10 for the power series. 7 The right panel in Table 1 summarizes the same simulation result with K CV . At each replication, different K is chosen based on the CV; the average values of 1000 choices of K over the replications are reported as K CV in Table 1 . Note that K CV are not much different from the fixed choice discussed above. But we can find that K CV are rather close to (T 2 ) 1/6 instead of (N T ) 1/6 when T is quite smaller than N , which corresponds to the optimal choice of K with small T as we discussed in Section 4. We also find that the bias reduction still works well in this case, which demonstrates that the estimation and the bias correction work even under the data-dependent choice of K .
CONCLUDING REMARKS
This paper proposes an alternative to the common but rather restricted specification in dynamic panel models-linear autoregressive panel models. We employ nonparametric estimation on the lagged terms. Even though we allow for a general functional form in the regression, we require enough smoothness of the unknown function, which excludes some interesting specifications such as dynamic discrete choice models. In addition, we still postulate an additively separable structure so that neither an individual effect nor the error term is included in the unknown function m. Nonseparability can be allowed for at the cost of more restrictions on m, which is required for identification.
In the current setup, however, we could allow for exogenous variables x i,t ∈ X ⊂R r by considering a partially linear model
where γ is an r × 1 vector of parameters and X is compact. In this case, using the conditions for the nonlinear AR X ( p, q) process in Doukhan (1994, Sect. 2.4 .2, Thm. 7), we can derive the conditions under which the Markov process {y i,t } in (10) satisfies Proposition 2.1. For example, we let the observed {x i,t } be given by x i,t = ξ(x * i,t ,μ i ) for some smooth, bounded, and measurable function ξ : X * × R → X , where x * i,t ∈ X * ⊆ X is a latent i.i.d. stochastic process independent of μ i and u i,t . Note that under this specification, {x i,t } can be serially correlated as well as correlated with μ i . If there exists a locally bounded and measurable function f : X * → R + satisfying E f (x * i,t ) < ∞ and |γ ξ(x * i,t ,μ)| ≤ f (x * i,t ) + c|μ| a.s. for a given μ i = μ and a constant c < ∞, then it can be shown that the Markov process {y i,t } in (10) is also stationary and β-mixing for each i. The extension of the asymptotic results to the partially linear case is discussed in Lee (2006) . NOTES 1. For a signed measure σ on a σ -field B, we define σ T V sup B∈B σ (B) − inf B∈B σ (B). If σ 1 and σ 2 are two probability measures and σ = σ 1 − σ 2 , we have σ T V = 2 sup B∈B |σ 1 (B) − σ 2 (B)| in view of Scheffe's theorem (e.g., Liebscher, 2005, p. 671) 2. It is the standard within transformation in the sense that we subtract the global mean over Y. In comparison, Lee and Mukherjee (2012) develop a local within transformation for nonparametric models, which uses the local information around some particular value y ∈ Y.
3. In Porter (1996) and Henderson et al. (2008) , it is instead assumed that E(μ i ) = 0 so that m(·) is identified from E(m(y i,t−1 )) = E(y i,t ). But since m(0) could be nonzero in this case, m(·) can be identified only up to a constant addition, which is because the constant term in m(·) is eliminated by the within transformation and we cannot restore it unless it is zero. 4. A similar approach can be found in Su and Jin (2012) in a static panel model. An alternative approach to handle the unbounded support is considering a sequence of increasing bounded supports Y N ,T such that ∪ N ,T →∞ Y N ,T = Y using some trimming parameter or restricting the function class that m belongs to (e.g., Gallant and Nychka, 1987; Newey and Powell, 2003) .
5. In the nonlinear parametric setup, if the additive separability assumption is violated, we are supposed to have bias with the same asymptotic order even with strictly exogenous regressors (e.g., Hahn and Newey, 2004) . It is mainly because, in the maximum likelihood setup, the information orthogonality does not hold between the parameter of interest and the incidental parameters in general under the nonseparability. See Hahn and Kuersteiner (2011) for more general result.
6. As discussed in Section 3, we exclude the constant term (i.e., the first element) in the basis functions. Therefore, K = 4 for power series means 5th order polynomial without constant term. However, the Hermite polynomials have nonzero constants in higher order terms. We thus vertically shift m so that ( m(y) − m(0)) is the new estimate and ( μ i + m(0)) is the new fixed effect estimate.
7. By looking at the leave-one-out over i, instead of both i and t, we could avoid any complication in the serial dependence of the Cross Validation since it is assumed that y i,t is independent over i. We also tried Mallow's C p criterion in addition to the Cross Validation but the choice of K does not seem to work properly. Based on the (asymptotic) similarity between AIC and C p , it would be related with the incidental parameters problem in the model selection as studied in Lee and Phillips (2014) .
8. More precisely, we define
s. for τ > 0 and for each i, then α i (τ ) decays exponentially. Note that G
is the σ -field generated by y i,t : t 1 ≤ t ≤ t 2 and P i (A) = A π i (dy) is a conditional probability given μ i .
9. More precisely, we can define an indicator function I N ,T for the smallest eigenvalue of K being away from zero such that P I N ,T = 1 → 1 as N , T → ∞. Whenever K appears in the proof, we then consider I N ,T K as in Newey (1997) .
10. Note that we can write 
APPENDIX: Mathematical Proofs

A.1 Useful Lemmas
Throughout the Appendix, we let C denote a generic positive constant that may be different in different uses. We let · be the Euclidean norm such that = 1/2 for a vector and B = tr B B 1/2 for a matrix B, where tr (·) is the trace operator. We also introduce a matrix norm B 1 = sup : ≤1 B . When B is symmetric and positive definite, B 1 is the largest eigenvalue of B. We denote g K y i,t = g K y i,t − E g K y i,t |μ i ; the conditional covariance and the conditional expectation as cov i (·, ·) = cov(·, ·|μ i ) and E i (·) = E(·|μ i ), respectively. Lemma A1.1 provides the convergence rate of the denominator part of θ K in (6).
LEMMA A1.1. Under Assumptions 1-3 and 7, ||(N
for large N and T , where
Proof of Lemma A1.1. First, we have
by the fourth order stationarity, where
by Cauchy-Schwarz and Assumption 7. For A 12 (N , T, K ), since β-mixing implies α-mixing (e.g., Doukhan, 1994, p. 4 , Prop. 1), Proposition 2.1 implies that y i,t is an α-mixing process with exponential decay for each i given μ i . 8 Furthermore, since g K k (·) are Borel measurable, g K k y i,t is also α-mixing of the same size (i.e., whose mixing coefficient is of the same order of magnitude as that of y i,t ) for all k = 1, ··· , K (e.g., White and Domowitz, 1984, Lem. 2.1). Therefore, using the Davydov α-mixing inequality (e.g., Hall and Heyde, 1980, Cor. A.2) and under Assumptions 1-3 and 7, we obtain
for some p > 2 since sup 1≤i≤N sup 1≤k≤K E i |g K k y i,0 | 2 p ≤ ζ a.s., where the second inequality is by Cauchy-Schwarz. It follows that
where
s. as T → ∞ using the Kronecker lemma, and from Proposition 1 of Doukhan (1994, p. 4) and Assumption 3. Therefore,
which yields the first result. For the second result, since X 2 ≤ 2 X − Z 2 + 2 Z 2 , we have
Note that
by Jensen's and
where since V j,t is assumed to be fourth order stationary and E i V j,t = 0 by construction,
similarly as Andrews (1991b, Lem. 1) . Using the mixing inequality referred above, however, we have 
, which yields the desired result.
n Andrews (1991a) and Newey (1997) show that the variance estimation for linear functions of the series estimator is essentially the same as it is in least squares estimation for nonrandom K . We also estimate 
Proof of Lemma A1.2.
(1) For any symmetric matrix A, we let λ min (A) and λ max (A) be the minimum and the maximum eigenvalues of A, respectively. Then, when A is positive definite,
then the first result is easily derived from Lemma A1.1. The second result is from
where λ k s are the eigenvalues of a K × K positive definite matrix A. Finally, the third and the fourth results follow straightforward since f (x) = x 1/2 is a continuous mapping everywhere (see Davidson, 1994, Thm. 18.9) . (3) Similarly as Lewis and Reinsel (1985, Thm . 1), we write
with probability approaching one (w.p.a.1). But note that
from the results in parts (1) and (2) above. (4) We first write that || K || 1 ≤ || K − K || 1 + || K || 1 and the result follows using parts (1) and (2). The similar argument can be applied for other results.
n
The following lemmas are useful to obtain the convergence rate of the numerator part of θ K .
LEMMA A1.3. Under Assumptions 1-4 and 7, ||(N
i,1 ) ≤ σ 2 ζ 1/2 from Assumptions 1, 2, and 7, where E i (u 2 i,1 ) = E(u 2 i,1 ) = σ 2 for u i,t being independent of μ i . For the second term, since {g K k (y i,t )} is α-mixing for any k and u i,t is i.i.d., {g K k (y i,t−1 )u i,t } is at most α-mixing with the same mixing coefficient since g k (y i,t−1 ) and u i,t are mutually independent for all i and t. In this case, we simply need to consider richer σ -fields G t i,−∞ and G ∞ i,t+τ for τ > 0, which are generated by y i,s−1 s≤t ∪ u i,s s≤t and y i,s−1 s≥t+τ +1 ∪ u i,s s≥t+τ +1 , respectively, for given i. Moreover, for
is independent of μ i . Similarly as the proof of Lemma A1.1, we thus have
For the second result, we note that since u i,t is i.i.d. over i and t and independent of μ i ,
Moreover, using the second results of Lemma A1.1 above, we can obtain that
Therefore, it immediately follows that
where the inequalities are by Lyapunov's, Jensen's, and Cauchy-Schwarz inequalities in turn. The last result can be readily derived using Lemma A1.1 by writing
Note that, from Assumption A1-(i), we let a constant
y i,0 ] ≤ Cζ < ∞, and similarly as (A.1)
for p > 2. It thus follows that for large N and T , ||m y i, t 
Proof of Lemma A1.4. First note that
from Assumption 6. Therefore,
where the inequality is from the Cauchy-Schwarz.
n
The following two lemmas establish the building blocks for deriving asymptotic distribution of m(y).
LEMMA A1.5. Under Assumptions 1-4 and 7, (N
Proof of Lemma A1.5. We first define a random variable Z i,t = ρ −1/2 K g K y i,t−1 u i,t /σ , which is independent across i. For each i, moreover, {Z i,t , F i,t } is a martingale difference sequence with variance one, where F i,t = σ ({Z i,s } s≤t ). Note that y i,t is a nonlinear function of {u i,s } s≤t and u i,t is serially uncorrelated. Therefore, it holds
ρ/σ 2 = 1. Directly applying the conventional Lindeberg condition to the double indexed process Z i,t is not straightforward. We instead apply Phillips and Moon (1999, Thm. 2) for limit theories with large N and T by checking the generalized Lindeberg condition for joint asymptotic normality. In this case, the generalized Lindeberg condition (Phillips and Moon, 1999, eqn. 3.20) is given as
as N , T → ∞ for every > 0, where Davidson (1994, p. 372, Thm. 23.10) , however, a sufficient condition for the Lindeberg condition (A.4) is that η i T is uniformly integrable and s 2 N T /N is bounded above zero. For the second condition, note that
since Z i,t is martingale difference with variance one, and thus s 2 N T /N = 1 > 0. For the first condition, similarly, we have E η
gives sup 1≤i≤N E η 2 i T < ∞. Therefore, (A.4) holds and we can conclude that Phillips and Moon (1999) . n
The following lemmas provide consistency of the estimators of σ 2 and K = ∞ j=0 cov g K y i,t+ j , u i,t , which justify the bias correction formula in Theorem 3.2. if J Assumptions 1, 2, 7, 6, and 4. Proof of Lemma A1.6. We let a K × 1 vector
Then, for the first result, we have
as N , T → ∞, where the first term converges in probability to zero by the definition of K (N , T ) and the second term is negligible for large N and T by the Kronecker lemma
For the second result, by triangular inequality, we write
where the first term converges to zero as J → ∞ using Kronecker lemma. Note that cov g K y i,t+ j , u i,t = cov g K y i,t+ j , u i,t . Therefore, we need to show that (A.5), (A.6), and (A.7) are all o p (1) for large N , T and J . For (A.5), we first note that w j ≤ C w for all j = 1, 2, ··· , J and for some constant 0 < C w < ∞. Thus similarly as the proof of Theorem 2 in Newey and West (1987) , for any ε > 0, we have
where the third inequality is by Chebyshev's inequality and the last equality is from Lemma A1.3. The desired result follows since
,s+ j and thus for any ε > 0
for any ε > 0. Similarly as the previous cases, the first term (A.8) satisfies
in which the generalized-C r and the Cauchy-Schwarz inequalities in turn yield
from Assumption 7-(iv) and Theorem 3.1. It can also be verified that (A.8) goes to zero as N , T, J → ∞ using the same argument since
n LEMMA A1.7. Under Assumptions 1, 2, 7, and 6,
Proof of Lemma A1.7. Letting m 0 y i,t−1 = θ K g 0 K y i,t−1 , we have
We first observe that since y 0 
Similarly, by Cauchy-Schwarz, Theorem 3.1 yields
which completes the proof. n
A.2 Proofs of the Main Results
Proof of Proposition 2.1. We let ϕ(y) = |y|, which is a locally bounded and nonnegative measurable function. Then, for |y| ≥ y, (1) and Assumptions 1 and 2-(iii) imply Since it is assumed that μ i has a compact support and E|u i,t | < ∞, it thus follows that there exists some finite real constant = (μ) such that E[ϕ(y i,t+1 )|y i,t = y,μ i = μ] ≤ c 1 ϕ(y) − with 0 < c 1 < 1, which satisfies the Lyapunov function test criterion (e.g., Tweedie, 1983; Nummelin, 1984) . Therefore, by Theorem 4.1 in Tjøstheim (1990), Assumptions 1 and 2 imply that the homogeneous Markov Chain {y i,t } satisfying the nonlinear autoregression (1) is geometrically (Harris) ergodic over t for each i. Furthermore, since the initial value y i,0 is drawn from an invariant measure π i , geometric ergodicity ensures that there exists a unique invariant probability measure π i and the Markov chain is stationary for each i (e.g., Thm. 7 in Doukhan, 1994, Sect. 2.4.2; Prop. 1 in Bhattacharya and Lee, 1995; Prop. 1 in Chen and Shen, 1998) . Finally, since a homogeneous Markov chain is β-mixing with mixing coefficients tending to zero at an exponential rate if it is geometrically ergodic (e.g., Meyn and Tweedie, 1993; Doukhan, 1994; Liebscher, 2005) , we can conclude that conditional on μ i , the homogeneous Markov process y i,t is stationary and β-mixing with exponential decay for each i. 
by Lemma A1.3. It thus follows that
(A.12) Therefore, by combining (A.11) and (A.12), we have
Next, by the triangular inequality like Newey (1997), Assumptions 6 and 7 imply
for some positive constant C < ∞. Note that the second inequality is because we can assume that g K (y) g K (y) π i (dy) ≤ C I K < ∞ without loss of generality from Assumption 7 once we consider orthonormalized basis functions g K k (·) for k = 1, ··· , K . 
. ( K g K (y) > 0 for any y from Assumption 7-(ii). Therefore, the asymptotic distribution of m (·) is determined by the asymptotic behavior of the first term in (A.13), which can be decomposed as 10 
and g K (y) 
