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I. INTRODUCTION
Writing assessment of English has important consequences for increasing number of people. It can play a crucial role in their lives from matriculation into a university to entry into professional lives when joining a company. In the context of performance-based assessment, the reliability and the validity of reported scores have been the perennial issues. As numerous studies have pointed out, there exists a considerable degree of variability among raters, which threatens reliability and validity of scores (Bachman, samples together, the study was to investigate whether the tertium quid method is more appropriate to improve accuracy of operational scores than just averaging original scores of two raters (experienced and novice), or vice versa.
In order to avoid misunderstanding the focus of the present study, the definition of the terms, reliability and validity, employed here should be discussed. The form of score reliability that is of most interest is interrater reliability, a manifestation of the degree to which multiple raters agree on the score given to the same writing sample. The degree of consistency of the ratings between raters is measured by percentage agreement or correlation coefficients. The concept of validity addresses the accuracy of inferences based on the scores. To measure validity (or accuracy) of scores, the scores assigned by a validation committee or expert raters are required. Those scores function as a criterion (i.e., standard for judging) when the agreement between rater and validation committee scores is computed. Even though the measures parallel those of interrater reliability, the measured agreement between rater scores and those of expert raters is a validity estimate. Given that the examination of interrater reliability demands parallelism or interchangeability of assessment conditions (Brennan, 1996) , it is obvious that comparisons of rater scores with those of validation committee are regarded as validity studies in the sense that raters are not interchangeable with a validation committee, professional expert raters in terms of training in writing assessment, years of experience, and understanding of learner performance levels.
II. LITERATURE REVIEW

Four Models of Score Resolution
The need to employ some method of score resolution occurs when two ratings of the same writing sample are not in agreement. As shown in the literature, it is frequently the case that raters significantly disagree in their ratings (Banerji, 1999; Barrett, 2001; Bonk & Ockey, 2003; Engelhard, 1992; Lumley, Lynch, & McNamara, 1994; Weigle, 1999) . For some, the term agreement implies the exact same scores assigned by two raters, but most educational studies accept adjacent agreement (e.g., Brennan, 1996; Hieronymous et al., 1987; Livingston, 1998; Myers, 1980; Penny, 2003; White, 1993) . When raters' scores are discrepant, to form operational scores the scores go through a second stage of scoring, referred to as adjudication, arbitration, or moderation (Brennan, 1996; Hieronymous et al. 1987; Livingston, 1998; Myers, 1980) . In the process of adjudication, four score resolution models are available to use as identified by : (1) parity model, (2) tertium quid model, (3) expert judgment model, and (4) discussion model. In parity model, the scores assigned by raters and that of an adjudicator, a third rater, are all equally weighted in forming an operational score. When the scores of the two raters are in wide discrepancy, the operational score is formed by summing or averaging the original scores and the score of the adjudicator Wolcott, 1998) . However, in case of exact or adjacent agreement between raters, the operational score is the sum or average of the original scores.
Tertium quid model is parallel to the parity in that it incorporates the ratings of an adjudicator to determine operational scores, but the adjudicator takes more control of forming an operational score in the tertium quid. There are three applications of this model: (1) the adjudicator's rating and the closest original rating are summed or averaged (see Myford & Wolfe, 2002; Weigle, 1998 Weigle, , 1999 , and the other original rating is discarded; (2) the adjudicator selects the original rating closer to his/her own, and doubles it to produce an operational score (Cherry & Meyer, 1993) ; (3) the adjudicator moves one of the original ratings up or down (Myers, 1980) . Expert judgment model also involves an adjudicator as in the parity and the tertium quid, but much more reliance is put on the adjudicator up to the degree that the adjudicator's score replaces both original ratings and becomes an operational score (e.g., Patsula, Clauser, Clyman, & Fan, 1998; Penny, 2003) . Hence, in this model the level of expertise of an adjudicator is the most concern. The adjudicator is supposed to have more rating experience and assign scores with higher level of reliability and validity than other raters.
Discussion model appears appealing in the perspective that discrepant ratings are resolved through the discussion that involves an exchange of viewpoints, providing examples to back up one's own opinion, and challenging assertions by providing counterexamples. An adjudicator doesn't need to be involved in the resolution process if raters come up with a consensus score. The underlying assumption of this model is raters "remain equally and critically engaged in the dialogue rather than acquiescing to the more assertive voice or the more comfortable decision" (Moss, 1996, p.26) , which suggests the operational score should not be a result of dominance, submission, or indifference. Unless raters are familiar with the second scoring stage entailing mutual collaboration, and fully understand the role of discussion in the process, there is always the risk that such a resolution method may result in scores which put a large number of examinees at a disadvantage.
Previous Studies on Score Resolution
Although research on score resolution has begun to appear in the literature, the number is still limited. investigated the effectiveness of the expert, parity and tertium quid models for resolving rating differences in analytically-scored essays. The results showed that pass-fail decisions for graduation requirements differed somewhat across the models of resolution, thus suggesting that the choice of resolution method may influence the reliability and validity of operational scores. Another study by Johnson and his colleagues (2001) , this time based on holistic scoring, examined the usefulness of all four models including the discussion method and found similar result to the earlier study; the application of different models indicated changes in the rank order of students' scores and pass-fail decisions. Johnson, Penny, and Kuhs (2003) used a set of holistically-scored essays read by two independent teams of raters in order to investigate the reliability and validity of the parity and tertium quid models. Although reliability and validity estimates did not differ much from the parity to the tertium quid, the parity model revealed slightly higher interrater reliability.
In order to look into the usefulness of discussion as a score resolution method, Clauser et al. (1999) got three autonomous teams to score examinee responses to a computer-based simulation. After each team member independently scored the responses, they participated in discussion to resolve discrepancies in scores. The findings suggest that there's little gain in reliability ascribed to discussion as they reported "discussion of discrepancy in ratings has minimal impact on the precision of the resulting scores" (Clauser et al., 1999, p. 42) . However, Moss, Schutz, and Collins (1997) found positive evidence for the use of discussion as score resolution. They evaluated the use of portfolios for the assessment of teachers for licensure. Two teams of experienced teachers independently assessed the portfolios and then discussed score differences to assign a proficiency level. The scores given by the two separate teams were in exact agreement for 39% and in adjacent agreement for 86% of the portfolios.
What's commonly suggested in the earlier studies is the choice of resolution method may affect the reliability and validity of operational scores; reliability and validity estimates differed depending on the resolution method employed. Provided that the validity of operational scores has a direct impact on decision making for examinees, such a suggestion should not be overlooked. If the interpretation of the examinee's performance tends to vary according to the resolution method, every effort must be made to select the very resolution method leading to improved validity. As it is admitted that the selection of one resolution method over another is not just a practical decision concerning economic feasibility, it is imperative to take a further step to look for the evidence why certain resolution method yields higher or lower reliability and validity in a specific assessment context. The most probable factor of the evidence is expected to originate from rater variability considering that the primary data are the scores assigned by raters.
The present study, in an attempt to locate the most effective resolution method for the current context where novice raters as well as experienced participate in writing assessment, focuses on examining tertium quid model as compared to forming operational scores by averaging the original two scores of experienced and novice raters. As mentioned above, tertium quid model has several applications. In the present study, the model was applied in the way that the adjudicator's score and only the experienced rater's score are averaged to form an operational score. The reason that tertium quid was chosen for scrutiny among other resolution models comes from consideration of one of the rater factors, degree of rating experience. Some of the studies on rater variability looked specifically at differences between experienced (or expert) raters and inexperienced (or novice) raters (Brown, 1991; Cumming, 1990; Hamp-Lyons, 2003; Hinkel, 1994; Pula & Huot, 1993; Schoonen, Vergeer, & Eiting, 1997; Weigle, 2002; Wolfe, Kao, & Ranney, 1998) . The findings indicate that even after training sessions, inexperienced raters are less reliable in the process of decision making. On the other hand, experienced raters, as compared to inexperienced, tended to use a wider range of criteria and to integrate more effectively their interpretations and judgments of situational and textual features of the writing (Cumming, 1990; Wolfe et al., 1998) . In this regard, the degree of rating experience was taken into account in designing the study. Hence, the present study examines relative effectiveness of the resolution method, tertium quid in improving accuracy of scores as compared to averaging original scores of two raters when pairs of experienced and novice raters score the same set of writing samples. The research question that guided the investigation is: When pairs of experienced and novice raters participate in scoring, does the tertium quid method improve the accuracy of operational scores as compared to averaging the original scores?
III. METHOD
Participants
The total sample of participants comprised 14 raters of English native speakers (6 women, 8 men) who were teaching at a university language institute in Seoul, Korea at the time of the study. They took part in the study as assessing writing samples to place students into appropriate levels of the language program. Three of them had a master's degree and the rest of them a 4-year degree. They were divided into two groups, novice and experienced rater groups, based on their previous experience in scoring writing. Novice group had 0 to 2 years experience in scoring for writing assessment and experienced group 3 to 4 years experience (see Table 1 ). Seven pairs of raters, each consisting of novice and experienced raters were arranged based on the degree of rating experience. They were all informed of the study generally but not aware of their partner in pair. 1.14 0.85 Experienced (n =7) 3.42 4.14 Expert (n =2) 7.0 6.5
Two expert raters of different gender were selected for the study to serve as adjudicators. Both of them had more than five years prior experience in teaching writing and were quite familiar with rating scales (both holistic and analytic), writing prompts, and levels of Korean university students' writing. One expert rater had 8 years of scoring experience, and the other had 6 (see Table 1 ). The expert raters independently reviewed the writing samples that received discrepant scores. They were not informed of the original scores until their scoring was completed.
Procedures
1) Scoring
In one-hour training session, 14 raters and 2 expert raters reviewed the rating scale (see Appendix A) and exemplars of the different performance levels described by each category. Not the expert raters but 14 raters practiced scoring student papers focusing on each category during the practice rating session. The six-category analytic scale (Content, Organization, Style and Quality of Expression, Language Use, Mechanics, and Fluency) used in the study was adopted from Schaefer (2008) . The descriptors of the scale are rather simpler than other analytic scales in the way that each category has one general descriptor followed by the minimally described five-point scale rather than a separate descriptor for each level within the category.
After the training session, raters received essays written by 129 Korean university students whose writing proficiency levels ranged from beginning to advanced. The students were all given the same topic prompt (see Appendix B), which required no special knowledge on the part of the students. They had 40 minutes to complete the essay. 14 raters reviewed and scored 17 to 21 essays each depending on the set of writing samples given to the pair. The samples were randomly selected from the total 129 essays. To collect larger data, they should have rated all 129 samples, but the raters were also scheduled to interview the students to evaluate their oral performance on the same day. Due to the time limit and concern over possible fatigue effect, each pair of raters (novice and experienced) read and scored 18.4 writing samples on average. Subsequently, all seven pairs of raters assessed different set of writing samples. They independently read given writing samples not knowing who the rater in pair was.
In addition to scoring by the seven pairs of raters, two expert raters assigned ratings to writing samples to resolve score discrepancies. The analytic scale required exact agreement for all six categories given that the data collected from each pair is not very large. Any single category with discrepant scores was to be resolved. Hence, although they were to review only the essays that received discrepant ratings, the expert raters had to review all 129 samples because there was no essay that received exactly the same rating in all six categories from both experienced and novice raters. The expert raters were arranged to independently score the essays over two days not to become fatigued during the process of adjudication.
2) Forming the Criterion Score
In order to inspect the accuracy (or validity) of scores, a criterion score was formed by averaging the scores of the two expert raters. Interrater reliability of the expert raters was estimated using the index of dependability associated with generalizability theory. The reliability coefficient index is in the range of .80 to .10 in case raters assign similar ratings. According to Herman, Aschbacher, and Winters (1992) , high stake assessments require a minimal reliability of .90. For the six category of the scale, the reliability estimates were .89 for Content, .92 for Organization, .94 for Style and Quality of Expression, .93 for Language Use, .98 for Mechanics, and .94 for Fluency.
Analyses
The ratings were analyzed using SAS 9.13 to investigate the accuracy (i.e., validity) of operational scores based on the averaged and tertium quid scores. Four sorts of score data were collected for analysis: (1) scores assigned by experienced and novice raters (referred to as original scores); (2) average of original scores; (3) tertium quid scores, obtained by averaging two expert raters' and experienced rater's scores; (4) criterion score, average of two expert raters' scores.
Paired t-test was conducted for each pair of raters to test whether ratings of experienced raters significantly differ from those of novice raters. Alpha was set at .05 for statistical decisions. Besides, to examine the degree of scoring agreement between raters in pair (experienced and novice), interrater reliability was calculated by the Pearson correlation coefficient. Also, one-way ANOVAs with post-hoc multiple comparison tests using Duncan and Scheffe were done in order to inspect whether the means for averaged original scores and the tertium quid scores significantly differ from the criterion score. The significance level was set at p < .05 for statistical decisions. Finally, to compare two resolved scores (averaged original and tertium quid scores) in terms of accuracy, the Pearson correlation was conducted by correlating the two resolved scores with the criterion score. It may appear that the correlation between the resolved and the criterion scores is associated with interrater reliability. However, it provides validity estimate rather than reliability estimate since parallelism or interchangeability does not exist between the degree of expertise of expert raters and that of other raters; a study of reliability requires parallelism of assessment conditions (Brennan, 1996) . Therefore, the correlation between the resolved scores and the criterion score presents the degree of validity (i.e., accuracy) of the operational scores.
IV. RESULTS AND DISCUSSION
Agreement Level between Experienced and Novice Raters
In order to choose the most effective resolution method to improve the accuracy of reported scores, the present study took degree of rating experience into account under the assumption that experienced and novice raters would rate differently, thus causing disagreement in scores. To examine the assumption is accountable, the descriptive analysis and paired comparison t-test were conducted for each pair of raters. The means and standard deviations for the scores assigned by seven pairs of experienced and novice raters are presented in Table 2 . The scores reported here are based on the five-point rating scale for six categories.
Mean difference between experienced and novice raters is observed in every pair except for the mean for Style and Quality of Expression given by rater pair A. Comparing means, we find some experienced raters gave higher or lower ratings on certain categories and that the case is also true for some novice raters. For example, in case of rater pair A, the experienced rater's mean scores are higher in Language Use and Fluency than the novice rater's; the novice rater's mean scores are higher in Content, Organization, and Fluency. It is also observed in other rater pairs such as B, E and G that neither experienced nor novice raters consistently gave all higher or lower ratings on every category. However, something peculiar is noticed in the mean scores of rater pair C, D, and F. In case of pair C and D, the novice raters assigned lower scores in all six categories. The novice raters' ratings appear to be more severe than the experienced raters' as indicated by the smaller standard deviations for more than four categories. In contrast, the novice rater in pair F assigned all higher ratings on every category, thereby indicating some leniency on the part of the rater. The smaller standard deviations for all six categories also point out that the novice rater's ratings were more homogeneously higher. It suggests that rater severity and leniency observed on the part of the novice raters can be reflected in the operational scores formed by averaging original scores even though the existence of rater severity and leniency is not statistically proved. Results of paired t-tests show that most of the mean differences observed in descriptive statistics are statistically significant. Except in rater pair A, ratings of experienced and novice raters were significantly different from each other in one to six domains. In pair B, significant difference occurred in Style and Expression (t = -3.01; p = 0.0079) and Fluency (t = -2.38; p = 0.0293). In pair C, their ratings significantly differed from each other in Organization (t = 2.63; p = 0.0180), Language Use (t = 2.52; p = 0.0226), and Fluency (t = 2.79; p = 0.0132). In pair D and F, significant difference was observed in every category (pair D: Content t = 2.19; p = 0.0419, Organization t = 3.07; p = 0.0066, Style and Expression t =3.37; p = 0.0034, Language Use t = 5.04; p < .0001, Mechanics t = 4.44; p = 0.0003, and Fluency t = 4.61; p = 0.0002, pair F: Content t = -3.34; p = 0.0038, Organization t = -4.51; p = 0.0003, Style and Expression t =-7.08; p <.0001, Language Use t = -5.17; p < .0001, Mechanics t = -3.43; p = 0.0032, and Fluency t = -9.52; p <.0001). In case of pair E, the difference was found in three categories, such as Content (t = 2.20; p = 0.0416), Organization (t = -2.68; p = 0.0160), and Language Use (t = 2.20; p = 0.0416). Finally, in pair F significant difference occurred in only one domain, Organization (t = -2.41; p = 0.0278).
To examine the level of scoring agreement between experienced and novice raters, interrater reliability estimate was calculated for each pair (see Table 3 ). A reliability of .70 is considered the minimum value for low stakes assessments, and a minimal reliability of .90 or higher is required for high stakes tests (Barrett, 2001; Herman, Aschbacher, & Winters, 1992) . According to the interrater reliability estimates reported in the table, ratings of experienced and novice raters do not appear consistent, thereby suggesting the necessity for score resolution. 
Accuracy Level of Resolved Scores
The research question that guided the investigation was whether the tertium quid method improved the accuracy of operational scores as compared to averaging the original scores when pairs of experienced and novice raters participate in scoring. The results for the descriptive analyses for the resolved scores (averaged original scores and tertium quid scores) in comparison to the criterion scores are shown in Table 4 . It is observed that in most cases tertium quid scores, as compared with averaged scores, are higher in some categories and lower in others, and that is not surprising because it is evident that rater effect, such as severity or leniency was not involved. Given that tertium quid scores are formed by averaging two expert raters' and experienced rater's scores, if tertium quid scores were consistently higher or lower than the averaged scores, that may suggest rater severity or leniency effect on the part of the two expert raters. In this regard, resolved scores D and F draw great attention. As for score D, across all six categories tertium quid scores are constantly higher than the averaged scores. In case of score F, in contrast tertium quid scores are consistently lower in every category. In the previous section, it is mentioned in relation to rater pair D and F that rater severity and leniency on the part of novice raters may be reflected in the resolved scores formed by averaging original scores. Considering such a rater effect in original scores, consistently higher (tertium quid score D) and lower (tertium quid score F) scores seem to demonstrate that the resolution method moderated any rater severity or leniency that was reflected in the averaged scores D and F. Mean difference between tertium quid and criterion scores is smaller than that between averaged and criterion scores in most cases (34 out of 42), which indicates tertium quid scores are more in line with criterion scores. The mean of the averaged score differs at most by .28 from that of criterion score in Organization of score A. In score B, the largest mean difference (.44) is also in Organization. In case of score C, the largest mean difference between the averaged and criterion scores is found both in Content (.41) and Fluency (.41). As for score D, the largest mean difference occurred in Language Use with .58 point. The largest mean difference in scores E and F is observed both in Organization (.45 and .89 respectively). To examine whether the observed mean differences are statistically significant, one-way ANOVAs were conducted. The results showed that there was statistically significant difference between two resolved scores (averaged and tertium quid) and criterion scores only for scores D and F in certain categories (score D: Language Use F = 4.95; df = 2; p = .0107 and score F: Organization F = 4.28; df = 2; p = .0192: Style and Expression F = 4.17; df = 2; p = .0210: Fluency F = 3.82; df = 2; p = .0284). The results of post hoc tests revealed that the averaged scores were significantly different from the criterion scores in the categories indicated. Nevertheless, the overall results of ANOVA analyses suggest that neither the averaged nor tertium quid scores significantly differed from the criterion scores in most scores. Table 5 presents correlations between the averaged scores and the criterion scores and also between tertium quid scores and the criterion scores for each set of scores. The comparison of the two sorts of correlations provides one method for investigating whether accuracy of operational scores is improved by the resolution method, tertium quid. In all seven sets of scores, the operational scores based on tertium quid correlated higher with the criterion scores for all six categories. In no case did the averaged scores correlate higher with the criterion scores than did tertium quid scores. In scores B and C, across all six categories the correlations between tertium quid and the criterion scores are higher than .90. Perfect correlation is also achieved in Language Use of score A, Fluency of score B, and Mechanics of score D. The largest difference between AC (correlation between averaged scores and criterion scores) and TC (correlation between tertium quid scores and criterion scores) is in score C, ranging from .48 to .14 as shown in Figure 1 .
FIGURE 1
Correlations of Averaged and Tertium Quid Scores with Criterion Score for Score C Looking at each category across the seven sets of scores, we find differences in the two sorts of correlation estimates vary depending on the set of score. As for Content, the largest difference was found in score D; correlation with tertium quid was .46 higher than that with the averaged scores. Concerning Organization, there was difference of .21 at most, found in score E. For two categories, Style and Expression and Language Use, correlation with tertium quid was .48 and .42 respectively higher than that with the averaged scores for score C. As for Mechanics, the largest correlation difference of .30 was observed in score F. Finally, in Fluency the correlation difference of .21 was found the largest in score D. With respect to overall correlations, tertium quid scores correlated an average of .20 higher with criterion scores than the averaged scores did. The finding is in support of tertium quid method, thereby indicating that the resolution method was more effective in improving the accuracy of operational scores than averaging original scores.
V. CONCLUSION
The study investigated the efficacy of tertium quid as score resolution in improving accuracy of operational scores as compared to the operational scores formed by averaging the original scores of experienced and novice raters in the context where experienced and novice raters assess the same writing samples as pairs. The results of paired t-tests for the seven pairs of raters corresponded to the assumption that degree of rating experience will have an effect on their ratings; the ratings of experienced and novice raters were significantly different from each other except for rater pair A. Besides, interrater reliability measured in each pair for six categories revealed that level of scoring agreement between experienced and novice raters was relatively low given that a reliability of .70 is considered the minimum value for low stakes assessments; the interrater reliability was higher than .70 only in 8 cases out of 42.
To resolve discrepant ratings between raters and thus improve accuracy of operational scores, tertium quid scores were in comparison with the averaged original scores. Descriptive statistics showed that tertium quid scores were more congruent with criterion scores (standard scores for evaluating accuracy of scores) than the averaged scores, as indicated by the smaller mean differences from criterion scores. Tertium quid method also reduced rater effect, severity and leniency on the part of novice raters, reflected in the averaged scores. Nevertheless, the results of one-way ANOVAs indicated that significant difference between the averaged and criterion scores occurred only in scores D and F among seven sets of scores, which suggests that neither the averaged nor tertium quid scores significantly differed from the criterion scores in most cases. However, mean differences should be considered in terms of the practical significance of reported scores as well as statistical significance. Taking Organization in score set A for example, if its mean score is reported as 1.95 (averaged original score) as compared to being reported as 1.81 (tertium quid score), decisions do not tend to differ much. Yet, if a mean of 1.95 is excessively reporting the actual mean of 1.67 (criterion score), that raises some concern. Concerning the correlations with criterion score, it is a notable finding that tertium quid scores correlated much higher with criterion scores than the averaged scores across all seven sets of scores for all six categories, considering that the comparison of the two sorts of correlations with criterion score provides an evidence to support the claim that accuracy of operational scores is improved by the certain resolution method. Therefore, the finding suggests that tertium quid method as score resolution is more effective in improving accuracy of operational scores than just averaging original scores in the situation where experienced and almost novice raters participate in scoring together.
The present study sheds some light on the research in score resolution by raising some important issues that need further consideration in future research. The literature suggests no single best method to resolve score discrepancies and thus improve accuracy of operational scores (Clauser, Clyman, & Swanson, 1999; Johnson, Penny, Fisher, & Kuhs, 2003; Johnson, Penny, & Gordon, 2000 Myford & Wolfe, 2002) because various sources of rater variability possibly influence each different study. Hence, simply examining the efficacy of diverse resolution methods is not sufficient. Potential rater factors need to be scrutinized in advance and taken into account in investigating certain resolution methods. Among rater factors the study incorporated rater's degree of experience in rating into the design, which affected the selection of resolution method for examination, and thus placed the focus of investigation on tertium quid method. Future studies might explore possible rater factors by employing multi-faceted Rasch measurement (Linacre, 2001; Engelhard, 1992) . According to Wigglesworth (1993) , its analysis identifies 'systematic subpatterns' of behavior occurring from an interaction of a particular rater with particular aspects of the rating situation, thereby facilitating locating the sources of rater variability, and thus contributing to the choice of resolution methods for investigation (p. 309).
The present study has some limitations in terms of generalizability and research design. The findings suggest that operational scores based on tertium quid resolution are more accurate (or valid) than averaged original scores when pairs of experienced and novice raters assign ratings. The findings, however, cannot be generalized to the case of scores given by other groups of raters since pairs of raters were arranged based on their level of experience in rating from the outset of the study. In this regard, generalizability of the findings is quite limited. Besides, the study included only arranged pairs of raters depending on level of rating experience in order to examine the efficacy of tertium quid. It would have provided more insightful findings to incorporate randomly selected pairs of raters regardless of level of rating experience as well and examine relative effectiveness of tertium quid method in two independent groups of raters. The present study failed to include another group of raters for comparison due to low economic feasibility.
