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Abstract
The Mindicator is a shared object that stores one value for each thread in a system, and can return the
minimum of all thread’s values in constant time. In this paper, we explore applications of the Mindicator in
synchronization algorithms. We introduce three new algorithms, designed for scalable Read-Copy-Update
(RCU), fair Readers-Writer locking, and Group Mutual Exclusion. Experimental evaluation shows these
algorithms to perform well while avoiding contention.
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1 Introduction
The goal of a synchronization object is to ensure
a globally consistent order among the invocations
and responses of its methods, as made by multiple
threads. This order induces a happens-before rela-
tionship among the threads, through which incom-
patible operations on some other data structure can
be sequenced in a manner suitable for ensuring pro-
gram correctness.
Although these synchronization objects are inher-
ently concurrent, they need not be scalable. As a sim-
ple example, consider a mutual exclusion lock: since
it protects operations that run sequentially, there is
little benefit in coordinating concurrent lock acqui-
sition attempts: after an attempt completes and an
order is determined, most of the threads will not be
able to progress. While low latency Acquire()
and Release() operations are important, the clev-
erness of determining an order through some scalable
concurrent algorithm offers little benefit to overall
program execution time.
As a result, most research into scalable lock
implementations focuses on decreasing contention
over shared memory locations. The most pop-
ular approach is embodied by variations on the
MCS lock [26]: threads serialize via modifica-
tions to a single location when they add themselves
to the tail of a queue, but subsequent interaction
among threads to coordinate entry to critical sections
is achieved through decentralized communication
across O(#threads) unique memory locations. In
addition to low contention, queue-based locks can be
naturally extended to support more complex forms of
synchronization, such as Readers-Writer locks and
group mutual exclusion. Furthermore, these imple-
mentations tend to be fair, since the queue is a first-
in first-out data structure. When the more scalable
first-in, first-enabled guarantee is desired [16], this
too can be achieved via a simple modification to the
logic of the queue [21].
Unfortunately, queue-based synchronization has
several bottlenecks. Consider a Readers-Writer lock
implementation [4]. Even in the absence of writer
threads, all readers must contend over the same lo-
cation in order to enqueue themselves. Then, when
the readers have reached the end of their critical sec-
tions, a cascading series of updates to queue nodes is
required before a writer can commence.
In this paper, our focus is on synchroniza-
tion paradigms in which several threads can make
progress in critical sections simultaneously, specif-
ically read-copy-update synchronization, Readers-
Writer locks, and group mutual exclusion. In these
settings, it is desirable for threads to avoid updating
the same location at the beginning of their critical
sections, since they can otherwise execute in paral-
lel without conflicting memory accesses. It is also
useful to have a broadcast mechanism for notifying a
group of threads when they may begin execution.
Our new algorithms exploit the Mindicator data
structure [23]. Briefly, the Mindicator allows a set of
threads to each maintain a single value within it, such
that changing a thread’s value takes O(#threads)
time, and determining the minimum value across all
threads’ values can be done in a single instruction.
As a highly scalable data structure with low mem-
ory contention, the Mindicator allows us to craft de-
centralized approaches to our target synchronization
problems.
In a break with prior work, we relax some progress
guarantees of the synchronization objects in order to
achieve better scalability. As an example, consider
a common wait-free solution to group mutual ex-
clusion [16]: to achieve a wait-free ordering of an
operation, a mechanism similar to Lamport’s bak-
ery lock [20] is employed, where every instruction
must access #threads locations, potentially incur-
ring #threads cache misses. By using a lock-free
Mindicator and a spinlock, we can reduce this cost to
O(log(#threads)), with several common cases re-
quiring only a constant number of memory accesses.
The remainder of this paper is organized as fol-
lows. In Section 2 we give background on the Mindi-
cator object. Sections 3- 5 present and evaluate new
Mindicator-based algorithms for read-copy-update,
Readers-Writer locks, and group mutual exclusion,
respectively. Section 6 concludes.
2 Background: The Mindicator
A Mindicator [23] is a shared object that can com-
pute the minimum value over a set of per-thread
values in a lock-free manner. A Mindicator object
exposes three methods: ARRIVE(v) is used to set
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a thread’s value to v. DEPART() is used to set a
thread’s value to > (the maximum possible value).
Successive ARRIVE() operations without an inter-
vening DEPART() are not permitted. QUERY() re-
turns the minimum value across all thread’s values.
Similar to SNZI [10] and f-arrays [15], a Mindica-
tor object is structured as a tree, with the root of the
tree at all times maintaining the minimum. Typically,
every thread in a system is assigned a dedicated leaf
in the tree, into which it can store a single value, or
>. In an ARRIVE operation, the thread will itera-
tively pass its value upward to each ancestor ai of its
leaf if its value is the minimum over all descendants
of ai. In a DEPART operation, the thread will update
each of its ancestors to ensure that the ancestor stores
the smallest value among all its descendants. A care-
ful lock-free protocol summarizes the minimum of
intermediate trees, thereby ensuring that most opera-
tions terminate their propagation without modifying
the root node. This enables good scalability by lim-
iting data sharing and cache coherence traffic.
3 RCU Synchronization
We begin analyzing the applicability of Mindicators
to read-copy-update (RCU) synchronization. Origi-
nally proposed as a synchronization mechanism for
certain operating system functionality [12, 24], RCU
has grown into a more generally applicable, though
still not fully generalizable, approach to scalable syn-
chronization [7].
3.1 RCU Background
RCU operations are partitioned into two classes:
wait-free read-only operations, and blocking writer
operations. A read-only operation proceeds by
setting some flag, performing its operation, and
then clearing its flag; this has negligible overhead.
Writers are typically serialized via a programmer-
supplied lock. Both read-only and writer operations
must follow application-specific conventions. For
example, a doubly-linked list may require writers to
only use certain swap operations to change values,
and may forbid readers from using back links.
Even under such constraints, a writer must often
split its operation into two portions. The “first half”
typically makes certain data unreachable by future
operations, and the “second half” requires a guar-
antee that no in-flight read operations still possess
a pointer to the unreachable data. A sufficient condi-
tion is to delay the second half until the writer is cer-
tain that every incomplete read operation started af-
ter the writer completed the first half. To enforce this
ordering, a writer may call a WRITERSYNC opera-
tion while holding the lock, which entails reading the
flags of every reader and blocking until each thread’s
flag changes in a manner that indicates progress out-
side of a read-only critical section. In the most sim-
ple case, this is achieved by having read-only crit-
ical sections increment their per-thread counters to
odd when they begin an operation, and again to even
when they complete. A writer synchronizes by wait-
ing for each flag to either become even or change.1
While RCU favors workloads with an extremely
high incidence of read-only operations, it has been
shown to work well even when writers are more
frequent [7]. Indeed, when all threads are writers,
RCU performance should be equivalent to that of the
application-specific mutual exclusion lock.
3.2 The Mindicator-RCU Algorithm
In a typical RCU implementation, the per-
thread counters are not synchronized, and thus
O(#threads) locations must be checked during a
WRITERSYNC operation, since it must read every
thread’s counter. Furthermore, the application-
specific lock is completely decoupled from the RCU
mechanism. For kernel-space RCU, these design
decisions enable a single counter for each kernel
thread to support multiple independent RCU writers,
each synchronized with a different set of locks, while
also ensuring wait-freedom for readers. Inasmuch
as RCU reader code may exist within interrupt
handlers, wait-freedom is essential. However, for
userspace RCU these properties are not necessarily
advantageous.
We provide a userspace RCU interface consisting
of seven operations, as described in Figure 1. Our
interface extends the kernel interface by two oper-
ations, representing the integration of a writer lock
into the RCU API. Note that this interface does not
1A similar mechanism is used for memory reclamation in
transactional memory implementations [11, 14].
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alter any fundamental aspects of RCU synchroniza-
tion. In particular, critical sections (writer and read-
only) must follow application-specific conventions to
preserve correctness.
Our implementation employs two data structures.
The first is an integer counter that can be read, set,
and incremented atomically using load, store, and
compare-and-swap (CAS) operations, respectively.
The second is a mindicator. For this discussion,
we assume that mindicator is preconfigured to a
size suitable for the number of threads in the ap-
plication. Given such a Mindicator, the REGISTER
and UNREGISTER functions respectively reserve or
release a reservation on a unique leaf of mindicator
for the calling thread.
The implementation of the remaining five func-
tions appears in Algorithm 1. The counter serves
as a lock, with odd values indicating that the lock
is held. This suffices to provide mutual exclusion.
Readers, for their part, do not block when the lock
is held. They simply register in mindicator the
value they observed. Since counter increases mono-
tonically, the values saved by successive calls to
READERLOCK will be monotonically increasing.
Note that with this implementation, the progress
guarantees for readers reduce to the progress guar-
antees afforded by the Mindicator (typically lock-
freedom). Furthermore, note that the Mindicator pro-
vides the exact same specification as a traditional
RCU implementation (with per-thread counters). In
particular, the same correctness argument applies to
the sole corner-case in the implementation. Sup-
pose that a reader delays between its first and sec-
ond instructions in READERLOCK, and during this
delay all other readers complete and a writer exe-
cutes WRITERSYNC. In such a situation, the call
to WRITERSYNC could return immediately, even
though an instant later, the reader could resume and
complete, such that a subsequent QUERY would re-
turn a value smaller than counter. In this case, since
WRITERSYNC completion precedes the completion
of the reader’s ARRIVE, the reader’s critical section
is guaranteed to only see state that was installed prior
to the WRITERSYNC call. Thus while such “flicker”
will delay subsequent writers, it will not compromise
the correctness of the application: the reader is or-
dered after the writer, even if the QUERY operations
suggest otherwise.
Algorithm 1: RCU Locking with Mindicators
shared data
counter : Integer
mindicator : Mindicator
1 procedure WRITERLOCK()
2 while true do
3 c← counter
4 if c mod 2 = 0 then
5 if CAS(&counter, c, c+ 1) then
6 break
7 procedure WRITERUNLOCK()
8 counter ← counter + 1
9 procedure WRITERSYNC()
// increment counter while holding the lock
10 c← counter
11 counter ← c+ 2
// wait for existing readers to depart
12 while mindicator.QUERY() < c+ 2 do wait
13 procedure READERLOCK()
14 c← counter
15 mindicator.ARRIVE(c)
16 procedure READERUNLOCK()
17 mindicator.DEPART()
3.3 Performance
To evaluate the effectiveness of the Mindicator in an
RCU implementation, we compare it to the baseline
userspace RCU implementation, version 0.7.6. The
userspace RCU package includes a microbenchmark
parameterized by the number of read-only threads,
number of writer threads, duration of each read-only
critical section, duration of each writer critical sec-
tion, and the interval between writer critical sections.
The microbenchmark is somewhat artificial, in that
every interval is achieved by executing a tight loop
of no-op instructions, without any memory accesses
or other nondeterministic operations. Nonetheless, it
is a useful stress test, since the overheads of the RCU
mechanism will be exaggerated.
We configured readers to perform 256 no-op in-
structions and writers to perform 512 no-ops. Fig-
ure 2 presents the results. In the leftmost chart, there
are no writer operations. The middle chart presents
performance when writers incur a delay of 32K cy-
cles between critical sections, and the rightmost chart
3
Function Purpose
REGISTER Registers a thread with an RCU lock, so that its state is visible to writers.
UNREGISTER Deregister a thread, so that writers of the associated RCU lock will no
longer wait for it in WRITERSYNC.
WRITERLOCK Acquire this RCU lock’s mutex.
WRITERSYNC Delay the writer thread until any active readers have completed.
WRITERUNLOCK Release this RCU lock’s mutex.
READERLOCK Make this thread visible to any concurrent writer. Called before a read-only
critical section.
READERUNLOCK Indicate that this thread is no longer reading data protected by the RCU
lock. Called at the end of a read-only critical section.
Figure 1: Extended RCU interface
presents an experiment with no delay between writer
critical sections. The total number of completed read
and write critical sections are charted for both the
original userspace RCU implementation (orig) and
our Mindicator-based RCU algorithm (mind). The
Mindicator was configured with 64 leaves.
In the (orig) experiments, read-only critical sec-
tions set a per-thread variable before beginning, and
then set it again upon completion. In contrast, the
Mindicator requires O(log(n)) compare-and-swap
(CAS) operations, where n is the maximum num-
ber of threads supported (in this case, 64). Of
course, in the common case, many fewer CASes will
be needed, since most Mindicator operations will
not traverse upward all the way to the root node.
The comparable throughput of the Mindicator-based
RCU implementation, even for the read-only work-
load, suggests that on modern architectures, adding a
handful of uncontended CAS operations should not
be a significant obstacle to performance.
Similarly, writer throughput is equivalent in both
implementations. When writers incur a delay be-
tween executing, both implementations achieve a flat
rate of around 34K write operations over the course
of the 5-second experiment. This suggests that the
implementation of the mutex does not affect over-
all throughput; the delay incurred in WRITERSYNC
should dominate the cost of write acquisition. Even
when writes become more frequent, we see no dif-
ference between in writer throughput. While impres-
sive, we caution that this result should not be gener-
alized too far: When the microbenchmark is run with
one writer thread, the writer will never fail to acquire
the write lock on its first try.
3.4 Discussion
At first glance, it does not appear that integrating
the mutex into the RCU interface, and then employ-
ing a Mindicator to streamline the implementation
of WRITERSYNC, offers a performance benefit: an
asymptotic improvement to writer overhead does not
matter, since writers are exceedingly rare. How-
ever, there is no significant performance loss, despite
adding profound new capabilities.
To highlight the benefit, we observe that our modi-
fication makes RCU an overlay atop of a counter lock
(i.e., a sequence lock [19]). This, in turn, means that
the same lock word can be repurposed into multiple
modes, depending on application state. For exam-
ple, by reserving two bits in the lock word to indi-
cate state, it would be possible to use the same lock
to mediate critical sections running as transactions
using the NOrec algorithm [6], sequence locks, a tra-
ditional odd/even mutex, or RCU. Considering the
ever-growing role of auto-tuning in parallel systems,
the ability to repurpose a lock for different synchro-
nization modes is an appealing possibility, which we
believe justifies the cost.
4 Readers-Writer Locking
Readers-Writer locks [4] provide a more general
form of synchronization than RCU. A Readers-
Writer lock allows either a single write operation, or
a set of read-only operations, to be in a critical sec-
4
 0
 5e+06
 1e+07
 1.5e+07
 2e+07
 2.5e+07
 3e+07
 3.5e+07
 4e+07
 4.5e+07
 5e+07
1 2 3 4 5 6 7 8 9 10 11
Th
ro
ug
hp
ut
Threads
Reads (orig)
Reads (mind)
(a) Reader Throughput (no writes)
 0
 5e+06
 1e+07
 1.5e+07
 2e+07
 2.5e+07
 3e+07
 3.5e+07
 4e+07
 4.5e+07
 5e+07
1 2 3 4 5 6 7 8 9 10 11
Th
ro
ug
hp
ut
Threads
Reads (orig)
Writes (orig)
Reads (mind)
Writes (mind)
(b) Reader and Writer Throughput (sporadic writes)
 0
 5e+06
 1e+07
 1.5e+07
 2e+07
 2.5e+07
 3e+07
 3.5e+07
 4e+07
 4.5e+07
1 2 3 4 5 6 7 8 9 10 11
Th
ro
ug
hp
ut
Threads
Reads (orig)
Writes (orig)
Reads (mind)
Writes (mind)
(c) Reader and Writer Throughput (continuous writes)
Figure 2: RCU reader throughput for different writer
frequencies
tion at any one time. Unlike mutual exclusion locks,
this behavior necessitates a more scalable implemen-
tation of the lock itself: if multiple read-only crit-
ical sections attempt to acquire the lock simultane-
ously, they should not contend over the lock at either
boundary of their critical section.
Readers-Writer lock implementations differ in
terms of the guarantees that they provide. The most
fair implementations provide a first-in-first-out guar-
antee. That is, if thread A’s attempt to acquire the
lock linearizes before thread B’s attempt, and A and
B are not both attempting to acquire the lock as
readers, then A’s critical section must execute before
B’s critical section. Of course, if both threads are
read-only operations, their critical sections should
run concurrently.
The best known fair readers-writer lock imple-
mentations enqueue all lock acquire requests in a
queue [18, 25]. When a request reaches the head of
the queue, the associated thread may execute its criti-
cal section. In addition, a reader may enter its critical
section if the node before it in the queue is a reader
that is allowed to enter its critical section. When a
critical section completes, the associated thread re-
moves its entry from the queue. Note that there is
some complexity in how queue nodes are released,
since readers do not necessarily complete their crit-
ical sections in the same order as their lock acquisi-
tion requests were enqueued.
Recently the OLL family of locks was intro-
duced as a scalable readers-writer lock implemen-
tation [21]. The key innovation in these locks is
that successive read requests do not lead to multiple
enqueues. Instead, queue nodes contain a scalable
counter-like object [10]. In a manner similar to ref-
erence counting, attempts to acquire the lock in read-
only mode will increment the counter in the tail node
(if it corresponds to a reader) rather than enqueueing
a new node. Since the counter itself does not cause
contention, and readers are less likely to modify the
tail pointer of the queue, the result is much less con-
tention, and hence higher performance.
4.1 Algorithm Sketch
The key innovation that our Mindicator Readers-
Writer lock introduces is a decentralized queue. Ob-
serve that in the OLL locks, enqueue operations are
totally ordered, and the mechanism for indicating
when a critical section may begin is simply that the
corresponding node is at the head of the queue.
Based on this observation, our implementation
uses two objects: a shared counter and a Mindica-
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tor. The counter is initially even. To enqueue a write
request, a thread atomically reads the counter (as c),
puts the value c + 1 in the Mindicator, and updates
the counter value to c+2. Note that in this idealized
presentation, the counter never takes an odd value,
so any odd value in the Mindicator must correspond
to exactly one writer operation. To enqueue a read
request, a thread atomically reads the counter (as c)
and sets its value in the Mindicator to c. Threads
then query the Mindicator repeatedly until they ob-
serve their value as the minimum. At that point, the
critical section may run, after which time the thread
removes its value from the Mindicator, replacing it
with >.
Note that with this algorithm, readers never mod-
ify the counter, and space overhead a fixed function
of the number of threads. Threads have no knowl-
edge of their place in the queue (e.g., a writer cannot
tell if the preceding operation is a reader or writer);
they only know which set of operations is at the head
of the queue, and when they are permitted to run.
4.2 Algorithm Details
Algorithm 2 presents a practical implementation of
the idealized readers-writer lock, using only load,
store, and compare-and-swap (CAS) operations. In-
stead of atomically modifying both the counter and
Mindicator, we use the least significant bit of the
counter as a lock: when the counter is odd, a writer is
in the process of enqueueing itself, blocking all other
writers from enqueueing themselves.
To prevent writers from blocking readers, or read-
ers from blocking writers, we employ a slightly more
complex protocol for readers. To handle the case
when a reader attempts to acquire the lock while a
writer is in the midst of an acquire operation (e.g., the
counter is odd), we instruct the reader to use the next
even value, rather than the current value (Line 15).
Note that this is the only condition that can lead to
Lines 18–20 executing. These lines ensure that if the
writer delays for long enough for the reader to com-
plete its arrival, the reader does not query the Mindi-
cator until the writer finishes. This is necessary. Oth-
erwise, the reader could progress past Line 27 before
the writer completed Line 6. In this case, the reader
and writer could enter their critical sections simulta-
neously, violating mutual exclusion.
Algorithm 2: Readers-Writer Locking with
Mindicators
shared data
counter : Integer
mindicator : Mindicator
1 procedure WRITERLOCK()
2 while true do
3 c← counter
4 if c mod 2 = 0 then
5 if CAS(&counter, c, c+ 1) then
6 mindicator.ARRIVE(c+ 1)
7 counter ← c+ 2
8 break
9 while mindicator.QUERY() 6= c+ 1 do wait
10 procedure WRITERUNLOCK()
11 mindicator.DEPART()
12 procedure READERLOCK()
13 while true do
14 c← counter
15 d← (c mod 2 = 0) ? c : c+ 1
16 mindicator.ARRIVE(d)
17 c← counter
18 if c < d then
19 while counter < d do wait
20 break
21 else if c = d then
22 break
23 else if c = d+ 1 then
24 break
25 else if c > d+ 1 then
26 mindicator.DEPART()
27 while mindicator.QUERY() 6= d do wait
28 procedure READERUNLOCK()
29 mindicator.DEPART()
Since a writer can request the lock while a reader
is at any step in the READERLOCK operation, we
must also ensure that if a reader delays on Line 16,
that it does not lower the value of the Mindicator af-
ter some other critical section has begun. The de-
fault, on Line 21, is that no writer who orders af-
ter the reader has attempted to acquire the lock. If,
however, a single writer W ordered after the reader
has attempted to acquire the lock (indicated by the
counter between Lines 5 and 7) but W has not called
QUERY, the reader may continue (as indicated by
Lines 23–24). Otherwise (Lines 25–26) the reader
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cannot be sure that a concurrent writer has not yet
completed Line 9. In this case the reader removes its
value from the Mindicator and retries its operation.
4.3 Blocking vs. Spinning
While this algorithm naturally lends itself to spin
locks, it can be extended to support blocking (yield-
ing the CPU) with minimal effort and without intro-
ducing a scalability bottleneck. Since every write
operation or set of read operations has a unique in-
tegral value, we can create a semaphore for each
value, and use the value as a hash key for locat-
ing the semaphore in O(1) time. When a writer (or
last reader) departs, it determines if there is a pend-
ing semaphore and performs an up() on it. When
a QUERY does not allow a thread to progress, it
creates or locates a semaphore, calls QUERY again,
and if it still cannot progress, performs a down() on
the semaphore. Upon waking, a thread wakes fel-
low readers (if any) by performing an up() on the
semaphore. The value of a QUERY can be used at any
time to determine which semaphores are unreachable
and can be garbage collected.
4.4 Performance
We evaluate our Readers-Writer lock through a
stress-test microbenchmark. We use the same ma-
chine and configuration as in Section 3.3. We also
compare a larger range of algorithms.
Curves labeled “Min” use our Mindicator-based
locks. These are configured with 64 leaves. The
“CAS” curves use a single word to encode an un-
fair readers-writer lock with minimal latency. In
this implementation, the least significant bit indi-
cates a writer, and the remaining bits a count of the
readers. The lock is biased toward writers. The
“pthread rwlock” and “pthread mutex” curves show
the performance of pthread readers-writer locks, and
pthread mutex locks, respectively. Finally, “f-array”
depicts the performance of our algorithm using a
wait-free f-array in place of the lock-free Mindica-
tor.
We present stress-test results, in which threads re-
peatedly acquire and release the lock with no inter-
vening operations. Unlike the RCU tests, write re-
quests are distributed among the threads, so that there
can be real contention and serialization among writ-
ers. The tests are parameterized by the likelihood
of requesting the lock in read-only mode. Figure 3
presents performance for read-only ratios of 100%,
99%, 95%, and 90%. Every data point is the average
of 5 trials.
At low thread counts, the CAS lock achieves the
best performance. This is no surprise, since it en-
tails the fewest instructions. However, as the read
ratio increases, the scalability afforded by the Mindi-
cator decreases the thread count at which the Mindi-
cator lock performs better. Among the most signif-
icant points is that simultaneously releasing a read
lock does not cause threads to contend over a mem-
ory location, particularly since they do not access the
counter at all. In contrast, the CAS implementation
requires contended accesses to the counter for every
acquire and release. Thus even in the pure read-only
case, the CAS lock does not scale well.
Another important result that follows from these
experiments is that the Mindicator lock performs
well both because of the high-level algorithm, and
the internal details of the Mindicator. In particular,
when we used a more strict Mindicator implemen-
tation, in which a depart cannot terminate as early,
scalability dropped by more than half. Similarly, us-
ing an f-array in place of the Mindicator, but other-
wise keeping the algorithm the same, leads to signif-
icantly worse performance.
4.5 Discussion
Our algorithm introduces asymmetry in its progress
guarantees. Lock release operations offer the same
guarantees as the underlying Mindicator, and read
lock acquisition composes a lock-free approach with
the Mindicator ARRIVE operation’s guarantees. For
the Mindicators considered in this paper, the result is
lock-free: a read lock acquisition never blocks, never
causes another operation to block, but may starve due
to concurrent write lock acquisitions. Write lock ac-
quisitions are blocking with respect to each other, but
do not impede the lock-freedom of requesting reader
locks. Furthermore, the act of requesting the lock is
orthogonal to the act of being granted the lock. Once
a lock request is enqueued in the Mindicator, subse-
quent lock requests will not interfere with the com-
pletion of critical sections, or the hand-off of the lock
7
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Figure 3: RWLock Lock Performance
from one thread to another.
Our lock is also relatively contention-free. Serial-
ization on a lock word (in our case, the counter) for
writers is, of course, inevitable. However, readers do
not modify this lock word, and their arrivals in the
Mindicator are as scalable as the Mindicator itself.
Furthermore, lock release is simple, since there is no
complexity due to readers completing their critical
sections in an arbitrary order, and the algorithm itself
does not entail any memory reclamation. This latter
point is significant, since memory reclamation bugs
have recently been found in the Kreiger lock [8].
5 Group Mutual Exclusion
Readers-Writer locks can be thought of as a specific
class within the larger group mutual exclusion prob-
lem [3, 13, 16, 17]. In group mutual exclusion, each
thread is dynamically assigned to a session. Criti-
cal sections of threads belonging to the same session
may run concurrently, but critical sections of threads
belonging to different sessions may not. By this for-
mulation, a traditional mutual exclusion lock is one
in which every thread belongs to its own unique ses-
sion, and a readers-writer lock is one in which all
read-only operations are performed by threads of the
same session and all other operations (write opera-
tions) are performed by threads belonging to unique
sessions.
It is trivial to extend our readers-writer algorithm
to a completely fair group mutual exclusion algo-
rithm. However, such an extension misses a key op-
portunity. Suppose that threads in session A are exe-
cuting their critical sections, and threads in sessions
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B and C are waiting their turn. If a new operation of
session B wishes to run, it may not be desirable to
create a second session of type B ordered after ses-
sion C since the operation can run concurrently with
all other threads of session B; instead the new opera-
tion should be allowed to join the existing B session.
Intuitively, this captures the notion that allowing the
operation to bypass those in C will not delay the ex-
ecution of operations in C, but will improve overall
throughput.
While group mutual exclusion has not seen much
practical use, it is likely to become significant in fu-
ture systems. For example, scheduling algorithms
for transactional memory often create conflict sets,
which are then scheduled in groups [1, 9]. Hy-
brid transactional memory (TM) approaches [5, 22,
27] create partitions based on the likelihood of a
transaction committing using hardware, rather than
software, and extensions to transaction irrevocabil-
ity [28, 29] will require a similar partitioning based
on the behaviors of transactions.
5.1 Algorithm Design
Algorithm 3 presents our Mindicator group mutual
exclusion algorithm. There are three data struc-
tures. As in our previous algorithms, we maintain
a counter and a mindicator. However, we now add
an array of per-session counters.2
The session counter indicates whether a session
has any threads that are currently waiting to begin
their critical section. This serves two roles. First, a
new thread of a particular session can quickly iden-
tify the logical queue node to which it belongs (i.e.,
the integer it should use to arrive in the Mindicator).
Second, when a session reaches the position immedi-
ately before the head of the queue, it closes the pre-
ceding session, so that subsequent threads belonging
to that session will order after enqueued operations
of other sessions.
In detail, when a session’s counter has a value of
>, then no threads belonging to that session are en-
queued and waiting to execute a critical section. This
can either mean that no such operations currently ex-
ist, or that the session is at the head of the queue,
2In practice, these counters should be placed on different
cache lines to avoid false sharing.
Algorithm 3: Group Mutual Exclusion with
Mindicators
shared data
counter : Integer
array : Integer[]
mindicator : Mindicator
1 procedure GROUPLOCK(gid : Integer)
2 while true do
3 g ← array[gid]
4 if g 6= > then
5 mindicator.ARRIVE(g)
6 g′ ← array[gid]
7 if g = g′ then break
8 mindicator.DEPART()
9 else
10 c← counter
11 g ← array[gid]
12 if c mod 2 = 0∧ g = > then
13 if CAS(&counter, c, c+ 1) then
14 mindicator.ARRIVE(c+ 1)
15 g ← c+ 1
16 array[gid]← c+ 1
17 counter ← c+ 2
18 break
// wait for my group to be the oldest group
19 while true do
20 curr ← mindicator.QUERY()
21 if curr ≥ g − 2 then
22 if exists i such that array[i] = g − 2 then
23 array[i] = >
24 continue
25 if curr = g then break
26 procedure GROUPUNLOCK()
27 mindicator.DEPART()
and operations of that session are executing. In ei-
ther case, a new operation of that session must begin
by creating a new queue node. This is achieved by
incrementing counter to generate a new odd value,
which also serves to lock the data structure. While
the lock is held, the thread arrives with the new odd
value and sets its session’s counter to that value.
When the session counter sci for session i is not
>, any thread of session i can join the session if it
can atomically set its value in the Mindicator to sci
before sci is reset to >. Clearly, the non-> counter
values are strictly increasing.
The core challenge is when and how to prevent
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threads from joining sessions that match their session
type. The most desirable properties are that (a) a ses-
sion that is not at the head of the queue can always
admit additional threads, and (b) a session that is at
the head of the queue can admit additional threads
only if it is the only session in the queue. We achieve
these properties by closing the session ordered at c
in the acquisition phase of a thread of the session at
c + 2. This ensures that a session never closes pre-
maturely, and also guarantees that session c will be
closed before the QUERY that enables threads of ses-
sion c+ 2 to begin their critical sections.
5.2 Algorithmic Properties
Hadzilacos [13] establishes four criteria for an ideal
group mutual exclusion algorithm, which we con-
sider below:
• Mutual Exclusion: It is clear that two threads
can execute their critical sections simultane-
ously only if they are of the same session. This
follows immediately from the manner in which
the queue is represented.
• Lockout Freedom: This asserts that every at-
tempt will ultimately be granted, unless a thread
remains in its critical section forever. Our al-
gorithm does not provide this guarantee, since
a thread may starve in the lock-free Mindica-
tor arrive operation, starve attempting to incre-
ment the counter, or block while another thread
is opening its session.
• Bounded Exit: This requires a thread to depart
from its critical section in a fixed number of in-
structions. Since we use a lock-free Mindicator
operation, bounded exit is not guaranteed. Star-
vation while departing is possible.
• Concurrent Entering: This places strict require-
ments on the delay a thread incurs when try-
ing to enter its critical section in the absence of
other pending requests from different sessions.
The mechanism on Lines 21–24 provides this
feature: when there is exactly one session, it re-
mains open indefinitely, but any subsequent ses-
sion will immediately close an open session that
is at the head of the queue.
These limitations draw an interesting contrast wor-
thy of future exploration. The current state-of-
the-art [2] implementation achieves these properties
through the use of multiple wait-free f-arrays [15]
and load-linked/store-conditional (LL/SC) opera-
tions that must be simulated via multiple CAS in-
structions. Additionally, it does so with no more
than Θ(log(n)) remote memory references (RMRs),
where n is the number of threads. In contrast, we use
a single Mindicator, do not require LL/SC, but re-
quire in the worst case O(log(n)+S) RMRs, where
S is the number of sessions. The former term in this
bound comes from the worst-case cost of Mindicator
operations. The latter is a consequence of the mech-
anism for finding and closing a session, but could be
eliminated by extending the Mindicator to store tu-
ples instead of integers.
While we mentioned several candidate workloads
for group mutual exclusion, no well-known use ex-
ists at this time. Should our predictions prove true,
then in the common case it is likely that there will be
few sessions. To use our hybrid transactional mem-
ory example, if the common case is that all threads
execute in the same mode, then an important opti-
mization will be to minimize overhead when there is
only one session. At the expense of wait-freedom,
our algorithm reduces this expected case to code
nearly indistinguishable from a readers-writer lock
with 100% readers: the counter is never incremented,
and thus each acquire consists of two shared memory
reads and a Mindicator arrive.
If we use the performance results in Figure 3 as
a proxy for this expected case, we can conjecture
that our new algorithm will outperform Bhatt and
Huang’s algorithm: ignoring the additional complex-
ity of LL/SC and multiple f-arrays, it is clear that
the Mindicator is more scalable. This is no surprise,
since Mindicator operations typically do not modify
the root, whereas every f-array operation must.
The degree to which this conjecture generalizes to
real-world problems is an open question. On the one
hand, wait-freedom is a valuable property, particu-
larly in real-time systems and operating systems. On
the other, since most software TM implementations
are lock-based, and most hardware TM implementa-
tions are obstruction-free at best, a locking but scal-
able solution to group mutual exclusion may be ac-
ceptable for uses within the TM domain.
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6 Conclusions
In this paper, we explored the role that Mindicators
can play in simplifying and accelerating synchro-
nization algorithms. Our algorithms are simple and
scale well, though they offer weaker progress guar-
antees than previous solutions.
The most promising direction for future work, we
believe, is to explore the role that HTM can play
in simplifying these algorithms further. In addition
to affording lower latency in Mindicators, an HTM-
based algorithm could eliminate the need for block-
ing, thereby eliminating the remaining weakness of
our algorithm.
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