In many real complex networks such as the city road networks and highway networks, vehicles often have to pass through some specially functioned nodes to receive check-in like services such as gas supplement at gas stations. Based on existing network structures, to guarantee every shortest path including at least a check-in node, the location selection of all check-in nodes is very essential and important to make vehicles to easily visit these check-in nodes, and it is still remains an open problem in complex network studies. In this work, we aim to find possible solutions for this problem. We first convert it into a set cover problem which is NP-complete and propose to employ the greedy algorithm to achieve an approximate result. Inspired by heuristic information of network structure, we discuss other four check-in node location deployment methods including high betweenness first (HBF), high degree first (HDF), random and low degree first (LDF). Finally, we compose extensive simulations in classical scale-free networks, random networks and real network models, and the results can well confirm the effectiveness of the greedy algorithm. This work has potential applications into many real networks.
7
, for instance, the nodes that control the Internet traffic in the search for viruses. In interdependent networks (e.g. power grids and communication networks), a fraction of critical nodes may result in the collapse of whole interdependent network 8 , such as the largest blackout of the power gird and the outages of the Internet. In social science, for security purpose, many "inside" agents are need to intercept all communications 9 in a network of terrorists. In food web 10 , the predation relation can be also considered as check-in like service, and mining the key species whose disappearance may lead to large scale species extinction is a very critical problem. These nodes with special functions can be called check-in nodes, and objects that flow in networks need to finish check-in like services at the check-in nodes. For instance, vehicles often have to pass through gas stations to get gas supplement. Then two aspects of this problem should be considered:
(1) Efficient routing strategies. With a portion of predesigned locations (perhaps randomized ones) of gas stations, designing efficient routes for all vehicles is very essential and important to alleviate traffic congestion, save gas fuel and time consumption of drivers. Our work 5 tried to explore a possible check-in based routing framework for this problem. Definitely, many previous routing optimization methods including the efficient routing 11 , optimal routing 12 , global dynamic routing 13 , incremental routing 14 and hybrid routing 15 can be referenced. For simplicity and without loss of generality, here we employ the classical shortest path routing method for path discovery. (2) Optimal deployment of check-in node locations. With a given number of check-in nodes, which positions are the optimal ones that can achieve the highest profits to citizens and governors? To our best knowledge, it is still an open problem in complex network research.
In other words, with minimum number of check-in nodes, we aim to maximize the profits of the whole network in this work. There are several aspects which need to be clarified clearly for this problem:
(1) Clear problem definition and evaluation metric. The problem of check-in node deployment should be clear and a metric should be defined to accurately evaluate performance for check-in node deployment methods. (2) Efficient check-in node deployment method. Currently, to our best knowledge, the check-in node deployment method research is open, and there is a lack of deep study. (3) Evaluations. To verify the effectiveness of proposed methods, extensive simulations must be composed in both classical complex network models (e.g. scale-free network model and random network model) and real network models.
In the following section, we will first show the results of this work. Then we introduce the proposed algorithms and the employed network models. Finally, we close this work with a conclusion.
Results
Here we first define the check-in node deployment problem. Given a network which might be directed or undirected, assuming the shortest path routing protocol is employed, every shortest path between any pair of source and destination must include at least a check-in node to receive the check-in like services. Then the minimum number of check-in nodes (MNCN) which can guarantee every shortest path including at least a check-in node can be employed to evaluate the performance of a check-in node deployment method.
This problem can be converted into the set cover problem 16 (see details in Methods section) and solved by employing greedy algorithm 16 (GA). To compare with GA, other 4 check-in node position selection methods (see details in Methods section) including high betweenness first (HBF), high degree first (HDF), random and low degree first (LDF) are discussed.
Given a set of locations for check-in nodes ⁎ J , the cover rate of all shortest paths f (see details in Methods section) can be employed to evaluate the effectiveness of check-in node location selection methods.
We first investigate the evolution of cover rate f as a function of the number of check-in nodes in BA 17 scale-free networks and ER 18 random networks in Fig. 1(a,b) respectively. One can see that the GA achieves the highest f. With the same number of check-in nodes, for instance, 150 check-in nodes in Fig. 1(a,b) , f under the five methods appears to be GA > HFB > HDF > Random > LDF in both two types of networks. The HBF and HDF appear to be a bit lower than the GA, but very near. The LDF is the worst, because under the shortest path routing, paths trend to pass through the nodes with high degrees. Therefore, with the same number of check-in nodes, the number of the shortest paths that passing through check-in nodes of low degrees is very small, resulting in low f. With increasing number of check-in nodes, the f increases under the 5 methods. When the number of check-in nodes goes beyond a critical value, the f gets its maximum value of 1.0. Then the MNCN can be efficiently achieved and represented by the critical value.
In Fig. 2 , we investigate the comparisons of different location selection methods in the two types of classical network models. In Fig. 2(a) , based on the GA method, with the same network size and average degree, the robustness of BA 17 networks appears to be better. It is related to the network structure, and in BA 17 networks, most of the shortest path pass through a fraction of hub nodes. Meanwhile, the betweenness distribution of all nodes in ER 18 network is much even, and more check-in nodes are needed. Similarly, under the HDF and HBF methods, the results are very similar to GA. Under the random selection, the effects are almost the same in two network models. In Fig. 2 (e), under the LDF method, the ER 18 network appears to achieve better performance. It is also related to the network structure. The degree distribution of ER 18 networks is more even than BA 17 networks.
In Fig. 3 , we investigate the evolution of minimum number of check-in nodes (MNCN) under the 5 methods in BA 17 scale-free networks and ER 18 random networks of different network sizes. With increasing network size, the MNCN increases. Because the larger the network size, the higher the number of the shortest paths appears, and more check-in nodes are needed. Under all network sizes, the GA method can achieve the lowest MNCN, and it can confirm the effectiveness of GA method.
In Fig. 4 , we investigate the comparisons of all methods in the two network models. We can see that it is very obvious that under the GA, HBF, and HDF, the BA 17 network models appear to have smaller MNCN, namely higher efficiency than the ER 18 networks. The effects are almost the same under the Random and LDF methods. So far, we can say the GA can achieve very good results when compared with all other methods. However, we may want to compare the results with the optimal solution which has been proved to be NP-hard 16 . Here we set network size N = 20, average degree 〈 k〉 = 4. We run the simulations on many BA 17 and ER 18 networks on a PC of Intel(R) Core(TM) i5-3470 CPU @3.2 GHz 3.2 GHz, RAM 4.0 GB. In Table 1 , the results show that the average MNCN = 9 for both GA and optimal solution in BA 17 networks, and average MNCN = 11 for both GA the optimal in ER 18 networks. But the computational cost of the optimal solution is about 4800 and 12000 times more than GA in BA 17 networks and ER 18 networks respectively. The results are very amazing, especially for MNCN for both GA and optimal solution. For this special problem, the GA can achieve very good results.
In Table 2 , we evaluate MNCN for many real networks which are widely used in previous research papers. One can see that the GA method can efficiently locate the check-in nodes than other 4 methods.
Discussion
In this work, assuming a portion of nodes were designated as check-in ones to supply check-in services for vehicles or network objects, we aimed to find efficient locations for these check-in nodes to achieve every shortest path including at least a check-in node. By carefully analyzing this problem, we transformed it into a set cover problem which has proved to be NP-complete, and proposed to use the greedy algorithm 16 to find a cover. To verify the effectiveness of greedy algorithm 16 , we discussed other four heuristic location selection methods including high betweenness first, high degree first, random, and low degree first. To compare these methods, extensive simulations were done in BA 17 scale-free networks and ER 18 random networks. We investigated evolution of cover rate as functions of network sizes and average degrees, and found that with increasing network size and average degree the minimum number of check-in nodes which can guarantee every shortest path including at least a check-in node increases. Moreover, we employed these methods into many real network models. All the results can well confirm the effectiveness of the greedy algorithm for set cover problem. We compare the results of the greedy algorithm 16 with the optimal results, and found that the GA method can achieve better network robustness with low computational cost. The results of this work can be employed for check-in node location selections in many potential real networks. In reality, other factors such as traffic density, source and destination distributions, and routing methods should also be comprehensively considered to efficiently solve the real challenges in complex networks. Moreover, network resilience is a very important topic in network science. In epidemic processes 19, 20 , it has been found that the epidemic processes are drastically affected by the first two moments of the degree distribution 21 . Can these methods be employed into these network processes and enhance the other network resilience measures? In our future work, we will continue the research topic and share the results soon.
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Algorithms. As shown in Fig. 5(a) , a simple directed network with 5 nodes. The shortest path routing is employed. If many shortest paths exist between a source and destination pair, one of them is used randomly. For instance in Fig. 5(a) , the shortest path from node 1 to 5 might be P 1,5 = {1, 2, 5} or P 1,5 = {1, 3, 5}, and we randomly select P 1,5 = {1, 3, 5}. Figure 5(b) shows all the shortest paths in the network.
In order to find the minimum number of check-in nodes, we first collect the shortest paths which pass through a given node. As shown in Fig. 5(c) , node 1 has 6 shortest paths including this node, denoted by a set S 1 . In fact, the MNCN problem can be described from another perspective. Given every S i of node i in the network, find the minimum number of sets that can cover all the shortest paths in the network, namely finding a cover J (J ⊂ V) with minimum |J| that can achieve ∪ ∈ = S i J P ( : ) i , where
and V is the set of all nodes in the network. Then it is converted into the classical Set Cover problem 22 which has been proved to be NP-complete and can be approximately solved by greedy algorithm 16 described as follows. Algorithm 1: Greedy algorithm (GA):
Step 0. Set J = .
Step 1. If S i =  for all i then stop: J is a cover. Otherwise, find a subscript j maximizing |S j | and proceed to Step 2.
Step 2. Add j to J, replace each S i by S i − S j and return to Step 1.
As shown in Fig. 5 , by employing the greedy algorithm, the cover J = {3, 1, 2}, namely the minimum number of check-in nodes MNCN equal to |J| = 3.
The above greedy algorithm 16 can find an approximate cover J. In the greedy algorithm process, at each step, we find the set which can maximize the number of included shortest paths. Finally, there is a set sequence J. However, in real check-in demands, it is not necessary to cover all paths, and we may want to only cover a large portion of them with minimum check-in nodes. Given a subset of V, denoted as ⁎ J , here we employ a cover rate metric to evaluate the covered portion of all the shortest paths, described as
Under the greedy algorithm 16 ,
However, the scales of real networks are very large, and it is very difficult to emulate all shortest paths in the network and calculate the set cover. Is there any simple and heuristic algorithm to achieve an approximate cover rate f with small number of check-in nodes? Most of real networks can be modeled by the scale-free network model 17 , in which many nodes with the highest degrees are considered as central nodes. Moreover, the betweenness centrality 23 of a node v is defined as the number of shortest paths passing through the node and be used to evaluate the importance of node in the network. Inspired by these heuristic information, in the following parts, we will employ several check-in node selection methods as baselines to compare with the greedy algorithm.
In general, the betweenness of a node directly represents the number of shortest path passing through the node, so the betweenness information based method can be described as follows.
Algorithm 2: High betweenness first (HBF).
Step 0. Sort the betweenness of all nodes in descend order.
Step 1. Given the number of check-in nodes, select the top ⁎ J nodes in the descend order.
Step 2. Calculate the ⁎ f J ( ).
In HBF, the betweenness of every node must be calculated first. Though the fast algorithm 24 can be used, it is still consuming huge computation resource especially for large scale networks. Meanwhile, getting the node degree information is relatively simple, and the degree information is also very efficient in evaluating node importance. Moreover, in complex networks, betweenness of a node is strong correlated to its degree. A node of high degree often has large betweenness 23 . Therefore, here we propose a degree based check-in node deployment method.
Algorithm 3: High degree first (HDF)
Step 0. Sort the degrees of all nodes in descend order.
Step 2. Calculate the
In HDF, the node degree in employed. Sometimes, the network structure might not be known to us, and no heuristic information can be used. Then the random location deployment mechanism can be simply used.
Algorithm 4: Random
Step 0. Given the number of check-in nodes, randomly select the ⁎ J nodes in the network. Step 1. Calculate the ⁎ f J ( ).
Opposite to HDF, as discussed in our previous work 5 , if the check-in nodes are selected as the nodes of the lowest degrees, the network traffic capacity 25 will be remarkably reduced. Here, we assume the nodes of the lowest degrees are set as the check-in nodes, and compare the results with other methods.
Algorithm 5: Low degree first (LDF)
Step 0. Sort the degrees of all nodes in ascend order.
Step 1. Given the number of check-in nodes, select the top ⁎ J nodes in the ascend order.
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Moreover, in order to compare the results with optimal solution, here we try to obtain optimal by emulating all possible sets of check-in nodes. Described as follows:
Step 0. Assuming = ⁎ J 1 Network models. To verify the effectiveness of above check-in node selection methods, the network structure is the basic. In this work, the used network models include two categories: BA 17 scale free networks, ER 18 random networks and real network models. The BA 17 scale-free network model which is constructed by two general rules: (1) Growth; (2) Preferential attachment. Starting from m 0 fully connected nodes, a new node with m (m ≤ m 0 ) edges are added to the existing network, and the other end of every new edge is connected to an old node preferentially proportional to the degree of the old node.
Another classical network model is the ER 18 random graph. The network generation is simple. Initially, beginning with N isolated nodes, a pair of nodes is connected by a probability p.
