Introduction
In this paper we prove an uniform gradient estimate for solutions to a one phase free boundary problem involving singular p-parabolic type equations in nondivergence form. This estimate then allows us to obtain porosity of the free boundary. More precisely, let Ω be an open bounded domain of R n , n ≥ 2, T > 0. We consider the problem: Find 0 ≤ u ∈ C((0, T ) × Ω) such that is a normalized infinity Laplacian, f : Ω T → R is a function non-increasing in t and satisfying for two positive constants c 0 and c 1 (1.2) 0 < c 0 ≤ f (x, t) ≤ c 1 < ∞ in Ω T , ϕ(x, 0) = 0 in Ω and ϕ is non-decreasing in t. We are interested in regularity theory and geometric properties of ∂{u > 0}. For this, we use the regularity theory of normalized p-Laplacian parabolic equations which was recently developed in [2, 11, 17] . When we consider free boundary problems, optimal regularity results and sharp non-degeneracy are crucial for further analysis of the set ∂{u > 0}. In this direction, just recently we have the work [16] . Equation (1.1) is the degenerate fully nonlinear version of the parabolic problem studied by H. Shahgholian & G. Ricarte, J.M. Urbano and R. Teymurazyan in [18] and [16] respectively. They proved optimal regularity and non-degeneracy estimates for the solution. As a consequence, they were able to obtain finite speed 1 of propagation of the set ∂{u > 0} and also Hausdorff measure estimate of the free boundary ∂{u > 0} with respect to the parabolic metric.
In analogy with [16] , what we want to prove is that, at each time level, the ndimensional Lebesgue measure of the free boundary is zero because it is porous. We prove this by obtaining a non-degeneracy result and by controlling the growth rate of the solution near the free boundary. As in [16] , the solution to (1.1) is derived from an approximating family of functions, which are solutions to some Dirichlet problems. More precisely, we consider the following singular perturbation problem
where Lv :
The singularly perturbed potential ζ ε (·) is a suitable approximation of a multiple of the Dirac mass δ 0 . Our objective is to study the limit problem as ε → 0 and analyze the free boundary in the context of geometric measure theory. In the next section we give more details of our results and hypothesis.
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Main results
Let us now describe in more details our results and hypothesis.
2.1. Function spaces and notations. Let us fix the notation of geometric quantities that we are going to use in this work. Given a bounded domain Ω ⊂ R n , with a smooth boundary ∂Ω, we define, for T > 0, Ω T = Ω × (0, T ], its lateral boundary Σ = ∂Ω × (0, T ) and its parabolic boundary ∂ p Ω T = Σ ∪ (Ω × {0}). For X 0 ∈ R n , t 0 ∈ R and τ > 0, we denote
and, for a set K ⊂ R n+1 and τ > 0,
Let's start the section this section defining viscosity solutions of equation Lv − v t = f (X, t) in Ω T and fix the notation. For p ∈ (1, +∞), the operator (2.1)
is singular at {∇u = 0} and so the definition uses USC and LSC envelopes of the operator, see [9] . Afterwards, we give some remarks to enlighten some basic features of solutions. To this end, given a function h defined in a set D, we need to introduce its upper semicontinuous envelope h ⋆ and lower semicontinuous envelope
as functions defined in D. The definition for viscosity solutions is the following.
Definition 2.1. A continuous function v is a viscosity subsolution (supersolution) to the equation
We say that u is a viscosity solution of (2.2) in Ω T if it is both a viscosity sub-and supersolution.
We will use the following two properties of the viscosity solutions of (2.2). The first one is the comparison principle, which can be found in Theorem 3.2 in [3] . Proposition 2.1. Let u lower-semicontinuous and v upper-semicontinuous. Suppose that v is a subsolution, and u a supersolution to (2.2) with g ∈ C(Q 1 ), g > 0
The second one is the stability of viscosity solutions of (2.2). Proposition 2.2 (Stability). Let {u k } be a sequence of viscosity solution of (2.2) in Q 1 , u k converge locally uniformly to u and g k → g locally uniformly in Q 1 . Then u is a viscosity solution of (2.2) in Q 1 .
We need to clarify what is a Lipschitz function defined in a space-time domain.
for every (x, t), (y, s) ∈ K. If the constant C does not depend on the set K we say v ∈ Lip(1, 1/2)(D).
We also define the Lip ( 
2.2.
Hypothesis. Throughout the paper, for the study of problem (E ε )
• f ε (x, t) ∈ C 1,α (Ω T ), is non-increasing in t and satisfies
• The Dirichlet data 0 ≤ ϕ(x, t) ∈ C 1,α (∂ p Ω T ), is non-decreasing in t and satisfies ϕ(x, 0) = 0.
These are the same hypothesis assumed in [16] .
2.3. Existence and optimal regularity. Our existence theorem relies on a singularly perturbed analysis. To this end, we shall define the perturbed term ζ ε :
and the corresponding problem (E ε ). For example, it can be built as an approximation of unity
where ζ is a nonnegative smooth real function with supp ζ = [0, 1], such that
This existence result is based on Perron's method. We state before following theorem independently of the (E ε ) context, since it may be of independent interest. Proposition 2.3 (Perron's Method). Let g : [0, ∞) → R be a bounded and Lipschitz function and F : Ω T × R n × Sym(n) → R a degenerate elliptic operator satisfying the following monotonicity condition
for any p ∈ R n and N, M ∈ Sym(n). If the equation
with f ∈ C(Ω T ), admits subsolution and supersolution u, u ∈ C 0 (Ω T ) respectively, and
, then given the set of functions S := w ∈ C(Ω T ) w is a supersolution to (2.6), and u ≤ w ≤ u , the function
is a continuous viscosity solution to (2.6), safisfying u = ϕ in ∂ p Ω T .
Proof. Using Proposition 2.1, the proof follows exactly as the one of [16, Theorem 3.1] .
In order to prove the existence result of the problem (E ε ), we choose to approximate the equation (E ε ) with a regularized problem. For δ > 0, let u ε,δ be smooth and satisfying that
Note that, (a
where Λ = max 
In particular, the problem (E ε ) has a viscosity solution {u ε }. Moreover, there exists a constant Υ = Υ(n, λ, Λ, c 0 ), such that
Proof. For a proof of first part of the Theorem, we refer the reader to [11] . The existence of viscosity solution to (E ε ) follows from Proposition 2.3. To prove (2.10), let
In order to prove the nonnegativity of u ε we assume the contrary, i.e. that
. Another application of the ABP estimate provides that u ε ≥ 0 in A ε , which is a contradiction.
In order to pass to the limit as ε → 0 + to obtain a solution of (1.1) we need sharp estimates uniform in ε ∈ (0, 1]. Our main contribution is the following. Theorem 2.2. Let u ε be a viscosity solution of (E ε ). Let K ⊂ Ω T be compact and τ > 0 be such that
Theorem 2.2 gives us the necessary compactness to pass to the limit as ε → 0 + obtaining a viscosity solution of (1.1). As a consequence, we also have sharp regularity. Theorem 2.3. Let u be a viscosity solution of (1.1). Let K ⊂ Ω T be compact and τ > 0 be such that
This regularity result and some other properties of the free boundary problem (1.1) are proved in Section 3.
2.4. Some properties of the free boundary. In this section we establish the exact growth of the solution near the free boundary, from which we deduce the porosity of its time level sets.
n is called porous with porosity δ > 0, if there exists R > 0 such that
A porous set of porosity δ has Hausdorff dimension not exceeding n − cδ n , where c = c(n) > 0 is a constant depending only on n. In particular, a porous set has Lebesgue measure zero.
The main result of this section is as follows.
Theorem 2.4. Let u be a solution of (1.1). Then, for every compact set K ⊂ Ω T and every t 0 ∈ (0, T ), the set
is porous in R n , with porosity depending only on Υ and dist(K, ∂ p Ω T ). In other words,
The proof is based on the exact growth of the solution of the problem (1.1) near the free boundary. This result is proved in Section 4.
Theorem 2.5. Assume p ∈ (1, +∞) and let u be a viscosity solution of the problem (1.1). Then there exist two positive constants
Uniform Estimates in time and space for the perturbed problem
This section discusses regularity for the viscosity solution u ε of the singular perturbation problem (E ε ) for p ∈ (1, +∞). First of all we show Lipschitz continuity of the viscosity solution u ε with respect to x using a Bernstein type argument. The strategy to show Lipschitz regularity is based on the works [11, 16] but it turns out that the result is not true for p = 1 since the constantL (see Proposition 3.1) blows up for p → 1. Finally, we will show that bound on the gradients implies limitation in the seminorm Lip (1, 1/2).
3.1. Uniform spatial regularity. In order to prove Theorem 2.2, we choose a regularized problem given by (2.8). We start with the uniform Lipschitz regularity in the spatial variables.
Proposition 3.1. If {u ε,δ } is a family of solutions of (2.8), and (2.3)-(2.4) hold, then there exists a constantL =L(τ, λ, Λ, c 0 , c 1 , ∇f ∞ , ϕ ∞ , K) > 0, independent of δ > 0 and ε ∈ (0, 1), such that
Proof. Fix ε > 0 and for each δ > 0, let u ε,δ = u δ (for simplicity) be a smooth viscosity solution to (2.8).To show (3.1), initially, since ζ ε = 0 in {u δ > ε}, we conclude from up to the boundary parabolic regularity theory (see [19, Theorem 4.19] and [20, Theorem 2.5] ) that
in this region, where C does not depend on ε and δ > 0. The result then follows from (2.4) and (2.10), passing to the limit δ → 0. To show a Lipschitz estimate with respect to x in {u δ ≤ ǫ}, we define v(x, t) = |Du δ | 2 + δ 1/2 and consider the
where µ = Γ 2ε 2 , for some Γ ≥ 0, 0 ≤ ξ ≤ 1 is a positive smooth function that vanishes on the parabolic boundary ∂ p Ω T . Let (x 0 , t 0 ) ∈ {u δ ≤ ε} be a point where w takes its maximum in Ω T ∪ ∂ p Ω T . We can assume without loss of generality that
First we suppose that (x 0 , t 0 ) ∈ ∂ p Ω T . At that point D 2 w(x 0 , t 0 ) is negative definite. We define the coeficient matrix a p,δ ij as in (2.9). Since the matrix (a p,δ ij (Du δ (x, t))) ij is negative semi-definite for all points (x, t) we have
holds at (x 0 , t 0 ). We estimate each term separately to obtain the desired inequality.
The third term on the right hand side is
because u δ is a classical solution of the approximating problem. Now, we consider
We differentiate the equation (3.4) with respect to x k , multiply u v , and sum from 1, . . . , n to obtain
The second derivatives of v are
and thus we have by a straightforward calculation
and we have
In order to estimate the fourth term in (3.3) we use the fact that
Moreover, using Young's inequality a · b ≤ 1 2 (a 2 + b 2 ) we obtain an estimate for the second term in (3.3)
with a : = √ 2ηµ · v and b : = 1 2ηµ |ξ t | + n+|p−2| p |D 2 ξ| for some η > 0. With all these inequalities and using (3.5) we obtain for the fifth term in (3.3)
Now, using the Young's inequality with a = 10
and noting that, if |∇u δ (x 0 , t 0 )| ≥ 1 and 0 < δ ≤ 1/2 , we can bound from below the expression
Thus, we get that
The coefficient 8 9 p−1 p − 2η is supposed to be positive because we divide by it and want to preserve the same direction of the inequality. Note that, if p → 1 the coefficient becomes negative. But for fixed p > 1, we can choose η = η(p) > 0 such that
.
Now, note that,
Substituting (3.7) and (3.8) into (3.6), we obtain
Thus,
Therefore, we can choose Γ = Γ(p) > 0 such that
This leads to the following inequality, at (x 0 , t 0 )
where κ(p) : = 2·c(p) Γ ∇f ε ∞ . Note that the constant c(p) blows up for p → 1. Now, fix (x, t) ∈ Ω T and choose ξ ∈ (0, 1) such that ξ(x 0 , t 0 ) = 1 and
We consider two cases. First we suppose that dist((x, t), ∂ p Ω T ) ≤ 1. This implies
For the sake of simplicity let C(n, p) be a generic constant. We obtain, for dist((x, t),
Finally we treat the case when the maximum point (x 0 , t 0 ) of w is attained on the parabolic boundary ∂ p Ω T , then
Using the Proposition 3.1, we obtain the following result Corollary 3.1. If {u ε } ε>0 is a family of solutions of (E ε ), and
Proof. Fix ǫ > 0. Initially, note that the approximating functions u ε,δ converge locally uniformly to the viscosity solution u ε of the singular perturbation problem (see Section 3.2 in [11] )
as δ → 0. Since u ε,δ is uniformly locally Lipschitz continuous, there exists for every x ∈ Ω a neighborhood U x ⊂ Ω of x and a constant L > 0 such that
for all y, z ∈ U x and fixed t, whereǫ → 0 for δ → 0 and L independent of ε and δ. Then Rademacher's Theorem, e.g., stated in [10] , provides that the gradient ∇u ε (x, t) exists almost everywhere in Ω T . Let (x, t) ∈ Ω T be a point where the gradient of u exists and B r (x, t) ⋐ Ω T be a ball of radius r > 0 around (x, t), then by Proposition 3.1
for all (y, s) ∈ B r (x, t). Passing to the limit δ → 0;
in points (y, s) where the gradient exists since the right hand side is independent of δ. Thus, due to the Lebesgue-Besicovitch Differentiation Theorem in [10] , we have for almost every point (x, t) ∈ Ω T ,
As an immediate consequence we have the following result.
Corollary 3.2 (Local Lipschitz regularity).
Let {u ε } ε>0 be a family of solutions of (E ε ). Let K ⊂ Ω T be a compact set and τ > 0 be such that
Proof. For (x 0 , t 0 ) ∈ K, consider the function
For r ∈ (0, τ ) we have that w ε,r is a solution of
in B 1 × (−1, 0). The result now follows from Corollary 3.1.
3.2. Uniform regularity in time. Next, as was mentioned above, using the uniform Lipschitz continuity in the space variables, we obtain the uniform Hölder continuity in time. First, we need the following lemma.
Proof. This lemma is a slight modification of [16, Lemma 4.1] . Without loss of generality we may assume that L > 1. We denote
where Λ : = max
denotes the greatest eigenvalue. We divide the proof into two steps.
Step 1. First we claim that, if
In fact, let
Thus, Then for the specific h ± we obtain
Moreover, from the Lipschitz continuity in space, one has
On the other hand,
Therefore, by comparison principle (see Proposition 2.1)
In particular, since t 2 − t 0 ≤ t 1 − t 0 ≤ 1 4n+M0 and L > 1 one has |u(0, t 2 ) − u(0, t 0 )| < 2L.
Because of the strict inequality above, we may take t 2 = t 1 and therefore the claim is proved.
Step 2. Let us consider now the cylinder Q 0,t with 0 < t ≤ 1 4n+M0 . If Q 0,t ⊂ {u > 1}, we apply Step 1 to get
Step 1 and the Lipschitz continuity in space provide
which completes the proof.
We are now ready to prove uniform Hölder continuity of solutions in time.
Proposition 3.2. Let {u ε } ε>0 be a family of solutions of (E ε ). Let K ⊂ Ω T be compact and τ > 0 be such that N 2τ (K) ⊂ Ω T . If (2.3)-(2.4) hold, then there exists a constant C > 0, independent of ε, such that
Proof. Let r ∈ (0, τ ), ε ≤ r, (x 0 , t 0 ) ∈ K and w ε,r (x, t), g ε (x, t) be as in the proof of Corollary 3.2. From (2.3) and (2.4) we get, in the set {w ε,r ≥ ε/r},
Also |∇w ε,r (x, t)| ≤ L. Therefore, we may apply Lemma 3.1, with M 0 = C ⋆ , to obtain
or in other terms
In particular, for r ∈ (0, τ ), one has
Now if (x 0 , t 0 + ∆t) ∈ K and 0 < ∆t < τ 2 4n+C⋆ , taking r = ∆t
On the other hand, if ∆t ≥ τ 2 4n+C⋆ , thus we get
We are interested in geometric proprieties of the limiting function
for a subsequence ε k → 0. From Theorem 2.2 the family {u ε } is pre-compact in Lip(1, 1/2)(Ω T ). Hence, up to a subsequence, there exists a limiting function u, obtained as the uniform limit of u ε , as ε → 0. One readily verifies that the limiting function u satisfies (see Theorem 5.1 in [16] )
(1) u is a solution of (3.10)
where f is the uniform limit of f ε , with f satisfing (2.3)-(2.4); (2) the function t → u(x, t) is non-decreasing in time.
4.1.
A class of functions in the unit cylinder. Next, we establish the growth rate of the solution near the free boundary, which is known for p-parabolic variational problems (see [18] ) but is new in the fully nonlinear framework. We start by introducing a class of functions. Definition 4.1. We say that a function u ∈ C(Q 1 ) is in the class Θ if 0 ≤ u ≤ 1 in Q 1 , 0 ≤ Lu − ∂ t u ≤ c 1 in Q 1 and ∂ t u ≥ 0, in the viscosity sense, with u(0, 0) = 0.
The following Theorem gives the growth of the elements of the family Θ. This completes a result proved in [16] for the fully nonlinear parabolic equations case.
To prove Lemma 4.1, we need to introduce some notation. Set
For u ∈ Θ, we define Proof. First, note that H(u) = ∅ because 0 ∈ H(u). Indeed, using Lemma 4.1, we have
Next, suppose the conclusion of the lemma fails. Then, for every k ∈ N, there is u k ∈ Θ and j k ∈ H(u k ) such that
. To obtain a similar estimate for u over the whole cylinder (and not only over its lower half) we use a barrier from above. Proof of Theorem 2.4. Using Theorem 4.1, the proof follows exactly as the one of [16] .
