Abstract : In this paper, the relationship between the internal stabilizing mechanism of passive dynamic walking and linear optimal control is investigated. In contrast to existing results, it is shown that the stabilizing mechanism can be characterized as a special type of optimal control. After verifying the feasibility of such a formulation numerically, it is proved that the internal stabilizing feedback coincides with a cheap optimal control law.
Introduction
The last decade witnessed the development of state-of-art bipedal walking by robots. As it becomes taken for granted, research interests for higher level locomotion, such as energyefficient walking, are growing [1] - [3] . One possible approach is to investigate a phenomenon called as Passive Dynamic Walking (abbreviated to PDW throughout). Although long time have passed since the pioneering work [4] , still our understanding seems to be limited in depth. Thus, the fact that such simple mechanical links without any external control can walk down the slope like a human has been fascinating us. Various attempts have been made to answer the questions why they are stable or what makes them stable [5] - [8] . The objective of this paper is to answer the second question above, to some extent, by employing a Piece-Wise Affine (PWA) approximation of the dynamical model and then using familiar notions of control theory on LTI systems.
The PWA approximation of walker dynamics during the single support phase was introduced in [6] . It is a further simplification of the walker model derived in [9] . The primary reason of this reduction of complexity is to investigate the stability of PDW under a version of Delayed Feedback Control (DFC). DFC, which was proposed in [10] as a mean of controlling chaotic dynamical systems, contains a delay element inside its control structure. Thus, roughly speaking, a closed-loop system for PDW with DFC is nonlinear and infinite-dimensional (even discontinuous). However, for the sake of the simplification mentioned above, stability analysis in a closed form by using a linear integral operator can be carried out [11] , [12] .
As is well understood, a standard tool for the stability analysis of periodic orbits is the Poincaré map. With the PWA approximation, one can obtain its explicit expression. The Poincaré map for nominal PDW takes a similar form as those of a Chua circuit [13] , a relay relaxation oscillator [14] , and other switching systems [15] . The limit cycle analysis in [16] of the compass gait biped robot is also highly relevant. An interesting observation brought by the PWA modeling is that it reveals a * Graduate School of Information Science, Nara Institute of Science and Technology, 8916-5 Takayama-cho, Ikoma, Nara 630-0192, Japan E-mail: kent@is.naist.jp (Received January 26, 2010) (Revised June 25, 2010) state feedback structure on an LTI system inside the dynamics of PDW. Its corresponding closed-loop expression is nothing but the Poincaré map. This important viewpoint was pointed out in [8] and the authors also tried to characterize the meaning of this feedback by a solution to a certain LQR problem.
Though it seems to be a wild guess a little bit, to our surprise, numerical solutions show close similarity between the feedback gains of PDW and LQR. However, it is concluded that they can be close but never coincide based on a proof utilizing a result of the inverse optimality [17] . Also the authors of [8] briefly discussed a relationship to the output zeroing [18] . In this paper, the same characterization issue is revisited under the objective to draw a different conclusion from the foregoing research [8] . Namely, although the internal feedback in PDW does not correspond to the solution of general LQR problem, it can be characterized as the solution of a special type problem. From this big picture, one can clearly understand the relationship between the interpretations as the optimal control and the output zeroing control, mentioned above. In addition, different behaviors of these two control methods over the critical point of stability suggest an interesting viewpoint on how the walker should do to maintain a stable periodic motion. This paper is organized as follows: In Section 2, the model of PDW introduced in [6] based on the PWA approximation is reviewed. Nonlinear dependency of the terminal condition on the instantaneous state transition is evaluated more precisely than the previous analysis. This is important for the gait bifurcation analysis in later section. Section 3 revisits the characterization issue from an optimal control viewpoint. However, this time we first take an entirely different approach, i.e., numerical feasibility test via LMI. Then, motivated by affirmative results of the numerical test, we attempt analytic characterization. A fundamental fact is shown in Section 3.2. Section 4 gives the numerical analysis of gait pattern bifurcation to examine what happens when the slope angle becomes larger than the critical value. Also the results for higher order bifurcations are illustrated for comparison. The concluding remarks are given in Section 5.
Stability Analysis of PDW with PWA Model
To begin with, we briefly summarize the previous results on stability analysis of PDW with PWA model and make a slight modification to fit into the context here.
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PWA Model with State Jump
For example, consider a compass walker on a slope as depicted in Fig. 1 . Let the point masses at the hip and the toes, the length of the leg, and the slope angle are denoted by M, m, , and γ, respectively. The angles between the stance leg and the normal vector of the slope and between two legs are denoted by θ and φ, respectively. By assuming that the mass of each link and the friction at the hip joint are negligible, the dynamics during the single support phase is given by
Following [9] , we simplify this model through the normalization (g = = 1) and extreme mass ratio assumption (m/M → 0). Further, by assuming that the angles and the angular velocities involved are small, we linearize it. With the state vector
the dynamics of the single support phase (1) is expressed aṡ
The contact condition of the swing leg against the ground is given by
with c = −2 0 1 0 .
Let τ 0 be the time when (4) is satisfied 1 and set x f = x(τ 0 ), φ f = φ(τ 0 ). The conservation of the angular momentum just 1 Implicitly, the case that the next collision never happen, such as the walker falls down, is excluded. Also as usual, "the scuffing" is ignored [2] , [4] , [9] .
before and after the collision yields the following instantaneous state transition rule 2 :
where
Let S (α) = R(α)α. Since (6) implies
its Taylor expansion around x f is given by
Thus, we use (6) for the analysis of the equilibrium point and
for the perturbation analysis. For the matrix-valued function (7), (10) is given as
Periodic Orbit and Equilibrium Point
Now we have a set of equations describing the motion of PDW as
Note that the following analysis is valid for any moving object that allows the formal description as in (12), though we derived a model for the walker in Fig. 1 as an example. Actually, the same analysis can be applied to different types of walking machine, e.g., [19] .
The existence of a period-one orbit is equivalent to that of an initial value x 0 results in
2 By this transition, the angular velocities become discontinuous.
One should note that the angles are also discontinuous in this model since the stance leg and the swing leg exchange. We can avoid the latter discontinuity by taking the angles of left and right legs as the state variables. However, in that case, we must have two dynamical equations for the single support phase in contrast to the current situation with only (1).
Since an appropriate x 0 implicitly specify an appropriate τ 0 , when a period-one orbit exists, we must have a pair (x f , τ 0 ) satisfying
For the time being, replace x f in M(τ 0 , x f ) by a parameter . Note that M(τ 0 , ·) ∈ R n×n and c ∈ R 1×n (n = 4). Then (13) is a "tall" linear equation in terms of x f and has a unique solution if and only if rankM(τ 0 , ) = n wherê
Therefore, given , one can compute τ 0 from
Also x f is obtained as a unique solution of linear equation consists of linearly independent rows of (13). This is actually what we have done in [6] . If we simply regard the two x f in the first equation of (13) as the variables, it is rather difficult to solve this set of nonlinear equations in a straightforward manner. An alternative way is to fix one of them and solve for another one.
Since R depends on only one element in x f , say φ f , starting from its initial guess becomes a one dimensional search problem and computationally tractable. Figure 2 illustrates an ex- ample of the computation of the equilibrium point for the slope angle γ = 0.009. The x-axis indicates the value of initial guess of φ f and the corresponding "next" value of φ f obtained from the solution of linear equation is plotted in a solid line. The dotted line is y = x. Thus the crossing point of these two lines gives a consistent initial value for φ f from which x f can be computed. However, note that a recursive computation fails at least in this example. If we start from an initial guess A in Fig. 2 , then it returns the value at B. The next iteration follows the path through C to D. Thus, the spiral moves away from the crossing point as the iteration goes on. Actually this "instability" in the computation has nothing to do with the stability of the equilibrium point in a dynamical sense. By computing the time response of (Σ) given in (12) , one can confirm that this equilibrium point for γ = 0.009 is stable. In reality, one should not worry about this "instability" because a dynamical simulation starting from inside the domain of attraction leads us to a stable limit cycle and hence x f . The procedure above becomes necessary in dealing with unstable equilibrium points. Since the solution during the single support phase can be given as a function of time, say y(t) = c(e At x 0 + β(t)), dynamical simulation of (12) becomes easier. When we use a general ODE solver, the precise detection of the contact timing is rather difficult since we usually "step over" it and have to go backward in time with additional efforts. In contrast, we can directly obtain the next point on the contact plane by finding zero of y(t) numerically.
Stability Analysis and Feedback Structure
Suppose that there is an initial condition x 0 corresponds to a period-one orbit and cv 0 for
The latter one is the same as the transversality condition for more general case [2] . Now x f = x(τ 0 ) satisfying x 0 = R(x f )x f is an equilibrium point on the contact plane cx = 0. A perturbation Δx added to x f at (just before) a collision results in a deviation Δx +1 from x f at the next. This is the so-called Poincaré map. Note that this perturbation also causes a deviation from the nominal period τ 0 . Then from
and the Taylor expansion of e A· , when Δx is small, one obtain
whereR is given by (10) . Since x f + Δx +1 also should be on the contact plane cx = 0, Δτ is chosen as
Substitution of (16) into (15) yields
Thus a linearized Poincaré map associated with PWA model of PDW is given by
See [6] for details. As in Fig. 2 , there exists a period-one orbit for γ = 0.009 with τ 0 = 3.768,
Corresponding linearized Poincaré map (17) 
The eigenvalues of P are 0, 0, −0.047±0.57 j. Thus, this periodone orbit is locally stable. Now the local stability of period-one orbit of PWA model of PDW is governed by the following linear autonomous dynamics:
From (15) and (16), it is rather straightforward to realize that (19) is the closed-loop expression of the following state feedback system:
In [8] , the possibility to characterize k in (22) as a solution to a certain LQR problem with the performance index
Q ≥ 0, ρ > 0 is investigated. By using a result on inverse optimality [17] , it is proved to be impossible.
Characterization of Internal Feedback
Though the internal feedback of PDW fails to be a general LQ optimal feedback, structural similarity of (22) to an LQR gain ((25) below) may be worthy to investigate. To this end, we develop a systematic way to find the weights with which the corresponding optimal feedback gain coincides with that of PDW.
Feasibility Test with Numerical Computation
Consider an LQR problem with (20) and (24) . Suppose that (Ā, v) is stabilizable and ( √ Q,Ā) is detectable. Then J is minimized by the state feedback
where X is a unique positive semi-definite (also stabilizing) solution to the Riccati equation
Temporarily forget the requirements on stabilizability/detectability and the attributes of X. By a simple comparison between the optimal gain k o (25) and k in (22) , one notice that they have a similar structure. Further, if
holds when ρ = 0, then they are identical. One can check the feasibility of this formal coincidence via LMI by using a parameterization of positive semi-definite matrices with linear constraints [20] . This technique is used to obtain pure inequality conditions without equality ones in H ∞ synthesis of descriptor systems [21] and SPR design problem [22] .
Lemma 1 Let
There exits anX ≥ 0 satisfying the following LMI
if and only if there exists a pair Q ≥ 0, X ≥ 0 satisfying
and (27) .
Proof The equation (27) has a solution X ≥ 0 if and only if
are satisfied [20] . Furthermore, by usingX ≥ 0, the general solutions are parameterized as
with
where Y † denotes the pseudo inverse satisfying
Without loss of generality, one can assume cv > 0 since the contact condition (4) is invariant for a change of the sign. Also since cv is a scalar, (31) is satisfied. Further, for a vector v and a scalar cv, their pseudo inverses are given by
Thus E and F are represented as (28) . With the parameterization (32), (30) can be written as
Hence the statement holds.
Consider the case of γ = 0.009 again. From (18) , one can computeR,Ā and v by (11) , (23) and (14), respectively. This gives the coefficient matrices in (29) . A numerical computation shows that (29) for γ = 0.009 is feasible 3 . It implies that, at least for this example, the internal feedback structure in PDW can be characterized by a solution X ≥ 0 to (26) with ρ = 0.
Analytic Characterization
Numerical results illustrated above seems to be prospective, however, are naturally followed by the questions • Does Q exist for every PDW?
• What is the meaning of obtained Q?
Motivated by these, a further investigation via inverse optimality [23] - [25] was attempted in [26] like in [8] . However, a direct characterization is possible as shown in the following theorem:
Theorem 1
The Internal feedback of PDW given by (22) is the same as the feedback gain for the cheap optimal control with Q = c T c when
is minimum phase.
Proof Let μ := cv ∈ R andX := c T c. Since
X ≥ 0 satisfies the Riccati equation (26) with Q = c T c and ρ = 0. The corresponding feedback gain
is identical to (22) . Thus the state feedback u k = −k o z k minimizes the performance index (24) with ρ = 0 when it is stabilizing, i.e., A c :=Ā − vk o is stable (see Appendix A for an easy derivation). This stabilizing requirement is implicit in the standard case with nonzero weight ρ, since positive semi-definite solution of the Riccati equation is unique and it is also stabilizing under the stabilizability and detectability conditions. However, in the case ρ = 0, positive semi-definite solution is not unique [27] . (Its stabilizing solution is known to be unique, if exists [28] .) Thus one must consider the possibility thatX ≥ 0 is not stabilizing.
Given the initial value z 0 , u 0 = −k o z 0 achieves cz 1 = 0. Thus, as mentioned in [8] , k o can be regarded as an output zeroing control for the system
It is known that the feedback system is internally stable if and only if the open-loop transfer function G o (z) is minimum phase, e.g., [18] (a concise explanation is also given in Appendix B). Thus the feedback gain (22) corresponds to that of the cheap optimal control with Q = c T c as long as G o (z) is minimum phase.
By Theorem 1, one can conclude that the relationship between the internal feedback of PDW and the cheap optimal control is not a matter of happening. The meaning of Q above is clear. Since the contact condition is given by cx(t) = 0 in continuoustime, its sampled-data counterpart is cz k = 0. By choosing Q = c T c and ρ = 0, one can expect y k = cz k to be small at any cost, hopefully zero within a finite transient time. (If it is achieved, then it is nothing but an output zeroing control as mentioned in [8] .) Thus such a characterization is reasonable for the current situation.
The fact that the Riccati equation for discrete-time cheap optimal control has a parametric solutionX = c T c may be not well-known, I suppose, but can be seen in the literature published in the middle of 80s [29] , [30] . As mentioned above, nonuniqueness of positive semi-definite solution is the most significant contrast to the standard case. (One can understand this situation since positive definiteness of the weight for the control is essential in proving the uniqueness in the standard case, e.g., [31] .) Therefore we cannot determine whether a positive semi-definite solution is also stabilizing or not even though stabilizability and detectability are provided. Actually, destabilization can happen without breaking the stabilizability and detectability assumptions. We will see a typical example of this situation in the next section. The existence condition of a stabilizing solution is also discussed in [28] .
Finally, note that being minimum phase is equivalent to that the zero dynamics is stable. Thus the requirement above is interestingly related to the notion of the Hybrid Zero Dynamics discussed in [2] , [3] , [32] .
Analysis of Bifurcation of Gait Pattern
When a period-one orbit of PDW is destabilized, a bifurcation to period-two orbit takes place. A Poincarè map based analysis of such a situation is carried out in [19] . In this section, we will observe this phenomenon in detail from a control theoretic viewpoint provided by Theorem 1. Figure 3 shows the bifurcation of the gait patterns as the slope angle increases. To draw this graph, we first compute the initial Fig. 3 Bifurcation of gait cycle. value x 0 corresponding to the initial slope angle γ by the procedure given in Subsection 2.2. Then we follow the trajectory of the hybrid dynamical system (12) by a simplified numerical method described at the end of Subsection 2.2 until a steadystate response is attained. Then slightly increase the value of γ. If the variation of γ is sufficiently small, the final state of (12) with old γ would remain inside the domain of attraction for new γ. Again we compute the trajectory until it reaches to a steady-state and repeat this process. The x and y-axis indicate the angle of the slope and the gait cycle, respectively. Around the slope angle γ 0.0208, the period-one orbit becomes unstable and the period-two orbit appears. As we increase γ, it changes into period-four, period-eight and finally end up with a chaotic behavior. The dashed line indicates the unstable equilibrium point of period-one orbit given by the one-dimensional search procedure in Subsection 2.2.
Period-One to Two
Given γ, one can compute x 0 , τ 0 and, consequently, the Poincarè map P by (17) . The spectral radius of P is plotted in Fig. 4 with the solid line. It explains the bifurcation at γ 0.0208 precisely. Figure 5 illustrates the loci of zeros of G o (z) in (35). As γ increases, two zeros moves toward the directions of the arrows in that figure. (the third one is always located at the origin.) Around γ 0.0208, one zero intersects the unit circle and this causes the closed-loop instability as predicted by Theorem 1. It can be verified that the detectability/stabilizability of (c,Ā)/(Ā, v) is unchanged when this destabilization occurs.
It is interesting to note that the cheap optimal control problem has a solution beyond the region of γ 0.0208 which makes the closed-loop system stable. The dashed line in Fig. 4 indicates the spectral radius of the corresponding closed-loop "A" matrix. However, this feedback does not coincide with that of PDW (22) anymore. For example, at γ = 0.023, the closed-loop transfer function fromũ k to y k with PDW feedback (22) is −0.62z(z + 0.17)(z + 1.24)
while the optimal feedback gain (25) gives Since the mirror image of the unstable zero appears as a nonzero pole, the dead beat property is lost. In practice, as the one-step dead beat becomes impossible, the passive walker switches its control strategy to two-step dead beat by adjusting only the periods of two successive steps. In view of Theorem 1, one could say that it is not wise to stick to the output zeroing policy when it is hard to maintain a stable period-one walking. Rather, one should find another way of stabilization by discarding the one-step dead beat property, as the cheap optimal control does. It may be related to the recent research on two-delay systems characterization of passive walking and running [33] . This viewpoint illustrates the difference of two control strategies (output zeroing control and cheap optimal control) in a clear perspective.
Period-Two and Further
As shown in [19] , we can analyze the stability of the periodtwo (and more) orbits in a similar way. Consider the period-n orbit where n = 2 m , m = 1, 2, · · ·. The existence of the nperiodic orbit is equivalent to that of a sequence of the final states on the contact plane corresponding to n-foot steps. 
For example, when n = 2 1 , the period-two counter part of (13) is given by 
Note that now 4 variables,
f , τ 1 and τ 2 , are involved in (38). Therefore, the one dimensional search technique like Fig. 2 is not effective any more and it is difficult to compute the equilibrium point solely from (38) 4 . Also the Poincaré return map is given by
. . , n. We can observe stable periodic orbit at least for n = 2, 4, 8 in Fig. 3 . First, let us consider the case n = 2. The solid line in Fig. 6 shows the spectral radius of P (2) . It explains well the situation that the period-two orbit is stable until γ 0.0252. The spectral radii for P 1 and P 2 are also plotted by the dashed and dotted lines. As mentioned earlier, due to the zero outside the unit circle, one-step output deadbeat is no longer possible for γ > 0.0208. Thus, it is impossible to make the both spectral radii less than one, however, possible as a total, P(2) = P 2 P 1 . This situation is clearly illustrated. One should note that the period-one orbit can be regarded as a special case of the periodtwo when x 0 f and x 1 f (also τ 1 and τ 2 ) happen to be the same. Thus the spectral radius of P(2) touch the stability limit when the bifurcation occurs. It is clearly illustrated in Fig. 6 , compared to the numerical result in [19] . Figure 7 shows the case for n = 4. Again, the spectral radius of P(4) is plotted by the solid line while the radii for P i 's are denoted by the different line types. Although the result of the computation is rather noisy in this case, one can see the same tendency as in the previous case. 
Conclusions
In this paper, it has been proved that the internal stabilizing mechanism of passive dynamic walking coincides with a cheap optimal control law. This result provides a missing link between our knowledge on internal feedback structure of PDW in [8] , that is, it is not a standard LQR solution while it is an output zeroing control. We have started from a numerical feasibility test via LMI to determine whether the PDW feedback gain can be a solution of a certain LQR problem. It is quite different from the approach in the previous one where analytic characterization via inverse optimality was attempted. Motivated by the prospect obtained from the numerical test, eventually we rediscovered that the cheap optimal control with the special weight c T c has a parametric solution and found that the corresponding feedback gain coincides with the PDW feedback gain.
One must note that this relationship is derived based on a PWA approximation of the walker's dynamics. Therefore there could be a criticism that actual nonlinear dynamics is not considered precisely. However, the important fact is that the nonlinear effect through (7) is kept even after the PWA approximation. The author expects that this model is grasping the essential part of the physical property of PDW since it can describe the bifurcation, a key phenomenon related to the stability of periodic orbits. Now we have two alternative interpretations of the internal feedback structure of PDW, namely, cheap optimal control and output zeroing control. While both are identical when they are connected with a stable walking, their implications become different when the phenomenon over the critical point of periodone stability is considered. Although the cheap optimal control viewpoint is not enough to explain stable period-two motions, the policy to abandon the one-step dead beat property to maintain the orbital stability, possibly under a certain performance index, may be important for further understanding related to the recent research on period-two motions, e.g., [33] from the twodelay systems viewpoint [34] . We are interested in a extension of our theory toward this direction.
