This paper presents several local search heuristics for the problem of scheduling a single machine to minimize total weighted tardiness. We introduce a new binary encoding scheme to represent solutions, together with a heuristic to decode the binary representations into actual sequences. This binary encoding scheme is compared to the usual 'natural' permutation representation for descent, simulated annealing, threshold accepting, tabu search and genetic algorithms on a large set of test problems. Computational results indicate that all of the heuristics which employ our binary encoding are very robust in that they consistently produce good quality solutions, especially when multi-start implementations are used instead of a single long run. The binary encoding is also used in a new genetic algorithm which performs very well and requires comparatively little computation time. A comparison of neighbourhood search methods which use the permutation and binary representations shows that the permutation-based methods have a higher likelihood of generating an optimal solution, but are less robust in that some poor solutions are obtained. Of the neighbourhood search methods, tabu search clearly dominates the others. Multi-start descent performs remarkably well relative to simulated annealing and threshold accepting.
Introduction
The single machine total weighted tardiness problem may be stated as follows. Each of n jobs (numbered 1, , n) is to be processed without interruption on a single machine that can handle only one job at a time. Job i (i = 1, , n) becomes available for processing at time zero, requires an integer processing time p i , has a positive weight w i and a due date di. For a given processing order of the jobs, the (earliest) completion time C i and the tardiness Ti = max{Ci -0} of job i (i = 1, , n) can be computed. The objective is to find a processing order of the jobs that minimizes ElL i wiTi .
The total weighted tardiness problem is (unary) NP-hard (Lawler [8] and Lenstra et al. [9] ). Many dynamic programming and branch and bound algorithms have been suggested in literature: Abdul-Razaq et al. [1] present a computational comparison of several of these algorithms.
Each of the available enumerative algorithms places substantial demands on computation time and/or core storage, especially when the number of jobs is more than about 50. Consequently, computer resources are not always adequate to obtain exact solutions. Therefore, the quest for good and robust heuristics is of great practical relevance.
As indicated by Potts and Van Wassenhove [13] , simple dispatching rules (EDD, SWPT, COVERT or AU) do not consistently provide good quality solutions. In recent years, much attention has been devoted to a number of local search heuristics for 'solving' combinatorial optimization problems. Neighbourhood search forms one category of local search heuristics. Starting from an arbitrary solution, these methods construct a sequence of solutions by repeatedly moving from the current solution to a solution in an appropriately defined neighbourhood. The most common method of this type is descent in which the transition from neighbour to neighbour continues until a better solution can no longer be found. The resulting solution is a local optimum. The main weakness of descent is that the local optimum may deviate significantly from the true (global) optimum. Simulated annealing, threshold accepting and tabu search are local search strategies designed to overcome this weakness. They allow neighbourhood moves which result in a deterioration of the objective function value and can therefore potentially escape from a local optimum. Genetic algorithms form another category of local search methods. By working with a population of solutions and by allowing these solutions to interact, 'children' are produced that hopefully retain the desirable characteristics of their parents. An introductory overview of these methods and some applications are given by Goldberg [7] and Pirlot [11] .
Potts and Van Wassenhove [13] propose descent and simulated annealing methods for the total weighted tardiness problem. In this paper, we present two different representations for a solution in Section 2, and define the structure of the corresponding neighbourhoods. Sections 3 and 4 describe neighbourhood search methods and a genetic algorithm, respectively. Computational results for the different methods on the test data sets of Potts and Van Wassenhove [13] are reported in Section 5. Finally, Section 6 summarizes the main conclusions.
Representations and neighbourhoods
For the development of a local search heuristic, one has to choose how to represent a solution and how this representation is to be manipulated during the search process. In this section, we present the 'natural' permutation representation, and suggest a new binary representation that incorporates some problem-specific knowledge.
Permutation representation
For the single machine total weighted tardiness problem, the natural representation of a solution is a permutation of the integers 1, .. , n, which defines the processing order of jobs. This representation is used by Potts and Van Wassenhove [13] in their descent and simulated annealing algorithms.
For this representation, the following neighbourhood is defined. Two positions u and v (1 < u < v < n) in the current sequence of jobs are selected, and a new sequence is generated by interchanging the jobs in positions u and v. The (u, v) pairs can be selected at random, or with a systematic and repeated scanning of all job positions, e.g., (u, v) = (1, 2), (1, 3) , ... , (n -1, n). This neighbourhood, which has size n(n -1)/2, is called general pairwise interchange (GPI). The adjacent pairwise interchange (API) neighbourhood is a subset of GPI containing the n -1 neighbours for which v = u + 1.
The permutation that is used as a starting solution in a neighbourhood search algorithm either can be constructed with a dispatching rule (e.g., the Apparent Urgency rule of Morton et al. [10D, or can be generated at random.
Binary representation
We assume that the jobs are renumbered in shortest weighted processing time (SWPT) order so that pi /wi < < pn lw,, , where di < di+i whenever pi /wi = (i = 1, n -1). A representation consists of a string of n binary digits, where the elements correspond to jobs 1, , n, respectively. If the element corresponding to any job i is set to 1, then i is considered to be early; otherwise, this element is 0 and job i is regarded as being late.
For this representation, we define a bit inversion neighbourhood. A neighbour is generated by inverting the element in some position i of the string (1 < i < n), i.e., an element 1 is changed to 0 and vice versa. This neighbourhood has size n.
The set of early jobs, as defined by such a bit string, cannot necessarily be scheduled so that each job is completed by its due date. In a heuristic procedure that is presented below, we attempt to construct a sequence with the actual early and late jobs matching the bit string as closely as possible.
We now describe methods to generate bit strings that can be used in the initialization of local search methods. A bit string can be constructed by a random assignment: the probability of setting a element to 1 is equal to 0.5. However, it is preferable to use the following more sophisticated approach. The number of elements set to 1 (corresponding to early jobs) is related to the average tardiness factor TF which is defined by TF = max{1 -d avg /P, 0}, where davg = diln is the average due date and P =Er ii _ i pi is the total processing time. Clearly, a relatively small value of TF arises when due dates are larger, and therefore there are more early jobs in an optimal solution. The value of p i /wi also influences the setting of the element corresponding to job i (i = 1, , n): the likelihood that job i is early in an optimal solution increases if pi /wi is small relative to the average value (E. 7.. i pi lwj )In. Thus, the probability Pi , where 0.01 < Pi < 0.99, of setting the element corresponding to job i to 1 should be larger when both TF and p i /wi are relatively small. Based on these observations, we define Pi = 1 -max{0.01,min{0.99,nTF(pi/wi)/Epilwi}}. (1) A method is needed to decode a bit string into a solution defined by a sequence of jobs. Having found such a sequence, the corresponding objective function value can be computed. Based on the values of elements in the string under consideration, we define sets of early and late jobs. Firstly, the early set is checked for feasibility and, where necessary, jobs are transferred from the early to the late set. Having obtained a feasible early set, we use a heuristic method to construct a schedule. Our heuristic first schedules the early jobs as late as possible in EDD order, and subsequently attempts to insert jobs of the late set between the early jobs. During this insertion phase, preference is given to jobs which were transferred from the early to the late set. Finally, any remaining jobs are appended to the resulting partial sequence in SWPT order. We now give precise details of our heuristic.
Decoding heuristic
Step I. Construct a list E of early jobs in EDD order and let Lo be a list of late jobs. Let E = (7(1) , , 7(ne )), where ne is the number of jobs in E. Set i = 0, j = 1 and t = 0.
Set L1 = 0 (a list of jobs transferred from the early set).
Step Compute R = 2n maxi=i,...,n{Pi/wi}/ E r iz _ i pi /wi . Set t = 0 (t denotes the completion time of the current partial sequence), and set e to be the first job in E.
Step 4. If s e t, go to Step 8. Otherwise, set i to be the first job in L and, if possible, find the first job j for which t+pi > di (the job is late) and pi lwi < Rpi /wi (the ratios pi/wi and pi lwi are relatively close). If j cannot be found, go to Step 8. If t + pj < se , go to
Step 5 (we search to find whether there is a better job than j in L to be scheduled before job e); otherwise, if t +p j > s e , go to Step 6 (we search to find whether there is a job of L that can be scheduled before job e without making it late).
Step 5. Search for the first job k that follows job j in L for which t pk > dk (the job is late), t+pk < se (the job can be scheduled before job e) and one of the two following conditions is satisfied:
(a) t + pj + pk < se (both j and k can be scheduled before job e) and Vk > Vj, where Vj = wj(t +Pj -dj) and Vk = wk (t ± Pk dk); (b) t + pi + pk > se (jobs j and k cannot both be scheduled before e) and Vkej < Vjek, where Vjek = wj (t ± piwk(t + pj +pe+pk-dk) and Vkej = wk (t ±pk -dk)+ wj(t + Pk + Pe ± pi -di). If k is found, set h = k (job 1c is scheduled next) and go to Step 7; otherwise, set h = j (job j is scheduled next) and go to Step 7.
Step 6. Search for the first job 1 that follows job j in L for which t + Pi > di (the job is late), t P1 < s e (the job can be scheduled before job e) and Viej < Veil, where Vio = wi(t+PI -CH-wi(t-I-Pi+Pe+Pi -di) and Veil = wj(t+pe±pi-di)+wi(t+pe+pi+pi-d1). If 1 is found, set h = 1 (job 1 is scheduled next) and go to Step 7; otherwise (job e is scheduled next), go to Step 8.
Step 7 Add job h to the partial sequence, delete h from L and set t = t + ph . If L = 0, then set L = Lo and Lo = 0. Go to Step 4.
Step 8. Add the early job e to the partial sequence, delete e from E, and set t = t +pe . If E is not empty, set e to be the first job in E and go to Step 4. Otherwise, add to the partial sequence in SWPT order any remaining jobs in L and Lo.
Step 9. The resulting sequence is taken as the initial solution for a descent algorithm which uses the API neighbourhood. During this search, a neighbour is accepted if it decreases the objective value, or if it leaves the value unaltered and the two interchanged jobs become sequenced in EDD order.
Example. To illustrate the mechanics of the decoding heuristic, consider the following 5-job problem. The processing times are 10, 7, 9, 5, 6; the job weights 10, 6, 5, 3, 3; Step 4, i = 1, but job 1 cannot be scheduled before job 4 to start at time zero because it would not be late. Job 3, however, is late if scheduled to start at time zero, so j = 3. In Step 5, for the candidate job k = 5, we compute the values = Vjek 65 and V tike] = 78 based on the partial sequences (3, 4, 5) and (5, 4, 3) to test condition (b). Thus, k cannot be found, so Step 7 forms the partial sequence containing job 3 and sets t = 9 and L = (1, 5) . After returning to Step 4 and setting i = 1 and j = 5, the heuristic proceeds to Step 6 to search for a job of L to be scheduled next so that it completes not later than time s 4 = 12.
Since no such job can be found, Step 8 schedules job 4 next to give the partial sequence (3, 4), sets t = 14, E = (2) and e = 2.
On returning to
Step 4, i = 1, and we choose j = 1. Since t pj = 24 > 23 = s 2 , job 1 cannot be scheduled before job 2 without making it late. In Step 6, the candidate job 1 = 5 fails because the weighted tardiness of the partial sequence (which starts at time 14) (5, 2,1) is Viej = 210 which exceeds Veil = 201 that corresponds to (2,1,5). Thus, I cannot be found, and we proceed to Step 8 where job 2 is scheduled to create the partial sequence (3, 4, 2) and E becomes empty.
Step 8 also appends the jobs of L to give the complete sequence (3,4, 2, 1, 5).
Lastly, Step 9 reduces the total weighted tardiness from 206 to 142 by interchanging jobs 2 and 1 to give the sequence (3,4,1,2,5).
Neighbourhood search methods
A neighbourhood search method requires a representation of solutions to be chosen, and an initial solution to be constructed by some heuristic rule or created randomly. A neighbour is generated by some suitable mechanism, and an acceptance rule is used to decide on whether it should replace the current solution. This process is repeated until some termination criterion is satisfied. The acceptance rule in a neighbourhood search method usually requires the comparison of objective function values for the current solution and its neighbour. If the former is larger (for a minimization problem), then we refer to the neighbour as an improving move; if the latter is larger, it is a deteriorating move; if both are the same, then it is a neutral move.
In a descent method, a series of moves from one solution to another solution in its neighbourhood is performed, where each move results in an improvement of the objective function value. When no further improvement can be found, a classical descent procedure terminates and the solution is a local optimum. However, in the total weighted tardiness problem, neighbours frequently have the same objective function value as the current solution. Therefore, it can be opportune to accept neutral moves. Our stopping criterion in descent with neutral moves is defined by fixing the number of levels 1, where a level refers to the systematic search of IN] neighbours, where N is the neighbourhood that is used and INI is its size.
The local optimum generated by a classical descent method is not necessarily a global optimum. A widely used remedy for this drawback is to perform multiple runs of the procedure starting from different initial solutions, and to select the best sequence as final solution. Such an approach is called multi-start descent.
Sections 3.1, 3.2 and 3.3 describe other neighbourhood search methods that allow the search to escape from a local optimum. These methods each have parameters, the values of which are fixed using the results of preliminary tests. Our preliminary tests are described later in Section 5 .2.
Simulated annealing
In a simulated annealing procedure, improving and neutral moves are accepted, while deteriorating moves are accepted according to a given probabilistic acceptance function. The most common form of the acceptance function is p(5) = exp(-0), where p(6) is the probability of accepting a move which results in an increase of ,5 (where 6 > 0) in the objective function value. The parameter t is known as the temperature, and its value changes at suitably chosen intervals. A review of simulated annealing is provided by Eglese [4] .
We use the implementation of Potts and Van Wassenhove [13] , where the temperature tk at each level k, for 1 < k < 1, is derived from an acceptance probability Kk. In this scheme, Kk is the probability of accepting a one percent increase in the objective function value. Thus, Kk = exp(-0.01Z/tk ), where Z is the total weighted tardiness of the best solution found thus far, from which we obtain tk = -0.01Z/lnKk . The acceptance probability decreases geometrically:
where K1 and K1 are the initial and final acceptance probabilities, respectively. We use the parameter values K1 = 0.99 and K1 = 0.001. This acceptance probability Kk is kept constant for one level during which the GPI or the bit inversion neighbourhood is systematically searched. The number of levels 1 is a parameter of the algorithm. For the permutation representation, an additional intensification device is built into our procedure. A descent algorithm, based on the API neighbourhood, is applied to find a local optimum whenever an increase of the objective function is followed immediately by a decrease.
Threshold accepting
Threshold accepting is a method similar to simulated annealing that uses a deterministic acceptance rule for solutions that cause a deterioration in the objective function value. Here, a move is accepted provided that it does not increase the objective function by more than V, where V is a threshold value. The threshold value plays a similar role to the temperature in simulated annealing. Threshold accepting is first introduced by Dueck and Scheuer [3] , who claim that it yields better results than simulated annealing.
To set the threshold values Vk, for 1 < k < 1, we use a geometric decreasing scheme:
where V1 and V1 are the initial and final threshold values, respectively. These threshold values are computed from the objective function value of the initial solution Z0 by setting V1 = viZo and V1 = vi Zo, where v1 and vi are parameters that determine the maximum increase in objective function value, relative to Zo, that can be accepted at the initial and final levels. We use the parameter values v 1 = 0.02 and vi = 0.0001. Other features of our threshold accepting algorithm, including neighbourhood structures, method of search and the intensifying device, are analogous to those for simulated annealing.
Tabu search
Tabu search is a third neighbourhood search strategy designed to allow escape from local optima. Let N be the neighbourhood, and let x, be the current solution. Tabu search executes a move from x, to x, where x is the best solution in N(x,) (or some subset of N(x,)), even if this move is deteriorating. If, as is often the case, the neighbourhood is symmetric, i.e., if x, E N(x) whenever x E N(x,), then there is a danger of cycling when, at the next step, we explore N(x). The possibility exists that x, could be the best solution in N(x), in which case the procedure would immediately reset x, to be the current solution, and thereafter oscillate between x and x,.
To avoid cycling, a tabu list is created to prohibit certain moves. After a move is executed, one (or sometimes several) of its attributes or characteristics is stored in this list, and moves which would reverse this attribute are tabu. The list is organized cyclically so that a move remains tabu only during a prespecified number of iterations. Tabu moves are never allowed unless an aspiration criterion is used, which allows the tabu status of a move to be overridden.
The main features of tabu search are described by Glover [5] . In addition to choosing a representation of solutions and a neighbourhood, a tabu search method requires the selection of one or more attributes to store on the tabu list, a specification of which moves are forbidden, and the definition of aspiration criteria. There are, in addition, optional features such as devices to diversify the search. The aim of diversification is to drive the search into unexplored regions of the solution space.
Choice of a suitable neighbourhood
For the permutation representation, the GPI neighbourhood requires a large computational investment to find the best neighbour. Our initial experiments show that it is preferable to perform more iterations with a restricted neighbourhood. One method of restricting the neighbourhood is to consider only API moves. However, under this approach, the moves are too restrictive to allow enough different regions of the solution space to be searched. As an alternative, we create a small subset containing n general interchange neighbours which are selected by generating (u, v) pairs at random. Another benefit of this smaller neighbourhood is that there is a greater likelihood of escaping from a local optimum, thereby avoiding a long sequence of moves on a flat region. On the other hand, it is possible that some good improving moves are not attempted because the corresponding neighbours do not appear in the subset. Therefore, we incorporate an intensifying step which is described in Section 3.3.2.
When the binary encoding is used, the best non-tabu move is chosen from the bit inversion neighbourhood, which is described in Section 2.2.
For both representations, if a non-tabu neighbour is found which improves the current objective function value, then the corresponding move is executed without further search of the neighbourhood of the current solution.
The tabu list and aspiration
The structure of the tabu list depends on the representation. For the permutation encoding, after each move in which jobs in positions u and v are interchanged, the job in position v of the new sequence is stored in the tabu list together with the corresponding objective function value of the new sequence. The length of this list is equal to 7 in our implementation. Any neighbour that is created by interchanging a job which appears on the tabu list is prohibited unless an aspiration criterion is satisfied. This criterion is satisfied if the objective function
For the binary representation, the tabu status is characterized by the element just inverted: this element cannot be reinverted to its original value during a number of iterations. The tabu list length depends on the problem size and is equal to n/3. Here, a simpler aspiration criterion is used: if the objective function value of a tabu neighbour is better than that for all solutions generated thus far, then its tabu status is overridden.
Intensification and diversification
According to Glover [6] , a good heuristic search strategy is to alternate between phases involving intensification and diversification. The tabu list is a short-term memory device which helps to diversify the search. However, to strengthen the inherent intensifying and diversifying components already present in tabu search, we incorporate two additional devices. Firstly, as in the simulated annealing heuristic of Potts and Van Wassenhove [13] , a descent algorithm is applied to find a local optimum whenever an increase of the objective function is followed immediately by a decrease. The descent algorithm uses the API neighbourhood. Because the tabu list is ignored during the descent procedure, the result is an intensified search to a local optimum. However, to avoid disruption to the tabu search algorithm, the search continues from the sequence that is input into the descent step, rather than from the local optimum sequence that is output.
There is no extra intensifying step under the binary representation, because the last step of our decoding heuristic performs descent with the API neighbourhood.
To motivate the use of our second device, suppose that during a number of successive iterations the best move does not change the objective function value because the two jobs which are interchanged are both early. A stronger diversifying move is then necessary to drive the search into a new region of the solution space. For the permutation representation, this is achieved by imposing some additional restrictions on the selection of (u, v) pairs. We choose the best move from three candidate (u, v) pairs, where u is randomly chosen from the first n/4 positions in the sequence and v is randomly selected from the last n/4 positions. We use this diversifying device after performing n/3 consecutive iterations with neutral moves.
We also adopt a diversifying device for the binary representation. First, a new bit string is derived from the decoded sequence from the previous iteration. Elements corresponding to early jobs in this decoded sequence are set to 1; the others are set to 0. Then, only neighbours that reset a 1 to a 0 are considered. Consequently, there is a greater likelihood that the next move is deteriorating, because one additional job will be late. We apply this diversification step after 10 consecutive neutral moves.
A genetic algorithm
Genetic algorithms, motivated by natural selection and evolution, form another category of local search methods. Key components of a genetic algorithm include a 'chromosomal' representation of solutions, a mechanism to generate an initial population, a measure of solution fitness (based on the objective function), and genetic operators that combine and alter current (parent) solutions to form new (child) solutions. An introductory account of the theory of genetic algorithms, as well as the main developments and applications, is given by Goldberg [7] .
Solution encoding
The success of a genetic algorithm relies on an appropriate representation of solutions. The permutation representation of Section 2.1 and the binary representation of Section 2.2 are obvious candidates. However, disadvantages of a 'natural' permutation representation include the diff iculty in applying the genetic operators and the possibility that child solutions do not inherit important parental features.
There have been attempts to define crossover operators for a permutation representation. For example, Goldberg [7] defines the partially mapped crossover (PMX) for the traveling salesman problem. This operator tends to maintain cities in their positions in the permutation, which is also a desirable characteristic for problems involving the sequencing of jobs. Della Croce et al. [2] use the linear order crossover (LOX) for the job shop problem. The LOX preserves, as far as possible, the relative positions between the elements and the absolute positions in the sequence. Our initial experiments with a permutation representation and these PMX and LOX operators yielded poor quality solutions. Therefore, we only present a genetic algorithm which uses the binary representation.
Initial population
In the first chromosome of our initial population, all elements are set to 1. This chromosome is required to find a quick solution to problems where all the jobs can be sequenced on time (in order of non-decreasing due dates, or EDD order). To create an initial population of size M, we randomly generate a further M -1 chromosomes, where the probability Pi of setting the element corresponding to job i (i = 1, , n) to 1 is defined by (1). We now attempt to improve the quality of our initial population. First, every chromosome is decoded using the heuristic in Section 2.2, and its total weighted tardiness is evaluated. The average total weighted tardiness Tavg for these M chromosomes is computed. Then, M/2 new chromosomes are created. In the first of these chromosomes, all elements are set to 0 (all jobs are regarded as being late), while the other M/2 -1 additional chromosomes are randomly generated using a probability Pi = 1-TF of setting each element to 1. The following procedure is used to test whether an original chromosome with the largest total weighted tardiness Tmax should be replaced by a new chromosome. The condition for replacement is that the total weighted tardiness for the new chromosome should be less than Tavg , and also less than Tmax. This test for replacement is applied for each of the M/2 new chromosomes.
The purpose of this more sophisticated initialization method is to reduce the number of populations that are generated by the genetic algorithm, thereby speeding up the procedure. By starting from a completely randomly generated population (each Pi = 0.5), it typically takes a number of generations to obtain a population that has similar characteristics to the one that is created with our initialization procedure.
Algorithm
The general structure of the genetic algorithm can be summarized as follows.
Genetic algorithm
Step 1. Create an initial population and set it as the current population. Evaluate the current population.
Step 2. Generate a new population from the current population using the genetic operators reproduction, crossover and mutation.
Step 3. Evaluate the new population. If an ageing condition is satisfied, then stop. Set the current population to be the new population. If the maximum number of generations has not been reached, return to Step 2: otherwise, stop.
The values of parameters are fixed using the results of preliminary tests, which are described later in Section 5.2. We use a population size M = n, and 1, the maximum number of generations, is set as 1 = n (although ageing may terminate the algorithm before this limit is reached).
During evaluation, the total weighted tardiness is computed for each chromosome of the population using the decoding heuristic described in Section 2.2. Let g i , , gm denote these values. Next, g i , , gm are mapped to fitness values , fm: we use fk = grna," -gk for k = 1, , M, where gmax = maxk=1,..., m{gk }. Sometimes the minimum and maximum fitness values are identical (all chromosomes have the same total weighted tardiness). In that case, the algorithm is terminated. Termination also occurs if a chromosome is found which yields a sequence with total weighted tardiness equal to zero.
The reproduction operator is an artificial version of natural selection. Chromosomes with a larger fitness value have a higher probability of survival by being placed in a mating pool, since the probability of selection is proportional to the fitness value. Instead of using raw fitness values , fm in the creation of the mating pool, they are replaced by scaled fitness values F1 , . . . , Fm . This scaling prevents premature convergence and, in the latter stages of the algorithm, avoids random walks amongst mediocre solutions. We use linear scaling, defined by
where a and b are non-negative constants. We compute a and b from two scaling relationships. The first dictates that average fitness remains unaltered by scaling, so that
The second relationship specifies that the expected number of copies of the best population member to appear in the mating pool is some given quantity C, which yields
Because of (4), there is a possibility that this scaling could produce negative fitness values. If the constants a and b that are derived from (2), (3) and (4) yield a negative minimum fitness value, then (4) is replaced by an alternative relationship which specifies that the minimum scaled fitness is zero. Thus, min {Fk } = 0.
(5) k=1,...,M Therefore, a and b are defined by (2) , (3) and (4) unless, upon substitution in (2), one or more negative scaled fitness values are obtained, in which case (2) , (3) and (5) are used to determine a and b. For our computational tests, we set C = 2.
Based on the scaled fitness values, chromosomes are selected for the mating pool using deterministic sampling. Since the selection probability of chromosome
Fk/ Ei-Ali F1 and the mating pool is of size M, the expected number of copies in the mating pool is ek F1 . First, Led copies of each chromosome k are placed in the mating = M Fk 1 ELli pool, and then the population is sorted in non-increasing order of the fractional parts ek -Led . The remainder of the chromosomes needed to fill the mating pool are drawn from the start of this sorted list.
For crossover, the chromosomes in the mating pool are mated at random in pairs. Instead of applying the usual one-or two-point crossover to the two chromosomes, we use a scheme which interchanges several small sections of the strings, where the sections are randomly selected. For example, suppose that this crossover operator interchanges sections of length two, and is applied to the two chromosomes 1011 0101 and 0010 1001. If the two sections starting at the third and sixth element are interchanged, we obtain the resulting new chromosomes 1010 0001 and 0011 1101. The number of sections to be interchanged and the lengths of the sections are parameters. The two children replace their parent chromosomes in the population. For our computational tests, we implement crossover by interchanging n/5 two-element sections.
The mutation operator prevents loss of diversity in the population by randomly altering elements in the chromosomes that are generated under crossover. The number of elements that are changed depends upon a mutation probability Pmut. The expected total number of elements to be mutated is MnPmut since each chromosome contains n elements. We invert LMnPmutj bits by repeatedly selecting a chromosome and a bit at random. The mutation probability in our computational tests is Pmut = 0.001.
We apply simple elitism to force the best chromosome found thus far to appear in the next generation. If this best chromosome does not appear, then it is introduced and a chromosome with the largest total weighted tardiness is removed.
The motivation for ageing is to avoid superfluous iterations at the end of the algorithm. When the best solution in a population is not better than that of the previous population for a number of generations, which in our implementation is n/2, then the procedure is terminated.
Computational experience

Test problems
Test problems were generated as follows. For each job i, an integer processing time pi was generated from the uniform distribution [1, 100] and an integer weight was generated from the uniform distribution [1, 10] . Problem 'hardness' is likely to depend on the relative range of due dates (RDD) and on the average tardiness factor (TF). Having computed P = Er iL i pi and selected values of RDD and TF from the set {0.2, 0.4, 0.6, 0.8, 1.0}, an integer due date di from the uniform distribution [P(1 -TF -RDD/2), P(1 -TF + RDD/2)] was generated for each job i. Five problems were generated for each of the 25 pairs of values of RDD and TF, yielding 125 problems for each value of n. Instances with n = 40, n = 50 and n = 100 were generated. We applied the branch and bound algorithm of Potts and Van Wassenhove [12] with the aim of finding an optimal solution value to each problem with n = 40 and n = 50 (for n = 100, computation times are prohibitive). With a computation time limit of 2 minutes, this method results in average computation times of 7 and 31 seconds, for n = 40 and n = 50, respectively. For n = 40, one problem remains unsolved, whereas for n = 50, this number increases to 22. For our computational tests, the local search heuristics were coded in ANSI-C and run on a HP 9000-G50 computer.
Heuristics are compared by listing the average relative percentage deviation (ARPD) of the heuristic solution value from the optimal value, the maximum relative percentage deviation (MRPD) from the optimal value, the number of times (out of 125) that an optimal solution is found (NO), and the average computation time (ACT) in seconds. (For instances where the branch and bound algorithm does not find an optimal solution, we use the best known solution value instead of the optimal value.)
Parameter selection
Much investigation on the design features and parameter settings of the different local search heuristics was undertaken in preliminary tests. In this section, we only summarize the most significant findings. The next section presents results that compare the different methods using good' parameter settings.
For simulated annealing and threshold accepting, experiments with different values for K1, K1 , v 1 and v1 show that the performance is fairly insensitive to these parameters provided that K1 is large (K1 > 0.5), v1 is not too small (0.01 < v 1 < 0.02) and K1 and v1 are very small (K1 < 0.001 and vi < 0.001).
In the tabu search method, a good characterization of the tabu status and the diversifying element are essential to achieve a good performance. The tabu list should be longer for the binary representation than for the permutation encoding, where a length of 7 is sufficient. The diversifying step should be executed more frequently for the binary encoding. Experiments with a tabu list in which its length changes dynamically indicate that there is no real advantage in using such a device.
Various implementations of a genetic algorithm using the permutation representation were tested. In most cases, the PMX and LOX crossover operators are ineffective in generating solutions that improve upon those in the initial population. Consequently, the solutions generated by such a genetic algorithm are substantially inferior to those obtained with the other local search methods. Thus, the permutation-encoded genetic algorithm is not considered further.
For our genetic algorithm with the binary representation, we have compared different reproduction schemes: roulette wheel selection, deterministic sampling and rank-based selection. The results show that, when linear scaling is applied, deterministic sampling outperforms the other two methods. Our results also indicate that the mutation probability should not be too large (possibly because our crossover operator incorporates a rather large diversifying element).
Comparative results
If R denotes the representation of solutions and S is the number of starts in a multi-start version of an algorithm, then we can adopt the following abbreviations.
AU: the Apparent Urgency rule of Morton et al. [10] SA(R, S): simulated annealing, as described in Section 3.1.
TA(R, S): threshold accepting, as described in Section 3.2.
TS(R, S): tabu search, as described in Section 3.3.
GA(R, S): the genetic algorithm, as described in Section 4.
In these abbreviations, R is replaced by P or B depending on whether the permutation or the binary representation is used.
Computational results for the two types of representation are listed in Tables 1 and 2, respectively. The column labeled with 1 in these tables, gives the number of levels for DN, SA
and TA, and the number of iterations for TS, and the maximum number of generations for GA. This number is chosen so that the different methods require roughly the same computation time, and is dependent on the number of jobs n, the neighbourhood size, and the number of different starts S. For SA, TA and TS, we give two sets of results for each of S = 1 and S = 5; the second set is obtained by doubling 1, which has the effect of running the algorithm for twice as long. However, for DN, doubling the number of levels has very little effect on the performance; therefore, we have doubled the number of different starts and give results for S = 10.
For the permutation representation, we observe from Table 1 that the simple AU rule and the single-start descent method (D(P, 1)) are not effective. There is little improvement when neutral moves are accepted (DN(P, 1)); these neutral moves are not sufficient to allow the search to escape from a local optimum. However, the multi-start versions of descent are quite good. The descent method with many restarts (D(P, 2n)) finds an optimal solution for almost all of the test problems.
For the other three neighbourhood search methods with the permutation representation, the best results are obtained with tabu search. It is the only method where the single-start version (TS(P, 1)) can compete with the multi-start descent methods. The multi-start version (TS(P, 5)) performs a little bit better than TS(P, 1). For simulated annealing and threshold accepting, it appears preferable to use multi-start with fewer levels, rather than execute one long run. Note that SA and TA exhibit some erratic behaviour as exemplified by their large MRPD values, even for multi-start versions of the algorithms. They are clearly less robust than multi-start TS.
The results in Table 2 for the binary representation are quite similar to those in Table 1 .
We again observe a very good performance for the multi-start descent methods (D(B , 2n) and DN(B, 10)). Multi-start versions are clearly necessary for all neighbourhood search methods to achieve low MRPD values. A comparison of results for the two types of representation shows that, on average, the methods that use the permutation representation produce slightly better NO values (except for DN(P, S)) than those for the binary representation. However, the multi-start methods have lower MRPD values under the binary representation.
The genetic algorithm GA(B, 1) performs quite well and uses less computation time than the other methods (except for simple descent). One reason for this quick convergence to good quality solutions is that the initial population is not completely random but uses some information about the problem. Performing more iterations (by omitting the ageing test) or enlarging the population size does not result in a significant improvement. The multi-start version GA(B, 5) improves upon the single-start version GA(B, 1): more problems are solved optimally and a lower MRPD is obtained.
Generally, it can be concluded from Table 2 that the multi-start versions of all local search methods perform very well. The differences between methods are quite small (certainly smaller than in Table 1 ). It appears, therefore, that binary encoding leads to fairly robust behaviour. The reason for this could be due to the representation, since the decoding heuristic incorporates problem-specific knowledge. Although reasonably good solutions can be obtained from each of the neighbourhood search methods under both encodings, the performance of the genetic algorithm is very poor under the permutation representation but extremely good under our new binary encoding scheme. The different local search heuristics all use some randomization: multi-start methods for their starting solutions, simulating annealing in its acceptance rule, tabu search (TS(P, S)) in its neighbour generation, and the crossover and mutation operator in the genetic algorithm. In Tables 1 and 2 , we report on the results of a single run, where the same initial seed of the random number generator is used for each method. In order to investigate the effect of this initial seed on the performance of the methods, results for five runs with different seeds were obtained. For the single-start versions, there is indeed a significant effect. As an illustration, one run of SA(B, 1) with n = 40 results in a MRPD of 77.09, while another run yields a MRPD of 0.64. The MRPD values of the multi-start versions of DN, SA and TA are also sensitive to the initial seed. However, the effect is small for multi-start TS and for the genetic algorithm (GA(B, 1) and GA(B, 5)): different runs have performance values which are quite close to those given in Tables 1 and 2 .
It is not easy to indicate which method is best. When only limited computation time is available, it is preferable to use the binary encoded genetic algorithm because of its robustness (small MRPD). When long runs are possible, multi-start tabu search with the permutation representation is a good alternative.
The different local search heuristics were also tested on the larger problems with n = 100. Results are shown in Table 3 , where ARPD, MRPD and NO now relate to the best heuristic solution value found since the branch and bound algorithm cannot deal with 100-job problems. As in Tables 1 and 2 , the number of levels or iterations / is chosen so that each method requires approximately the same computation time. Table 3 confirms our previous findings. Tabu search with the permutation representation has the best NO value, but there are a few problems for which poor quality solutions are generated (a large MRPD). Large MRPD values can be observed for all methods under the permutation representation, but these methods have better NO values than for those under the binary representation. Conversely, very good MRPD values can be observed for TS(B, 1) and TS(B, 5) but their NO values are rather disappointing. Thus, the methods that use the binary representation are robust (consistent), while permutation-based methods have a higher likelihood of finding an optimal solution. Both TS and GA perform well. For both representations, TA appears to be slightly better than SA, although the performance of both is slightly inferior to DN. A possible explanation is that DN employs 10 different starts, whereas the other two methods only have 5.
Concluding remarks
This paper compares the performance of a number of local search heuristics for the problem of scheduling a single machine to minimize total weighted tardiness. New features in the implementation of these heuristics include the binary representation and the additional diversifying element in the tabu search methods.
Extensive computational tests are used to compare the 'natural' permutation representation with binary encoding. The performance of the various methods under both representations is quite good. In order to obtain higher quality solutions, multi-start versions are preferable to single-start longer run versions. On average, the permutation-based methods have a higher likelihood of generating an optimal solution (large NO), whereas the methods that use a binary representation have smaller maximum relative percentage deviations from the optimal solution value (low MRPD).
The performance of simulated annealing and threshold accepting is comparable with that of multi-start descent, although the two former methods sometimes show a somewhat erratic behaviour. Tabu search (TS(P, S)) dominates other neighbourhood search methods. Our binary encoded genetic algorithm (GA(B, S)) generates solutions of very good quality. It is a viable alternative to other heuristic methods, especially in view of its small maximum relative deviations and modest computation times.
In conclusion, our new binary encoding scheme produces very robust results for the total weighted tardiness problem. A major contributory factor to its success is the heuristic method which decodes the binary representation of a solution into a sequence of jobs.
