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Titre : analyse et e´tude des processus markoviens de´cisionnels
Re´sume´ : nous explorons l’e´tendue du champ applicatif des processus markoviens de´cisionnels
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quelconques. Nous e´tudions la convergence de la valeur optimale approche´e vers la valeur opti-
male re´elle ainsi que sa vitesse. Nous appliquons notre me´thode a` un exemple nume´rique.
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Title : a study of Markov decision processes
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control problems where a launch calendar has a key role. The model we propose implies that
standard optimization techniques cannot be used. We then investigate two simulation-based
algorithms. They return non trivial optimal policies which can be applied in actual practice.
The second part of this work deals with the study of partially observable optimal stopping
problems. We propose an approximation method using optimal quantization for problems with
general state space. We study the convergence of the approximated optimal value towards the
real optimal value. The convergence rate is also under study. We apply our method to a numerical
example.
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Introduction
Quel itine´raire dois-je prendre pour parvenir a` ma destination ? Dois-je garer ma voiture a`
cette place ou tenter d’en trouver une plus pre`s du magasin ? Dois-je faire re´parer mon lave-
vaisselle maintenant ou attendre encore ? Quelle somme dois-je investir dans mon placement
risque´ ? Autant de questions auxquelles chacun d’entre nous a pu eˆtre confronte´. En effet, dans
notre vie quotidienne, nous devons souvent faire face a` des situations ou` plusieurs options s’offrent
a` nous, et ou` il nous incombe d’en choisir une et une seule. Nous nous retrouvons alors face au
dilemme de la  bonne  de´cision : quelles sont les options convenables, et e´ventuellement, quelle
est la meilleure d’entre elles ? La re´ponse a` cette question ne va pas de soi.
Nous nous fixons certains crite`res pour de´cider (longueur du trajet ou couˆt financier par
exemple), mais chaque de´cision ayant potentiellement des conse´quences a` court et a` long terme,
les parame`tres a` prendre en compte peuvent eˆtre tre`s nombreux. Ainsi, on peut ne pas mesurer
toute l’importance de notre choix dans l’imme´diatete´ de l’instant. L’information sur laquelle
se baser pour de´cider peut eˆtre comple`tement ou partiellement accessible, en particulier lorsque
plusieurs personnes doivent de´cider inde´pendamment les unes des autres. Choisir fait alors appel
a` notre intelligence, a` notre rationnalite´, a` notre intuition, a` notre expe´rience et finalement a`
notre personnalite´ toute entie`re. On touche du doigt l’immense complexite´ de l’e´tude du choix,
qui rele`ve tout a` la fois des sciences fondamentales, des sciences humaines, et du plus vieux des
reˆves de l’eˆtre humain, celui de connaˆıtre l’avenir.
Dans la de´marche de formaliser et de mode´liser ces situations dont l’issue de´pend d’une
de´cision humaine sont ne´es la recherche ope´rationnelle et les sciences de la de´cision. Disciplines
aux facettes multiples, ce sont dans les mathe´matiques qu’elles puisent leur source. De`s le XVIIe
sie`cle, les proble`mes de de´cision dans l’incertain occupent des mathe´maticiens comme Pascal.
Mais ce n’est qu’au de´but du XXe sie`cle qu’on commence a` e´tudier l’arche´type de ce genre de
proble`me : la gestion de stocks. Les mathe´matiques, notamment graˆce au de´veloppement des
Probabilite´s et de la The´orie des Jeux, se sont empare´es de la question et ont essaye´ d’e´laborer un
formalisme pour re´soudre le proble`me de la  bonne de´cision. Comment repre´senter l’e´volution,
e´ventuellement soumise au hasard, d’un syste`me influence´ par une de´cision exte´rieure ?
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De`s les anne´es 1950 e´merge une classe de processus stochastiques controˆle´s : les processus
markoviens de´cisionnels (MDP en abre´ge´, pour Markov Decision Processes). Il s’agit de suites de
variables ale´atoires (les e´tats du syste`me) dont la transition d’un e´tat a` un autre de´pend de l’e´tat
de de´part et d’une de´cision exte´rieure. Une quantite´, couˆt ou re´compense selon l’interpre´tation,
mesure l’optimalite´ du choix ope´re´. Des crite`res doivent alors e´valuer la qualite´ de toutes les
de´cisions prises, dont l’ensemble constitue ce qu’on appelle une strate´gie. Il existe de nombreux
types de MDP : comple`tement ou partiellement observe´s, a` temps discret ou a` temps continu,
a` horizon fini ou infini... Un grand nombre de situations d’optimisation de´cisionnelle peuvent
trouver un MDP adapte´. Ainsi, on retrouve ce formalisme mathe´matique dans de nombreux
domaines, notamment la finance, l’industrie ou la gestion. Meˆme des situations de la vie quoti-
dienne peuvent eˆtre mode´lise´es par un MDP : par exemple, sous re´serve d’une e´tude statistique
pre´alable, on peut appliquer les MDP a` la recherche d’une place dans un parking.
Naturellement, lorsqu’on utilise un tel formalisme, la question de la mode´lisation point tou-
jours. Qu’est-ce qu’un e´tat, c’est-a`-dire quelles seront les variables qui le doivent le composer ?
Seront-elles continues, discre`tes, ou meˆme boole´ennes ? Comment ces variables vont interagir
entre elles ? Comment e´crire la dynamique du syste`me ? Quel couˆt va-t-on utiliser ? Ces ques-
tions, d’une importance capitale, peuvent se trouver parmi les plus de´licates, en particulier dans
les applications issues de proble`mes re´els. Toutefois, une fois la mode´lisation choisie, la phase
d’optimisation dont elle de´pend peut e´galement se re´ve´ler ardue. Les applications des MDP
ont donne´ l’impulsion pour le de´veloppement de proce´dures d’optimisation et ont permis une
litte´rature the´orique et applique´e abondante sur le sujet. Ainsi, la re´ponse mathe´matique ap-
porte´e a` des proble`mes concrets toujours plus nombreux et plus complexes implique d’e´laborer
des mode`les de plus en plus pre´cis.
Le travail de the`se que nous allons pre´senter ici s’inscrit dans un dialogue permanent entre
industrie et mathe´matiques. Il est issu d’une e´troite collaboration avec le groupe europe´en Airbus,
pre´sent dans le secteur ae´rodynamique et spatial civil et militaire. Fonde´ en 2000 sous le nom
d’EADS (European Aeronautic Defence and Space company), ses activite´s les plus importantes
sont la construction d’avions de ligne, d’he´licopte`res et d’avions militaires. Mais le groupe est
e´galement engage´ dans les lanceurs spatiaux et les satellites artificiels.
Dans ce contexte se place le proble`me industriel qui a motive´ cette the`se. L’inte´gration de
lanceurs spatiaux ne´cessite une organisation rigoureuse de la chaˆıne de production pour parvenir
a` assurer leur qualite´, a` garantir la se´curite´ des e´quipements et a` honorer la demande des clients
a` la date pre´vue. Notamment, il faut de´cider des infrastructures a` mettre en place, de leur
position dans la chaˆıne mais aussi de leur situation ge´ographique. Il faut savoir quand effectuer
des maintenances pour ne pas perturber le calendrier e´tabli. Il faut imprimer a` la chaˆıne une
cadence de production adapte´e. Tous ces sujets sont au centre des pre´occupations d’Airbus.
Les discussions ont commence´ avec la pre´sentation d’une chaˆıne de montage, celle de´crite
dans ce travail de the`se. L’objectif d’Airbus e´tait de trouver des taux de production d’entre´e
optimaux afin que les couˆts ge´ne´re´s soient les plus bas possibles et que le calendrier soit respecte´.
En effet, il s’agissait de trouver le juste e´quilibre entre une cadence rapide qui permet d’effectuer
2
INTRODUCTION
les tirs en temps voulu mais qui engendre des composantes inutilise´es et une cadence trop lente
qui limite la formation de stocks mais qui peut ge´ne´rer des retards. Le proble`me d’optimisation a
e´te´ e´tendu a` une partie de l’architecture toujours en cours d’e´tude. En l’occurrence, la capacite´
d’un des baˆtiments de stockage n’est pas fixe´e. Donc, un travail bibliographique pre´liminaire
pour s’assurer que les MDP permettaient de remplir les objectifs demande´s a e´te´ ne´cessaire.
Toutefois, Airbus avait e´galement en vue l’industrialisation du proce´de´. Les me´thodes de
simulation et d’optimisation devaient donc eˆtre suffisamment malle´ables pour eˆtre utilisables
par des industriels et adaptables a` d’autres situations d’optimisation de´cisionnelle se´quentielle.
Une importante partie du travail a consiste´ a` interagir avec les industriels pour a` la fois fixer
le mode`le, en comprendre toutes les subtilite´s, expliciter notre de´marche et notre me´thode, et
pre´parer le terrain pour des mode`les plus pre´cis et donc plus pointus.
Le proble`me pose´ par Airbus, moteur majeur de cette the`se, est pre´texte a` l’analyse des pro-
cessus de´cisionnels markoviens. Plus pre´cise´ment, le but de notre travail est d’e´tudier deux types
d’applications des MDP. D’une part, nous nous penchons sur le proble`me industriel d’Airbus,
pour lequel nous nous proposons de de´velopper un mode`le mathe´matique et une me´thode d’opti-
misation qui rend une strate´gie optimale de cadencement de la production des sous-assemblages
sous une forme utilisable en pratique.
D’autre part, nous travaillons sur une application plus the´orique : les proble`mes d’arreˆt op-
timal. Il s’agit d’une classe de proble`mes qui consistent a` arreˆter (ou plus ge´ne´ralement effectuer
une action particulie`re) un syste`me au moment opportun de sorte a` optimiser une fonction d’uti-
lite´. La porte´e de l’arreˆt optimal est vaste, notamment en finance et dans l’industrie. Dans cette
the`se, nous en e´tudions un cas particulier : l’arreˆt optimal partiellement observe´. Pour de´cider de
la de´cision a` prendre, l’agent exte´rieur n’a acce`s qu’a` une partie seulement des informations sur
le syste`me. Les techniques de re´solution dans ce cas ne´cessitent un effort supple´mentaire par rap-
port aux me´thodes classiques. Ge´ne´ralement e´tudie´ lorsque les espaces d’e´tats sont finis, nous
nous proposons de de´velopper une me´thode d’approximation par quantification de proble`mes
d’arreˆt optimal partiellement observables lorsqu’ils sont quelconques. Nous allons l’appliquer a`
un petit exemple.
L’architecture de cette the`se est donc organise´e autour de trois grands axes. Le premier,
contenu dans la partie I, propose une revue introductive des techniques classiques d’optimisa-
tion des MDP de´veloppe´es dans la litte´rature a` partir des anne´es 1970. Le chapitre 1 reprend
le formalisme des MDP, pre´cise les notations et le vocabulaire. Il est suivi par le chapitre 2 qui
pre´sente les algorithmes et me´thodes standard d’optimisation ainsi que les re´sultats the´oriques
qui les justifient. Il y sera question de programmation dynamique, de programmation line´aire, et
de MDP partiellement observables. Le deuxie`me axe, correspondant a` la partie II, est consacre´
au travail fourni dans le cadre de la collaboration avec Airbus. Nous y e´tudions le proble`me
industriel pose´ et explique´ dans le chapitre 3. Nous discutons de sa mode´lisation, de sa simula-
tion et des difficulte´s induites dans le chapitre 4. S’ensuit le chapitre 5 qui de´crit les algorithmes
particuliers d’optimisation sur lesquels nous nous sommes focalise´s pour re´pondre au proble`me.
Nous y e´claircissons certains points concernant leur imple´mentation, notamment du point de vue
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nume´rique. Nos re´sultats d’optimisation sont repris dans le chapitre 6, dans lequel nous compa-
rons les performances des algorithmes se´lectionne´s, tentons de re´pondre au proble`me d’Airbus et
discutons une utilisation concre`te de notre solution d’optimisation dans le cadre d’un proble`me
de robustesse. Le troisie`me axe, auquel la partie III fait e´cho, concentre notre e´tude the´orique
des proble`mes d’arreˆt optimal partiellement observables ge´ne´raux. Nous commenc¸ons par une
revue de la notion de quantification dans le chapitre 7 ou` nous expliquons son principe, ou` nous
donnons les principaux re´sulats qui soutiennent cette the´orie et ou` nous de´taillons les proce´dures
usuelles. Dans le chapitre 8, nous utilisons la quantification pour de´velopper une me´thode d’ap-
proximation de proble`mes d’arreˆt optimal partiellement observables. Tre`s de´taille´, ce chapitre
expose les principaux re´sultats obtenus. Enfin, nous reprendrons les principales ide´es contenues
dans cette the`se dans une conclusion ge´ne´rale. Nous y donnerons e´galement quelques pistes pour
un travail ulte´rieur.
4
Premie`re partie
Processus markoviens de´cisionnels a`
temps discret
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Les processus markoviens de´cisionnels sont une classe de processus stochastiques controˆle´s
qui mode´lisent des situations de prise de de´cision se´quentielle dans l’incertain. Ils sont ne´s dans le
giron de la recherche ope´rationnelle dans les anne´es 1950. Leur e´tude a connu un essor formidable
a` partir des anne´es 1970 et a produit une litte´rature abondante a` la fois the´orique et applique´e.
Au fil des anne´es, ils ont prouve´ leur utilite´ dans des domaines tre`s varie´s, comme la finance,
l’inge´ne´rie, l’e´cologie, la gestion de ressources mate´rielles ou humaines par exemple. Leurs ap-
plications ont conduit a` des progre`s notables sur ce formalisme. A` ses de´buts, la recherche sur
les MDP e´tait concentre´e sur des mode`les ou`
— soit l’espace des e´tats est fini ou de´nombrable,
— soit la fonction de couˆt est borne´e,
— soit l’ensemble des de´cisions est compact.
L’e´volution de la puissance de calcul a permis re´cemment d’avancer sur l’e´tude de cas ge´ne´raux et
sur la cre´ation de nouveaux mode`les, comme les processus markoviens de´cisionnels partiellement
observables (POMDP en abre´ge´, pour Partially Observable Markov Decision Processes) qui
concernent des situations ou` un controˆleur n’a pas acce`s a` toutes les informations sur l’e´tat
courant du syste`me e´tudie´.
Dans ce chapitre, nous proposons de reprendre la base du formalisme des MDP et des
POMDP dans le cas ge´ne´ral en se basant sur [HLL96, HLL99] et [BR11]. Sommairement,
conside´rant un processus, les MDP mode´lisent une suite d’e´tats dont la transition de l’un a`
l’autre est ale´atoire et de´pend de deux e´le´ments : l’e´tat de de´part et la de´cision prise par un
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agent exte´rieur. Ces deux e´le´ments ge´ne`rent un couˆt, appele´ couˆt par transition. Au cours de
l’e´volution du syste`me, l’agent suit ce qu’on appelle une strate´gie, c’est-a`-dire une re`gle qui
donne l’action a` faire selon l’e´tat dans lequel le syste`me se trouve. Les proble`mes associe´s aux
MDP consistent alors a` trouver la meilleure strate´gie, c’est-a`-dire celle qui minimise le couˆt en
moyenne. Il existe diffe´rents crite`res de couˆt, qui correspondent a` diffe´rents types de proble`me.
Nous exposons ici les deux plus courants.
Dans un premier temps, nous suivrons le cadre de´veloppe´ dans [HLL96]. La section 1.1
regroupe toutes les notions ne´cessaires a` la de´finition d’un MDP. La section 1.2 pre´cise la notion
de strate´gie et la met en lien avec la proprie´te´ markovienne du processus. Puis nous de´crirons
les crite`res de couˆts usuels dans la section 1.3. La dernie`re section, dont le contenu reprendra le
cheminement de [BR11], de´veloppe le formalisme des POMDP.
1.1 Mode`les markoviens de´cisionnels
1.1.1 De´finitions pre´liminaires
Dans le cas ge´ne´ral, l’espace des e´tats ne doit pas eˆtre tout a` fait quelconque. En l’occurrence,
il doit appartenir a` la classe des espaces de Borel dont nous donnons la de´finition.
De´finition 1.1.1.1. On appelle espace de Borel un bore´lien d’un espace me´trique complet et
se´parable.
E´tant donne´ un espace de Borel X, on notera B(X) la tribu bore´lienne associe´e. Par la suite,
lorsque l’on parlera d’ensembles ou de fonctions mesurables, on sous-entendra  mesurables par
rapport a` la tribu bore´lienne .
La notion suivante de noyau stochastique est centrale dans le formalisme des MDP. On la
retrouvera souvent, notamment pour la loi de transition.
De´finition 1.1.1.2. Soient X et Y deux espaces de Borel. Un noyau stochastique sur X sachant
Y est une fonction Q(· | ·) telle que :
— pour tout y ∈ Y fixe´, B 7→ Q(B | y) est une mesure de probabilite´ sur X ;
— pour tout B ∈ B(X) fixe´, y 7→ Q(B | y) est une fonction mesurable sur Y .
L’ensemble des noyaux stochastiques sur X sachant Y est note´ P(X | Y ).
Maintenant que nous avons de´fini ces deux objets, nous pouvons expliquer ce qu’est un
mode`le markovien de´cisionnel.
1.1.2 Mode`les et processus markoviens de´cisionnels.
Introduisons la de´finition essentielle pour notre propos.
De´finition 1.1.2.1. Un mode`le markovien de´cisionnel est la donne´e d’un sextuplet
(X,A, {A(x) | x ∈ X} , Q, c, ν)
comprenant :
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— un espace de Borel X appele´ espace d’e´tats ;
— un espace de Borel A appele´ espace d’actions ;
— un ensemble {A(x) | x ∈ X} de sous-ensembles mesurables non vides de A, ou` A(x) est
l’ensemble des actions re´alisables lorsque le syste`me est dans l’e´tat x ∈ X, tel que K =
{(x, a) | x ∈ X, a ∈ A(x)} soit un sous-ensemble mesurable de X× A ;
— un noyau stochastique Q sur X sachant K appele´ loi de transition ;
— une fonction mesurable c : K→ R appele´e fonction de couˆt par transition ;
— une loi de probabilite´ initiale ν sur X.
Remarque. A` la place d’une fonction de couˆt, on peut tout a` fait conside´rer une fonction de
re´compense. La the´orie qui en de´coule est presque la meˆme : la seule diffe´rence re´side dans le
fait que nous calculerons alors des maxima plutoˆt que des minima. Nous aurons l’occasion, dans
les chapitres qui suivent, de traiter des exemples de l’une ou l’autre situation.
Ce formalisme correspond donc a` celui d’un processus stochastique controˆle´, c’est-a`-dire que
la transition de´pend a` la fois de l’e´tat et de la de´cision prise. La figure 1.1 sche´matise ce qui se
passe lors d’une transition.
xk e´tat au
temps k
ak de´cision
au temps k
Couˆt
c(xk, ak)
Loi de
transition
Q(· | xk, ak)
xk+1 e´tat au
temps k + 1
Figure 1.1 – Principe d’un processus markovien de´cisionnel
Dans la suite, nous nous donnons un mode`le de´cisionnel markovien
(X,A, {A(x) | x ∈ X} , Q, c, ν).
Afin de s’assurer que les notions que l’on s’appreˆte a` aborder soient bien de´finies, on fait
l’hypothe`se suivante.
Hypothe`se(s). Il existe une fonction f : X→ A telle que f(x) ∈ A(x) pour tout x ∈ X.
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Maintenant, pour tout k ∈ N, on de´finit l’ensemble Hk des histoires admissibles jusqu’au
temps k par {
H0 = X
Hk = Kk × X
. (1.1)
Un e´le´ment hk de Hk est appele´ k-histoire admissible et s’e´crit hk = (x0, a0, . . . , xk−1, ak−1, xk)
ou` pour tout 0 ≤ l ≤ k − 1, (xl, al) ∈ K.
L’optimisation de´cisionnelle va porter sur ce qu’on appelle les strate´gies. Il en existe diffe´rentes
sortes, que nous distinguerons dans la section suivante. La de´finition que nous donnons ici est
la plus ge´ne´rale.
De´finition 1.1.2.2. Une strate´gie est une suite pi = (pik)k∈N de noyaux stochastiques sur A
sachant Hk tels que pik(A(xk) | hk) = 1 pour tout hk = (x0, a0, . . . , xk) ∈ Hk, pour tout k dans
N. L’ensemble de toutes les strate´gies est note´ Π.
Intuitivement, une strate´gie peut se voir comme une suite (ak) de variables ale´atoires a`
valeurs dans A (c’est-a`-dire d’actions) telle que, pour toute histoire hk, la loi de ak est la mesure
de probabilite´ pik(· | hk) concentre´e sur A(xk).
Construction canonique des MDP
Jusqu’a` pre´sent, nous n’avons e´voque´ que le cadre des mode`les markoviens de´cisionnels. Or, le
calcul du couˆt (ou de la re´compense) ne´cessite naturellement de connaˆıtre la succession des e´tats
dans lequel le syste`me s’est trouve´. Il faut alors de´finir convenablement un processus ale´atoire
sous-jacent au mode`le. Une construction dite canonique est donne´e ici.
On note Ω = (X × A)N l’ensemble dont les e´le´ments sont les suites ω = (x0, a0, x1, a1, . . .),
avec xk ∈ X et ak ∈ A pour tout k (remarquons que Ω contient l’ensemble KN des histoires
admissibles). On note F la tribu produit associe´e. On de´finit deux suites de variables ale´atoires
(Xk) et (Ak) sur Ω de la manie`re suivante : pour tout ω ∈ Ω et tout k ∈ N, on pose
Xk(ω) = xk et Ak(ω) = ak. (1.2)
Nous avons de´fini des variables ale´atoires sur un espace mesurable, mais il reste a` choisir une
mesure de probabilite´ qui respecte le principe de la transition du MDP. La construction d’une
telle mesure sur (Ω,F) s’appuie sur la donne´e d’une strate´gie pi et de la distribution initiale ν.
Le the´ore`me de Ionescu-Tulcea (cf [HLL96], annexe C, the´ore`me C.10) assure alors l’existence
d’une unique probabilite´ Ppiν sur (Ω,F) telle que, pour tous B ∈ B(X) et C ∈ B(A),
Ppiν {X0 ∈ B} = ν(B), (1.3)
Ppiν {Ak ∈ C | X0, A0, . . . , Xk} = pit(C | X0, A0, . . . , Xk), (1.4)
Ppiν {Xk+1 ∈ B | X0, A0, . . . , Xk, Ak} = Q(B | Xk, Ak). (1.5)
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Dans la suite, on notera Epiν l’espe´rance associe´e a` Ppiν . Formellement, la de´finition d’un MDP
est donc la suivante.
De´finition 1.1.2.3. Un processus markovien de´cisionnel a` temps discret est le processus sto-
chastique (Xk)k≥0 de´fini sur l’espace probabilise´ (Ω,F ,Ppiν ).
Remarques.
— Le MDP (Xk) ainsi de´fini de´pend fortement de la strate´gie et de la mesure de probabilite´
initiale choisies.
— L’e´quation (1.5) ressemble a` une condition de Markov. En revanche, (Xk) n’est pas, en
ge´ne´ral, un processus de Markov au sens usuel. En effet, la transition ne de´pend pas que
de l’e´tat de de´part, elle de´pend aussi de l’action. Cependant, dans la section suivante, on
e´tudiera une condition sur la strate´gie pi pour que (Xk) soit un processus de Markov.
— Le mode`le M tel qu’on l’a de´fini est stationnaire, c’est-a`-dire que ses composantes ne
de´pendent pas du temps. Il est possible de de´finir des mode`les non-stationnaires. Mais au
prix d’un changement d’espace d’e´tats, on peut se ramener au cas stationnaire.
Un exemple de MDP
On conside`re une population de poissons dont la peˆche est ouverte toute l’anne´e. Toute-
fois, elle est limite´e a` une certaine proportion de la population totale de poissons. On souhaite
mode´liser l’e´volution de cette population.
Les MDP sont adapte´s a` un tel proble`me dans la mesure ou` une composante de de´cision va
intervenir : le volume de poissons a` laisser pour la reproduction. On suppose que la croissance
de la population de poissons suit le mode`le de Ricker (cf. e´quation (1.6)).
La peˆche intervenant toute l’anne´e, on peut prendre un pas de temps d’une saison par
exemple. Chaque e´tat x repre´sente la variable d’inte´reˆt, qui est ici la population de poissons.
Donc l’espace d’e´tats X sera l’ensemble des tailles de population possibles, donc X = R+.
La de´cision intervient au niveau du volume de poissons que l’on souhaite laisser pour se
reproduire. L’espace d’actions sera donc A = R+. Le mode`le de Ricker est donne´ par la relation
suivante :
xk+1 = θ1ak exp(−θ2ak + ξk), (1.6)
ou` θ1 et θ2 sont des constantes connues et (ξk) est une suite de variables ale´atoires inde´pendantes
et identiquement distribue´es a` valeurs re´elles dont la loi commune est connue.
Pour autant, il est e´vident que le nombre de poissons restant apre`s la peˆche ne peut exce´der
la population totale de de´part. Donc pour tout e´tat x, les actions re´alisables a` l’e´tat x forment
l’intervalle A(x) = [0;x].
L’e´volution de la population de poissons est donne´e par une relation de la forme xk+1 =
F (xk, ak, ξk). Si on appelle µ la loi commune des ξk, la loi de transition Q est donne´e, pour tout
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B ∈ B(X), x ∈ X et a ∈ A, par
Q(B | x, a) = µ({y ∈ R | θ1a exp(−θ2a+ y) ∈ B})
=
∫
R
1B(θ1a exp(−θ2a+ y))µ(dy).
La fonction de couˆt de´pend du point de vue que l’on adopte sur la situation que l’on mode´lise.
Par exemple, si on se place dans le roˆle du peˆcheur, on peut conside´rer une fonction de re´compense
r(x, a) = x− a. Cette fonction peut eˆtre vue comme un  couˆt  pour un de´fenseur de la cause
animale. Il s’agit de la meˆme fonction, mais qui a une interpre´tation diffe´rente.
Enfin, la loi initiale du processus peut eˆtre une masse de Dirac en la population initiale x0
de poissons. On a donc un mode`le markovien de´cisionnel (R+,R+, {[0;x] | x ∈ R+} , Q, r, δx0)
pour cette situation.
La mode´lisation d’un proble`me sous forme de MDP peut eˆtre tre`s simple comme dans cet
exemple. Toutefois, nous allons voir dans les chapitres qui vont suivre qu’elle peut se re´ve´ler fort
complexe.
1.2 Strate´gies et proprie´te´ de Markov
Parmi les strate´gies de Π, nous pouvons distinguer des sous-ensembles de strate´gies remar-
quables. Pour ce faire, introduisons une de´finition pre´liminaire.
De´finition 1.2.0.1. On de´finit l’ensemble Φ = {ϕ ∈ P(A | X) | ϕ(A(x) | x) = 1, ∀x ∈ X}. On
de´finit e´galement F = {f : X→ A mesurable | f(x) ∈ A(x), ∀x ∈ X}. Les fonctions de F sont
appele´es se´lecteurs de la fonction x 7→ A(x).
Il est possible d’identifier une fonction f de F a` un noyau stochastique ϕ de Φ au moyen de
l’e´galite´ ϕ(C | x) = 1C(f(x)) pour tout x ∈ X et tout C ∈ B(A). On peut alors voir F comme
un sous-ensemble de Φ.
De´finition 1.2.0.2. Une strate´gie pi = (pik)k≥0 est dite :
— markovienne ale´atoire s’il existe une suite (ϕk) d’e´le´ments de Φ telle que
pik(· | hk) = ϕk(· | xk) pour tout hk ∈ Hk. (1.7)
L’ensemble des telles strate´gies est note´ ΠMA.
— stationnaire ale´atoire s’il existe ϕ ∈ Φ tel que
pik(· | hk) = ϕ(· | xk) pour tout hk ∈ Hk. (1.8)
L’ensemble des telles strate´gies est note´ ΠSA.
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— de´terministe s’il existe une suite (gk) de fonctions mesurables gk : Hk → A telle que, pour
tout hk dans Hk, gk(hk) ∈ A(xk) et
pik(C | hk) = 1C(gk(hk)) pour tout C ∈ B(A). (1.9)
L’ensemble des telles strate´gies est note´ ΠD.
— de´terministe markovienne s’il existe une suite (fk) de se´lecteurs telle que
pik(C | hk) = 1C(fk(xk)) pour tout C ∈ B(A). (1.10)
L’ensemble des telles strate´gies est note´ ΠDM .
— de´terministe stationnaire s’il existe un se´lecteur f tel que
pik(C | hk) = 1C(f(xk)) pour tout C ∈ B(A). (1.11)
L’ensemble des telles strate´gies est note´ ΠDS .
Remarque. On a clairement les inclusions ΠSA ⊂ ΠMA ⊂ Π et ΠDS ⊂ ΠDM ⊂ ΠD ⊂ Π. Le
fait que F ⊂ Φ implique que ΠDS ⊂ ΠSA. Cela veut donc dire que l’hypothe`se selon laquelle F
est non vide est suffisante pour que tous les ensembles de strate´gies de´finis pre´ce´demment (Π y
compris) soient non vides.
Notations : on de´finit pour tout x ∈ X
Q(· | x, ϕ) =
∫
A
Q(· | x, a)ϕ(da | x).
En particulier pour f ∈ F, on note Q(B | x, f) = Q(B | x, f(x)) et c(x, f) = c(x, f(x)). Par abus
de notation, on confondra parfois une strate´gie de´terministe avec le(s) se´lecteur(s) associe´(s). De
meˆme on confondra une strate´gie ale´atoire avec le(s) noyau(x) de Φ associe´s.
La proprie´te´ de Markov
De´finition 1.2.0.3. Soit X un espace de Borel. On se donne une suite (Rk)k≥0 de noyaux
stochastiques de P(X | X) et (Zk)k≥0 un processus a` valeurs dans X sur un espace de probabilite´
(Ξ,G,P). On dit que (Zk) est un processus de Markov inhomoge`ne de noyaux de transition (Rk)
si pour tout B ∈ B(X) et pour tout k,
P {Zk+1 ∈ B | Z0, . . . , Zk} = P {Zk+1 ∈ B | Zk} = Rk(B | Zk). (1.12)
Si tous les noyaux Rk sont e´gaux a` un noyau stochastique R (c’est-a`-dire que les Rk ne de´pendent
pas de k), alors on dit que (Zk) est un processus de Markov homoge`ne.
La premie`re e´galite´ dans (1.12) est appele´e proprie´te´ de Markov. On e´nonce maintenant la
proposition suivante qui donne une condition pour qu’un MDP soit un processus de Markov.
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Proposition 1.2.0.4. Soit ν une loi initiale de probabilite´. Si pi = (ϕk)k≥0 ∈ ΠMA, alors
(Xk)k≥0 construit de manie`re canonique est un processus de Markov inhomoge`ne de noyaux de
transition (Q(. | ., ϕk))k≥0, c’est-a`-dire que pour tout B ∈ B(X) et pour tout k,
Ppiν {Xk+1 ∈ B | (X0, . . . , Xk) = (x0, . . . , xk)} = Ppiν {Xk+1 ∈ B | Xk = xk}
= Q(B | xk, ϕk). (1.13)
Si pi = (fk) est une strate´gie de´terministe markovienne, alors les e´galite´s pre´ce´dentes sont
valables pour les noyaux Q(· | ·, fk).
De plus, si pi est une strate´gie stationnaire, alors (Xk) est un processus de Markov homoge`ne.
1.3 Crite`res de couˆt
Les proble`mes lie´s au formalisme des MDP sont des questions d’optimisation. En effet, ils
mode´lisent des situations ou` on a besoin de connaˆıtre la meilleure action a` choisir et donc, par
extension, de connaˆıtre la meilleure strate´gie. Toutefois, le caracte`re ale´atoire des proble`mes
conside´re´s suppose de devoir optimiser un comportement moyen du processus. Alors, comment
juger de la qualite´ d’une strate´gie ? L’utilisation d’un couˆt par transition permet de quanti-
fier  localement  l’optimalite´ d’une action. Mais cette dernie`re ayant potentiellement des
conse´quences sur le long terme, une de´cision qui est bonne a` un certain instant peut, dans
le futur, amener le processus dans des e´tats tre`s couˆteux. De`s lors, on ne va pas chercher a`
optimiser le couˆt par transition, mais des crite`res de couˆt, c’est-a`-dire des quantite´s qui utilisent
naturellement le couˆt par transition mais qui prennent en compte les conse´quences e´ventuelles
d’une de´cision. Ces crite`res de couˆt seront des fonctions de la strate´gie adopte´e pi ∈ Π et de la
loi initiale du processus ν ∈ P(X). Le proble`me d’optimisation associe´ a` un crite`re consiste a` le
minimiser (ou a` le maximiser) sur l’ensemble des strate´gies pi ∈ Π.
Il existe un certain nombre de crite`res e´tudie´s dans la litte´rature (cf. [HLL96]). Le choix de
l’un ou de l’autre proce`de a` la fois de la ge´ome´trie du proble`me et de l’interpre´tation que l’on a
du couˆt. Dans les applications les plus courantes, on retrouve souvent les deux meˆmes crite`res,
que nous nous proposons de pre´senter ici.
1.3.1 Le crite`re a` horizon fini
Soit un entier N ∈ N. Le crite`re a` horizon N fini est la quantite´
V (pi, ν) = Epiν
[
N−1∑
k=0
c(Xk, Ak) + h(XN )
]
, (1.14)
ou` h : X → R est une fonction mesurable. Elle repre´sente un couˆt terminal qui de´pend unique-
ment de l’e´tat final du syste`me.
Ce crite`re est intuitivement la somme des couˆts par transition obtenus lors du processus
jusqu’a` un instant fini et de´terministe appele´ horizon, a` laquelle on ajoute un couˆt terminal. Il
est utilise´ tout naturellement dans les proble`mes ou` le processus ale´atoire conside´re´ a une dure´e
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finie fixe. On le retrouve notamment en finance, ou` l’horizon repre´sente la maturite´. L’application
industrielle que nous allons e´tudier demandera par ailleurs d’optimiser un crite`re a` horizon fini.
Remarque. Dans le cas d’un processus a` horizon fini, le couˆt terminal h peut parfois eˆtre inclus
dans le mode`le markovien de´cisionnel associe´, comme nous le ferons dans le chapitre 8.
1.3.2 Le crite`re ponde´re´
Soit un re´el α ∈]0; 1[. Le crite`re α-ponde´re´ est la quantite´
Vα(pi, ν) = Epiν
[ ∞∑
k=0
αkc(Xk, Ak)
]
. (1.15)
C’est un crite`re a` horizon infini dans lequel chaque couˆt par transition est ponde´re´. Dans la
the´orie, ce facteur α sert a` assurer la convergence de la se´rie sous certaines hypothe`ses. En
revanche, selon les proble`mes, il peut avoir une interpre´tation concre`te (taux d’actualisation en
finance, par exemple). Ce crite`re est notamment associe´ a` des processus dont on ne connaˆıt pas a
priori la dure´e. Les proble`mes de gestion d’inventaire ou de maintenance en font un large usage.
1.4 Processus markoviens de´cisionnels partiellement observables
Dans un certain nombre de proble`mes, une partie des informations sur l’e´tat courant du
syste`me peut ne pas eˆtre accessible au controˆleur. Ces informations non observables ne peuvent
naturellement pas intervenir dans la prise de de´cision. Pourtant, c’est de l’e´tat en entier (et de
la de´cision) que de´pend la transition vers l’e´tat suivant, et e´ventuellement le couˆt par transition.
On parle alors de proble`mes partiellement observables. De nombreux domaines comportent des
exemples de tels proble`mes : la finance, ou` certains parame`tres du marche´ sont inconnus, ou bien
l’inge´nierie. Le formalisme des MDP que l’on a explique´ pre´ce´dement devient inadapte´. Ici, nous
allons nous attacher a` de´crire brie`vement le formalisme des POMDP en suivant [BR11]. Il reste
similaire a` celui des MDP, mais le principal point a` e´claircir est le fait que la de´cision ne de´pend
que d’une partie de l’e´tat. Notons que nous n’allons envisager que des processus partiellement
observables en horizon fini, ce que le formalisme des POMDP sous-entend.
De´finition 1.4.0.1. Un mode`le markovien de´cisionnel partiellement observable est la donne´e
d’un septuplet (X× Y,A, {A(y) | y ∈ Y} , Q, c, h, ν) comprenant :
— un espace d’e´tats X×Y ou` X et Y sont des espaces de Borel, avec X l’espace des e´tats non
observables et Y l’espace des e´tats observables ;
— un espace de Borel A qui est l’espace des actions ;
— un ensemble {A(y) | y ∈ Y} de sous-ensembles mesurables non vides de A, ou` A(y) est
l’ensemble des actions re´alisables lorsque le syste`me est dans l’e´tat (x, y) ∈ X × Y (il ne
de´pend donc que de la composante observable), tel que K′ = {(y, a) | y ∈ Y, a ∈ A(y)}
contienne le graphe d’une fonction mesurable de Y dans A ;
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— un noyau stochastique Q sur X× Y sachant X×K′ appele´ loi de transition ;
— une fonction mesurable c : X×K′ → R appele´e fonction de couˆt par transition ;
— une fonction mesurable h : X× Y→ R appele´e couˆt terminal ;
— une loi de probabilite´ initiale ν sur X.
Dans toute la suite du chapitre, on conside´rera un entier N ∈ N qui sera l’horizon du
processus. Comme le montre la de´finition du mode`le, la transition de´pend a` la fois de tout
l’e´tat et de la de´cision. En revanche, les actions ne peuvent se de´cider qu’en se basant sur la
composante observable. La figure 1.2 sche´matise la transition d’un POMDP.
xk e´tat non
observable au
temps k
yk e´tat
observable
au temps k
ak de´cision
au temps k
Couˆt
c(xk, yk, ak)
Loi de transition
Q(· | xk, yk, ak)
xk+1 e´tat non
observable au
temps k + 1
yk+1 e´tat
observable au
temps k + 1
Figure 1.2 – Principe d’un processus markovien de´cisionnel partiellement observable
Dans la suite, on se donne un mode`le markovien de´cisionnel partiellement observable
(X× Y,A, {A(y) | y ∈ Y} , Q, c, h, ν).
On de´finit pour tout 0 ≤ k ≤ N l’ensemble des histoires observables jusqu’au temps k par
re´currence par {
Ho0 = Y
Hok = H
o
k−1 × A× Y
. (1.16)
Un e´le´ment de Hok est appele´ histoire observable au rang k.
On peut a` pre´sent de´finir ce qu’est une strate´gie pour ce type de processus. Pour faire un
paralle`le avec le formalisme des MDP, remarquons que l’on va de´finir des strate´gies de´terministes.
De´finition 1.4.0.2. (a) On appelle re`gle de de´cision Ho-de´pendante au rang k toute fonction
fk mesurable de H
o
k dans A.
(b) On appelle strate´gie Ho-de´pendante une suite pi = (f0, . . . , fN−1) ou` pour k ∈ J0;N − 1K,
chaque fk est une re`gle de de´cision H
o-de´pendante au rang k.
L’ensemble des strate´gies Ho-de´pendantes est note´ Πo.
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Soient pi = (f0, . . . , fN−1) ∈ Πo, y ∈ Y un e´tat observable initial et Ω′ = (X × Y)N+1. Pour
tout e´le´ment ω = (x0, y0, . . . , xN , yN ) ∈ Ω′, on de´finit les variables ale´atoires
Xk(ω) = xk et Yk(ω) = yk (1.17)
pour tout k ∈ J0;NK. La suite des actions successives choisies selon la strate´gie pi est de´finie par
re´currence par {
A0 = f0(Y0)
Ak = fk(Y0, A0, . . . , Yk−1, Ak−1, Yk) pour tout 1 ≤ k ≤ N − 1.
(1.18)
Soit y ∈ Y un e´tat observable initial. Le the´ore`me de Ionescu-Tulcea donne l’existence d’une
unique mesure de probabilite´ Ppiy sur (Ω′,G), G e´tant la tribu produit associe´e a` Ω′, qui ve´rifie
les e´galite´s suivantes pour tous B ∈ B(X), C ∈ B(Y), D ∈ B(A) et hk ∈ Hok :
Ppiy {(X0, Y0) ∈ B × C} = ν(B)δy(C), (1.19)
Ppiy {Ak ∈ D | (Y0, A0, . . . , Yk−1, Ak−1, Yk) = hk} = δfk(hk)(D), (1.20)
Ppiy {(Xk+1, Yk+1) ∈ B × C | X0, Y0, A0, . . . , Xk, Yk, Ak} = Q(B × C | Xk, Yk, Ak). (1.21)
Soit e´galement une mesure de probabilite´ Ppix,y sur X× Y telle que
Ppiy (·) =
∫
X
Ppix,y(·)ν(dx). (1.22)
On notera Epix,y l’espe´rance associe´e a` Ppix,y. On de´finit de`s lors ce qu’est un POMDP.
De´finition 1.4.0.3. Un processus markovien de´cisionnel partiellement observable a` temps dis-
cret est le processus stochastique (Xk, Yk)0≤k≤N de´fini sur l’espace probabilise´ (Ω′,G,Ppiy ).
Le crite`re a` horizon fini N est donc de´fini de la manie`re suivante : pour une strate´gie pi ∈ Πo
et y ∈ Y un e´tat initial, on pose
V po(pi, y) =
∫
X
Epix,y
[
N−1∑
k=0
c(Xk, Yk, Ak) + h(XN , YN )
]
ν(dx). (1.23)
Le proble`me d’optimisation associe´ a` ce crite`re consiste a` minimiser la quantite´ V po(y, pi) sur
l’ensemble des strate´gies pi ∈ Πo.
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Avec l’utilisation du formalisme des MDP ou des POMDP de´crite au chapitre 1 vient la
question de l’optimisation d’un crite`re de couˆt. Il va s’agir de calculer 1 la fonction valeur optimale
du crite`re a` horizon fini
x 7→ V ∗(x) = inf
pi∈Π
V (pi, δx)
ou du crite`re α-ponde´re´
x 7→ V ∗α (x) = inf
pi∈Π
Vα(pi, δx)
et de trouver une strate´gie pi∗ qui re´alise la borne infe´rieure (ou supe´rieure). De`s 1970, des
me´thodes d’optimisation ont e´te´ de´veloppe´es en se basant sur des concepts tels que la pro-
grammation dynamique ([How60, Ber87]) ou la programmation line´aire ([Dan98, Mur09]). Ces
travaux ont donne´ lieu a` l’e´laboration d’algorithmes classiques tre`s utilise´s dans les applications.
Dans ce chapitre, nous proposons une bre`ve revue de ces techniques standard d’optimisation
jalonne´e de re´fe´rences vers des exemples d’utilisation. Il nous a paru inte´ressant de non seule-
ment de´crire les algorithmes et les me´thodes, mais aussi de reprendre un petit bagage the´orique
pour justifier leur provenance. Afin de ne pas alourdir notre propos, nous n’allons pas donner
les de´monstrations des re´sultats e´nonce´s ici. Ces dernie`res peuvent eˆtre trouve´es dans la biblio-
graphie associe´e. Les the´ore`mes sont essentiellement issus de [HLL96], de [HLL99] et de [BR11]
(pour la partie sur les POMDP).
La partie 2.1 traite de la programmation dynamique, qui donne lieu a` un ou deux algo-
rithmes selon le crite`re a` optimiser. Ensuite, dans la partie 2.2, nous expliquerons en quoi
1. Dans le cas d’une maximisation de re´compense, il faudra conside´rer des sup a` la place des inf.
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consiste la re´solution de proble`mes via la programmation line´aire. Enfin, dans la partie 2.3,
nous de´taillerons la manie`re classique, de´veloppe´e dans [BR11], de transformer un POMDP en
un MDP comple`tement observable pour tenter d’appliquer les techniques vues pre´ce´demment.
Dans toute la suite de ce chapitre, jusqu’a` la partie sur les POMDP, on se donne un mode`le
markovien de´cisionnel
(X,A, {A(x) | x ∈ X} , Q, c, ν)
et nous utiliserons largement les notations du chapitre 1.
2.1 Programmation dynamique
Le principe de programmation dynamique (ou principe d’optimalite´ de Bellman, du nom
de Richard Bellman qui a introduit le concept dans les anne´es 1950) consiste a` optimiser des
sous-proble`mes plus simples pour parvenir a` l’optimum du proble`me initial. Dans le cas des
MDP, la fonction valeur optimale est approche´e par une suite de´finie par re´currence qu’on
appelle les e´quations de Bellman ou les e´quations de programmation dynamique. Elles peuvent
prendre diffe´rentes formes selon le crite`re de couˆt choisi. Elles sont a` la base d’algorithmes que
l’on pre´sente ici ([BS78, Put94, HLL96]) dans le cas d’une minimisation d’un couˆt. On de´duit
facilement les proce´dures qui en de´coulent pour une maximisation de re´compense.
2.1.1 Crite`re a` horizon fini N ∈ N
On rappelle qu’e´tant donne´e une fonction de couˆt terminale h : X → R, le crite`re a` horizon
fini N est de´fini par
V (pi, ν) = Epiν
[
N−1∑
k=0
c(Xk, Ak) + h(XN )
]
.
Dans la suite, pour x ∈ X, on notera V (pi, x) et Epix plutoˆt que V (pi, δx) et Epiδx respectivement.
L’optimisation de ce crite`re repose sur le the´ore`me de programmation dynamique (que l’on
peut trouver dans [HLL96] section 3.2) qui e´tablit une re´currence initialise´e a` h.
The´ore`me 2.1.1.1. Soient les fonctions v0, v1, . . . , vN de X dans R de´finies par re´currence
descendante par
vN (x) = h(x) pour tout x ∈ X, (2.1)
et pour k allant de N − 1 a` 0
vk(x) = min
a∈A(x)
[
c(x, a) +
∫
X
vk+1(y)Q(dy | x, a)
]
. (2.2)
Supposons que ces fonctions soient mesurables et que, pour tout k dans J0;N − 1K, il existe
un se´lecteur ft ∈ F tel que fk(x) ∈ A(x) atteigne le minimum dans (2.2). Alors la strate´gie
de´terministe markovienne pi∗ = {f0, . . . , fN−1} est optimale (c’est-a`-dire que V ∗(x) = V (pi∗, x)
pour tout x ∈ X) et la fonction de valeur optimale V ∗ est e´gale a` v0.
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Algorithme 1 Crite`re a` horizon fini N
pour tout x ∈ X faire
vN (x)← h(x)
fin pour
pour k de N − 1 a` 0 faire
pour tout x ∈ X faire
vk(x) = min
a∈A(x)
[
c(x, a) +
∫
X
vk+1(y)Q(dy | x, a)
]
pi∗k(x) = argmin
a∈A(x)
[
c(x, a) +
∫
X
vk+1(y)Q(dy | x, a)
]
fin pour
fin pour
retourner v0,pi
∗
Ce the´ore`me donne lieu a` la proce´dure de´crite par l’algorithme 1. Elle pre´sente un certain
nombre de points qui peuvent entraˆıner des difficulte´s.
1. Elle ne´cessite de connaˆıtre les fonctions vk en chaque point x ∈ X, en particulier pour
le calcul d’inte´grale. Donc, lorsque X est infini ou non de´nombrable, l’application de cet
algorithme risque d’eˆtre rendue difficile.
2. La recherche du minimum pour le calcul des vk se complique lorsque A est tre`s grand.
3. Le calcul des quantite´s mises en jeu ne´cessitent de connaˆıtre analytiquement la fonction
de couˆt et la loi de transition. Ce n’est pas toujours le cas, comme nous le verrons dans
l’application industrielle.
Les exemples d’utilisation de ce crite`re sont nombreux : parmi eux, on trouve la gestion
d’inventaire ([Put94] section 4.6.1 ou [HLL96] section 3.7). Il s’agit d’une classe de proble`mes ou`
il faut ge´rer correctement le stock d’un certain produit pour pouvoir honorer les demandes des
clients tout en e´vitant des couˆts lie´s au stockage trop e´leve´s. L’application industrielle des MDP
que nous allons e´tudier dans la partie II de notre travail en est un cas tre`s particulier. Certains
proble`mes d’arreˆt optimal, comme l’exercice d’une option d’achat ou de vente ([Put94] section
3.4.4), peuvent faire appel a` cet algorithme.
2.1.2 Crite`re ponde´re´
Soit 0 < α < 1. Le crite`re α-ponde´re´ est la quantite´
Vα(pi, ν) = Epiν
[ ∞∑
k=0
αkc(Xk, Ak)
]
.
Les e´quations de programmation dynamique pour ce crite`re reposent sur le constat que la fonc-
tion valeur optimale V ∗α est solution de l’e´quation d’optimalite´ α-ponde´re´e, c’est-a`-dire qu’elle
ve´rifie
V ∗α (x) = min
a∈A(x)
[
c(x, a) + α
∫
X
V ∗α (y)Q(dy | x, a)
]
. (2.3)
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Notons la similarite´ avec les e´quations de Bellman dans le cas de l’horizon fini. Nous aurons
besoin de la de´finition suivante.
De´finition 2.1.2.1. Soient un espace de Borel E et une fonction mesurable f : E → R. On dit
que f est semi-continue infe´rieurement en x ∈ E si, pour toute suite (xn) d’e´le´ments de E qui
converge vers x, lim inf
n→+∞ f(xn) ≥ f(x). Si f est semi-continue infe´rieurement en tout x ∈ E, on
dit que f l’est sur E.
Le the´ore`me suivant, issu de [HLL96] (section 4.2), donne lieu a` deux algorithmes de re´solution.
The´ore`me 2.1.2.2. On suppose que :
— c est semi-continue infe´rieurement et minore´e sur K, et telle que {a ∈ A(x) | c(x, a) ≤ r}
est compact pour tous x ∈ X et r ∈ R ;
— pour toute fonction mesurable borne´e v : X → R, la fonction (x, a) 7→
∫
X
v(y)Q(dy | x, a)
est continue et borne´e sur K ;
— il existe une strate´gie pi ∈ Π telle que Vα(pi, x) < +∞ pour tout x ∈ X.
Alors :
1. la fonction V ∗α est la solution minimale a` l’e´quation d’optimalite´ α-ponde´re´e, i.e. pour toute
autre solution u, u ≥ V ∗α ;
2. il existe un se´lecteur f∗ ∈ F qui re´alise le minimum dans (2.3) dont la strate´gie de´terministe
stationnaire associe´e est optimale et re´ciproquement, si f ∈ ΠDS est optimale, alors elle
satisfait (2.3).
Les e´quations de programmation dynamique approchent V ∗α par une suite re´currente en utili-
sant (2.3). Selon la manie`re d’interpre´ter la re´currence, on arrive a` deux algorithmes : l’ite´ration
de la valeur ([Ber87, HLL96]) et l’ite´ration de la strate´gie ([BS78, Den03, How60, WW89]).
Ite´ration de la valeur
On va de´finir la suite de fonctions suivante : v0 ≡ 0vn(x) = min
a∈A(x)
[
c(x, a) + α
∫
X
vn−1(y)Q(dy | x, a)
]
pour tous x ∈ X, n ≥ 1 (2.4)
On a alors la proposition suivante
Proposition 2.1.2.3. La suite (vn) est une suite croissante qui converge vers V
∗
α .
L’algorithme d’ite´ration de la valeur rend donc une approximation de la valeur optimale et
de la strate´gie optimale. La proce´dure est de´crite dans l’algorithme 2.
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Algorithme 2 Ite´ration de la valeur
pour tout x ∈ X faire
v0(x)← 0
fin pour
n← 0
tant que ‖vn+1 − vn‖ > ε faire
pour tout x ∈ X faire
vn+1(x) = min
a∈A(x)
[
c(x, a) + α
∫
X
vn(y)Q(dy | x, a)
]
n← n+ 1
fin pour
fin tant que
pour tout x ∈ X faire
pi(x) = argmin
a∈A(x)
[
c(x, a) + α
∫
X
vn+1(y)Q(dy | x, a)
]
fin pour
retourner vn+1,pi
Ite´ration de la strate´gie
Comme le nom de l’algorithme l’indique, la re´currence va ici porter sur la strate´gie. Soit g0
une strate´gie de´terministe stationnaire arbitraire. On de´finit deux suites (gn) et (wn) de la fac¸on
suivante.
1. Un se´lecteur gn e´tant donne´, on pose wn(x) = Vα(gn, x) pour tout x (on e´value la strate´gie
courante).
2. Le se´lecteur qui re´alise le minimum dans min
a∈A(x)
[
c(x, a) + α
∫
X
wn(y)Q(dy | x, a)
]
est note´
gn+1 (on ame´liore la strate´gie).
On a alors le re´sultat ci-apre`s.
The´ore`me 2.1.2.4. S’il existe un entier n pour lequel wn ≡ wn+1 2, alors wn re´alise le minimum
dans (2.3). Si, de plus, lim
n→+∞α
nEpixwn(xn) = 0, ∀x ∈ X, ∀pi ∈ Π telle que Vα(pi, x) est fini pour
tout x, alors w ≡ V ∗α et pi∗ = gn est optimale.
Cet algorithme rend donc la fonction valeur optimale et une strate´gie optimale. La proce´dure
est de´crite dans l’algorithme 3.
Remarque. Les deux algorithmes que nous venons de de´crire souffrent des meˆmes difficulte´s
d’application que l’algorithme en horizon fini.
Les proble`mes d’arreˆt optimal sont de tre`s bons exemples d’utilisation de ce crite`re ([Put94]
2. De fac¸on ge´ne´rale, (wn)↘ w, avec w mesurable positive un minimum dans (2.3).
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Algorithme 3 Ite´ration de la strate´gie
Entre´e : g0 ∈ ΠDS
n← 0
tant que wn+1 6≡ wn faire
Re´soudre c(x, gn(x)) + α
∫
X
wn(y)Q(dy | x, gn(x)) = wn(x) pour tout x ∈ X
pour tout x ∈ X faire
gn+1(x) = argmin
a∈A(x)
[
c(x, a) + α
∫
X
wn(y)Q(dy | x, a)
]
fin pour
n← n+ 1
fin tant que
retourner wn, gn+1
section 3.4.2). Mais on le retrouve e´galement en finance, avec la gestion de portefeuille ([HLL96]
section 1.3.2).
2.2 Programmation line´aire
Cette technique d’optimisation consiste, comme son nom l’indique par ailleurs, a` optimiser
une fonction line´aire sur un ensemble de variables qui doivent respecter des contraintes sous
forme de fonctions line´aires, ce qui en fait une proce´dure particulie`rement inte´ressante pour
des proble`mes d’optimisation contraints ([DPR13]). La programmation line´aire a fait l’objet de
nombreuses e´tudes ([Dan98, HLL96, Mur09]).
L’adaptation de cette technique aux MDP restreint l’e´tude aux crite`res a` horizon infini
(le crite`re ponde´re´ dans notre cas). Elle suppose de changer de variable d’inte´reˆt. En effet,
optimiser le crite`re ponde´re´ revient a` trouver une strate´gie pi tel que Vα(pi, ν) soit optimal. Mais
pi 7→ Vα(pi, ν) n’est pas line´aire en ge´ne´ral ! On va alors transformer le´ge`rement le crite`re. En
effet, on commence d’abord par remarquer que l’application
Γ 7→ µpiν (Γ) =
+∞∑
k=0
αkPpiν {(Xk, Ak) ∈ Γ}
de´finit une mesure sur X × A souvent appele´e fre´quence e´tat-action. Comme pour tout entier
k ∈ N, Epiν [c(Xk, Ak)] =
∫
X×A
c(x, a)Ppiν (dx,da), alors on obtient la re´e´criture suivante du crite`re
ponde´re´ :
Vα(pi, ν) =
∫
X×A
c(x, a)µpiν (dx,da). (2.5)
Donc, au lieu d’optimiser pi 7→ Vα(pi, ν), on va optimiser µ 7→
∫
X×A
c(x, a)µ(dx,da), qui est une
application line´aire.
Il est facile de remarquer que, pour tout B ∈ B(X),
µpiν (B × A)− α
∫
X×A
Q(B | x, a)µpiν (dx, da) = ν(B). (2.6)
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Cette contrainte est line´aire en µpiν . Le proble`me d’optimisation line´aire associe´ a` un MDP est
donc formule´ de la manie`re suivante :
optimiser
∫
X×A
c(x, a)µ(dx, da) sur l’ensemble des mesures µ positives
telles que µ(B × A)− α
∫
X×A
Q(B | x, a)µ(dx,da) = ν(B) ∀B ∈ B(X). (2.7)
L’e´quivalence entre l’optimisation sur les strate´gies et l’optimisation line´aire est alors e´tablie
par le the´ore`me suivant, issu de [HLL96] (section 6.3).
The´ore`me 2.2.0.1. Soit w la fonction sur K a` valeurs re´elles de´finie par w(x, a) = c+ c(x, a)
ou` c > 0 est arbitraire, et soit w(x) = min
a∈A(x)
w(x, a).
On suppose que la fonction (x, a) 7→ 1
w(x, a)
∫
X
w(y)Q(dy | x, a) est borne´e et que les hy-
pothe`ses du the´ore`me 2.1.2.2 sont ve´rifie´es. Alors
1. Pour toute strate´gie pi ∈ Π telle que Vα(pi, ν) < +∞, il existe une mesure positive µpi qui
respecte la contrainte (2.6) telle que Vα(pi, ν) =
∫
X×A
c(x, a)µpi(dx,da).
2. Re´ciproquement, si une mesure positive µ respecte la contrainte (2.6), il existe une strate´gie
piµ telle que Vα(pi
µ, ν) < +∞ et
∫
X×A
c(x, a)µ(dx,da) = Vα(pi
µ, ν).
Les deux proble`mes d’optimisation sont donc e´quivalents sous ces hypothe`ses. Dans le cas
ou` l’espace d’e´tats X et l’espace d’actions A sont finis, il existe des algorithmes de re´solution
classiques, comme par exemple l’algorithme du simplexe ([Dan98, Mur09]). Toutefois, dans le
cas ge´ne´ral, optimiser sur un ensemble de mesures devient complexe, et il faut alors se tourner
vers des me´thodes d’approximation ([DPR13]) au pre´alable.
Un exemple de re´solution via la programmation line´aire se trouve dans l’article [BAT13],
qui traite de maintenance optimale. La programmation line´aire peut donc eˆtre utile dans un
contexte proche de l’industrie.
2.3 Processus markoviens de´cisionnels partiellement observables
Pour cette section, on conside`re un mode`le markovien de´cisionnel partiellement observable
(X× Y,A, {A(y) | y ∈ Y} , Q, c, h, ν)
ainsi que le POMDP a` horizon fini N associe´ (Xk, Yk)0≤k≤N construit canoniquement. Nous
reprenons ici les notations de la section 1.4.
L’algorithme de re´solution du crite`re a` horizon fini ne peut pas eˆtre applique´ tel quel du
fait que l’action ne de´pend pas de tout l’e´tat. L’argument usuel pour pallier cette difficulte´
est de transformer ce mode`le en un mode`le comple`tement observable pour lequel les e´quations
de programmation dynamique vont s’appliquer. Le changement principal va porter sur l’espace
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des e´tats : au lieu de conside´rer l’ensemble des e´tats non observables, on va plutoˆt chercher a`
connaˆıtre leur loi de probabilite´ conditionnellement a` l’histoire observable.
La construction donne´e dans cette section est reprise du chapitre 5 de [BR11]. On fait l’hy-
pothe`se que la loi de transition Q posse`de une densite´ q par rapport a` un produit tensoriel de
mesures σ-finies λ et µ, c’est-a`-dire qu’on peut e´crire
Q(dx′, dy′ | x, y, a) = q(x′, y′ | x, y, a)λ(dx′)µ(dy′). (2.8)
On de´finit alors un ope´rateur Φ : P(X)× Y× A× Y→ P(X), appele´ ope´rateur de Bayes, par
Φ(ρ, y, a, y′)(C) =
∫
C
(∫
X
q(x′, y′ | x, y, a)ρ(dx)
)
λ(dx′)∫
X
(∫
X
q(x′, y′ | x, y, a)ρ(dx)
)
λ(dx′)
pour tout C ∈ B(X). (2.9)
Cet ope´rateur va servir a` construire une e´quation de filtrage, c’est-a`-dire une suite re´currente de
mesures de probabilite´s conditionnelles. Pour tous k ∈ J0;N − 1K, hk+1 = (hk, ak, yk+1) ∈ Hok+1,
on de´finit {
m0(B) = ν(B)
mk+1(B | hk, ak, yk+1) = Φ(mk(· | hk), yk, ak, yk+1)(B)
(2.10)
pour tout B ∈ B(X). Cette e´quation de filtrage de´finit une loi conditionnelle sur Xk sachant
(Y0, A0, . . . , Yk).
The´ore`me 2.3.0.1. Pour toute strate´gie pi ∈ Πo, tout B ∈ B(X) et tout k ∈ J0;NK,
mk(B | Y0, A0, . . . , Yk) = Ppiy {Xk ∈ B | Y0, A0, . . . , Yk} . (2.11)
On introduit alors le mode`le markovien de´cisionnel comple`tement observable suivant :
(P(X)× Y,A, {A(ρ, y) = A(y) | (ρ, y) ∈ P(X)× Y} , Q′, c′, h′, δ(ν,y))
ou`
— pour tous (ρ, y) ∈ P(X)× Y, a ∈ A(ρ, y), B ∈ B(P(X)) et C ∈ B(Y),
Q′(B × C | ρ, y, a) =
∫
X
(∫
X×C
1B(Φ(ρ, y, a, y
′))Q(dx′, dy′ | x, y, a)
)
ρ(dx), (2.12)
— c′ : P(X)× Y× A→ R est donne´e par c′(ρ, y, a) =
∫
X
c(x, y, a)ρ(dx),
— h′ : P(X)× Y→ R est donne´e par h′(ρ, y) =
∫
X
h(x, y)ρ(dx).
C’est sur ce mode`le que le travail d’optimisation va porter. Soit pi ∈ Π. On munit l’espace
mesurable
(
(P(X)× Y× A)N+1, T ), avec T la tribu-produit associe´e, de l’unique mesure de
probabilite´ Ppi(ν,y) donne´e par le the´ore`me de Ionescu-Tulcea. On peut alors construire canoni-
quement des processus (Pk, Yk)0≤k≤N a` valeurs dans P(X) × Y, (Ak)0≤k≤N−1 a` valeurs dans
A.
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Donc, on reprend le formalisme des MDP de´veloppe´ dans le chapitre 1. Entre autres, le crite`re
a` horizon fini pour le mode`le comple`tement observable s’e´crit
V (pi, ν, y) = Epi(ν,y)
[
N−1∑
k=0
c′(Pk, Yk, Ak) + h′(PN , YN )
]
(2.13)
avec Epi(ν,y) l’espe´rance associe´e a` P
pi
(ν,y). L’e´quivalence entre le proble`me partiellement observable
et le proble`me comple`tement observable est donne´e par le re´sultat suivant (cf. [BR11], section
5.3).
The´ore`me 2.3.0.2. Soit pi ∈ Π. Alors, pour tout y ∈ Y,
V po(pi, y) = V (pi, ν, y). (2.14)
Sous certaines hypothe`ses indique´es dans [BR11] (section 2.3), le the´ore`me de programmation
dynamique peut s’appliquer. Ainsi, il devient possible d’utiliser les e´quations de Bellman de´crites
dans la section 2.1.1. Toutefois, comme nous le verrons dans notre application the´orique, si
l’espace des e´tats non observables X est ge´ne´ral, on aura remplace´ un espace e´ventuellement
de dimension finie par un espace de mesures de probabilite´ de dimension infinie ! Il faut donc
envisager des me´thodes d’approximation.
La finance propose de nombreux proble`mes partiellement observe´s : la section 6.2 de [BR11]
est consacre´e a` un exemple de re´solution. La partie III de notre travail, qui traite d’une appli-
cation the´orique, de´crit plus en de´tail l’optimisation d’un proble`me partiellement observe´.
2.4 Conclusion
Depuis les anne´es 1970, la the´orie des MDP s’est conside´rablement e´toffe´e et des algortithmes
de re´solution ont vu le jour. Nous avons pre´sente´ dans ce chapitre les techniques qu’on peut
qualifier de standard. Ce sont les proce´dures que l’on retrouve dans tout traite´ sur les MDP
([HLL96, Put94, BR11] par exemple). En fonction du point de vue adopte´ sur un proble`me
donne´, l’une ou l’autre peut se re´ve´ler plus ou moins judicieuse.
Toutefois, comme on a pu le constater, ces algorithmes semblent beaucoup plus adapte´s
au cas ou` l’espace d’e´tats est fini (et de pre´fe´rence petit, pour des questions de complexite´).
Lorsqu’il est quelconque, le calcul des inte´grales peut eˆtre fastidieux, selon la forme du noyau
de transition. A` cette difficulte´ s’ajoute celle induite par l’espace des actions. En effet, s’il est
quelconque, la recherche de l’argmin est en ge´ne´ral difficile. Donc meˆme si, en the´orie, ces algo-
rithmes convergent et rendent les valeurs optimales, leur imple´mentation nume´rique peut poser
proble`me. De meˆme, si la programmation line´aire a l’avantage d’eˆtre bien adapte´e aux ques-
tions d’optimisation contrainte ([DP10, DPR13]), elle remplace l’optimisation sur les strate´gies
par l’optimisation sur un espace de mesures de dimension potentiellement infinie. Enfin, pour
les POMDP, remplacer l’espace des e´tats non observables par l’ensemble des mesures sur celui-
ci peut amener a` conside´rer un MDP comple`tement observable dont l’espace des e´tats est de
dimension infinie.
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Dans le cas ge´ne´ral, une e´tape de discre´tisation est donc souvent ne´cessaire ([DPR12, DPR13,
DPR15]). C’est d’ailleurs ce que nous allons faire dans le chapitre 8. Mais les difficulte´s peuvent
e´galement provenir du noyau de transition et de la fonction de couˆt. Comme nous le verrons
dans le chapitre 4, ou` nous de´crivons la mode´lisation adopte´e pour le proble`me d’Airbus, nous
n’avons pas toujours acce`s a` une e´criture analytique de la loi de transition, comme le requie`rent
les techniques standard. Il faut donc se tourner vers d’autres solutions pour l’optimisation. La
recherche re´cente a permis notamment d’e´laborer des algorithmes base´s sur des simulations
et la me´thode de Monte-Carlo ([CFHM07, HHC12, CHFM13]). L’application industrielle sera
notamment l’occasion d’appliquer de tels algorithmes.
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Une application industrielle
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La classe ge´ne´rale des proble`mes de gestion d’inventaire ( inventory-production problems )
est souvent associe´e a` des questions d’optimisation de couˆt ou de disponibilite´ des stocks. En
effet, il faut ge´rer a` la fois le stockage des produits, l’e´ventuel comportement ale´atoire de la
chaˆıne de production et la demande de la cliente`le. De`s lors, un controˆleur exte´rieur doit de´cider
d’un taux de production ade´quat au regard de ce qu’il cherche a` optimiser. En effet, une cadence
de production trop lente induit des stocks bas mais ne permet pas de satisfaire la demande de la
cliente`le. A` l’inverse, une cadence trop rapide permet d’honorer les commandes mais peut amener
a` produire des pie`ces inutilise´es. Ces proble`mes donnent lieu a` beaucoup d’applications pratiques,
notamment dans le domaine industriel. Pour cette raison, ils se rencontrent fre´quemment dans la
litte´rature ([CL88, JM74, SL96]), et de nombreuses techniques ont e´te´ utilise´es pour les re´soudre.
Le travail de cette the`se a e´te´ motive´ en premier lieu par la re´solution d’un proble`me industriel
en collaboration avec Airbus. Il peut se voir comme un cas particulier d’un proble`me de gestion
d’inventaire. Nous nous inte´ressons a` un processus d’inte´gration lanceur qui comprend plusieurs
e´tapes, de la production des sous-assemblages au lancement final. Les sous-assemblages subissent
plusieurs sortes d’ope´rations telles que la pre´paration, l’inte´gration, le controˆle et le stockage.
Ces ope´rations sont re´parties entre plusieurs ateliers qui fonctionnent pour une partie en se´rie,
et l’autre partie en paralle`le. Toutefois, ce processus pre´sente plusieurs particularite´s. En effet,
il inte`gre des contraintes de temps : chaque lancement doit eˆtre effectue´ selon un calendrier
de´termine´ a` l’avance. De plus, une partie de son architecture n’est pas fixe´e et est soumise a`
la de´cision du controˆleur. En effet, il se trouve un de´poˆt de stockage pour lequel il doit de´cider
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Figure 3.1 – Sche´ma du processus d’inte´gration
de sa capacite´ maximale avant toute mise en marche. L’optimisation portera sur cette capacite´
et sur les cadences de production des sous-assemblages de base, de sorte a` minimiser les couˆts
d’exploitation. L’e´tude de cette chaˆıne de montage et son optimisation ont fait l’objet d’un
expose´ a` la confe´rence ESREL qui a eu lieu a` Zu¨rich en septembre 2015 (cf. [NdSD+15]), ainsi
que d’un article soumis a` Journal of Risk and Reliability.
Nous consacrons ce chapitre a` la description pre´cise du processus d’inte´gration lanceur pro-
pose´. Nous partirons des composants de base d’un lanceur de´crits dans la partie 3.1 pour ex-
pliquer les ope´rations qu’ils vont subir dans la partie 3.2. Les contraintes temporelles seront
de´veloppe´es dans la partie 3.3. Les parame`tres de controˆle seront liste´s dans la partie 3.4, puis
enfin, dans la partie 3.5, nous de´finirons le proble`me d’optimisation associe´ a` ce processus.
Pour un souci de clarte´, la figure 3.1 sche´matise toutes les e´tapes successives que nous allons
expliquer et re´pertorie toutes les abre´viations que nous utiliserons.
3.1 Sous-assemblages
Un lanceur comporte deux parties : haute et basse. Des e´le´ments de base, qu’on appelle
sous-assemblages, s’inte`grent dans les diffe´rents ateliers pour former chacune de ces parties qui
s’assembleront entre elles. Ces sous-assemblages sont au nombre de quatre :
— les Insulated Motor Cases (IMC en abre´ge´), qui sont des propulseurs sans poudre et ap-
partiennent au bas du lanceur,
— les Lower Liquid Propulsion Modules (LLPM) et les Upper Liquid Propulsion Modules
(ULPM), qui forment la partie basse d’un lanceur,
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— les lanceurs supe´rieurs, qui forment la coiffe (partie haute) d’un lanceur.
Les trois premiers sous-assemblages sont produits selon une cadence de´termine´e par le controˆleur.
Quant aux lanceurs supe´rieurs, ils pre´sentent la particularite´ d’eˆtre toujours disponibles lorsqu’on
en a besoin. Pour cette raison, dans la mode´lisation et dans l’optimisation, on ne les prendra
pas en compte.
Les dure´es de production des trois sous-assemblages IMC, LLPM et ULPM sont suppose´es
ale´atoires. Lorsque l’un d’entre eux est produit, il est transfe´re´ en temps ne´gligeable dans l’en-
trepoˆt de´die´ dont la capacite´ est limite´e a` quatre unite´s. Ainsi, lorsqu’un stock est plein, la
production du sous-assemblage correspondant est arreˆte´e, et reprend de`s qu’une unite´ est de-
stocke´e. Tant qu’on n’en a pas l’usage, le sous-assemblage attend dans son entrepoˆt.
Stocker des sous-assemblages a un couˆt. Le prix de stockage consiste en un montant journalier
correspondant a` une certaine proportion du prix de la pie`ce. Le tableau 3.1 re´capitule les prix
de stockage pour les trois sous-assemblages que l’on conside`re dans ce travail. Compte tenu
des questions de confidentialite´, tous les couˆts de ce chapitre seront exprime´s en pourcentages
arbitraires d’une valeur de re´fe´rence. Les proportions sont toutefois respecte´es.
Sous-assemblage Couˆt de stockage par jour et par unite´
IMC 2,6%
LLPM 55,94%
ULPM 35,59%
Tableau 3.1 – Couˆt de stockage pour chaque sous-assemblage de base
3.2 Ateliers
Le processus comprend diverses sortes d’ope´rations re´parties en autant de cate´gories qu’il y
a d’ateliers :
— les ope´rations Booster concernent l’inte´gration des propulseurs et leur chargement en
poudre,
— les ope´rations d’Assemblage, d’Inte´gration et de Test (appele´es ope´rations AIT dans la
suite) concernent l’inte´gration de la partie basse du lanceur,
— les ope´rations de la zone de lancement (appele´es ope´rations LP dans la suite) touchent a`
l’inte´gration du lanceur final, a` son lancement effectif et a` la maintenance du pas de tir.
Toutes ces ope´rations sont effectue´es dans leur atelier de´die´. Les ateliers des ope´rations Boos-
ter et AIT comprennent deux docks qui fonctionnent en paralle`le. Ils peuvent donc accueillir
deux sous-assemblages en meˆme temps pour proce´der a` leur inte´gration. Cependant, la zone
de lancement ne dispose que d’un dock. Les trois ateliers sont sujets a` des pannes ou a` des
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proble`mes manutentionnaires, ce qui implique que leur dure´e ope´ratoire peut eˆtre conside´re´e
ale´atoire. De´crivons maintenant ce qui se passe durant chaque ope´ration. Les tableaux 3.2 et
3.3 re´pertorient les donne´es chiffre´es pre´sente´es dans cette partie. Notons que les dure´es nomi-
nales indique´es ne sont que des estimations issues d’expertises. Elles correspondent a` une dure´e
ope´ratoire minimale. Par convention, dans cette partie et dans toute la suite, nous parlerons
toujours de jours ouvre´s, sauf mention explicite contraire. Nous conside´rons qu’il y a 261 jours
ouvre´s dans une anne´e (365 jours auxquels nous avons retranche´ 52 week-ends).
3.2.1 Ope´rations Booster
Les ope´rations Booster de´butent avec le de´stockage d’un IMC. Ce dernier est achemine´ vers
un dock libre, s’il y en a un. La dure´e nominale d’inte´gration des IMC est de 5 jours. Le composant
obtenu apre`s inte´gration est appele´ Solid Rocket Motor (SRM en abre´ge´). Le SRM est amene´
dans son stock. Ce dernier a une capacite´ de 4 ou 8 unite´s : il revient au controˆleur de de´cider
laquelle est la moins couˆteuse.
Lorsque la capacite´ du stock de SRM serait de´passe´e a` la suite de l’inte´gration d’un IMC,
les docks B1 et B2 (voir figure 3.1) ne sont plus autorise´s a` fonctionner et doivent attendre que
des SRM quittent leur entrepoˆt. Cette situation se produit notamment lorsque leur stock est
plein, ou qu’il ne reste de la place que pour une seule unite´ et qu’un IMC est de´ja` en cours
d’inte´gration dans un dock.
Un lanceur ne´cessite 4 SRM : c’est donc exclusivement par groupes de quatre que les SRM
quittent leur entrepoˆt pour eˆtre achemine´s vers le pas de tir. Le couˆt de stockage des SRM est
de 8,08% par unite´ et par jour.
3.2.2 Ope´rations AIT
Les ope´rations AIT ne´cessitent un LLPM et un ULPM. Lorsque les ressources sont suffisantes,
ces deux sous-assemblages sont amene´s ensemble vers un dock libre s’il y en a un. La dure´e
nominale des ope´rations AIT est de 25 jours. Elles donnent en sortie un composant appele´
Central Core (CC en abre´ge´), auquel viendront plus tard se greffer les SRM pour former la
partie basse du lanceur.
Pour des raisons de se´curite´, il n’y a pas de stock de´die´ pour les CC. Donc, lorsqu’un dock
a termine´ l’assemblage d’un CC, ce dernier doit y rester tant qu’on n’en a pas besoin dans la
zone de lancement. Pendant ce temps, le dock est occupe´ et donc inutilisable pour toute autre
inte´gration. Garder un CC dans son dock est conside´re´ comme du stockage du point de vue
financier, et couˆte 100% par jour et par unite´.
3.2.3 Ope´rations LP
Les ope´rations LP mettent en jeu trois types de composants : les Upper Launchers, les CC
et les SRM. Plus pre´cise´ment, il faut 1 Upper Launcher (qui est toujours disponible lorsqu’il
le faut), 1 CC et 4 SRM. Lorsque les ressources sont suffisantes, elles sont achemine´es vers le
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pas de tir s’il est libre. Commence alors l’inte´gration du lanceur final, dont le lancement suit
imme´diatement apre`s.
Toutefois, les ope´rations LP pre´sentent une spe´cificite´ par rapport aux deux autres ateliers.
En effet, elles ont la particularite´ de se de´rouler en deux phases : une phase d’inte´gration et de
lancement d’une part, et une phase de re´paration d’autre part. La dure´e nominale de la premie`re
est de 10 jours. Une fois celle-ci termine´e, le pas de tir a subi des de´gradations suite au lancement
qui vient d’eˆtre effectue´. La phase de re´parations s’enclenche alors. Elle dure 5 jours, de fac¸on
invariable. Il s’agit de la seule dure´e qui ne soit pas ale´atoire. Bien qu’il n’y ait pas de lanceur
pre´sent sur le pas de tir a` ce moment-la`, la zone de lancement reste indisponible pour l’accueil
de nouveaux composants et ces derniers doivent donc attendre la fin des re´parations pour y eˆtre
inte´gre´s.
Composant Couˆt de stockage par jour et par unite´
SRM 8,08%
CC 100%
Tableau 3.2 – Couˆt de stockage pour les produits des ope´rations Booster et AIT
Ope´rations Dure´e nominale en jours
Booster 5
AIT 25
LP (lancement) 10
LP (re´paration) 5
Tableau 3.3 – Dure´es nominales des ope´rations dans les ateliers
3.3 Calendrier
Ce processus d’inte´gration comporte une contrainte temporelle sous la forme d’un calendrier
de tirs. Chaque lancement doit eˆtre effectue´ a` des dates pre´de´finies impose´es par les clients.
Typiquement, le processus est conc¸u pour durer 30 ans. Un calendrier admissible doit respecter
trois crite`res.
1. Les quatre premie`res anne´es e´tant consacre´es au de´marrage du syste`me, durant cette
pe´riode, 18 tirs doivent eˆtre pre´vus et distribue´s de cette manie`re :
— anne´e 1 : 1 lancement,
— anne´e 2 : 2 lancements,
— anne´e 3 : 4 lancements,
— anne´e 4 : 11 lancements.
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2. Pour chacune des 26 anne´es suivantes, le nombre de lancements a` effectuer doit se situer
entre 6 et 12. Ils doivent eˆtre plus rapproche´s en fin d’anne´e qu’en de´but. Le nombre moyen
de lancements a` faire dans l’anne´e doit eˆtre de 10.
3. Pour des raisons de se´curite´, les lancements doivent eˆtre espace´s d’au moins 15 jours.
Le calendrier a une action directe sur le processus dans le sens ou`, si le prochain tir a` faire
est trop loin dans le temps, le stock de SRM est bloque´ de sorte qu’aucun SRM ne peut eˆtre
achemine´ vers la zone de lancement tant que la date du prochain tir n’est pas suffisamment
proche. En effet, effectuer un tir en avance n’entraˆıne aucun gain. La notion de  suffisamment
proche  est mate´rialise´e par un seuil avant lequel le stock ne peut eˆtre de´bloque´. E´tant donne´e
la dure´e nominale de lancement, la re`gle fixe´e est que le stock de SRM est de´bloque´ a` partir du
10e jour avant la date du prochain tir.
A` cause du caracte`re ale´atoire des dure´es ope´ratoires, des retards par rapport a` la date pre´vue
sont possibles. Ce cas de figure engendre un couˆt, dit  couˆt de retard . En l’occurrence, on en
distingue deux sortes.
— Si, lorsque l’inte´gration d’un nouveau lanceur de´marre dans la zone de lancement, on sait
qu’on va eˆtre en retard, il s’agit d’un retard dit anticipe´. Ce sce´nario se produit notamment
lorsque l’inte´gration commence moins de 10 jours avant la date de tir (on rappelle que la
dure´e nominale des ope´rations LP est de 10 jours pour la premie`re phase).
— Lorsque les ope´rations LP ont e´te´ mises en route en temps convenable (donc il n’y a pas
d’anticipation d’un retard), mais que le lancement a quand meˆme e´te´ effectue´ apre`s la date
pre´vue, il s’agit d’un retard dit a posteriori.
Les couˆts de retard sont proportionnels a` leur dure´e. Leurs estimations sont donne´es dans le
tableau 3.4.
Type de retard Couˆt par jour
Anticipe´ 45,19%
A posteriori 80,13%
Tableau 3.4 – Couˆts de retard
3.4 De´cision
La description qui pre´ce`de a fait apparaˆıtre quatre parame`tres soumis a` la de´cision d’un
controˆleur exte´rieur.
1. Un parame`tre statique : la capacite´ du de´poˆt de stockage des SRM. Elle doit eˆtre fixe´e pour
toute la dure´e du processus avant sa mise en route. Elle est choisie parmi deux options :
4 ou 8 unite´s. La question consiste a` choisir entre une capacite´ moindre, qui a un couˆt
de stockage moins e´leve´ mais qui peut ralentir le processus, et une capacite´ plus grande,
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avec un couˆt d’exploitation supe´rieur mais qui permet de garder en re´serve les ressources
suffisantes pour 2 lanceurs, et donc qui est susceptible d’absorber certains retards. Puisque
cette de´cision intervient avant que le processus ne de´marre, il nous faudra comparer les
performances obtenues dans les deux sce´narios.
2. Trois parame`tres dynamiques : les taux de production des trois sous-assemblages de base
(IMC, LLPM et ULPM). Ils sont au cœur du proble`me d’optimisation puisque ce sont
ces parame`tres qui vont gouverner la vitesse du processus. Le controˆleur fixe les taux a` la
fre´quence d’une fois par an. Ils sont choisis le premier jour pour toute l’anne´e a` venir. Ils
se pre´sentent sous la forme d’un nombre moyen de sous-assemblages produits en un an.
L’ensemble des possibilite´s est de´crite dans le tableau 3.5. Par exemple, si le controˆleur
choisit de produire 40 IMC en moyenne par an, sachant qu’il y a 261 jours ouvre´s dans
une anne´e, la dure´e moyenne de production sera de⌊
261
40
⌋
= 6 jours.
Ainsi, ralentir la production peut s’ave´rer utile pour garder un niveau raisonnable des
stocks et en limiter les couˆts. Cependant, une production trop lente peut e´videmment
ge´ne´rer des retards.
Sous-assemblage Nombre moyen produit a` l’anne´e
IMC 24, 28, 32, 36, 40, 44 ou 48
LLPM 6, 7, 8, 9, 10, 11 ou 12
ULPM 6, 7, 8, 9, 10, 11 ou 12
Tableau 3.5 – Plage des taux de production pour les trois sous-assemblages
3.5 Objectif
Les de´cisions prises pour les taux de production et pour l’architecture du processus en-
gendrent des couˆts. Ils sont calcule´s a` la fin de chaque anne´e. Le couˆt total est e´gal a` la somme
de tous ces couˆts annuels. Il va s’agir de proposer les meilleurs choix pour les parame`tres a` de´cider
afin non seulement de re´pondre a` la demande du client (c’est-a`-dire respecter le calendrier), mais
aussi de minimiser le couˆt total. C’est tout a` fait un proble`me de de´cision se´quentielle dans l’in-
certain, ce que les processus markoviens de´cisionnels peuvent nous permettre de re´soudre. Il
nous faudra trouver une me´thode de re´solution nume´rique qui soit imple´mentable et qui rende
une strate´gie optimale explicite sous la forme d’un tableau qui donne l’action optimale a` choisir
en fonction de l’e´tat et de l’anne´e. Plusieurs outils sont a` notre disposition, et la mode´lisation
du proble`me va pouvoir nous e´clairer sur celui qui est le plus judicieux.
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Le proble`me pose´ pour le processus d’inte´gration lanceur du chapitre 3 est un proble`me
d’optimisation se´quentielle dans l’incertain. Les principales me´thodes e´tudie´es dans la litte´rature
pour y re´pondre ne´cessitent de connaˆıtre au moins deux e´le´ments sous une forme analytique :
la loi de transition et la fonction de couˆt. Une phase de mode´lisation de la chaˆıne de montage
est donc ne´cessaire. Pour ce faire, plusieurs outils ont e´te´ de´veloppe´s. Dans les de´buts de notre
collaboration avec Airbus, nous avons travaille´ sur un premier mode`le ([EBBBS13]) en guise
d’e´tude pre´liminaire, afin de de´velopper certaines compe´tences de simulation. Tandis que leurs
experts ont utilise´ les re´seaux de Petri pour les mode´liser ([vdA94, Jen97]), nous avons oriente´
nos recherches vers les processus markoviens de´cisionnels ([HLL96, HLL99, BR11]).
S’agissant d’une classe de processus ale´atoires controˆle´s dont chaque e´tat et chaque de´cision
prise ge´ne`re un couˆt, il nous a paru que ce cadre de travail e´tait tout a` fait adapte´. De`s lors, la
mode´lisation suppose une analyse comple`te du fonctionnement interne de la chaˆıne de montage
pour identifier et pre´ciser un espace d’e´tats pour de´crire le syste`me, une loi de transition pour
connaˆıtre la dynamique du syste`me et une fonction de couˆt. Cette analyse a e´te´ effectue´e en
plusieurs e´tapes. Une re´flexion sur le pas de temps a` adopter nous a dirige´s vers une manie`re
bien particulie`re de concevoir la transition d’un e´tat a` un autre. Alors, nous avons pu de´gager
un sche´ma de mode´lisation nume´rique et donc une liste de variables utiles. Par la suite, nous
avons imple´mente´ un simulateur pour avoir a` disposition des trajectoires pre´cises.
Toutefois, ce chapitre pre´figure une des plus grosses difficulte´s auxquelles nous allons faire
face dans la phase d’optimisation. La complexite´ du syste`me est en effet telle que malgre´ des
hypothe`ses simplificatrices, l’espace d’e´tats comprendra environ neuf milliards d’e´le´ments. Cette
constatation interdit toute proce´dure d’optimisation standard. Dans ce chapitre, nous commen-
cerons a` aborder cette question.
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Nous de´coupons l’expose´ en deux parties : d’une part nous de´taillerons la mode´lisation
nume´rique de la chaˆıne. Nous raisonnerons sur le pas de temps, puis en de´couleront la dy-
namique du syste`me et les variables utiles. D’autre part, nous expliquerons comment nous avons
simule´ le processus a` partir de la mode´lisation. Nous en profiterons pour parler de la manie`re
dont nous avons imple´mente´ les strate´gies et la fonction de couˆt.
4.1 Mode´lisation nume´rique
4.1.1 Temps
Nous commenc¸ons par raisonner sur le pas de temps, car il va conditionner la dynamique du
syste`me, comme nous allons le voir. D’apre`s le formalisme des processus markoviens de´cisionnels,
la proposition naturelle pour le pas de temps est de le faire correspondre avec la fre´quence des
prises de de´cision, en l’occurrence ici une anne´e. Nous pourrions ainsi conside´rer des processus
a` horizon fini de 30 ans, ce qui serait commode. En revanche, la difficulte´ qu’ame`ne cette pro-
position re´side dans la loi de transition d’un e´tat a` un autre. En effet, il faut de´terminer tout ce
qui se passe en une anne´e pour calculer pre´cise´ment l’e´tat a` l’anne´e d’apre`s. Alors, avec un pas
de temps aussi large par rapport aux dure´es caracte´ristiques de la chaˆıne de montage, comment
de´terminer quelles ope´rations se sont succe´de´es durant l’anne´e ? Il s’agit la` d’une taˆche qui nous
a semble´ ne pouvoir eˆtre accomplie qu’en choisissant un autre pas de temps. Nous aurons par
conse´quent deux e´chelles de temps : une pour la simulation, et une pour l’optimisation.
L’analyse de la chaˆıne de montage ame`ne a` de´gager des  e´ve´nements , comme la produc-
tion d’un sous-assemblage ou un lancement. A` leur suite, ils de´clenchent d’autres ope´rations et
d’autres  e´ve´nements . Entre deux e´ve´nements il ne se passe rien de pertinent d’un point de
vue global. On en distingue un certain nombre qui sont :
1. la production d’un IMC,
2. la production d’un LLPM,
3. la production d’un ULPM,
4. la production d’un SRM par le dock B1 ou le dock B2,
5. la production d’un CC par le dock AIT1 ou le dock AIT2,
6. un lancement a e´te´ effectue´ ou bien la phase de re´parations de la LP est termine´e,
7. le calendrier autorise le de´blocage du stock de SRM,
8. l’anne´e courante est finie.
Ainsi, la transition du temps n au temps n+ 1 correspond au fait qu’un de ces e´ve´nements
s’est produit. Entre deux e´ve´nements conse´cutifs, il n’y en a aucun autre. On va savoir de´crire
les conse´quences de chacun de ces e´ve´nements : il s’agit donc la` d’une e´chelle de temps adapte´e
pour la simulation.
Il est possible de de´terminer quel est le prochain e´ve´nement a` survenir parmi ceux-la` en
conside´rant certaines quantite´s particulie`res, comme par exemple un compte a` rebours avant
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qu’ils ne se produisent. Trouver le minimum parmi eux revient alors a` de´terminer le prochain
e´ve´nement.
Cependant, on ne peut se contenter d’un tel processus, puisqu’il ne rentre pas dans le for-
malisme classique (le pas de temps ne correspond pas a` la fre´quence des de´cisions). C’est la
raison pour laquelle on a introduit l’e´ve´nement  l’anne´e courante est finie  : de cette manie`re,
il sera aise´ de ne garder que le premier e´tat de chaque anne´e. La succession de tels e´tats forme le
processus markovien de´cisionnel avec lequel nous allons travailler lors de la phase d’optimisation.
On sera ainsi capables d’en simuler la transition graˆce au pas de temps  e´ve´nementiel .
Soulignons e´galement la ne´cessite´ d’une discre´tisation du temps pour la simulation et pour
l’optimisation. Afin de travailler avec un espace des e´tats fini, nous avons, avec l’aide des experts
d’Airbus, e´tabli les hypothe`ses simplificatrices suivantes.
1. Le temps ope´ratoire pour chacun des ateliers sera uniforme´ment distibue´ entre deux ou
trois valeurs proches de la dure´e nominale.
2. La dure´e ope´ratoire de la production des sous-assemblages IMC, LLPM et ULPM sera
distribue´e selon une loi discre`te sur un ensemble fini de valeurs centre´ autour de sa moyenne,
3. Le temps sera vu comme une succession de demi-journe´es.
La discussion avec les experts a abouti a` l’e´tablissement de lois pour la dure´e de production
d’un sous-assemblage (cf. tableau 4.1, il s’agit d’une loi centre´e autour de son espe´rance et
d’e´cart-type 1,03) et pour la dure´e ope´ratoire des ateliers (cf tableau 4.2).
Dure´e (en jours) T − 2 T − 1 T T + 1 T + 2
Probabilite´
3
32
5
32
1
2
5
32
3
32
Tableau 4.1 – Loi de la dure´e de production des sous-assemblage pour un temps moyen de T
jours
Atelier Valeurs possibles
Docks Booster 5 ; 5,5
Docks AIT 25 ; 25,5 ; 26
Zone de lancement (LP) 10 ; 10,5
Tableau 4.2 – Valeurs sur lesquelles la dure´e ope´ratoire de production dans les ateliers est
uniforme´ment distribue´e
4.1.2 Variables
Afin de de´crire le plus pre´cise´ment possible l’e´tat du syste`me, nous avons besoin des variables
suivantes. On appelle Ntir le nombre de tirs a` faire en 30 ans. Le calendrier prendra alors la forme
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d’un vecteur-ligne de taille Ntir dont la ke composante repre´sentera la date du ke tir. On notera
cette date date_tir(k) dans la suite. On appelle SSRM la capacite´ maximale du stock de SRM.
— Les variables qui concernent la production des IMC sont
— tps_I ∈ 1
2
N ∪ {+∞} : temps restant de fabrication du prochain IMC,
— stock_I ∈ J0; 4K : le nombre d’IMC en stock.
— Les variables qui concernent la production des LLPM sont
— tps_L ∈ 1
2
N ∪ {+∞} : temps restant de fabrication des LLPM,
— stock_L ∈ J0; 4K : nombre de LLPM en stock.
— Les variables qui concernent la production des ULPM sont
— tps_U ∈ 1
2
N ∪ {+∞} : temps restant de fabrication des ULPM,
— stock_U ∈ J0; 4K : nombre de ULPM en stock.
— Les variables qui concernent les ope´rations Booster sont
— stock_S ∈ J0;SSRMK : stock de SRM (avec SSRM = 4 ou 8),
— etat_B1 ∈ {0; 1} : indique si le dock B1 est de´bloque´ (0) ou pas (1),
— tps_B1 ∈ J0; 5,5K2 ∪ {+∞} : donne le temps restant de fonctionnement du dock B1,
— etat_B2 ∈ {0; 1} : indique si le dock B2 est de´bloque´ ou pas,
— tps_B2 ∈ J0; 5,5K2 ∪ {+∞} : temps restant de fonctionnement du dock B2.
— Les variables qui concernent les ope´rations AIT sont
— etat_AIT1 ∈ {0; 1; 2} : indique si le dock AIT1 est libre et a` l’arreˆt (0), occupe´ et en
fonctionnement (1) ou occupe´ et a` l’arreˆt (2).
— tps_AIT1 ∈ J0; 26K2 ∪ {+∞} : temps restant de fonctionnement du dock AIT1,
— etat_AIT2 ∈ {0; 1; 2} : indique si le dock AIT2 est libre et a` l’arreˆt, occupe´ et en
fonctionnement ou occupe´ et a` l’arreˆt.
— tps_AIT2 ∈ J0; 26K2 ∪ {+∞} : temps restant de fonctionnement du dock AIT2.
— Les variables qui concernent les ope´rations LP sont
— tps_lanc ∈ J0; 10,5K2 ∪{+∞} : temps restant de lancement de la zone de lancement,
— tps_rep ∈ J0; 5K∪{+∞} : temps restant de fonctionnement de la zone de lancement,
— nb_tirs ∈ J0;NtirK : nombre de tirs effectue´s.
— Les variables qui concernent le calendrier des tirs sont
— tps_cal ∈ 1
2
N : temps restant avant la prochaine date de de´blocage du stock de SRM,
— attente ∈ J0;NtirK : file d’attente du calendrier en cas de retard,
— compteur ∈ J0;NtirK : variable qui compte le nombre de de´blocages.
— On a enfin trois variables ge´ne´rales
— tps_ppe ∈ 1
2
N : temps propre du syste`me,
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— tps_an ∈ J0; 261K2 : temps restant avant que l’anne´e en cours ne soit e´coule´e,
— an ∈ J1; 30K : nume´ro de l’anne´e en cours.
Dans toute la suite, on note µT la loi de probabilite´ discre`te sur JT − 2;T + 2K de´crite par le
tableau 4.1.
Chaque anne´e, il faudra de´cider des cadences de production des sous-assemblages IMC, LLPM
et ULPM. On repre´sente ces de´cisions par trois suites (θkI )1≤k≤30, (θ
k
L)1≤k≤30 et (θ
k
U )1≤k≤30 ou`,
pour chaque k ∈ J1; 30K,
— θkI repre´sente le nombre moyen d’IMC produits en une anne´e pour la k
e anne´e,
— θkL repre´sente le nombre moyen de LLPM produits en une anne´e pour la k
e anne´e,
— θkU repre´sente le nombre moyen d’ULPM produits en une anne´e pour la k
e anne´e.
Dans la suite, on choisit de repre´senter l’affectation a` une variable d’une valeur ou d’une
re´alisation d’une loi de probabilite´ par une fle`che pointe´e vers le nom de ladite variable.
A` l’e´tat initial, nous avons :
— tps_B1, tps_B2, tps_AIT1, tps_AIT2, tps_lanc et tps_rep ← +∞,
— tps_I ← µb261/θ1Ic,
— tps_L ← µb261/θ1Lc,
— tps_U ← µb261/θ1U c,
— tps_cal ← max(date_tir(1)− 10; 0),
— tps_an ← 261,
— an ← 1,
— toutes les autres variables ← 0.
Remarque. Pour les variables temporelles qui correspondent a` des comptes a` rebours, nous
avons e´voque´ la possibilite´ de leur affecter la valeur +∞. Il s’agit d’un moyen commode, comme
on va le voir, de ne pas les prendre en compte lors de la de´termination du prochain e´ve´nement.
4.1.3 Dynamique
Ici, nous allons rentrer dans le de´tail de la transition d’un e´tat a` un autre via le syste`me
d’e´ve´nements que nous avons expose´ avant. Il va s’agir d’expliciter tre`s pre´cise´ment ce qui se
passe lors de chacun des e´ve´nements que l’on a liste´s.
Dans un premier temps, on de´termine lequel des e´ve´nements sera le prochain a` se produire.
On dispose, pour chacun des trois ateliers et des trois sous-assemblages, des dure´es restantes
avant la prochaine production, et on dispose de toutes les variables de calendrier ne´cessaires
(i.e. tps_I, tps_L, tps_U, tps_B1, tps_B2, tps_AIT1, tps_AIT2, tps_lanc, tps_rep, tps_cal
et tps_an). Il ne reste qu’a` en de´terminer le minimum pour trouver l’e´ve´nement a` venir. On
de´duit alors la valeur de ce minimum des autres dure´es, et on incre´mente tps_ppe de cette meˆme
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valeur. C’est la` que les valeurs +∞ se re´ve´leront utiles pour les e´ve´nements qui ne peuvent pas
arriver.
Expliquons maintenant plus en de´tail ce qui se passe lors de chaque e´ve´nement. Une fle`che
pointe´e vers la droite de´note une transformation de la variable correspondante : par exemple
variable → +1 signifie qu’on ajoute 1 a` variable.
1. Autorisation d’envoi des SRM dans la zone de lancement.
(a) compteur → +1,
(b) Si compteur + 1 ≤ Ntir :
i. tps_cal ← max(date_tir(compteur + 1)− (10 + tps_ppe); 0).
(c) Sinon tps_cal ← +∞.
(d) Si etat_AIT1 = 2 ET stock_S ≥ 2 ET tps_lanc = +∞ ET tps_rep = +∞ :
i. stock_S → −2,
ii. etat_AIT1 ← 0 (en position  libre et a` l’arreˆt ),
iii. tps_lanc ← U({10; 10,5}).
iv. Si stock_L ≥ 1 ET stock_U ≥ 1 :
A. stock_L → −1,
— Si tps_L = +∞, tps_L ← µb261/θanL c,
B. stock_U → −1,
— Si tps_U = +∞, tps_U ← µb261/θanU c,
C. etat_AIT1 ← 1 (en position  occupe´ et en fonctionnement ),
D. tps_AIT1 ← U({15; 15,5; 16}).
v. Si stock_I ≥ 1 ET etat_B1 = 0 ET (stock_S ≤ SSRM − 2 si le dock B2 est
bloque´ OU sinon stock_S ≤ SSRM − 1) :
A. stock_I → −1,
— Si tps_I = +∞, tps_I ← µb261/θanI c,
B. etat_B1 ← 1 (en position  bloque´ ),
C. tps_B1 ← U({9; 9,5}).
vi. Si stock_I ≥ 1 ET etat_B2 = 0 ET (stock_S ≤ SSRM − 2 si le dock B1 est
bloque´ OU sinon stock_S ≤ SSRM − 1) :
A. stock_I → −1,
B. etat_B2 ← 1 (en position  bloque´ ),
C. tps_B2 ← U({9; 9,5}).
(e) Sinon, si etat_AIT2 = 2 ET stock_S ≥ 2 ET tps_lanc = +∞ ET tps_rep = +∞ :
i. stock_S → −2,
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ii. etat_AIT2 ← 0 (en position  libre et a` l’arreˆt ),
iii. tps_lanc ← U({10; 10,5}).
iv. Si stock_L ≥ 1 ET stock_U ≥ 1 :
A. stock_L → −1,
— Si tps_L = +∞, tps_L ← µb261/θanL c,
B. stock_U → −1,
— Si tps_U = +∞, tps_U ← µb261/θanU c,
C. etat_AIT2 ← 1 (en position  occupe´ et en fonctionnement ),
D. tps_AIT2 ← U({15; 15,5; 16}).
v. On passe au point 1.(d).v.
(f) Sinon :
i. attente→ +1.
(g) STOP.
Lorsque le calendrier autorise l’envoi des SRM dans la zone de lancement, on ve´rifie qu’on
peut pre´parer un lancer et on proce`de au calcul de la nouvelle dure´e avant la prochaine
autorisation. Si un lancer peut se faire, le stock de SRM a e´te´ vide´ et un dock AIT s’est
libe´re´ : il faut donc ve´rifier si les docks B et AIT peuvent eˆtre mis en marche. Si un lancer
ne peut eˆtre fait, alors on incre´mente la file d’attente de 1.
Le recalcul de la dure´e avant la prochaine autorisation ne´cessite de savoir par rapport a`
quelle date calendaire se baser. C’est toute l’utilite´ de la variable compteur, a` laquelle
on ajoute 1 pour avoir la prochaine date. Si le nume´ro ainsi obtenu de´passe le nombre
de tirs Ntir pre´vus, c’est que tout le calendrier a e´te´ passe´ en revue et donc il n’y a plus
d’autorisation a` donner dans la suite. Une fois la bonne date de tir trouve´e, on lui retranche
tps_ppe et 10 pour avoir le nombre de jours avant la prochaine autorisation.
2. La zone de lancement a fini d’eˆtre re´pare´e.
(a) tps_rep ← +∞.
(b) Si stock_S ≥ 2 ET etat_AIT1 = 2 ET attente ≥ 1 :
i. etat_AIT1 ← 0 (en position  libre et a` l’arreˆt ),
ii. attente → −1,
iii. stock_S → −2,
iv. tps_lanc ← U({10; 10,5}),
v. on passe au point 1.(d).iv.
(c) Sinon, si stock_S ≥ 2 ET etat_AIT2 = 2 ET attente ≥ 1 :
i. etat_AIT2 ← 0 (en position  libre et a` l’arreˆt ),
ii. attente → −1,
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iii. stock_S → −2,
iv. tps_lanc ← U({10; 10,5}),
v. on passe au point 1.(e).iv.
(d) STOP.
Lorsque la phase de re´paration de la zone de lancement est acheve´e, alors il est possible
qu’elle puisse eˆtre remise en lancement. Si c’est le cas, un dock AIT est alors libe´re´ et
le stock de SRM est alors vide´, donc un dock B et un dock AIT peuvent eˆtre remis en
fonctionnement.
3. La zone de lancement a proce´de´ a` un lancement.
(a) nb_tirs → +1.
(b) tps_lanc ← +∞.
(c) tps_rep ← 5.
(d) STOP.
Lorsque la zone de lancement a lance´, on incre´mente le compteur de tir et on enclenche la
phase de re´parations.
4. Le dock Bj a produit. (j ∈ {1; 2})
(a) etat_Bj ← 0 (en position  de´bloque´ ).
(b) tps_Bj ← +∞.
(c) Si etat_AIT1 = 2 ET stock_S ≥ 1 ET tps_lanc = +∞ ET tps_rep = +∞ ET
attente ≥ 1 :
i. attente → −1,
ii. stock_S → −1,
iii. etat_AIT1 ← 0 (en position  libre et a` l’arreˆt ),
iv. tps_lanc ← U({10; 10,5}),
v. on passe au point 1.(d).iv.
(d) Sinon, si etat_AIT2 = 2 ET stock_S ≥ 1 ET tps_lanc = +∞ ET tps_rep = +∞
ET attente ≥ 1.
i. attente → −1,
ii. stock_S → −1,
iii. etat_AIT2 ← 0 (en position  libre et a` l’arreˆt ),
iv. tps_lanc ← U({10; 10,5}),
v. on passe au point 1.(e).iv.
(e) Sinon :
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i. stock_S → +1,
ii. on passe au point 1.(d).v.
(f) STOP.
Lorsqu’un dock B a produit, il se de´bloque et les ope´rations LP peuvent eˆtre de´clenche´es.
Dans ce cas, un dock AIT et un dock B peuvent eˆtre remis en marche. Si ce n’est pas
possible, le SRM produit part dans son stock et comme un dock B a e´te´ de´bloque´, il peut
eˆtre remis en marche.
5. Le dock AITj a produit. (j ∈ {1; 2})
(a) tps_AITj ← +∞.
(b) Si stock_S ≥ 2 ET tps_lanc = +∞ ET tps_rep = +∞ ET attente ≥ 1 :
i. attente → −1,
ii. etat_AITj ← 0 (en position  libre et a` l’arreˆt ),
iii. stock_S → −2,
iv. tps_lanc ← U({10; 10,5}),
v. on passe au point 1.(d).iv. si j = 1 ou au point 1.(e).iv. si j = 2.
(c) Sinon : etat_AITj ← 2 (en position  occupe´ et a` l’arreˆt ).
(d) STOP.
Lorsqu’un dock AIT a produit, si les ope´rations LP peuvent eˆtre de´clenche´es, alors le CC
y est envoye´ et le dock qui l’a produit devient libre et a` l’arreˆt. Si ce n’est pas possible, le
CC reste dans son dock qui est a` l’arreˆt mais toujours occupe´.
6. Un IMC arrive.
(a) Si etat_B1 = 0 ET (stock_S ≤ SSRM−2 si le dock B2 est bloque´ OU sinon stock_S ≤
SSRM − 1) :
i. etat_B1 ← 1 (en position  bloque´ ),
ii. tps_B1 ← U({9; 9,5}).
(b) Sinon, si etat_B2 = 0 ET (stock_S ≤ SSRM − 2 si le dock B1 est bloque´ OU sinon
stock_S ≤ SSRM − 1) :
i. etat_B2 ← 1 (en position  bloque´ ),
ii. tps_B2 ← U({9; 9,5}).
(c) Sinon : stock_I → +1.
(d) Si stock_I = 4, tps_I ← +∞.
(e) Sinon, tps_I ← µb261/θanI c.
(f) STOP.
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Lorsqu’un IMC arrive, on remet le temps de production de ce sous-assemblage a` sa valeur
initiale et on ve´rifie si un dock B peut eˆtre de´clenche´ a` ce moment. Si ce n’est pas possible,
on l’envoie au stock.
7. Un LLPM arrive.
(a) Si etat_AIT1 = 0 ET stock_U ≥ 1 :
i. stock_U → −1,
ii. etat_AIT1 ← 1 (en position  occupe´ et en fonctionnement ),
iii. tps_AIT1 ← U({15; 15,5; 16}),
(b) Sinon, si etat_AIT2 = 0 ET stock_U ≥ 1 :
i. stock_U → −1,
ii. etat_AIT2 ← 1 (en position  occupe´ et en fonctionnement ),
iii. tps_AIT2 ← U({15; 15,5; 16}),
(c) Sinon : stock_L → +1.
(d) Si stock_L = 4, tps_L ← +∞.
(e) Sinon, tps_L ← µb261/θanL c.
(f) STOP.
Lorsqu’un LLPM arrive, on remet le temps de production de ce sous-assemblage a` sa valeur
initiale et on ve´rifie si un dock AIT peut eˆtre mis en marche. Si ce n’est pas le cas, le LLPM
part au stock.
8. Un ULPM arrive.
(a) Si etat_AIT1 = 0 ET stock_L ≥ 1 :
i. stock_L → −1,
ii. etat_AIT1 ← 1 (en position  occupe´ et en fonctionnement ),
iii. tps_AIT1 ← U({15; 15,5; 16}),
(b) Sinon, si etat_AIT2 = 0 ET stock_L ≥ 1 :
i. stock_L → −1,
ii. etat_AIT2 ← 1 (en position  occupe´ et en fonctionnement ),
iii. tps_AIT2 ← U({15; 15,5; 16}),
(c) Sinon : stock_U → +1.
(d) Si stock_U = 4, tps_U ← +∞.
(e) Sinon, tps_U ← µb261/θanU c.
(f) STOP.
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Lorsqu’un ULPM arrive, on remet le temps de production de ce sous-assemblage a` sa
valeur initiale et on ve´rifie si un dock AIT peut eˆtre mis en marche. Si ce n’est pas le cas,
l’ULPM part au stock.
9. Une anne´e s’est e´coule´e
(a) an → +1,
(b) tps_an ← 261,
(c) STOP.
Lorsqu’une anne´e s’est e´coule´e, on incre´mente le compteur d’anne´es et on initialise le temps
restant a` 261 jours.
On trouvera sur la figure 4.1 un sche´ma re´capitulatif de l’enchaˆınement des ope´rations.
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4.2 Simulation nume´rique
Maintenant que nous avons de´crit la dynamique du processus, nous allons exposer les prin-
cipes de son imple´mentation. Nous isolerons d’abord les groupes d’instructions similaires qui
reviennent souvent (les  routines ), puis nous expliquerons comment nous avons mis en place
le calcul du couˆt et les strate´gies afin de coder la dynamique de la transition du processus.
4.2.1 Routines
Dans la mode´lisation donne´e a` la partie pre´ce´dente, on observe qu’un certain nombre d’ins-
tructions tre`s similaires se re´pe`tent. On veut donc cre´er des routines qui se chargeraient de ces
ope´rations. Seulement, ces ope´rations ne sont pas parfaitement identiques selon l’e´ve´nement qui
s’est produit et si on veut utiliser des routines, il faudra changer un peu la mode´lisation de sorte
a` les rendre identiques.
Par exemple, prenons les points 1.(d).v. et 6.(a). Ils concernent la mise en marche du dock
B1. Les ope´rations communes sont
1. etat_B1 ← 1,
2. tps_B1 ← U({9; 9,5}).
Seulement, le point 1.(d).v. comporte une ope´ration supple´mentaire et ce point est applique´
plusieurs fois ailleurs, notamment apre`s le point 1.(d).iv. Cette ope´ration est celle qui consiste a`
enlever une unite´ au stock d’IMC. On voudrait rajouter cette ope´ration au point 6.(a). Autrement
dit, on voudrait appliquer la routine suivante :
1. stock_I → −1,
2. etat_B1 ← 1,
3. tps_B1 ← U({9; 9,5}).
Pour retrouver le meˆme re´sultat, il faut donc avoir auparavant ajoute´ une unite´ au stock d’IMC.
Le point 6 sera donc ainsi modifie´ :
1. stock_I → +1.
2. Si etat_B1 = 0 ET (stock_S ≤ SSRM − 2 si le dock B2 est bloque´ OU sinon stock_S ≤
SSRM − 1) :
(a) stock_I → −1...
3. Sinon si etat_B2 = 0 ET (stock_S ≤ SSRM − 2 si le dock B2 est bloque´ OU sinon
stock_S ≤ SSRM − 1) :
(a) stock_I → −1...
4. Si stock_I = 4...
On trouve d’autres se´ries d’ope´rations similaires pour lesquelles le principe va eˆtre le meˆme.
Pour ces se´ries d’ope´rations, il va s’agir d’ajouter des instructions d’incre´mentation ou de
de´cre´mentation des stocks.
51
CHAPITRE 4. MODE´LISATION NUME´RIQUE ET SIMULATION
Donc, les routines que l’on veut mettre en place concernent la mise en route des docks B,
des docks AIT et de la zone de lancement. On veut donc cre´er trois fonctions, une pour chacun
des ateliers. Nous allons e´galement imple´menter une routine pour calculer combien de temps il
reste avant le prochain lancement.
— La fonction qui met en marche des docks B si les conditions sont remplies sera appele´e
verifB.
— Celle qui s’occupe des docks AIT sera appele´e verifAIT.
— Celle qui de´clenche les ope´rations LP sera appele´e verifLP. Pour cette fonction, nous
avons rassemble´ les deux dure´es tps_lanc et tps_rep en une seule, note´e tps_LP et qui
est a` valeurs dans J0; 10,5K2 ∪ {+∞} (cf. annexe A).
— Pour calculer automatiquement le compte a` rebours tps_cal avant le prochain lancement,
on cre´e la routine veriftemps.
Les codes de ces routines sont donne´s dans l’annexe A, section A.1.1.
4.2.2 Fonction de couˆt
Le processus que l’on conside`re engendre des couˆts a` chaque transition. Ces couˆts sont de deux
natures : couˆts de stockage et couˆts de retard. Il s’agit de couˆts journaliers, ce qui signifie que
les variables temporelles vont eˆtre mises a` contribution et qu’il faut de´terminer a` quel moment
pre´cise´ment le couˆt doit eˆtre calcule´.
Couˆt de stockage
Cinq sous-assemblages sont concerne´s par les couˆts de stockage : les IMC, les LLPM, les
ULPM, les SRM et les CC. Stocker chacun de ces e´le´ments va couˆter, par jour, un certain
pourcentage du prix de la pie`ce. Donc, pour chaque pie`ce entrepose´e au cours du processus, il
faut savoir le temps exact passe´ dans son stock.
Chaque pie`ce rentre dans son stock et en sort lors d’un des e´ve´nements explicite´s a` la partie
pre´ce´dente. Le couˆt engendre´ par le stockage de cette pie`ce est donc proportionnel au temps
e´coule´ entre l’e´ve´nement qui a vu son entre´e dans le stock et celui qui a permis sa sortie. Le
sche´ma de la figure 4.2 illustre ce principe et nous permet de voir que le couˆt de stockage de
chaque pie`ce est e´gal a` la somme des couˆts de stockage calcule´s entre chaque e´ve´nement depuis
l’entre´e de la pie`ce dans la chaˆıne jusqu’a` sa sortie.
Soient :
— cI le couˆt de stockage par jour des IMC,
— cL le couˆt de stockage par jour des LLPM,
— cU le couˆt de stockage par jour des ULPM,
— cS le couˆt de stockage par jour des SRM,
— cC le couˆt de stockage par jour des CC.
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E´ve´nement
d’entre´e
Sous-assemblage
E´ve´nement E´ve´nement . . . E´ve´nement
E´ve´nement
de sortie
Sous-assemblage
Temps total passe´ en stock
∆t1 ∆t2 ∆tn
. . .
Figure 4.2 – Calcul du couˆt de stockage pour un sous-assemblage
Lors de chaque e´ve´nement, il faut utiliser la valeur que l’on incre´mente au temps propre (qui est
la diffe´rence entre le temps propre actuel et le temps propre pre´ce´dent). On la note ∆t. Ainsi,
on a acce`s au couˆt de stockage de chacune des pie`ces en stock via l’ope´ration
[cIstock_I+ cLstock_L+ cUstock_U+ cSstock_S+ cC(δ2(etat_AIT1) + δ2(etat_AIT2))]×∆t.
Notons que ce calcul doit se faire avant d’appliquer les instructions relatives a` l’e´ve´nement qui
s’est produit, de sorte a` prendre en compte les pie`ces qui, e´ventuellement, seraient destocke´es.
Couˆt de retard anticipe´
Le couˆt de retard anticipe´ est ce qu’il faut payer lorsqu’au moment ou` on met en marche la
zone de lancement, on sait qu’on sera en retard sur la date calendaire. En effet, le lancer dure au
moins 10 jours. Un retard sera donc anticipe´ lorsque la date calendaire se situe a` ce moment-la`
a` moins de 10 jours. Soit cRA le couˆt par jour du retard anticipe´. Le calcul de ce couˆt se fait
donc via la formule
cRA(tps_ppe + tps_LP− date_tir(nb_tirs + 1))+.
Ce couˆt doit, par de´finition, eˆtre calcule´ au moment de la mise en marche de la LP apre`s
l’affectation de la variable tps_LP.
Couˆt de retard a posteriori
Le couˆt de retard a posteriori est ce qu’il faut payer lorsqu’un tir a e´te´ effectue´ en retard,
mais que ce retard n’a pas e´te´ anticipe´ (c’est-a`-dire que la zone de lancement a e´te´ mise en
marche au moins 10 jours avant la date calendaire de tir). Soit cRP le couˆt journalier de retard
a posteriori. E´tant donne´ qu’au moment de la mise en marche de la zone de lancement, on a
acce`s a` la valeur de la dure´e ne´cessaire pour effectuer le tir, on sait alors dire s’il va eˆtre effectue´
en retard. Seulement, il faut ve´rifier que le retard n’est pas anticipe´, ce qu’on sait dire aussi (cf.
paragraphe pre´ce´dent). Le calcul du couˆt de retard a posteriori se fait donc via la formule
cRP (tps_ppe + tps_LP− date_tir(nb_tirs + 1))+,
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ce couˆt e´tant nul si le retard a e´te´ anticipe´, autrement dit si tir est commence´ a` moins de 10
jours de la date calendaire. Le couˆt de retard a posteriori doit donc eˆtre calcule´ lors de la mise
en marche de la LP apre`s l’affectation de la variable tps_LP.
Simulation
On introduit alors une nouvelle variable cout qui va servir a` accumuler les couˆts ge´ne´re´s
lors des transitions. A` chaque ite´ration, on regarde quelle valeur parmi tps_I, tps_L, tps_U,
tps_B1, tps_B2, tps_AIT1, tps_AIT2, tps_LP, tps_cal et tps_an est minimale. On retranche ce
minimum aux autres valeurs. Puis on incre´mente tps_ppe du minimum trouve´, puis on calcule
le couˆt de stockage graˆce a` ce minimum. On ajoute sa valeur a` cout. Donc seule la fonction
verifLP se trouve affecte´e par la pre´sence des variables de couˆt. On trouvera son code dans
l’annexe A, section A.1.1.
Pour les besoins de l’optimisation, on instaurera une pe´nalite´ financie`re par tir non effectue´
en fin de processus (qui est donc calcule´ lorsque les 30 anne´es sont e´coule´es) que l’on rajoute a`
cout a` la toute fin. Une fois le processus termine´, il est en effet facile de re´cupe´rer le nombre de
tirs qui n’ont pas pu eˆtre faits.
4.2.3 Application d’une strate´gie et premie`re re´duction de l’espace d’e´tats
Les cadences de production des sous-assemblages sont de´termine´es par les trois suites de
taux (θkI )1≤k≤30, (θ
k
L)1≤k≤30 et (θ
k
U )1≤k≤30. Ces taux ne sont pas de´termine´s a` l’avance : ils sont
fonction de l’e´tat dans lequel se trouve le syste`me au moment ou` on les choisit. Mais la trajectoire
de la chaˆıne va de´pendre de la strate´gie choisie, c’est-a`-dire d’une fonction qui a` un e´tat de la
chaˆıne associe une de´cision (c’est donc une strate´gie de´terministe markovienne).
Tel que nous l’avons mode´lise´, le processus posse`de un espace d’e´tats trop important pour la
phase d’optimisation qui va suivre. En effet, on estime son cardinal a` environ neuf milliards. Il
faut donc trouver un moyen de re´duire le nombre de variables d’e´tats dont de´pend la de´cision. On
peut remarquer que physiquement, un controˆleur n’a pas acce`s a` toutes les variables descriptives
que l’on a mises en e´vidence lors de la description de la chaˆıne de montage. Seules certaines sont
directement observables 1. Ce sont :
— l’e´tat des stocks : stock_I, stock_L, stock_U et stock_S,
— l’e´tat des ateliers : etat_B1, etat_B2, etat_AIT1, etat_AIT2 et etat_LP,
— le nombre de tirs effectue´s nb_tirs,
— les variables calendaires (tps_cal, attente et compteur) et les variables ge´ne´rales (tps_ppe,
tps_an et an).
On de´finit e´galement une autre variable observable, appele´e tirs_prevus, qui compte le nombre
de tirs a` effectuer dans l’anne´e. Elle est a` valeurs dans J1; 17K. Comme deux tirs doivent eˆtre
espace´s d’au moins 15 jours, on ne peut faire qu’au plus 17 tirs en un an.
1. On pourrait finalement voir ce processus comme un POMDP. La complexite´ du proble`me n’en serait en
revanche pas re´duite via ce formalisme.
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Dans la suite, on appellera e´galement stock_C la variable a` valeurs dans {0; 2} qui mesure
le nombre de CC en stock (autrement dit, stock_C = δ2(etat_AIT1) + δ2(etat_AIT2)).
Certaines de ces variables ne sont pas raisonnablement pertinentes pour l’e´tablissement d’un
taux de production. On mode´lise l’information  physique  utile au controˆleur par les six
variables suivantes :
1. tirs_prevus,
2. stock_I,
3. stock_U,
4. stock_L,
5. stock_S,
6. stock_C.
On re´duit ainsi l’e´tat du syste`me a` ces six variables d’inte´reˆt. Le nombre d’e´tats re´duits est
note´ #X. Selon que l’on autorise un stock de 4 SRM ou de 8 SRM, #X vaut respectivement
26 251 ou 47 251. On ordonne l’ensemble de ces e´tats d’une manie`re arbitraire et on les range
dans une matrice appele´e matrice_etats de taille 7×#X, ou` chacune des six premie`res lignes,
servant a` la lisibilite´ de la matrice, correspond aux valeurs des variables cite´es au-dessus. Ainsi,
les e´tats re´duits se retrouvent nume´rote´s de 1 a` #X. La septie`me ligne sert pour les besoins de
la simulation : elle donne, pour chacun des e´tats, un code unique en forme de nombre entier,
afin de les retrouver plus facilement dans la matrice. On instaure alors une nouvelle variable
numero_etat a` valeurs dans J0; #XK qui donne le nume´ro de l’e´tat re´duit dans lequel se trouve
le syste`me a` l’anne´e nouvelle (0 e´tant mis par convention pour l’e´tat terminal).
On peut faire de meˆme avec les diffe´rentes de´cisions possibles. Chaque anne´e, on de´cide
d’un taux de production pour les trois sous-assemblages, c’est-a`-dire d’un nombre moyen de
pie`ces a` produire en un an. On note #A le nombre total de de´cisions possibles, ce qui donne
#A = 73 = 343. On ordonne ainsi arbitrairement les de´cisions possibles et on les range dans une
matrice appele´e matrice_actions de taille 3 × #A, ou` chaque ligne correspond au taux d’un
des trois sous-assemblages :
1. la premie`re ligne correspond aux IMC,
2. la deuxie`me ligne correspond aux LLPM,
3. la troisie`me ligne correspond aux ULPM.
Ainsi, les de´cisions possibles se retrouvent nume´rote´es de 1 a` #A.
On prend une de´cision au de´but de chacune des 30 anne´es que dure le processus. On peut
alors mode´liser une strate´gie par une matrice (mi,j) de taille #X × 30 a` valeurs dans J1; #AK
telle que le cœfficient mi,j est le nume´ro de la de´cision a` prendre la je anne´e si le syste`me se
trouve dans l’e´tat nume´ro i a` ce moment-la`.
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C’est donc lorsqu’une anne´e s’est e´coule´e qu’il faut chercher le nume´ro de l’e´tat et calculer
le nombre de tirs pre´vus. Mais il faut distinguer le cas ou` le processus a termine´ et entre donc
dans sa 31e anne´e. Dans ce cas, il faut calculer le nombre de tirs qui n’ont pas e´te´ effectue´s
(i.e. compteur− nb_tirs). Sinon, on aura besoin du nombre de tirs pre´vus dans l’anne´e par le
calendrier, qu’on note tirs_calendrier(k) pour la ke anne´e.
Le sche´ma 4.3 re´capitule donc le nombre de variables et leur re´partition. On trouvera un
code de la dynamique de la transition dans l’annexe A, section A.1.2.
28 variables
d’e´tat
4 variables
de stock
14 variables
temporelles
8 variables
descriptives
(quel atelier fonc-
tionne, par exemple)
2 variables
de couˆt
Figure 4.3 – Re´partition des variables
4.3 Conclusion
Nous avons mode´lise´ la chaˆıne de montage du chapitre 3 en utilisant un pas de temps parti-
culier. En effet, nous avons conside´re´ que le syste`me changeait d’e´tat lorsqu’un  e´ve´nement  se
produit, c’est-a`-dire de`s l’instant qu’une ou plusieurs variables changent. Nous avons distingue´
huit e´ve´nements qui repre´sentent autant de faits majeurs qui surviennent au cours du fonction-
nement de la chaˆıne. A` partir de cette mode´lisation, nous avons imple´mente´ un simulateur en
MATLAB. Ce dernier prend en entre´e une strate´gie et rend une trajectoire accompagne´e de son
couˆt.
L’avantage d’une telle mode´lisation est principalement la pre´cision des trajectoires obtenues.
Ainsi, on peut suivre exactement ce qui se passe dans la chaˆıne au cours du temps. Le MDP sous-
jacent avec lequel nous allons travailler s’obtient en conside´rant uniquement les e´tats ne´cessaires.
C’est celui qui reprend l’e´tat de la chaˆıne au de´but de chaque anne´e, afin que l’e´chelle de temps
du processus co¨ıncide avec la fre´quence de la de´cision. De meˆme, l’imple´mentation des strate´gies
dans le simulateur nous a permis d’effectuer une premie`re e´tape de re´duction de l’espace des
e´tats. En effet, d’environ neuf milliards, nous nous sommes ramene´s a` un ensemble d’e´tats de
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cardinal au plus 47251 via une analyse de l’information physique sur laquelle le controˆleur se
base pour de´cider d’un taux de production.
En revanche, notre de´marche implique que nous ne connaissons que la loi de transition
e´ve´nementielle, pas celle du MDP sous-jacent. Il faudrait composer le noyau e´ve´nementiel mais
la loi du nombre de compositions nous est inconnue. De plus, il est difficile d’e´crire analytique-
ment cette loi de transition. Cette simple constatation empeˆche l’application de toute proce´dure
standard d’optimisation dont on a fait la revue au chapitre 2. La forme inhabituelle de la fonction
de couˆt, a` savoir que le couˆt d’une anne´e ne peut se calculer qu’une fois icelle e´coule´e, corro-
bore cette conclusion. Il faut donc envisager d’autres techniques d’optimisation. Le chapitre 5
pre´sente deux algorithmes qui pourraient potentiellement s’ave´rer adapte´s au proble`me pose´ par
Airbus.
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La manie`re dont nous avons mode´lise´ et simule´ la chaˆıne de montage au chapitre 4 pose un
proble`me majeur pour l’optimisation. En effet, trois e´chelles de temps co¨ıncident :
— l’anne´e pour l’optimisation, car c’est la fre´quence de la de´cision,
— la journe´e pour le calcul des couˆts, car on dispose de couˆts journaliers,
— l’e´ve´nement pour la simulation.
Or, si on est capable de simuler des trajectoires pre´cises de la chaˆıne et, a fortiori, de re´cupe´rer
les e´tats qui forment le MDP associe´, on ne saurait donner une e´criture analytique de la loi de
transition d’une anne´e a` une autre. En effet, on sait que cette loi est une ite´ration du noyau
 e´ve´nementiel . Mais on ne peut pre´dire combien d’e´ve´nements se de´rouleront en une anne´e, et
donc combien de fois il faut ite´rer ce noyau. Il est donc tre`s difficile d’en avoir une forme explicite.
Ajoutons a` cette difficute´ que la fonction de couˆt n’est pas de la forme usuelle, c’est-a`-dire qu’elle
n’est calculable qu’une fois l’anne´e e´coule´e, donc elle ne de´pend pas uniquement de l’e´tat de
de´part et de la de´cision prise. Les techniques standard d’optimisation comme la programmation
dynamique ou line´aire, qui requie`rent la connaissance parfaite de la loi de transition et de la
fonction de couˆt par transition, ne peuvent donc pas eˆtre utilise´es ici.
Nous nous sommes donc tourne´s vers d’autres techniques ([CHFM13, HS04, HHC12]) et
nous avons regarde´ de plus pre`s deux proce´dures : l’algorithme MRAS (Model Reference Adap-
tive Search) et l’algorithme ASA (Approximate Stochastic Annealing) que l’on trouve dans
[CHFM13]. Ces algorithmes proposent une approche originale de l’optimisation des processus
markoviens de´cisionnels et utilisent tre`s largement des simulations de trajectoires et la me´thode
de Monte-Carlo.
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Conside´rons le proble`me ge´ne´ral de minimisation suivant : soit f : E → R une fonction
minore´e sur un certain ensemble non vide E ⊂ Rn. On veut trouver un e´le´ment x∗ ∈ E tel que
x∗ ∈ argmin
x∈E
f(x).
L’algorithme MRAS utilise une famille de lois de probabilite´s ϕ(·, θ) sur E de´pendant d’un
parame`tre θ pour ge´ne´rer des solutions potentielles au proble`me. La recherche d’un minimum
pour f se transforme alors en recherche d’un parame`tre θ∗ optimal pour lequel les re´alisations de
la distribution ϕ(·, θ∗) seraient les optima recherche´s. La mise a` jour du parame`tre d’une ite´ration
a` l’autre est de´termine´e par une suite de lois de re´fe´rence (gk)k≥1 construites par re´currence selon
la formule
gk(x) =
f(x)gk−1(x)∫
E
f(x)gk−1(x) dx
pour tout x ∈ E
avec g1 une loi initiale sur E. Le nouveau parame`tre est celui qui minimise la projection de gk
sur la famille de lois ϕ(·, θ) selon la divergence de Kullback-Leibler de´finie par
D(gk||ϕ(·, θ)) =
∫
E
log
(
gk(x)
ϕ(x, θ)
)
gk(x) dx.
La recherche de θ∗ de´pend donc fortement du choix de la famille ϕ(·, θ). En pratique, on se tourne
vers des familles pour lesquelles le calcul du parame`tre θ qui minimise la divergence est facile.
En l’occurrence, il en existe une pour laquelle le minimum posse`de une expression analytique
([ZFM10]) : la famille exponentielle. Il s’agit d’une famille de fonctions de la forme
ϕ(x, θ) = exp
(
tθ Γ(x)−K(θ))h(x)
ou` h : Rn → R, Γ : Rn → Rm sont des fonctions et K(θ) = log
∫
E
exp(tθ Γ(x))h(x) dx. De
nombreuses lois usuelles font partie de cette famille, comme la loi normale, la loi de Poisson, la
loi binomiale, la loi ge´ome´trique... C’est cette famille qui est utilise´e dans l’algorithme que nous
allons pre´senter ici. Le parame`tre a` optimiser est une matrice de probabilite´s a` trois dimensions.
La mise a` jour de cette matrice a` chaque ite´ration fait intervenir une phase de se´lection ou` le
calcul d’un seuil (dans le cas des MDP, l’estimation d’un quantile de la loi du couˆt) fait en sorte
d’e´carter les solutions de mauvaise qualite´.
L’algorithme ASA partage quelques similarite´s avec le MRAS. Mais son fonctionnement
e´voque e´galement la me´thode du recuit simule´ ([BDM11]). Dans l’esprit ge´ne´ral, il cherche a`
connaˆıtre le meilleur parame`tre θ qui minimise la divergence de Kullback-Leibler D(gk||ϕ(·, θ))
ou` ϕ(·, θ) est une famille de lois de probabilite´s (nous nous servirons e´galement de la famille
exponentielle, pour simplifier les calculs). Comme pour le MRAS, ce parame`tre prendra la forme
d’une matrice de probabilite´s. Toutefois, la ressemblance avec la me´thode de recuit simule´ tient
a` la suite de lois de re´fe´rence (gk)k≥1. En effet, on utilise une distribution de Boltzmann qui
peut eˆtre e´crite ainsi :
gk(x) =
exp
(
−f(x)
Tk
)
∫
E
exp
(
−f(x)
Tk
)
dx
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ou` Tk est un parame`tre de tempe´rature de´croissant lorsque k tend vers l’infini. Cette distribution
donne un poids plus fort aux e´le´ments x de E avec f(x) petit. Une diffe´rence notable avec le
MRAS est l’absence de phase de se´lection : toutes les solutions tire´es avec la loi ϕ(·, θ) sont mises
a` contribution.
Dans les deux cas, l’optimisation de la matrice de probabilite´s est tre`s commode. En effet,
le proble`me de minimisation du couˆt revient a` minimiser un parame`tre graˆce auquel on est
capables de simuler des strate´gies. Ces strate´gies ont la forme de matrices M = (mi,t) ou` chaque
cœfficient mi,t, a` valeurs dans J1; 343K, repre´sente le nume´ro de la de´cision a` prendre si on est dans
l’e´tat nume´ro i au temps t. Ce sont donc des strate´gies de´terministes markoviennes directement
utilisables avec le simulateur.
Naturellement, nous n’avons expose´ dans cette introduction que les grands principes de
ces deux algorithmes. Dans la suite du chapitre, ils vont apparaˆıtre sous une forme applique´e
spe´cifiquement aux MDP. En l’occurrence, la fonction a` minimiser sera celle qui a` une strate´gie
associe son couˆt moyen. Ce dernier sera estime´ via une me´thode de Monte-Carlo. Ce chapitre
propose de de´crire avec pre´cision ces deux algorithmes adapte´s aux MDP. La premie`re partie
sera consacre´e au MRAS, la seconde a` l’ASA.
Nous reprenons ici certaines notations du chapitre pre´ce´dent. En l’occurrence, nous noterons
#X le nombre total d’e´tats, #A le nombre total d’actions et H l’horizon du proble`me.
5.1 L’algorithme MRAS
5.1.1 Description ge´ne´rale de l’algorithme
L’algorithme ope`re sur une matrice a` trois dimensions P ou` chaque cœfficient P (i, j, t) in-
dique la probabilite´ de choisir l’action aj a` l’instant t lorsqu’on se trouve dans l’e´tat xi. A` chaque
ite´ration, l’algorithme met a` jour cette matrice P en fonction des re´sultats rendus par la simu-
lation du processus markovien de´cisionnel que l’on veut optimiser. On obtient ainsi une suite
(Pk)k≥0 de matrices qui repre´sente la succession des mises a` jour. L’objectif de l’algorithme est
de faire en sorte de mettre un poids plus fort sur les strate´gies les moins couˆteuses.
Dans cette partie, nous allons nous attacher au fonctionnement ge´ne´ral de l’algorithme. A`
chaque ite´ration, il proce`de a` plusieurs phases qui sont de´crites ci-dessous.
E´tape 1 : simulation des strate´gies candidates
D’abord, on construit un certain nombre de strate´gies, mais pas toutes de la meˆme manie`re.
En effet, certaines sont construites en tirant les actions selon la matrice de probabilite´ courante
P , et les autres selon la matrice de probabilite´ initiale P0.
Ainsi, simuler des strate´gies selon P permet de garder les acquis des ite´rations pre´ce´dentes
et de diriger la recherche vers des strate´gies potentiellement meilleures. La matrice initiale P0
est cruciale car elle de´termine un espace initial de solutions potentielles vers lequel l’algorithme
est constamment renvoye´, et qu’il continue a` explorer tout au long de son exe´cution.
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E´tape 2 : e´valuation des performances
Pour chacune des strate´gies construites a` l’e´tape pre´ce´dente, on e´value sa performance par
la me´thode de Monte-Carlo. Le nombre de simulations pour la me´thode de Monte-Carlo doit
eˆtre choisi selon des consignes pre´cises que l’on de´taillera plus tard.
E´tape 3 : de´termination des meilleures strate´gies candidates
Toutes les strate´gies simule´es a` l’e´tape 1 ne sont pas inte´ressantes. Certaines vont engendrer
un couˆt plus e´leve´ que d’autres. Cette e´tape consiste justement a` se de´barasser des mauvaises
strate´gies.
Pour ce faire, on calcule un seuil de performance et on ne garde que la proportion de strate´gies
candidates dont le couˆt est infe´rieur au seuil. Si le seuil calcule´ a` cette ite´ration est meilleur que
le seuil de l’ite´ration pre´ce´dente, on le garde en me´moire. Si ce n’est pas le cas, il existe peut-eˆtre
une strate´gie qui engendre un couˆt moins e´leve´ que le seuil de l’ite´ration pre´ce´dente, et ce dernier
devient alors le nouveau seuil de performance.
Ce seuil est tre`s important : par sa de´finition meˆme, il est suppose´ de´croˆıtre avec le nombre
d’ite´rations et oriente donc la recherche vers des solutions toujours plus proches d’un optimum.
E´tape 4 : mise a` jour de P
C’est a` cette e´tape que la matrice des probabilite´s P e´volue, et donc que se redessine l’espace
des solutions potentielles. Deux cas peuvent se pre´senter.
— Soit l’e´tape pre´ce´dente n’a pas permis d’obtenir un meilleur seuil qu’auparavant, auquel
cas P ne change pas.
— Soit on dispose d’un nouveau seuil. Dans ce cas, une formule permet de recalculer chaque
cœfficient de P en ne faisant intervenir que les strate´gies inte´ressantes mises en e´vidence a`
l’e´tape pre´ce´dente (c’est-a`-dire celles qui font mieux que le seuil) et e´ventuellement celles
qui font un peu moins bien, selon une tole´rance laisse´e a` choisir en parame`tre.
5.1.2 Dynamique de l’algorithme
Ici, nous allons donner pre´cise´ment la suite des instructions a` exe´cuter. On trouvera dans la
section A.2.1 de l’annexe A le code utilise´ pour l’imple´mentation du MRAS.
Parame`tres
L’algorithme ne´cessite un certain nombre de parame`tres d’entre´e.
— P0 ∈ M#X,#A,H([0; 1]) : matrice de probabilite´s initiale, qui peut eˆtre choisie selon une
connaissance pre´alable du proble`me, ou qui, dans le cas contraire, doit eˆtre proche d’une
loi uniforme,
— ρ0 ∈]0; 1] : quantile initial qui va servir a` calculer le seuil de performance, et donc qui
de´termine la proportion de candidats inte´ressants,
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— ε > 0 : tole´rance pour la prise en compte de moins bonnes strate´gies dans la mise a` jour
de P ,
— N0 ≥ 2 : nombre initial de strate´gies candidates que l’on va simuler,
— M0 ≥ 1 : nombre initial de simulations pour la me´thode de Monte-Carlo,
— α > 1 : facteur par lequel on multiplie le nombre de candidats a` simuler a` la prochaine
ite´ration lorsqu’on ne trouve pas de seuil convenable,
— β > 1 : facteur par lequel on multiplie, a` la fin de chaque ite´ration, le nombre de simulations
pour la me´thode de Monte-Carlo,
— λ ∈]0; 1[ : cœfficient de me´lange qui de´termine la proportion de strate´gies candidates qui
seront simule´es selon la matrice initiale P0,
— ν ∈]0; 1] : cœfficient de mixite´ qui est utilise´ au moment de la mise a` jour de P afin
d’ame´liorer les performances nume´riques de l’algorithme,
— H : R → R+ strictement de´croissante : fonction qui sert a` e´viter que les cœfficients de P
ne soient ne´gatifs,
— x0 ∈ X : e´tat initial pour le MDP,
— k = 0 : compteur d’ite´rations,
— K ∈ N∗ : nombre limite d’ite´rations.
Fonctions particulie`res
L’algorithme d’optimisation fait appel a` deux fonctions que l’on de´finit ici. D’une part, la
fonction I est celle qui va permettre de quantifier la contribution de chacun des candidats
potentiels en fonction du seuil de performance se´lectionne´. Elle est de´finie par :
I(x, χ) =

0 si x ≥ χ+ ε
χ+ ε− x
ε
si χ < x < χ+ ε
1 si x ≤ χ
.
La figure 5.1 en donne une repre´sentation graphique.
D’autre part, la fonction f apparaˆıt dans le calcul de la mise a` jour de la matrice P . Pour
tous 1 ≤ i ≤ #X, 1 ≤ j ≤ #A, 1 ≤ t ≤ H, on pose
Πi,j(t) = {strate´gies pi = (pik)1≤k≤H | pit(xi) = aj}
et on de´finit f ainsi :
f(pi, Pk) = (1− λ)f(pi, Pk) + λf(pi, P0),
avec
f(pi, Pk) =
H−1∏
t=0
#X∏
i=1
#A∏
j=1
Pk(i, j, t)
1Πi,j(t)
(pi)
.
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1
0 χ χ+ ε x
y
Figure 5.1 – Trace´ de la fonction x 7→ I(x, χ)
Instructions
TANT QUE k ≤ K, exe´cuter les instructions suivantes.
1. Simulation des strate´gies candidates
Construire Nk strate´gies note´es pi
n (n ∈ J1;NkK) de la manie`re suivante : pour chaque n,
— avec probabilite´ λ, tirer les actions de pin selon la matrice P0 ;
— avec probabilite´ 1− λ, tirer les actions de pin selon la matrice P .
2. E´valuation des performances (me´thode de Monte-Carlo)
(a) Pour chaque strate´gie pin, simuler Mk trajectoires du MDP avec x0 pour e´tat initial.
(b) Calculer, pour chaque m et chaque n, V nk,m (n ∈ J1;NkK et m ∈ J1;MkK), le couˆt
engendre´ par la me trajectoire simule´e avec la strate´gie pin.
(c) Pour chaque n, calculer V
n
k =
1
Mk
Mk∑
m=1
V nk,m.
3. De´termination des meilleures strate´gies candidates
(a) Ranger les V
n
k par ordre de´croissant et ainsi obtenir une suite (V
(n)
k ) de sorte que
V
(1)
k ≥ . . . ≥ V (Nk)k .
(b) Calculer γk(ρk, Nk) = V
(d(1−ρk)Nke)
k ou` dxe est la partie entie`re supe´rieure de x.
(c) Mettre a` jour le seuil de performance γk, le quantile et le nombre de strate´gies a`
simuler de la manie`re suivante :
— SI k = 0 OU γk(ρk, Nk) ≤ γk−1 − ε
↪→ γk ← γk(ρk, Nk),
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↪→ ρk+1 ← ρk,
↪→ Nk+1 ← Nk,
↪→ pi∗k ← une strate´gie pin telle que V
(n)
k = γk(ρk, Nk).
— SINON on cherche le plus petit entier ν > d(1− ρk)Nke tel que V (ν)k ≤ γk−1 − ε
B Si ν existe :
↪→ γk ← V (ν)k ,
↪→ ρk+1 ← 1− ν
Nk
,
↪→ Nk+1 ← Nk,
↪→ pi∗k ← une strate´gie pin telle que V
(n)
k = V
(ν)
k .
B Si ν n’existe pas :
↪→ γk ← V nk ou` pin = pi∗k−1,
↪→ ρk+1 ← ρk,
↪→ Nk+1 ← dαNke,
↪→ pi∗k ← pi∗k−1.
4. Calcul de la matrice Pk+1
(a) SI ∀n ∈ J1;NkK, [H(V nk)]k
f(pin, Pk)
I(V nk , γk) = 0,
Pk+1 = Pk.
(b) SINON
i. on calcule d’abord une matrice auxiliaire Pˆk+1 de la fac¸on suivante : pour tous
1 ≤ i ≤ #X, 1 ≤ j ≤ #A, 1 ≤ t ≤ H,
Pˆk+1(i, j, t)←
Nk∑
n=1
[H(V nk)]k
f(pin, Pk)
I(V nk , γk)1Πi,j(t)(pin)
Nk∑
n=1
[H(V nk)]k
f(pin, Pk)
I(V nk , γk)
.
ii. Pk+1 ← νPˆk+1 + (1− ν)Pk.
(c) Mk+1 ← dβMke.
(d) k ← k + 1.
Remarque. Notons que f(pi, P ) ne peut valoir 0. En effet, si la strate´gie teste´e (simule´e a` partir
de la matrice P ou de la matrice P0) pre´conise l’action aj a` l’e´tat xi et a` l’instant t, c’est que
P (i, j, t) ou P0(i, j, t) n’est pas nul. Donc soit f(pi, P ) n’est pas nul, soit f(pi, P0) n’est pas nul.
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5.1.3 Repre´sentation des cœfficients des matrices Pˆk
Le calcul des matrices Pˆk fait intervenir la fonction f qui rend une somme de produits de
nombres positifs infe´rieurs a` 1. Si #X, #A ou H sont tre`s grands, cette somme sera tre`s proche
de 0 si bien qu’elle aura une valeur infe´rieure a` la pre´cision machine, et sera nume´riquement
traite´e comme e´gale a` 0. Toutefois, il est possible de calculer le logarithme naturel de la fonction
f qui intervient dans le calcul de f (avec la convention nume´rique log(0) = −∞). Il faut donc
adopter une repre´sentation des nombres qui interviennent dans le calcul de Pˆk.
Soit k ∈ N∗. Pour tout n ∈ J1;NkK, on note
α(k)n =
A
(k)
n
G
(k)
n +H
(k)
n
(5.1)
avec
A(k)n = [H(V nk)]kI(V nk , γk), G(k)n = (1− λ)f(pin, Pk) et H(k)n = λf(pin, P0)
de sorte que
Pˆk+1(i, j, t) =
Nk∑
n=1
α(k)n 1Πi,j(t)(pi
n)
Nk∑
n=1
α(k)n
. (5.2)
On cherche a` e´crire α
(k)
n en fonction de logG
(k)
n et de logH
(k)
n . On e´crit alors
α(k)n =

exp(logA
(k)
n − logG(k)n )
1 + exp(logH
(k)
n − logG(k)n )
si G
(k)
n ≥ H(k)n
exp(logA
(k)
n − logH(k)n )
1 + exp(logG
(k)
n − logH(k)n )
si H
(k)
n ≥ G(k)n .
(5.3)
Le logarithme du nume´rateur est calculable (avec la convention nume´rique exp(−∞) = 0), et
le de´nominateur est calculable e´galement car il est toujours compris entre 1 et 2. On repre´sente
donc les cœfficients α
(k)
n par le crochet suivant
α(k)n =
[
a(k)n ; b
(k)
n
]
(5.4)
ou`
a(k)n =

1
1 + exp(logH
(k)
n − logG(k)n )
si G
(k)
n ≥ H(k)n
1
1 + exp(logG
(k)
n − logH(k)n )
si H
(k)
n ≥ G(k)n
(5.5)
et
b(k)n =
{
logA
(k)
n − logG(k)n si G(k)n ≥ H(k)n
logA
(k)
n − logH(k)n si H(k)n ≥ G(k)n
(5.6)
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de sorte que
α(k)n = a
(k)
n exp
(
b(k)n
)
. (5.7)
Enfin, pour calculer les matrices Pˆk, on va normaliser chacun des cœfficients α
(k)
n . Pour ce faire,
on calcule
Nˆ = argmax
n∈J1;NkK b
(k)
n .
On factorise ensuite par α
(k)
Nˆ
, de sorte que l’on ait
Pˆ (i, j, t) =
Nk∑
n=1
α
(k)
n
α
(k)
Nˆ
1Πi,j(t)(pi
n)
Nk∑
n=1
α
(k)
n
α
(k)
Nˆ
(5.8)
ou`
α
(k)
n
α
(k)
Nˆ
est repre´sente´ par le crochet
a(k)n
a
(k)
Nˆ
; b(k)n − b(k)Nˆ
 . (5.9)
Ce crochet est calculable nume´riquement et permet d’obtenir la valeur des cœfficients de Pˆ .
5.2 L’algorithme ASA
Nous proposons dans cette partie une deuxie`me technique d’optimisation adapte´e a` notre
proble`me et que l’on peut retrouver dans [CHFM13] : l’algorithme ASA. Son principe est assez
similaire a` celui de l’algorithme MRAS (ils sont tous les deux base´s sur le concept plus ge´ne´ral
de recuit simule´, cf. [BDM11]). La diffe´rence majeure entre les deux me´thodes re´side dans la
fre´quence de la mise a` jour de la matrice de probabilite´s Pk. Dans le MRAS, cette matrice n’e´volue
que lorsqu’au moins une strate´gie a donne´ une performance meilleure que le seuil (ou du moins,
suffisamment proche), de sorte a` diriger la recherche vers des strate´gies plus prometteuses. En
revanche, dans l’ASA, comme nous allons le voir, la matrice Pk est mise a` jour a` toutes les
ite´rations et prend en compte toutes les strate´gies simule´es. Elle fait en sorte de mettre un poids
plus fort sur celles qui ont donne´ un couˆt moindre.
5.2.1 Description ge´ne´rale de l’algorithme
L’algorithme ASA ope`re e´galement sur une matrice a` trois dimensions P ou` chaque cœfficient
P (i, j, t) indique la probabilite´ de choisir l’action aj a` l’instant t lorsqu’on se trouve dans l’e´tat
xi. Les e´tapes de cet algorithme sont similaires a` celle de l’algorithme MRAS.
67
CHAPITRE 5. ALGORITHMES STOCHASTIQUES D’OPTIMISATION
E´tape 1 : simulation des strate´gies candidates
L’algorithme simule d’abord un certain nombre de strate´gies. Certaines sont simule´es selon
la matrice initiale P0, et les autres selon la matrice courante P . La proportion de strate´gies
simule´es selon P0 est amene´e a` de´croˆıtre de manie`re au moins polynoˆmiale au fur et a` mesure
des ite´rations. Le nombre de strate´gies candidates doit croˆıtre de fac¸on polynoˆmiale.
E´tape 2 : e´valuation des performances
La me´thode de Monte-Carlo est utilise´e pour estimer la performance de chacune des strate´gies
construites a` l’e´tape pre´ce´dente. Le nombre de simulations utilise´es doit croˆıtre suffisamment
lentement.
E´tape 3 : mise a` jour de P
Contrairement a` l’algorithme MRAS, la suite Pk va constamment e´voluer. Une nouvelle
matrice Pˆ est calcule´e en fonction des performances des strate´gies construites a` l’e´tape 1, en
faisant en sorte de mettre un poids plus fort sur les meilleures strate´gies graˆce a` un parame`tre
de tempe´rature qui de´croˆıt au fur et a` mesure des ite´rations. Puis une combinaison convexe de
Pˆ et de Pk forme la matrice Pk+1. Ainsi, la nouvelle matrice des probabilite´s Pk+1 ne s’e´loigne
pas trop de Pk, et permet une recherche plus efficace en e´vitant les extrema locaux.
5.2.2 Dynamique de l’algorithme
Ici, nous allons donner pre´cise´ment la suite des instructions a` exe´cuter. Dans la section A.2.2
de l’annexe A, on trouvera le code de l’ASA que nous avons imple´mente´.
Parame`tres
L’algorithme ne´cessite un certain nombre de parame`tres d’entre´e.
— P0 ∈ M#X,#A,H([0; 1]) : matrice de probabilite´s initiale, qui doit eˆtre initialise´e a` une loi
uniforme (i.e. tous ses cœfficients doivent valoir
1
#A
),
— α0 =
1
1000,501
: cœfficient de lissage initial qui controˆle l’e´volution de la suite de matrices
(Pk),
— β0 = 1 : cœfficient de me´lange initial qui de´termine la proportion de strate´gies qui seront
simule´es selon la matrice P0,
— T0 ∈ R∗+ : tempe´rature initiale, qui gouverne la convergence de l’algorithme (elle ne doit
eˆtre choisie ni trop e´leve´e, pour ne pas ralentir la convergence de l’algorithme, ni trop
proche de ze´ro, auquel cas l’algorithme pourrait se retrouver coince´ dans un extremum
local),
— N0 ∈ N∗ : nombre initial de strate´gies candidates a` simuler,
— M0 ∈ N∗ : nombre initial de simulations pour la me´thode de Monte-Carlo,
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— x0 : e´tat initial pour le MDP,
— k = 0 : compteur d’ite´rations,
— K ∈ N∗ : nombre limite d’ite´rations.
Remarque. Les valeurs prises pour α0 et β0 sont de´termine´es par le choix explicite de suites
(αk) et (βk) dont les formules ge´ne´rales sont donne´es lors de la description des instructions.
Une distribution sur l’ensemble des strate´gies
L’algorithme d’optimisation fait appel a` la distribution de probabilite´ f sur l’ensemble des
strate´gies qu’on a e´voque´e pour l’algorithme MRAS. Elle apparaˆıt dans le calcul de la mise a`
jour de la matrice P . On rappelle qu’elle est ainsi de´finie :
f(pi, Pk) = (1− βk)f(pi, Pk) + βkf(pi, P0),
avec
f(pi, Pk) =
H−1∏
t=0
#X∏
i=1
#A∏
j=1
Pk(i, j, t)
1Πi,j(t)
(pi)
.
Instructions
TANT QUE k ≤ K, exe´cuter les instructions suivantes.
1. Simulation des strate´gies candidates
Construire Nk strate´gies note´es pi
n (n ∈ J1;NkK) de la manie`re suivante : pour chaque n,
— avec probabilite´ βk, tirer les actions de pi
n selon la matrice P0 ;
— avec probabilite´ 1− βk, tirer les actions de pin selon la matrice P .
2. E´valuation des performances
(a) Pour chaque strate´gie pin, simuler Mk trajectoires du MDP avec x0 pour e´tat initial.
(b) Calculer, pour chaque m et chaque n, V nk,m (n ∈ J1;NkK et m ∈ J1;MkK), le couˆt
engendre´ par la me trajectoire simule´e avec la strate´gie pin.
(c) Pour chaque n, calculer V
n
k =
1
Mk
Mk∑
m=1
V nk,m.
3. Calcul de la matrice Pk+1
(a) on calcule d’abord une matrice auxiliaire Pˆk+1 de la fac¸on suivante : pour tous entiers
1 ≤ i ≤ #X, 1 ≤ j ≤ #A et 1 ≤ t ≤ H,
Pˆk+1(i, j, t) =
Nk∑
n=1
exp(−V nkT−1k )
f(pin, Pk)
1Πi,j(t)(pi
n)
Nk∑
n=1
exp(−V nkT−1k )
f(pin, Pk)
.
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(b) Pk+1 ← αkPˆk+1 + (1− αk)Pk.
4. Calcul des nouveaux parame`tres de l’algorithme
(a) Mk+1 ← max(M0, b1,01 log3(k)c),
(b) Nk+1 ← max(N0, bk0,501c),
(c) αk+1 ← 1
(k + 100)0,501
,
(d) βk+1 ← 1√
k + 1
,
(e) Tk+1 ← T0
log(k + e)
,
(f) k ← k + 1.
Remarque. Pour les meˆmes raisons que pour l’algorithme MRAS, la fonction f(pi, P ) ne peut
valoir 0.
5.2.3 Repre´sentation des cœfficients des matrices Pˆk
Comme pour l’algorithme MRAS, le calcul des matrices Pˆk peut poser proble`me a` cause de
certaines valeurs nume´riques tre`s proches de 0. On choisit d’adopter une repre´sentation de ses
cœfficients similaire : pour tous k ∈ N∗ et n ∈ J1;NkK, on note
α(k)n =
A
(k)
n
G
(k)
n +H
(k)
n
avec
A(k)n = exp(−V nkT−1k ), G(k)n = (1− βk)f(pin, Pk) et H(k)n = βkf(pin, P0)
de sorte que
Pˆk+1(i, j, t) =
Nk∑
n=1
α(k)n 1Πi,j(t)(pi
n)
Nk∑
n=1
α(k)n
.
Les cœfficients α
(k)
n sont repre´sente´s par des crochets identiques a` ceux construits pour l’al-
gorithme MRAS. On se re´fe´rera a` la section 5.1.3 pour connaˆıtre le de´tail de cette construction.
5.3 Conclusion
Les deux algorithmes pre´sente´s dans ce chapitre sont des proce´dures d’optimisation base´es sur
des simulations. Ils consistent a` optimiser une matrice de probabilite´s avec laquelle on ge´ne`re
des strate´gies. Pour ce faire, ils simulent des strate´gies et e´valuent leur performance via la
me´thode de Monte-Carlo. La mise a` jour de la matrice de probabilite´s est diffe´rente selon l’al-
gorithme : le MRAS fait appel a` un seuil de performance tandis que l’ASA calcule une sorte
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de moyenne ponde´re´e. Du fait de ces approches diffe´rentes, le MRAS ne´cessite le re´glage d’un
nombre conse´quent de parame`tres, contrairement a` l’ASA.
La complexite´ du proble`me a ne´cessite´ quelques ame´nagements dans l’imple´mentation des
algorithmes. En effet, dans les deux cas, la mise a` jour de la matrice de probabilite´s ne´cessite
de calculer deux produits de H × #X × #A facteurs. Par exemple, pour un stock maximal
de SRM de 4, auquel cas #X = 26251, on doit multiplier 270 122 790 nombres entre 0 et 1.
Ce produit, the´oriquement strictement positif, a une valeur infe´rieure a` la pre´cision machine.
Il est donc nume´riquement traite´ comme valant 0. Nous avons donc adopte´ une repre´sentation
logarithmique des nombres en jeu pour pallier ce proble`me. Le chapitre 6 montrera comment on
re´duira encore plus l’espace des e´tats.
Ces deux proce´dures sont tre`s gourmandes en simulations de trajectoires. En effet, d’une
part, il faut pouvoir assurer la pre´cision des estimations des performances dans l’application
de la me´thode de Monte-Carlo. D’autre part, il faut effectuer un nombre suffisant d’ite´rations
pour avoir une approximation acceptable de la matrice de probabilite´s optimale. Par exemple,
les tests de l’ASA que nous pre´senterons au chapitre 6 ont requis aux alentours de soixante-
quinze millions de trajectoires pour parvenir au re´sultat. Afin d’avoir des re´sultats en temps
raisonnable, il faut donc envisager un portage du simulateur en un autre langage, plus adapte´ a`
l’architecture de son code informatique.
Maintenant que nous disposons de deux me´thodes d’optimisation imple´mente´es qui re´pondent
bien au proble`me, la suite de notre travail va consister a` comparer leurs performances, se´lectionner
celle qui convient le mieux et re´pondre au proble`me pose´ par Airbus.
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Nous disposons de deux algorithmes, le MRAS et l’ASA, imple´mente´s et utilisables avec
le simulateur que nous avons construit. Ils ne fonctionnent pas de la meˆme manie`re : on peut
donc le´gitimement supposer que leurs performances sont diffe´rentes. C’est ce qu’il faut examiner
dans un premier temps, et garder comme objectif de de´terminer lequel est le plus efficace.
Cette e´tape, ne´cessaire, sera l’occasion d’e´prouver notre me´thode de simulation de la chaˆıne
de montage. Dans un deuxie`me temps, nous pourrons tester l’algorithme se´lectionne´ sur des
calendriers ge´ne´re´s ale´atoirement pour comparer ses performances avec des strate´gies de re´fe´rence
dites  na¨ıves  qui consistent a` produire le juste nombre de lanceurs. Ainsi, il sera temps
d’examiner la question de la capacite´ optimale du stock de SRM.
De`s lors, nous pourrons aller plus loin en nous occupant de proble´matiques plus typiquement
industrielles. Lors de notre collaboration avec Airbus, nous avons e´voque´ la possibilite´ de com-
pressions calendaires, c’est-a`-dire le choix, dans une anne´e donne´e, de rapprocher certains tirs
pour compenser un arreˆt e´ventuel de la chaˆıne, pour des raisons de maintenance par exemple.
Cette question, reste´e en suspens durant la phase de simulation de la chaˆıne et d’imple´mentation
des algorithmes, sera pour nous un pre´texte a` l’utilisation concre`te de notre solution et un moyen
d’aller plus loin.
Pour autant, avant meˆme d’imple´menter les deux algorithmes, nous avons proce´de´ a` une
e´tape nume´rique ne´cessaire pour ve´rifier la justesse du simulateur et qui nous a permis de
de´gager quelques traits du comportement de la chaˆıne. Nous disposions ainsi de points de repe`re
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pour l’optimisation stochastique. Cette e´tape a e´galement e´te´ importante pour appre´hender la
fonction de couˆt et ses variations.
Donc, nous donnerons d’abord les quelques re´sultats nume´riques pre´liminaires obtenus. Puis
nous nous consacrerons a` l’optimisation stochastique en pre´sentant d’abord une comparaison
des re´sultats des algorithmes e´tudie´s au chapitre 5 applique´s a` la chaˆıne de montage du chapitre
3 et d’e´ventuelles modifications du simulateur de´crit dans le chapitre 4 pour ame´liorer leurs
performances. Puis nous verrons quelques exemples de calendriers et tenterons pour chacun de
re´pondre aux questions pose´es pour la chaˆıne e´tudie´e. Enfin, nous examinerons une question de
robustesse des strate´gies optimales.
6.1 Premiers re´sultats nume´riques
Pour les tests effectue´s dans cette partie, nous avons
— fixe´ la capacite´ du stock de SRM a` 8 unite´s,
— e´tabli un calendrier qui exige, pour les anne´es 5 a` 30, 10 tirs par an (les quatre premie`res
anne´es sont reste´es telles que de´crites dans la section 3.3 du chapitre 3).
6.1.1 Vitesse maximale de production
On examine ici ce qui se passe lorsque l’agent exte´rieur de´cide de produire 12 lanceurs par
an, soit 48 IMC, 12 LLPM et 12 ULPM. Dans ce cas, un LLPM (ou un ULPM) est produit en
b26112 c = 21 jours. Un IMC est produit en b26148 c = 5 jours.
Comme on pouvait s’y attendre, la vitesse maximale de production ne ge´ne`re quasiment
aucun retard dans les dates de tir. D’apre`s la figure 6.1, les retards sont d’au plus une demi-
journe´e, ce qui s’explique par le faible ale´a mis sur la dure´e ope´ratoire de la LP.
En revanche, si on examine l’e´volution du niveau des stocks, on peut s’apercevoir que cette
vitesse de production est trop e´leve´e. En effet, la figure 6.2 montre qu’il y a toujours au moins
4 SRM inutilise´s dans le stock. De meˆme, sur la figure 6.3, on voit que 3 LLPM restent aussi
inutilise´s durant le processus (il se produit le meˆme phe´nome`ne pour les ULPM). Il y a donc
une marge conse´quente pour re´duire les couˆts, reporte´s dans le tableau 6.1.
Couˆt Valeur
Stockage 2 821 700
Retard 4300
Total 2 826 000
Tableau 6.1 – Couˆt moyen sur 100 simulations de la vitesse maximale de production
6.1.2 Vitesse minimale de production
Ici, l’agent exte´rieur de´cide de produire 6 lanceurs par an, soit 24 IMC, 6 ULPM et 6 LLPM.
Par conse´quent, un LLPM (ou un ULPM) sera produit en 43 jours et un IMC sera produit en
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Figure 6.1 – E´volution des e´carts au calendrier pour la vitesse maximale de production
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Figure 6.2 – E´volution du stock de SRM dans le temps pour la vitesse maximale de production
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Figure 6.3 – E´volution du stock de LLPM dans le temps pour la vitesse maximale de production
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10 jours. Intuitivement, d’aucuns s’attendent a` un couˆt de retard plus e´leve´ mais a` un couˆt de
stockage moindre, puisqu’ils seront en nombre insuffisant.
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Figure 6.4 – E´volution des e´carts au calendrier pour la vitesse minimale de production
Comme le montre la figure 6.4, les retards sur le calendrier explosent. Seuls 175 tirs sur 278
ont e´te´ faits dans les 30 ans et le dernier tir a 4423,5 jours de retard (soit environ 12 ans !).
Cette vitesse n’est naturellement pas acceptable. Mais examinons tout de meˆme l’e´volution des
stocks. Cette strate´gie induit qu’on a besoin de beaucoup de temps pour produire un Central
Core (environ 70 jours) tandis qu’un SRM est cre´e´ en 15 jours. Ces derniers attendent donc
longtemps dans leur stock. C’est pour cette raison que le stock de SRM se comporte de manie`re
similaire a` la figure 6.2. En revanche, un LLPM (et ce qui suit vaut aussi pour les ULPM)
n’attend donc quasiment pas dans son stock, comme le montre la figure 6.5. On trouvera dans
le tableau 6.2 les couˆts moyens de stockage et de retard avec cette vitesse.
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Figure 6.5 – E´volution du stock de LLPM dans le temps pour la vitesse minimale de production
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Couˆt Valeur
Stockage 1 029 000
Retard 18 130 000
Total 19 159 000
Tableau 6.2 – Couˆt moyen sur 100 simulations de la vitesse minimale de production
6.1.3 Vitesse moyenne de production
Conside´rons maintenant une strate´gie qui consisterait a` produire 10 lanceurs par an, c’est-
a`-dire 40 IMC, 10 LLPM et 10 ULPM en moyenne. Cette vitesse correspond au juste nombre
de tirs a` effectuer. Les retards ne devraient donc pas eˆtre trop importants : c’est ce que montre
la figure 6.6. Les stocks devraient contenir moins de pie`ces inutilise´es. Les figures 6.7, 6.8 et 6.9
montrent que c’est bien le cas. Toutefois, on remarquera qu’il reste encore des sous-assemblages
stocke´s inutilement. Par exemple, il reste constamment 4 SRM en stock.
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Figure 6.6 – E´volution des e´carts au calendrier pour une vitesse moyenne de production
Couˆt Valeur
Stockage 2 271 000
Retard 4300
Total 2 275 300
Tableau 6.3 – Couˆt moyen sur 100 simulations de une vitesse moyenne de production
Le tableau 6.3 montre que cette strate´gie est inde´niablement meilleure que la strate´gie qui
consiste a` adopter la vitesse maximale. En effet, le couˆt de retard est identique, mais on gagne
sur le stockage. Toutefois, avec les conside´rations sur le stock, on peut raisonnablement supposer
qu’il y a une grande marge d’ame´lioration : changer la vitesse de production chaque anne´e doit
permettre au controˆleur de s’adapter aux niveaux des stocks (par exemple ralentir la production
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Figure 6.7 – E´volution du stock de SRM dans le temps pour une vitesse moyenne de production
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Figure 6.8 – E´volution du stock de LLPM dans le temps pour une vitesse moyenne de production
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Figure 6.9 – E´volution du stock de ULPM dans le temps pour une vitesse moyenne de produc-
tion
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lorsqu’il y a beaucoup de sous-assemblages disponibles) et de diminuer encore plus les couˆts.
C’est pre´cise´ment ce que les deux algorithmes explicite´s dans le chapitre 5 sont cense´s prouver.
6.2 Performances des deux algorithmes
Pour effectuer les tests, nous avons
— repris les conditions des tests de la partie pre´ce´dente, a` l’exception de la dure´e du calendrier
qui ne s’e´tale que sur 10 ans pour ce qui va suivre,
— limite´ les cadences de production a` une plage situe´e entre 8 et 12 tirs, compte tenu du
calendrier choisi,
— ajoute´ un couˆt supple´mentaire : tout tir non fait a` la fin de la pe´riode de temps conside´re´e
entraˆıne un surcouˆt de 10 000 000 afin de pe´naliser tre`s fortement les strate´gies qui ne sont
pas acceptables.
Notre objectif est de ve´rifier la cohe´rence des re´sultats rendus par les algorithmes MRAS et
ASA en les comparant avec les performances de strate´gies dites  na¨ıves  de´crites ci-apre`s.
Nous aurons a` la fois a` repenser le proble`me, et se´lectionner la re´ponse la plus pertinente au
regard de la question de l’optimisation. Dans cette section et dans toutes les suivantes de ce
chapitre, la machine sur laquelle nous avons fait tourner nos algorithmes est un Mac Pro 2,7
GHz 12-Core avec 64 Go de RAM.
Toutefois, le MRAS et l’ASA font appel a` la me´thode de Monte-Carlo de nombreuses fois.
Typiquement, les tests que nous avons effectue´ ont requis plusieurs dizaines de millions de
simulations de la chaˆıne de montage (environ 75 000 000 pour les tests de l’ASA sur 30 ans). Il
fallait donc que notre simulateur soit suffisamment rapide pour donner des re´sultats en temps
raisonnable. Nous l’avons d’abord imple´mente´ en MATLAB, qui rendait une trajectoire en 0,7
seconde. Les algorithmes e´taient donc trop longs a` l’exe´cution. Nous avons donc choisi de nous
tourner vers le langage C, connu pour sa rapidite´ de traitement des boucles. Le simulateur en
C rend une trajectoire en 0,003 seconde, ce qui repre´sente une nette ame´lioration dans le temps
d’exe´cution des algorithmes. Dans toute la suite du chapitre, c’est le simulateur en C que nous
utilisons.
6.2.1 Strate´gies  na¨ıves 
Une strate´gie dite  na¨ıve  propose, pour chacun des trois sous-assemblages IMC, LLPM
et ULPM, de faire produire en moyenne chaque anne´e le meˆme nombre d’unite´s. Tester de telles
strate´gies a du sens, e´tant donne´ le calendrier particulier que l’on s’est fixe´. On trouvera dans
le tableau 6.4 l’estimation de la performance de ces strate´gies na¨ıves.
Comme on pouvait s’y attendre, c’est la strate´gie qui consiste a` produire 40 IMC, 10 LLPM
et 10 ULPM par an en moyenne qui est la moins couˆteuse : elle permet de subvenir aux besoins
sans exce´dent. La quatrie`me anne´e, qui demande 11 tirs, ne pose pas de proble`me en raison
du stock qui s’est forme´ auparavant. Produire moins de sous-assemblages ge´ne`re beaucoup de
retards, et en produire plus ge´ne`re des couˆts de stockage inutiles.
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Nombre moyen d’unite´s par an
Performance
IMC LLPM ULPM
32 8 8 123 770 000
36 9 9 45 666 000
40 10 10 809 540
44 11 11 945 340
48 12 12 972 440
Tableau 6.4 – Performance de strate´gies na¨ıves estime´es par la me´thode de Monte-Carlo avec
100 000 simulations
Donc, notre strate´gie de re´fe´rence sera celle qui consiste a` produire 40 IMC, 10 LLPM et 10
ULPM par an. On ne sait pas si elle est optimale : c’est ce que les algorithmes auxquels nous
avons songe´ devront confirmer ou infirmer.
6.2.2 Algorithme MRAS
Dans tous les tests effectue´s avec l’algorithme MRAS, sauf mention explicite contraire, nous
avons fixe´ :
— le nombre initial de strate´gies candidates N0 a` 100,
— le nombre initial de simulations pour la me´thode de Monte-Carlo M0 a` 1000,
— le nombre limite d’ite´rations K a` 100,
— la valeur du parame`tre µ a` 10−8,
— le quantile initial ρ0 a` 0,25.
Pour des raisons de me´moire, nous avons e´galement limite´ a` 600 le nombre de candidats a` tester.
Tole´rance ε et matrice de probabilite´s initiale P0
Notre premie`re pre´occupation a e´te´ de ve´rifier la sensibilite´ de l’algorithme aux parame`tres.
Deux d’entre eux ont attire´ notre attention en premier lieu : la tole´rance ε, qui a une influence
a` la fois sur la se´lection e´ventuelle d’un nouveau seuil et sur la mise a` jour de la matrice Pk, et
la matrice initiale P0, qui de´termine quel espace initial de solutions potentielles l’algorithme va
conside´rer.
Les tableaux 6.5 et 6.6 re´capitulent les re´sultats obtenus en faisant varier ε et l’espace de
solutions initial. Pour ce dernier point, nous avons voulu comparer les re´sultats rendus par
l’algorithme lorsqu’il doit chercher une solution simule´e en utilisant tout l’espace des actions (ce
qu’on nomme  espace entier ) et lorsqu’il part d’un ensemble de strate´gies qui ne proposent
que certaines actions (notamment qui excluent de produire 32 IMC dans l’anne´e, ce qu’on nomme
 espace re´duit ).
Au premier abord, ce qui nous frappe est que l’algorithme n’a, dans aucun des cas, re´ussi a`
trouver de strate´gie optimale (au mieux, il a trouve´ une strate´gie qui engendre un couˆt de 817
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ε = 1000 ε = 1
Espace entier 1 596 437 906 675
Espace re´duit 850 515 817 855
Tableau 6.5 – Meilleur seuil trouve´ selon
la tole´rance ε et l’espace de strate´gies initial
pour le MRAS avec α = 1,02, β = 1,001,
λ = 0,4 et ν = 0,5
ε = 1000 ε = 1
Espace entier 83 62
Espace re´duit 22 93
Tableau 6.6 – Dernie`re ite´ration ou` Pk a
e´volue´ selon la tole´rance ε et l’espace de
strate´gies initial pour le MRAS avec α =
1,02, β = 1,001, λ = 0,4 et ν = 0,5
855, c’est-a`-dire avec une erreur relative par rapport a` notre strate´gie de re´fe´rence de 1,03%), bien
qu’il soit inde´niable que choisir ε = 1 ame`ne a` de meilleurs re´sultats. On pouvait s’y attendre :
si ε est trop grand, l’algorithme peut ne pas faire e´voluer Pk alors qu’un meilleur seuil a e´te´
trouve´. Il est donc pre´fe´rable de choisir pour ce parame`tre une valeur faible.
On pourra objecter que l’algorithme n’a pas assez cherche´ : en effet, nous ne l’avons fait
tourner  que  sur 100 ite´rations. C’est la` que le tableau 6.6, qui re´pertorie le nume´ro de
la dernie`re ite´ration ou` Pk a e´volue´, se re´ve`le utile : on voit que l’algorithme cesse en fait de
chercher assez vite (sauf lorsque ε = 1 et qu’on re´duit l’espace des solutions, mais d’autres tests
ont montre´ que ce n’e´tait que le fruit du hasard : avec les meˆmes parame`tres, l’algorithme n’a
plus fait e´voluer la matrice Pk apre`s la 40e ite´ration).
Si Pk n’e´volue pas, c’est qu’aucune strate´gie n’a donne´ une meilleure performance. Alors,
le nombre de candidats augmente. Lorsque l’algorithme teste trop de candidats, la dure´e des
ite´rations s’allonge conside´rablement (en moyenne, 100 ite´rations ne´cessitent environ 4 heures,
avec une forte variance). Et, compte tenu de la taille des matrices utilise´es, avoir trop de strate´gies
en me´moire fait geler l’ordinateur. C’est arrive´ alors que nous testions l’algorithme MRAS sur
150 ite´rations : il en e´tait venu a` tester plus de 1000 candidats sans trouver de meilleur seuil !
Tester sur 100 ite´rations nous a donc paru eˆtre un bon compromis, d’autant plus que, comme
nous allons le voir, il n’est pas flagrant que les parame`tres ont une re´elle influence sur la recherche
d’une solution optimale.
Cœfficient de me´lange λ
Nous avons donc se´lectionne´ pour la suite des tests ε = 1. Nous nous sommes penche´s sur le
parame`tre λ, qui de´termine quelle proportion de strate´gies sera construite a` partir de la matrice
initiale P0. C’est ce parame`tre qui permet a` l’algorithme de garder la main sur tout l’espace des
solutions. Il est naturel de penser qu’il joue un roˆle certain. Le tableau 6.7 re´pertorie les re´sultats
obtenus pour nos tests.
Le cœfficient λ semble ne pas beaucoup influer sur le re´sultat rendu par l’algorithme : on
reste, avec ces trois valeurs, dans le meˆme ordre de grandeur. Quant a` la dernie`re ite´ration utile
(c’est-a`-dire la dernie`re ite´ration ou` Pk a e´volue´), on aurait pu penser qu’une plus petite valeur
pour λ aurait donne´ une plus grande possibilite´ de trouver de meilleures strate´gies, ce qui ne
semble pas eˆtre le cas.
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Valeur de λ Meilleur seuil trouve´ Dernie`re ite´ration utile
0,4 906 675 62
0,1 1 045 437 72
0,7 926 401 32
Tableau 6.7 – Re´sultats des tests en fonction de λ pour le MRAS, avec α = 1,02, β = 1,001,
ν = 0,5, ε = 1 et en conside´rant tout l’espace des actions
Cœfficient de mixite´ ν
Une autre question que nous nous sommes pose´s est celle de la porte´e du cœfficient de
mixite´ ν. Les auteurs de [CHFM13] e´tablissent que ce parame`tre doit ame´liorer les performances
nume´riques de l’algorithme. Mais existe-t-il une manie`re judicieuse de le choisir ? Le tableau 6.8
re´pertorie nos re´sultats.
Valeur de ν Meilleur seuil trouve´ Dernie`re ite´ration utile
0,5 906 675 62
0,25 1 286 362 84
0,75 1 070 594 87
Tableau 6.8 – Re´sultats des tests en fonction de ν pour le MRAS, avec α = 1,02, β = 1,001,
λ = 0,4, ε = 1 et en conside´rant tout l’espace des actions
Il ne ressort pas de comportement particulier en fonction de ν. Il reste en tous les cas
manifeste que le re´sultat de l’algorithme MRAS est tre`s e´loigne´ de la performance de la strate´gie
na¨ıve de re´fe´rence (au mieux, l’erreur relative est de 12%).
Cœfficients α et β
Enfin, nous nous sommes penche´s sur le roˆle des parame`tres α et β, qui controˆlent la crois-
sance respectivement du nombre de strate´gies candidates teste´es et du nombre de simulations
pour la me´thode de Monte-Carlo. Afin de ve´rifier si l’algorithme MRAS e´tait tout de meˆme
capable d’arriver au moins a` la strate´gie na¨ıve de re´fe´rence, nous avons effectue´ des tests avec
l’espace re´duit de strate´gies de´crit plus haut. Les re´sultats de ces tests sont pre´sente´s dans le
tableau 6.9.
Comme pour les autres cœfficients, il ressort de nos tests que les parame`tres d’entre´e n’ont
pas vraiment d’influence sur la convergence de l’algorithme. Il faut donc re´fle´chir a` une autre
approche.
6.2.3 Agre´gation d’e´tats
Les tests pre´ce´dents montrent un fait : l’algorithme MRAS ne ge`re pas bien la ge´ome´trie
particulie`re du proble`me. En effet, les solutions qu’il propose ne sont pas bonnes : bien que fini,
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Valeur de α Valeur de β Meilleur seuil trouve´ Dernie`re ite´ration utile
1,02 1,001 817 855 93
1,02 1,0205 839 081 35
1,01 1,0205 870 776 68
Tableau 6.9 – Re´sultats des tests en fonction de α et β pour le MRAS, avec λ = 0,4, ν = 0,5,
ε = 1 et en conside´rant l’espace d’actions re´duit
l’espace de toutes les strate´gies est toujours trop grand pour ce type d’algorithme de recherche
(son cardinal vaut 125472510 pour nos tests). Il est donc de´ja` encourageant de voir que l’algorithme
MRAS se rapproche malgre´ tout d’une strate´gie optimale. Mais ce n’est pas suffisant. Donc,
plutoˆt que de penser la convergence de l’algorithme en termes de re´glage des parame`tres, nous
avons pre´fe´re´ re´duire l’espace des e´tats, de sorte que le cardinal de l’espace des solutions soit
bien plus faible d’une part, et d’autre part que chaque ite´ration soit exe´cute´e plus rapidement.
Nous avons alors choisi d’agre´ger certains e´tats. En l’occurrence, nous avons ope´re´ les trans-
formations suivantes :
— si, dans une anne´e, le nombre de tirs a` effectuer est supe´rieur a` 12, on appelle cet e´tat  12
tirs et plus , de sorte que tirs_prevus ne soit plus qu’a` valeurs dans J1; 12K ;
— le nombre d’IMC, de LLPM ou d’ULPM sera code´ par un entier entre 1 et 3 comme de´crit
par le tableau 6.10 ;
— le nombre de SRM en stock sera code´ par un entier entre 1 et 3 comme de´crit par le tableau
6.11.
Nombre d’unite´s en stock Code
0 ou 1 1
2 ou 3 2
4 3
Tableau 6.10 – Table de codage pour
l’agre´gation des e´tats pour les stocks des
sous-assemblages
Nombre d’unite´s en stock Code
0, 1, 2 ou 3 1
4, 5, 6 ou 7 2
8 3
Tableau 6.11 – Table de codage pour
l’agre´gation des e´tats du stock de SRM
Dans ses grandes lignes, ce codage revient a` de´crire qualitativement l’e´tat des stocks selon
trois e´tats  vide ou peu rempli ,  moyennement rempli  et  plein . Ainsi, on recherche
une strate´gie optimale parmi un sous-ensemble de strate´gies qui consistent a` prendre la meˆme
de´cision selon certaines valeurs des stocks. Avec cette solution, on rame`ne le nombre d’e´tats a`
2188, et donc le nombre de strate´gies possibles a` 12521880 pour les tests de cette partie.
Nous avons donc effectue´ des tests de l’algorithme MRAS avec cette re´duction d’e´tats, dont
les re´sultats sont repris dans les tableaux 6.12 et 6.13.
On constate que l’algorithme MRAS, bien qu’inde´niablement plus performant, n’est arrive´
qu’une fois a` trouver une strate´gie meilleure que la strate´gie na¨ıve. De plus, l’algorithme semble
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K = 100 K = 150
Espace entier 1 059 873 826 981
Espace re´duit 806 871 811 619
Tableau 6.12 – Meilleur seuil trouve´ se-
lon le nombre d’ite´rations K et l’espace
de strate´gies initial pour le MRAS avec
α = 1,02, β = 1,0205, λ = 0,4, ν = 0,5
et ε = 1
K = 100 K = 150
Espace entier 42 31
Espace re´duit 100 78
Tableau 6.13 – Dernie`re ite´ration utile se-
lon le nombre d’ite´rations K et l’espace
de strate´gies initial pour le MRAS avec
α = 1,02, β = 1,0205, λ = 0,4, ν = 0,5
et ε = 1
ne pas plus chercher avec cette re´duction d’e´tats, comme en te´moignent les dernie`res ite´rations
utiles. Cependant, il est notable qu’en restreignant l’ensemble des strate´gies, l’algorithme semble
plus efficace. Il se peut donc qu’une strate´gie optimale se trouve dans ce sous-ensemble restreint.
Nous pouvons donc tirer de ces tests trois enseignements.
1. La strate´gie na¨ıve de re´fe´rence n’est pas optimale : l’algorithme MRAS a trouve´ mieux.
2. L’algorithme MRAS est potentiellement tre`s lent par sa convergence d’une part, et par sa
vitesse d’exe´cution d’autre part (les ite´rations sont de plus en plus longues).
3. Compte tenu de la ge´ome´trie du proble`me, l’algorithme MRAS ne peut pas eˆtre conside´re´
comme fiable.
Devant ces re´sultats, nous avons de´cide´ de tester un autre algorithme d’optimisation : l’algo-
rithme ASA.
6.2.4 Algorithme ASA
Dans tous les tests effectue´s avec l’algorithme ASA, sauf mention explicite contraire, nous
avons fixe´ :
— le nombre initial de strate´gies simule´es N0 a` 100,
— le nombre initial de simulations pour la me´thode de Monte-Carlo M0 a` 5000,
— la tempe´rature initiale T0 a` 2.
De meˆme, nous avons garde´ l’agre´gation d’e´tats de´crite a` la sous-partie pre´ce´dente.
Nous avons exe´cute´ l’algorithme deux fois : une en fixant K = 100 ite´rations, et l’autre en
fixant K = 200. Le tableau 6.14 re´pertorie les re´sultats (nous avons mis en regard les tests
effectue´s avec le meˆme nombre d’ite´rations mais sans l’agre´gation d’e´tats).
L’agre´gation d’e´tats que nous avons ope´re´e convient vraiment a` l’algorithme ASA qui, dans
un cas comme dans l’autre, a induit une strate´gie bien meilleure que la strate´gie na¨ıve de
re´fe´rence, et plus rapidement que le MRAS (chaque ite´ration de l’algorithme ASA, avec nos
parame`tres et l’agre´gation d’e´tats, prend environ 45 secondes). Cependant, deux remarques sont
a` faire.
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K = 100 K = 200
Avec agre´gation d’e´tats 782 790 796 270
Sans agre´gation d’e´tats 908 190 831 180
Tableau 6.14 – Couˆt moyen de strate´gies simule´es selon la matrice de probabilite´s donne´e par
l’ASA
1. L’algorithme ASA, comme l’algorithme MRAS, rend une matrice P qui est une approxima-
tion de la matrice optimale P ∗, puisque la convergence de ces algorithmes est asymptotique.
Il faut donc un nombre d’ite´rations adapte´ pour obtenir une bonne strate´gie. Ceux que
nous avons choisis ne sont pas suffisamment e´leve´s, mais conviennent pour le propos de
cette section.
2. La remarque pre´ce´dente et l’e´cart-type du couˆt (estime´ dans ce cas a` environ 10 000)
expliquent pourquoi on a obtenu une moins bonne performance avec 200 ite´rations plutoˆt
qu’avec 100 ite´rations. L’algorithme ASA e´tant stochastique, des phe´nome`nes de ce type
peuvent survenir.
On pourrait tester l’algorithme ASA avec d’autres agre´gations d’e´tats. Par exemple, on peut
conside´rer une agre´gation des e´tats du stock de SRM comme celle de´crite dans le tableau 6.15
et qui ne correspond a` rien de concret.
Nombre d’unite´s en stock Code
0 ou 1 1
2, 3, 5, 6, 7 ou 8 2
4 3
Tableau 6.15 – Table de codage pour l’agre´gation des e´tats du stock de SRM
Nous avons teste´ l’algorithme en le laissant tourner tant que les performances semblaient
e´voluer. Le tableau 6.16 re´pertorie le nombre d’ite´rations ne´cessaires et le couˆt moyen. A` titre
de curiosite´, nous avons e´galement fait tourner l’ASA sur les 30 ans normalement requis.
Horizon Nombre d’ite´rations Couˆt moyen Couˆt de la meilleure strate´gie na¨ıve
10 ans 200 795 000 809 540
30 ans 900 2 301 500 2 331 700
Tableau 6.16 – Couˆt moyen de strate´gies simule´es selon la matrice de probabilite´s rendue par
l’ASA en fonction de l’horizon
On constate que, malgre´ le codage peu sense´, l’algorithme ASA a tout de meˆme rendu une
matrice qui ge´ne`re d’aussi bonnes strate´gies que pre´ce´demment et il a converge´ rapidement (le
test a dure´ environ 2 heures pour l’horizon de 10 ans, et un peu moins de 2 jours pour l’horizon
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de 30 ans).
Enfin, nous avons effectue´ une troisie`me se´rie de tests : nous avons repris le codage du stock
de SRM du tableau 6.11 et nous avons change´ le codage des trois autres stocks (cf. tableau 6.17),
de sorte qu’il corresponde a` trois e´tats qualitatifs  vide ,  plein  et  ni vide ni plein . Puis
nous avons compare´ les performances des deux algorithmes propose´s. Les re´sultats sont repris
dans les tableaux 6.18 et 6.19.
IMC, LLPM ou ULPM en stock Code
0 1
1, 2 ou 3 2
4 3
Tableau 6.17 – Table de codage pour l’agre´gation des e´tats pour les stocks de sous-assemblages
K = 100 K = 150
Espace entier 865 324 974 816
Espace re´duit 797 656 780 054
Tableau 6.18 – Meilleur seuil trouve´ se-
lon le nombre d’ite´rations K et l’espace
de strate´gies initial pour le MRAS avec
α = 1,02, β = 1,0205, λ = 0,4, ν = 0,5
et ε = 1
Ite´rations K = 100 K = 150
Espace entier 792 833 784 591
Espace re´duit 727 136 724 899
Tableau 6.19 – Couˆt moyen de strate´gies
simule´es selon la matrice de probabilite´s
rendue par l’ASA en fonction du nombre
d’ite´rations K et de l’espace de strate´gies
initial
Ces re´sultats nous ame`nent a` penser que cette dernie`re agre´gation d’e´tats sied mieux aux
deux algorithmes que l’on teste. En re´duisant l’espace des strate´gies, l’algorithme MRAS en a
trouve´ une dont la performance est meilleure que toutes celles donne´es par les tests pre´ce´dents.
Ne´anmoins, comme on peut le constater en comparant les tableaux 6.18 et 6.19, l’algorithme
ASA a trouve´ une meilleure solution, et plus rapidement. En effet, il aura fallu 11 heures avec le
MRAS pour obtenir ce re´sultat, tandis que 2 heures seulement ont e´te´ ne´cessaires avec l’ASA.
De plus, c’est en recherchant une solution sur un espace restreint de strate´gies que nous avons
obtenu le couˆt le plus bas. Ce ne sera pas toujours force´ment le cas : ici, le calendrier est tre`s
re´gulier, ce qui exclut d’emble´e certains taux de production qui ne conviennent e´videmment pas.
Dans le cas ge´ne´ral, comme nous allons le voir a` la partie suivante ou` nous aurons affaire a` des
calendriers plus vraisemblables, il est difficile de pre´juger d’une forme des solutions optimales.
C’est donc pour cette raison que nous choisirons pour toute la suite du chapitre le sous-ensemble
des strate´gies induit par l’agre´gation d’e´tats code´e selon les tableaux 6.11 et 6.17.
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Maintenant que nous avons pu se´lectionner un algorithme pour l’optimisation, nous allons
l’appliquer au proble`me pose´ dans le chapitre 3. Il est donc question de trouver les meilleurs
parame`tres de la chaˆıne de montage lorsqu’on dispose d’un calendrier de tirs sur trente anne´es.
Afin de respecter au mieux les crite`res pour un calendrier admissible, nous avons e´labore´ un
programme qui en ge´ne`re selon la loi sur le nombre de tirs par an du tableau 6.20. Les dates de
tir dans une anne´e sont re´parties selon le tableau 6.21.
Nombre de tirs par an 6 7 8 9 10 11 12
Probabilite´
1
16
1
16
1
12
3
24
1
3
1
6
1
6
Tableau 6.20 – Loi sur le nombre de tirs par an pour la ge´ne´ration d’un calendrier
Nombre de tirs par an 1 2 4 6 7 8 9 10 11 12
Tir 1 130 87 52 37 32 29 27 26 23 21
Tir 2 174 104 74 64 58 54 52 46 42
Tir 3 156 111 96 87 81 78 69 63
Tir 4 208 148 128 116 111 107 92 84
Tir 5 185 160 145 136 129 121 117
Tir 6 222 192 174 161 151 141 135
Tir 7 224 203 186 173 161 153
Tir 8 232 211 195 181 171
Tir 9 236 217 201 189
Tir 10 239 221 207
Tir 11 241 225
Tir 12 243
Tableau 6.21 – Dates calendaires choisies en fonction du nombre de tirs a` effectuer
Notre objectif, dans cette partie, sera essentiellement de tenter de re´pondre a` la question du
stock maximal de SRM. A` titre de comparaison, nous allons e´galement indiquer la performance
moyenne de la strate´gie na¨ıve (celle qui prescrit de produire le juste nombre de lanceurs). L’op-
timisation se fait sur 34365640 strate´gies. Afin d’exclure celles qui ne permettent pas de faire tous
les tirs demande´s dans les 30 ans, nous conservons ici et jusqu’a` la fin du chapitre la pe´nalite´ de
10 000 000 par tir non effectue´ en fin de processus.
A` partir de maintenant, nous se´lectionnons la meilleure strate´gie simule´e par l’ASA avec la
matrice optimale rendue. Par abus de langage, nous dirons que l’ASA rend une strate´gie.
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6.3.1 Premier exemple
Conside´rons le calendrier repre´sente´ sur la figure 6.10. Les nombres de tirs a` faire par an ne
sont pas tre`s e´loigne´s de la moyenne de 10 tirs. Nous avons fait tourner l’ASA sur 500 ite´rations
(ce qui a requis approximativement 8 heures) et les re´sultats rendus sont re´pertorie´s dans le
tableau 6.22.
On constate d’une part que l’algorithme ASA donne de meilleures strate´gies, et d’autre part
que permettre de stocker 8 SRM ame`ne a` un meilleur re´sultat (gain de 23,38% par rapport a`
la strate´gie na¨ıve, et de 10,21% par rapport au cas ou` on stocke 4 SRM). Pour autant, on peut
le´gitimement se demander si cette conclusion est ge´ne´rale, ou si elle de´pend du calendrier choisi.
Donc, regardons ce qui se passe en prenant un autre calendrier.
6.3.2 Deuxie`me exemple
Conside´rons maintenant le calendrier repre´sente´ sur la figure 6.11. Le nombre de tirs par
anne´e est assez disperse´. Les re´sultats du tableau 6.23 ont e´te´ obtenus avec 500 ite´rations de
l’ASA.
Dans ce cas, c’est un stock maximal de 4 SRM qui induit un couˆt plus bas (5,6% de gain
par rapport au stockage de 8 SRM). Le gain par rapport a` la strate´gie na¨ıve est remarquable :
il est 68,83% dans le cas de 4 SRM, et de 71,98% dans le cas de 8 SRM ! Naturellement, la
performance de´pend du calendrier (dans ce deuxie`me cas, il y a un certain nombre d’anne´es ou`
il ne faut faire qu’entre 6 et 8 tirs, ce qui induit des couˆts de retard – et de stockage – moindres).
Plus important, le stock optimal de SRM de´pend e´galement du calendrier. La dispersion des
nombres de tirs a` faire semble toutefois eˆtre e´trange`re a` la question : en effet, si on programme
10 tirs par an pour les anne´es 5 a` 30, c’est le stockage de 4 SRM qui induit un meilleur couˆt,
avec un gain de 15,41% par rapport au stockage de 8 SRM (couˆt de 1 889 591 contre 2 233 795).
6.3.3 Troisie`me exemple
Prenons cette fois le calendrier repre´sente´ sur la figure 6.12. Les nombres de tirs sont assez
disperse´s, mais il y a peu d’anne´es ou` ils sont faibles. Pour 500 ite´rations de l’ASA, les re´sultats
obtenus sont dans le tableau 6.24.
Ici, bien que le stockage de 4 SRM induise un meilleur couˆt, le gain par rapport a` 8 SRM
n’est que de 0,61% (il est de 14,36% lorsqu’on compare avec la strate´gie na¨ıve). Compte tenu
de la variance des couˆts, dans ce cas, on peut conclure que les deux sce´narios ame`nent des
performances similaires.
En conclusion, au travers de ces trois exemples, nous avons pu nous rendre compte que la
question du stock optimal de SRM n’est pas triviale et ne semble pas pouvoir eˆtre de´cide´e a priori.
Un e´le´ment de re´ponse peut eˆtre apporte´ par l’introduction de couˆts statiques (en particulier des
couˆts d’exploitation des baˆtiments, un stock plus vaste e´tant naturellement plus couˆteux) dont
nous ne disposons pas. La tendance paraˆıt ne´anmoins pencher en faveur d’un stock maximal de
4 SRM.
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Figure 6.10 – Nombre de tirs par anne´e pour le premier calendrier teste´ sur 30 ans
Stock maximal de SRM 4 8
ASA 2 158 990 1 938 512
Strate´gie na¨ıve 2 336 100 2 530 000
Tableau 6.22 – Comparaison entre les performances moyennes rendues par l’ASA et la strate´gie
na¨ıve selon le stock maximal de SRM pour le premier calendrier teste´
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Figure 6.11 – Nombre de tirs par anne´e pour le deuxie`me calendrier teste´ sur 30 ans
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Stock maximal de SRM 4 8
ASA 1 452 914 1 539 095
Strate´gie na¨ıve 2 452 900 2 646 900
Tableau 6.23 – Comparaison entre les performances moyennes rendues par l’ASA et la strate´gie
na¨ıve selon le stock maximal de SRM pour le deuxie`me calendrier teste´
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Figure 6.12 – Nombre de tirs par anne´e pour le troisie`me calendrier teste´ sur 30 ans
Stock maximal de SRM 4 8
ASA 2 022 800 2 035 200
Strate´gie na¨ıve 2 362 000 2 555 700
Tableau 6.24 – Comparaison entre les performances moyennes rendues par l’ASA et la strate´gie
na¨ıve selon le stock maximal de SRM pour le troisie`me calendrier teste´
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Enfin, il nous paraˆıt important de pre´ciser que les strate´gies optimales rendues ne pre´sentent
pas de trait caracte´ristique particulier qui nous permettraient de les expliciter. Les strate´gies
optimales n’ont pas de forme triviale.
6.4 Compression et robustesse des strate´gies optimales
Des raisons mate´rielles ou humaines peuvent, en cours de processus, bousculer les calendriers
e´tablis. Par exemple, un controˆle des installations, leur maintenance ou une mobilisation parti-
culie`re des e´quipes font cesser tout fonctionnement de la chaˆıne. Pour autant, le nombre de tirs
a` faire dans l’anne´e doit rester le meˆme. Pour compenser ces pe´riodes e´ventuelles d’inactivite´,
on se donne la possibilite´ de rapprocher localement les dates de tir pre´vues. C’est ce qu’on ap-
pelle une compression de calendrier. Lorsqu’un calendrier a subi une compression, on parle de
calendrier compresse´.
. . . . . .
0
tir 1 tir 2 tir n
tir
n+1
tir
n+2
tir
n+3
temps
Calendrier non compresse´
. . . . . .
0 temps
tir 1 tir 2 tir n
tir
n+1
tir
n+2
tir
n+3
Calendrier compresse´
Figure 6.13 – Exemple de compression calendaire portant sur 3 tirs (n+ 1, n+ 2 et n+ 3)
La figure 6.13 illustre l’effet d’une compression sur le calendrier. Les dates de deux tirs ont
e´te´ change´es pour en rapprocher trois dans le temps (d’ou` le nom de compression). Lors de
discussions avec Airbus ont e´te´ e´voque´es des compressions de 2 a` 5 tirs dans une anne´e. Ces
compressions peuvent eˆtre de´cide´es en cours d’anne´e, alors meˆme que la cadence de production
des sous-assemblages a de´ja` e´te´ fixe´e.
De`s lors, d’aucuns pourront se demander si la strate´gie optimale trouve´e pour un calendrier
non compresse´ reste optimale si une compression intervient. Naturellement, les conclusions de la
partie pre´ce´dente dirigent notre intuition vers une re´ponse ne´gative, puisque la strate´gie optimale
de´pend fortement du calendrier. C’est ce que nous allons examiner ici, et nous allons essayer
de nous rendre compte dans quelles proportions une strate´gie optimale pour un calendrier non
compresse´ ne l’est plus en cas de compression. Pour ce faire, nous utiliserons deux calendriers.
Le premier, tre`s re´gulier, prescrit 10 tirs a` effectuer pendant les anne´es 5 a` 30. Le deuxie`me sera
tire´ ale´atoirement.
Pour tous les tests effectue´s dans cette section, nous avons conside´re´ des compressions in-
tervenant en toute fin d’anne´e. La compression que nous ope´rons rame`ne a` 15 jours l’intervalle
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entre deux tirs. Nous fixons e´galement la capacite´ du stock maximal de SRM a` 4 unite´s.
Enfin, par souci de commodite´, nous adopterons la notation suivante pour de´signer une
compression : (
n1 n2 . . . nk
m1 m2 . . . mk
)
ou` les ni de´signent les nume´ros des anne´es ou` il y a une compression, et pour tout 1 ≤ i ≤ k,
mi de´signe le nombre de tirs compresse´s pour l’anne´e ni. Par exemple,
(
6 10 18
2 3 2
)
de´signe
une compression de 2 tirs la 6e anne´e, de 3 tirs la 10e anne´e et de 2 tirs la 18e anne´e, les autres
anne´es restant inchange´es par rapport au calendrier de base.
6.4.1 Calendrier re´gulier
Rappelons que la strate´gie optimale rendue par l’ASA induit un couˆt moyen de 1 889 591.
Commenc¸ons par examiner l’effet de petites compressions en de´but, milieu et fin de processus.
En observant le tableau 6.25, on remarque d’emble´e que la strate´gie optimale pour le ca-
lendrier non compresse´ cesse d’eˆtre optimale lorsqu’on introduit une compression. C’est bien
cohe´rent avec nos conclusions de la partie pre´ce´dente. En revanche, il est notable que les e´carts
relatifs sont tre`s faibles (infe´rieurs a` 2%). En effet, il ne faut pas oublier que, dans notre
mode´lisation, la prise de de´cision se base non pas sur les dates de tir mais sur le nombre de
tirs a` effectuer dans une anne´e. Introduire une compression va alors essentiellement induire un
bouleversement de la politique de stockage qui peut avoir des re´percussions sur la capacite´ a`
effectuer les lancers a` la date pre´vue. Dans notre test, les compressions touchent un petit nombre
d’anne´es, ce qui en limite la porte´e et explique des e´carts relatifs aussi bas.
Une telle conclusion ame`ne ne´cessairement a` s’interroger sur l’effet de compressions plus
importantes. Pour ces tests, nous avons utilise´ un programme MATLAB qui ge´ne`re ale´atoirement
des compressions sur un calendrier passe´ en parame`tre. Le tableau 6.26 reprend les re´sultats
obtenus. Comme l’on pouvait s’y attendre, lorsqu’on introduit plus de compressions, les e´carts
relatifs peuvent eˆtre bien plus e´leve´s. Donc, a priori, la robustesse de la strate´gie optimale de´pend
du nombre de compressions qui interviennent lors du processus.
Enfin, nous pouvons comparer la valeur optimale du cas non compresse´ avec celles pour les
calendriers compresse´s. Au mieux, on obtient des performances du meˆme ordre. Dans les cas
compresse´s, elles sont en ge´ne´ral plus e´leve´es que la valeur de base de 1 889 591 (les e´carts
relatifs vont de - 0,21 % jusqu’a` + 9,34 %). On pense imme´diatement a` mettre en cause la
re´gularite´ du calendrier. En effet, les perturbations introduites par les compressions semblent se
propager et s’accentuer.
6.4.2 Un calendrier quelconque
Nous avons tire´ un calendrier ale´atoirement pour cette partie. Il est repre´sente´ sur la figure
6.14.
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Compression Optimum Performance strate´gie de base E´cart relatif
(
6 7
3 3
)
2 066 100 2 085 900 + 0,96%
(
15 16
3 3
)
1 885 549 1 899 400 + 0,73%
(
27 28
3 3
)
2 037 262 2 067 700 + 1,49%
(
6 8 9
2 4 5
)
2 060 142 2 094 600 + 1,67%
Tableau 6.25 – Comparaison des performances des strate´gies optimales dans les cas com-
presse´/non compresse´ pour de petites compressions du calendrier re´gulier
Compression Optimum Performance strate´gie de base E´cart relatif
(
5 6 8 17 26
5 4 5 2 4
)
1 947 870 2 330 400 + 19,64%
(
5 7 13 18 19 25
2 2 3 3 5 5
)
2 013 732 2 046 400 + 1,62%
(
6 11 13 18 20 26 30
5 4 5 2 5 5 2
)
1 904 735 2 349 700 + 23,36%
Tableau 6.26 – Comparaison des performances des strate´gies optimales dans les cas com-
presse´/non compresse´ pour des compressions importantes du calendrier re´gulier
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Figure 6.14 – Nombre de tirs par anne´e pour le calendrier quelconque teste´ pour les compres-
sions
La strate´gie optimale rendue par l’ASA pour ce calendrier induit un couˆt de 1 777 454.
Comme pour le calendrier re´gulier, nous avons commence´ par effectuer des tests avec des petites
compressions. Sur le tableau 6.27, les re´sultats montrent que les e´carts relatifs, bien que toujours
faibles (moins de 5,5%), sont plus e´leve´s que pour le calendrier pre´ce´dent. De petites compressions
ont donc une porte´e limite´e, le´ge`rement amplifie´e par la dispersion des dates de tir du calendrier
choisi.
En revanche, selon le tableau 6.28, lorsqu’on introduit de grandes compressions, les e´carts
relatifs restent bas (moins de 7%). Les perturbations ge´ne´re´es par les compressions sont comme
absorbe´es par la ge´ome´trie irre´gulie`re du calendrier. Cette observation est corrobore´e par les
valeurs optimales trouve´es par l’ASA pour les calendriers compresse´s : elles restent autour de la
valeur optimale de base de 1 777 454. En effet, les e´carts relatifs s’e´talent de - 4,44% a` + 3,15%,
donc infe´rieurs a` 4,5% en valeur absolue. Donc, dans ce cas, compresser les tirs n’ame`ne pas des
conse´quences trop importantes. Les re´sultats tranchent radicalement avec ceux obtenus pour le
calendrier pre´ce´dent : il est donc raisonnable de penser que la robustesse des strate´gies de´pend
de la dispersion du nombre de tirs a` faire par an. Un calendrier aux nombres de tirs disperse´s
semble plus a` meˆme d’absorber les perturbations dues aux compressions.
6.5 Conclusion
Nous avons compare´ les performances du MRAS et de l’ASA sur le proble`me pose´ par Airbus.
Tant sur la qualite´ des re´sultats rendus que sur la vitesse d’exe´cution de l’algorithme, l’ASA nous
a paru eˆtre la proce´dure la plus adapte´e a` notre cas. Devant la complexite´ du proble`me et les
re´sultats rendus par les algorithmes, nous avons engage´ une re´flexion sur une nouvelle re´duction
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Compression Optimum Performance strate´gie de base E´cart relatif
(
6 7
3 3
)
1 698 823 1 779 100 + 4,73%
(
15 16
3 3
)
1 698 569 1 788 200 + 5,28%
(
27 28
3 3
)
1 759 280 1 818 100 + 3,34%
(
6 8 9
2 4 5
)
1 720 572 1 781 900 + 3,56%
Tableau 6.27 – Comparaison des performances des strate´gies optimales dans les cas com-
presse´/non compresse´ pour de petites compressions du calendrier quelconque
Compression Optimum Performance strate´gie de base E´cart relatif
(
5 6 8 17 26
5 4 5 2 4
)
1 833 446 1 878 200 + 2,44%
(
5 7 13 18 19 25
2 2 3 3 5 5
)
1 713 077 1 832 700 + 6,98%
(
6 11 13 18 20 26 30
5 4 5 2 5 5 2
)
1 745 097 1 864 000 + 6,81%
Tableau 6.28 – Comparaison des performances des strate´gies optimales dans les cas com-
presse´/non compresse´ pour des compressions importantes du calendrier re´gulier
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de l’espace des e´tats. Apre`s l’avoir re´duit aux seules variables pertinentes pour la de´cision,
nous avons envisage´ que la de´cision pourrait se baser non pas sur une information quantitative
mais plutoˆt sur une information qualitative du niveau des stocks. Nous avons donc agre´ge´ ces
e´tats quantitatifs pour n’en retenir que trois par stock, ce qui a ramene´ l’espace des e´tats a`
2281 e´le´ments. Nous avons teste´ plusieurs agre´gations d’e´tats, et nous avons se´lectionne´ la plus
pertinente.
De`s lors, nous avons pu tenter de re´pondre au proble`me d’optimisation d’Airbus. Comme il
n’a pas de solution mathe´matique formelle, nous avons eu besoin d’un crite`re pour estimer la
qualite´ des strate´gies rendues par l’ASA. Nous les avons donc compare´es aux strate´gies dites
na¨ıves. Nous obtenons des e´carts relatifs parfois conside´rables (jusqu’a` pre`s de 70 %). L’ASA
nous a alors paru eˆtre une me´thode d’optimisation de bonne qualite´ qui rendait des strate´gies
utilisables en pratique. L’examen de la question du stock maximal de SRM a mis en lumie`re
un fait surprenant : il de´pend fortement du calendrier choisi. Nous avons rencontre´ tous les
cas possibles, meˆme si un stock maximal de 4 SRM semble convenir pour une petite majorite´
de calendriers teste´s. Donc, en fin de compte, nous avons e´te´ capables d’apporter des e´le´ments
de re´ponse a` la proble´matique d’Airbus. Cet outil peut maintenant permettre d’aller plus loin
en examinant des proble`mes plus typiquement industriels, comme la robustesse des strate´gies
optimales. Nous nous sommes tourne´s vers les compressions de calendrier. La conclusion la plus
raisonnable a` tirer de nos tests est que la robustesse d’une strate´gie optimale de´pend de la
dispersion du nombre de tirs.
L’industrialisation de cette technique d’optimisation est la suite logique a` ce chapitre. En
effet, maintenant que nous disposons d’un algorithme plutoˆt efficace et utilisable par l’industrie,
il va s’agir de transformer la proce´dure pour qu’elle puisse s’adapter a` des proble`mes similaires,
comme des chaˆınes de montage plus complexes.
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C’est au sein de la the´orie du signal qu’est ne´e la notion de quantification dans les anne´es 1950.
Il s’agissait alors de discre´tiser un signal continu par un nombre fini de codes (ou quantifieurs).
Ces codes devaient eˆtre choisis judicieusement de sorte a` minimiser l’erreur commise. De´sormais,
la the´orie de la quantification s’est lie´e aux probabilite´s, et on parle de quantification de lois de
probabilite´ et de chaˆınes de Markov. Il s’agit maintenant de trouver la meilleure approximation
d’une loi de probabilite´ quelconque par une loi de probabilite´ discre`te a` support fini (c’est-a`-dire
une combinaison de masses de Dirac). Longtemps limite´e au cas unidimensionnel, la puissance
de calcul actuelle permet d’effectuer la quantification de lois en plus grande dimension.
De´sormais, la question a e´te´ largement e´tudie´e et de nouveaux re´sultats et algorithmes ont
e´te´ e´tablis. Parmi les re´fe´rences les plus notables, on trouve les articles [Pag98], [PPP04] ou bien
le manuel [GL00]. Nous nous proposons alors de re´sumer dans ce chapitre les notions essen-
tielles pour bien comprendre cette the´orie tre`s fe´conde et utilise´e maintenant dans de nombreux
domaines, en particulier dans l’approximation de proble`mes d’optimisation que nous allons abor-
der dans le chapitre 8. Nous donnerons les re´sultats de convergence les plus importants, sans
leur preuve toutefois pour ne pas alourdir notre propos. On les trouvera dans les re´fe´rences
cite´es au-dessus. En vue du chapitre 8, dans lequel nous allons faire grand usage des re´sultats
de convergence pre´sente´s ici, nous allons e´galement e´voquer le proce´de´ de quantification d’une
chaˆıne de Markov, qui requiert d’eˆtre plus pre´cautionneux a` cause des qualite´s intrinse`ques d’un
tel processus ale´atoire.
Dans un premier temps, nous parlerons des cellules de Vorono¨ı, qui sont un e´le´ment important
de la quantification. Ensuite, nous parlerons de la quantification d’une variable ale´atoire et nous
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enchaˆınerons sur l’algorithme de Kohonen, qui est un algorithme stochastique qui produit de
bons re´sultats. Enfin, nous exposerons les principes de la quantification des chaˆınes de Markov.
Dans toute la suite, pour un espace probabilise´ (Ω,F ,P), on notera Lp(Ω,F ,P) l’ensemble des
variables ale´atoires X de´finies sur Ω a` valeurs dans Rd telles que l’on ait ‖X‖pp = E[|X|p] < +∞
avec E l’espe´rance associe´e a` P. On fixe pour la suite un re´el p > 1.
7.1 Les cellules de Vorono¨ı
Soit une N -grille de Rd (c’est-a`-dire un ensemble de points distincts de (Rd)N ) note´e Γ =
{x1, . . . , xN}. On de´finit une famille d’ensembles (Ci(Γ))1≤i≤N par
Ci(Γ) =
{
ξ ∈ Rd
∣∣∣∣ |ξ − xi| = minj∈J1;NK |ξ − xj |
}
.
Chacun de ces ensembles Ci(Γ) est donc associe´ a` un point xi de Γ et comprend tous les points
de Rd pour lesquels xi est le point de Γ le plus proche. Cette famille d’ensembles est appele´e
mosa¨ıque de Vorono¨ı ou cellules ferme´es de Vorono¨ı. Par exemple, la figure 7.1 illustre une
mosa¨ıque de Vorono¨ı et la grille a` laquelle elle est associe´e.
Une mosa¨ıque de Vorono¨ı couvre Rd, c’est-a`-dire
N⋃
i=1
Ci(Γ) = Rd. A` l’instar des cellules
ferme´es (qui sont des ferme´s dans Rd), on introduit les cellules ouvertes de Vorono¨ı qui sont
de´finies par
Coi (Γ) =
{
ξ ∈ Rd
∣∣∣∣ |ξ − xi| < mini 6=j |ξ − xj |
}
.
Ce sont des ouverts de Rd disjoints deux a` deux. Toutefois, elles ne couvrent pas Rd.
De´finition 7.1.0.1. On appelle partition de Vorono¨ı associe´e a` une N -grille Γ toute partition
(Ci(Γ))1≤i≤N de Rd telle que Ci(Γ) ⊂ Ci(Γ) pour tout i.
Remarque. On a aussi Coi (Γ) ⊂ Ci(Γ).
Proposition 7.1.0.2. Soit (Ci(Γ))1≤i≤N une partition de Vorono¨ı.
(a) Ci(Γ) et C
o
i (Γ) sont convexes dans Rd.
(b) On a que int(Ci(Γ)) = C
o
i (Γ), adh(C
o
i (Γ)) = Ci(Γ) et ∂Ci(Γ) = ∂Ci(Γ) = ∂C
o
i (Γ).
(c) `d(∂Ci(Γ)) = 0.
7.2 Principe de la quantification et convergence
Soit une variable ale´atoire X ∈ Lp(Ω,F ,P) de loi de probabilite´ PX . L’ide´e principale de la
quantification est de remplacer X par une variable ale´atoire qui prend un nombre fini de valeurs
de sorte a` minimiser l’erreur en norme p entre X et sa version quantifie´e. Autrement dit, on veut
re´soudre le proble`me de minimisation suivant :
min
{
‖X − Y ‖p
∣∣∣ Y : Ω→ Rd mesurable et #Y (Ω) ≤ N} . (7.1)
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Figure 7.1 – Cellules de Vorono¨ı d’une grille de 500 points dans R2
Soient une N -grille Γ = {x1, . . . , xN} de Rd et (Ci(Γ))1≤i≤N une partition de Vorono¨ı associe´e
a` Γ. On appelle quantifieur de Vorono¨ı de X la variable ale´atoire XN (ou X
Γ
N s’il y a ambigu¨ıte´)
a` valeurs dans Γ de´finie par
XN =
N∑
i=1
xi1Ci(Γ)(X).
Le quantifieur de Vorono¨ı est la projection de X sur la grille Γ selon le plus proche voisin. La
loi d’une telle variable ale´atoire XN est donc
N∑
i=1
piδxi ou`
pi = P {XN = xi} = P {X ∈ Ci(Γ)} = PX(Ci(Γ)).
Les pi sont les masses des cellules de Vorono¨ı. On identifiera Γ avec le vecteur x = (x1, . . . , xN )
de (Rd)N dans toute la suite et on parlera donc indiffe´remment de Γ ou de x. On notera les
cellules de Vorono¨ı Ci(Γ) ou Ci(x) selon le cas.
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L’erreur commise lors de cette projection, appele´e distorsion, de´pend de x et s’e´crit
DXN (x) = E[|X −XN |p] =
N∑
k=1
E
[|X − xi|p 1Ci(x)(X)]
= E
[
min
i∈J1;NK |X − xi|p
]
=
∫
Rd
dN (x, u)PX(du). (7.2)
ou` dN : (Rd)N × Rd → R+ est la distorsion locale de´finie par
dN (x, u) = min
i=1,...,N
|xi − u|p .
La question que l’on se pose a` ce stade est de savoir si cette fonction admet un minimum et
si oui, comment ce minimum se comporte lorsque N tend vers l’infini. On dira que XN est un
quantifieur optimal de X si
E[|X −XN |p] = inf
Γ∈(Rd)N
DXN (x) = ∆
X
N .
On a alors la proposition suivante.
Proposition 7.2.0.1. Pour toute N -grille Γ de Rd, on a
DXN (x) = inf
{
E[|X − Y |p]
∣∣∣ Y : Ω→ Rd mesurable et Y (Ω) ⊂ {x1, . . . , xN}} (7.3)
et alors
∆XN = inf
{
E[|X − Y |p]
∣∣∣ Y : Ω→ Rd mesurable et #Y (Ω) ≤ N} . (7.4)
L’e´tude de la distorsion est ne´cessaire pour de´montrer l’existence d’un quantifieur optimal. A`
cet effet, on a la proposition suivante, qui affirme son existence et en donne une caracte´risation.
Proposition 7.2.0.2. La fonction DXN est continue sur (Rd)N et atteint son minimum. De plus,
si on a que #supp(PX) > N , alors ce minimum est atteint en un N -uplet (x∗1, . . . , x∗N ) de (Rd)N
tel que x∗i ∈ conv(supp(PX)) et x∗i 6= x∗j pour i 6= j, et on a ∆Xk+1 < ∆Xk pour 1 ≤ k ≤ N .
Le re´sultat suivant de diffe´rentiabilite´ de la distorsion nous donne une piste pour une me´thode
de recherche nume´rique d’un quantifieur optimal.
Proposition 7.2.0.3. (a) La fonction DXN est continuˆment diffe´rentiable en tout point x =
(x1, . . . , xN ) de (Rd)N tel que xi 6= xj pour i 6= j et PX
(
N⋃
i=1
∂Ci(x)
)
= 0. Son gradient
est donne´ par
∇DXN (x) = E[∇xdN (x,X)] (7.5)
ou`
∇xdN (x, u) =
(
∂dN
∂xi
(x, u)
)
1≤i≤N
= p
(
xi − u
|xi − u| |xi − u|
p−1
1Ci(x)(u)
)
1≤i≤N
.
avec la convention 0|0| = 0. Si PX est absolument continue par rapport a` la mesure de
Lebesgue, la formule (7.5) est valable pour p = 1.
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(b) Si PX est absolument continue par rapport a` la mesure de Lebesgue, DXN est diffe´rentiable
en tout x = (x1, . . . , xN ) ∈ (Rd)N tel que xi 6= xj pour i 6= j et on a
argmin
(Rd)N
DXN ⊂
{∇DXN = 0} . (7.6)
On est donc assure´s de l’existence (mais pas de l’unicite´ !) d’une grille qui minimise la distor-
sion. D’ailleurs, on dit qu’un quantifieur de Vorono¨ı XΓN de X est stationnaire lorsque la grille
associe´e (qu’on identifie au vecteur x de (Rd)N ) satisfait la relation
∇DXN (x) = 0.
Un quantifieur optimal est donc stationnaire (mais la re´ciproque est fausse en ge´ne´ral). Les
quantifieurs stationnaires posse`dent la proprie´te´ suivante.
Proposition 7.2.0.4. Si XN est un quantifieur stationnaire de X, alors E[X | XN ] = XN .
Occupons-nous des questions de convergence. La convergence de la distorsion minimale est
donne´e par la proposition suivante.
Proposition 7.2.0.5. La suite (∆XN )N converge et on a
lim
N→+∞
∆XN = 0. (7.7)
Si ce re´sultat de convergence est facile a` montrer, il est beaucoup plus ardu d’estimer la
vitesse de convergence. Cette question a trouve´ une re´ponse a` l’heure actuelle, mais sa re´solution
a ne´cessite´ plusieurs e´tapes. On a donc le the´ore`me suivant, que l’on peut trouver dans [GL00] :
The´ore`me 7.2.0.6. Supposons que E[|X|p+β] < +∞ pour un certain β > 0. Alors
lim
N→+∞
(
N
p
d min
#Γ≤N
∥∥X −XΓN∥∥pp) = Jp,d(∫
Rd
g
d
d+p (ξ) dξ
)1+ p
d
(7.8)
ou` PX(dξ) = g(ξ)`d(dξ) + ν(dξ) avec ν ⊥ `d, et Jp,d une constante re´elle positive.
La vitesse de convergence de ∆XN est donc en O(N
− p
d ). On sait peu de choses sur la valeur
de la constante Jp,d. Mais dans [PPP04], les auteurs donnent des informations sur sa valeur en
dimension 1 : elle vaut Jp,1 =
1
2p(p+ 1)
. En dimension plus grande, on ne sait que donner un
e´quivalent :
Jp,d ∼
d→+∞
(
d
2pie
) p
2
.
Notons qu’on en connaˆıt aussi une valeur particulie`re : J2,2 =
5
18
√
3
.
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7.3 Comment obtenir une grille optimale ?
On recherche donc un N -uplet x = (x1, . . . , xN ) ∈ (Rd)N qui re´alise le minimum de la
distorsion ∆XN . L’e´quation (7.6) nous incite en rechercher un parmi les quantifieurs stationnaires
de X, qui sont des minima locaux.
Sauf dans un petit nombre de cas de peu d’inte´reˆt, on ne sait pas de´crire ni donner la forme
ge´ne´rale d’une grille optimale. Toutefois, il existe des algorithmes qui permettent d’en avoir une
bonne approximation. Les premie`res recherches ont e´te´ mene´es dans le cas d’une approximation
L2 de variables re´elles et ont abouti a` l’algorithme dit de Lloyd (cf. [Pha07], section 1.4.1).
Derrie`re cet algorithme se cache une me´thode de point fixe. Cette me´thode n’e´tant imple´mentable
qu’en dimension 1, nous allons plutoˆt nous attarder sur un autre algorithme, plus ge´ne´ral, base´
sur une me´thode de gradient stochastique. Il s’agit de l’algorithme dit de Kohonen (cf. [Pha07]
section 1.4.3). C’est celui que nous utilisons pour l’application nume´rique du chapitre 8.
7.3.1 Principe
L’algorithme de Kohonen se base sur la repre´sentation inte´grale du gradient de la distorsion,
c’est-a`-dire
∇DXN (x) =
∫
Rd
∇xdN (x, u) dPX(u).
On suppose savoir simuler la loi PX . On conside`re donc la suite (xn) de variables ale´atoires a`
valeurs (Rd)N de´finie par re´currence par
xn+1 = xn +
γn
d
∇xdN (xn, Yn+1) (7.9)
ou` (γn) est une suite de pas positifs telle que∑
n≥0
γn = +∞ et
∑
n≥0
γ2n < +∞ (7.10)
et ou` (Yn) est une suite de variables ale´atoires inde´pendantes et identiquement distribue´es de
loi PX inde´pendante de x0. Cette suite re´currente fournit a` chaque e´tape une nouvelle grille de
points distincts. Sous des hypothe`ses approprie´es sur la distorsion et sur la loi PX , la suite (xn)
converge presque suˆrement vers une grille qui en re´alise un minimum local.
Seulement, dans le cas ge´ne´ral, DXN ne ve´rifie pas ces hypothe`ses (en particulier,∇DXN devrait
eˆtre lipschitzienne, par exemple), ce qui pose ces proble`mes en the´orie. En pratique toutefois, l’al-
gorithme de Kohonen fournit des re´sultats satisfaisants. De plus, en affaiblissant les hypothe`ses,
on peut obtenir des re´sultats de convergence presque suˆre dans le cas quadratique (i.e. lorsque
p = 2). Ce cas est par conse´quent imple´mente´ le plus souvent lors des applications, et l’algo-
rithme porte alors le nom de CLVQ (Competitive Learning Vector Quantization, cf. [PPP04]
section 2.2).
Explicitons plus en de´tails la proce´dure a` suivre autour de la formule re´cursive (7.9). On
peut en distinguer trois e´tapes. Soit la grille xn = (xn,1, . . . , xn,N ) calcule´e a` la ne ite´ration.
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E´tape 1 : phase de compe´tition. On simule une variable ale´atoire Yn+1 de loi PX et on se´lectionne
l’indice in+1 tel que in+1 ∈ argmin
i∈J1;NK |Yn+1 − xn,i|. C’est l’indice du point de la grille xn le plus
proche de Yn+1.
E´tape 2 : phase d’apprentissage. On met a` jour la grille xn de la manie`re suivante : xn+1,in+1 = xn,in+1 − γn+1
xn,in+1 − Yn+1∣∣xn,in+1 − Yn+1∣∣ ∣∣xn,in+1 − Yn+1∣∣p−1
xn+1,i = xn,i si i 6= in+1
. (7.11)
E´tape 3 : phase de mise a` jour. Cette phase facultative est de´die´e a` la mise a` jour e´ventuelle de
l’estimation des masses des cellules de Vorono¨ı associe´es a` la grille xn+1 et a` celle de la distorsion
minimale. Posons pn,i la masse de la cellule associe´e a` xn,i et dn l’estimation de la distorsion
minimale calcule´es a` la ne ite´ration. La mise a` jour se fait selon les formules suivantes : p0,i =
1
N
pn+1,i = pn,i − γn+1(pn,i − δin+1(i))
pour tout i ∈ J1;NK (7.12)
{
d0 = 0
dn+1 = dk − γn+1(dk −
∣∣xn,in+1 − Yn+1∣∣r) ou` r ∈]0; p]. (7.13)
La proposition suivante justifie l’e´tape 3.
Proposition 7.3.1.1. On suppose que la loi PX de X est absolument continue par rapport a`
la mesure de Lebesgue. On suppose e´galement que E[|X|p+β] < +∞ pour un certain β > 0.
Alors, sachant l’e´ve´nement
{
xk −→
k→+∞
x∗
}
, pk,i −→
k→+∞
PX(Ci(x∗)) presque suˆrement pour tout
i ∈ J1;NK et dk −→
k→+∞
DXN (x
∗) presque suˆrement.
Remarquons que ces convergences ont lieu sous l’e´ve´nement
{
xk −→
k→+∞
x∗
}
, peu importe la
limite x∗, c’est-a`-dire peu importe la grille retourne´e par l’algorithme. Les suites de´finies par les
e´quations (7.12) et (7.13) sont donc consistantes.
7.3.2 Choix de la grille initiale et de la suite de pas (γn)
Jusqu’a` pre´sent, nous n’avons pas e´voque´ plus en de´tails la grille initiale x0 et la suite
de pas (γn), qui sont laisse´es au choix de l’utilisateur (tant que (γn) respecte les proprie´te´s
(7.10)). En pratique, c’est un re´el proble`me qui se pose dans la mesure ou` ces choix de´terminent
la convergence de l’algorithme vers une solution satisfaisante. L’article [PP03] nous donne de
pre´cieuses informations sur cette question.
Le choix de la grille initiale x0 peut provenir de deux me´thodes. Lorsque N est petit (ty-
piquement N ≥ 10), on peut former une grille en simulant N re´alisations inde´pendantes et de
meˆme loi PX . Lorsque N est plus grand, on peut avoir recours a` une autre manie`re de choisir
x0 : il s’agit de la me´thode dite splitting-initializing. Elle consiste a` rajouter un point a` une
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grille optimale de taille N −1 (habituellement l’origine de Rd, i.e. le quantifieur optimal de taille
1) pour obtenir une grille initiale de taille N . Toutefois, l’initialisation via cette me´thode peut
n’aboutir qu’a` des grilles sous-optimales. Elle repre´sente en revanche un bon compromis entre
stabilite´ et pre´cision.
Pour le choix de la suite (γn), on pense tout naturellement a` prendre γn =
1
n
. Toutefois,
ce choix n’est pas judicieux. En effet, pour la loi uniforme, γn >
2N
3
d
pi2n
est le seuil critique pour
valider le the´ore`me central limite quand n est assez grand. Donc, a` partir de la`, si on pose
γn = γ0
a
a+ γ0bn
(7.14)
avec a = 4N
1
d et b = pi2N−
2
d , alors γn ∼ 2N
3
d
pi2n
. Les expe´rimentations nume´riques montrent que
ce choix de γn peut se re´ve´ler plus efficace, en particulier dans le cas de la quantification d’une
loi normale. La figure 7.1 montre par ailleurs le re´sultat de la quantification d’une loi normale
centre´e re´duite bivarie´e exe´cute´e avec ce choix de la suite (γn). Reste maintenant a` choisir γ0. On
peut le prendre e´gal a` 1, ou s’inspirer de la me´thode splitting-initializing. Dans ce cas, comme
on initialise l’algorithme a` une grille optimale a` laquelle on a rajoute´ des points, pour garder le
be´ne´fice des calculs de´ja` effectue´s, il est indique´ de prendre
γ0 =
1
2
min
i 6=j
|xi − xj | .
Ce choix est motive´ par l’ine´galite´
min
i 6=j
|xi − xj | ≤ 2
√
E
[
|X − xi|2
]
.
Dans nos calculs toutefois, nous choisirons γ0 = 1. C’est aussi le choix ope´re´ pour re´aliser la
figure 7.1.
7.4 Quantification d’une chaˆıne de Markov
Conside´rons maintenant une chaˆıne de Markov (Xn)n≥0 de´finie sur un espace probabilise´
(Ω,F ,P), a` valeurs dans Rd, de loi de transition du temps n − 1 au temps n note´e Pn et de
loi initiale µ. On souhaite quantifier la chaˆıne (Xn), c’est-a`-dire approcher la loi de (Xn) par
la loi d’un processus (X
(N)
n ) a` valeurs dans des ensembles finis tout en prenant en compte
les caracte´ristiques de la loi de transition. L’article [PPP04] expose deux techniques pour y
parvenir : la quantification marginale et la quantification markovienne. Ces me´thodes s’inspirent
de la caracte´risation comple`te d’une chaˆıne de Markov par sa loi initiale et sa loi de transition.
Elles ont l’une et l’autre leurs avantages et leurs inconve´nients. Entre autres, la quantification
marginale donne de meilleurs re´sultats nume´riques mais pose des proble`mes quant a` la proprie´te´
de Markov, tandis que la quantification markovienne garde la proprie´te´ de Markov mais demande
des hypothe`ses plus fortes. Le choix de l’une ou l’autre se motive par le type de proble`me a`
traiter. En l’occurrence, la quantification marginale ayant e´te´ de´veloppe´e pour des proble`mes
d’arreˆt optimal, au regard du chapitre 8, c’est celle que nous allons exposer.
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7.4.1 Quantification marginale
Comme son nom l’indique, cette me´thode de quantification consiste a` approcher la distribu-
tion de chacune des variables ale´atoires Xn. Ainsi si, au rang n, on dispose d’une grille de N
points Γn =
{
x1n, . . . , x
N
n
}
de Rd de cellules de Vorono¨ı associe´es C1(Γn), . . . , CN (Γn), on de´finit
X
(N)
n comme la projection de Xn sur la grille Γn selon le plus proche voisin. Toutefois, comme
la projection selon le plus proche voisin n’est pas injective, le processus (X
(N)
n )n≥0 n’est pas une
chaˆıne de Markov.
On pose alors
pik−1 = P
{
X
(N)
k−1 = x
i
k−1
}
, (7.15)
βi,jk = P
{
X
(N)
k−1 = x
i
k−1 et X
(N)
k = x
j
k
}
(7.16)
et
pi,jk =
βi,jk
pik−1
= P
{
X
(N)
k = x
j
k
∣∣∣ X(N)k−1 = xik} . (7.17)
Il existe une chaˆıne de Markov (X˜
(N)
n )n de matrices de transition (p
i,j
n )i,j et de loi initiale (p
i
0)i
ou` chaque X˜
(N)
n est a` valeurs dans la grille Γn. La me´thode de quantification marginale repose
donc sur l’approximation de (Xn)n par la chaˆıne de Markov (X˜
(N)
n )n. Par de´finition, l’erreur de
quantification
∥∥∥Xn −X(N)n ∥∥∥
2
tend vers 0 lorsque N tend vers +∞ a` la vitesse donne´e par le
the´ore`me 7.2.0.6.
L’estimation de la qualite´ de ce type d’approximation est donne´e par le the´ore`me suivant,
que l’on peut trouver dans [PPP04] ou [Pha07].
The´ore`me 7.4.1.1. Soit p ≥ 1. Supposons que, pour tout 1 ≤ k ≤ n, la loi de transition Pk
soit lipschitzienne de constante [Pk], c’est-a`-dire que pour toute fonction ϕ lipschitizenne sur Rd
de constante [ϕ], ∣∣∣∣∫
Rd
ϕ(y)Pk(x, dy)−
∫
Rd
ϕ(y)Pk(x
′,dy)
∣∣∣∣ ≤ [Pk][ϕ] ∣∣x− x′∣∣
pour tous x, x′ ∈ Rd. Posons [P ] = max
1≤k≤n
[Pk]. Pour toutes fonctions ϕk, 1 ≤ k ≤ n, lipschit-
ziennes de rapport [ϕk] ≤ 1 et borne´es par 1,∣∣∣E [ϕ0(X0) . . . ϕn(Xn)]− E [ϕ0(X˜(N)0 ) . . . ϕn(X˜(N)n )]∣∣∣
≤
n∑
k=0
(
1 + (2− 1{p}(2))
[P ]n−k+1 − 1
[P ]− 1
)∥∥∥Xk − X˜(N)k ∥∥∥
p
(7.18)
avec la convention
um − 1
u− 1 = m si u = 1 et m ∈ N.
La faiblesse des hypothe`ses pour ce the´ore`me est remarquable : la convergence ne demande
que le caracte`re lipschitzien des transitions.
Remarque. Dans [PPP04], les auteurs donnent notamment que la vitesse de la convergence de
la quantification marginale pour chaque rang n est en O
(
n1+
1
d
N
1
d
)
.
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7.4.2 Proce´dure
On e´tend donc l’algorithme CLVQ aux chaˆınes de Markov via la proce´dure suivante (c’est-
a`-dire que cette proce´dure re´alise une L2-quantification optimale), que l’on peut trouver dans
[BP03] ou dans [PRS05]. En entre´e, l’algorithme prend :
— un nombre de re´plications S,
— une suite de pas (γs)1≤s≤S qui respectent les e´galite´s (7.10),
— S simulations de la chaˆıne de Markov (Z1, . . . , ZS) ou` Zi = (Zi0, . . . , Z
i
N0
) avec Zi0 = z0 un
e´tat initial et N0 ∈ N∗.
Les e´tapes de la proce´dure se succe`dent ainsi.
E´tape 1 : phase d’initialisation. On construit
— N0 + 1 grilles : Γ
0
0 = {z0} et Γ0n =
{
z0,1n , . . . , z0Nn
}
pour tout 1 ≤ n ≤ N0,
— N0 vecteurs de poids : p
0
0 = 1 et p
0,i
n =
1
N
pour tout 1 ≤ i ≤ N et tout 1 ≤ n ≤ N0,
— N0 matrices de poids : β
0
n = (β
0,i,j
n ) = (0) pour tout 1 ≤ i ≤ N , tout 1 ≤ j ≤ N et tout
1 ≤ n ≤ N0,
— N0 distorsions : D
0
n = 0 pour tout 1 ≤ n ≤ N0.
E´tape 2 : phase d’apprentissage et de mise a` jour. Pour s allant de 0 a` S − 1, on exe´cute les
instructions suivantes.
(a) Cas n = N0.
— On se´lectionne l’indice iN0(s+ 1) tel que iN0(s+ 1) ∈ argmin
1≤i≤N
∣∣∣zs,iN0 − ZsN0∣∣∣.
— On met a` jour la grille : pour tout 1 ≤ i ≤ N ,
zs+1,iN0 = z
s,i
N0
− γs+1δiN0 (s+1)(i)(z
s,i
N0
− ZsN0).
— On met a` jour la distorsion :
Ds+1N0 = D
s
N0 − γs+1
(
DsN0 −
∣∣∣zs,iN0 (s+1)N0 − ZsN0∣∣∣22
)
.
(b) Cas n entre N0 − 1 et 1.
— On se´lectionne l’indice in(s+ 1) tel que in(s+ 1) ∈ argmin
1≤i≤N
∣∣zs,in − Zsn∣∣.
— On met a` jour la grille : pour tout 1 ≤ i ≤ N ,
zs+1,in = z
s,i
n − γs+1δin(s+1)(i)(zs,in − Zsn).
— On met a` jour les poids : pour tous 1 ≤ i, j ≤ N ,
ps+1,in = p
s,i
n − γs+1(ps,in − δin(s+1)(i)),
βs+1,i,jn+1 = β
s,i,j
n+1 − γn+1(βs,i,jn+1 − δin(s+1)(i)δin+1(s+1)(j)),
rs+1,i,jn+1 =
βs+1,i,jn+1
ps+1,in
.
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— On met a` jour la distorsion :
Ds+1n = D
s
n − γs+1
(
Dsn −
∣∣∣zs,in(s+1)n − Zsn∣∣∣2
2
)
.
(c) Cas n = 0. On met a` jour les poids : pour tout 1 ≤ j ≤ N ,
βs+1,1,j1 = β
s,1,j
1 − γs+1(βs,1,j1 − δi2(s+1)(j)),
rs+1,1,j1 = β
s+1,1,j
1 .
L’algorithme rend en sortie les grilles, la distorsion et la matrice de transition (ri,jn ) de la
chaˆıne de Markov approche´e.
Remarque. Jusqu’a` pre´sent, et dans l’algorithme e´galement, nous avons conside´re´ que toutes
les grilles Γn e´taient de meˆme taille N . Il est tout a` fait possible de quantifier une chaˆıne de
Markov en prenant des grilles de tailles diverses. Les matrices de transition ne sont alors pas
carre´es.
A` l’instar de la quantification d’une variable ale´atoire, on peut de´montrer que, conditionnel-
lement a` l’e´ve´nement
{
Γsn −→s→+∞ Γ
(N)
n
}
, on a les convergences presque suˆres suivantes :
ps,in −→s→+∞ P
{
Z(N)n = z
i
n
}
,
βs,i,jn+1 −→s→+∞ P
{
Z
(N)
n+1 = z
j
n+1 et Z
(N)
n = z
i
n
}
,
Dsn −→s→+∞ Dn(Γ
(N)
n )
ou` Dn(Γ
(N)
n ) est la distorsion associe´e a` la projection sur la grille Γ
(N)
n .
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Nous allons nous inte´resser a` un aspect applicatif des processus markoviens de´cisionnels : les
proble`mes d’arreˆt optimal. Conside´rant un processus ale´atoire, on cherche a` trouver le moment
opportun pour l’arreˆter afin d’optimiser une fonction d’utilite´. Ces proble`mes ont e´te´ beaucoup
e´tudie´s et posse`dent de tre`s nombreuses applications dans tous les domaines. On les retrouve no-
tamment en finance ([BR11]) : l’exercice d’options ame´ricaines en sont une parfaite illustration.
Mais l’arreˆt optimal concerne e´galement l’industrie : on peut penser aux proble`mes de mainte-
nance pre´dictive ([dSDZE10]) par exemple. Enfin, certains jeux de socie´te´, comme le Not-Seven
([BDFN12]), consistent a` arreˆter le jeu pour avoir le plus de points possible. Dans ce chapitre,
nous conside´rerons un cas particulier ou` le controˆleur n’a acce`s qu’a` une partie des informations
seulement : il s’agit de proble`mes dits partiellement observables. La de´cision d’arreˆt ne pourra
alors se fonder que sur ce que le controˆleur sait de l’e´tat courant du syste`me. On cherchera alors
le meilleur moment pour arreˆter le syste`me, mais e´galement le gain moyen optimal espe´re´.
Dans ce chapitre, nous nous concentrerons sur cette dernie`re quantite´. La the´orie des POMDP
(cf. chapitre 1, section 1.4) donne alors un cadre de travail qui convient particulie`rement bien
a` notre propos. C’est dans ce formalisme que nous allons inscrire notre proble`me d’arreˆt opti-
mal, puis que nous allons le transformer en proble`me comple`tement observable. Pour ce faire,
l’approche la plus courante est d’introduire un processus de filtrage auxiliaire a` valeurs dans un
espace de probabilite´s (appele´ belief space en anglais). Ainsi, sur ce MDP comple`tement obser-
vable, on peut appliquer les outils de la the´orie classique et calculer le gain moyen optimal. En
revanche, le prix a` payer est fort puisqu’en ge´ne´ral, l’espace de probabilite´s utilise´ est de dimen-
sion infinie. Il n’y a pas de manie`re triviale de discre´tiser cet ensemble, et il faut donc trouver
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un me´thode qui repre´sente un compromis raisonnable entre le temps de calcul et la pre´cision de
l’approximation.
Tandis que la litte´rature traitant du cas ou` les espaces d’e´tats sont des ensembles de car-
dinal fini est abondante (on pourra par exemple lire [HF00] et [RPPCD08]), il y a encore peu
de re´fe´rences sur le cas ou` les espaces d’e´tats sont quelconques. Quelques me´thodes ont e´te´
de´veloppe´es depuis quelques anne´es pour tenter de re´soudre des proble`mes d’optimisation as-
socie´s a` des POMDP a` espaces d’e´tats continus. Les re´fe´rences les plus pertinentes sur le sujet
sont [HP05, ZFM10, Zho13, YZ13]. Dans [HP05], les auteurs partitionnent l’espace des e´tats
observables par agre´gation d’e´tats pour obtenir la valeur optimale du POMDP associe´. En effet,
ils constatent que certains e´tats observables ame`nent le controˆleur a` prendre une seule et meˆme
de´cision. Ils proposent donc de discre´tiser l’ensemble des e´tats observables en regroupant sous
un meˆme e´tat ceux qui me`nent a` prendre la meˆme de´cision. Le calcul de la valeur optimale fait
alors appel a` des algorithmes auxiliaires non de´crits dans ce travail de the`se. Cette me´thode de-
mande toutefois que l’ensemble des e´tats non observables soit discret. Dans [ZFM10], les auteurs
proposent de parame´trer l’espace de probabilite´s par la famille exponentielle afin d’en re´duire
sa dimension. Mais ils se concentrent sur des proble`mes de controˆle ge´ne´raux pour des crite`res
de couˆt a` horizon infini et des strate´gies stationnaires. Ce cadre de travail ne convient pas aux
proble`mes d’arreˆt optimal. Dans [Zho13], l’auteur s’appuie sur des proprie´te´s de la valeur op-
timale (notamment des proprie´te´s de re´gularite´) pour en de´duire un algorithme qui en calcule
une approximation base´e sur une me´thode de filtrage et sur des simulations de trajectoires. Elle
suppose que toutes les lois posse`dent des densite´s par rapport a` la mesure de Lebesgue et que
la fonction de re´compense est convexe. La convergence de la proce´dure y est de´montre´e, sans
information sur sa vitesse. Enfin, dans [YZ13], les auteurs utilisent une formulation duale du
proble`me d’optimisation en termes de martingales pour calculer non pas une approximation de
la fonction valeur optimale, mais des bornes. Ils ne requie`rent pas d’hypothe`ses particulie`res sur
la chaˆıne de Markov si ce n’est la capacite´ d’en simuler des trajectoires, mais ne donnent pas de
vitesse de convergence de leur proce´dure non plus.
Conside´rant un proble`me d’arreˆt optimal partiellement observable, nous proposons dans ce
chapitre de de´velopper une me´thode d’approximation par quantification de son gain moyen op-
timal calculable nume´riquement dans le cas ou` les espaces d’e´tats sont quelconques. On trouvera
au chapitre 7 de plus amples informations sur la quantification. Nous situerons notre travail
dans le domaine des proble`mes a` horizon fini, c’est-a`-dire que les processus conside´re´s compor-
teront une suite finie de variables ale´atoires. Notre me´thode, inspire´e de l’approche des auteurs
de [PRS05], pre´sentera l’avantage d’avoir une vitesse de convergence connue sous des hypothe`ses
relativement faibles. L’ide´e motrice de [PRS05] est de quantifier simultane´ment le processus des
observations et le processus de filtrage.
La quantification permettra l’utilisation des re´sultats classiques sur les processus markoviens
de´cisionnels et le calcul de la fonction valeur optimale passera alors par ce que l’on va appeler les
e´quations de Bellman, qui de´finissent une suite re´currente de fonctions. Il faudra donc travailler
sur ces e´quations, et plus particulie`rement sur l’ope´rateur de Bellman sur lequel elles reposent.
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Le travail d’approximation que nous nous appreˆtons a` accomplir sera organise´ en deux temps.
D’une part, nous rame`nerons l’espace des e´tats non observables a` un ensemble de cardinal fini
afin de pouvoir utiliser des outils de´ja` de´veloppe´s. D’autre part, il nous faudra ve´rifier que nous
pouvons utiliser ces outils. Notre but affiche´ est d’obtenir, a` la fin, un processus ne mettant en
jeu que des quantite´s calculables nume´riquement. Pour ces deux e´tapes, nous utiliserons donc
les techniques de quantification et les re´sultats que l’on peut trouver dans [BP03] ou [PPP04].
Dans la section 8.1, nous de´finirons le proble`me d’arreˆt optimal sur lequel nous allons tra-
vailler et nous montrerons qu’il est e´quivalent a` un proble`me d’optimisation en horizon fini pour
un POMDP. Puis, nous montrerons que ce proble`me partiellement observable est e´quivalent
au proble`me d’optimisation d’un MDP comple`tement observable. Ensuite, dans la section 8.2,
nous jetterons les bases d’une premie`re discre´tisation du MDP ainsi obtenu. Nous e´tablirons
les re´sultats de convergence ne´cessaires et nous en donnerons la vitesse. Dans la section 8.3
suivante, nous proce´derons a` la deuxie`me discre´tisation du MDP, afin d’obtenir un proble`me
calculable que l’on peut re´soudre nume´riquement. La section 8.4 pre´sente un exemple sur lequel
nous appliquerons notre re´sultat.
Dans la suite, nous utiliserons les notations suivantes. Soit (E,d) un espace me´trique. On
de´finit L(E) comme l’ensemble des fonctions lipschitziennes borne´es sur E. On munit cet en-
semble de la norme ‖·‖L de´finie par
‖f‖L = sup
x∈E
|f(x)|+ sup
x 6=y
|f(x)− f(y)|
d(x, y)
.
On spe´cifie alors un sous-ensemble de L(E), note´ L∗(E), de´fini par
L∗(E) = {f ∈ L(E) | ‖f‖L ≤ 1} .
On munira P(E) de la norme de Kantorovich-Rubinstein note´e ‖·‖KR et de´finie par
‖µ‖KR = sup
f∈L∗(E)
∣∣∣∣∫
E
f(x)µ(dx)
∣∣∣∣
pour toute mesure µ ∈ P(E) (cf. [Bog07], section 8.3). Cette dernie`re est bien de´finie dans la
mesure ou` (E,d) est un espace me´trique.
8.1 Formulations successives du proble`me
8.1.1 Description et hypothe`ses pre´liminaires
Dans cette partie, on adaptera une partie du formalisme de´veloppe´ dans [DP10] (section 2)
a` notre cas : nous allons de´crire notre proble`me d’arreˆt optimal en utilisant une formulation dite
faible. Ainsi, il nous sera plus aise´ de de´montrer son e´quivalence a` un POMDP bien choisi.
Soient X ⊂ Rm et Y ⊂ Rn des espaces de Borel, et P (· | ·) un noyau stochastique sur X× Y
sachant X×Y. Conside´rant une chaˆıne de Markov a` horizon fini N0 ∈ N, a` espace d’e´tats X×Y,
de loi de transition P et d’e´tat initial (x0, y0) ∈ X × Y, l’objectif de notre proble`me sera de
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trouver un temps d’arreˆt optimal dans J0;N0K afin de maximiser une fonction de re´compense.
Nous supposons que la composante a` valeurs dans X est non observable, tandis que la composante
a` valeurs dans Y est observable. La re`gle d’arreˆt que l’on de´cidera ne pourra se baser que sur la
partie observable. Soit R : X × Y → R+ la fonction de re´compense positive que l’on cherche a`
maximiser. Cette section est consacre´e a` la de´finition formelle de ce type de proble`me.
Dans un souci de simplicite´, nous e´tablissons ici les quatre hypothe`ses que nous ferons sur
notre mode`le. La premie`re suppose que le noyau P posse`de une densite´ par rapport a` un produit
tensoriel de mesures de probabilite´, et assure que l’on va pouvoir utiliser des techniques de
quantification de´crites dans le chapitre 7.
Hypothe`se(s) A.
(1) Il existe des mesures de probabilite´ σ-finies λ sur X et ν sur Y ainsi qu’une fonction
mesurable q : (X× Y)2 → R+ telles que
P (dx′,dy′ | x, y) = q(x′, y′ | x, y)λ(dx′)ν(dy′).
(2) La mesure λ a un moment d’ordre 2 + β fini pour un certain β > 0.
La deuxie`me hypothe`se impose a` la densite´ q quelques proprie´te´s de re´gularite´ qui seront
essentielles pour la suite de notre raisonnement.
Hypothe`se(s) B. Il existe des constantes positives q et Lq telles que, pour tous x, x˜, x
′, x′′ ∈ X,
y, y˜, y′ ∈ Y,
(1) q(x′, y′ | x, y) ≤ q ;
(2) |q(x′, y′ | x, y)− q(x′′, y′ | x˜, y˜)| ≤ Lq[|x′ − x′′|+ |x− x˜|+ |y − y˜|].
Avant d’e´tablir la troisie`me hypothe`se, on de´finit, pour tous x ∈ X et y, y′ ∈ Y, la quantite´
q(λ, y′ | x, y) =
∫
X
q(x′, y′ | x, y)λ(dx′).
Elle apparaˆıtra dans le formalisme du MDP comple`tement observable que l’on va construire plus
tard. Notons que, par l’hypothe`se A(1), y′ 7→ q(λ, y′ | ·, ·) est une densite´ sur Y par rapport a` ν.
L’hypothe`se C qui suit n’est qu’une condition suffisante pour avoir notre re´sultat principal.
Hypothe`se(s) C. Il existe un re´el δ > 0 tel que, pour tous x ∈ X et y, y′ ∈ Y, q(λ, y′ | x, y) ≥ 1
δ
.
Quant a` l’hypothe`se D, elle impose une certaine re´gularite´ a` la fonction de re´compense R.
Hypothe`se(s) D. La fonction R appartient a` L(X× Y).
8.1.2 Arreˆt optimal
De´finissons formellement notre proble`me d’arreˆt optimal. D’abord, nous avons besoin d’une
notion de controˆle du processus.
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De´finition 8.1.2.1. On appelle controˆle un sextuplet
λ = (Ξ,F ,P, (Fk)0≤k≤N0 , (Xk,Yk)0≤k≤N0 , τ)
ou`
— (Ξ,F ,P, (Fk)0≤k≤N0) est un espace de probabilite´ filtre´, avec E l’espe´rance associe´e a` P ;
— (Xk,Yk)0≤k≤N0 est une chaˆıne de Markov de´finie sur (Ξ,F ,P), de loi de transition P , a`
valeurs dans X×Y, adapte´e a` la filtration (Fk)0≤k≤N0 et d’e´tat initial (x0, y0) (c’est-a`-dire
que la loi de (X0,Y0) est δ(x0,y0)) ;
— τ est un temps d’arreˆt a` valeurs dans J0;N0K pour la filtration (FYk )0≤k≤N0 de´finie pour
tout k ∈ J0;N0K par FYk = σ(Y0, . . . ,Yk).
L’ensemble de tels controˆles est note´ Λ.
On de´finit notre proble`me d’arreˆt optimal ainsi : pour λ ∈ Λ et (x, y) ∈ X×Y un e´tat initial,
on conside`re les fonctions R et R∗ de´finies par
R(x, y, λ) = E[R(Xτ ,Yτ )]
et
R∗(x, y) = sup
λ∈Λ
R(x, y, λ).
Notre objectif, dans ce chapitre, est d’approcher la valeur R∗(x0, y0). Notons que notre proble`me
est bien de´fini car l’hypothe`se D assure que pour tout (x, y) ∈ X× Y, R∗(x, y) ≤ ‖R‖L < +∞.
8.1.3 Un mode`le markovien de´cisionnel partiellement observable
On introduit le mode`le markovien de´cisionnel partiellement observable
M = (S,A, Q, r, h, (x0, y0, 0))
dont les e´le´ments sont de´finis ci-apre`s.
— S = X × Y × {0; 1} est l’espace des e´tats. La troisie`me variable d’e´tat, qui est a` valeurs
dans {0; 1}, indique si l’on s’est arreˆte´ (auquel cas on la pose e´gale a` 1) ou pas (elle vaut
alors 0). L’espace X est l’espace des e´tats non observables, et Y × {0; 1} est l’espace des
e´tats observables.
— A = {0; 1} est l’espace des actions, avec 0 mis pour l’action  continuer  et 1 mis pour
l’action  arreˆter .
— Q est la loi de transition du mode`le : il s’agit d’un noyau stochastique sur S sachant S×A
de´fini pour tous B ∈ B(X), C ∈ B(Y) et D ⊂ {0; 1} par
Q(B × C ×D | x, y, z, a) = P (B × C | x, y) [δz(D)1{0}(a) + δ1(D)1{1}(a)]
avec P le noyau de transition de notre proble`me d’arreˆt optimal de de´part.
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— r : S× A→ R+ est la fonction de re´compense par transition qu’on de´finira par
r(x, y, z, a) = R(x, y)1{(0,1)}(z, a)
pour tout (x, y, z, a) ∈ S × A. Cette de´finition de la fonction r fait en sorte que l’on ne
calcule la re´compense qu’au moment ou` on s’arreˆte.
— h : S→ R+ est la fonction de re´compense terminale de´finie par
h(x, y, z) = R(x, y)1{0}(z)
pour tout (x, y, z) ∈ S. Ainsi, si l’on ne s’est pas arreˆte´ avant l’horizon, la fonction de
re´compense est calcule´e a` ce moment-la`. C’est une manie`re de forcer l’arreˆt au temps N0.
— (x0, y0, 0) ∈ S est l’e´tat initial. Par souci de simplification, on parlera dans la suite de l’e´tat
initial (x0, y0) au lieu de (x0, y0, 0).
De´taillons maintenant la notion de strate´gie utilise´e pour ce mode`le. Comme dans le pa-
ragraphe 1.4 du chapitre 1, on de´finit les ensembles des histoires observables par re´currence
par {
Ho0 = Y× {0; 1}
Hok = H
o
k−1 × A× (Y× {0; 1}), pour tout 1 ≤ k ≤ N0.
(8.1)
Soit Ω = SN0+1. On se donne une strate´gie pi = (f0, . . . , fN0−1) ∈ Πo et on de´finit sur Ω les
variables ale´atoires
Xk(ω) = xk, Yk(ω) = yk et Zk(ω) = zk (8.2)
pour tout k ∈ J0;N0K ou` ω = (x0, y0, z0, . . . , xN0 , yN0 , zN0) ∈ Ω. Par re´currence, on de´finit aussi
la suite des actions successives choisies selon la strate´gie pi par{
A0 = f0(Y0, Z0)
Ak = fk(Y0, Z0, A0, . . . , Yk−1, Zk−1, Ak−1, Yk, Zk) pour tout 1 ≤ k ≤ N0 − 1.
(8.3)
Soit (x, y) ∈ X × Y un e´tat initial. Le the´ore`me de Ionescu-Tulcea assure l’existence d’une
unique mesure de probabilite´ Ppix,y sur (Ω,G) avec G la tribu produit associe´e, telle que, pour
tous B ∈ B(X), C ∈ B(Y), D ⊂ {0; 1} et hk ∈ Hok ,
Ppix,y {(X0, Y0, Z0) ∈ B × C ×D} = δx(B)δy(C)δ0(D), (8.4)
Ppix,y {Ak ∈ D | (Y0, Z0, A0, . . . , Yk−1, Zk−1, Ak−1, Yk, Zk) = hk} = δfk(hk)(D), (8.5)
Ppix,y {(Xk+1, Yk+1, Zk+1) ∈ B × C ×D | X0, Y0, Z0, A0, . . . , Xk, Yk, Zk, Ak}
= Q(B × C ×D | Xk, Yk, Zk, Ak). (8.6)
On notera Epix,y l’espe´rance associe´e a` Ppix,y.
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On de´finit alors le proble`me d’optimisation en horizon fini associe´ a` M ainsi : pour une
strate´gie pi ∈ Πo et (x, y) ∈ X× Y un e´tat initial, on pose
RM(x, y, pi) = Epix,y
[
N0−1∑
k=0
r(Xk, Yk, Zk, Ak) + h(XN0 , YN0 , ZN0)
]
et
R∗M(x, y) = sup
pi∈Πo
RM(x, y, pi).
On cherche a` montrer qu’il est e´quivalent a` notre proble`me d’arreˆt optimal. Notons que ce
proble`me est bien de´fini, car l’hypothe`se D assure que R∗M(x, y) ≤ N0 ‖R‖L < +∞ pour tout
(x, y) ∈ X× Y.
Le the´ore`me suivant, inspire´ du the´ore`me 2.1 de [DP10], ainsi que sa de´monstration, montre
l’e´quivalence souhaite´e.
The´ore`me 8.1.3.1. Pour tout controˆle λ ∈ Λ, pour tout e´tat initial (x, y) ∈ X × Y, il existe
une strate´gie pi ∈ Πo telle que
RM(x, y, pi) = R(x, y, λ).
Re´ciproquement, pour toute strate´gie pi ∈ Πo, pour tout e´tat initial (x, y) ∈ X × Y, il existe un
controˆle λ ∈ Λ tel que
R(x, y, λ) = RM(x, y, pi).
De´monstration. Consulter l’annexe B, section B.1.
Remarque. Ce the´ore`me implique en particulier que R∗(x, y) = R∗M(x, y).
De´sormais, dans ce travail, nous nous occuperons de re´soudre le proble`me d’optimisation
associe´ a` ce POMDP.
8.1.4 Un mode`le markovien de´cisionnel comple`tement observable
Comme nous l’avons vu dans la section 2.3 du chapitre 2, l’argument standard pour re´soudre
ce genre de proble`mes est de se ramener a` un processus comple`tement observable. Dans un
premier temps, on fixe quelques notations : dans toute la suite, pour toute mesure de probabilite´
ρ ∈ P(X), on notera pour tous x′ ∈ X et y, y′ ∈ Y
q(x′, y′ | ρ, y) =
∫
X
q(x′, y′ | x, y)ρ(dx),
et on pose pour tous y, y′ ∈ Y
q(λ, y′ | ρ, y) =
∫
X
q(λ, y′ | x, y)ρ(dx).
Ve´rifions si ces quantite´s respectent des hypothe`ses similaires a` celles que l’on a pose´es au de´but.
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Proposition 8.1.4.1. Sous les hypothe`ses B et C, pour tous x′, x′′ ∈ X, y, y′, y˜ ∈ Y, ρ, ρ˜ ∈ P(X),
(1) q(x′, y′ | ρ, y) ≤ q ;
(2) |q(x′, y′ | ρ, y)− q(x′′, y′ | ρ, y)| ≤ Lq |x′ − x′′| ;
(3) |q(x′, y′ | ρ, y)− q(x′, y′ | ρ˜, y˜)| ≤ (q + Lq)[‖ρ− ρ˜‖KR + |y − y˜|] ;
(4) q(λ, y′ | ρ, y) ≥ 1
δ
.
De´monstration. Les points (1), (2) et (4) sont e´vidents. Pour de´montrer (3), on conside`re
x′ ∈ X, y′, y˜ ∈ Y et ρ, ρ˜ ∈ P(X). On e´crit que∣∣q(x′, y′ | ρ, y)− q(x′, y′ | ρ˜, y˜)∣∣ ≤ ∫
X
∣∣q(x′, y′ | x, y)− q(x′, y′ | x, y˜)∣∣ ρ(dx)
+
∣∣∣∣∫
X
q(x′, y′ | x, y˜)ρ(dx)−
∫
X
q(x′, y′ | x, y˜)ρ˜(dx)
∣∣∣∣ . (8.7)
L’hypothe`se B(2) donne que |q(x′, y′ | x, y)− q(x′, y′ | x, y˜)| ≤ Lq |y − y˜|. De plus, a` x′, y′ et y˜
fixe´s, la fonction x 7→ q(x′, y′ | x, y˜) est borne´e par q et Lq-lipschitzienne sur X. Il vient donc
qu’a` x′, y′ et y˜ fixe´s, la fonction x 7→ q(x
′, y′ | x, y˜)
q + Lq
est dans L∗(X). Alors,
∣∣q(x′, y′ | ρ, y)− q(x′, y′ | ρ˜, y˜)∣∣ ≤ (q + Lq) ‖ρ− ρ˜‖KR + Lq |y − y˜| . (8.8)
Puisque q est positif, on a bien le re´sultat voulu.
Il faut ve´rifier est que le noyau Q posse`de une densite´ par rapport a` un produit de mesures
σ-finies (cf. chapitre 2 section 2.3). On e´crit donc
Q(dx′, dy′, dz′ | x, y, z, a) = w(x′, y′, z′ | x, y, z, a)λ(dx′)ν(dy′)µ(dz′)
ou`
w(x′, y′, z′ | x, y, z, a) =
{
21{z}(z′)q(x′, y′ | x, y) si a = 0
21{1}(z′)q(x′, y′ | x, y) si a = 1
et µ(dz′) = 12(δ0 + δ1)(dz
′).
Soit C ∈ B(X). Pour y, y′ ∈ Y, ρ ∈ P(X), et z, z′, a ∈ {0; 1} tels que w(x′, y′, z′ | x, y, z, a) 6= 0,
on a que :∫
C
(∫
X
w(x′, y′, z′ | x, y, z, a)ρ(dx)
)
λ(dx′)∫
X
(∫
X
w(x′, y′, z′ | x, y, z, a)ρ(dx)
)
λ(dx′)
=
1
q(λ, y′ | ρ, y)
∫
C
q(x′, y′ | ρ, y)λ(dx′).
Le membre de gauche ne de´pend en fait ni de z, ni de z′, ni de a. Introduisons donc la fonction
Φ : Y× P(X)× Y→ P(X) de´finie, pour tous ρ ∈ P(X), y, y′ ∈ Y et C ∈ B(X), par
Φ(y′, ρ, y)(C) =
1
q(λ, y′ | ρ, y)
∫
C
q(x′, y′ | ρ, y)λ(dx′).
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Si w(x′, y′, z′ | x, y, z, a) = 0, on pose∫
C
(∫
X
w(x′, y′, z′ | x, y, z, a)ρ(dx)
)
λ(dx′)∫
X
(∫
X
w(x′, y′, z′ | x, y, z, a)ρ(dx)
)
λ(dx′)
= Φ(y′, ρ, y)(C).
L’application Φ ainsi de´finie est appele´e ope´rateur de Bayes.
Si on applique strictement le formalisme de [BR11], on va construire un mode`le markovien
de´cisionnel comple`tement observable dont le noyau de transition, note´ Q′, sera de´fini, pour tous
B ∈ B(P(X)), C ∈ B(Y), D ⊂ {0; 1}, ρ ∈ P(X), y ∈ Y et z, a ∈ {0; 1}, par
Q′(B × C ×D | ρ, y, z, a) =
∫
X
∫
C×D
1B
(
Φ(y′, ρ, y)
)
QY,Z(dy′, dz′ | x, y, z, a)ρ(dx) (8.9)
ou`
QY,Z(dy′,dz′ | x, y, z, a) =
∫
X
Q(dx′, dy′, dz′ | x, y, z, a).
Or, on a que∫
X
QY,Z(dy′, dz′ | x, y, z, 0)ρ(dx) = 21{z}(z′)ν(dy′)µ(dz′)
∫
X
∫
X
q(x′, y′ | x, y)λ(dx′)ρ(dx)
= 1{z}(z′)q(λ, y′ | ρ, y)ν(dy′)(δ0(dz′) + δ1(dz′)). (8.10)
En remarquant que
∫
D
1{z}(z′)(δ0(dz′) + δ1(dz′)) =
∫
D
δz(dz
′) = δz(D), il vient
Q′(B × C ×D | ρ, y, z, 0) = δz(D)
(∫
C
1B
(
Φ(y′, ρ, y)
)
q(λ, y′ | ρ, y)ν(dy′)
)
. (8.11)
Un calcul similaire ame`ne a`
Q′(B × C ×D | ρ, y, z, 1) = δ1(D)
(∫
C
1B
(
Φ(y′, ρ, y)
)
q(λ, y′ | ρ, y)ν(dy′)
)
. (8.12)
On de´finit alors un noyau stochastique S sur P(X)× Y sachant P(X)× Y par
S(B × C | ρ, y) =
∫
C
1B
(
Φ(y′, ρ, y)
)
QY(dy′ | ρ, y)
pour tous B ∈ B(P(X)), C ∈ B(Y), ρ ∈ P(X) et y ∈ Y, ou` QY(dy′ | ρ, y) = q(λ, y′ | ρ, y)ν(dy′).
On construit donc le mode`le de´cisionnel markovien comple`tement observable M′ suivant :
M′ = (S′,A, Q′, r′, h′, (δx0 , y0, 0)) (8.13)
avec
— S′ = P(X) × Y × {0; 1} est le nouvel espace d’e´tats dont toutes ses composantes sont
observables ;
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— Q′ est la loi de transition de´finie, pour B ∈ B(P(X)), C ∈ B(Y) et D ⊂ {0; 1}, par
Q′(B × C ×D | ρ, y, z, a) = S(B × C | ρ, y) [δz(D)1{0}(a) + δ1(D)1{1}(a)] ;
— r′ : S′ × A→ R+ est la fonction de re´compense par transition, de´finie par
r′(ρ, y, z, a) = R′(ρ, y)1{(0,1)}(z, a) ou` R′(ρ, y) =
∫
X
R(x, y)ρ(dx);
— h′ : S′ → R+ est la fonction de re´compense terminale de´finie par
h′(ρ, y, z) = 1{0}(z)R′(ρ, y).
Remarque. Pour la topologie induite par la norme de Kantorovich-Rubinstein, P(X) est un
espace de Borel. En effet, on note d’abord que, X e´tant un espace me´trique, le corollaire 6.3.5 de
[Bog07] donne que les tribus de Borel et de Baire sur X sont e´gales. Donc toute mesure de Borel
est de Baire et inversement. Comme X est un espace de Borel, on peut appliquer le the´ore`me
8.3.2 de [Bog07]. Il montre que la topologie engendre´e par la me´trique associe´e a` ‖·‖KR co¨ıncide
avec la topologie faible induite sur P(X). On conclut avec le the´ore`me 8.9.5 de [Bog07] que P(X)
est aussi un espace de Borel.
Soient Ω′ = S′N0+1 et G′ sa tribu produit associe´e. On construit canoniquement sur (Ω′,G′) un
processus (Pk, Yk, Zk). Pour une strate´gie pi ∈ Πo, on conside`re une suite de variables ale´atoires
(Ak) de´finie par les e´quations (8.3). On conside`re e´galement l’unique probabilite´ Ppiδx,y sur (Ω
′,G′)
donne´e par le the´ore`me de Ionescu-Tulcea. On note Epiδx,y l’espe´rance prise avec la probabilite´
Ppiδx,y.
Notre proble`me d’optimisation a` horizon fini pour M′ s’exprime donc ainsi : on pose, pour
un e´tat initial (x, y) ∈ X× Y et pi ∈ Πo une strate´gie,
RM′(δx, y, pi) = Epiδx,y
[
N0−1∑
k=0
r′(Pk, Yk, Zk, Ak) + h′(PN0 , YN0 , ZN0)
]
(8.14)
puis
R∗M′(δx, y) = sup
pi∈Πo
RM′(δx, y, pi). (8.15)
Avoir pu donner une densite´ w pour le noyau Q et voir que le proble`me d’optimisation associe´ a`
M soit bien de´fini par l’hypothe`se D sont les deux e´le´ments qui nous permettent d’appliquer le
the´ore`me 2.3.0.2, et avoir que RM(x, y, pi) = RM′(δx, y, pi) pour tous (x, y) ∈ X × Y et pi ∈ Πo
(et donc a fortiori R∗M(x, y) = R∗M′(δx, y)).
De´sormais, on ne s’occupera de re´soudre que le proble`me pose´ pourM′. Par abus de notation,
dans toute la suite, on notera respectivement R, r et h au lieu de R′, r′ et h′.
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8.1.5 Les e´quations de Bellman
La re´solution du proble`me d’optimisation pose´ pourM′ passe par le calcul des e´quations de
Bellman de´finies dans le the´ore`me 5.3.3 de [BR11]. On s’inte´resse donc a` la relation de re´currence
suivante, pour tout k ∈ J1;N0K et tout e´le´ment (ρ, y, z) de S′ : v0(ρ, y, z) = h(ρ, y, z)vk(ρ, y, z) = max
a∈{0;1}
{
r(ρ, y, z, a) +
∫
S′
vk−1(ρ′, y′, z′)Q′(dρ′, dy′, dz′ | ρ, y, z, a)
}
.
On commence par remarquer que pour toute fonction mesurable g : S′ → R telle que
g(ρ, y, 1) = 0, on obtient
max
a∈{0;1}
{
r(ρ, y, 1, a) +
∫
S′
g(ρ′, y′, z′)Q′(dρ′,dy′,dz′ | ρ, y, 1, a)
}
= 0
par de´finition de r qui impose que r(ρ, y, 1, 0) = r(ρ, y, 1, 1) = 0. Donc, puisque par de´finition
de la fonction h, on a h(ρ, y, 1) = 0, il vient que vk(ρ, y, 1) = 0 pour tout k ∈ J0;N0K. On peut
alors restreindre cette relation de re´currence a` l’ensemble des fonctions mesurables g : S′ → R
telles que g(ρ, y, 1) = 0 pour tout (ρ, y) ∈ P(X)× Y.
Enfin, comme on a
max
a∈{0;1}
{
r(ρ, y, 0, a) +
∫
S′
g(ρ′, y′, z′)Q′(dρ′,dy′,dz′ | ρ, y, 0, a)
}
= max
{
R(ρ, y);
∫
Y
g(Φ(y′, ρ, y), y′, 0)q(λ, y′ | ρ, y)ν(dy′)
}
, (8.16)
par abus de notation, on re´e´crit la re´currence pre´ce´dente en termes de fonctions mesurables
f : P(X)× Y→ R en posant, pour tout (ρ, y) ∈ P(X)× Y,
Bf(ρ, y) = max {R(ρ, y);Sf(ρ, y)}
ou`
Sf(ρ, y) =
∫
Y
f
(
Φ(y′, ρ, y), y′
)
QY(dy′ | ρ, y).
L’ope´rateur B, de´fini sur l’ensemble des fonctions mesurables de P(X)×Y dans R, est appele´
ope´rateur de Bellman. On de´finit alors l’e´quation de Bellman par :{
v0(ρ, y) = h(ρ, y, 0) = R(ρ, y)
vk(ρ, y) = Bvk−1(ρ, y) = Bkv0(ρ, y)
pour tous k ∈ J1;N0K et (ρ, y) ∈ P(X)× Y,
ou` Bk = B ◦ . . . ◦ B︸ ︷︷ ︸
k fois
, permet de calculer la valeur optimale RM′ de notre proble`me. En effet, on
a le re´sultat suivant.
The´ore`me 8.1.5.1. Pour tous x ∈ X et y ∈ Y, R∗M′(δx, y) = vN0(δx, y).
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De´monstration. Consulter l’annexe B, section B.2.
E´tant donne´e la forme des e´quations de Bellman, trouver un espace de fonctions stabilise´
par B (et dans lequel se trouve la fonction v0) permettra de de´terminer dans quel espace se
trouve la fonction de valeur optimale. De`s lors, en construisant une approximation approprie´e
de l’ope´rateur de Bellman, nous pourrons controˆler l’erreur commise. Notre objectif sera donc
de ve´rifier que la discre´tisation que nous proposerons re´pond bien a` cette exigence.
8.2 Premie`re discre´tisation de l’espace d’e´tats
Dans cette partie, nous allons chercher a` approcher nume´riquement la fonction RM′ . A` cet
effet, dans la suite, on conside´rera X une variable ale´atoire de loi λ a` valeurs dans X et Y une
variable ale´atoire de loi ν a` valeurs dans Y, toutes deux de´finies sur un espace de probabilite´
(E , T ,P). On notera E l’espe´rance prise pour P. Ici, nous allons discre´tiser l’espace des e´tats
non observables X. En effet, l’hypothe`se A(2) nous permet de proce´der a` la L2-quantification
optimale de la variable ale´atoire X comme le font les auteurs de [PPP04] : il en re´sulte une
variable ale´atoire XN de loi λN a` valeurs dans X de´finie sur (E , T ,P), ou` N ∈ N∗ repre´sente le
nombre de valeurs que peut prendre XN , c’est-a`-dire que
XN (E) =
{
x
(N)
1 , . . . , x
(N)
N
}
⊂ X.
L’ensemble
{
x
(N)
1 , . . . , x
(N)
N
}
est la grille de quantification optimale pour X. Soit
XN =
{
x0, x
(N)
1 , . . . , x
(N)
N
}
(8.17)
la grille optimale de quantification de X augmente´e du point x0. Pour simplifier, on suppose que
x0 6∈
{
x
(N)
1 , . . . , x
(N)
N
}
. Notons que P
{
XN = x
0
}
= 0. L’ensemble XN sera notre espace d’e´tats
non observables pour le mode`le discre´tise´.
On notera dans la suite εN = ‖X −XN‖2 pour tout N ∈ N∗. Par le the´ore`me 7.2.0.6, εN
tend vers 0 lorsque N tend vers +∞ avec une vitesse en O(N− 1m ). De`s lors, il existe un entier
M1 ∈ N∗ tel que
εN ≤ 1
2Lq
(
1 ∧ δ−1) , ∀N ≥M1. (8.18)
Occupons-nous maintenant du mode`le approche´.
8.2.1 Construction du mode`le
On va construire des approximations des quantite´s utilise´es dans la partie pre´ce´dente, de
sorte a` garder une structure similaire pour mesurer plus facilement l’erreur commise. Partons de
la densite´ q(λ, · | ·, ·). Pour en construire une approximation, on pose pour tout N ∈ N∗
q(λN , y
′ | ρ, y) =
∫
X
q(x′, y′ | ρ, y)λN (dx′)
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et
q(λN , ν | ρ, y) =
∫
Y
q(λN , y
′ | ρ, y)ν(dy′) =
∫
X×Y
q(x′, y′ | ρ, y)λN (dx′)ν(dy′)
pour tous ρ ∈ P(X) et y ∈ Y. Montrons un premier re´sultat.
Lemme 8.2.1.1. Sous l’hypothe`se B(2), pour tous N ∈ N∗, ρ ∈ P(X) et y, y′ ∈ Y, on a∣∣q(λ, y′ | ρ, y)− q(λN , y′ | ρ, y)∣∣ ≤ LqεN . (8.19)
De´monstration. On a que∣∣q(λ, y′ | ρ, y)− q(λN , y′ | ρ, y)∣∣ ≤ E[∣∣q(X, y′ | ρ, y)− q(XN , y′ | ρ, y)∣∣]. (8.20)
On peut appliquer le (2) de la proposition 8.1.4.1 pour avoir le re´sultat.
En particulier, ce lemme implique le corollaire suivant.
Corollaire 8.2.1.2. Sous les hypothe`ses A et B(2), on a que, pour tous ρ ∈ P(X), y ∈ Y,
N ∈ N∗,
|q(λN , ν | ρ, y)− 1| ≤ LqεN . (8.21)
De´monstration. On note que |q(λN , ν | ρ, y)− 1| ≤
∫
Y
∣∣q(λN , y′ | ρ, y)− q(λ, y′ | ρ, y)∣∣ ν(dy′)
et on utilise le lemme 8.2.1.1 pour avoir le re´sultat.
Ce corollaire nous assure alors la convergence uniforme de (q(λN , ν | ·, ·))N vers 1. Donc il
existe un entier M2 ∈ N∗ tel que pour tous N ≥M2, ρ ∈ P(X) et y ∈ Y, q(λN , ν | ρ, y) > 0. On
peut alors poser, pour tout N ≥M2,
q˜(λN , y
′ | ρ, y) = q(λN , y
′ | ρ, y)
q(λN , ν | ρ, y)
pour tous ρ ∈ P(X), y, y′ ∈ Y.
On remarque qu’ainsi, la fonction y′ 7→ q˜(λN , y′ | ·, ·) est une densite´ sur Y par rapport a` ν.
On de´finit maintenant, pour tout N ≥M2, un noyau stochastique QYN sur Y sachant P(X)× Y
par
QYN (C | ρ, y) =
∫
C
q˜(λN , y
′ | ρ, y)ν(dy′)
pour tous C ∈ B(Y), ρ ∈ P(X) et y ∈ Y. C’est l’approximation de QY que l’on cherche. Il reste
a` construire une approximation de l’ope´rateur de Bayes.
Graˆce au lemme 8.2.1.1, on sait que la suite de fonctions (q(λN , · | ·, ·))N converge uni-
forme´ment vers q(λ, · | ·, ·), qui est strictement positive (cf. (4) de la proposition 8.1.4.1). Donc
il existe M3 ∈ N∗ tel que pour tous N ≥M3, ρ ∈ P(X) et y, y′ ∈ Y, q(λN , y′ | ρ, y) > 0. On pose
donc
M0 = max {M1;M2;M3}
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et pour garder la meˆme structure que Φ, on de´finit, pour tout N ≥M0,
ΦN (y
′, ρ, y)(dx′) =
q(x′, y′ | ρ, y)λN (dx′)
q(λN , y′ | ρ, y) .
Ainsi de´finie, ΦN est une mesure de probabilite´ sur XN . Enfin, on pose
SN (B × C | ρ, y) =
∫
C
1B
(
ΦN (y
′, ρ, y)
)
QYN (dy
′ | ρ, y)
pour tous N ≥ M0, B ∈ B(P(X)), C ∈ B(Y) et (ρ, y) ∈ P(X) × Y. Remarquons que SN ainsi
de´fini est bien un noyau stochastique sur P(X)×Y sachant P(X)×Y, concentre´ sur P(XN )×Y.
8.2.2 Un ope´rateur de Bellman approche´
On va a` pre´sent de´finir une approximation de l’ope´rateur de Bellman, que l’on va noter BN .
Pour garder la meˆme structure que B, on va poser, pour f : P(X)× Y→ R et pour N ≥M0,
BNf(ρ, y) = max {R(ρ, y);SNf(ρ, y)}
ou`
SNf(ρ, y) =
∫
Y
f
(
ΦN (y
′, ρ, y), y′
)
QYN (dy
′ | ρ, y). (8.22)
L’approximation de l’e´quation de Bellman que l’on choisit est donc{
v
(N)
0 (ρ, y) = R(ρ, y)
v
(N)
k (ρ, y) = BNv(N)k−1(ρ, y) = BkNv(N)0 (ρ, y)
pour k ∈ J1;N0K et (ρ, y) ∈ P(X)× Y. (8.23)
ou` BkN = BN ◦ . . . ◦ BN︸ ︷︷ ︸
k fois
. On de´finit alors la fonction RM′,N comme
RM′,N ≡ v(N)N0 (8.24)
Il reste a` savoir si cette fonction approche la fonction RM′ . De´montrons dans un premier temps
quelques lemmes utiles.
8.2.3 Re´sultats pre´liminaires de re´gularite´
Pour simplifier les notations, dans toute la suite, on posera pour tout N ∈ N∗
EN = 1 + 2δLqεN .
Re´gularite´ de la fonction q
Lemme 8.2.3.1. Sous les hypothe`ses B, pour tous ρ, ρ˜ ∈ P(X), et y, y′, y˜ ∈ Y, on a que∣∣q(λ, y′ | ρ, y)− q(λ, y′ | ρ˜, y˜)∣∣ ≤ (q + Lq)[‖ρ− ρ˜‖KR + |y − y˜|]. (8.25)
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De´monstration. On a que q(λ, y′ | ρ, y) = E[q(X, y′ | ρ, y)]. Il vient alors∣∣q(λ, y′ | ρ, y)− q(λ, y′ | ρ˜, y˜)∣∣ ≤ E[∣∣q(X, y′ | ρ, y)− q(X, y′ | ρ˜, y˜)∣∣]. (8.26)
On applique le (3) de la proposition 8.1.4.1 pour avoir le re´sultat.
Lemme 8.2.3.2. Sous les hypothe`ses A et B, pour tous ρ, ρ˜ ∈ P(X), y, y′, y˜ ∈ Y et N ≥ M0,
on a que ∣∣q(λN , y′ | ρ, y)− q(λN , y′ | ρ˜, y˜)∣∣ ≤ (q + Lq)[‖ρ− ρ˜‖KR + |y − y˜|]. (8.27)
De´monstration. La de´monstration est similaire a` la pre´ce´dente.
Corollaire 8.2.3.3. Sous les hypothe`ses A et B, on a que, pour tous N ≥ M0, y, y′ ∈ Y et
ρ, ρ′ ∈ P(X), ∣∣q(λN , ν | ρ, y)− q(λN , ν | ρ′, y′)∣∣ ≤ (q + Lq)[∥∥ρ− ρ′∥∥KR + ∣∣y − y′∣∣]. (8.28)
De´monstration. On note que∣∣q(λN , ν | ρ, y)− q(λN , ν | ρ′, y′)∣∣ ≤ ∫
Y
∣∣q(λN , y′′ | ρ, y)− q(λN , y′′ | ρ′, y′)∣∣ ν(dy′′) (8.29)
et on applique le lemme pre´ce´dent pour avoir le re´sultat.
Lemme 8.2.3.4. Sous les hypothe`ses A, B(2) et C, pour tous N ≥M0, ρ ∈ P(X), y, y′ ∈ Y, on
a que ∣∣∣∣ 1q(λ, y′ | ρ, y) − 1q(λN , y′ | ρ, y)
∣∣∣∣ ≤ 2δ2LqεN . (8.30)
De´monstration. Le lemme 8.2.1.1 donne que
q(λ, y′ | ρ, y)− LqεN ≤ q(λN , y′ | ρ, y) ≤ q(λ, y′ | ρ, y) + LqεN . (8.31)
Notons que, puisque N ≥M0, εN ≤ 1
2δLq
et donc q(λ, y′ | ρ, y)−LqεN ≥ 1
2δ
> 0. On peut alors
e´crire que
1
q(λ, y′ | ρ, y) + LqεN −
1
q(λ, y′ | ρ, y) ≤
1
q(λN , y′ | ρ, y) −
1
q(λ, y′ | ρ, y)
≤ 1
q(λ, y′ | ρ, y)− LqεN −
1
q(λ, y′ | ρ, y) . (8.32)
On en de´duit alors que∣∣∣∣ 1q(λN , y′ | ρ, y) − 1q(λ, y′ | ρ, y)
∣∣∣∣ ≤ 1q(λ, y′ | ρ, y)− LqεN − 1q(λ, y′ | ρ, y)
=
1
q(λ, y′ | ρ, y)
(
q(λ, y′ | ρ, y)
q(λ, y′ | ρ, y)− LqεN − 1
)
≤ δLqεN
q(λ, y′ | ρ, y)− LqεN ≤ 2δ
2LqεN , (8.33)
la pe´nultie`me ine´galite´ ayant e´te´ obtenue graˆce au (4) de la proposition 8.1.4.1.
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Remarque. C’est dans la de´monstration de ce lemme que l’hypothe`se C a trouve´ toute sa
justification. En effet, la stricte positivite´ de q(λ, y′ | ρ, y)−LqεN implique que εN < q(λ, y
′ | ρ, y)
Lq
pour tous y, y′ ∈ Y et ρ ∈ P(X), ce qui signifie que la quantite´ q(λ, y′ | x, y) doit eˆtre minore´e.
Corollaire 8.2.3.5. Sous les hypothe`ses A, B(2) et C, pour tous N ≥M0, ρ ∈ P(X), y, y′ ∈ Y,
on a que
1
q(λN , y′ | ρ, y) ≤ δEN . (8.34)
Corollaire 8.2.3.6. Sous les hypothe`ses A, B(2) et C, on a que, pour tous N ≥M0, ρ ∈ P(X),
y ∈ Y,
1
q(λN , ν | ρ, y) ≤ δEN . (8.35)
De´monstration. Il suffit de remarquer que q(λN , ν | ρ, y) =
∫
Y
q(λN , y
′ | ρ, y)ν(dy′) et d’uti-
liser le corollaire pre´ce´dent pour avoir le re´sultat.
Lemme 8.2.3.7. Sous les hypothe`ses A et B(2), on a que, pour tous N ≥M0, ρ ∈ P(X), y ∈ Y,∣∣∣∣ 1q(λN , ν | ρ, y) − 1
∣∣∣∣ ≤ 2LqεN . (8.36)
De´monstration. Le raisonnement est similaire a` celui utilise´ pour le lemme 8.2.3.4 en partant
du corollaire 8.2.1.2.
Re´gularite´ de l’ope´rateur de Bayes
Lemme 8.2.3.8. Sous les hypothe`ses B et C, pour tous ρ, ρ˜ ∈ P(X), y, y′, y˜ ∈ Y, on a que∥∥Φ(y′, ρ, y)− Φ(y′, ρ˜, y˜)∥∥
KR
≤ δ(q + Lq)(1 + qδ)[‖ρ− ρ˜‖KR + |y − y˜|]. (8.37)
De´monstration. Soit f ∈ L∗(X). Alors∣∣∣∣∫
X
f(x)Φ(y′, ρ, y)(dx)−
∫
X
f(x)Φ(y′, ρ˜, y˜)(dx)
∣∣∣∣
≤ E
[
|f(X)|
∣∣∣∣q(X, y′ | ρ, y)q(λ, y′ | ρ, y) − q(X, y′ | ρ˜, y˜)q(λ, y′ | ρ˜, y˜)
∣∣∣∣]
≤ E
[
1
q(λ, y′ | ρ, y)
∣∣q(X, y′ | ρ, y)− q(X, y′ | ρ˜, y˜)∣∣]
+ E
[
q(X, y′ | ρ˜, y˜)
∣∣∣∣ 1q(λ, y′ | ρ, y) − 1q(λ, y′ | ρ˜, y˜)
∣∣∣∣] . (8.38)
On utilise la proposition 8.1.4.1 pour majorer cette somme, ce qui donne∣∣∣∣∫
X
f(x)Φ(y′, ρ, y)(dx)−
∫
X
f(x)Φ(y′, ρ˜, y˜)(dx)
∣∣∣∣ ≤ δ(q + Lq)[‖ρ− ρ˜‖KR + |y − y˜|]
+ qδ2
∣∣q(λ, y′ | ρ, y)− q(λ, y′ | ρ˜, y˜)∣∣ . (8.39)
On conclut en utilisant le lemme 8.2.3.1.
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Lemme 8.2.3.9. Sous les hypothe`ses A, B et C, pour tous N ≥M0, ρ, ρ˜ ∈ P(X) et y, y′, y˜ ∈ Y,
on a que∥∥ΦN (y′, ρ, y)− ΦN (y′, ρ˜, y˜)∥∥KR ≤ δEN (q + Lq)(1 + qδEN )[‖ρ− ρ˜‖KR + |y − y˜|]. (8.40)
De´monstration. La de´monstration de ce lemme est similaire a` celle du lemme 8.2.3.8. On
pourra la trouver a` l’annexe B, section B.3.
Lemme 8.2.3.10. Sous les hypothe`ses A, B et C, pour tous N ≥ M0, ρ ∈ P(X) et y, y′ ∈ Y,
on a que ∥∥Φ(y′, ρ, y)− ΦN (y′, ρ, y)∥∥KR ≤ δ(Lq(2δq + 1) + q)εN . (8.41)
De´monstration. Soit f ∈ L∗(X). Alors∣∣∣∣∫
X
f(x)Φ(y′, ρ, y)(dx)−
∫
X
f(x)ΦN (y
′, ρ, y)(dx)
∣∣∣∣
≤ E
[∣∣∣∣f(X)q(X, y′ | ρ, y)q(λ, y′ | ρ, y) − f(XN )q(XN , y′ | ρ, y)q(λN , y′ | ρ, y)
∣∣∣∣]
≤ E
[
q(XN , y
′ | ρ, y) |f(XN )|
∣∣∣∣ 1q(λ, y′ | ρ, y) − 1q(λN , y′ | ρ, y)
∣∣∣∣]
+ E
[ |f(X)|
q(λ, y′ | ρ, y)
∣∣q(X, y′ | ρ, y)− q(XN , y′ | ρ, y)∣∣]
+ E
[
q(XN , y
′ | ρ, y)
q(λ, y′ | ρ, y) |f(X)− f(XN )|
]
. (8.42)
Le lemme 8.2.3.4 et la proposition 8.1.4.1 permettent d’obtenir∣∣∣∣∫
X
f(x)Φ(y′, ρ, y)(dx)−
∫
X
f(x)ΦN (y
′, ρ, y)(dx)
∣∣∣∣
≤ q
∣∣∣∣ 1q(λ, y′ | ρ, y) − 1q(λN , y′ | ρ, y)
∣∣∣∣+ δLqεN + δqεN
≤ 2qδ2LqεN + δLqεN + δqεN , (8.43)
d’ou` l’ine´galite´.
Re´gularite´ de la fonction R
Proposition 8.2.3.11. Sous l’hypothe`se D, la fonction R appartient a` l’ensemble L(P(X)×Y).
De´monstration. Soient ρ, ρ′ ∈ P(X) et y, y′ ∈ Y. D’une part, on a que |R(ρ, y)| ≤ ‖R‖L.
D’autre part, on e´crit que
∣∣R(ρ, y)−R(ρ′, y′)∣∣ ≤ ∫
X
∣∣R(x, y)−R(x, y′)∣∣ ρ(dx) + ∣∣∣∣∫
X
R(x, y′)ρ(dx)−
∫
X
R(x, y′)ρ′(dx)
∣∣∣∣ .
(8.44)
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L’hypothe`se D implique que |R(x, y)−R(x, y′)| ≤ ‖R‖L |y − y′|. Elle implique e´galement que, a`
y′ ∈ Y fixe´, la fonction x 7→ R(x, y′) est dans L(X). Donc la fonction x 7→ R(x, y
′)
‖R‖L
, a` y′ ∈ Y
fixe´, est dans L∗(X). L’e´quation pre´ce´dente devient alors∣∣R(ρ, y)−R(ρ′, y′)∣∣ ≤ ‖R‖L [∥∥ρ− ρ′∥∥KR + ∣∣y − y′∣∣]. (8.45)
On a donc bien le re´sultat voulu.
Nous pouvons maintenant de´montrer notre re´sultat d’approximation.
8.2.4 Un re´sultat d’approximation
Proprie´te´ stabilisatrice des ope´rateurs de Bellman
Dans toute la suite, nous utiliserons l’ine´galite´ suivante, valable pour tous re´els a, a′, b, b′ :∣∣max(a; b)−max(a′; b′)∣∣ ≤ ∣∣a− a′∣∣+ ∣∣b− b′∣∣ . (8.46)
Exhibons maintenant un espace stabilise´ par les ope´rateurs de Bellman.
Proposition 8.2.4.1. Sous les hypothe`ses B, C et D, l’ope´rateur de Bellman B stabilise l’en-
semble L(P(X)× Y). De plus, pour toute fonction f ∈ L(P(X)× Y), on a que
‖Bf‖L ≤ max {‖R‖L ; ‖f‖L}+ ‖R‖L + ‖f‖L (q + Lq)
(
1 + δq(1 + qδ)
)
. (8.47)
De´monstration. Soient f ∈ L(P(X)× Y), ρ, ρ′ ∈ P(X) et y, y′ ∈ Y. Alors d’une part,
|Bf(ρ, y)| ≤ max {|R(ρ, y)| ; |Sf(ρ, y)|}
≤ max
{
‖R‖L ;
∫
X×Y
∣∣f(Φ(y′, ρ, y), y′)∣∣ q(x′, y′ | ρ, y)λ(dx′)ν(dy′)}
≤ max {‖R‖L ; ‖f‖L} . (8.48)
D’autre part, on a que∣∣Sf(ρ, y)− Sf(ρ′, y′)∣∣ ≤ E [∣∣f(Φ(Y, ρ, y), Y )∣∣ ∣∣q(X,Y | ρ, y)− q(X,Y | ρ′, y′)∣∣]
+ E
[
q(X,Y | ρ′, y′) ∣∣f(Φ(Y, ρ, y), Y )− f(Φ(Y, ρ′, y′), Y )∣∣] . (8.49)
La proposition 8.1.4.1 permet d’obtenir que∣∣Sf(ρ, y)− Sf(ρ′, y′)∣∣ ≤ ‖f‖L (q + Lq)[∥∥ρ− ρ′∥∥KR + ∣∣y − y′∣∣]
+ q ‖f‖L E
[∥∥Φ(Y, ρ, y)− Φ(Y, ρ′, y′)∥∥
KR
]
. (8.50)
Le lemme 8.2.3.8 permet de majorer E [‖Φ(Y, ρ, y)− Φ(Y, ρ′, y′)‖KR] et donc d’avoir∣∣Sf(ρ, y)− Sf(ρ′, y′)∣∣ ≤ ‖f‖L (q + Lq)(1 + qδ(1 + qδ))[∥∥ρ− ρ′∥∥KR + ∣∣y − y′∣∣]. (8.51)
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Donc en utilisant la proposition 8.1 et l’ine´galite´ (8.46),∣∣Bf(ρ, y)− Bf(ρ′, y′)∣∣ ≤ ∣∣R(ρ, y)−R(ρ′, y′)∣∣+ ∣∣Sf(ρ, y)− Sf(ρ′, y′)∣∣
≤
(
‖R‖L + ‖f‖L (q + Lq)
(
1 + δq(1 + qδ)
))
[
∥∥ρ− ρ′∥∥
KR
+
∣∣y − y′∣∣]
(8.52)
d’ou` le re´sultat.
Proposition 8.2.4.2. Sous les hypothe`ses A, B, C et D, pour tout N ≥ M0, l’ope´rateur de
Bellman BN stabilise l’ensemble L(P(X)× Y). De plus, pour toute f ∈ L(P(X)× Y), on a que
‖BNf‖L ≤ max {‖R‖L ; ‖f‖L δEN}+ ‖R‖L + δEN ‖f‖L (q + Lq)(1 + qδEN )2. (8.53)
De´monstration. La de´monstration est similaire a` celle de la proposition 8.2.4.1. On pourra la
trouver a` l’annexe B, section B.4.
On a donc exhibe´ un espace stabilise´ par les deux ope´rateurs B et BN . On peut de´sormais
montrer notre re´sultat d’approximation.
Re´sultat principal
On commence par montrer trois propositions importantes avant de montrer le the´ore`me
principal.
Proposition 8.2.4.3. Soient N ≥M0 et f ∈ L(P(X)× Y). Sous les hypothe`ses A, B et C, on
a que, pour tout (ρ, y) ∈ P(X)× Y,
|Sf(ρ, y)− SNf(ρ, y)| ≤ θ ‖f‖L εN (8.54)
ou`
θ = Lq(1 + 2qLq) + δq(q + Lq(1 + 2δq)). (8.55)
De´monstration. On e´crit que
|Sf(ρ, y)− SNf(ρ, y)| ≤ E
[
q(X,Y | ρ, y) ∣∣f(Φ(Y, ρ, y), Y )− f(ΦN (Y, ρ, y), Y )∣∣]
+ E
[∣∣f(ΦN (Y, ρ, y), Y )∣∣ |q(X,Y | ρ, y)− q(XN , Y | ρ, y)|]
+ E
[∣∣f(ΦN (Y, ρ, y), Y )∣∣ q(XN , Y | ρ, y) ∣∣∣∣ 1q(λN , ν | ρ, y) − 1
∣∣∣∣] . (8.56)
La proposition 8.1.4.1 implique que
|Sf(ρ, y)− SNf(ρ, y)| ≤ q ‖f‖L E [‖Φ(Y, ρ, y)− ΦN (Y, ρ, y)‖KR]
+ ‖f‖L LqεN + ‖f‖L q
∣∣∣∣ 1q(λN , ν | ρ, y) − 1
∣∣∣∣ . (8.57)
Maintenant, on utilise le lemme 8.2.3.10 et le lemme 8.2.3.7. On a alors que
|Sf(ρ, y)− SNf(ρ, y)| ≤ q ‖f‖L δ
(
Lq(2δq + 1) + q
)
εN + ‖f‖L LqεN + 2 ‖f‖L qLqεN , (8.58)
d’ou` le re´sultat.
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Corollaire 8.2.4.4. Soient N ≥M0 et f ∈ L(P(X)× Y). Sous les hypothe`ses A, B et C, on a
que, pour tout (ρ, y) ∈ P(X)× Y,
|Bf(ρ, y)− BNf(ρ, y)| ≤ θ ‖f‖L εN . (8.59)
De´monstration. Il suffit de savoir majorer |Sf(ρ, y)− SNf(ρ, y)|, d’apre`s l’ine´galite´ (8.46).
On utilise alors la proposition pre´ce´dente pour avoir l’ine´galite´ voulue.
Proposition 8.2.4.5. Soient N ≥ M0 et f ∈ L
(P(X) × Y). Pour tout k ∈ J1;N0K, sous les
hypothe`ses A, B et C, pour tout couple (ρ, y) ∈ P(X)× Y,∣∣∣Bkf(ρ, y)− BkNf(ρ, y)∣∣∣ ≤ θεN k−1∑
l=0
∥∥∥Blf∥∥∥
L
. (8.60)
De´monstration. Montrons cette proposition par re´currence sur k. Le cas k = 1 est de´montre´
par le corollaire 8.2.4.4. Supposons maintenant que la proposition soit vraie pour un certain rang
k ∈ J1;N0 − 1K. On e´crit alors que∣∣∣Bk+1f(ρ, y)− Bk+1N f(ρ, y)∣∣∣ ≤ ∣∣∣B(Bkf)(ρ, y)− BN (Bkf)(ρ, y)∣∣∣
+
∣∣∣BN (Bkf)(ρ, y)− BN (BkNf)(ρ, y)∣∣∣ . (8.61)
On utilise le corollaire 8.2.4.4 pour majorer le premier terme puisque, par la proposition 8.2.4.1,
B stabilise l’ensemble L(P(X) × Y). Pour le deuxie`me terme, d’apre`s l’ine´galite´ (8.46), on doit
majorer la quantite´
∣∣SN (Bkf)(ρ, y)− SN (BkNf)(ρ, y)∣∣. On e´crit que∣∣∣SN (Bkf)(ρ, y)− SN (BkNf)(ρ, y)∣∣∣
≤
∫
Y
∣∣∣Bkf(ΦN (y′, ρ, y), y′)− BkNf(ΦN (y′, ρ, y), y′)∣∣∣QYN (dy′ | ρ, y)
≤ θεN
k−1∑
l=0
∥∥∥Blf∥∥∥
L
(8.62)
par hypothe`se de re´currence. On obtient alors que∣∣∣Bk+1f(ρ, y)− Bk+1N f(ρ, y)∣∣∣ ≤ θ ∥∥∥Bkf∥∥∥L εN + θεN
k−1∑
l=0
∥∥∥Blf∥∥∥
L
. (8.63)
La re´currence est donc e´tablie.
On sait de´sormais controˆler l’erreur de chaque quantite´
∣∣∣vk − v(N)k ∣∣∣. Il ne nous reste plus qu’a`
e´noncer notre the´ore`me final, qui sera facile a` de´montrer graˆce aux propositions pre´liminaires
de cette sous-partie.
The´ore`me 8.2.4.6. Sous les hypothe`ses A, B, C et D, pour tout N ≥M0,
∣∣R∗M′(δx0 , y0)−R∗M′,N (δx0 , y0)∣∣ ≤ θεN N0−1∑
l=0
∥∥∥BlR∥∥∥
L
. (8.64)
En particulier, on a donc que
∣∣∣R∗M′(δx0 , y0)−R∗M′,N (δx0 , y0)∣∣∣ = O(N− 1m ).
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De´monstration. On a que R∗M ≡ BN0R ≡ vN0 et R∗M,N ≡ BN0N R ≡ v(N)N0 . Or, par la propo-
sition 8.1, R ∈ L(P(X)× Y). Donc on applique la proposition 8.2.4.5 et on conclut au re´sultat
e´nonce´. La vitesse est donne´e par le the´ore`me 7.2.0.6.
Remarque. Ce the´ore`me nous assure donc que
∣∣∣R∗(x0, y0)−R∗M′,N (δx0 , y0)∣∣∣ = O(N− 1m ).
8.3 Seconde discre´tisation de l’espace d’e´tats
Les algorithmes de re´solution que nous connaissons pour le formalisme des MDP ne sont pas
encore applicables en l’e´tat. En effet, si on s’est ramene´s a` un processus comple`tement observable
a` espace d’e´tats de dimension finie, il est toujours a priori infini. Nous devons donc discre´tiser
une nouvelle fois l’espace d’e´tats. Pour ce faire, nous allons reprendre les ide´es contenues dans
l’article [BP03] qui consistent a` quantifier une chaˆıne de Markov a` valeurs dans Rp associe´e a` un
proble`me d’arreˆt optimal comple`tement observable. Dans la suite, on identifiera P(XN ) comme
un simplexe de [0; 1]N et par abus de notation, on notera |ρ| la norme euclidienne de la mesure
ρ vue comme un vecteur de [0; 1]N .
Notons un fait important : pour toute fonction f ∈ L∗(X) et toutes mesures ρ, ρ′ ∈ P(XN )
telles que ρ =
N∑
i=1
ρiδxi et ρ
′ =
N∑
i=1
ρ′iδxi , on a que
∣∣∣∣∫
X
fd(ρ− ρ′)
∣∣∣∣ ≤ N∑
i=1
∣∣ρi − ρ′i∣∣ . |f(xi)| ≤ N∑
i=1
∣∣ρi − ρ′i∣∣ ≤ √N ∣∣ρ− ρ′∣∣ .
Il vient alors l’ine´galite´ ∥∥ρ− ρ′∥∥
KR
≤
√
N
∣∣ρ− ρ′∣∣ (8.65)
pour toutes mesures ρ, ρ′ ∈ P(XN ).
8.3.1 Discre´tisation du processus
Soient deux entiers naturels M ∈ N∗, N ≥M0 et (P (N)k , Y (N)k )0≤k≤N0 une chaˆıne de Markov a`
valeurs dans P(XN )×Y, de loi de transition SN et d’e´tat initial (δx0 , y0). On va donc en effectuer
la L2-quantification optimale : on obtient alors une chaˆıne de Markov (P
(M,N)
k , Y
(M,N)
k )0≤k≤N0
non stationnaire qui, au temps k ∈ J0;N0K, est a` valeurs dans un ensemble ΓkM,N fini de cardinal
M .
Dans toute la suite, nous noterons
η
(N,k)
M =
∥∥∥(P (N)k , Y (N)k )− (P (M,N)k , Y (M,N)k )∥∥∥
2
.
Le the´ore`me 7.2.0.6 donne que η
(N,k)
M = O(M
− 1
N+n ).
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8.3.2 Enveloppe de Snell et convergence
Nous allons montrer que les e´quations de Bellman approche´es de´finies avec les e´quations
(8.23) peuvent eˆtre interpre´te´es comme l’enveloppe de Snell d’un proble`me d’arreˆt optimal as-
socie´ a` la chaˆıne de Markov (P
(N)
k , Y
(N)
k )0≤k≤N0 .
Nous avons e´crit les e´quations de Bellman approche´es de cette manie`re :{
v
(N)
0 (ρ, y) = R(ρ, y)
v
(N)
k (ρ, y) = BNv(N)k−1(ρ, y)
∀ (ρ, y) ∈ P(X)× Y.
De´finissons donc la suite de variables ale´atoires (T
(N)
k )0≤k≤N0 par
T
(N)
k = v
(N)
k (P
(N)
N0−k, Y
(N)
N0−k) pour tout k ∈ J0;N0K.
Par de´finition, le noyau SN peut eˆtre vu comme un noyau sur P(XN )×Y sachant P(XN )×Y :
c’est la loi conditionnelle de (P
(N)
k , Y
(N)
k ) sachant (P
(N)
k−1, Y
(N)
k−1 ) pour tout 1 ≤ k ≤ N0. Vient
alors l’e´galite´
SNv
(N)
k (P
(N)
N0−k−1, Y
(N)
N0−k−1) =
∫
P(X)×Y
v
(N)
k (ρ
′, y′)SN (dρ′, dy′ | P (N)N0−k−1, Y
(N)
N0−k−1)
= E
[
v
(N)
k (P
(N)
N0−k, Y
(N)
N0−k)
∣∣∣ (P (N)N0−k−1, Y (N)N0−k−1)]
= E
[
T
(N)
k
∣∣∣ (P (N)N0−k−1, Y (N)N0−k−1)] . (8.66)
S’ensuit alors une autre de´finition des variables T
(N)
k qui s’exprime par re´currence par{
T
(N)
0 = R(P
(N)
N0
, Y
(N)
N0
),
T
(N)
k = BNv(N)k−1(P (N)N0−k, Y
(N)
N0−k) = max
{
R(P
(N)
N0−k, Y
(N)
N0−k);E
[
T
(N)
k−1
∣∣∣ (P (N)N0−k, Y (N)N0−k)]} .
Nous venons d’obtenir l’enveloppe de Snell que nous cherchions. Remarquons au passage que
T
(N)
N0
= v
(N)
N0
(P
(N)
0 , Y
(N)
0 ) = R∗M′,N (δx0 , y0).
Donc, de la meˆme manie`re, on de´finit la suite de variables ale´atoires (T
(M,N)
k )0≤k≤N0 par
re´currence par{
T
(M,N)
0 = R(P
(M,N)
N0
, Y
(M,N)
N0
),
T
(M,N)
k = max
{
R(P
(M,N)
N0−k , Y
(M,N)
N0−k );E
[
T
(M,N)
k−1
∣∣∣ (P (M,N)N0−k , Y (M,N)N0−k )]} .
On pose T
(M,N)
N0
= R∗M′,N,M (δx0 , y0). De´montrons que cette quantite´ approche R∗M′,N (δx0 , y0).
The´ore`me 8.3.2.1. Sous les hypothe`ses A, B, C et D, pour tous k ∈ J1;N0K, N ≥ M0 et
M ∈ N∗, on a que ∥∥∥T (N)k − T (M,N)k ∥∥∥
2
≤
√
N
k∑
l=0
d
(N)
l η
(N,N0−l)
M . (8.67)
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ou`
d
(N)
l =

√
2 ‖R‖L si l = 0,
‖R‖L + 2
∥∥∥v(N)l−1∥∥∥L δEN (q + Lq)(1 + qδEN )2 si l ∈ J1; kK. (8.68)
En particulier, pour k = N0,
∣∣R∗M′,N (δx0 , y0)−R∗M′,N,M (δx0 , y0)∣∣ ≤ √N N0∑
l=0
d
(N)
N0−lη
(N,l)
M . (8.69)
De´monstration. Consulter l’annexe B, section B.5.
Remarque. Dans ce the´ore`me, N est suppose´ fixe´, ce qui ne pose pas de proble`me pour la
convergence.
8.4 Une application nume´rique
Dans cette section, nous allons pre´senter un exemple nume´rique d’application des re´sultats
de´montre´s dans ce chapitre. On se propose donc d’e´tudier un proble`me d’arreˆt optimal qui ve´rifie
nos hypothe`ses. Cette application est librement adapte´e d’un proble`me de controˆle de re´servoir
d’eau que l’on peut trouver dans la section 1.3 de [HL89]. Ce type d’application est crucial
notamment dans les pays soumis a` un important stress hydrique.
Conside´rons un re´servoir d’eau de capacite´ K > 0 finie rempli par les eaux de pluie. On
controˆle le volume du re´servoir a` intervalles re´guliers. Chaque pluie remplit le re´servoir. Le
volume de liquide contenu dans le re´servoir n’est accessible qu’a` travers des mesures d’icelui.
Ces mesures ne sont toutefois pas exactes. L’objectif du proble`me est de fermer le re´servoir
lorsqu’il contient un volume d’eau au plus pre`s d’une valeur α ∈]0;K[ sur la seule connaissance
des mesures dont on dispose.
On mode´lise ce proble`me par une chaˆıne de Markov (X 1k ,X 2k ,Yk)0≤k≤N0 dont l’horizon N0
est fini. Les variables non observables (X 1k ,X 2k ) sont a` valeurs dans
X = (]0;K[×{0}) ∪ {(0;−1)} ∪ {(K; 1)} .
Les variables observables (Yk) sont a` valeurs dans
Y = [0;K].
Ici, (X 1k ) repre´sente la suite des volumes d’eau que contient le re´servoir. Les variables (Yk)
symbolisent les mesures que l’on fait de ces volumes.
Remarque. Les variables X 2k pourront prendre trois valeurs selon celle de X 1k : -1 si X 1k vaut 0,
1 si X 1k vaut K et 0 sinon. Elles ne sont pas observables, mais permettent d’imposer a` l’espace
X une topologie particulie`re qui fera en sorte que nos hypothe`ses soient ve´rifie´es.
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On mode´lise la dynamique du processus (X 1k ,X 2k ,Yk) par le syste`me suivant
X 1k+1 = (X 1k + ξk) ∧K
X 2k+1 = 1{K}(X 1k+1)− 1{0}(X 1k+1)
Yk+1 = (X 1k+1 + ψk)+ ∧K
∀ k ∈ J0;N0 − 1K (8.70)
ou` (ξk) et (ψk) sont des suites de variables ale´atoires inde´pendantes et identiquement distribue´es
de densite´s respectivement f sur R+ et g sur R.
Enfin, on conside`re la fonction de re´compense suivante
R(x1, x2, y) = K − |x1 − α|
dont une repre´sentation graphique de cette fonction est donne´e sur la figure 8.1.
0 α K
K − α
α
K
x1
R((·, x2), y)
Figure 8.1 – Trace´ de la fonction x1 7→ R((x1, x2), y)
La proposition suivante e´tablit que ce proble`me d’arreˆt optimal respecte bien nos hypothe`ses,
sous quelques conditions aise´ment ve´rifiables en pratique.
Proposition 8.4.0.1. On suppose que f est Lf -lipschitzienne sur [0;K], de sorte que sa fonction
de re´partition F ve´rifie F (K) < 1. On suppose que g est strictement positive sur [−K;K] et
Lg-lipschitzienne sur cet intervalle. On suppose enfin que la fonction de re´partition G de g ve´rifie
G(−K) > 0 et G(0) < 1. Sous ces conditions, ce proble`me ve´rifie les hypothe`ses A, B, C et D.
De´monstration. Consulter l’annexe B, section B.6.
Remarque. Les mesures λ et ν exhibe´es dans cette de´monstration ne sont pas absolument
continues par rapport a` la mesure de Lebesgue. Ainsi, cette application ne rentre pas dans le
cadre de travail de [YZ13, ZFM10, Zho13]. L’exemple d’arreˆt optimal propose´ dans ces travaux
ne rentre pas dans notre propre cadre, notamment car la densite´ de la loi de transition n’est pas
borne´e.
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Pour l’application nume´rique, on suppose que les ξk suivent une loi exponentielle de pa-
rame`tre 5. Nous avons choisi pour les ψk une loi normale N (0;σ2), ou` nous avons conside´re´
deux valeurs pour la variance : σ2 = 0,001 (ce qui correspond au cas ou` les mesures sont assez
pre´cises) et σ2 = 0,01 (qui entraˆıne un e´cart-type de 0,1, ce qui est un bruit raisonnable au
regard du proble`me). On prendra de plus N0 = 10, K = 1 et α = 0,5. Nous supposerons que
l’e´tat initial (X 10 ,X 20 , Y0) est (0;−1; 0).
Nous allons illustrer les convergences que l’on a de´montre´es pre´ce´demment. Les tests de cette
partie ont e´te´ effectue´s avec un Mac Pro 2,7 GHz 12-Core avec 64 Go de RAM.
Le the´ore`me 8.2.4.6 assure la convergence de R∗M′,N (δ(0,−1), 0) vers R∗(0,−1, 0) a` une vitesse
en O(N−1). De plus, si on fixe N , le the´ore`me 8.3.2.1 assure la convergence deR∗M′,N,M (δ(0,−1), 0)
vers R∗M′,N (δ(0,−1), 0) a` une vitesse en O(M−
1
N+1 ). En suivant la me´thode de´veloppe´e dans ce
chapitre, nous avons effectue´ deux quantifications successives, l’une suivant l’algorithme CLVQ
pour les variables ale´atoires (cf. chapitre 7, section 7.3.1), et l’autre suivant l’algorithme CLVQ
pour les chaˆınes de Markov (cf. chapitre 7, section 7.4.2). Nous avons ainsi pu de´terminer la valeur
optimale approche´e R∗M′,N,M (δ(0,−1), 0) via l’algorithme standard de re´solution des proble`mes a`
horizon fini expose´ au chapitre 2, section 2.1.1.
Le tableau 8.1 et le graphe 8.2 montrent la variation de la valeur optimale approche´e en
fonction du nombre de points M des grilles ΓkM,N pour deux valeurs de N . Les tableaux 8.2 et
8.3, comme les graphes 8.3 et 8.4, montrent la variation de la valeur optimale en fonction du
nombre de points N de la grille XN lorsqu’on fixe le nombre de points M . On doit observer deux
phe´nome`nes de convergence : le premier est une convergence lorsque M tend vers +∞ a` N fixe´,
et le second est une convergence lorsque N tend vers +∞. Pour toutes les valeurs de N teste´es,
la convergence lorsque M tend vers l’infini est manifeste d’apre`s le tableau 8.1 et sur la figure
8.2. Le phe´nome`ne de convergence lorsque N croˆıt est corrobore´ par ce qu’on observe sur les
tableaux 8.2 et 8.3, ainsi que sur les figures 8.3 et 8.4.
Il est manifeste de constater que la valeur optimale approche´e se comporte tre`s diffe´remment
selon la valeur de la variance de la loi normale qui bruite les mesures des X 1k . En effet, la fonction
de re´compense est calcule´e a` partir des seules valeurs du processus (X 1k ). Lorsque la variance vaut
σ2 = 0,001 (autrement dit l’e´cart-type est environ de 0,03), la pre´cision des mesures entraˆıne
qu’il est plus facile de s’arreˆter au bon moment. En revanche, lorsque la variance vaut σ2 = 0,01
(donc l’e´cart-type est de 0,1), les mesures sont plus disperse´es, et l’arreˆt intervient plus souvent
a` un moment inopportun alors que l’on pouvait observer une valeur proche de 0,5.
Enfin, il est a` signaler un fait important : le fle´au de la dimension ne nous permet pas
d’obtenir des re´sultats en temps raisonnable pour des valeurs de N trop grandes, puisque nous
proce´dons a` la quantification d’une chaˆıne de Markov de dimension N + 1 (pour N = 300,
le calcul avec M = 10000 demande environ deux jours). En effet, une quantification pre´cise
demande une grande valeur de N , mais aussi une grande valeur de M : plus N est grand, plus
M devra l’eˆtre aussi, ce qui demandera de manipuler des donne´es d’une taille conside´rable et
allongera d’autant plus le temps de calcul. Pour les re´sultats pre´sente´s dans cette section, nous
avons pousse´ a` leur limite les moyens informatiques dont nous disposions.
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Figure 8.2 – E´volution de la valeur optimale R∗M′,N,M (δ(0,−1), 0) en fonction du nombre de
points M des grilles ΓkM,N , pour diffe´rentes valeurs de N .
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Figure 8.3 – E´volution de la valeur optimale R∗M′,N,M (δ(0,−1), 0) calcule´e pour M = 10000
points et σ2 = 0,001 en fonction de N .
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Valeurs de M N = 12 N = 25
62 0,9299 0,946
125 0,9323 0,9534
250 0,9381 0,9579
500 0,9392 0,9577
1000 0,9404 0,9574
Tableau 8.1 – Valeurs de R∗M′,N,M (δ(0,−1), 0) en fonction du nombre de points M des grilles
ΓkM,N , pour diffe´rentes valeurs de N et σ
2 = 0,001.
Valeurs de N Valeur optimale
6 0,9102
12 0,9416
25 0,9578
50 0,9786
100 0,9771
200 0,9786
300 0,9817
Tableau 8.2 – Valeurs de R∗M′,N,M (δ(0,−1), 0)
calcule´e pour M = 10000 points et σ2 = 0,001
en fonction de N .
Valeurs de N Valeur optimale
6 0,9078
12 0,9063
25 0,8659
50 0,8526
100 0,6577
200 0,6587
300 0,6595
Tableau 8.3 – Valeurs de R∗M′,N,M (δ(0,−1), 0)
calcule´e pour M = 5000 points et σ2 = 0,01
en fonction de N .
8.5 Conclusion
Le travail que nous avons pre´sente´ dans ce chapitre s’est de´roule´ en plusieurs e´tapes. Nous
sommes partis de notre proble`me d’arreˆt optimal partiellement observe´ pour en construire une
mode´lisation suivant le formalisme des POMDP. Il a e´te´ ne´cessaire de de´montrer l’e´quivalence des
deux formulations. Selon la technique explique´e dans [BR11], nous avons de´rive´ de ce POMDP un
MDP comple`tement observable dont l’espace des e´tats est de dimension infinie. Nous avons donc
proce´de´ a` un premier travail de discre´tisation qui consistait a` approcher le MDP comple`tement
observable par un autre a` espace d’e´tats de dimension finie. Nous avons utilise´ pour ce faire la
quantification, dont le principe et les principaux re´sultats ont e´te´ de´taille´s au chapitre 7. Enfin,
une deuxie`me e´tape de discre´tisation nous a permis d’approcher notre MDP a` espace d’e´tats
de dimension finie par un MDP a` espace d’e´tats fini. Ainsi, la valeur optimale de ce dernier est
calculable par ordinateur. Les re´sultats que nous avons montre´s dans ce chapitre e´tablissent la
convergence de la valeur optimale approche´e vers la valeur optimale du POMDP initial.
Toutefois, si la convergence the´orique est assure´e, la me´thode que nous proposons souffre du
fle´au de la dimension. En effet, on effectue en fin de compte deux quantifications successives. Plus
la premie`re est pre´cise, plus la deuxie`me ne´cessitera du temps. Les moyens informatiques dont
nous disposions nous ont permis d’avoir des re´sultats assez pre´cis ne´anmoins. Cette observation
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Figure 8.4 – E´volution de la valeur optimale R∗M′,N,M (δ(0,−1), 0) calcule´e pour M = 5000 points
et σ2 = 0,01 en fonction de N .
soule`ve naturellement la question d’une me´thode d’approximation alternative qui serait moins
couˆteuse en temps. De meˆme, parmi les hypothe`ses qui assurent la convergence the´orique s’en
trouve une qui est assez forte : il faut savoir minorer uniforme´ment une espe´rance. L’affaiblisse-
ment de cette hypothe`se constitue une e´ventuelle suite a` ce travail.
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Les processus markoviens de´cisionnels apportent un e´le´ment de re´ponse a` la question de la
bonne (ou plutoˆt de la meilleure) de´cision. En effet, il s’agit d’un formalisme que l’on retrouve
dans des domaines tre`s varie´s et qui convient pour des proble`mes d’optimisation de´cisionnelle
se´quentielle. Ce travail de the`se a e´te´ l’occasion d’entrevoir l’e´tendue de cette the´orie au travers
de deux applications, l’une industrielle, l’autre the´orique. Dans les deux cas ressortent deux
difficulte´s majeures.
D’une part, la mode´lisation d’une situation ou d’un syste`me est un ve´ritable travail a` part
entie`re, surtout si le proble`me est complexe. Le MDP propose´ pour l’application d’Airbus a
proce´de´ d’un raisonnement sur le pas de temps. Nous nous sommes en effet aperc¸us que plusieurs
e´chelles temporelles coexistaient dans la chaˆıne de montage, ce qui a aiguille´ notre re´flexion vers
un mode`le dont la loi de transition est e´ve´nementielle, c’est-a`-dire que le syste`me passe a` l’e´tat
suivant de`s qu’une des variables qui le de´crivent change. Cette mode´lisation, commode pour
plusieurs raisons, induit un proble`me de taille : les techniques d’optimisation standard ne sont
pas applicables. Meˆme pour des proble`mes en apparence plus simples, comme l’exemple de
POMDP e´tudie´ au chapitre 8, il nous a fallu adapter l’espace des e´tats pour respecter le cadre
the´orique de´veloppe´. En l’occurrence, changer la topologie de l’espace d’e´tats en ajoutant une
variable permet de ve´rifier les hypothe`ses avec la distance euclidienne usuelle.
D’autre part, la phase d’optimisation peut pre´senter quelques embuˆches. Par exemple, comme
notre e´tude de l’arreˆt optimal l’a montre´, il est ne´cessaire, dans des proble`mes ou` l’espace des
e´tats n’est pas fini, de se concentrer sur des proble`mes plus simples qui approchent d’une certaine
manie`re les quantite´s a` calculer de sorte a` pouvoir utiliser les algorithmes classiques. Dans ce cas,
selon la me´thode d’approximation choisie, des difficulte´s nume´riques peuvent survenir. Quant a`
l’application d’Airbus, comme nous l’avons e´voque´ avant, il a fallu se tourner vers des techniques
qui calculent une approximation de la strate´gie et de la valeur optimales. Ces algorithmes,
de´veloppe´s depuis un peu plus d’une de´cennie, ne´cessitent seulement de savoir simuler le MDP
a` optimiser. Ce cadre de travail s’est ave´re´ compatible avec notre mode´lisation de la chaˆıne de
montage.
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L’application industrielle d’Airbus a donc e´te´ l’occasion de mode´liser un proble`me concret et
complexe. Ce travail a permis l’imple´mentation d’un simulateur en MATLAB dans un premier
temps, puis d’un portage d’icelui en langage C afin d’ame´liorer son temps d’exe´cution. Apre`s
une bre`ve revue des solutions d’optimisation envisageables, nous en avons se´lectionne´ une, l’al-
gorithme ASA, pour re´pondre au proble`me pose´. En l’occurrence, cet algorithme nous permet
d’obtenir une strate´gie de bonne qualite´ (la convergence de l’algorithme e´tant asymptotique, il
s’agit d’une approximation d’une strate´gie optimale) sous une forme imple´mentable et utilisable
en pratique par les industriels. Il s’agit en fin de compte d’une strate´gie de´terministe marko-
vienne en forme de tableau qui donne la de´cision a` prendre selon l’e´tat et le temps. Ainsi, nous
avons pu e´tablir que la question de la capacite´ optimale de stockage des SRM n’a pas de re´ponse
triviale : elle de´pend en effet du calendrier. C’est donc un premier pas vers l’industrialisation du
proce´de´ voulue par Airbus. C’est une partie de la suite du travail pre´vue. De`s lors, il est natu-
rel d’envisager d’appliquer l’algorithme ASA a` des mode`les plus complexes. En effet, la chaˆıne
de montage de´crite dans le chapitre 3 n’est qu’une partie de la chaˆıne de montage globale du
lanceur. Cette dernie`re est toutefois toujours en cours d’e´laboration par les inge´nieurs d’Airbus.
On peut e´galement prolonger le travail fourni dans d’autres directions, notamment en travaillant
sur une hypothe`se simplificatrice bien particulie`re : celle qui e´nonce que le calendrier est connu
sur les trente ans (ou, ce qui est e´quivalent, de´couvert d’anne´e en anne´e). Les discussions avec
Airbus nous ont fait envisager le cas ou` le calendrier serait connu un petit nombre d’anne´es a`
l’avance. De`s lors, il faut envisager une toute autre mode´lisation du proble`me notamment au
niveau de la de´cision.
L’application the´orique des MDP aux proble`mes d’arreˆt optimal partiellement observables
consiste en une proposition d’approximation de tels proble`mes via la technique de la quantifi-
cation. Nous avons tente´ de contribuer a` une branche des MDP pour laquelle la litte´rature ne
pre´sente encore que peu de re´fe´rences. Il s’agit d’une approximation en deux temps : d’abord,
nous discre´tisons l’espace des e´tats non observables afin de se ramener a` un espace de dimension
finie. Ensuite, nous utilisons des techniques de´veloppe´es par d’autres auteurs, comme [BP03]
ou [PRS05], afin d’obtenir un MDP comple`tement observable a` espace d’e´tats fini. Seulement,
ces deux quantifications successives engendrent des proble`mes nume´riques importants, lie´s au
fle´au de la dimension. Naturellement, ces proble`mes nous ame`nent a` nous demander si d’autres
approches seraient plus efficaces, comme par exemple l’utilisation d’ine´galite´s de concentration a`
l’instar de [DPR15]. Mais plus directement lie´e au travail expose´ dans le chapitre 8, la question
de l’affaiblissement de l’hypothe`se C, qui demande la minoration uniforme d’une espe´rance, est
un possible prolongement de ce travail. On peut e´galement e´tudier ce qui se passe lorsqu’on
conside`re une fonction de re´compense non borne´e. Ne´anmoins, on pourrait songer a` d’autres
axes d’e´tude. Par exemple, nous n’avons pas du tout e´voque´ l’approximation du temps d’arreˆt
optimal. Cette question a e´te´ aborde´e en partie dans [BP03], ou` les auteurs montrent la conver-
gence en probabilite´ du temps d’arreˆt optimal pour le MDP observable a` espace d’e´tats fini vers
le temps d’arreˆt optimal pour le MDP observable a` espace d’e´tats de dimension finie. Quid de sa
convergence vers le temps d’arreˆt optimal du POMDP initial ? C’est une question qu’il serait tre`s
inte´ressant d’examiner. Enfin, pour aller encore plus loin, on peut imaginer l’ajout de contraintes
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au proble`me d’arreˆt optimal partiellement observe´. De`s lors, comme dans [DP10] ou [DPR13], on
pourrait envisager d’utiliser des techniques de programmation line´aire. La de´marche a` adopter
serait alors tre`s diffe´rente.
En fin de compte, les contributions apporte´es par cette the`se posent les jalons d’un travail
de longue haleine a` la fois the´orique et applique´, pour lequel beaucoup de questions passion-
nantes cherchent encore leur (e´ventuelle ?) re´ponse. Nous avons tente´, a` notre modeste niveau,
de cre´er un nouveau lien entre recherche mathe´matique et industrie autour d’une belle the´orie
aux nombreuses applications. Puisse ce lien s’ave´rer aussi fructueux que nous l’espe´rons.
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Cette annexe reprend les parties les plus techniques concernant la simulation de la chaˆıne de
montage et l’imple´mentation des algorithmes de re´solution.
A.1 Simulateur de la chaˆıne de montage
Dans cette partie, on s’inte´resse aux codes de la simulation de la chaˆıne de´crite au chapitre
3. Les notations et noms des variables sont ceux donne´s au chapitre 4.
A.1.1 Routines
Les quatre routines pre´sente´es ici prennent en argument l’e´tat courant du processus et ses
parame`tres.
Fonction verifB
1. Si stock_I ≥ 1 ET etat_B1 = 0 ET (stock_S ≤ SSRM − 2 OU (etat_B2 = 0 ET
stock_S = SSRM − 1)) :
(a) stock_I → −1,
(b) etat_B1 ← 1,
(c) tps_B1 ← U({9; 9,5}),
(d) Si tps_I = +∞, tps_I ← µb261/θanI c.
2. Si stock_I ≥ 1 ET etat_B2 = 0 ET stock_S ≤ SSRM − 2 :
(a) stock_I → −1,
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(b) etat_B2 ← 1,
(c) tps_B2 ← U({9; 9,5}),
(d) Si tps_I = +∞, tps_I ← µb261/θanI c.
3. RENVOYER l’e´tat actualise´ du processus.
Notons que les conditions de mise en marche sont diffe´rentes selon qu’il s’agit du dock B1 ou du
dock B2. En effet, dans le cas ou` il ne reste qu’un emplacement disponible pour les SRM, afin
de ne pas de´passer la capacite´ maximale, ne´cessairement les deux docks doivent eˆtre de´bloque´s
et dans ce cas, c’est le dock B1 qui sera bloque´ s’il le peut. Il ne faut donc ve´rifier que celui-la`.
Fonction verifAIT
1. Si stock_L ≥ 1 ET stock_U ≥ 1 ET etat_AIT1 = 0 :
(a) stock_L → −1.
(b) Si tps_L = +∞, tps_L ← µb261/θanL c.
(c) stock_U → −1.
(d) Si tps_I = +∞, tps_U ← µb261/θanU c.
(e) etat_AIT1 ← 1,
(f) tps_AIT1 ← U({15; 15,5; 16}).
2. Si stock_L ≥ 1 ET stock_U ≥ 1 ET etat_AIT2 = 0 :
(a) stock_L → −1.
(b) Si tps_L = +∞, tps_L ← µb261/θanL c.
(c) stock_U → −1.
(d) Si tps_I = +∞, tps_U ← µb261/θanU c.
(e) etat_AIT2 ← 1,
(f) tps_AIT2 ← U({15; 15,5; 16}).
3. RENVOYER l’e´tat actualise´ du processus.
Cette fonction ve´rifie bien les conditions pour mettre en marche un dock AIT : s’il est libre,
et si les sous-assemblages sont en nombre suffisant.
Fonction verifLP
On a choisi de changer un petit peu le traitement des variables associe´es a` la zone de lance-
ment, afin de ne plus avoir deux dure´es distinctes pour un meˆme atelier (tps_lanc et tps_rep)
mais une seule dure´e, que l’on va appeler tps_LP a` valeurs dans J0; 10,5K2∪{+∞} qui correspond
au minimum des deux dure´es tps_lanc et tps_rep. Pour savoir si la zone de lancement est libre,
en lancement ou en re´paration, on fera appel a` un indicateur nomme´ etat_LP et qui est vaut :
— 0 si la LP est libre,
— 1 si la LP est en lancement,
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Zone de lancement Mode´lisation Simulation
En lancement
tps_lanc ∈ J0; 10,5K2 tps_LP ∈ J0; 10,5K2
tps_rep = +∞ etat_LP = 1
En re´paration
tps_lanc = +∞ tps_LP ∈ J0; 10,5K2
tps_rep ∈ J0; 10,5K2 etat_LP = 2
Libre
tps_lanc = +∞ tps_LP = +∞
tps_rep = +∞ etat_LP = 0
Tableau A.1 – E´quivalence entre la mode´lisation et la simulation
— 2 si la LP est en re´paration.
De`s lors, tps_LP 6= +∞ si etat_LP vaut 1 ou 2, et on en conclut que les deux formulations
sont donc e´quivalentes (cf. tableau A.1). On peut maintenant passer au cœur de la fonction
verifLP :
1. Si (etat_AIT1 = 2 OU etat_AIT2 = 2) ET stock_S ≥ 2 ET etat_LP = 0 ET attente ≥
1 :
(a) etat_LP ← 1,
(b) tps_LP ← U({10; 10,5}),
(c) stock_S → −2,
(d) attente → −1.
(e) Si (tps_ppe + 10− date_tir(nb_tirs + 1))+ = 0 :
i. cout → +cRP (tps_ppe + tps_LP− date_tir(nb_tirs + 1))+.
(f) Sinon
i. cout → +cRA(tps_ppe + tps_LP− date_tir(nb_tirs + 1))+.
(g) Si etat_AIT1 = 2,
i. etat_AIT1 ← 0.
(h) Sinon,
i. etat_AIT2 ← 0.
2. RENVOYER l’e´tat actualise´ du processus.
Cette fonction ve´rifie d’abord les conditions remanie´es de de´clenchement des ope´rations LP
et si elles sont re´alise´es, elle initie un lancement. Ensuite, elle regarde quel dock AIT a produit.
Si c’est le dock AIT1, elle lui enle`ve son CC et le remet en position  libre et a` l’arreˆt . Sinon,
c’est que c’est le dock AIT2 qui a produit et elle lui applique ces meˆmes ope´rations.
Cette fonction requiert que les variables etat_AIT1 et etat_AIT2 soient syste´matiquement
e´gale´es a` 2 de`s que le dock AIT associe´ a produit. Ainsi, si un lancement peut commencer suite
a` la production d’un CC, celui-ci est directement pris de son dock et n’apparaˆıtra pas a` l’e´tat
suivant. Elle requiert e´galement que le stock de SRM soit incre´mente´ de 1 apre`s toute production
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par un dock B, de sorte que le stock soit imme´diatement vide´ si la zone de lancement peut eˆtre
mise en marche conse´cutivement a` cet e´ve´nement. Enfin, la variable attente devra eˆtre toujours
incre´mente´e de 1 lorsqu’une autorisation d’envoi est donne´e.
Fonction veriftemps
1. Si compteur + 1 ≤ Ntir : tps_cal ← max(date_tir(compteur + 1)− tps_ppe− 10; 0).
2. Sinon : tps_cal ← +∞.
3. RENVOYER l’e´tat actualise´ du processus.
A.1.2 Imple´mentation de la loi de transition
Ici, nous allons pre´senter comment nous avons imple´mente´ la loi de transition du simulateur,
en prenant en compte toutes les conside´rations de la section 4.2 du chapitre 4.
La transition d’un e´tat a` un autre fera appel aux matrices matrice_etats et matrice_actions,
ainsi qu’a` une strate´gie qu’on va appeler Strat. Par de´finition du calendrier, il ne faut faire qu’un
tir la premie`re anne´e et par convention, l’e´tat re´duit (1; 0; 0; 0; 0; 0) est l’e´tat nume´ro 1.
A` l’e´tat initial,
— tps_B1, tps_B2, tps_AIT1, tps_AIT2, tps_LP ← +∞,
— tps_cal ← max(date_tir(1)− 10; 0)
— tps_I ← µb261/θ1Ic,
— tps_L ← µb261/θ1Lc,
— tps_U ← µb261/θ1U c,
— tps_an ← 261,
— an ← 1,
— tirs_prevus ← 1,
— numero_etat ← 1,
— toutes les autres variables ← 0.
A` chaque ite´ration, on regarde quelle valeur parmi tps_I, tps_L, tps_U, tps_B1, tps_B2,
tps_AIT1, tps_AIT2, tps_LP, tps_cal et tps_an est minimale. On la retranche aux huit autres
et on l’ajoute a` tps_ppe.
1. Autorisation d’envoi des SRM dans la LP
(a) compteur → +1,
(b) attente → +1,
(c) on applique veriftemps,
(d) on applique verifLP,
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(e) on applique verifAIT,
(f) on applique verifB.
2. La LP a proce´de´ a` un lancement ou a fini d’eˆtre re´pare´e.
— Si etat_LP = 1 :
(a) nb_tirs → +1,
(b) etat_LP ← 2,
(c) tps_LP ← 5,
— sinon :
(a) etat_LP ← 0,
(b) tps_LP ← +∞,
(c) on applique verifLP,
(d) on applique verifAIT,
(e) on applique verifB.
3. Le dock Bj a produit. (j ∈ {1; 2})
(a) stock_S → +1,
(b) etat_Bj ← 0,
(c) tps_Bj ← +∞,
(d) on applique verifLP,
(e) on applique verifAIT,
(f) on applique verifB.
4. Le dock AITj a produit. (j ∈ {1; 2})
(a) etat_AITj ← 2,
(b) tps_AITj ← +∞,
(c) on applique verifLP,
(d) on applique verifAIT,
(e) on applique verifB.
5. Un IMC arrive.
(a) stock_I → +1.
(b) Si stock_I = 4, tps_I ← +∞.
(c) Sinon tps_I ← µb261/matrice_actions(1,Strat(numero_etat,an))c.
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(d) On applique verifB.
6. Un LLPM arrive.
(a) stock_L → +1,
(b) Si stock_L = 4, tps_L ← +∞.
(c) Sinon tps_L ← µb261/matrice_actions(2,Strat(numero_etat,an))c.
(d) on applique verifAIT.
7. Un ULPM arrive.
(a) stock_U → +1,
(b) Si stock_U = 4, tps_U ← +∞.
(c) Sinon tps_U ← µb261/matrice_actions(3,Strat(numero_etat,an))c.
(d) on applique verifAIT.
8. Une anne´e s’est e´coule´e
(a) an → +1,
(b) tps_an ← 261.
(c) SI an > 30 :
i. tirs_prevus ← (compteur− nb_tirs)+,
ii. numero_etat ← 0.
(d) SINON
i. tirs_prevus ← min(tirs_calendrier(an) + (compteur− nb_tirs)+; 17),
ii. numero_etat ← le nume´ro de l’e´tat re´duit
(tirs_prevus; stockI; stockU; stockL; stockS; stockC).
A.2 Algorithmes d’optimisation
Dans cette section, nous allons nous inte´resser aux codes des algorithmes MRAS et ASA
de´crits dans le chapitre 5.
A.2.1 Algorithme MRAS
Variables
Pour programmer cet algorithme, nous aurons besoin des variables suivantes.
— rho ∈]0; 1] : variable qui va accueillir les valeurs successives des ρk,
— N ∈ J2; +∞J : variable qui va prendre les valeurs successives des Nk,
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— N_suiv ∈ J2; +∞J : variable tampon qui va eˆtre utilise´e pour garder en me´moire la valeur
de Nk+1 lorsqu’elle sera diffe´rente de Nk,
— M ∈ N∗ : variable qui va prendre les valeurs successives des Mk,
— P ∈M#X,#A,H([0; 1]) : matrice qui va accueillir les valeurs successives des Pk,
— Q ∈M#X,#A,H([0; 1]) : matrice auxiliaire qui va accueillir les valeurs successives des Pˆk,
— seuil ∈ R+ : variable qui va accueillir les valeurs successives des γk(ρk, Nk),
— gamma_prec ∈ R+ : variable tampon qui va servir a` garder en me´moire la valeur de γk−1,
— gamma ∈ R+ : variable qui va accueillir les valeurs successives des γk,
— k ∈ N∗ : variable qui va compter les ite´rations,
— strategie ∈ M#X,H(J1; #AK) : une matrice qui va accueillir les valeurs successives des
pi∗k,
— memoire_cout ∈ R+ : variable tampon qui va servir a` garder en me´moire le couˆt engendre´
par les pi∗k.
Nous prenons pour la fonction H la fonction x 7→ e−µx avec µ > 0 fixe´.
A` l’e´tat initial,
— rho← ρ0,
— N← N0,
— N_suiv← N01,
— M←M0,
— P← P0,
— Q← P01,
— seuil← 01,
— gamma_prec← 11,
— gamma← 11,
— k← 1,
— strategie← (0)1,
— memoire_cout← 01.
Routines
Pour la programmation de l’algorithme, on fait appel a` des fonctions exte´rieures qui vont
calculer certaines quantite´s. Elles sont au nombre de trois.
La fonction simulation : cette fonction est au cœur de l’algorithme puisqu’elle simule une
trajectoire du MDP e´tudie´ et en rend son couˆt. Son fonctionnement est de´taille´ au chapitre 4,
section 4.2.
1. Valeur arbitraire.
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La fonction f : cette fonction calcule les quantite´s ln f(pi, P ). Elle prend en entre´e une
matrice S appartenant a` M#X,H(J1; #AK) et une matrice P appartenant a` M#X,#A,H([0; 1]).
Elle rend en sortie un nombre re´el ne´gatif.
1. Cre´er une matrice Indic appartenant a` M#X,#A,H({0; 1}) initialise´e a` la matrice nulle.
2. POUR t entre 1 et H FAIRE
(a) Cre´er une matrice creuse A ∈M#X,#A({0; 1}) telle que A(i, j) = δaj (S(i, t)).
(b) Affecter a` chaque cœfficient Indic(i, j, t) la valeur A(i, j).
FIN POUR
3. Rendre la somme de tous les cœfficients de la matrice de terme ge´ne´ral(
log[P(i, j, t)Indic(i,j,t)]
)
i,j,t
.
La fonction I : cette fonction calcule les valeurs de la fonction I que l’on trouve dans la
formule de Pˆk. Elle prend en entre´e trois nombres re´els z, k et eps et rend en sortie un nombre
re´el entre 0 et 1.
1. SI z ≤ k, rendre 1.
2. SINON SI z > k ET z < k + eps, rendre
k + eps− z
eps
.
3. SINON rendre 0.
Instructions
Le MRAS est donc ainsi programme´.
TANT QUE k ≤ K
1. Simulation des strate´gies candidates
(a) Cre´er une matrice candidats ∈M#X,#A,N(J1; #AK) initialise´e a` la matrice nulle.
(b) POUR n entre 1 et N FAIRE
i. Construire une matrice u ∈ M#A,#X,H([0; 1]) en re´pliquant un vecteur-ligne de
re´alisations de la loi uniforme sur [0 ;1] sur #A lignes.
ii. Tirer un re´el v selon une loi uniforme sur [0; 1].
iii. SI v ≤ λ :
A. Calculer la fonction de re´partition de la matrice P0.
B. Calculer H vecteurs d’actions tire´es a` l’aide de la fonction de re´partition de
P0 et de u.
C. Concate´ner ces vecteurs pour les affecter a` candidats(:, :, n).
iv. SINON
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A. Calculer la fonction de re´partition de la matrice P.
B. Calculer H vecteurs d’actions tire´es a` l’aide de la fonction de re´partition de
P et de u.
C. Concate´ner ces vecteurs pour les affecter a` candidats(:, :, n).
FIN POUR
2. E´valuation des performances
(a) Cre´er une matrice couts ∈M2,N(R) initialise´e a` la matrice nulle.
(b) POUR n entre 1 et N FAIRE
i. Simuler M trajectoires avec simulation en utilisant la strate´gie candidats(:, :, n)
et calculer leur couˆt.
ii. Affecter la moyenne des M couˆts a` couts(1, n).
iii. couts(2, n)← n.
FIN POUR
3. De´termination des meilleures strate´gies candidates
(a) Cre´er une matrice couts_trie ∈ M2,N(R) qui contient la matrice couts dont les
colonnes auront e´te´ trie´es dans l’ordre de´croissant selon la premie`re ligne.
(b) Cre´er une variable seuil qui contiendra couts_trie(1, dN(1− rho)e).
(c) gamma_prec← gamma.
(d) SI k = 1 :
i. gamma← seuil,
ii. strategie← candidats(:, :, couts_trie(2, dN(1− rho)e)),
iii. memoire_cout← seuil,
iv. N_suiv← N.
(e) SINON SI seuil ≤ gamma− eps :
i. gamma← seuil,
ii. strategie← candidats(:, :, couts_trie(2, dN(1− rho)e)),
iii. memoire_cout← seuil,
iv. N_suiv← N.
(f) SINON :
i. cre´er une variable existe initialise´e a` 0,
ii. cre´er une variable num initialise´e a` dN(1− rho)e+ 1,
iii. TANT QUE num ≤ N ET existe = 0 FAIRE
A. SI couts_trie(1, num) ≤ gamma_prec− eps, affecter 1 a` existe,
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B. SINON num← num + 1,
FIN TANT QUE
iv. SI existe = 1 :
A. gamma← couts_trie(1, num),
B. strategie← candidats(:, :, couts_trie(2, num)),
C. memoire_cout← couts_trie(1, num),
D. ρ← 1− num
N
,
E. N_suiv← N,
v. SINON :
A. gamma← memoire_cout,
B. N_suiv← dαNe.
4. Calcul de la matrice Pk+1
(a) Cre´er un vecteur logsA de N composantes tel que chaque valeur logsA(j) continenne
la quantite´ −µ(k− 1)couts(1, j) + log(I(couts(1, j), gamma, ε)).
(b) Cre´er un vecteur F0 a` N composantes tel que chaque valeur F0(j) contienne
f(candidats(:, :, j), P0) + log λ.
(c) Cre´er un vecteur Fk a` N composantes tel que chaque valeur Fk(j) contienne
f(candidats(:, :, j), P) + log(1− λ).
(d) SI max(logsA) > −∞ :
i. cre´er une matrice coeffs ∈M2,N(R) initialise´e a` la matrice nulle,
ii. cre´er une matrice D ∈M#X,#A,N(R) initialise´e a` la matrice nulle,
iii. POUR j entre 1 et N FAIRE
A. SI F0(j) > Fk(j), coeffs(1, j)← 1
1 + exp(Fk(j)− F0(j)) ,
B. SINON coeffs(1, j)← 1
1 + exp(F0(j)− Fk(j)) ,
FIN POUR
iv. POUR j entre 1 et N FAIRE coeffs(2, j) ← logsA(j) −max(F0(j), Fk(j)) FIN
POUR,
v. cre´er deux variables vmax qui contient la quantite´ max
j∈J1;NK(coeffs(2, j)) et pmax
qui contient la quantite´ argmax
j∈J1;NK (coeffs(2, j)),
vi. diviser toutes les valeurs de la premie`re ligne de coeffs par coeffs(1, pmax),
vii. oˆter a` toutes les valeurs de la deuxie`me ligne de coeffs la quantite´ vmax,
viii. POUR t entre 1 et H FAIRE
A. POUR n entre 1 et N FAIRE
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— cre´er une matrice creuse de taille #X×#A de terme ge´ne´ral(
δaj (candidats(i, t, n))
)
i,j
,
— affecter cette matrice creuse a` D(:, :, n),
FIN POUR
B. calculer la matrice auxiliaire D′ de taille #X×#A telle que
D′(i, j) =
N∑
n=1
D(i, j, n),
C. calculer le nombre s =
N∑
n=1
coeffs(1, n) exp(coeffs(2, n)),
D. Q(:, :, t)← 1
s
D′,
FIN POUR
ix. P← (1− ν)P + νQ.
(e) k← k + 1.
(f) M← dβMe.
(g) N← N_suiv.
FIN TANT QUE
A.2.2 Algorithme ASA
Variables
Pour programmer cet algorithme, nous aurons besoin des variables suivantes.
— N ∈ J2; +∞J : variable qui va prendre les valeurs successives des Nk,
— M ∈ N∗ : variable qui va prendre les valeurs successives des Mk,
— P ∈M#X,#A,H([0; 1]) : matrice qui va accueillir les valeurs successives des Pk,
— Q ∈M#X,#A,H([0; 1]) : matrice auxiliaire qui va accueillir les valeurs successives des Pˆk,
— alpha ∈ [0; 1] : variable qui va accueillir les valeurs successives des αk,
— beta ∈ [0; 1] : variable qui va accueillir les valeurs successives des βk,
— T ∈ R+ : variable qui va accueillir les valeurs successives des Tk,
— k ∈ N∗ : variable qui va compter les ite´rations.
A` l’e´tat initial,
— N← N0,
— M←M0,
— P← P0,
— Q← P0 (valeur arbitraire),
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— alpha← α0,
— beta← β0,
— T← T0,
— k← 1.
Routines
Pour la programmation de l’algorithme ASA, on fait appel a` des fonctions exte´rieures qui
vont calculer certaines quantite´s. Ces fonctions sont au nombre de deux.
La fonction simulation : cette fonction simule des trajectoires du MDP e´tudie´ et en rend
une estimation du couˆt moyen. Son fonctionnement est de´taille´ dans le chapitre 4, partie 4.2.
La fonction f : cette fonction calcule les quantite´s ln f(pi, P ). Elle prend en entre´e une
matrice S de M#X,H(J1; #AK) et une matrice P appartenant a` M#X,#A,H([0; 1]). Elle rend en
sortie un nombre re´el ne´gatif.
1. Cre´er une matrice Indic appartenant a` M#X,#A,H({0; 1}) initialise´e a` la matrice nulle.
2. POUR t entre 1 et H FAIRE
(a) Cre´er une matrice creuse A ∈M#X,#A({0; 1}) telle que A(i, j) = δaj (S(i, t)).
(b) Affecter a` chaque cœfficient Indic(i, j, t) la valeur A(i, j).
FIN POUR
3. Rendre la somme de tous les cœfficients de la matrice de terme ge´ne´ral(
log[P(i, j, t)Indic(i,j,t)]
)
i,j,t
.
Instructions
Le corps de l’ASA est donc ainsi programme´.
TANT QUE k ≤ K
1. Simulation des strate´gies candidates
(a) Cre´er une matrice candidats ∈M#X,#A,N(J1; #AK) initialise´e a` la matrice nulle.
(b) POUR n entre 1 et N FAIRE
i. Construire une matrice u ∈ M#A,#X,H([0; 1]) en re´pliquant un vecteur-ligne de
re´alisations de la loi uniforme sur [0 ;1] sur #A lignes.
ii. Tirer un re´el v selon une loi uniforme sur [0; 1].
iii. SI v ≤ beta :
A. Calculer la fonction de re´partition de la matrice P0.
B. Calculer H vecteurs d’actions tire´es a` l’aide de la fonction de re´partition de
P0 et de u.
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C. Concate´ner ces vecteurs pour les affecter a` candidats(:, :, n).
iv. SINON
A. Calculer la fonction de re´partition de la matrice P.
B. Calculer H vecteurs d’actions tire´es a` l’aide de la fonction de re´partition de
P et de u.
C. Concate´ner ces vecteurs pour les affecter a` candidats(:, :, n).
FIN POUR
2. E´valuation des performances
(a) Cre´er un vecteur couts ∈M1,N(R) initialise´e a` la matrice nulle.
(b) POUR n entre 1 et N FAIRE
i. Affecter a` couts(1, n) la valeur rendue par simulation, avec un nombre de
re´plications de Monte-Carlo e´gal a` M.
FIN POUR
3. Calcul de la matrice Pk+1
(a) Cre´er un vecteur logsA de N composantes tel que chaque valeur logsA(j) continenne
la quantite´ −couts(1, j)
T
.
(b) cre´er un vecteur F0 a` N composantes tel que chaque F0(j) vale
f(candidats(:, :, j), P0) + log(beta),
(c) cre´er un vecteur Fk a` N composantes tel que chaque Fk(j) vale f(candidats(:, :, j), P)+
log(1− beta),
(d) cre´er une matrice coeffs ∈M2,N(R) initialise´e a` la matrice nulle,
(e) cre´er une matrice D ∈M#X,#A,N(R) initialise´e a` la matrice nulle,
(f) POUR j entre 1 et N FAIRE
i. SI F0(j) > Fk(j), coeffs(1, j)← 1
1 + exp(Fk(j)− F0(j)) ,
ii. SINON coeffs(1, j)← 1
1 + exp(F0(j)− Fk(j)) ,
iii. coeffs(2, j)← logsA(j)−max(F0(j), Fk(j)),
FIN POUR
(g) cre´er deux variables vmax qui contient la quantite´ max
j∈J1;NK(coeffs(2, j)) et pmax qui
contient la quantite´ argmax
j∈J1;NK (coeffs(2, j)),
(h) diviser toutes les valeurs de la premie`re ligne de coeffs par coeffs(1, pmax),
(i) oˆter a` toutes les valeurs de la deuxie`me ligne de coeffs la quantite´ vmax,
(j) POUR t entre 1 et H FAIRE
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i. POUR n entre 1 et N FAIRE
— cre´er une matrice creuse de taille #X×#A de terme ge´ne´ral(
δaj (candidats(i, t, n))
)
i,j
,
— affecter cette matrice creuse a` D(:, :, n),
FIN POUR
ii. calculer la matrice auxiliaire D′ de taille #X×#A telle que
D′(i, j) =
N∑
n=1
D(i, j, n),
iii. calculer le nombre s =
N∑
n=1
coeffs(1, n) exp(coeffs(2, n)),
iv. Q(:, :, t)← 1
s
D′,
FIN POUR
(k) P← (1− alpha)P + alpha.Q.
4. Calcul des nouveaux parame`tres de l’algorithme
(a) M← max(M0, b1,01 log3(k)c),
(b) N← max(N0, bk0,501c),
(c) alpha← 1
(k + 100)0,501
,
(d) beta← 1√
k + 1
,
(e) T← T0
log(k + e)
,
(f) k← k + 1.
FIN TANT QUE
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Dans cette annexe, nous proposons de de´tailler la de´monstration de certains re´sultats du
chapitre 8.
B.1 De´monstration du the´ore`me 8.1.3.1
Soit λ = (Ξ,F ,P, (Fk)0≤k≤N0 , (Xk,Yk)0≤k≤N0 , τ) un controˆle de Λ. Notre objectif sera de
construire un POMDP et une strate´gie a` partir du controˆle donne´ de sorte a` avoir l’e´galite´
voulue. Pour ce faire, sur l’espace probabilise´ (Ξ,F ,P), on de´finit les processus (Ak)0≤k≤N0 et
(Zk)0≤k≤N0 par
Ak = 1{τ≤k} et
{
Zk = Ak−1
Z0 = 0.
Le processus (Ak) indiquera si, selon le temps d’arreˆt τ , on de´cide de s’arreˆter ou non et (Zk)
informe du fait que l’arreˆt a e´te´ effectue´ ou non.
Puisque τ est un temps d’arreˆt adapte´ a` la filtration (FYk ), (Ak) est aussi (FYk )-adapte´ et
(Zk) est (FYk )-pre´visible. Alors, pour tout k, il existe une fonction mesurable fk : Yk+1 → {0; 1}
telle que
Ak = fk(Y0, . . . ,Yk). (B.1)
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Comme le processus (Xk,Yk) est (Fk)-adapte´, alors FYk ⊂ Fk. Donc (Ak) est aussi (Fk)-adapte´
et (Zk) est aussi (Fk)-pre´visible. On de´finit maintenant la filtration
Tk = σ (Xl,Yl,Zl, l ∈ J0; kK) ∀ k ∈ J0;N0K.
Il est clair que FYk ⊂ Tk ⊂ Fk.
Pour tous B ∈ B(X), C ∈ B(Y) et D ⊂ {0; 1}, on a que
P {(Xk+1,Yk+1,Zk+1) ∈ B × C ×D | Tk} = E
[
1{(Xk+1,Yk+1,Zk+1)∈B×C×D}
∣∣ Tk] . (B.2)
Or, on peut e´crire que
1{(Xk+1,Yk+1,Zk+1)∈B×C×D} = 1{Ak=0}1{Zk+1∈D}1{(Xk+1,Yk+1)∈B×C}
+ 1{Ak=1}1{Zk+1∈D}1{(Xk+1,Yk+1)∈B×C}. (B.3)
Comme Tk ⊂ Fk, Ak e´tant Tk-mesurable et Zk e´tant (FYk )-pre´visible, alors
E
[
1{Ak=0}1{Zk+1∈D}1{(Xk+1,Yk+1)∈B×C}
∣∣ Tk]
= 1{Ak=0}1{Zk+1∈D}E
[
E
[
1{(Xk+1,Yk+1)∈B×C}
∣∣ Fk] ∣∣ Tk]
= 1{Ak=0}1{Zk+1∈D}E [P (B × C | Xk,Yk) | Tk]
= 1{Ak=0}1{Zk+1∈D}P (B × C | Xk,Yk). (B.4)
Or {Ak = 0} = {Zk+1 = 0}. Donc
E
[
1{Ak=0}1{Zk+1∈D}1{(Xk+1,Yk+1)∈B×C}
∣∣ Tk] = 1{Ak=0}δ0(D)P (B × C | Xk,Yk). (B.5)
De la meˆme manie`re, en utilisant l’e´galite´ {Ak = 1} = {Zk+1 = 1}, on obtient que
E
[
1{Ak=1}1{Zk+1∈D}1{(Xk+1,Yk+1)∈B×C}
∣∣ Tk] = 1{Ak=1}δ1(D)P (B × C | Xk,Yk). (B.6)
Notons que {Ak = 0} ⊂ {Ak−1 = 0} = {Zk = 0}. Par conse´quent,
P {(Xk+1,Yk+1,Zk+1) ∈ B × C ×D | Tk}
= 1{Ak=0}δZk(D)P (B × C | Xk,Yk) + 1{Ak=1}δ1(D)P (B × C | Xk,Yk)
= Q(B × C ×D | Xk,Yk,Zk,Ak). (B.7)
Enfin, la loi de Ak posse`de la proprie´te´ suivante : pour D ⊂ {0; 1},
P {Ak ∈ D | (Y0,Z0,A0, . . . ,Yk,Zk) = (y0, z0, a0, . . . , yk, zk)} = δfk(y0,...,yk)(D). (B.8)
On introduit la suite pi = (gk)0≤k≤N0−1 ou` chaque gk est une re`gle de de´cision Ho-de´pendante
au rang k de´finie par
gk(y0, z0, a0, . . . , yk−1, zk−1, ak−1, yk, zk) = fk(y0, . . . , yk). (B.9)
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De`s lors, la proprie´te´ d’unicite´ du the´ore`me de Ionescu-Tulcea, conjointement avec les e´quations
(B.7) et (B.8), nous permet d’avoir que, pour tout rectangle mesurable G = G0×G1× . . .×GN0 ,
P {(X0,Y0,Z0,A0, . . . ,XN0 ,YN0 ,ZN0) ∈ G} = Ppix,y {(X0, Y0, Z0, A0, . . . , XN0 , YN0 , ZN0) ∈ G} .
(B.10)
On a alors que
R(x, y, λ) = E[R(Xτ ,Yτ )]
= E
[
N0−1∑
k=0
R(Xk,Yk)1{τ=k} +R(XN0 ,YN0)1{τ=N0}
]
. (B.11)
On distingue maintenant deux cas.
— si τ = N0, alors Ak = 0 pour tout k ∈ J0;N0 − 1K et a fortiori ZN0 = 0. Par la de´finition
de la fonction h, nous avons l’e´galite´ R(XN0 ,YN0)1{τ=N0} = h(XN0 ,YN0 ,ZN0),
— si τ = k < N0, alors Al = 1Jk;N0−1K(l) et donc Zl = 1Jk+1;N0K(l). En particulier, Ak = 1 et
Zk = 0. La de´finition que l’on a choisie pour la fonction r nous permet alors d’e´crire que
R(Xk,Yk)1{τ=k} = r(Xk,Yk,Zk,Ak).
Il vient que
R(x, y, α) = E
[
N0−1∑
k=0
r(Xk,Yk,Zk,Ak) + h(XN0 ,YN0 ,ZN0)
]
= Epix,y
[
N0−1∑
k=0
r(Xk, Yk, Zk, Ak) + h(XN0 , YN0 , ZN0)
]
(B.12)
par l’e´galite´ (B.10). On a donc bien que R(x, y, λ) = RM(x, y, pi).
Re´ciproquement, soit une strate´gie Ho-de´pendante pi = (f0, . . . , fN0−1) ∈ Πo et soit un e´tat
initial (x, y) ∈ X×Y. On conside`re un processus (Xk, Yk, Zk)0≤k≤N0 de´fini sur l’espace de proba-
bilite´
(
Ω,G,Ppix,y
)
par les e´quations (8.2), et on conside`re e´galement la suite (Ak)0≤k≤N0 de´finie
par les e´quations (8.3). On de´finit les filtrations suivantes : Fk = σ(X0, Y0, Z0, . . . , Xk, Yk, Zk),
FY,Zk = σ(Y0, Z0, . . . , Yk, Zk) et FYk = σ(Y0, . . . , Yk). Le processus (Xk, Yk) est (Fk)-adapte´, a`
valeurs dans X × Y, de loi de transition P et d’e´tat initial (x, y) ∈ X × Y. Soit maintenant la
variable ale´atoire τ de´finie par
τ =
{
inf {k ∈ J0;N0 − 1K | Ak = 1} si cette quantite´ existe,
N0 sinon.
Par de´finition, τ est un temps d’arreˆt adapte´ a` la filtration (FY,Zk ). Mais, selon la de´finition d’un
controˆle, il faudrait qu’il soit adapte´ a` (FYk ). On de´montre donc le lemme suivant.
Lemme B.1.0.1. Pour tout k ∈ J0;N0K, il existe une fonction mesurable Fk : Yk+1 → {0; 1}
telle que Zk = Fk(Y0, . . . , Yk).
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De´monstration. On va de´montrer ce re´sultat par re´currence. Notons d’abord que Z0 = 0 par
de´finition. On e´crit alors Z0 = F0(Y0) ou` F0 est la fonction identiquement nulle sur Y, qui est
donc mesurable.
Soit k ∈ J1;N0K. On suppose la proprie´te´ vraie pour tout l ∈ J0; k− 1K. Montrons qu’elle est
alors vraie au rang k. On e´crit
Ak−1 = fk−1(Y0, Z0, A0, . . . , Yk−1, Zk−1)
= fk−1(Y0, F0(Y0), A0, . . . , Yk−1, Fk−1(Y0, . . . , Yk−1)) (B.13)
par hypothe`se de re´currence. Donc on peut e´crire Ak−1 = f˜k−1(Y0, . . . , Yk−1) ou` f˜k−1 est mesu-
rable par composition.
Alors, par de´finition de Zk,
Zk = 1{Ak−1=1} + Zk−11{Ak−1=0}
= 1{f˜k−1(Y0,...,Yk−1)=1} + Fk−1(Y0, . . . , Yk−1)1{f˜k−1(Y0,...,Yk−1)=0}. (B.14)
Donc on peut e´crire Zk = Fk(Y0, . . . , Yk) ou` Fk est mesurable par composition. La re´currence
est e´tablie
Ce lemme prouve notamment que pour tout k, FY,Zk = FYk . Donc τ est adapte´ a` la filtration
(FYk ). De`s lors, par de´finition des fonctions r et h, et par de´finition de τ ,
Epix,y
[
N0−1∑
k=0
r(Xk, Yk, Zk, Ak) + h(XN0 , YN0 , ZN0)
]
= Epix,y
[
N0∑
k=0
R(Xk, Yk)1{τ=k}
]
= Epix,y[R(Xτ , Yτ )]. (B.15)
Donc, le controˆle λ =
(
Ω,G,Ppix,y, (Fk)0≤k≤N0 , (Xk, Yk)0≤k≤N0 , τ
)
appartient a` Λ et ve´rifie l’e´galite´
RM(x, y, pi) = R(x, y, λ).
B.2 De´monstration du the´ore`me 8.1.5.1
Il suffit de ve´rifier que notre mode`le M′ respecte l’hypothe`se de structure du chapitre 2 de
[BR11]. Ainsi, on pourra appliquer le the´ore`me 5.3.3 de [BR11] et avoir le re´sultat au prix d’un
changement d’indice.
On note B(S′) l’ensemble des fonctions mesurables borne´es sur S′. Pour f un e´le´ment de
B(S′), on de´finit ‖f‖ = sup
(ρ,y,z)∈S′
|f(ρ, y, z)|.
(i) Il est e´vident que h ∈ B(S′) car R ∈ L(P(X)× Y).
(ii) Soit f ∈ B(S′). L’inte´grale
∫
S′
f(ρ′, y′, z′)Q′(dρ′, dy′, dz′ | ρ, y, z, a) existe car f est borne´e.
De plus, Q′ e´tant un noyau stochastique, la fonction
(ρ, y, z, a) 7→ r(ρ, y, z, a) +
∫
S′
f(ρ′, y′, z′)Q′(dρ′,dy′,dz′ | ρ, y, z, a)
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est mesurable par composition et borne´e par ‖R‖L + ‖f‖. Il vient alors que la fonction
(ρ, y, z) 7→ sup
a∈A
[
r(ρ, y, z, a) +
∫
S′
f(ρ′, y′, z′)Q′(dρ′,dy′,dz′ | ρ, y, z, a)
]
appartient a` B(S′).
(iii) Soit f ∈ B(S′ × A) et soit f˜(ρ, y, z) = sup
a∈A
f(ρ, y, z, a). Notre espace d’actions A e´tant est
un ensemble fini, il est clair qu’il existe une fonction mesurable g de S′ dans A telle que
f˜(ρ, y, z) = f(ρ, y, z, g(ρ, y, z)) pour tout (ρ, y, z) ∈ S′.
L’hypothe`se de structure est donc respecte´e par notre mode`le M′.
B.3 De´monstration du lemme 8.2.3.9
Soit f ∈ L∗(X). Alors∣∣∣∣∫
X
f(x)ΦN (y
′, ρ, y)(dx)−
∫
X
f(x)ΦN (y
′, ρ˜, y˜)(dx)
∣∣∣∣
≤ E
[
|f(XN )|
∣∣∣∣q(XN , y′ | ρ, y)q(λN , y′ | ρ, y) − q(XN , y
′ | ρ˜, y˜)
q(λN , y′ | ρ˜, y˜)
∣∣∣∣]
≤ E
[
1
q(λN , y′ | ρ, y)
∣∣q(XN , y′ | ρ, y)− q(XN , y′ | ρ˜, y˜)∣∣]
+ E
[
q(XN , y
′ | ρ˜, y˜)
∣∣∣∣ 1q(λN , y′ | ρ, y) − 1q(λN , y′ | ρ˜, y˜)
∣∣∣∣] . (B.16)
Le corollaire 8.2.3.5 et la proposition 8.1.4.1 permettent d’avoir∣∣∣∣∫
X
f(x)ΦN (y
′, ρ, y)(dx)−
∫
X
f(x)ΦN (y
′, ρ˜, y˜)(dx)
∣∣∣∣
≤ δEN (q + Lq)[‖ρ− ρ˜‖KR + |y − y˜|] + q(δEN )2
∣∣q(λN , y′ | ρ, y)− q(λN , y′ | ρ˜, y˜)∣∣ .
On conclut en utilisant le lemme 8.2.3.2.
B.4 De´monstration de la proposition 8.2.4.2
Soient f ∈ L(P(X)× Y), N ≥M0, ρ, ρ′ ∈ P(X) et y, y′ ∈ Y. Alors d’une part,
|BNf(ρ, y)| ≤ max {|R(ρ, y)| ; |SNf(ρ, y)|}
≤ max
{
‖R‖L ;
1
q(λN , ν | ρ, y)
∫
X×Y
∣∣f(ΦN (y′, ρ, y), y′)∣∣ q(x′, y′ | ρ, y)λN (dx′)ν(dy′)}
≤ max {‖R‖L ; ‖f‖L δEN} . (B.17)
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D’autre part, on a∣∣SNf(ρ, y)− SNf(ρ′, y′)∣∣
≤ E
[∣∣f(ΦN (Y, ρ, y), Y )∣∣
q(λN , ν | ρ, y)
∣∣q(XN , Y | ρ, y)− q(XN , Y | ρ′, y′)∣∣]
+ E
[
q(XN , Y | ρ′, y′)
∣∣f(ΦN (Y, ρ, y), Y )∣∣ ∣∣∣∣ 1q(λN , ν | ρ, y) − 1q(λN , ν | ρ′, y′)
∣∣∣∣]
+ E
[
q(XN , Y | ρ′, y′)
q(λN , ν | ρ′, y′)
∣∣f(ΦN (Y, ρ, y), Y )− f(ΦN (Y, ρ′, y′), Y )∣∣] . (B.18)
L’utilisation du corollaire 8.2.3.6, du lemme 8.2.3.3 et de la proposition 8.1.4.1 ame`ne a`∣∣SNf(ρ, y)− SNf(ρ′, y′)∣∣ ≤ δEN ‖f‖L (q + Lq)[∥∥ρ− ρ′∥∥KR + ∣∣y − y′∣∣]
+ q ‖f‖L (δEN )2(q + Lq)[
∥∥ρ− ρ′∥∥
KR
+
∣∣y − y′∣∣]
+ q ‖f‖L δENE
[∥∥ΦN (Y, ρ, y)− ΦN (Y, ρ′, y′)∥∥KR] . (B.19)
On termine par la majoration de E [‖ΦN (Y, ρ, y)− ΦN (Y, ρ′, y′)‖KR] en utilisant le lemme 8.2.3.9
pour avoir∣∣SNf(ρ, y)− SNf(ρ′, y′)∣∣ ≤ δEN ‖f‖L (q + Lq)(1 + qδEN )2[∥∥ρ− ρ′∥∥KR + ∣∣y − y′∣∣]. (B.20)
Donc en utilisant la proposition 8.1 et l’ine´galite´ (8.46),∣∣BNf(ρ, y)− BNf(ρ′, y′)∣∣
≤ ∣∣R(ρ, y)−R(ρ′, y′)∣∣+ ∣∣SNf(ρ, y)− SNf(ρ′, y′)∣∣
≤ ( ‖R‖L + δEN ‖f‖L (q + Lq)(1 + qδEN )2)[∥∥ρ− ρ′∥∥KR + ∣∣y − y′∣∣]. (B.21)
d’ou` le re´sultat.
B.5 De´monstration du the´ore`me 8.3.2.1
La de´monstration de ce the´ore`me est tre`s similaire a` celle du the´ore`me 2 de [BP03] (section
2.2.2). En revanche, notre processus ne respecte pas tout a` fait les hypothe`ses de cet article. Les
proprie´te´s qu’il ve´rifie sont toutefois assez proches. Nous appliquons donc le meˆme raisonnement,
mais avec nos hypothe`ses.
Dans toute cette preuve, nous noterons
ϕ
(N)
k (P
(N)
N0−k, Y
(N)
N0−k) = E
[
T
(N)
k−1
∣∣∣ (P (N)N0−k, Y (N)N0−k)]
et
ϕ
(M,N)
k (P
(M,N)
N0−k , Y
(M,N)
N0−k ) = E
[
T
(M,N)
k−1
∣∣∣ (P (M,N)N0−k , Y (M,N)N0−k )] .
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Soit k ∈ J1;N0K. Par l’ine´galite´ (8.46), on e´crit que∣∣∣T (N)k − T (M,N)k ∣∣∣ ≤ ∣∣∣R(P (N)N0−k, Y (N)N0−k)−R(P (M,N)N0−k , Y (M,N)N0−k )∣∣∣
+
∣∣∣ϕ(N)k (P (N)N0−k, Y (N)N0−k)− ϕ(M,N)k (P (M,N)N0−k , Y (M,N)N0−k )∣∣∣
≤ ‖R‖L
√
Nη
(N,N0−k)
M
+
∣∣∣ϕ(N)k (P (N)N0−k, Y (N)N0−k)− E [ϕ(N)k (P (N)N0−k, Y (N)N0−k) ∣∣∣ (P (M,N)N0−k , Y (M,N)N0−k )]∣∣∣
+
∣∣∣E [ϕ(N)k (P (N)N0−k, Y (N)N0−k) ∣∣∣ (P (M,N)N0−k , Y (M,N)N0−k )]− ϕ(M,N)k (P (M,N)N0−k , Y (M,N)N0−k )∣∣∣
(B.22)
E´crivons maintenant que∣∣∣ϕ(N)k (P (N)N0−k, Y (N)N0−k)− E [ϕ(N)k (P (N)N0−k, Y (N)N0−k) ∣∣∣ (P (M,N)N0−k , Y (M,N)N0−k )]∣∣∣
≤
∣∣∣ϕ(N)k (P (N)N0−k, Y (N)N0−k)− ϕ(N)k (P (M,N)N0−k , Y (M,N)N0−k )∣∣∣
+
∣∣∣ϕ(N)k (P (M,N)N0−k , Y (M,N)N0−k )− E [ϕ(N)k (P (N)N0−k, Y (N)N0−k) ∣∣∣ (P (M,N)N0−k , Y (M,N)N0−k )]∣∣∣ . (B.23)
Or, comme ϕ
(N)
k (P
(M,N)
N0−k , Y
(M,N)
N0−k ) est σ
(
P
(M,N)
N0−k , Y
(M,N)
N0−k
)
-mesurable, alors
ϕ
(N)
k (P
(M,N)
N0−k , Y
(M,N)
N0−k ) = E
[
ϕ
(N)
k (P
(M,N)
N0−k , Y
(M,N)
N0−k )
∣∣∣ (P (M,N)N0−k , Y (M,N)N0−k )] (B.24)
et donc∣∣∣ϕ(N)k (P (N)N0−k, Y (N)N0−k)− E [ϕ(N)k (P (N)N0−k, Y (N)N0−k) ∣∣∣ (P (M,N)N0−k , Y (M,N)N0−k )]∣∣∣
≤
∣∣∣ϕ(N)k (P (N)N0−k, Y (N)N0−k)− ϕ(N)k (P (M,N)N0−k , Y (M,N)N0−k )∣∣∣
+ E
[∣∣∣ϕ(N)k (P (M,N)N0−k , Y (M,N)N0−k )− ϕ(N)k (P (N)N0−k, Y (N)N0−k)∣∣∣ ∣∣∣ (P (M,N)N0−k , Y (M,N)N0−k )] . (B.25)
Or l’e´quation (8.66) donne∣∣∣ϕ(N)k (P (N)N0−k, Y (N)N0−k)− E [ϕ(N)k (P (N)N0−k, Y (N)N0−k) ∣∣∣ (P (M,N)N0−k , Y (M,N)N0−k )]∣∣∣
≤
∣∣∣SNv(N)k−1(P (N)N0−k, Y (N)N0−k)− SNv(N)k−1(P (M,N)N0−k , Y (M,N)N0−k )∣∣∣
+ E
[∣∣∣SNv(N)k−1(P (M,N)N0−k , Y (M,N)N0−k )− SNv(N)k−1(P (N)N0−k, Y (N)N0−k)∣∣∣ ∣∣∣ (P (M,N)N0−k , Y (M,N)N0−k )] . (B.26)
On utilise ici l’ine´quation (B.20) et on obtient alors∣∣∣ϕ(N)k (P (N)N0−k, Y (N)N0−k)− E [ϕ(N)k (P (N)N0−k, Y (N)N0−k) ∣∣∣ (P (M,N)N0−k , Y (M,N)N0−k )]∣∣∣
≤
∥∥∥v(N)k−1∥∥∥L√NδEN (q + Lq)(1 + qδEN )2
[(∣∣∣P (N)N0−k − P (M,N)N0−k ∣∣∣+ ∣∣∣Y (N)N0−k − Y (M,N)N0−k ∣∣∣)
+ E
[(∣∣∣P (N)N0−k − P (M,N)N0−k ∣∣∣+ ∣∣∣Y (N)N0−k − Y (M,N)N0−k ∣∣∣) ∣∣∣ (P (M,N)N0−k , Y (M,N)N0−k )] ]. (B.27)
On en conclut que∥∥∥ϕ(N)k (P (N)N0−k, Y (N)N0−k)− E [ϕ(N)k (P (N)N0−k, Y (N)N0−k) ∣∣∣ (P (M,N)N0−k , Y (M,N)N0−k )]∥∥∥2
≤ 2
√
N
∥∥∥v(N)k−1∥∥∥L δEN (q + Lq)(1 + qδEN )2η(N,N0−k)M . (B.28)
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Notons maintenant que
E
[
ϕ
(N)
k (P
(N)
N0−k, Y
(N)
N0−k)
∣∣∣ (P (M,N)N0−k , Y (M,N)N0−k )] = E [T (N)k−1 ∣∣∣ (P (M,N)N0−k , Y (M,N)N0−k )] (B.29)
car σ
(
P
(M,N)
N0−k , Y
(M,N)
N0−k
)
⊂ σ
(
P
(N)
N0−k, Y
(N)
N0−k
)
. Il vient alors que∣∣∣E [ϕ(N)k (P (N)N0−k, Y (N)N0−k) ∣∣∣ (P (M,N)N0−k , Y (M,N)N0−k )]− ϕ(M,N)k (P (M,N)N0−k , Y (M,N)N0−k )∣∣∣
≤ E
[∣∣∣T (N)k−1 − T (M,N)k−1 ∣∣∣ ∣∣∣ (P (M,N)N0−k , Y (M,N)N0−k )] . (B.30)
Donc, on obtient que∥∥∥E [ϕ(N)k (P (N)N0−k, Y (N)N0−k) ∣∣∣ (P (M,N)N0−k , Y (M,N)N0−k )]− ϕ(M,N)k (P (M,N)N0−k , Y (M,N)N0−k )∥∥∥2 ≤ ∥∥∥T (N)k−1 − T (M,N)k−1 ∥∥∥2 .
(B.31)
Par conse´quent, on trouve que∥∥∥T (N)k − T (M,N)k ∥∥∥
2
≤ η(N,N0−k)M
√
N
(
‖R‖L + 2
∥∥∥v(N)k−1∥∥∥L δEN (q + Lq)(1 + qδEN )2) (B.32)
+
∥∥∥T (N)k−1 − T (M,N)k−1 ∥∥∥
2
(B.33)
et donc une re´currence rapide permet d’arriver a` la formule voulue.
B.6 De´monstration de la proposition 8.4.0.1
Il est a` noter que la densite´ g e´tant lipschitzienne sur [−K;K], elle est continue sur ce
compact donc majore´e par un re´el positif note´ ‖g‖∞. Ainsi, pour tous y, y′ ∈ [−K;K],∣∣∣∣∣
∫ y
−∞
g(t) dt−
∫ y′
−∞
g(t) dt
∣∣∣∣∣ =
∣∣∣∣∫ y
y′
g(t) dt
∣∣∣∣ ≤ ‖g‖∞ ∣∣y − y′∣∣ . (B.34)
Donc G est lipschitzienne sur [−K;K] de rapport au plus ‖g‖∞. Le meˆme argument donne que
f est majore´e sur [0;K] par un re´el positif note´ ‖f‖∞ et que F est lipschitzienne sur [0;K] de
rapport au plus ‖f‖∞. Nous utiliserons ces proprie´te´s tout au long de cette preuve.
Commenc¸ons par montrer les hypothe`ses A :
A(1). Soient B1 ∈ B([0;K]), B2 ⊂ {−1; 0; 1} et C ∈ B([0;K]). La loi de transition P du syste`me
conside´re´ est
P (B1 ×B2 × C | x1, x2, y)
= δ0(B2)
∫ K−x1
−∞
∫
R2
1B1 ((x1 + ξ) ∧K)1C (((x1 + ξ) ∧K + ψ)+ ∧K) f(ξ)g(ψ)dξdψ
+ δ1(B2)
∫ +∞
K−x1
∫
R2
1B1 ((x1 + ξ) ∧K)1C (((x1 + ξ) ∧K + ψ)+ ∧K) f(ξ)g(ψ)dξdψ
= δ0(B2)
∫ K−x1
−∞
∫
R2
1B1 (x1 + ξ)1C ((x1 + ξ + ψ)+ ∧K) f(ξ)g(ψ)dξdψ
+ δ1(B2)
∫ +∞
K−x1
∫
R2
1B1 (K)1C ((K + ψ)+ ∧K) f(ξ)g(ψ)dξdψ. (B.35)
166
B.6 De´monstration de la proposition 8.4.0.1
De`s lors, les changements de variable successifs ξ 7→ x1 + ξ et ψ 7→ ξ + ψ dans la premie`re
inte´grale et ψ 7→ ψ +K dans la deuxie`me inte´grale donnent
P (B1 ×B2 × C | x1, x2, y) = δ0(B2)
∫
B1∩[x1;K[
f(ξ − x1)M2(C, ξ)dξ
+ δK(B1)δ1(B2)(1− F (K − x1))M3(C). (B.36)
ou`
M1(C, ξ) = δ0(C)G(−ξ) +
∫
C
g(ψ − ξ) dψ + δK(C)(1−G(K − ξ)), (B.37)
M2(C) = δ0(C)G(−K) +
∫
C
g(ψ −K) dψ + δK(C)(1−G(0)). (B.38)
Soit maintenant la fonction q : (X× Y)2 → R+ de´finie par
q(x′1, x
′
2, y
′ | x1, x2, y) = 2K1[x1;K[×{0}(x′1, x′2)f(x′1 − x1)m1(y′, x′1)
+ 21{(K;1)}(x′1, x
′
2)(1− F (K − x1))m2(y′) (B.39)
ou`
m1(y
′, x′1) = 4G(−x′1)1{0}(y′)+2K1]0;K[(y′)g(y′−x′1)+4(1−G(K−x′1))1{K}(y′), (B.40)
m2(y
′) = 4G(−K)1{0}(y′) + 2K1]0;K[(y′)g(y′ −K) + 4(1−G(0))1{K}(y′) (B.41)
sont des fonctions positives.
On de´duit de l’e´criture que P que ce noyau stochastique admet q pour densite´ par rapport
au produit tensoriel des mesures de probabilite´ λ sur X et ν sur Y suivantes :
λ(B1 ×B2) = `1(B1)δ0(B2)
2K
+
δK(B1)δ1(B2)
2
, (B.42)
ν(C) =
δ0(C)
4
+
`1(C)
2K
+
δK(C)
4
(B.43)
pour B1 ∈ B([0;K]), B2 ⊂ {−1; 0; 1} et C ∈ B([0;K]). Ces deux mesures sont e´videmment
σ-finies.
A(2). Il est clair que la mesure λ posse`de des moments de tous ordres.
Ensuite, ve´rifions si la densite´ q que l’on a exhibe´e respecte les hypothe`ses B.
B(1). Il est facile de voir que les fonctions m1 et m2 sont majore´es par 8 + 2K ‖g‖∞. On obtient
donc que
q(x′1, x
′
2, y
′ | x1, x2, y) ≤ 2(K ‖f‖∞ + 1)(8 + 2K ‖g‖∞). (B.44)
B(2). Pour de´montrer que la densite´ q ve´rifie l’hypothe`se B(2), nous allons proce´der en deux
temps. D’une part, nous allons montrer que (x′1, x′2, y′, x1, x2, y) 7→ q(x′1, x′2, y′ | x1, x2, y)
est lipschitzienne par rapport a` (x′1, x′2). Pour ce faire, on va fixer y, y′ ∈ Y et (x1, x2) ∈ X
et distinguer deux cas.
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— Si x′1, x′′1 ∈ [x1;K[ (c’est-a`-dire x′2 = x′′2 = 0) :∣∣q(x′1, 0, y′ | x1, x2, y)− q(x′′1, 0, y′ | x1, x2, y)∣∣
≤ 2Km1(y′, x′1)
∣∣f(x′1 − x1)− f(x′′1 − x1)∣∣+ 2Kf(x′′1 − x1) ∣∣m1(y′, x′1)−m1(y′, x′′1)∣∣
≤ 2K(Lf (8 + 2K ‖g‖∞) + ‖f‖∞ (8 ‖g‖∞ + 2KLg))
∣∣x′1 − x′′1∣∣
≤ 2K(Lf (8 + 2K ‖g‖∞) + ‖f‖∞ (8 ‖g‖∞ + 2KLg))
[∣∣x′1 − x′′1∣∣+ ∣∣x′2 − x′′2∣∣] . (B.45)
En effet, |x′2 − x′′2| = 0 dans ce cas et∣∣m2(y′, x′1)−m2(y′, x′′1)∣∣ ≤ 4 ∣∣G(−x′1)−G(−x′′1)∣∣
+ 2K
∣∣g(y′ − x′1)− g(y′ − x′′1)∣∣+ 4 ∣∣G(K − x′1)−G(K − x′′1)∣∣
≤ (8 ‖g‖∞ + 2KLg)
∣∣x′1 − x′′1∣∣ . (B.46)
— Si x′1 ∈ [x1;K[ et x′′1 = K (c’est-a`-dire x′2 = 0 et x′′2 = 1), le cas syme´trique e´tant
analogue : ∣∣q(x′1, 0, y′ | x1, x2, y)− q(K, 1, y′ | x1, x2, y)∣∣
≤ 2Km1(y′, x′1)
∣∣f(x′1 − x1)− f(K − x1)∣∣
+ 2Kf(K − x1)m1(y′, x′1) + 2(1− F (K − x1))m2(y′)
≤ 2a(8 + 2K ‖g‖∞)
[∣∣x′1 −K∣∣+ 1]
≤ 2a(8 + 2K ‖g‖∞)
[∣∣x′1 − x′′1∣∣+ ∣∣x′2 − x′′2∣∣] (B.47)
ou`
a = max (KLf ;K ‖f‖∞ + 1) . (B.48)
On a donc de´montre´ ce que l’on souhaitait.
D’autre part, nous allons montrer que (x′1, x′2, y′, x1, x2, y) 7→ q(x′1, x′2, y′ | x1, x2, y) est
lipschitzienne par rapport a` (x1, x2, y) sur X×Y. Conside´rons (x′1, x′2), (x1, x2), (x˜1, x˜2) ∈ X,
avec x′1 ≥ x1 et x′1 ≥ x˜1, et y, y′, y˜ ∈ Y.∣∣q(x′1, x′2, y′ | x1, x2, y)− q(x′1, x′2, y′ | x˜1, x˜2, y˜)∣∣
≤ 2Km1(y′, x′1)
∣∣f(x′1 − x1)− f(x′1 − x˜1)∣∣
+ 2m2(y
′) |F (K − x1)− F (K − x˜1)|
≤ 2(8 + 2K ‖g‖∞)(KLf + ‖f‖∞) |x1 − x˜1|
≤ 2(8 + 2K ‖g‖∞)(KLf + ‖f‖∞)
[ |x1 − x˜1|+ |x2 − x˜2|+ |y − y˜| ]. (B.49)
Il vient alors que la densite´ q respecte l’hypothe`se B(2).
Maintenant, de´montrons que la densite´ q ve´rifie l’hypothe`se C. Conside´rons y, y′ ∈ Y et
(x1, x2) ∈ X. On a que∫
X
q(x′1, x
′
2, y
′ | x1, x2, y)λ(dx′1,dx′2) =
∫ K
x1
f(x′1 − x1)m1(y′, x′1) dx′1 + (1− F (K − x1))m2(y′).
(B.50)
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Les deux termes du membre de droite e´tant positifs, on peut e´crire∫
X
q(x′1, x
′
2, y
′ | x1, x2, y)λ(dx′1,dx′2) ≥ (1− F (K − x1))m3(y′). (B.51)
Or, g est continue sur le compact [−K;K] et strictement positive sur cet intervalle. Elle y est
donc minore´e par un re´el γ− > 0. On a alors que
m2(y
′) ≥ min (4G(−K); 2Kγ−; 4(1−G(0))), (B.52)
ce qui entraˆıne la minoration∫
X
q(x′1, x
′
2, y
′ | x1, x2, y)λ(dx′1, dx′2) ≥ (1− F (K)) min
(
4G(−K); 2Kγ−; 4(1−G(0))). (B.53)
Par hypothe`se, F (K) < 1, G(−K) > 0 et G(0) < 1. Donc
(1− F (K)) min (4G(−K); 2Kγ−; 4(1−G(0))) > 0.
On a bien ce qu’on cherchait.
Enfin, il est facile de voir que R respecte l’hypothe`se D. La proposition est donc vraie.
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