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Original Article
New generations of continuous glucose monitoring (CGM) systems enter the market each and every year. With an increasing interest in CGM devices, assessing their performance has become also the longer the more important. 1 An essential aspect of performance is accuracy, the ability of the CGM device to correctly indicate the glucose concentration it is exposed to. Accuracy is known to vary according to several factors, like the blood glucose (BG) range, but the mean absolute relative difference (MARD) has become popular for being a simple metric, a single value which in some sense summarizes the overall accuracy of the CGM. Its simplicity is also the main reason why it has been used to compare different systems and even to suggest a threshold for non adjunctive use of CGM instead of self-monitoring of blood glucose (SMBG). 2 In practice, MARD is obtained using data from clinical trials. To compute its value, the real value of the BG should be known. Unfortunately, in clinical trials absolute methods for BG measurements cannot be used, and therefore other quantities are used instead, the so called reference measurements which are supposed to be quite near to the real value. Thus the MARD is computed using the difference between the CGM readings and the values measured at the same time by the reference measurement system. [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] This was quite acceptable as long as the performance of the CGM devices was not very good but, as we shall see, it can produce a substantial error in the computation for modern devices. It is frequently overlooked that MARD is an average value of a stochastic variable, that is, a variable whose value is subject to variations due to chance. Actually, this is true for every measurement, and the key difference between precise and less precise devices is the extent of these variations, not their absence or presence. Average values of stochastic variables tend to converge to the same value only if the measurement sets are large enough, and this is seldom the case for clinical trials.
As shown in a previous article, 14 all this leads to the fact that the interpretation of MARD values is not straightforward. In particular, the MARD value computed using data from a clinical trial does not reflect the performance of a given device alone-the "true" value-but also the protocol of the clinical trial in which the data have been collected, in particular the accuracy of the reference device-which is not perfect-and the number of paired points used for the computation. This explains why different studies may provide different MARD values for the very same CGM device.
Concept
To correctly use MARD values, the study-related uncertainty should be considered. The current article suggests estimating this uncertainty on the basis of a well known concept from statistics, the confidence interval (see, eg, Sivia and Skilling 15 for the mathematical background). Roughly speaking, a confidence interval indicates the range around the computed value in which the real value will lie with a given probability. For example, a 95% confidence interval means the range around the computed value in which the "true" MARD, the one that corresponds to the accuracy of the device, will lie with a probability ɣ of 95%.
The rationale of this approach can be better understood by looking at an example of a measurement profile shown in Figure 1 (from Freckmann et al 5 ) and seeing how MARD evolves. The figure includes the readings of 1 CGM system as well as the paired reference values measured in irregular intervals. It also includes a smoothed and time shifted continuous curve computed by recalibration of the CGM output using the technique described in Del Favero et al, 16 the "real" BG profile so to say. This curve cannot be computed on-line, so it is not available to the patient, but it is of help to understand the origin of the differences between a CGM profile and the BG profile.
A MARD value can be computed as soon as the first paired measurements of CGM and reference device are available. If this is done, a result will be obtained even for very few paired points. However, one cannot feel confident that this result will be correct, and it has to be assumed that the real value will be somewhere near to the computed one, but not likely the one that was just computed. Indeed, the actual value will depend on which paired points have been used, the so called sampling effect. The well known significance level p is a metric used to determine how likely it is that this sampling effect leads to a false conclusion, for instance assuming that a given therapy has an effect when in reality it has none. The confidence interval is a related concept to obtain boundaries inside which, roughly speaking, the target quantity-in this case MARD-will lie with a given probability ɣ. Figure 2 shows how the boundaries of uncertainty become tighter with an increasing number of paired points. With 100 points the true MARD value is expected to lie between 8.2% and 12%, after 5.000 points the confidence interval would be reduced to a range between 9.8% and 10.4%.
While hardly anybody will be surprised by the fact that increasing the number of paired points improves the quality of the estimation, not everybody is as well aware of the extent of this effect. In particular, in practice the number of paired points will be rather small. In other words, one tends to be much nearer to the "bad end" of the plot of Figure 2 . Note also that a confidence level of 95% is common, but somewhat arbitrary. Using larger values of confidence yields similar plots, albeit with wider intervals.
While there is a wide awareness of some of the risks associated with sampling, the same is not true for the second main cause of the uncertainty, the choice of the reference system. Indeed, many different reference systems are used, from laboratory analyzers to commercial SMBG devices. All these reference systems are subject to errors. If we consider both effects, it turns out that the confidence interval is affected greatly but differently by the 2 causes. Figure 3 shows this using the same data: 5 The confidence region of MARD is shown on the y-axis against the uncertainty of the reference measurement system on the x-axis and the number of paired points is indicated by the color code. The true value of MARD is indicated by a continuous black line to stress the fact that the performance of the sensor does not depend on the study design, but the value we obtain from the study does.
Assume now for a moment that the reference measurement is exactly equal to the BG, that is, there is no accuracy error (indicated as 0%). The graph yields for 100 paired points (the outer dark red lines) the values of 8.2% and 12% for the confidence interval, of course the same values as in the graph of Figure 2 . Increasing the number of paired points leads to tighter intervals. We can estimate the value we would obtain for an infinite number of paired points-the correct one.
Take into account now the limited accuracy of the reference measurement, for example, an accuracy error of, say, 6%. The width of the confidence interval is not very different, but it is displaced, there is a positive offset. The range now goes from 8.5% to 12.4%. Even taking an infinite number of points would not remove this effect, we would land to the point on the purple line. In other words, the MARD computed from the study is increased by the errors of the reference measurements, and no increase in the number of paired points will remove it. This was not critical when the performance of CGM devices was quite poor, but with the new generations, it can lead to wrong conclusions.
There are more factors 14 which can be considered, but some-like the distribution of points-can be taken care of in most cases, and others-like the time delay-should not be removed because they do not reflect the precision of the CGM but they are relevant for the patient for his/her clinical experience as long as capillary blood glucose concentration is the reference for therapy decisions.
For these reasons, in this article we focus on providing simple tools to assess this uncertainty range. To this end we also propose a MARD reliability index (MRI) which in some way summarizes the uncertainty of the study. Of course, the uncertainty can be assessed a priori in the study design phase, but this can also be done retrospectively, for instance to understand whether different results are comparable, or the differences should be understood more in terms of statistical than clinical uncertainty. Roughly speaking, it is the responsibility of the CGM manufacturer to achieve the performance of its own device, but it is the responsibility of the designer of the clinical trial to make sure that the trial reflects this performance-in our case the accuracy-with the desired level of certainty.
Methods and Results

Computation of the MARD
The MARD is based on the comparison between paired measurements of a given CGM system and a reference method. MARD is computed as mean value of the absolute relative differences (ARD) where y CGM is the value measured by the CGM device, y ref is the value measured by the reference measurement device at t k , where t k N k r ef , , ,...
are the times when reference measurements are available. Please notice that in this article MARD always stands for the mean absolute relative difference, and never the median absolute relative difference. The median absolute relative difference, however, is calculated in a very similar way (median of all values ARD k ) and the results presented here could also be calculated for the median absolute relative difference (and look very similar).
Clinical Data
For the current work CGM recordings from a recent clinical study performed at the Institute for Diabetes Technology (IDT), Germany, have been used. 5 During this study 12 subjects with type 1 diabetes mellitus (T1DM) spent 7 days at IDT wearing 6 CGMs in parallel, among them 2 FreeStyle® Navigator I (Abbott Diabetes Care, Alameda, CA). The study has been performed according to the recommendation of the CLSI guideline POCT05-A, 17 including induced glucose excursions. During this study, reference measurements have been collected by means of SMBG once per hour during the day and at least once during the night using the FreeStyle Navigator's built-in BG meter with the corresponding test stripes. The same device has been used to calibrate all CGM systems according to the manufacturer specifications. Furthermore, venous blood samples have been taken at specified times in parallel to SMBG and have been analyzed for the plasma glucose concentration by means of YSI 2300 STAT Plus (YSI, Yellow Springs, OH). Details of the study can be seen in Freckmann et al. 5 In this article, for sake of simplicity only data from 1 of the FreeStyle Navigator devices alone is presented (in this article often referred to as "exemplary CGM"), but analogous results have been obtained for all sensors.
All analyses described in this document have been performed using the entire CGM recordings for each individual together with the corresponding SMBG data. The sparse YSI measurements have only been used to quantify the reliability of the SMBG system but not for the MARD computations.
Continuous BG Profiles and the Number of Paired Points
As already stated, a key factor which affects the estimation of MARD is the number of paired points used. Indeed, as MARD is computed using measured values which include stochastic components, MARD itself is also a stochastic quantity. If the stochastic components have zero mean, as they frequently are assumed to be, they will cancel each other and their effects will decrease with an increasing number of paired points, as already shown phenomenologically in Kirchsteiger et al 14 by dropping some values.
That analysis can be extended for this analysis by using a retrospective interpolation of the reference measurements described in Del Favero et al. 16 In this way, we can assign a reference value to each CGM measurement. If we use all these points, we obtain the best approximation of the "real" MARD in terms of number of paired points. Such 14 by dropping randomly some paired points. The results have already been shown in Figure 3 for aforementioned exemplary CGM device and a confidence interval ɣ = 0.95.
MARD and the Accuracy of Reference Measurements
Of course not only CGM systems have a limited accuracy, the same holds for any measurement device, including those used to provide the reference measurements, especially when BG meters (see, eg, Freckmann et al 18 ) and not laboratory devices are used to this end (see Delatour et al 19 ). This effect however is often ignored when computing MARD, even though it was shown in Kirchsteiger et al 14 that it can be potentially enormous.
To study this effect Monte Carlo simulations of BG profiles perturbed by random noise have been performed. The error of the reference measurement device was assumed to be uncorrelated and Gaussian (mean error: 0%, accuracy error [expressed by the confidence interval, γ = .95]: err ref )
. No bias was considered as the CGM calibration was done with the same reference device. The effect of this error on the ARD can be computed by extending the basic formula as follows: Figure 4 shows the impact of an error in the reference measurements for the same exemplary CGM device as before.
Notice that an increase of the error of the reference does increase slightly the uncertainty (seen by the thickness of the red line) but primarily increases the value of MARD. Roughly speaking: the MARD computed from a clinical study is the sum of the MARD of the device and of the MARD of the reference system. With the continuous improvement of CGM systems, a MARD value computed from data from a clinical study in which SMBG has been used as reference may turn out to be more of an evaluation of the accuracy of the SMBG rather than of the CGM. The results shown have been obtained using the entire vector of paired points. For a lower number of reference points this width would be larger.
In practice both effects discussed so far, the limited number of paired points and the limited accuracy of the reference measurements, appear jointly. An example for the resulting distribution of MARDs as a function of both quantities has been shown in Figure 3 .
Other Effects
As can be expected and has been shown in Kirchsteiger et al, 14 there are more effects that influence the MARD from clinical studies, in particular: . In particular, it is obvious that the MARD value will reflect the accuracy only in the ranges in which a sufficient number of measurements have been collected-that was one of the reasons behind the guideline. 17 Different distributions of paired points can affect the computation of MARD.
14 However, it is easy to compensate this effect using a weighted form of the MARD computation which will be described elsewhere. For the current work it was assumed that the distribution of paired points as from the clinical trial 5 is representative for trials conducted according to the guideline. 17 Of course, a stronger standardization of the study protocols of trials designed for the performance assessment of CGM systems to obtain a better distribution should be envisioned.
CGM time delays also have of course an influence on the MARD, with higher time delays normally leading to larger differences between CGM values and paired reference measurements, which is especially true during pronounced glucose swings. Indeed, it has been shown in Pleus et al 21 that CGM systems with comparable overall MARD values but different time delays differ significantly in accuracy during pronounced swing phases, also depending on the direction of change.
However, from the patient point of view, these time delays should not be removed as they influence the readings and the patient has no way to compensate them. From the point of view of study design, the number and intensity of glucose swings included in the data used for the CGM performance assessment does of course influence MARD, with a higher proportion of swings typically leading to higher MARD values. Since this effect is more difficult to quantify or to compensate, it should best be tackled by assuring that CGM systems are all assessed under similar test conditions or ideally in head-to-head trials (as, eg, in Freckmann et al 5 ).
In the following we shall not consider these issues even though they are important.
MARD Reliability Index
The main advantage of MARD is its simplicity, so it is natural to look for a simple metric to quantify the reliability of the MARD computation. Such a reliability index MRI (MARD Reliability Index) is proposed here.
The index used in this article has been computed with the following formula:
where p(MARD) is the probability density function (PDF) of MARD (for a given number of reference measurements and a known error to the reference measurements system), whereas 0.95 is the desired level of confidence (for 95 % confidence). MRI corresponds to the size of an interval around MARD 0 so that it can be said with a confidence of 95 % that the MARD from a clinical trial lies within the interval MARD 0 ±MRI. MRI gives thus a conservative estimate for the error in MARD.
For the case of a very high accuracy of the reference measurements system the probability of obtaining a given value of MARD (the probability density function, or PDF) will be centered around MARD 0 -the value corresponding to a very high number of measurements. This is shown in the left (dashed curve) in Figure 5 . Increasing the number of paired In other words, MRI corresponds roughly to the width of the confidence interval of MARD with γ = .95. More precisely, MRI is the value such that the integral, that is, the area under the PDF curve, from MARD 0 -MRI till MARD 0 +MRI (ie, the gray area in Figure 5 ) adds up to the desired certainty, in our case .95.
Exemplary results for MRI are shown in Figure 6 . As expected, a higher accuracy of the reference measurement and a higher number of paired points corresponds to a smaller MRI, in the direction of the lower right corner.
However, there is another key message of this figure which might be less obvious-improving only the accuracy of the reference or increasing only the number of paired points used is not the sensible approach because it will not improve the quality of the estimation of MARD beyond a given threshold. For instance, if 250 paired points are used, reducing the error of the reference measurement below 4% will not improve the confidence. Conversely, if the accuracy is low, say 10%, using 4000 or 10 000 points will hardly make a difference. As in practice the number of available paired points will be limited, it follows that there is a threshold for the accuracy of the reference beyond which an improvement does not help. They must be improved jointly.
Notice, finally, that the plot depends to some extent on the MARD 0 value of the CGM. Notice that the accuracy of the reference measurement is much more important for more precise CGM sensors, that is, the correct choice of the reference device will be the longer the more important for the new generations of devices.
These plots enable calculating MRI based on the known protocol from a clinical trial. The number of reference measurements is normally given explicitly in publications about the CGM performance (see, eg, Table 1 in Kirchsteiger  et al  14 ) . It is usually also stated which reference measurement system was used. The level of accuracy of the reference measurement device can then for example be obtained from publications about the performance of different BG systems (see, eg, Freckmann et al 18 ). As the MARD 0 is usually unknown, the nearest expected value can be used-for example, the MARD 0 closest to the MARD resulting from the clinical trial.
These plots can be used also in the study design phase. Having a guess for the expected MARD value, minimum requirements for the relative error of the reference measurement system and for the number of paired points can be estimated as a function of the desired reliability-for example, the same as in a former study.
Discussion and Conclusions
The main aim of this article was to provide tools to assess the reliability of the MARD values obtained by a study. The statistics behind it may look somewhat complicated, and we have omitted most details, but the key results are rather simple. First, we insist once more on the fact that the study design does affect our estimation of the performance of the CGM, and we are not far from the moment in which some reference devices, for example, SMBG, may have a comparable or even worse accuracy than CGM. If-or when-this becomes true, not taking these facts into account may cause the actual MARD value to assess basically the accuracy of the reference device and not of the CGM.
Second, we must be aware that a single bottle necknumber of paired points or accuracy of the reference-cannot be overcome by improving the other parameter: the study must be balanced, both parameters must be improved in a congruent way.
Third, the newly introduced MRI offers a simple graphic indication about which parameters to choose or conversely to estimate how reliable a former study was. Again, it is a single measure, like MARD, but conveys complementary information which is very important to avoid comparing apples to oranges.
Last but not least, the authors wish to underline once more that MARD does not reflect the very reason for the existence of CGM, the frequent measurements, and thus MARD needs to be complemented by other quantities like PARD 22 designed for this purpose.
It would be highly desirable to have these criteria included in a future version of the guideline on clinical studies for the assessment of CGM performance and followed more frequently than the Clinical and Laboratory Standards Institute.
17
Abbreviations AP, artificial pancreas; BG, blood glucose; CGM, continuous glucose monitoring; MARD, mean absolute relative difference; MRI, MARD reliability index; PARD, precision absolute relative difference; PDF, probability density function; SMBG, self-monitoring of blood glucose.
Declaration of Conflicting Interests
The author(s) declared the following potential conflicts of interest with respect to the research, authorship, and/or publication of this article: MS and GS are full-time employees of Roche Diabetes
