In laser-driven wakefield, ionization induced injection is an efficient way to inject electrons in the plasma wave. A detailed study on the beam dynamics under the influence of beam loading effects, which can be controlled by the concentration of nitrogen impurity introduced in the hydrogen gas was conducted. For a specific value of this percentage, the final energy of the high-energy electron bunch becomes nearly independent of the trapped positions, thus leading to a small energy dispersion. We also show that the final beam emittance is mainly determined by the injection process.
Introduction
Laser-driven plasma waves are capable of sustaining orders of magnitude increases in accelerating gradient [1, 2, 3] . In experiments, acceleration gradients > 100 GV/m [4, 5] have been demonstrated, making laser wakefield acceleration (LWFA) a promising way towards more compact high-energy accelerators with a wide range of applications.
Acceleration of an electron beam in a single laser plasma accelerator stage is limited to a length determined either by diffraction, depletion of laser driver, or dephasing of electrons. Multistage acceleration schemes, consisting of an injector, a transport line and an accelerator [6] , are considered as one of the solutions to the next energy frontier. In these schemes, the electron injector is expected to produce a high-quality electron beam with narrow energy spread and small emittance. Many efforts have since been devoted to the control of the electron beam properties in the injector [7, 8, 9] .
Ionization induced injection scheme [10, 11, 12] , with the use of trace atoms brings about an additional degree of freedom, allows electron trapping at lower plasma densities, and use of lower laser intensities as compared to the self-injection scheme [9, 7, 13, 14] . However, the major disadvantage of the ionization induced injection scheme is the large energy spread of generated electrons due to continuous injection, as long as no competing mechanisms such as beam loading effects or the laser intensity decreases below the injection threshold are in play. Several methods to reduce the energy spread have been proposed [15, 16, 17, 18, 19, 20] throughout the years. These methods use a few mm-long mixed gas volume followed by a volume where pure gas is injected, the second volume acting * . Corresponding author URL: patrick.lee@u-psud.fr (P. Lee), brigitte.cros@u-psud.fr (B. Cros)
as an accelerator and energy filter. In the same line of thought, a detailed investigation on utilizing beam loading effects to reduce energy spread of the accelerated electron bunch was carried out [21] .
This article provides complementary results to [21] , in which the ionization induced injection scheme was studied for a mixture of hydrogen and nitrogen. In this scheme, the hygrogen gas is used to control precisely the background plasma electron density, whereas the nitrogen gas is used to tune independantly the number of injected electrons. We report on the trajectory analysis by analyzing the correlation between the injection position and the final properties of the high-energy electrons. We demonstrate that, at an optimum nitrogen concentration, beam loading effects lead to a final energy which is nearly independent on the injection position, yielding to the creation of a sharp peak distribution in the energy spectrum of the accelerated electron bunch. Regarding the emittance, our results also show that, the larger value observed in the laser polarization direction is mainly due to the injection process.
The remaining of the paper is organized as follows. In Section 2 are reported the laser-plasma parameters and the numerical setup for PIC simulations. The trajectory analysis of the trapped electrons is discussed in Section 3. Finally, the evolution of the beam emittance is presented in Section 4. characterized experimentally and by using dynamic fluid simulations with the SonicFoam solver in openFOAM [23] , with its longitudinal density profile shown in Fig. 1 [24] . The light blue area indicates the longitudinal density profile of the gas cell (left vertical axis). Evolution of a 0 (z) with respect to the propagation axis z (right vertical axis) for propagation in vacuum (green dashed line) and in plasma at different C N 2 : 2% (black solid line), 1% (blue dashed line), 0.5 % (red dashed-dotted line) and 0.35 % (magenta dotted line). The gas cell is equipped with a gas inlet at the top and adjustable plates at the entrance and the exit used to modify the density profile from both ends, these plates of 500 µm in our study configuration are represented by the gray area. The length of the gas cell, L cell = 1 mm. The laser propagates from left to right.
Several criteria are taken into consideration in making the choice of the laser-plasma parameters in this study. The injector should deliver an electron beam with an energy range between 50 − 200 MeV. The lower limit is fixed at 50 MeV to avoid the dominance of space charge effects, and to minimize the energy spread as it scales as 1/γ 2 , where γ = (1 − (v/c) 2 ) −1/2 , is the Lorentz factor, v the velocity of the electron and c, the speed of light. On the other hand, the upper limit is fixed at 200 MeV to allow for a compact transport line for electron beam manipulation before coupling to the first accelerating structure. In this study, we have chosen to accelerate electrons up to 150 MeV. The required normalized transverse emittance of the electron bunch has to be small, ε n ∼ 1 mm mrad, whereas the energy spread should be < 10% and the charge should be above ≥ 10 pC.
The optimization work has the objective to produce a quasimonoenergetic beam with the maximum of charge in the energy range of 150 MeV. It relies on the optimization of the phase space rotation by choosing an acceleration length L acc close to the electron dephasing length, such that
−3/2 , with λ p plasma wavelength, λ 0 laser wavelength, a 0 the vector potential of the laser pulse propagating in the vacuum at the focal point, and n e0 the maximum electron number density on axis. Considering all these factors and results from the previous studies [21, 25] , the plasma density is fixed at max(n e0 ) to 4 × 10 18 cm −3 , with a gas cell length of ∼ 1mm.
The maximum value of the laser amplitude in normalized units is defined by a 0 (z) = max r,t [ea(r, z, t)/m e ωc], where ω is the laser frequency, e the electron charge, and m e the electron mass. a 0 of the laser pulse is chosen to be 1.6 as it is large enough to ionize and inject the 6 th electron of nitrogen but not too large to provoke self-trapping of electrons after selffocusing in the plasma, the limit of which is ∼ 4 [11] . This value of a 0 (z) = 1.6 corresponds to the maximum value of laser amplitude at the focal plane longitudinal position in vacuum, z = z f . In our simulations, the laser pulse is assumed to have Gaussian temporal and spatial profiles, with a laser duration, τ L = 20 fs at full-width at half-maximum (FWHM), and a laser waist, w L = 1µm at 1/e 2 of the laser intensity, for efficient excitation of the plasma wave. The laser is also focused at the exit of the gas cell so as to get an increase of the plasma longitudinal field after the injection process in order to reduce the energy spread as will be demonstrated in next sections.
For this study, we have performed simulations for several nitrogen concentrations, C N 2 ranging from 0.35%, 0.5%, 1%, and 2%. Electrons created during the ionization of hydrogen and L-shell (outer shell) of nitrogen early at the front of the laser pulse, move collectively under the action of the ponderomotive force, resulting in the plasma wave structure behind the laser pulse. With the parameters considered in this study, Kshell (inner shell) electrons of nitrogen are ionized only close to the peak of the laser pulse ; they can thus be injected at a phase of the plasma wave favoring their local trapping into the existing plasma structure. In order to keep the density profile independent of C N 2 , the total density, n e (z) with z the coordinate along the laser axis in the gas cell, is adjusted according to the relation n e (z) = n at (z)[1 + 4C N 2 ], with n at total density of atoms.
Numerical setup
Simulations were performed with WARP [26] using the azimuthal Fourier decomposition algorithm [27, 28, 29] in cylindrical geometry, and a field ionization module [30] to describe ionization modules based on the ADK model [31] .
The mesh resolution was chosen to be ∆z = λ 0 /25 and ∆r = λ 0 /6 in the longitudinal and transverse directions.
Note that the simulation was performed up to few hundreds of µm away from the exit of the gas cell, at positions where the plasma wakefield is nearly zero. At these positions, the divergence of the electron beam has already reduced the space charge force, therefore electrons propagate nearly without interaction.
Influence of nitrogen concentration on trapped electron dynamics

Laser plasma interaction
In Fig. 1 is illustrated the ELISA longitudinal density profile (left vertical axis) and the evolution of a 0 (z) while interacting with the plasma for all C N 2 and in green dashed curve the evolution of a 0 (z) of a laser propagating in vacuum, with z the laser axis (right vertical axis). In vacuum, the a 0 value attains 1.6 at z f = 2.8 mm, as expected. When the plasma was introduced, the laser self-focused and increased the value of max(a 0 (z)) by nearly a factor of 2, compared to the vacuum case. We also observe that the evolution of a 0 (z) is independent of C N 2 , implying that the generated plasma waves are similar in all cases. Any further modification to the plasma waves during injection and acceleration processes can only be caused by the beam loading effects, which are directly controlled by C N 2 .
When keeping n e0 = max [n e (z)] constant, the influence of C N 2 on the laser propagation and the plasma wake generation is insignificant. Ionization and trapping of electrons coming from the ionization process N 5+ → N 6+ take place efficiently for a 0 > 1.5, occurring at z = 2.1 − 2.2 mm, close to the density plateau but still at the density up ramp. 200 µm further, at z = 2.3 mm, N 6+ → N 7+ ionization process begins, requiring an a 0 ≥ 2.0. For the rest of the article, we denote the 6 th electron the electron created from the ionization process N 5+ → N 6+ and the 7 th electron from N 6+ → N 7+ . In Table. 1 is reported the beginning, end positions, and the length of the injection process for each C N 2 . We observe that the higher the C N 2 , the earlier the injection process begins, and the shorter the injection length. The earlier injection position for high C N 2 is due to an abundance of nitrogen atoms, therefore the probability of getting injected into wakefields is higher at the earlier stage, whereas the shorter length can be explained by the truncation due to beam loading effects [21] .
Dynamics of trapped electrons
In order to analyze the dynamics of trapped electrons, we backtracked 2000 randomly sampled trapped electrons (1000 for the 6 th and 1000 for the 7 th electrons) starting from z exit = 5.1 mm all the way back to their injected position, also corresponding to the position of their first appearance in the simulation. A study of correlation between the electron average energy at z exit and its injection position, z i are performed on the 6 th , and the 7 th in Fig. 2 , and in Fig. 3 respectively. The blue dots and the red triangles represent respectively the average value of the average energy and the energy dispersion per slice along the injected position.
From Fig. 2(a-b) , the average values of E represented by the blue dots show that earlier injected electrons gain a higher energy as compared to the later ones. This observation is due to the fact that earlier injected electrons are accelerated to a larger distance, as the energy gain is given by ∆E = eL acc E z , with e the elementary charge, L acc the acceleration length and E z the average accelerating wakefield. In contrast, in Fig. 2(c-d) , two populations can be identified. The first population suggests that electrons injected at z i < 2700 µm have a narrower average energy range at z exit , between 125 − 180 MeV, providing a peaked distribution in the energy spectrum, and these electrons constitute the high-energy electron bunch ; the second population electrons injected at z i > 2700 µm, behave the same way as the electrons in Fig. 2(a-b) . This behavior is related to beam loading effects. The lowest energy spread is obtained when ∆E becomes independent of L acc , implying that E z , should increase with z i as 1/z i . With the laser being focused at the exit of the gas cell, the longitudinal plasma wakefield satisfies the aforementioned condition, as observed in Fig. 2(c-d) where beam loading effects are not prominent. However with a higher charge being trapped in the case of high C N 2 , the accelerated electron bunch produces a wake that drastically modifies the fields of the accelerating wakefield, resulting in a decrease of the accelerating wakefield for electrons that are trapped at later times. As these electrons experience a lower accelerating wakefield as compared to the previously injected ones, their energy does not reach energy values equivalent to the high-energy electron bunch. In terms of energy dispersion, σ E / E is shown to increase with the injected position z i . In the case of C N 2 < 1%, the earlier injected electrons with z i < 2700 µm, have a high average energy E > 125 MeV, and a low energy dispersion σ E / E ≤ 5%. In fact, the energy dispersion per slice is given by σ E (z) = P(z)∆E z (z) , where P(z) and ∆E z (z) are respectively the number of electrons and the gradient of the accelerating field over a length ∆z.
In Fig. 3 , the same tendency is retrieved for the 7 th electrons, only that they are trapped starting from z i ∼ 2300 µm, which is ∼ 200 µm further than the 6 th electrons. This 200 µm difference in the injection starting position leads to the 7 th electrons contributing mostly to the low energy end.
Evolution of the transverse emittance of the accelerated electron bunch
The beam emittance is a key parameter in designing the transport system to the accelerating stage of the multistage accelerator. The evaluation of the beam emittance presented here only takes into account electrons falling inside the distribution fitted by Gaussian after thresholding the beam spectrum profile at 50 % of the peak value. This definition excludes contributions of low-energy electrons which are not relevant for injection into the second stage, and can dominate the rms beam emittance. Fig. 4 shows the evolution of emittance in the transverse plane (x, y), with y being the laser polarization axis, for all C N 2 . The normalized rms emittance is calculated using the standard formula ε Fig. 4(a) , for all C N 2 , there is first an increase to a value of ∼ 0.5 mm.mrad, then a plateau is observed beginning from z ∼ 2500 µm, a signature of the end of injection of highenergy electrons, which then enter the acceleration phase. The length of this plateau correlates to the acceleration length, it is shorter in the case of high C N 2 because of beam loading effects. The further increase of emittance for z > 3000 µm, situated in the down ramp of the plasma density profile, can be due to nonadiabatic evolution of the plasma wave or numerical inaccuracy, a further investigation is required to pinpoint the main cause.
In Fig. 4(b) , the evolution of ε y shows a steep increase in the injection phase, at z ∼ 2500 µm, the attained value is > 3 times its counterpart in the x−direction, due to the laser polarization effect [32] , where a residual transverse momentum p ⊥ /m e c ≈ a(z i ) contributes to the emittance growth during the ionization process. Likewise, a slight inflection of the value is observed before the increase till the end of the simulation. 5 shows the variation of emmitances (a) ε x and (b) ε y with respect to average energy, E , for all C N 2 . In Fig. 5(a) , we observe a plateau at ε x = 0.5 mm.mrad, this plateau extends to certain values of average energy, where a steep increase is then observed. This suggests that ε x remains constant during the acceleration phase, and its growth only takes off when the acceleration is over, in the down ramp of the longitudinal plasma density profile. As for ε y , as shown in Fig. 5(b) , the initial plateau is higher than in ε x , but a similar tendency is retrieved.
Conclusion
We have reported on a detailed analysis of the dynamics of the ionization induced injected electrons in a realistic laserplasma configuration via the control of the nitrogen concentration. This analysis shows that for an optimized value of trace atom concentration, the final energy of the high-energy electron bunch becomes independent of their injection position, minimizing the energy spread. In addition, we have shown that the electron beam emittance is nearly independent of the accelerating phase, its growth is mainly during the injection and after the acceleration phases.
