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Метод преобразования Фурье 
в задачах сопряжения 
электромагнитных полей 
Метод интегральных преобра:юваний широко применяется 
при решении задач математической физики, его значение трудно 
преувеличить. Иместсх множество публикаций, статей и моно­
графий, носвященных решению конкретных задач и обоснованию 
метода в целом. 
В монографиях [1] и [2] получены реu1е11ия ряда ключевых 
задач электродинамики классическим методом преобразования 
Фурье и блиэкими к нему методами. Как отмечено в предисловии 
редактора перевода к книге [2), в некоторых слу•1аях изложение 
не вполне строгое. Анализ публикаций последних лет показы­
вает, что при решении задач электродинамики переход к инте­
гральным преобразованиям в пространствах обобщенных функ­
ций позволяет обосновать многие действия, которые раньше бы­
лп оправданы скорее физической интуицией, чем математически­
ми доказательствами. Особо отметим монографию (3), где дано 
полное исс.педование зада•~ дифракции электромагнитных волн 
на металлических экранах па основе теории псевдодифференни­
альных операторов. 
В книге [4] метод преобразования Фурье используется при све­
дении широкого круга граничных задач мRтсматической физики 
к краевым задачам для аналитических функций . Сужение клас­
сов заданных и искомых функций ради доступности изложения 
не дало возможности рассматривать решения типа распростра­
няющихся волн. Тем не менее, расширение метода на классы 
распределений подготовлено: пос:ледняя глава. посвнщена урав­
нениям в пространствах обобщенных функций . 
В лекции обсуждается ряд вопросов, связанных с примене­
нием интегрального преобр11эования Фурье в задачах сопряже­
ния электромагнитных полей:. Рассмотрены некоторые ключе­
вые задачи электродинамики . Основное внимание уделено выво­
ду интегральных и сумматорных представлений решений уравне-
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ния Гельмгольца и системы Максвелла, основанному на решении 
вспомоrатсльных задач Коши , а также тсхиике нерехода от ис­
ходных задач электродинамики к эквивалентным интеrра.т1ьным 
уравнениям. 
Приняты сJiедующие обозна•1ения. Переменные х, у, z при 
нреобра.зовании Фурье переходят в переменные €, ТJ, (, при этом 
функции (распределения) и их образы Фурье обозначаются оди­
наково . Точка над обозначением переменной показывает, что эта 
вещественная переменная продолжена н комплексную область . 
При подготовке лекции использованы работы [5] --[13]. 
1. Введение 
Обсудим предварительно некоторые детали, связаиные с при­
менением метода интеграJ1ьных преобразований в задачах элек­
тродинамики. 
1.1. Интегральное преобразование Фурье. 
Пусть интегральное преобра.зование Фуры определено фор­
мулой [22) 
+ov 
F : f(x) 1- F(€) = ~ J f(x)eщdx, 
у 27Т 
-ос 
для такого преобразования имеют место фор.мула обращения 
+со 
;:-l : FIO 1- f(x) = - 1- J FIOe-i{xd€ ~ 
- 00 
и формула коммутации с операторами 
'D : f(x) 1-+ J'(x); М: F(<) 1- i€F(€). 
Преобразование Фурье имеет глубокий математический и фи­
зический смысл: практически любую функцию можно пред­
ставить в виде линейной комбинации простых функций вида 
exp(-i€x) . Такие функции принято называть элементарными 
во.пнами и.ли .шрмои.и1>а.Ми. 
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После того, как были исследованы свойства интеграла Фурье 
при комплексных значениях параметра Е, стало возможным при­
менять метод преобразования Фурье при решении краевых задач 
для дифференциальных уравнений в классах функций, не обра­
щающихся в нуль на бесконечности. Фундаментальное значение 
имеет теорема Винера-Пэли ([23], [2] и [1]), в соответствии с кото­
рой образы Фурье односторонних функций из J, 2 являются ана­
литическими в соответствующих полуплоскостях функциями. 
В теории распределений имеет место аналогичное утвержде­
ние [14] : если аналитическая по z = х + iy в трубчатой обла­
сти функция f( z) имеет ограниченный рост по переменной у, то 
ее предел нри у -+ О в смысле слабой сходимости в простран­
стве распределений является распределением на оси Im z = О. 
Для нас в дальнейшем исключительно важным будет обратное 
утверждение : распределение медленного роста на бесконечности 
может быть аналитически 11родолжено с вещественной оси в верх­
нюю или нижнюю полуплоскость, если его носитель принадле­
жит положительной или отрицательной по.11уоси соответственно. 
Найдем образы Фурье нескольких односторонних функций. 
Пусть а - комплексное число, Re а > О . Легко проверить, что 
если 
то 
и если 
то 
f(x)={e-a",x>U; О.х<О}, 
' i 1 
f Ю = у'2; { + ia 
f(x) ={О, х >О; е+ах . .r <о}, 
i -1 
F({) = 12=-с · . 
V"-7Г._-ia 
Пусть а - вещественное число. Если 
f(x)= {eiax. х>О ; О, х<О} , 
то 
F(E) = _i_. 1 
../2-ff Е +а+ iO 
и если 
f(x)= {О, х>О; еiат. х<О}, 
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то 
Р'(О = _z_· -1 .. 
.,f2; Е +а -10 
Эти формулы можно получить так: умножить функцию f(x) на 
e-<:i: (или на е t-cx), вычислить образ Фурье и перейти к пределу 
при с _, +0 (в смысле сходимости в пространстве распредеJJс­
ний). 
1.2. Соглашение о квадратном корне. 
Договоримся, как понимать выражение 
1(0 = Jk2 - е = J(k - О(Е + k) 
при комплексных в общем случае значениях переменной~ . Пусть 
пока k - вещественное положительное число. Чтобы выделить 
однозначную ветвь аналитической функции, проведем разрез 
комплексной плоскости , соединяющий точки ветвления -k и +k 
по отрезку вещественной оп1 (-k, +k] . Будем считать, что при из­
влечении корня из комплексного числа извлекается корень из его 
модуля, а аргумент делится пополам. Тогда, чтобы вычислить 
значение функции 1(~), нужно определить значения аргументов 
сомножителей k - (и~+ k = ~ - (-k). 
Пусть на положительной мнимой полуоси функция 1(~) при­
нимает вещественные положительные значения, например 1(i) = 
+v'k2+1, причем arg(k - () = - arg(( + k) Е (-1Г/2, О) . Следо­
вательно, если (лежит в верхней по.1уплоскости, то arg(k - ~) Е 
(-7r,0) и arg(~ +k) Е (O,ir). Тогда arg1IO Е (-1Г/2,+7r/'2), то 
есть значения функции лежат в правой полуплоскости. Точнее, 
функция /(~) отображает 1-й квадрант комплексной плоскости 
в 4-й квадрант, а 2-й квадрант в 1-й. Соответствие участков 
границ квадрантов показано на рисунке. 
® @ 
в У! \У А \а в 
а JL о Е J. у 
- - -
-k о +k -k о -+k -s у 
1 & 
А 
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Обозначим 1+(~) предельное значение функции 1(~) из верх­
ней полуплоскости на вещественной оси. Так как arg 1·+ (~) = 
+7Г/2 при { Е (-оо , -k) и arg 1+(0 = -7Г/2 при { Е ( +k , +оо), то 
{ 
{ Е (-оо, -k) 
1+(0 = { Е (-k .. +k) 
{ Е (+k.+oo) 
+iJ{2 - k2; 
+Jk2-e; 
-iJ<2- Р. 
Аналогично, предельное значение из нижней полуплоскости 
на вещественной оси этой же ветви функции "'r(~) 
{ 
{ Е (-оо. -k) 
1-({) = { Е (-k , +k) 
~ Е (+k,+oo) 
+iJe - k2 : 
-Jk2 -е ; 
-iJ<2- k2, 
при этом функция 1(~) отображает 3-й квадрант комплекс.ной 
плоскости во 2-й квадрант, а 4-й квадрант - в 3-й . 
@ 
с Е 1 
у о 
у -k то +k 
с У\ /У D D aj 
Пусть теперь k - комплексное число, Re k > О, Im k > О. 
Пусть k = k0 ei<Po, <ро > О. Условимся с•1итать , что 
где 1( ·) - определенная выше при вещественном k = k0 функ­
ция. Для знач~ний новой функции будем использовать те же 
обозначения 1·({). Так~м образом, при комплексном k однознач­
ная ветвь функции 1(~) выделена в плоскости с разрезом от -k 
до +k по отрезку прямой, проходящей через точки ветвления. 
Пусть~ - вещественное число. При { < О точки e-i<Po{ распо­
ложены во 2-м квадранте, значения 1(e-i<Pn{) · - в 1-м, а значения 
e+i<Po 1(e-i<P0 () - в верхней полуплоскости. Тогда 1(0 --+ 1+(() 
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при ср0 - О. При ( > О точки e-i<Po( расположены в 4-м ква­
дранте, :~начения r(e-i'1' 0 () - в 3-м, а. значения e+i.Pu -y(e-i'l'o() -
в нижнеИ поJiуплоскос.ти. Поэтому r(O -+ r- (0 при <ро - О. 
2. Интегральные и сумматорные представле­
ния решении уравнения Гельмгольца 
Чтобы получить интегральные или сумматорные представле­
ния решений уравнения Гельмгольца в плоских канонических 
облаСТ)!Х, рассмотрим вспомогательные :ждачи Коши. Как из­
вестно, задачи Коши для эллиптических уравнений с частными 
производными являются переопределенными. На границе обла­
сти достаточно задавать или значения искомого решения, или 
значения его норма.т~ьной производной, но не обе эти функции од­
новременно . Поэтому прежде всего нужно найти условия па гра­
ничные функции, которые обеспечивают существование и един­
ственность решения. 
2.1. Задача Коши для поJ1упJюскости. 
Будем искать решения уравнения Гельмгольца в верхней по­
луплоскости Ri 
(2.1) 
k - вещественное или комплексное число, удовлетворяющие rра­
ничным условиям 
(2.2) ) ( ди ( . и(х, О = ио х), дz х, О)= и1(х) 
(переопределенная задача Коши для полуплоскости). Достаточ­
но считать, как и во многих других задачах математической фи­
зики, что искомое решение u(x, z) Е L~0~(Ri). Но для обоснова­
ния метода преобразования Фурье удобно искать решения зада­
чи Коши в более широком классе - в пространстве распределе­
ний медленного роста на бесконечности . Чтобы у распределения 
и(х, z) и его производной по z были корректно определены следы 
на прямой z = О, нужно предполагать, чтобы оно принадлежало 
пространству Соболева H,(Ri), s > 3/2. Но если речь идет о 
решениях уравнения Гельмгольца, то достаточно рассматривать 
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решения зада•ш Коши в пространстве распределений Hf0 <(Ri) 
(см. [3]). 
Пусть 1+(0 - преде.1ьное значение на вещественной оси опре­
деленной в п.1.3 ветви многозначной функции 1(€). 
Теорема 2.1. Распределен·ие и(~:. z) является решением 
задачи (2.1) , (2.2) при вещественно.л.t k тогда и толысо тогда, 
когда 
(2.3) 
при-чtм его образ Фурье tt(~, () удовлетворяет уравнению 
(2.4) 1 (k 2 -е-(2) 11(~ , () = м:-[и1Ю- i(иа(О]. 
v27r 
Докюательство. Пусть и.(х, z) - решение задачи. Доопреде­
лим его нулем до всей плоскости и перейдем в уравнении (2.1) к 
образу Фурье 110 обеим переменным с учетом граничных условий 
(2.2) . Получим, что образ Фурье иЦ,() удовлетворяет уравне­
нию (2.4). Продолжим уравнение (2.1) по пер.еменной ( в верх­
нюю полуплоскость комплексной плоскости (, а переменную ~ 
будем рассматривать как параметр. При ~ < -k и ~ > +k по­
лином 1.~·2 - е - (2 имеет комплексные корни ±1+(Е). Так как 
распредеv1ение и(С () аналитически щ.ю.:.~.олжимо в верхнюю по­
луплоскость по (, то левая часть продолженного уравнения обра­
щается в нуль при ( = ±1+ (0, лежащих в верхней полуплоско­
сти . Тогда и правая часть уравнения обращается в нуль в этих 
точках, то есть выполняются равенства (2.3). 
С другой стороны, если ус.rювия (2.3) выполнены, то в урав­
нении (2.4) при ~ < -k и ~ > +k слева и справа имеются оди­
наковые множители, обращающиеся в нуль при ( = ±1+ (О. Со­
кратив их. можно найти решение и(~ . () уравнения (2.4), причем 
это распределение будет аt1а.литически продолжимо но ( в верх­
нюю полуплоскость. Тогда с помощью обратного преобразования 
Фурье легко получить решение исходной задачи Коши. О 
Исследуем решение уравнения (2.4) . При 1{1 > k 
(2.5а) 1 [ v1IO 112Ю ] и(~,()= V'h (- ~t+(O + ( + 1+(0 . 
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Условия (3) равносильны тому, что v1({) =О нри ~ < -k и v2({) = 
О при { > +k. При -k < ~ < +k полином k2 - е - (2 имеет 
вещественные корни ±1+((). Методом выхода в комплексную 
плоскость (точнее, в верхнюю полуплоскость) получим 
(2.5Ь) 1 [ v1(0 v2({) ] и(С () = J2i ( + iO - 1+ I0 + ( + iO + 1+ I0 . 
Тогда при z > О 
-k 
(2.6) u(x, z) = -~ J v2IO e+i-y+(Oz e-i~x d~-
-oo 
+k 
-~ J [v1(0 e-i-y+(€)z + v2{0 e+i-y+(Oz J e-i{x d~. 
-k 
В правой части формулы (2 .6) первые два слагаемых предста­
вляют собой суммы гармоник, затухающих в направлении оси z. 
Третье слагаемое содержит распространяющиеся волны, причем 
плотность интеграла v1(0 определяет гармоники, приходящие с 
бесконечности, а 1; 2 (~) - уходящие на бесконечность . 
Пусть выбрана зависимость поля от времени в виде ехр( il.lt). 
Будем различать два к:1асса решений задачи Коши (2.1), (2.2): 
уходящие на бесконечность решения, для которых выполняется 
условие 
(2.7) u1({) + i1+ ЮиоЮ =О, -k < ~ < +k 
и приходящие с бесконечности решения, для которых 
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На языке теории распределений можно дать ·"квивалентные 
определения [5] (см . также раздел '1) . 
Пусть теперь k - комплексное число , Re k > О , Iш k ~ О, при­
чем k = k0 ei'Po . Тогда образ Фурье искомого решения задачи 
Коши также удовлетворяет уравнению (2.4), при этом u({, () бу­
Д('Т аналитически продолжимо по ( в верхнюю полуплоскость 
тогда и только то1да, ког;щ выполнены условия 
u1(0 - ir+({)uo({) =О, {<О, 
u1IO + i1+(ОиоЮ =О , {>О. 
При 'f'o - О получим 
и1Ю - i1+(0uoIO =О, €<О, 
и1 Ю + ·ir- (0ио(О = О , € > О. 
Так как 1·-(О =-')'+(о nrи -k < { < +k, то в результате 
предельного перехода от комплексного волнового числа к веще­
ственному получим решение задачи Коши в классе уходящих 
на бесконечность решений . Таким образом, справедлив npunцun 
nрсdелъного поглощения для рассматриваемой задачи . 
Если обозначить 
10(0 = {1~1 > k +i J е - k2; 1€ 1 < k : -J k2 - е} 
(эта функция не является предельным значением какой-либо 
функции, анаJJитическоtt в верхней полуплоскости), то условия 
(2.:~), (2.4) и (2.7) можно записать в виде одного условия 
(2.9) 1t1 ({) - i10(~) uo(O = О, -оо < ~ < +оо. 
Для уходящих на бесконечность решений условие (2.9) устана­
вливают связь между заданными на прямой z = О распредеJJени­
ями и 0 (х) и u1(x) на языке их образов Фурье. Применив обратное 
преобразование Фурье, по.1учим 
+rx 
u1(x) = ~ j i1o(O uo(C) e-i€x d{, 
-оо 
lбl 
+оо 
( ) 1 J -i ( ) -i{x d ио х = Vh "YoIO u1 ~ е ~· 
- оо 
Легко видетh, что правые части этих равенств определяют вза­
им1ю обратные псевдидифференциалъиъ~е опсраторъ1 (ПДО) с сим­
волами -i/~10(0 и i-roIO соответственно [L9) . гл . II, §2 . Опера­
торы такого вида (операторы Пуанкаре-Стеклова и обратные к 
ним) используются в методе разделения обJiастей для эллипти­
ческих уравнений с раэрывными коэффициентами [20). 
Следствие 2.1. Решение и(х, z) урав нения (2.1} принадле­
жит классу уходящих от прямой z = О в полуплоскостъ z > О 
решений и удовлетворяет гран11чнъ1.м условиям (2. 2) тогда и 
толъко тогда. когда 
(2 .10) 
где 
+оо 
и1(х) = j uо(т) 1\о(т, х) dт, 
-оо 
+оо 
ио(х)= J и1(т)К1(т,х)dт , 
-оо 
+оо 
l\о(т, х) = ~ j i-yoIO еi{(т-х) d~ = 
2;г 
-оо 
- -i k (2) 
- 2ftГ(l/2) \т - xl Н1 (klт - xl), 
Интегралы в ядрах вычислены по формулам 130 и 134 из [21). 
Выполнив обратное преобраэовапие Фурье по двум перемен­
ным, из формул (2.5) получим интегральное представление реше­
ния задачи Коши (2.1), (2 .2) в классе уходящих на бесконечность 
решений. 
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Для нижней полуплоскости вес рассуждения проводятся то•1-
110 так же. Соответствующие этому случаю формулы можно по­
лучить из приведенных выше , если изменить знак у функции 
1+(0. 
EcJJи распределение и(х, z) в полуплоскости z > О является 
/-периодическим по переменной х, то его след и0 (х) и с.11ед u1(x) 
его производной по z на. прямой z = О будут периодиqескими рас­
пределениями с тем же нериодом . Обратное утверждение также 
имеет место. 
Обозначим для удобства Л = 27Г// . 
Теорема 2.2. Пустъ и(.r. z) - реше н11е уравнtни.я (2. 1) из 
l'•ласса Уl'Одяш,11.r от 11pJ1JHOt'l z = О в полуплоо.-ость :: > О ре­
шениil. Если одни из трех распреuелени1L и(х, z), uu(x) и u 1 (x) 
.явл.ястс.11 l-ntpuoдu-ч ec1CUM по з: , то и друг·ие имеет такой :нее 
период. Решсн11е зада1111 Коши (2.1), (2 .2) сущестt>ует тогда и 
только тогда, когда 'li:О:Jффициенты Фурье распрсделениil. иа(х) 
и u 1(x) св.я.ины равенства.~1и 
(2 .1 l) 11.1"-i1"110"=0. lп=i·o( Лn.), 11=0,±1, ... 
Пpll этом. 11pu ::: > О 
+оо 
{2 .12) и(х,z) = L 
н=- оо 
и e i1пzciЛr1x _ Оп · -
Это утверждение следует непосредственно из равенств (2 .10) . 
Например, 
+оо + сх.; 
сели 110(.r ) = L ll one iЛn :t то 1l1 (х) = L 1loni1(-Л11)eiЛnx _ 
n=-co ri=-oo 
Представление (2.12) .1.южно по.~учить и иэ формулы Грина. 
СJ1едствие 2.2. Пустъ 
1G:з 
Тмда 
(2 .13) 
1 + оо + оо j ( L CLn"f11 eiЛnт)K1(т,y)dт = L DneiЛny, 
0 n:::- oo n=-oo 
(2.14) 
• 1 +оо +""' j ( L аnеiЛnт)!\о(т , у)([т = L an1 11 eiЛny , 
0 n:::- oo n ::: - oo 
у Е (О , /), 
у Е (О,/) . 
Действительно, если считать, что а" = иun и ian /n = ·и1 11 
(множитель i внесен в ящн~) , то равенст1:1а (2.13) и (2.14)- просто 
формулы (2 .10) , записанные для периодических ра.спреде.r~ений . 
2.2. Задача Коши для четверти плоскости. 
Покажем , как работает метод преобразования Фурье в более 
сложном c.riyчae. Будем искать решения уравнения Гельмгольца 
(2 .1) в четверти плоскости J: >О , z >О , k - вещественное число , 
удовлетворяющие граничным условиям 
дu и(О, z) = ao(z), 82, (О , z) = a 1(z), 
(2 .15) 
ди и(х , О)= Ьо(х) , дz (х , О)= Ь1(х) 
(переопределе н на.я задача Л-оши дл.я. квадраита). 
Условимся обозначать римскю1и цифрами квадранты ком­
плексных плоскостей переменных Е и ( . Пусть биполушюскость 
п++ = {Re~ >О} х {Re( >О} . 
Теорема 2.3. Распределение и(х, z) .являе те.я решением 
задачи (2.1 ) , (2.15) тогда и толъко тогда, когда въ~полн.яетс.я 
равенство 
(2 .16) 
V'(~.() Е D++ k' - ~2 - (2 = О, 
при это.м распределени е u(E . () удовле творяет уравнению 
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Доказательство . Пусть и(х, z) - решение задачи . Доопре­
делим его нуле:-.1 до всей плоскости и будем рассматривать ка.к 
распределение. Перейдем к образам Фурье по обеим перемен­
ным . Получим. что обра.э Фурье и(~,() удоnлстворяст уравне­
нию (2 .17) . Та.к как распределение и(~ , () аналитически про­
должимо по ка.жл:ому своему аргу:vн'нту с вещественной оси в 
верхнюю комплексную полуплоскость, то есть с остова 1·ра.ниц 
бинолуплОСКОСТеЙ В п++ , ТО И уравнение (2.li) МОЖНО а.На.лИТИ­
ЧССКИ продолжить в эту область . Тогда, если k 2 - ~ 2 - ( 2 = О 
при некоторых (~ , () Е n++ , то и права.я часть продолженного в 
комплексную область уравнения (2 .17) обращается в нуль . 
С другой стороны , пусть ра.вснстnо (2. 16) nыполнено. Тогда 
из уравнения (2. 17) метолом выхол:R в комплексную плоскость 
можно найти распределение и(~ ,(). D 
Следствие 2.3. Распределеиие и(х, z) явл.яется решехие.м 
зада-чи (2.1). (2.16) тогда и только тогда, когда вы110.111tЯ10mся 
равехства 
(2 .18) ai(-1(~))- i~ao(-1(~)) + Ь1(~) + i1(~)bo(~) =О , ~ Е l , 
Доказательство . Действительно. пусть~ Е / . Тогда 1(~) Е IV 
и ( = -1(~) Е JJ. Если~ Е ll, то ( = 1(~) Е I . Поэтому условие 
(2 .16) равнос~1лыю уrлоnиям (2.18) и (2 .19) . 
Если же~ принадлежит поiюжительной мнимой полуоси , то 
есть~= iry, Т/ Е (О, +оо), то 1(~) принадлежит вещсствешюй оси, 
tю не принадлежит квадрантам I и I I . D 
Аналогичным образом :.южно получить равенства 
(2.20) а1(() + i1(()ao(() + 61(-1(()) - i(bo(-1(()) =О, ( Е Т, 
(2.21) а1(() - i1(()ao(() + Ь1(1(())- i(bo(1(()) =О , ( Е 11 , 
эквива..пептпые (2.18) и (2.19). Ле1·ко видеть, что если в (2.18) 
обозначить ( = -1(~) , П{JИ этом ~ = 1((), то получим (2.21) . 
Если в (2.19) обозначить ( = ~t(O. то получим (2.20). 
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Дальнейшие действия сводятся к следующему. Левые части 
равенств (2.18 )- (2 .21) нужно продолжить на границы квадран­
тов. Тогд<~ получи:-.-1 соотношения между образами Фурье гра­
ничных функций, которые обеспечивают существование решения 
зад<~чи Коши . Далее, представим решение уравнения (2.17) в ви­
де суммы простых дробей и применим обратное преобразование 
Фурье. Выделим слагаемые , содержащие приходящие с беско­
нечности гармоники и уходящие на бесконечность гармоники. 
Тогда можно будет сформулировать условия на бесконечности 
(условия излучения). Например, в решении задачи Коши отсут­
ствуют уходящие па бесконечность волны тогда и только тогда, 
ко гл.а 
Полная система равенств такого вида позволяет выразить 
распредемния а1(-), Ь1(-) через ао(-), Ьо(·) и наоборот. 
В [8], [10] получены решения задачи Коши для полуполосы 
х > О, О < z < h в случае, когда па отрезке О < z < h заданы 
значения искомого решения и его нормальной производной, а на 
лучах z = О, z = !1 - однородные условия Дирихле или Ней­
мана . Задача Коши для бесконечной полосы с произвольными 
граничными условиями решена в [13] . 
3. Интегральные и сумматорные уравнения 
скалярных задач сопряжения полеП 
Исследуем методом частичных областей три зад<1.чи сопряже­
ния на прямой скалярных электромагнитных полей в полуплос­
костях. Используем нредставления решений уравнения Гельм­
гольца, полученные в предыдущей главе . Будем считать, что 
компоненты поля не зависят от координаты у. Рассмотрим толь­
ко случай ТЕ-поляризации. 
Каждая из рассматриваемых задач может быть сформулиро­
вана как граничная за.даqа д.r1я уравнеНИJi Гельмго.пьuа 
(3.1) д2tt. д2и 2 дх2 + дz 2 +k (z)u(x,z)=O 
с кусочно-постоянным коэффициентом k(z) = {z >О k+; z < 
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О : k-} при различных условиях сопряжения на прямой z = О . 
Ограничимся случаем , когда k± - вещественные числа. 
3.1. Рассеяние ЭМВ на плоскоП границе раздела сред. 
Пусть на плоскость z = О падает электромагнитная ТЕ­
волна , приходящая из бесконе'чности . Нужно найти отраженную 
и преломленную волны . Такая задача сводится к задаче о скач­
'А:е для уравнения Гельмгольца: найти решение уравнения (3.1) 
при ;; > О и z < О в классе уходящих на бесконечность решений, 
удовлетворяющее при - ·х· < х < +оо условиям 
и(х , 0+ О)- и(х , 0-0) = а(х), 
(3 .2) ди ди дz(х , 0+0)- Dz(x ,0-0)=b(x) . 
Тсор~ма 3.1. Решение зада-.u о ска<tх-е (.'3 .1), {3.2} uмеет 
б uд 
+оо 
(3.3) ±( · ) __ 1_ J ±a(()f''F Ю - ib(O ± i1±щz -i{x d~ 
1.t х , " - ...fh 1'+(0+ 1'-ю е 
- 00 
при z > О и z < О, где 
Действительно , из теоремы 2.1 следует, •по 
(k- 2 -(- ( 2 )и-(С() = - ~[и!(О -i(u()(~)] , 
v27r 
причем распределения и[(О удовлетворяют равенствам 
Условия задачи о скачке в образах Фурье имеют вид 
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Тогда, рсшиА систему иэ четырех линейных уравнений, найдем 
и+ . __ i_· 1 аю1- Ю - iЬ(О (.; , ~) - J21Т ( + :+Ю 'У+(О + ,-ю ' 
_, _ i -1 -a(01+(.;)- ib(.;) и (",о- }2;(-1'-(<J 'У+(.;)+'У-ю 
и, пrимевиА обратное преобразование Фурье, получим (3.3). О 
Формулы (3.3) можно использоАать при доказательстве оче­
видного с физической точки зрения факта, что при падении плос­
кой волны на ПJюскую границу раздела сред отраженная и пре­
ломленная волны также будут плоскими волнами. 
Следствие 3.1. При r:± =<:решение зада-чи о скачке (3.1), 
(3 .2) и.меет вид 
+оо 
(3.4) ±( ) __ 1_ ! ±а(0'У(0 - ib(O ±i-y({)z-Цx dt и x ,z - j'h 21 (О е ". 
-оо 
Задача о скачке для уравнения Гельмгольца в пJюскослои­
стой среде аналогичным методом исследована в работах [12], [13). 
В [8], (1 О] получено явное решение задачи о скачке на отрезке 
х = О для уравнения Гельмгольца в полосе О < z < h при одно­
родных граничных условиях Дирихле или Неймана на прямых 
.:: = о 'z = /1 . 
3.2. Задача дифракции на металлическоii полосе. 
Пусть в плоскости z = О, разделяющей две среды z > О и 
z < О с диэлектрическими проницасмостями r;+ и <:-, расположе­
на идеально проводящая бесконечно тонкая металлическая по­
лоса а < х < /3. Нужно найти поле, возникающее при дифракции 
электромагнитной волны, падающей из области z > О на плос­
кость z =о. 
Будем искать решения уравнения Гельмгольца при z > О и 
при z <О в классе решений, уходящих от прямой z =О на беско­
нечность, в форме решений задачи Коши для верхней и нижней 
полуплоскостей с граничными распределениями и~(х) и иt(х). 
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Обозначим Л1 = (а,/1) и N = (-оо,а) U (/3, +оо). На границе 
раздела сред z = О должны быть выполнены условия 
(3.5) исi(х) + u~(x) =О, и0 (х) =О , х ЕМ, 
(3.6) исi(х) + и8(х) = и0 (х) , и{(х) + и?(х) = и)(х) , х Е N. 
Пусть е± = t:. Тогда r±(O = r(~) и формулы (2.10) задают 
зависимости между следами на пр>1мой z = О искомых и :задан­
ных распределений: 
(3 .7) 
+ оо +ос 
иt(х) = ± j u~(t)Л:o(t , x)dt, u~(t) = ± j иt(т)К1(т,t)dт, 
-со -оо 
+оо +оо 
и?(х) = - j ug(t)K0 (t, x)clt, u~(t) = - j и?(т)f{1(т, t)dт. 
-оо -оо 
Лемма 3.1. Зада'tа дифракции электро.~tагнитной волнъt 
на .металл11't ескоil полосе эквивалситна парном.у уравнению 
(3 .8) uci(x) = -ug(x), х ЕМ; иt(х) =О, х Е N. 
Действительно , из условия ( 3.5) непосредственно следует пер­
вая часть парного уравнения. При х Е N 
+оо 
ui(x) = и)(х) - и?(х) = - j u0(t)K0 (t, x)dt - и?(х) = 
-00 
+= + оо 
= - j иci(t)Ko(l,x)clt - j и8(t)Ko(t,x)dt - и~(х) = 
-оо -00 
= -и{(х) + и~(х) - u~(:r) = -иt(х) 
и тогда ui(x) =О . О 
Точно так же можно показать , что задача дифракции на по­
лосе эквива.пснтна парному уравнению 
lбУ 
Из (:3.7) - (3.9) следует, что следы на :; = О искомых распреде­
лений в задаче дифрак1щи на полосе удовлетворяют уравнениям 
(3 .10) 
(3 .11) 
uci(t) = J иТ(т)К1(т,t) dт , 
м 
иТ(х) = - J ug(t)Ko(t, J:) clt + J u6(t)f{o(t, х) dt , 
м N 
u0(t)=-f иj(т)Л'1(т,t)dт-J и~(т)J{ 1 (т , t)dт, 
м /1[ 
и) ( х) = - J и0 ( t) f{ о ( t , х) dt . 
/\( 
Теорема 3.2. .']ада'Ча дифракции на полосе эквивалентна 
иитеграл ·ьны.лt уравнения.лt 
(3.12) 
(3.13) 
J иТ(т)К1(т, t) dт = -и8(t), t ЕМ , 
м 
J u0 (t)l<o(t , x) dt = -и?(х), х Е Лf , 
/\/ 
(3.14) иТ(х) = J иТ(т) [/ К1 (т, t)Ko(t, х) dt] dт-
м /1/ 
-J u8(t)Ko(t,x) dt, х ЕМ , 
м 
(3 .15) "0(1) = j и;;(()~ Ко (( , т)К,(т, t) dт] d(-
-J и?(т)К1(т, t) dт, х Е /V. 
/\( 
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Доказательство. Интегральные уравнения (3.12) и (3.13) лег­
ко получить из уравнений (3.8) и (3.9) с помощью представлений 
(3 .10) и (3 .11), выразив в (3.8) исi(х) через иi(х) и в (3.9) и1(х) 
через и0 (х). 
Уравнения (3.14) и (3 .15) можно получить, рассматривая (3.10) 
и (3.11) как системы уравнений и исключая в них одно из неиз­
вестных граничных распределений . О 
Таким образом, с помощью полученных в главе 2 интеграль­
ных тождеств для граничных распределений падающей волны 
граничные условия задачи дифракции могут быть записаны как 
парное функциональное уравнение (3.8) или (3 .9} . Эти же тожде­
ства, записанные для граничных распределений искомых полей, 
позволяют преобра:ювать парные уравнения с одной стороны в 
интегральные уравнения (3.12) и (3 .13) формально 1-го рода , а с 
другой стороны , в интегральные уравнения (3.14) и (3 .15) фор­
мально 2-го рода. Отметим . что уравнение (3.12) имеет логариф­
мическую особенность в ядре, а уравнение (3 .13) - гиперсингу­
лярное . 
В [10] показано, что в задаче дифракции на полосе можно 
получить еще две пары аналогичных интегральных уравнений. 
Пусть теперь~+ f: ~- . Покажем, как при сведении задачи ди­
фракции на полосе к интегральному уравнению можно исполь­
зовать явное решение (3.3) задачи о скачке на прямой . 
Теорема 3.3. Зада"tа дифрак'Цuи на полосе эквивалентна 
интегралъно.му уравнению 
(3.16) 
-оо 
i j и?(О -•{xd м 
+ ..j2; "+(<) + /'-(~) е {, х Е . 
.лr 
Доказательство. Будем искать решение задачи дифракции 
в форме решения зада<rи о скачке. Из (3.5), (3.6) следует, что 
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а(х) = и6(х) - и0 (х) = -и8(х) на всей прямой и Ь(х) = uJ(x) -
и!(х) = -и?(х) на N. Тогда по формуле (3.3) 
-оо 
-оо 
Но иt(х) = -и8(х) , х ЕМ . О 
Следствие 3.2. При с:± = с: зада-ча дифра-,.ции на полосе 
эквивалентна интегральному уравнению 
(3.17) j Ь(т)!\1(т,t) dт = -u~(t) + j и~(т)К1 (т,t) dт, t ЕМ . 
М N 
Доказательство . Запишем уравнение (3 .16) при t:± = с: и вы­
разим Ь(О через Ь(х) с помощью обратного преобразования Фу­
рье . С другой стороны, уравнение (З . 17) можно получить, если 
из уравнения (3.12) вычесть равносильное ему уравнение отно­
сительно и!(х). О 
В работах (8], (10) показано , как с помощью аналогичных рас­
суждений могут быть выведены интегральные уравнения в зада­
че о дифракции э .ТJектромаrнитной волны на перегородке в плос­
ком волноводе с металлическими стенками . 
3.3. Задача дифракции на периодическоii решетке. 
Пусть в плоскости ху расположена /-периодическая решетка, 
состоящая из бесконечно тонких и идеально проводящих метал­
лических лент, парал.'Jельных оси х. Обозначим через М множе­
ство точек интсрва.па (O , l), расположенных внутри сечения лент, 
а через N .. -. все внутр_енние т_очки оставшейся части интервала. 
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Пусть из области :: > О нормально к решетке падает плоская 
электромагнитная волна с потенциальной функцией u0(y, z) = 
e -il:z . Нужно найти дифрагированное поле. 
Будем искать потенциальные функции поля над решеткой и 
под решеткой в виде (в соответствии с теоремой 2.2) 
+ оо 
u+(y, ::) = L: ctnei"rn'eiЛny. z >О , 
ti:= - 00 
(3.18) 
+оо 
и-(у , z) = L brie-i1.•eiл11y , z <О, 
11=-00 
1·де обозначено Л = 2rr // и 
''}'n = Jk2 - (Лn) 2 = 
= { п s; i/>.: jP - (Лn) 2 ; п ~ l/>.: i)(Ап)2 - k2 }. 
Ветвь корня выбрана так, чтобы отдельные гармоники были за­
тухающими или уходящим на бесконечность волнами (при зави­
симости вида e-iu;t компонент поля от времени) . При этом /о = k 
и / 'n ~ i!nl при lril __, = 
Лемма 3.2. Зада•tа дифракчии плоскоil волны на периоди­
ческоt'l решетке эквивалентна. 11.apнn.'idy с:умматорному уравне­
нию 
+оо 
( 3.19) L GneiЛny = -1, у ЕМ. 
n.=-oo 
+оо 
(3 .20) L an/n eiЛn y =О , у Е ;V. 
n=-oo 
Утверждение леммы непосредственно следует из условий со­
пряжения полей 
+"° +оо 
1 + L апеiЛпу =О. L b11 eiЛny =О, ХЕ .М, 
n=-oo n=-ca 
17:! 
+<>.> 
1 + L aneil\пy = xEN, 
n=-co п=-оо 
+оо 
-k + L а,,-уnеiлпу = -
n=-oo 
+оо L bn"Yneil\ny, xEN. 
11:-00 
Легко видеть. что Ьо = а0 + 1 и Ь" =а" Vn -:j:. О . о 
Теорема 3.4. Зада>tа дифракчuи nлocкoil волнъ~ на uepuo-
дu>tecr.:oil решетке эквивалентна БСЛАУ 
+оо 
(3 .21) l-ymam+ L a11(1--yn)In-т=-l_m, т=О,±1" .. , 
n=-co 
(3.22) 
1 +оо 
z ak - 7 :z: k=0,±1, .. " 
71=- ос. 
где 
lk = J еiЛkт dт, Jk = J eiЛkydy, k =О, ±1, ... 
м j,f 
Доказательство . Систему уравнений (3.21) легко получить, 
если приравнять коэффициенты Фурье JJевых и правых частей 
парного уравнения (3.19) , (3.20). 
Из (3 .20) и тождества (2.14) следует, что при у Е N 
(3 .23) 
+оо +оо L аnеiЛну = j ( L Un"}'neiЛriт)к1(т, у)dт = 
n=-oo М n=-oo 
+оо ! _ iЛпт , _ 
- L йп/n е f\1(т,у)dт -
n=-oo М 
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Приравняв коэффициенты Фурье левой и нравой частей парного 
равенства (3.19), (3.23), получим 
+оо +оо 
/ _ /. J ~ j( ~ 1 iЛ(m-k)y)d 
ak - - -k + l n~oo а"-у"М m~oo l'rn ln-me У 
ИJIИ (3.22). 0 
На. языке следов на z = О распределений и± (у, z) и их произ­
водных по z сумматорное уравнение (3.19) , (3.20) и аналогичное 
уравнение с неизвестными Ьп можно записать в виде 
иt(у) = -1 , у ЕМ; и°t(у) =О, у Е .л/, 
и0 (у) =О, !! Е Л.1; и~(у) = k, у Е .л/. 
Отсюда, рассуждая как в п.3.2, можно получить интегральные 
тождества для граничных распределений и, следовательно, ин­
тегральные уравнения отпоситеJiьно и~(у), и~(у). 
Задача дифракции ЭМВ на нериодической решетке и различ­
ные ее обобщения подробно исследованы в монографиях (16], (17]. 
[18). Метод задачи Римана-Гильберта (или метод полуобраще­
ния) основан на том, что можно получить явное решение парного 
уравнения 
+оо +оо L a"eiЛny = -1, у Е _,\;/, L anlnleiЛny =О, у Е .л/, 
н==-сю n=-oo 
а потом с его помощью привести к регулярному уравнение (3.19), 
(3 .2U). Изложенный выше метод интегральных тождеств также 
можно рассматривать как один из вариантов общего метода. по­
луобращения, позволяющий преобразовать интегра.11ьное уравне­
ние 1-го рода в уравнение 2-1·0 рода. 
4. Граничные задачи для системы уравнениi:i 
Максвелла 
При исследовании векторных граничных задач электродина­
мики также удобно использовать представления решений систе­
мы уравнений Максвелла, полученные при решении вспомога­
те:1ьных задач Коши методом преобразования Фурье . 
li5 
4.1. Задача Коши для полупространстnа. 
Рассмотрим задачу Коши для системы уравнений Максвсю1а 
В BepXIICl\I ПОЛуПрОСТраНСТВе я~ = { Z > 0} 
(4 .1) rot Н = i1;.1EoE Е , rot Е = -iwJiвµ Н, (х , у, z) Е Rt 
с вещественными с;,µ, считаем, что зависимость поля от времени 
имеет вид exp(iwl.). 
Как и в скал:,tрном случае, достаточно рассматривать реше­
ния системы (4.1) в пространствР L\0 c(Ri). Но удобнее исполь­
зовать существенно более широкое пространство распределений 
медленного роста на бесконечности Нfис ( Rt). 
Решение ( Е, Н) системы ( 4 .1) назовем уходящим от плоско­
сти z =О в полупростраиство z >О, если каждая из его компо­
нент F(x, у, z) = E:z:, Еу, Е,, H:z:, Ну, Н, 1) является распределе­
нием медленного роста, supp F(x , у , z) С {z >О} и 
2) 
(4.2) siпgsuppF(~,7],()П {(<О}= 0. 
Будем искать в Rt решение системы уравнений Максвелла 
по заданным на плоскости z = О значениям касательных соста­
вляющих векторов Е и Н , то есть решение, удовлетворяющее 
условиям 
(4.3) [z0 , Е](х, у , О)= е(х, у), [z0 , Н](х, у, О)= l1(x, у), 
где zo - единичный вектор оси z. Эта задача является переопре­
деленой, достаточно задавать на плоскости z = О только одно 
из двух граничных условий (4 .3). Но наша цель - найти связь 
между граничными функциями в переопределенной задаче . 
Пусть k - волновое число, k2 = w 2 µ0 µс; 0 с;. Обозначим 
Теорема 4 .1. Решение (Е , Н) систе.мы (4 .1) принадле­
жит классу уходящих от плоскости :: = О в полупространство 
z >О рещеииil и удовлетворяет граии"tНЪL.М условиям (4.3) тогда 
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и толъ~со тогда, когда дл.я образов Фуръе следов его ~со.мпонент 
на плоскости z = О в ·ьтолияется равенство 
( 4.1а) <.vEoE ;(€, 17) е(€ , т1} + Р(€ , 17) h(€, 17) =О 
или 
(4.4Ь) Р(€ , 17) е(С 17) - w/to/t 1({, 11) li({ , 17) =О, 
где 
( €ч k
2 
- е ) Р({,17)= ~ k2 t: . 
rг - . -".,., 
При. эmoJvt 
(4 . 5а) i 1 Е({ , 17 , ()=(+ (( )[Ae({ ,17)+-B({,17)h({ ,17)]. 
.., • 7] <..l[Q[ 
. 1 (4 . 5Ь) Н({,т1 , ()= (+ 1({ )[---B({ , 17)e({ ,17)+Ah({,17)], 
. ; , 17 wµoJt 
где 
В({, 77) = ( ~ ~ ) . 
.,., -€ 
Доказательство . Пусть (Е , Н) - решение задачи. Доопреде­
лим его нулем до всего пространства и перейдем в уравнепиях 
(4.1) к образам Фурье по всем переменным с учетом граничных 
ус.1овий (4.3). Получим систему уравнений 
-i71H, + hy + i(Hy = iwf:otE:r , -i17E, +Су+ i(Ey = -<.vµo;tЯ:r 
-hx - i(Hx + i{H, = iwtnEEy . -ех - i(E,. + i{E, = -<.v/to//Hy 
-i{Hy + i11Hx = iweoeE, , -i{Ey + i17Er = -wµo/tH,. 
Исключая компоненты },', , 11,, перейдем к векторным уравнени-
ям 
Р({, r1)[zo , Е] + wµoµ([:o , Н] = iwµoµh, 
wEof([zo, Е] - Р({. 71)[:0, Н] = iweoce. 
Исключая неизвестные векторы, получим уравнения 
((2 -12 (€, ry)][z0 , Е] = _i_: Р({, ry)h({, ТJ) + i(e({, 77), 
W [ o[ 
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[( 2 - 1 2 (С 77)][:0 , Н] = - - 1- Р(( ТJ)с(~, 77) + i(h(C 77) . 
;,..;µоµ 
Их µсшения будут предельными значениями аналитических в 
верхней 110лу11лоскости 110 nсремснно!! ( функций тогда и только 
ТОГДа, КОГда ПрИ е + 172 > k2 ВЫПОЛЮIЮТСЯ равенства ( 4.4) (ПрО­
ДОЛЖеНнЫе в верхнюю полуплоскость образы Фурье компонент 
поля не могут иметь там полюсов) . Условие (4.2) равносильно 
то~tу, что функцю1 F(~ , Т), () по переменной ( непрерывно нро­
должима на все точки отрицательной полуоси. Тогла равенства 
(4.4) должны выполняться и при е + 172 < k2 . о 
Отметим, что Р2 (~. ТJ) = -k212(C 17) !, I - единичная матрица 
(можно ввести такую нормировку , чтобы Р2 (~, 71) = !) . J:>авен­
ства ( 4.4а) и ( 4.4Ь) следуют друг иэ друга, это легко проверить, 
умножив их слева на матрицу Р(~. т1). 
Следствие 4.1. r:сл ·и вътолпе1t'ЬI условия (4.4) , то реше­
ние :JаОа'Ч.и 1\ oшtt существует, едипствеппо и 
Таким образом, равенства (4.4) задают зависимость между 
заданными на границе области значениями касательных ко11шо­
нент поля на языке их образов Фурье . 
СлЕ'дствие 4.2. Если образы Фуръе pacnpeдeлe?tuil с(х, у), 
h(x, у) удовлетворяют равенства.м (4.4), то 
(4 . 6а) 
( 4 . 6Ь) 
е(х,у) = --1-jjк(x1,y1 ;x.y) h(x1 , Y1) dx1 dy1, 
;...;с:ос: 
178 
где 
f;,."(J:1,y1;x,y) = 
= _1_ / !-1- P(f., 17) еi(з.· 1 - ~: )f. + i(y1 - у)17 df. d11. (211-)2 1((,11) 
Для уходящих от плоскости z = О в полупространство z < О 
решениfl условие ( 4.2) заменяется на 
(4.7) singsupp F(f. , 17,() n {(>О}= 0. 
Для уходящих в нижнее полупространство решений справедли­
вы аналогичные утверждения, достаточно во всех приведенных 
выше формулах изменитh :шак у функции 1(f., 17) . При этом, в 
частности, условия ( 4 .4) заменяютси на 
wEoE 1(С 17) e(f., 17) - P(f., 17) h(f., 17) =О 
( 1.8) 
P(f., 17) e(f., ТJ) + wµoµ 1(f., 17) h(f. , 17) =О. 
Для приходнщих к плоскости = = О решений системы ( 4 .1) 
в Rt также нужно ис110льэовать условие (4.7) вместо (4.2), а в 
определении приходящих к плоскости ::: = О решений системы в 
R3_ - условие (4.2) вместо (4.7). 
4.2. Задача о скачке на плоскости. 
Пусть E(z) = {z >О: Е+; z <О: f_}. Рассмотрим за­
дачу о скачке: найти решения (Е+ , Н+) при z >О и (Е_,Н_) 
при z < О системы уравнений Максвелла с кусочно-постоянным 
коэффициентом 
(4.9) rot Н = iwEoE(z) Е, rot Е = -iwµoµ Н, z #О, 
принадлежащие к.ГJассам рt>шений, уходящих от плоскости z = О 
на бесконечность и удовлетворяющие на z = О условиям 
( 4.10) 
[z0 , Е+ - Е_](х, у, О)= а(х, у), [:::0 , Н+ - Н _](х, у, О)= Ь(х, у), 
где а(х, у), Ь(х, у) - заданные вектор-функции. 
Теорема 4.2. Решеиие заdа-чи о сх:а-ч~е существует , един­
ственпо и 
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где 
1 --Р(С 77)а(С 11) ± 1:~:Ь(< . 77) 
!1± (С 11) = -""·-'-µ"'""'01-_i _______ _ 
1+(€.77) +т-(< . 11) 
Доказательство. Будем искать решение задачи о скачке при 
z > О и z < О как решения вспомогательных задач Коши для 
верхнего и нижнего полупространств соответственно. Образы 
Фурье е±(<, 77), h±(<, 77) предельных значений на плоскости z =О 
касательных составляющих векторов Е±, Н± должны удовле­
творять системе уравнений 
с+(<, 1J) - е_(<. 77) = а(С 17), h+(<, 17) - h-(<. 77) = Ь(€, 77), 
wc:ot:+"Y+(<, 77)е+(С 77) + Р(С 77)li+(<. 77) =О, 
wc:oC:-/-(~. 77)е_(~. 77)- Р(~, 17)h_(€, 77) =О. 
Решив эту систему линейных алгебраических (векторных) урав­
нений, получим 
где 
( с ) _ 1Е+/+(С17) - €-/'-(~ , 77) (' ) е..,,77 --- а..,,7]-
2 с:+ /'+(С 77) +с т-(С 71) 
1 1 
-- ) )Р(€,17)Ь(С11), 
W€0€+/'+(<',71 +E-r-(€,1J 
1 1 
h(C 77) = - (~ ) + (€ ) Р(~, 17)а(С 11)-
wµo1-i 1·+ , 17 /- , 17 
-~ l+(C 11) - 1-(~ . 77) Ь(С 77 ) . 2 "У+(С 77) + 1-(€ , 7J) 
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Следствие 4.3. Реше ние задачи о скачке дает решение 
задачи о падении элс11:тро1иагнитноf1 волны на плоскую гран1щу 
раадела сред. 
Сле.дствие 4.4. В частном случае, nptt Е± = Е решение 
задачи о скачке и.мсет вuiJ 
i 1 
E±({,ry,()= (±;({ , ТJ)2[(±л+ B({,ry)P({,ТJ))a({,ТJ)-
-~ (::: (} ) АР({ , 17) =t= -у({, ry)B({ , ТJ)) Ь(С 77)] , (.i)Euv У .., , 1) 
i 1 H±(~,1J , ()= (±-y(~ , ry)2"[(±A+ B(E,ry)P({,17))b({,1J)+ 
+-1-(-(~l ) АР({, ry) =t= -r({, 1J)B(C ТJ)) а(С 1))] . (.i)µoµ 'У .., , 17 
4.3. Задача дифракции на плоском экране. 
Пусть М - металлический экран, расположенный в плоско­
сти z =О и N - его допо.1нение до всей плоскости. Пусть Е± = Е, 
µ± =µи Е0(х , у, z) ·- напряженность электрического поля волны, 
падающей на экран (удобно с читать, что внешнее поле задано и 
сверху, и снизу). Нужно найти уходящие от плоскости z =О на 
бесконечность решения системы уравнений Максвелла в верхнем 
и в нижнем полупространствах, удовлетворяющие условиям 
( 4.11) [zo,E±+Eo](x,y)=O, (.z:,y)E/vf, 
(4.12) [zo, Е+-Е-](х, у) =О , [zo, Н +-Н _](х, у) =О, (х, у) Е N. 
Перейдем от задачи дифракuии к инте1·ра.льным уравнениям. 
Перепишем формулы ( 4.6) для следов на плоскости = = О нор­
мальных составляющих н:апряжснностей Е± , Н ± 
( 4.13) 
( 4.14) h±(X, у)= ±-1-f J J{(x1, У1 ; х, у) е±(Х1, У1) dx1 dy1 . 
;,;µоµ 
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И :j 1 ·раничных усJ1овий (4 .11) следует, что с+= е_ = -е0 на М . 
Но из условия (4 .12) и вне ::1 крана. с+ = е_ . Обозначим е = е+ = 
е_ . Тогда из (4.14) с:1сдует , что h+ + /1_ =О всюду на плоскости 
z =О, но при этом h+ = li_ на}./ . По:ному h+ = /1_ =О на ,V, а 
фоµмулы (4.13) и (4 .14) принимают вид 
(4.lf>) е(х,у) = =i=-1-f f l\.(J:1,y1;J.',y) h±(.r1,y1) dx1 dy1, 
IJ.iC:ot: 
(4 .lG) 11±(.е,у) = =i=-1-f f 1<(.i·1,1J1;x,y) ео(х1,у1) dx1 dy1± 
U) /10 Jl 
,\.1 
±-1 -jjк(x1 ,y1;x,y) е(х1,У1) dx1 dy1. 
wµoJL 
N 
Теперь условия ( 4.11) можно запис;пь как интегральные урав­
нения 1-го рода на М 
Исключая из (1 .15) и (4 .16) одну из неизвествых функций, полу­
чим интегральные уравнения 2-го рода 
(4.18) е(х,у)+ J./ e(J: 1,Y1)Lм(з.·1 , y1;x,y)dx1dY1 = 
.N' 
= j j eo(x 1, Y1)Lм(x1,y1 ; x,y)dx1dy1 , 
м 
Lм(х1,у1;х,у) = k\ j j l\(x1 , y1 ;x 2, y2)K(x2,y2;x,y)dx2dy2, 
м 
(4 .19) h±(x,y) + J J h±(X1,Y1)LN(X1, Y1 ;x,y)dx1dy1 = 
м 
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= =i:-
1
-f j К(х1 , У1; х, у) ео(х1, У1) dxi dyi, 
wµoJt 
м 
LN(X1,y1;x,y) = : 2 j j K(x1,y1;x2,y2)K(x2,y2;x,y)dx2dy2. 
N 
Теорема 4.3. 3ailaчa дифракции на плоско.ч экране :жви­
валстпна ы: 11:торны.~t uнтсгралъиы.tt уравнениям (4.17), (4.18) 
и (4-19) omuocttmeл.1>110 следов с±(х,у), h±(x,y) иа плоскости 
z = О нор.wальнъ~х составл.нющuJ: решениil сист.е.мы Максвелла 
(Е± , н±) . 
Замечание . Интегральное уравнение 1-го рода, эквивалент­
ное задаче дифракции , можно также получить с помощью фор­
муJJ, л.ающих решение вспо/\юrательной задачи о скачке (След­
ствие 4.1). Действительно , из сказанного выше следует, что 
а(х,у) = е+(х , у) - с_(х,у) =О всюду на плоскости z = О, а 
Ь(х,у) = li+(J:,y) - l1 _ (J: , y) = U на N, но остается неизвестной 
функцией на М. 
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