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A dichotomy theorem for nonuniform CSPs
Andrei A. Bulatov
Abstract
In this paper we prove the Dichotomy Conjecture on the complexity of
nonuniform constraint satisfaction problems posed by Feder and Vardi1
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1 Introduction
In a Constraint Satisfaction Problem (CSP) the question is to decide whether or
not it is possible to satisfy a given set of constraints. Constraints are often repre-
sented by specifying a relation, which is a set of allowed combinations of values
some variables can take simultaneously. If the constraints allowed in a problem
have to come from some set Γ of relations, such a restricted problem is referred to
as a nonuniform CSP and denoted CSP(Γ). The set Γ is then called a constraint
language. Nonuniform CSPs not only provide a powerful framework ubiquitous
across a wide range of disciplines from theoretical computer science to computer
vision, but also admit natural and elegant reformulations such as the homomor-
phism problem and a characterization as the class of problems equivalent to a logic
class MMSNP. Many different versions of the CSP have been studied across var-
ious fields. These include CSPs over infinite sets, counting CSPs (and related
Holant problem and the problem of computing partition functions), several vari-
ants of optimization CSPs, valued CSPs, quantified CSPs, and numerous related
problems. The reader is referred to the recent book [48] for a survey of the state-
of-the art in some of these areas. In this paper we, however, focus on the decision
nonuniform CSP and its complexity.
A systematic study of the complexity of nonuniform CSPs was started by
Schaefer in 1978 [57] who showed that for every constraint language Γ over a
2-element set the problem CSP(Γ) is either solvable in polynomial time or is NP-
complete. Schaefer also asked about the complexity of CSP(Γ) for languages over
larger sets. The next step in the study of nonuniform CSPs was made in the seminal
paper by Feder and Vardi [33, 34], who apart from considering numerous aspects
of the problem, posed the Dichotomy Conjecture that states that for every finite
constraint language Γ over a finite set the problem CSP(Γ) is either solvable in
polynomial time or is NP-complete. This conjecture has become a focal point of
the CSP research and most of the effort in this area revolves to some extent around
the Dichotomy Conjecture.
The complexity of the CSP in general and the Dichotomy Conjecture in partic-
ular has been studied by several research communities using a variety of methods,
each contributing an important aspect of the problem. The CSP has been an estab-
lished area in artificial intelligence for decades, and apart from developing efficient
general methods of solving CSPs researchers tried to identify tractable fragments
of the problem [32]. The very important special case of the CSP, the (Di)Graph
Homomorphism problem and the H-Coloring problem have been actively studied
in the graph theory community, see, e.g. [37, 38] and subsequent works by Hell,
Feder, Bang-Jensen, Rafiey and others. Homomorphism duality introduced in these
works has been very useful in understanding the structure of constraint problems.
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The CSP plays a major role and has been successfully studied in database theory,
logic and model theory [46, 45, 36], although the version of the problem mostly
used there is not necessarily nonuniform. Logic games and strategies are a stan-
dard tool in most of CSP algorithms. An interesting approach to the Dichotomy
Conjecture through long codes was suggested by Kun and Szegedy [49]. Brown-
Cohen and Raghavendra proposed to study the conjecture using techniques based
on decay of correlations [12]. In this paper we use the algebraic structure of the
CSP, which is briefly discussed next.
The most effective approach to the study of the CSP turned out to be the al-
gebraic approach that associates every constraint language with its (universal) al-
gebra of polymorphisms. The method was first developed in a series of papers by
Jeavons and coauthors [41, 42, 43] and then refined by Bulatov, Krokhin, Barto,
Kozik, Maroti, Zhuk and others [5, 8, 6, 3, 26, 16, 28, 52, 53, 58, 60, 59]. While
the complexity of CSP(Γ) has been already solved for some interesting classes of
structures such as graphs [37], the algebraic approach allowed the researchers to
confirm the Dichotomy Conjecture in a number of more general cases: for lan-
guages over a set of size up to 7 [14, 17, 51, 60, 59], so called conservative lan-
guages [15, 18, 19, 2], and some classes of digraphs [7]. It also allowed to design
the main classes of CSP algorithms [6, 24, 21, 11, 40], and refine the exact com-
plexity of the CSP [1, 8, 31, 50].
In this paper we confirm the Dichotomy Conjecture for arbitrary languages
over finite sets. More precisely we prove the following
Theorem 1 For any finite constraint language Γ over a finite set the problem
CSP(Γ) is either solvable in polynomial time or is NP-complete.
The proved criterion matches the algebraic form of the Dichotomy Conjecture
suggested in [26]. The hardness part of the conjecture has been known for long
time. Therefore the main achievement of this paper is a polynomial time algorithm
for problems satisfying the tractability condition. More specifically, we suggest
such an algorithm for languages that contain all the constant relations of the form
{(a)}, and this implies a general dichotomy due to the results of [26].
Using the algebraic language we can state the result in a stronger form. Let
A be a finite idempotent algebra and let CSP(A) denote the union of problems
CSP(Γ) such that every term operation of A is a polymorphism of Γ. Problem
CSP(A) is no longer a nonuniform CSP, and Theorem 1 allows for problems
CSP(Γ) ⊆ CSP(A) to have different solution algorithms even when A meets
the tractability condition. We show that the solution algorithm only depends on the
algebra A.
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Theorem 2 For a finite idempotent algebra that satisfies the conditions of the Di-
chotomy Conjecture there is a uniform solution algorithm for CSP(A).
An interesting question arising from Theorems 1,2 is known as the Meta-
problem: Given a constraint language or a finite algebra, decide whether or not
it satisfies the conditions of the theorems. The answer to this question is not quite
trivial, for a thorough study of the Meta-problem see [30, 35].
The paper consists of two parts. The first part of the paper aims at a self-
contained introduction into the main ideas of the solution algorithm. The sec-
ond part mostly concerns with further development of the algebraic approach and
technical proofs of the results, and is significantly more involved. We start with
introducing the terminology and notation for CSPs that is used throughout the pa-
per and reminding the basics of the algebraic approach. Then in Section 3.1 we
introduce the key ingredients used in the algorithm: separating congruences and
quasi-centralizer. Then in Section 3.2 we apply these concepts to CSPs, first, to
demonstrate how quasi-centralizers help to decompose an instance into smaller
subinstances, and, second, to introduce a new kind of minimality condition for
CSPs, block minimality. After that we state the main results used by the algorithm
and describe the algorithm itself. We complete the first part by introducing the
main technical construction to give an idea of why the algorithm works.
Part I
Outline of the algorithm
2 Introduction to CSP
For a detailed introduction to CSP and the algebraic approach to its structure the
reader is referred to a very recent and very nice survey by Barto et al. [9]. Basics
of universal algebra can be learned from the textbook [29]. In preliminaries to this
paper we therefore focus on what is needed for our result.
2.1 CSP, universal algebra and the Dichotomy conjecture
The ‘combinatorial’ formulation of the CSP best fits our purpose. Fix a finite set
A and let Γ be a constraint language over A, that is, a set — not necessarily finite
— of relations over A. The (nonuniform) Constraint Satisfaction Problem (CSP)
associated with language Γ is the problem CSP(Γ), in which, an instance is a pair
(V, C), where V is a set of variables; and C is a set of constraints, i.e. pairs 〈s, R〉,
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where s = (v1, . . . , vk) is a tuple of variables from V , the constraint scope, and
R ∈ Γ, the k-ary constraint relation. We always assume that relations are given
explicitly by a list of tuples. The way constraints are represented does not matter if
Γ is finite, of course, but it may change the complexity of the problems for infinite
languages. The goal is to find a solution, that is a mapping ϕ : V → A such that
for every constraint 〈s, R〉, ϕ(s) ∈ R.
We will often use the set of solutions of a CSP instance P = (V, C) or its
subproblems (to be defined later), viewed either as a |V |-ary relation or as a set of
mappings ϕ : V → A. It will be denoted by SP , or just S if P is clear from the
context.
Jeavons et al. in [41, 42] were the first to observe that higher order symmetries
of constraint languages called polymorphisms play a significant role in the study
of the complexity of the CSP. A polymorphism of a relation R over A is an op-
eration f(x1, . . . , xk) on A such that for any choice of a1, . . . ,ak ∈ R we have
f(a1, . . . ,ak) ∈ R. If this is the case we also say that f preserves R, or that R
is invariant with respect to f . A polymorphism of a constraint language Γ is an
operation that is a polymorphism of every R ∈ Γ.
Theorem 3 ([41, 42]) For constraint languages Γ,∆, where Γ is finite, if every
polymorphism of ∆ is also a polymorphism of Γ, then CSP(Γ) is polynomial time
reducible to CSP(∆). (In fact, this can be improved to a log-space reduction.)
Listed below are the several types of polymorphisms that occur frequently
throughout the paper. The presence of each of these polymorphisms imposes re-
strictions on the structure of invariant relations that can be used in designing a
solution algorithm. Some of such results we will mention later.
– Semilattice operation is a binary operation f(x, y) such that f(x, x) = x, f(x, y) =
f(y, x), and f(x, f(y, z)) = f(f(x, y), z) for all x, y, z ∈ A;
– k-ary near-unanimity operation is a k-ary operation u(x1, . . . , xk) such that
u(y, x, . . . , x) = u(x, y, x, . . . , x) = · · · = u(x, . . . , x, y) = x for all x, y ∈ A;
a ternary near-unanimity operation m is said to be a majority operation, it satisfies
the equations m(y, x, x) = m(x, y, x) = m(x, x, y) = x;
–Mal’tsev operation is a ternary operation h(x, y, z) satisfying the equations h(x, y, y) =
h(y, y, x) = x for all x, y ∈ A; the affine operation x− y + z of an Abelian group
is a special case of Mal’tsev operations;
– k-ary weak near-unanimity operation is a k-ary operation w that satisfies the same
equations as a near-unanimity operations w(y, x, . . . , x) = w(x, y, x, . . . , x) =
· · · = w(x, . . . , x, y), except for the last one.
The next step in discovering more structure behind nonuniform CSPs has been
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made in [26], in which universal algebras were brought into the picture. A (univer-
sal) algebra is a pair A = (A,F ) consisting of a set A, the universe of A, and a
set F of operations on A. Operations from F together with operations that can be
obtained from them by means of composition are called the term operations of A.
Algebras allow for a more general definition of CSPs that is used here. Let
CSP(A) denote the class of nonuniform CSPs {CSP(Γ) | Γ ⊆ Inv(F )}, where
Inv(F ) denotes the set of all relations invariant with respect to all operations from
F . Note that the tractability of CSP(A) can be understood in two ways: as the
existence of a polynomial-time algorithm for every CSP(Γ) from this class, or as
the existence of a uniform polynomial-time algorithm for all such problems. One of
the implications of our results is that these two types of tractability are equivalent.
From the formal standpoint we will use the stronger one.
The main structural elements are subalgebras, congruences, and quotient al-
gebras. For B ⊆ A and an operation f on A by fB we denote the restriction
of f on B. Algebra B = (B, {fB | f ∈ F}) is called a subalgebra of A if
f(b1, . . . , bk) ∈ B for any b1, . . . , bk ∈ B and any f ∈ F .
Congruences play a very significant role in our algorithm, and we discuss them
in more details. A congruence is an equivalence relation θ ∈ Inv(F ). This
means that for any operation f ∈ F and any (a1, b1), . . . , (ak, bk) ∈ θ it holds
(f(a1, . . . , ak), f(b1, . . . , bk)) ∈ θ. Therefore it is possible to define an algebra
on A/θ, the set of θ-blocks, by setting f/θ(a
θ
1, . . . , a
θ
k) = (f(a1, . . . , ak))/θ for
a1, . . . , ak ∈ A, where a
θ denotes the θ-block containing a. The resulting algebra
A/θ is called the quotient algebra modulo θ.
The following are examples of congruences and quotient algebras.
– Let A be any algebra. Then the equality relation 0A and the full binary relation
1A on A are congruences of A. The quotient algebra A/0A is A itself, while A/1A
is a 1-element algebra.
– Let Sn be the permutation group on an n-element set and binary relation θ is
given by: (a, b) ∈ θ for a, b ∈ Sn if and only if a and b have the same parity as
permutations. Then θ is a congruence of Sn and Sn/θ is the 2-element group.
– Let Ln be an n-dimensional vector space and L
′ its k-dimensional subspace. The
binary relation π given by: (a, b) ∈ π if and only if a, b have the same orthogonal
projection on L′, is a congruence of Ln and Ln/π is L
′.
The (ordered) set of all congruences of A is denoted by Con(A). This set
is actually a lattice. By HS(A) we denote the set of all quotient algebras of all
subalgebras of A.
The results of [26] reduce the dichotomy conjecture to idempotent algebras.
An algebra A = (A,F ) is said to be idempotent if every operation f ∈ F satisfies
the equation f(x, . . . , x) = x. If A is idempotent, then all the constant relations
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{(a)} are invariant under F . Therefore studying CSPs over idempotent algebras
is the same as studying the CSPs that allow all constant relations. Another useful
property of idempotent algebras is that every block of every its congruence is a
subalgebra. We now can state the algebraic version of the dichotomy theorem.
Theorem 4 For a finite idempotent algebra A the following are equivalent:
(1) CSP(A) is solvable in polynomial time;
(2) A has a weak near-unanimity term operation;
(3) every algebra from HS(A) has a nontrivial term operation (that is not a pro-
jection, an operation of the form f(x1, . . . , xk) = xi);
Otherwise CSP(A) is NP-complete.
The hardness part of this theorem is proved in [26]; the equivalence of (2)
and (3) was proved in [25] and [54]. The equivalence of (1) to (2) and (3) is the
main result of this paper. In the rest of the paper we assume all algebras to satisfy
conditions (2),(3).
2.2 Bounded width and the few subpowers algorithm
Leaving aside occasional combinations thereof, there are only two standard types
of algorithms solving the CSP. In this section we give a brief introduction into
them.
CSPs of bounded width. Algorithms of the first kind are based on the idea
of local propagation, that is formally described below. By [n] we denote the set
{1, . . . , n}. For sets A1, . . . , An tuples from A1 × · · · × An are denoted in bold-
face, say, a; the ith component of a is referred to as a[i]. An n-ary relation R over
sets A1, . . . , An is any subset of A1 × · · · × An. For I = {i1, . . . , ik} ⊆ [n] by
prIa,prIR we denote the projections prIa = (a[i1], . . . ,a[ik]), prIR = {prIa |
a ∈ R} of tuple a and relation R. If priR = Ai for each i ∈ [n], relation R is said
to be a subdirect product of A1 × · · · ×An.
Let P = (V, C) be a CSP instance. ForW ⊆ V by PW we denote the restric-
tion of P onto W , that is, the instance (W, CW ), where for each C = 〈s, R〉 ∈ C,
the set CW includes the constraint CW = 〈s ∩W,prs∩WR〉. The set of solutions
of PW will be denoted by SW .
Unary solutions, that is, when |W | = 1 play a special role. As is easily seen, for
v ∈ V the set Sv is just the intersections of unary projections prvR of constraints
whose scope contains v. One may always assume that allowed values for a variable
v ∈ V is the set Sv. We call this set the domain of v and assume that CSP instances
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may have different domains, which nevertheless are always subalgebras or quotient
algebras of the original algebra A. It will be convenient to denote the domain
of v by Av. The domain Av may change as a result of transformations of the
instance. Instance P is said to be 1-minimal if for every v ∈ V and every constraint
C = 〈s, R〉 ∈ C such that v ∈ s, it holds prvR = Av.
Instance P is said to be (2,3)-consistent if it has a (2,3)-strategy, that is, a
collection of relations RX ,X ⊆ V , |X| = 2 satisfying the following conditions:
– for every X ⊆ V with |X| ≤ 2 and every C = 〈s, R〉, prs∩XR
X ⊆ prs∩XR;
– for every X = {u, v} ⊆ V , any w ∈ V − X, and any (a, b) ∈ RX , there is
c ∈ Aw such that (a, c) ∈ R
{u,w} and (b, c) ∈ R{v,w}.
We will always assume that a (2,3)-consistent instance has a constraint CX =
〈X,SX 〉 for everyX ⊆ V , |X| = 2. Then clearly R
X ⊆ SX . Let the collection of
relations RX be denoted by R. A tuple a whose entries are indexed with elements
of W ⊆ V and such that prXa ∈ R
X for any X ⊆ W , |X| = 2, will be called
R-compatible. If a (2,3)-consistent instance P with a (2,3)-strategy R satisfies the
additional condition
– for every constraint C = 〈s, R〉 of P every tuple a ∈ R isR-compatible,
it is called (2,3)-minimal. For k ∈ N, (k, k + 1)-strategies, (k, k + 1)-consistency,
and (k, k +1)-minimality are defined in a similar way replacing 2,3 with k, k+ 1.
Instance P is said to beminimal (or globally minimal) if for everyC = 〈s, R〉 ∈
C and every a ∈ R there is a solution ϕ ∈ S such that ϕ(s) = a.
Any instance can be transformed to a 1-minimal, (2,3)-consistent, or (2,3)-
minimal instance in polynomial time using the standard constraint propagation al-
gorithms (see, e.g. [32]). These algorithms work by changing the constraint rela-
tions and the domains of the variables eliminating some tuples and elements from
them. We call such a process tightening the instance. It is important to notice
that if the original instance belongs to CSP(A) for some algebra A, that is, all
its constraint relations are invariant under the term operations of A, the constraint
relations obtained by propagation algorithms are also invariant under term oper-
ations of A, and so the resulting instance also belongs to CSP(A). Establishing
minimality amounts to solving the problem and therefore not always can be easily
done.
If a constraint propagation algorithm solves a CSP, the problem is said to be
of bounded width. More precisely, CSP(Γ) (or CSP(A)) is said to have bounded
width if for some k every (k, k + 1)-minimal instance from CSP(Γ) (or CSP(A))
has a solution. Problems of bounded width are very well studied, see the older
survey [27] and a more recent paper [4].
Theorem 5 ([4, 21, 47]) For an idempotent algebra A the following are equiva-
lent:
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(1) CSP(A) has bounded width;
(2) every (2,3)-minimal instance from CSP(A) has a solution;
(3) A has a weak near-unanimity term of arity k for every k ≥ 3;
(4) every algebra HS(A) has a nontrivial operation, and none of them is equivalent
to a module.
Omitting semilattice edges and the few subpowers property. The second type
of CSP algorithms can be viewed as a generalization of Gaussian elimination, al-
though, it utilizes just one property also used by Gaussian elimination: the set of
solutions of a system of linear equations or a CSP has a set of generators of size lin-
ear in the number of variables. The property that for every instance P of CSP(A)
its solution space SP has a set of generators of polynomial size is nontrivial, be-
cause there are only exponentially many such sets, while, as is easily seen CSPs
with n variables may have up to double exponentially many different sets of solu-
tions. Formally, an algebra A = (A,F ) has few subpowers if for every n there are
only exponentially many n-ary relations in Inv(F ).
Algebras with few subpowers are well studied, completely characterized, and
the CSP over such an algebra has a polynomial-time solution algorithm, see, [11,
40]. In particular, such algebras admit a characterization in terms of the existence
of a term operation with special properties, an edge term. We however need only
a subclass of algebras with few subpowers that appeared in [21] and is defined as
follows.
A pair of elements a, b ∈ A is said to be a semilattice edge if there is a binary
term operation f of A such that f(a, a) = a and f(a, b) = f(b, a) = f(b, b) = b,
that is, f is a semilattice operation on {a, b}.
Proposition 6 ([21]) If an idempotent algebra A has no semilattice edges, it has
few subpowers, and therefore CSP(A) is solvable in polynomial time.
Semilattice edges have other useful properties including the following one that
we use for reducing a CSP to smaller problems.
Lemma 7 ([20]) For any idempotent algebra A there is a binary term operation
xy of A (think multiplication) such that xy is a semilattice operation on any semi-
lattice edge and for any a, b ∈ A either ab = a or {a, ab} is a semilattice edge.
3 Solving CSPs
3.1 Congruence separation and centralizers
In this section we introduce two of the key ingredients of the algorithm.
10
Separating congruences. Unlike the vast majority of the literature on the alge-
braic approach to the CSP we use not only term operations, but also polynomial
operations of an algebra. It should be noted however that the first to use polynomi-
als for CSP algorithms was Maroti in [53]. We make use of some ideas from that
paper in the next section.
Let f(x1, . . . , xk, y1, . . . , yℓ) be a k+ℓ-ary term operation of an algebra A and
b1, . . . , bℓ ∈ A. The operation g(x1, . . . , xk) = f(x1, . . . , xk, b1, . . . , bℓ) is called
a polynomial of A. The name ‘polynomial’ refers to usual polynomials. Indeed,
if A is a ring, its polynomials as just defined are the same as polynomials in the
regular sense. A polynomial that depends on only one variable is said to be a unary
polynomial.
While polynomials of A do not have to be polymorphisms of relations from
Inv(F ), congruences and unary polynomials are in a special relationship. More
precisely, an equivalence relation over A is a congruence if and only if it is pre-
served by all the unary polynomials of A.
Let A be an algebra. For α, β ∈ Con(A) we write α ≺ β if α < β and
α ≤ γ ≤ β in Con(A) implies γ = α or γ = β; if this is the case we call (α, β)
a prime interval in Con(A). Let α ≺ β and γ ≺ δ be prime intervals in Con(A).
We say that α ≺ β can be separated from γ ≺ δ if there is a unary polynomial f
of A such that f(β) 6⊆ α, but f(δ) ⊆ γ. The polynomial f in this case is said to
separate α ≺ β from γ ≺ δ.
In a similar way separation can be defined for prime intervals in different co-
ordinate positions of a relation. Let R be a subdirect product of A1 × · · · × An.
Then R is also an algebra and its polynomials can be defined in the same way. Let
i, j ∈ [n] and let α ≺ β, γ ≺ δ be prime intervals in Con(Ai) and Con(Aj), respec-
tively. Interval α ≺ β can be separated from γ ≺ δ if there is a unary polynomial
f of R such that f(β) 6⊆ α but f(δ) ⊆ γ (note that the actions of f on Ai,Aj are
polynomials of those algebras).
The binary relation ‘cannot be separated’ on the set of prime intervals of an
algebra or factors of a relation is easily seen to be reflexive and transitive. Under
certain mild conditions it can also be shown to be symmetric in a certain sense
(Lemma 46), and so for the purpose of our algorithm it can be treated as an equiv-
alence relation.
Quasi-Centralizers. The second ingredient introduced here is the notion of quasi-
centralizer of a prime interval of congruences. It is similar to the centralizer as it
is defined in commutator theory, albeit the exact relationship between the two con-
cepts is not quite clear, and so we name differently for safety.
For an algebra A, a term operation f(x, y1, . . . , yk), and a ∈ A
k, let fa(x) =
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f(x,a). Let α, β ∈ Con(A), α ≤ β, and let ζ(α, β) ⊆ A2 denote the following bi-
nary relation: (a, b) ∈ ζ(α, β) if an only if, for any term operation f(x, y1, . . . , yk),
any i ∈ [k], and any a,b ∈ Ak such that a[i] = a, b[i] = b, and a[j] = b[j] for
j 6= i, it holds fa(β) ⊆ α if and only if fb(β) ⊆ α. The relation ζ(α, β) is
always a congruence of A (Lemma 51) and its effect on the structure of algebra A
is illustrated by the following statement.
Lemma 8 Let ζ(α, β) = 1A, a, b, c ∈ A and (b, c) ∈ β. Then (ab, ac) ∈ α.
Fig. 1(a),(b) shows the effect of large quasi-centralizers on the structure of al-
gebra A. Dots there represent α-blocks (assume α is the equality relation), ovals
represent β-blocks, let they be B and C , and such that there is at least one semilat-
tice edge between B and C . If ζ(α, β) is the full relation, Lemmas 7 and 8 imply
that for any a ∈ B and any b, c ∈ C we have ab = ac, and so ab is the only
element of C such that {a, ab} is a semilattice edge (represented by arrows). In
other words, we have a mapping that can also be shown injective from B to C . We
will use this mapping to lift any solution with a value from B to a solution with a
value from C .
(a)  z(a,b) is the full relation (b)  z(a,b) is not the full relation (c)  Congruence lattice of a subdirectly 
irreducible algebra
mA
1
0A
A
C
B
C
B
Figure 1:
3.2 The algorithm
We have seen in the previous section that big centralizers impose strong restrictions
on the structure of an algebra. We start this section showing that small centralizers
restrict the structure of CSPs.
Decomposition of CSPs. Let R be a binary relation, a subdirect product of A×
B, and α ∈ Con(A), γ ∈ Con(B). Relation R is said to be αγ-aligned if, for
any (a, c), (b, d) ∈ R, (a, b) ∈ α if and only if (c, d) ∈ γ. This means that if
A1, . . . , Ak are the α-blocks of A, then there are also k γ-blocks of B and they can
be labeled B1, . . . , Bk in such a way that
R = (R ∩ (A1 ×B1)) ∪ · · · ∪ (R ∩ (Ak ×Bk)).
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Lemma 9 Let R,A,B be as above and α, β ∈ Con(A), γ, δ ∈ Con(B), with
α ≺ β, γ ≺ δ. If (α, β) and (γ, δ) cannot be separated, then R is ζ(α, β)ζ(γ, δ)-
aligned.
Lemma 9 provides a way to decompose CSP instances. Let P = (V, C)
be a (2,3)-minimal instance from CSP(A), in particular, C contains a constraint
C{v,w} = 〈(v,w), R{v,w}〉 for every v,w ∈ V , and these relations form a (2,3)-
strategy for P. Due to (2,3)-minimality the domain of variables from V do not have
to be A itself, but can be subalgebras of A. Recall that Av denotes the domain of
v ∈ V . Also, let W ⊆ V and congruences αv, βv ∈ Con(Av) for v ∈ W be such
that αv ≺ βv , and for any v,w ∈W the intervals (αv , βv) and (αw, βw) cannot be
separated in R{v,w}.
Denoting ζv = ζ(αv, βv) we see that there is a one-to-one correspondence
between ζv and ζw blocks of Av and Aw. Moreover, by (2,3)-minimality these
correspondences are consistent, that is, if u, v, w ∈ W and Bu, Bv , Bw are ζu-,
ζv- and ζw-blocks, respectively, such that R
{u,v} ∩ (Bu ×Bv) 6= ∅ and R
{v,w} ∩
(Bv×Bw) 6= ∅, then R
{u,w}∩ (Bu×Bw) 6= ∅. This means that PW can be split
into several instances, whose domains are ζv-blocks.
Lemma 10 Let P,W, αv , βv be as above. Then PW can be decomposed into a
collection of instances P1, . . . ,Pk, Pi = (W, Ci) such that every solution of PW is
a solution of one of the Pi and for every v ∈ V its domain in Pi is a ζv-block.
Irreducibility. In order to formulate the algorithm properly we need one more
transformation of algebras. An algebra A is said to be subdirectly irreducible if the
intersection of all its nontrivial (different from the equality relation) congruences
is nontrivial. This smallest nontrivial congruence µA is called the monolith of A,
see Fig. 1(c). It is a folklore observation that any CSP instance can be transformed
in polynomial time to an instance, in which the domain of every variable is a sub-
directly irreducible algebra. We will assume this property of all the instances we
consider.
Block-minimality. Lemma 10 allows one to establish a much stronger version
of local consistency, block-minimality; in fact, it is not local anymore. The defini-
tions below are designed in such a way that to allow for an efficient procedure to
establish block-minimality. This is achieved either by allowing for decomposing a
subinstance into instances over smaller domains as in Lemma 10, or by replacing
large domains with their quotient algebras.
Let αv be a congruence of Av for each v ∈ V . By P/α we denote the in-
stance (V, Cα) constructed as follows: the domain of v ∈ V is Av/αv; for every
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constraint C = 〈s, R〉 ∈ C, the set Cα includes the constraint 〈s, R/αs〉, where
s = (v1, . . . , vk) and R/α = {(a[v1]
αv1 , . . . ,a[vk]
αvk ) | a ∈ R}.
Let P = (V, C) be a (2,3)-minimal instance and {RX | X ⊆ V, |X| = 2}
is its (2,3)-strategy. Let β = (βv)v∈V , βv ∈ Con(Av), v ∈ V , be a collection
of congruences. Let WP (β) denote the set of triples (v, α, β) such that v ∈ V ,
α, β ∈ Con(Av), and α ≺ β ≤ βv. Also,W
P denotesWP(β) when βv is the full
relation for all v ∈ V . We will omit the superscript P whenever it is clear from the
context.
For every (v, α, β) ∈ W(β), let Wv,αβ,β denote the set of variables w ∈ V
such that (α, β) and (γ, δ) cannot be separated in Rvw for some γ, δ ∈ Con(Aw)
with (w, γ, δ) ∈ WP (β). LetW ′(β) (and respectivelyW ′) denote the set of triples
(v, α, β) ∈ W(β) (respectively, fromW), for which ζ(α, β) is the full relation.
We say that algebra Av is semilattice free if it does not contain semilattice
edges. Let size(P) denote the maximal size of domains ofP that are not semilattice
free andMAX(P) be the set of variables v ∈ V such that |Av| = size(P) and Av is
not semilattice free. For an instance P we say that an instance P ′ is strictly smaller
than instance P if size(P ′) < size(P). For Y ⊆ V let µYv = µv if v ∈ Y and
µYv = 0v otherwise.
Instance P is said to be block-minimal if for every (v, α, β) ∈ W (here βv =
1v, v ∈ V ) the following conditions hold:
(BM1) for every C = 〈s, R〉 ∈ C the problem PW
v,αβ,β
if (v, α, β) 6∈ W ′, and the
problem PW
v,αβ,β
/µY otherwise, where Y = MAX(P) − s, is minimal;
(BM2) if (v, α, β) ∈ W ′, then for every (w, γ, δ) ∈ W−W ′ the problem PW
v,αβ,β
/µY ,
where Y = MAX(P) − (Wv,αβ,β ∩Ww,γδ,β) is minimal.
Observe that Wv,αβ,β can be large, even equal to V . However if (v, α, β) 6∈ W
′
by Lemma 10 the problem PW
v,αβ,β
splits into a union of disjoint problems over
smaller domains, and so its minimality can be established by recursing to strictly
smaller problems. On the other hand, if (v, α, β) ∈ W ′ then PW
v,αβ,β
may not
be decomposable. Since we need an efficient procedure of establishing block-
minimality, this explains the complications introduced in (BM1),(BM2). In the
first case PW
v,αβ,β
/µY can be solved for each tuple a ∈ R. Taking the quotient
algebras of the domains guarantees that we recurse to strictly smaller instances.
In the second case PW
v,αβ,β
∩W
w,γδ,β
/µY is decomposable, and we branch on those
strictly smaller subproblems.
Lemma 11 Let P = (V, C) be a (2,3)-minimal instance. Then P can be trans-
formed to an equivalent block-minimal instance P ′ by solving a quadratic number
of strictly smaller CSPs.
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The algorithm. In the algorithm we distinguish three cases depending on semi-
lattice edges and quasi-centralizers of the domains of variables. In each case we
employ different methods of solving or reducing the instance to a strictly smaller
one.
LetP = (V, C) be a subdirectly irreducible (2,3)-minimal instance. Let Center(P)
denote the set of variables v ∈ V such that ζ(0v, µv) = 1v. Let µ
∗
v = µv if
v ∈ MAX(P) ∩ Center(P) and µ∗v = 0v otherwise.
Semilattice free domains. If no domain of P contains a semilattice edge then
by Proposition 6 P can be solved in polynomial time, using the few subpowers
algorithm, as shown in [40, 21].
Trivial centralizers. If µ∗v = 0v for all v ∈ V , block-minimality guarantees the
existence of a solution, and we can use Lemma 11 to solve the instance.
Theorem 12 If P is subdirectly irreducible, (2,3)-minimal, block-minimal, and
MAX(P) ∩ Center(P) = ∅, then P has a solution.
Nontrivial centralizers. Suppose thatMAX(P)∩ Center(P) 6= ∅. In this case
we consider the problem P/µ∗. For this problem either size(P/µ∗) < size(P), or
MAX(P/µ∗) ∩ Center(P/µ∗) = ∅; in either case it can be solved by the previous
case or by recursion to a strictly smaller problem. We find a solution ϕ of P/µ∗
satisfying the following conditions. For every v ∈ V such that Av is not semilattice
free there is a ∈ Av such that {a, ϕ(v)} is a semilattice edge if µ
∗
v = 0v, or,
if µ∗v = µv, there is b ∈ ϕ(v) such that {a, b} is a semilattice edge. Then we
apply the transformation of P suggested by Maroti in [53]. By P · ϕ we denote
the instance (V, Cϕ) given by the rule: for every C = 〈s, R〉 ∈ C the set Cϕ
contains a constraint 〈s, R · ϕ〉. To construct R · ϕ choose a tuple b ∈ R such that
b[v]µ
∗
v = ϕ(v) for all v ∈ s; this is possible because ϕ is a solution of P/µ∗. Then
set R ·ϕ = {a ·b | a ∈ R}. By the results of [53] and Lemma 8 the instance P ·ϕ
has a solution if and only if P does and size(P · ϕ) < size(P).
Theorem 13 If P/µ∗ is 1-minimal, then P can be reduced in polynomial time to a
strictly smaller instance.
Comments on the algorithm. Using Lemma 11 and Theorems 12,13 it is not
difficult to see that the algorithm runs in polynomial time. Indeed, every time it
makes a recursive call it calls on a problem whose non-semilattice free domains
have strictly smaller size, and therefore the depth of recursion is bounded by |A| if
we are dealing with CSP(A).
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Algorithm 1 Procedure SolveCSP
Require: A CSP instance P = (V, C) from CSP(A)
Ensure: A solution of P if one exists, ‘NO’ otherwise
1: if all the domains are semilattice free then
2: Solve P using the few subpowers algorithm and RETURN the answer
3: end if
4: Transform P to a subdirectly irreducible, block-minimal and (2,3)-minimal
instance
5: µ∗v = µv for v ∈ MAX(P) ∩ Center(P) and µ
∗
v = 0v otherwise
6: P∗ = P/µ∗
7: /* Check the 1-minimality of P∗
8: for every v ∈ V and a ∈ Av/µ∗v do
9: P ′ = P∗(v,a) /* Add a constraint 〈(v), {a}〉 fixing the value of v to a
10: Transform P ′ to a subdirectly irreducible, (2,3)-minimal instance P ′′
11: If size(P ′′) < size(P) callSolveCSP onP ′′ and flag a ifP ′′ has no solution
12: Establish block-minimality of P ′′; if the problem changes, return to Step 10
13: If the resulting instance is empty, flag the element a
14: end for
15: If there are flagged values, tighten the instance by removing the flagged ele-
ments and start over
16: Use Theorem 13 to reduce P to an instance P ′ with size(P ′) < size(P)
17: Call SolveCSP on P ′ and RETURN the answer
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In order to prove Theorem 12 we introduce β-strategies that are somewhat
similar to (2,3)-strategies in the sense that they are also collections of relations
defined through some sort of minimality condition and are consistent. We show
how such constructions can be used to prove Theorem 12.
Let P = (V, C) be a subdirectly irreducible, (2,3)-minimal and block-minimal
instance. Let Av denote the domain of v ∈ V . Also, let βv ∈ Con(Av) and Bv a
βv-block. Let R be a collection of relations RC,v,αβ for every C = 〈s, R〉 ∈ C,
(v, α, β) ∈ W(β) and such that S(C, v, αβ) = s∩Wv,αβ,β is its set of coordinate
positions. Similar to (2,3)-minimality a tuple a ∈
∏
w∈X Ax for some X ⊆ V ,
is called R-compatible if for any C ∈ C and (v, α, β) ∈ W(β) it holds prTa ∈
prTRC,v,αβ , where T = X ∩ S(C, v, αβ). Collection R is said to be a β-strategy
with respect to (Bv)v∈V if the following conditions hold for every C = 〈s, R〉 ∈ C
and (v, α, β) ∈ W(β) (letW =Wv,αβ,β)
2:
(S1) the relations RX,R, where RX,R consists of R-compatible tuples from RX
for X ⊆ V , |X| ≤ 2, form a nonempty (2, 3)-strategy for P;
(S2) for every (w, γ, δ) ∈ W(β) (letU =Ww,γδ) and every a ∈ prs∩W∩URC,v,αβ
it holds: if (w, γ, δ) 6∈ W ′ then a extends to an R-compatible solution of
PU ; otherwise if (v, α, β) 6∈ W
′ then a extends to anR-compatible solution
of PU/µY1 with Y1 = MAX(P) − (W ∩ U); and if (v, α, β) ∈ W
′ then a
extends to an R-compatible solution of PU/µY2 , where Y2 = MAX(P) − s;
(S3) R ∩
∏
w∈sBw 6= ∅ and for any I ⊆ s any R-compatible tuple a ∈ prIR
extends to an R-compatible tuple b ∈ R.
Let P be a block-minimal instance, βv = 1v and Bv = Av for v ∈ V . Then
as it is not hard to see the collection of relations R = {RC,v,αβ | (v, α, β) ∈
W(β), C ∈ C} given by RC,v,αβ = prs∩W
v,αβ,β
R for C = 〈s, R〉 ∈ C is a β-
strategy with respect toB. Also, by (S3) a γ-strategy with γv = 0v gives a solution
of P. Our goal is therefore to show that a β-strategy for any β can be ‘reduced’,
that is, transformed to a β
′
-strategy for some β
′
< β. Note that this reduction
of strategies is where the condition MAX(P) ∩ Center(P) = ∅ is used. Indeed,
suppose that βv = µ
∗
v. Then by conditions (S1)–(S3) we only have information
about solutions to problems of the form PW/µ∗ or something very close to that.
Therefore this barrier cannot be penetrated.
2These are the most important conditions that a β-strategy has to satisfy. A complete and precise
list of conditions can be found in Section 9.3 or [23].
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Part II
Technicalities
We start this part with preliminaries, where apart from additional definitions and
notation, we remind some of the results of [16, 20, 21] related to colored graphs of
algebras and relational structures and also some of their properties. In Sections 4.4–
4.6 we advance these results a little further. Then in Section 5 we introduce in a
more detailed way the method of separating factors in congruence lattices using
polynomial operations of the algebra. This method constitutes the basis for our
algorithm. Some preliminary versions of this approach can be found in [13, 22].
In Section 6 we introduce again and study the quasi-centralizer operator on con-
gruence lattices that is similar to the well studied centralizer operator, although the
precise relationship between the two is not quite clear. In particular, it allows to
split certain CSPs into smaller ones. In Sections 7 and 8 we prove two important
technical results
In Section 9 we give a description of the algorithm, and prove its running time
and partially soundness. In very broad strokes the algorithm works as follows.
If none of the domains of P contains a semilattice edge in the sense of colored
graphs of algebras, then P can be solved by the few subpowers algorithm [11, 40],
as shown in [21]. Otherwise in most cases the problem can be solved by estab-
lishing block-minimality similar to that in [22]. The problematic case when block-
minimality does not provide a solution, or rather when it cannot be established is
roughly speaking when the domains of the instance have nontrivial centers in the
sense of the commutator theory. In this case we show in Section 9.2 that a solution
of a problem P ′ obtained from P by replacing some of its domains with quotient
algebras modulo their centers allows one to reduce the number of semilattice edges
in those domains, and we can recurse to an instance with smaller domains.
The key ingredient of our result is presented in Section 9.3. There for block-
minimal instances we introduce strategies that are in certain aspects similar to
strategies used to solve problems of bounded width, but allow us to approach gen-
eral CSPs. Then in Section 10 we show, Theorem 68, that if for a CSP instance P
satisfying the block-minimality conditions such a strategy exists, one can improve
(tighten) the strategy to obtain a solution of the quotient problem P ′ needed to re-
duce semilattice edges. This theorem is the most difficult and technically involved
part of the proof. Tightening of a strategy works by (effectively) reducing domains
of the CSP to a class of a maximal congruence, and then repeating the process as
long as possible. The main cases of tightening considered are: when the interval
formed by the maximal congruence used and the full congruence is Abelian, and
when it is non-Abelian, Sections 10.1 and 10.2, respectively. In the two cases we
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use quite different transformations of the strategy. In the Abelian case the argument
is based on the rectangularity of relations understood in a general sense, while in
the non-Abelian case the transformation is similar to that used for bounded width
CSPs in [21].
4 Preliminaries
We expand upon many of the definitions and notation given in Part I. For the sake
of convenience we also repeat some of the definitions given in Part I.
4.1 Universal algebra and CSP: notation and agreements
We assume familiarity with the basics of universal algebra and the algebraic ap-
proach to the CSP. For reference on universal algebra please use [29, 55]; for the
algebraic approach see the recent survey [9] and earlier papers [5, 3, 26, 28, 27, 20].
By [n] we denote the set {1, . . . , n}. For sets A1, . . . , An tuples from A1 ×
· · · × An are denoted in boldface, say, a; the ith component of a is referred to as
a[i]. An n-ary relation R over sets A1, . . . , An is any subset of A1 × · · · × An.
For I = {i1, . . . , ik} ⊆ [n] by prIa,prIR we denote the projections prIa =
(a[i1], . . . ,a[ik]), prIR = {prIa | a ∈ R} of tuple a and relation R. If priR = Ai
for each i ∈ [n], relation R is said to be a subdirect product of A1 × · · · × An. It
will be convenient to use A for A1 × · · · × An, or for
∏
v∈V Av if the sets V and
Av are clear from the context. For I ⊆ [n] or I ⊆ V we will use AI , for
∏
i∈I Ai,
or if I is clear from the context just A.
Algebras will be denoted by A,B etc.; we often do not distinguish between
subuniverses and subalgebras. For B ⊆ A the subalgebra generated by B is de-
noted Sg(B). For C ⊆ A2 the congruence generated by C is denoted Cg(C).
The equality relation and the full congruence of algebra A are denoted 0A and 1A,
respectively. Often when we need to use one of these trivial congruences of an
algebra indexed in some way, say, Ai, we write 0i, 1i for 0Ai , 1Ai . The set of all
polynomials (unary polynomials) of A is denoted by Pol(A) and Pol1(A), respec-
tively. We frequently use operations on subalgebras of direct products of algebras,
say, R ⊆ A1 × · · · × An. If f is such an operation (say, k-ary) then we denote its
component-wise action also by f , e.g. f(a1, . . . , ak) for a1, . . . , ak ∈ Ai. In the
same way we denote the action of f on projections of R, e.g. f(a1, . . . ,ak) for
I ⊆ [n] and a1, . . . ,ak ∈ prIR. What we mean will always be clear from the con-
text. We use similar agreements for collections of congruences. If αi ∈ Con(Ai)
then α denotes the congruence α1 × · · · × αn of R. If I ⊆ [n] we use αI to de-
note
∏
i∈I αi. If it does not lead to a confusion we write α for αI . Sometimes αi
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are specified for i from a certain set I ⊆ [n], then by α we mean the congruence∏
i∈[n] α
′
i where α
′
i = αi if i ∈ I and α
′
i is the equality relation otherwise. For ex-
ample, if α ∈ Con(A1) then R/α means the factor of R modulo α× 02× · · ·× 0n.
For α, β ∈ Con(A) we write α ≺ β if α < β and α ≤ γ ≤ β in Con(A) implies
γ = α or γ = β. In this paper all algebras are finite, idempotent and omit type 1.
The (nonuniform) Constraint Satisfaction Problem (CSP) associated with a re-
lational structure B is the problem CSP(B), in which, given a structure A of the
same signature asB, the goal is to decide whether or not there is a homomorphism
from A to B. For a class of similar algebras A = {Ai | i ∈ I} for some set I an
instance of CSP(A) is a triple (V, δ, C), where V is a set of variables; δ : V → A
is a type function that associates every variable with a domain in A. Finally, C is a
set of constraints, i.e. pairs 〈s, R〉, where s = (v1, . . . , vk) is a tuple of variables
from V , the constraint scope, andR ∈ Inv(A), a subset ofAδ(v1)×· · ·×Aδ(vk), the
constraint relation. The goal is to find a solution, that is a mapping ϕ : V →
⋃
A
such that ϕ(v) ∈ Aδ(v) and for every constraint 〈s, R〉, ϕ(s) ∈ R. It is easy to see
that if A is a class containing just one algebra A, then CSP(A) can be viewed as
the union of CSP(A) for all relational structures A invariant under the operations
of A. To simplify the notation we always write Av rather than Aδ(v), because the
mapping δ is always clear from the context. This also allows us to simplify the no-
tation for instances to P = (V, C). To allow for transformations of CSP described
below we assume that A is closed under taking subalgebras and quotient algebras.
The set of solutions of a CSP instance P = (V, C) will be denoted by SP , or
just S if P is clear from the context. ForW ⊆ V by PW we denote the restriction
of P onto W , that is, the instance (W, CW ), where for each C = 〈s, R〉 ∈ C, the
set CW includes the constraint CW = 〈s ∩W,prs∩WR〉. The set of solutions of
PW will be denoted by SW . For v ∈ V and a subalgebra B of Av by P(v,B) we
denote the instance P with an extra constraint 〈{v},B〉; note that this is essentially
equivalent to reducing the domain of v, and this is how we usually consider this
construction. For C = 〈s, R〉 ∈ C let R′ be a subalgebra of R and C ′ = 〈s, R′〉.
The instance obtained from P replacing C with C ′ is denoted by PC→C′ . The
transformation of P by reducing the domain of a variable v ∈ V or reducing a
constraint C ∈ C, that is, transforming P into P(v,B) or PC→C′ in such a way
that the new instance has a solution if and only if P does, will be called tightening
of P. Let αv be a congruence of Av for each v ∈ V . By P/α we denote the
instance (V, Cα) constructed as follows: the domain of v ∈ V is Av/αv; for every
constraint C = 〈s, R〉 ∈ C, the set Cα includes the constraint 〈s, R/αs〉. Note
that if A is closed under taking subalgebras and quotient algebras, then applying a
transformation of one of these kinds to an instance from CSP(A) results again in
an instance from CSP(A).
Instance P is said to beminimal (or globally minimal) if for everyC = 〈s, R〉 ∈
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C and every a ∈ R there is a solution ϕ ∈ S such that ϕ(s) = a. Instance P is
said to be 1-minimal if for every v ∈ V and every constraint C = 〈s, R〉 ∈ C
such that v ∈ s, prvR = Sv. Instance P is said to be (2,3)-consistent if it has a
(2,3)-strategy, that is, a collection of relations RX ,X ⊆ V , |X| = 2 satisfying the
following conditions:
– for every X ⊆ V with |X| ≤ 2 and any constraint C = 〈s, R〉, prs∩XR
X ⊆
prs∩XR;
– for every X = {u, v} ⊆ V , any w ∈ V − X and any (a, b) ∈ RX , there is
c ∈ Aw such that (a, c) ∈ R
{u,w} and (b, c) ∈ R{v,w}.
We will always assume that a (2,3)-consistent instance has a constraint CX =
〈X,SX 〉 for every X ⊆ V , |X| = 2. Then clearly R
X ⊆ SX . Let the collection
of relations RX be denoted by R. A tuple a whose entries are indexed with ele-
ments ofW ⊆ V such that prXa ∈ R
X for any X ⊆ W , |X| = 2, will be called
R-compatible. If a (2,3)-consistent instance P with a (2,3)-strategy R satisfies the
additional condition
– for every constraint C = 〈s, R〉 of P every tuple a ∈ R isR-compatible,
it is called (2,3)-minimal. Any instance can be transformed to a 1-minimal, (2,3)-
consistent, or (2,3)-minimal instance in polynomial time using the standard con-
straint propagation algorithms (see, e.g. [32] or [27]). These algorithms tighten the
instance.
4.2 Minimal sets and polynomials
We will use the following basic facts from the tame congruence theory [39], often
without further notice.
Let A be a finite algebra and α, β ∈ Con(A) with α ≺ β. An (α, β)-minimal
set is a set minimal with respect to inclusion among the sets of the form f(A),
where f ∈ Pol1(A) is such that f(β) 6⊆ α. Sets B,C are said to be polynomially
isomorphic in A if there are f, g ∈ Pol1(A) such that f(B) = C , g(C) = B, and
f ◦ g, g ◦ f are identity mappings on C and B, respectively.
Lemma 14 (Theorem 2.8, [39]) Let α, β ∈ Con(A), α ≺ β. Then the following
hold.
(1) Any (α, β)-minimal sets U, V are polynomially isomorphic.
(2) For any (α, β)-minimal set U and any f ∈ Pol1(A), if f(βU) 6⊆ α then f(U) is
an (α, β)-minimal set, U and f(U) are polynomially isomorphic, and f witnesses
this fact.
(3) For any (α, β)-minimal set U there is f ∈ Pol1(A) such that f(A) = U ,
f(β) 6⊆ α, and f is idempotent, in particular, f is the identity mapping on U .
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(4) For any (a, b) ∈ β −α and an (α, β)-minimal set U there is f ∈ Pol1(A) such
that f(A) = U and (f(a), f(b)) ∈ βU −αU. Moreover, f can be chosen to satisfy
the conditions of item (3).
(5) For any (α, β)-minimal set U , β is the transitive closure of
α ∪ {(f(a), f(b)) | (a, b) ∈ βU, f ∈ Pol1(A)}.
In fact, as α ≺ β this claim can be strengthen to the following. For any (a, b) ∈
β − α, β is the transitive closure of
α ∪ {(f(a), f(b)) | f ∈ Pol1(A)}.
(6) For any f ∈ Pol1(A) such that f(β) 6⊆ α there is an (α, β)-minimal set U such
that f witnesses that U and f(U) are polynomially isomorphic.
For an (α, β)-minimal set U and a β-block B such that βU∩B 6= αU∩B, the
set U ∩B is said to be an (α, β)-trace. A 2-element set {a, b} ⊆ U ∩B such that
(a, b) ∈ β − α, is called an (α, β)-subtrace. The union Q of the traces from U is
called the body of U , and U −Q is called the tail of U . Depending on the structure
of its minimal sets the interval (α, β) can be of one of the five types, 1–5. Since we
assume the tractability conditions of the Dichotomy Conjecture, type 1 does not
occur in algebras we deal with.
Lemma 15 (Section 4 of [39]) Let α, β ∈ Con(A) and α ≺ β. Then the following
hold.
(1) If typ(α, β) = 2 then every (α, β)-trace is polynomially equivalent to a 1-
dimensional vector space.
(2) If typ(α, β) ∈ {3,4,5} then every (α, β)-minimal set U contains exactly one
trace T , and if typ(α, β) ∈ {3,4}, T contains only 2 elements. Also, T/α is poly-
nomially equivalent to a Boolean algebra, 2-element lattice, or 2-element semilat-
tice, respectively.
Intervals (α, β), (γ, δ), α, β, γ, δ ∈ Con(A) and α ≺ β, γ ≺ δ are said to be
perspective if β = α ∨ δ, γ = α ∧ δ, or δ = β ∨ γ, α = β ∧ γ.
Lemma 16 (Lemma 6.2, [39]) Let α, β, γ, δ ∈ Con(A) be such that α ≺ β, γ ≺
δ and intervals (α, β), (γ, δ) are perspective. Then typ(α, β) = typ(γ, δ) and a set
U is (α, β)-minimal if and only if it is (γ, δ)-minimal.
We will also use polynomials that behave on a minimal set in a particular way.
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Lemma 17 (Lemmas 4.16, 4.17, [39]) Let α, β ∈ Con(A), α ≺ β, and typ(α, β) ∈
{3,4,5}. Let U be an (α, β)-minimal set and T its only trace. Then there is ele-
ment 1 ∈ T and a binary polynomial g of A such that
(1) (1, a) 6∈ α for any a ∈ U − {1};
(2) for all a ∈ U − {1}, the algebra ({a, 1}, g) is a semilattice with neutral ele-
ment 1, that is, g(1, 1) = 1 and g(1, a) = g(a, 1) = g(a, a) = a.
(3) for any a ∈ U − {1} and any b ∈ T − {1}, g(a, b)
α
≡ g(b, a)
α
≡ a;
(4) for all a, b ∈ U , g(a, g(a, b)) = g(a, b).
Polynomial g is said to be a pseudo-meet on U .
4.3 Coloured graphs
In [16, 28] we introduced a local approach to the structure of finite algebras. As
we use this approach throughout the paper, we present it here in some details, see
also [20]. For the sake of the definitions below we slightly abuse terminology and
by a module mean the full idempotent reduct of a module.
For an algebra A graph G(A) is defined as follows. The vertex set is the uni-
verseA ofA. A pair ab of vertices is an edge if and only if there exists a congruence
θ of Sg(a, b), other than the full congruence and a term operation f of A such that
either Sg(a, b)/θ is a module and f is an affine operation on it, or f is a semilat-
tice operation on {aθ, bθ}, or f is a majority operation on {aθ, bθ}. (Note that we
use the same operation symbol in this case.) Usually, θ is chosen to be a maximal
congruence of Sg(a, b).
If there are a congruence θ and a term operation f of A such that f is a semi-
lattice operation on {aθ, bθ} then ab is said to have the semilattice type. An edge
ab is of majority type if there are a congruence θ and a term operation f such that
f is a majority operation on {aθ, bθ} and there is no semilattice term operation on
{aθ, bθ}. Finally, ab has the affine type if there are θ and f such that f is an affine
operation on Sg(a, b)/θ and Sg(a, b)/θ is a module; in particular it implies that
there is no semilattice or majority operation on {aθ, bθ}. In all cases we say that
congruence θ witnesses the type of edge ab. Observe that a pair ab can still be an
edge of more than one type as witnessed by different congruences, although this
has consequences in this paper.
Omitting type 1 can be characterized as follows.
Theorem 18 ([16, 20]) An idempotent algebra A omits type 1 (that is, the variety
generated by A omits type if and only if G(B) is connected for every subalgebra B
of A.
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Moreover, a finite class A of similar idempotent algebras closed under subal-
gebras and quotient algebras omit type 1 if and only if G(A) is connected for any
A ∈ A.
For the sake of the dichotomy conjecture, it suffices to consider reducts of an
algebra A omitting type 1, that is, algebras with the same universe but reduced
set of term operations, as long as reducts also omit type 1. In particular, we are
interested in reducts of A, in which semilattice and majority edges are subalgebras.
Theorem 19 ([16, 20]) Let A be an algebra such that G(B) is connected for all
subalgebras of B of A, and let ab be an edge of G(A) of the semilattice or majority
type witnessed by congruence θ, and Rab = a
θ ∪ bθ. Let also Fab denote set of
term operations of A preserving Rab, and A
′ = (A,Fab). Then G(B
′) is connected
for all subalgebras B′ of A′.
An algebra A such that aθ ∪ bθ is a subuniverse of A for every semilattice or
majority edge ab of A is called sm-smooth. IfA is the class of all quotient algebras
of subalgebras of an sm-smooth algebra A, it is easy to see that that every B ∈ A is
sm-smooth. Although it is not needed in this paper, for any finite class A omitting
type 1 there is a classA′ of sm-smooth algebras which are reducts of algebras from
A, and such that A′ omits type 1, as well. In the rest of the paper all algebras are
assumed to be sm-smooth.
The next statement uniformizes the operations witnessing the type of edges.
Theorem 20 ([16, 20]) Let A be a class of similar idempotent algebra closed un-
der taking subalgebras and quotient algebras. There are term operations f, g, h of
A such that for any A ∈ A and any a, b ∈ A operation f is a semilattice operation
on {aθ, bθ} if ab is a semilattice edge; g is a majority operation on {aθ, bθ} if ab
is a majority edge; h is an affine operation on Sg(a, b)/θ if ab is an affine edge,
where θ witnesses the type of the edge. Moreover, f, g, h can be chosen such that
(1) f(x, f(x, y)) = f(x, y) for all x, y ∈ A, A ∈ A;
(2) g(x, g(x, y, y), g(x, y, y)) = g(x, y, y) for all x, y ∈ A, A ∈ A;
(3) h(h(x, y, y), y, y) = h(x, y, y) for all x, y ∈ A, A ∈ A.
There is a term operation t such that for any affine edge ab and a majority, edge cd
witnessed by congruences η and θ, respectively, t(a, b)
η
≡ a and t(c, d)
θ
≡ d.
Unlike majority and affine operations, for a semilattice edge ab and a congru-
ence θ of Sg(a, b) witnessing that, there can be semilattice operations acting dif-
ferently on {aθ, bθ}, which corresponds to the two possible orientations of ab. In
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every such case by fixing operation f from Theorem 20 we effectively choose one
of the two orientations. In this paper we do not really care about what orientation
is preferable.
In [20] we introduced a stronger notion of edge. A pair ab of elements of
algebra A is called a thin semilattice edge if ab is a semilattice edge, and the con-
gruence witnessing that is the equality relation. In other words, f(a, a) = a and
f(a, b) = f(b, a) = f(b, b) = b. We denote the fact that ab is a thin semi-
lattice edge by a ≤ b. Thin semilattice edges allow us to introduce a directed
graph Gs(A), whose vertices are the elements of A, and the arcs are the thin semi-
lattice edges. We then can define semilattice-connected and strongly semilattice-
connected components of Gs(A). We will also use the natural order on the set of
strongly semilattice-connected components of Gs(A): for components A,B, we
write A ≤ B if there is a directed path in Gs(A) connecting a vertex from A with
a vertex from B. Elements from the maximal strongly connected components (or
simply maximal components) of Gs(A) are called maximal elements of A and the
set of all such elements is denoted by max(A). A directed path in Gs(A) is called
a semilattice path or s-path. If there is an s-path from a to b we write a ⊑ b.
Proposition 21 ([16, 20]) Let A be a finite class of similar idempotent algebras
closed under taking subalgebras and quotient algebras. There is a binary term
operation f of A such that f is a semilattice operation on {aθ, bθ} for every semi-
lattice edge ab of anyA ∈ A, where congruence θ witnesses the type of ab, and, for
any a, b ∈ A, either a = f(a, b) or the pair (a, f(a, b)) is a thin semilattice edge of
A. Operation f with this property will be denoted by a dot (think multiplication).
Let operations g, h be as in Theorem 20. A pair ab from A ∈ A is called a thin
majority edge if (a) it is a majority edge, let congruence θ witness this, (b) for any
c ∈ bθ, b ∈ Sg(a, c), (c) g(a, b, b) = b, and (d) there exists a ternary term operation
g′ such that g′(a, b, b) = g′(b, a, b) = g′(b, b, a) = b. Finally, a pair ab is called a
thin affine edge if (a) it is an affine edge, let congruence θ witness this, (b) for any
c ∈ bθ, b ∈ Sg(a, c), (c) h(b, a, a) = b, (d) there exists a ternary term operation h′
such that h′(b, a, a) = h′(a, a, b) = b, and (e) a is maximal in Sg(a, b). Note that
the operations h, g from Theorem 20 do not have to be majority or affine operations
on thin edges; thin edges do not have to be even closed under g, h. Thin edges of
all types are oriented. We therefore can define yet another directed graph, G′(A),
in which the arcs are the thin edges of all types.
Lemma 22 ([20]) Let A be an algebra.
(1) Let ab be a semilattice or majority edge in A, and θ the congruence of Sg(a, b)
witnessing that. Then there is b′ ∈ bθ such that ab′ is a thin semilattice or majority
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edge, respectively.
(2) Let ab be an affine edge, and θ the congruence of Sg(a, b) witnessing that. Then
there are a′ ∈ aθ and b′ ∈ bθ such that a ⊑ a′ in aθ and a′b′ is a thin affine edge.
The following simple properties of thin edges will be useful. Note that a subdi-
rect product of algebras (a relation) is also an algebra, and so edges and thin edges
can be defined for relations as well.
Lemma 23 ([20]) (1) Let A be an algebra and ab a thin edge. Then ab is a thin
edge in any subalgebra of A containing a, b, and aθbθ is a thin edge in A/θ for any
congruence θ.
(2) Let R be a subdirect product of A1, . . . ,An, I ⊆ [n], and ab a thin edge in R.
Then prIaprIb is a thin edge in prIR of the same type as ab.
We will need stronger versions of Lemmas 18 and 20 of [20]. Let A be a finite
class of similar idempotent algebras closed under taking subalgebras and quotient
algebras.
Lemma 24 (1) Let ab be a thin majority edge of algebra A ∈ A. There is a term
operation tab such that tab(a, b) = b and tab(c, d)
θcd
≡ c for all affine edges cd of all
A
′ ∈ A, where the type of cd is witnessed by congruence θcd.
(2) Let ab be a thin affine edge of algebra A ∈ A. There is a term operation hab
such that hab(a, a, b) = b and hab(d, c, c)
θcd
≡ d for all affine edges cd of all A′ ∈ A,
where the type of cd is witnessed by congruence θcd. Moreover, hab(x, c
′, d′) is a
permutation of Sg(c, d)/θcd for any c
′, d′ ∈ Sg(c, d).
(3) Let ab and cd be thin edges in algebras A,A′ ∈ A, respectively. If they have
different types there is a binary term operation p such that p(a, b) = a, p(c, d) = d.
If both edges are affine then there is a term operation h′ such that h′(a, a, b) = b
and h′(d, c, c) = d.
Proof: (1) Let c1d1, . . . , cℓdℓ be a list of all affine edges of algebras in A,
ci, di ∈ Ai and θcidi the corresponding congruences. Set c = (c1, . . . , cℓ),d =
(d1, . . . , dℓ). Let R be the subalgebra of A ×
∏ℓ
i=1Ai generated by (a, c), (b,d).
Pair ab is also a majority edge, let it be witnessed by a congruence θ. By Theo-
rem 20 (
b′
c
′
)
= t
((
a
c
)
,
(
b
d
))
∈ R,
where b′ ∈ bθ and c′[i]
θcidi
≡ c[i], as t is the first projection on Sg(ci, di)/θcidi and
a second projection on Sg(a, b)/θ. Then as b ∈ Sg(a, b
′), we get (b, c′′) ∈ R for
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some c′′ such that c′′[i]
θcidi
≡ c[i]. This means there is a binary term operation tab
such that
tab
((
a
c
)
,
(
b
d
))
=
(
b
c
′′
)
.
The result follows.
(2) We use the notation from item (1) except ab now is a thin affine edge and R
is generated by (a,d), (a, c), (b, c). By condition (a) of the definition of thin affine
edges, (
b′
d
′
)
= h
((
a
d
)
,
(
a
c
)
,
(
b
c
))
∈ R,
where b′ ∈ bθ and d′[i]
θcidi
≡ d[i], as h is a Mal’tsev operation on Sg(a, b)/θ and
on Sg(ci, di)/θcidi . Then as b ∈ Sg(a, b
′), by condition (b) we get (b,d′′) ∈ R for
some d′′ such that d′′[i]
θcidi
≡ d[i]. The first result follows.
Let now hab be the term operation we constructed and c
′, d′ ∈ Sg(ci, di), i ∈
[ℓ]. Since B = Sg(ci, di)/θcidi is a module, in particular, it is an Abelian algebra
and hab(x, c
∗, c∗) = x for all c∗ ∈ B, the second result follows.
(3) Follows from [20], Lemmas 15,18,19,20. ✷
4.4 Maximality
A directed path in G′(A) is called an asm-path, if there is an asm-path from a
to b we write a ⊑asm b. If all edges of this path are semilattice or affine, it is
called an affine-semilattice path or an as-path, if there is an as-path from a to b we
write a ⊑as b. Similar to maximal components, we consider strongly connected
components of G′(A) with majority edges removed, and the natural partial order
on such components. The maximal components will be called as-components, and
the elements from as-components are called as-maximal; the set of all as-maximal
elements of A is denoted by amax(A). If a is an as-maximal element, the as-
component containing a is denoted as(a). An alternative way to define as-maximal
elements is as follows: a is as-maximal if for every b ∈ A such that a ⊑as b it also
holds that b ⊑as a. Finally, element a ∈ A is said to be universally maximal
(or u-maximal for short) if for every b ∈ A such that a ⊑asm b it also holds that
b ⊑asm a. The set of all u-maximal elements of A is denoted umax(A).
Proposition 25 ([20]) Let A be an algebra. Then
(1) any a, b ∈ A are connected in G′(A) with an undirected path;
(2) any a, b ∈ max(A) (or a, b ∈ amax(A), or a, b ∈ umax(A)) are connected in
G′(A) with a directed path.
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Proof: Item (2) is only proved in [20] for maximal and as-maximal elements;
so we prove it here for u-maximal elements as well. Let a′, b′ ∈ A be maximal
elements of A such that a ⊑ a′ and b ⊑ b′. Then by Proposition 25 for maximal
elements a′ ⊑asm b
′, and, as b is u-maximal, b′ ⊑asm b. ✷
Since for every a ∈ A there is a maximal a′ ∈ A such that a ⊑ a′, Propo-
sition 25 implies that there is only one u-maximal component. U-maximality has
an additional useful property, it is somewhat hereditary, as it made precise in the
following
Lemma 26 Let B be a subalgebra of A containing a u-maximal element of A.
Then every element u-maximal in B is also u-maximal in A. In particular, if α is a
congruence of A and B is a u-maximal α-block, that is B is a u-maximal element
in A/α, then umax(B) ⊆ umax(A).
Proof: Let a ∈ B be an element u-maximal in A, let b ∈ umax(B). For any
c ∈ A with b ⊑asm c we also have c ⊑asm a. Finally, since b ∈ umax(B) and
a ∈ B, we have a ⊑asm b. For the second part of the lemma we need to find a u-
maximal element in B. Let b ∈ umax(A). Then as B is u-maximal in A/α applying
Lemma 22 we get that there is a′ ∈ B such that b ⊑asm a
′. Clearly, a′ ∈ umax(A).
✷
Let A be an algebra and a ∈ A. By FtA(a) we denote the set of elements a
is connected to (in terms of semilattice paths); similarly, by Ftas
A
(a) and Ftasm
A
(a)
we denote the set of elements a is as-connected and asm-connected to. Also,
FtA(C) =
⋃
a∈C FtA(a) (Ft
as
A
(C) =
⋃
a∈C Ft
as
A
(a), Ftasm
A
(C) =
⋃
a∈C Ft
asm
A
(a),
respectively) for C ⊆ A. Note that if a is an as-maximal element then as(a) =
Ftas
A
(a), and a ∈ Ftasm
A
(b) for any b ∈ A. We will need the following statements.
Lemma 27 (The Maximality Lemma,[21]) Let R be a subdirect product of A1×
· · · ×An, I ⊆ [n].
(1) For any a ∈ R, b ∈ prIR with prIa ≤ b, there is b
′ ∈ R such that a ≤ b′
and prIb
′ = b.
(2) For any a ∈ R, b ∈ prIR such that (prIa)b is a thin majority edge there is
b
′ ∈ R such that ab′ is a thin majority edge, and prIb
′ = b.
(3) For any a ∈ R, b ∈ prIR such that (prIa)b is a thin affine edge there
are a′,b′ ∈ R such that a ⊑ a′, a′b′ is a thin affine edge, and prIa
′ = prIa,
prIb
′ = b.
(4) For any a ∈ R, and an s-path (as-path, asm-path) b1, . . . ,bk ∈ prIR with
prIa = b1, there is an s-path (as-path,asm-path, respectively) b
′
1, . . . ,b
′
ℓ ∈ R
such that prIb
′
ℓ = bℓ.
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(5) For any b ∈ max(prIR) (b ∈ amax(prIR), b ∈ umax(prIR)) there is
b
′ ∈ max(R) (b′ ∈ amax(R), b′ ∈ umax(R), respectively), such that prIb
′ =
b. In particular, pr[n]−Ib
′ ∈ max(pr[n]−IR) (pr[n]−Ib
′ ∈ amax(pr[n]−IR),
pr[n]−Ib
′ ∈ umax(pr[n]−IR), respectively).
Proof: Items (1) and (3) are proved in [21], and items of (4) and (5) are only
proved for s- and as-paths, and, respectively, for maximal and as-maximal ele-
ments. Items (4) and (5) for asm-paths and u-maximal elements follow from (1)–
(3).
(2) Observe that it suffices to consider binary relations R. Indeed, R can be
viewed as a subdirect product of prIR×pr[n]−IR. So, suppose n = 2 and I = {1}.
We have a = (a1, a2) and b = b1. Let θ be a maximal congruence of Sg(a1, b1)
witnessing that a1b1 is an majority edge. Choose b
′′ = (b′1, b2) ∈ R such that
b′1 ∈ b
θ
1 and R
′ = Sg(a,b′′) is minimal possible with this condition. It suffices to
prove the lemma for R′, since b1 ∈ Sg(a1, b
′
1) and so b1 ∈ pr1R
′, and a1b1 is still a
thin majority edge. This means that (b′1, b2) can be chosen such that b
′
1 = b1. Also,
by taking
(
b1
b′2
)
= g
((
a1
a2
)
,
(
b1
b2
)
,
(
b1
b2
))
we may assume by Theorem 20 that
g(a2, b2, b2) = b2. As is easily seen, the pair (a1, a2)(b1, b2) is a majority edge as
witnessed by congruence θ′ = θ × 1A′2 where A
′
2 = Sg(a2, b2). By the choice of
b
′′ the pair (b1, b2) belongs to Sg((a1, a2), (c1, c2)) for any (c1, c2) ∈ (b1, b2)
θ′ ,
and it only remains to prove condition (d) of the definition of thin majority edges.
Let g′ be the operation from condition (d) for a1b1. Then
g′



(a1, a2)(b1, b2)
(b1, b2)

 ,

(b1, b2)(a1, a2)
(b1, b2)

 ,

(b1, b2)(b1, b2)
(a1, a2)



 =

 (b1, b′2)(b1, b′′2)
(b1, b
′′′
2 )

 .
Since (b1, b2) ∈ Sg((a1, a2), (b1, b
′
2)) by the choice of (b1, b2), there is a term
operation r1 such that
r1



(a1, a2)(b1, b2)
(b1, b2)

 ,

 (b1, b′2)(b1, b′′2)
(b1, b
′′′
2 )



 =

 (b1, b2)(b1, b∗2)
(b1, b
∗∗
2 )

 .
Repeating this for the second and third coordinate positions by finding r2, r3 with
r2



(b1, b2)(a1, a2)
(b1, b2)

 ,

 (b1, b2)(b1, b∗2)
(b1, b
∗∗
2 )



 =

(b1, b2)(b1, b2)
(b1, b
†
2)

 ,
r3



(b1, b2)(b1, b2)
(a1, a2)

 ,

(b1, b2)(b1, b2)
(b1, b
†
2)



 =

(b1, b2)(b1, b2)
(b1, b2)

 ,
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we obtain a ternary operation g′′ such that
g′′
((
a1
a2
)
,
(
b1
b2
)
,
(
b1
b2
))
= g′′
((
b1
b2
)
,
(
a1
a2
)
,
(
b1
b2
))
= g′′
((
b1
b2
)
,
(
b1
b2
)(
a1
a2
))
=
(
b1
b2
)
,
confirming property (d). ✷
The following lemma considers a special case of as-components in subdirect
products, and is straightforward.
Lemma 28 Let R be a subdirect product of A1 × A2, B,C as components of
A1,A2, respectively, and B × C ⊆ R. Then B × C is an as-component of R.
We complete this section with an auxiliary statement that will be needed later.
Lemma 29 Let α ≺ β, α, β ∈ Con(A), let B be a β-block and typ(α, β) = 2.
Then B/α is term equivalent to a module. In particular, every pair of elements of
B/α is a thin affine edge in A/α.
Proof: As A is an idempotent algebra that generates a variety omitting type 1,
and (α, β) is a simple interval in Con(A) of type 2, by Theorem 7.11 of [39] there
is a term operation of A that is Mal’tsev on B/α. Since β is Abelian on B/α, we
get the result. ✷
4.5 Quasi-decomposition and quasi-majority
We make use of the property of quasi-2-decomposability proved in [21].
Theorem 30 (The 2-Decomposition Theorem, [21]) IfR is an n-ary relation,X ⊆
[n], tuple a is such that prJa ∈ prJR for any J ⊆ [n], |J | = 2, and prXa ∈
amax(prXR), there is a tuple b ∈ R with prJb ∈ Ft
as
prJR
(prJa) for any J ⊆ [n],
|J | = 2, and prXb = prXa.
One useful implication of the 2-Decomposition Theorem 30 is the existence
of term operation resembling a majority function. We state this theorem for finite
classes of algebras rather than a single algebra, because it concerns as-components
that in subalgebras of products may have complicated structure.
Theorem 31 Let A be a finite class of finite similar sm-smooth algebras omitting
type 1. There is a term operation maj of A such that for any A ∈ A and any
a, b ∈ A, maj(a, a, b),maj(a, b, a),maj(b, a, a) ∈ FtasA (a).
In particular, if a is as-maximal, thenmaj(a, a, b),maj(a, b, a),maj(b, a, a) be-
long to the as-component of A containing a.
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Proof: Let {a1, b1}, . . . , {an, bn} be a list of all pairs of elements from al-
gebras of A, let ai, bi ∈ Ai. Define relation R to be a subdirect product of
A
3
1× · · · ×A
3
n generated by a1,a2,a3, where for every i ∈ [n], pr3i−2,3i−1,3ia1 =
(ai, ai, bi), pr3i−2,3i−1,3ia2 = (ai, bi, ai), pr3i−2,3i−1,3ia3 = (bi, ai, ai). In other
words the triples (a1[3i−2],a2[3i−2],a3[3i−2]), (a1[3i−1],a2[3i−1],a3[3i−
1]), (a1[3i],a2[3i],a3[3i]) have the form (ai, ai, bi), (ai, bi, ai), (bi, ai, ai), respec-
tively. Therefore it suffices to show that R contains a tuple b such that ai ⊑as b[j],
where j ∈ {3i, 3i − 1, 3i − 2}. However, since (ai1 , ai2) ∈ prj1j2R for any
i1, i2 ∈ [n] and j1 ∈ {3i1, 3i1 − 1, 3i1 − 2}, j2 ∈ {3i2, 3i2 − 1, 3i2 − 2}, this
follows from the 2-Decomposition Theorem 30. ✷
A function maj satisfying the properties from Theorem 31 will be called a
quasi-majority function.
4.6 Rectangularity
Let R be a subdirect product of A1,A2. By R[c], R
−1[c′] for c ∈ A1, c
′ ∈ A2 we
denote the sets {b | (c, b) ∈ R}, {a | (a, c′) ∈ R}, respectively, and for C ⊆
A1, C
′ ⊆ A2 we use R[C] =
⋃
c∈C R[c], R
−1[C ′] =
⋃
c′∈C′ R
−1[c′], respectively.
Binary relations tol1, tol2 onA1,A2 given by tol1(R) = {(a, b) | R[a]∩R[b] 6= ∅}
and tol2(R) = {(a, b) | R
−1[a] ∩R−1[b] 6= ∅}, respectively, are called link toler-
ances of R. They are tolerances of A1, A2, respectively, that is invariant reflexive
and symmetric relations. The transitive closures lk1, lk2 of tol1(R), tol2(R) are
called link congruences, and they are, indeed, congruences. Relation R is said to
be linked if the link congruences are full congruences.
Lemma 32 ([21]) LetR be a subalgebra ofA1×A2 and let a ∈ A1 andB = R[a].
For any b ∈ A1 such that ab is thin edge, and any c ∈ R[b] ∩B, Ft
as
B (c) ⊆ R[b].
Proof: The case when a ≤ b or ab is affine is considered in [21], so suppose
that ab is majority. Let D = FtasB (c) ∩ R[b]. Set D is nonempty, as c ∈ D.
If D 6= FtasB (c), there are b1 ∈ D and b2 ∈ Ft
as
B (c) − D such that b1b2 is a
thin edge. By Lemma 24(3) there is a term operation p such that p(a, b) = b and
p(b2, b1) = b2. Then
(
b
b2
)
= p
((
a
b2
)
,
(
b
b1
))
∈ R. The result follows. ✷
Proposition 33 ([21]) Let R ≤ A1 × A2 be a linked subdirect product and let
B1, B2 be as-components of A1,A2, respectively, such that R ∩ (B1 × B2) 6= ∅.
Then B1 ×B2 ⊆ R.
Corollary 34 (The Rectangularity Corollary) Let R be a subdirect product of
A1 and A2, lk1, lk2 the link congruences, and let B1, B2 be as-components of a
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lk1-block and a lk2-block, respectively, such that R ∩ (B1 × B2) 6= ∅. Then
B1 ×B2 ⊆ R.
Proposition 35 Let R be a subdirect product of A1 and A2, lk1, lk2 the link con-
gruences, and let B1 be an as-component of a lk1-block and B
′
2 = R[B1]; let
B2 = umax(B
′
2). Then B1 ×B2 ⊆ R.
Proof: Let B′2 be a subset of a lk2-block C . By the Maximality Lemma 27(5)
B′2 contains an as-maximal element a of C . By the Rectangularity Corollary 34
B1 × {a} ⊆ R. It then suffices to show that B1 × Ft
asm
B′2
(a) ⊆ R.
Suppose for D ⊆ FtasmB′2
(a) it holds B1 × D ⊆ R. If D 6= Ft
asm
B′2
(a), there
are b1 ∈ D and b2 ∈ Ft
asm
B′2
(a) −D such that b1b2 is a thin edge. By Lemma 32
B1 × {b2} ⊆ R; the result follows. ✷
We complete this section with a technical lemma that will be useful later.
Lemma 36 Let A be an algebra and C its as-component such that A = Sg(C),
let R = A × A = Sg(C × C), and let β be a congruence of R. Then for some
a, b ∈ C , a 6= b the pair (a, b) is as-maximal in a β-block.
Proof:
We start with a general claim.
CLAIM. If β, γ ∈ Con(R) are such that β ∨ γ = 1R, then βC2 ◦ γC2 =
γC2 ◦ βC2 = C
2 × C2.
Let R1 ⊆ R/β ×R, R2 ⊆ R/γ ×R be given by
R1 = {(a
β , a) | a ∈ R}, R2 = {(a
γ , a) | a ∈ R}.
Consider a subdirect product of R/β ×R/γ defined as follows
Q(x, y) = ∃z ∈ R R1(x, z) ∧R2(y, z).
As is easily seen, for a β-block B and a γ-block D, (B,D) ∈ Q if and only
if B ∩ D 6= ∅. As β ∨ γ = 1R, relation Q is linked. Since C
2/β is an as-
component of R/β and C
2/γ is an as-component of R/γ, Proposition 33 implies
thatC2/β×C
2/γ ⊆ Q. Therefore for any β- and γ-blocksB,D such thatB∩C
2 6=
∅, D ∩ B2 6= ∅ we have B ∩ D 6= ∅. Using as-connectivity and Lemma 22 it
can also be inferred that B ∩D ∩ C2 6= ∅. The result follows.
Let α be a maximal congruence of A and γ1 = α × 1A, γ2 = 1A × α. As is
easily seen, γ1, γ2 are maximal congruences of R. There are two cases.
CASE 1. β ∨ (γ1 ∧ γ2) = 1R.
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By the Claim for any α-blocks B1, B2 such that B1 ∩C,B2 ∩C 6= ∅ we also
have B ∩ (B1 × B2) ∩ C
2 6= ∅. Also, using Lemma 22 B ∩ (B1 × B2) ∩ C
2
contains a pair as-maximal in B. Choosing B1 6= B2 we get the result.
CASE 2. β ∨ (γ1 ∧ γ2) 6= 1R.
In this case consider A′ = A/α, R
′ = R/α×α, β
′ = β/α; note that A
′ is
a simple idempotent algebra, and as R = A × A, we have R′ = A′ × A′. By
[44] either A′ has an absorbing element a, that is, f(a1, . . . , ak) = a for any term
operation f of A′, whenever for some essential variable xi of f , ai = a, or A
′ is a
module, or the only nontrivial congruences of A′ are γ′1 = γ1/α×α, γ
′
2 = γ2/α×α.
SinceC is a nontrivial as-component, the first option is impossible. IfA′ is a simple
module, the only congruence that is different from γ′1, γ
′
2 is the skew congruence
with ∆ = {(a, a) | a ∈ A′} as a congruence block. If β is the skew congruence,
let D be a β ∨ (γ1 ∧ γ2)-block different from ∆ and B ⊆ D a β-block. Then for
any as-maximal pair (a, b) ∈ B we have a 6= b.
So, suppose β ≤ γ1. If β ≤ γ1 ∧ γ2, choose a γ1 ∧ γ2-block B1×B2 such that
B1 6= B2; clearly B1, B2 are α-blocks. Then for any β-block D ⊆ B1 × B2 and
as-maximal element (a, b) ∈ D we have a 6= b as required.
Finally, suppose β 6≤ γ2, then β ∨ γ2 = 1R. Take a β-block B, B ∩ C
2 6= ∅,
we have B ⊆ B1 × A for some α-block B1. Moreover, by the Claim for any
α-block B2 with B2 ∩ C 6= ∅ there is (a, b) ∈ B ∩ C
2 such that b ∈ B2. By
Lemma 22 there is an as-component E of B such that (a, b) above can be chosen
from E. Choosing B2 6= B1 we obtain a required pair. ✷
5 Separating congruences
In this section we introduce and study the relationship between prime intervals
in the congruence lattice of an algebra, or in congruence lattices of factors in a
subdirect products. It was first introduced in [13] and used in the CSP research
in [22].
5.1 Special polynomials, mapping pairs
We start with several technical results. They demonstrate the connection between
minimal sets of an algebra A and the structure of its graph G′(A). Let A be an
algebra and let QAab, a, b ∈ A, denote the subdirect product of A
2 generated by
{(x, x) | x ∈ A} ∪ {(a, b)}.
Lemma 37 (1) QAab = {(f(a), f(b)) | f ∈ Pol1(A)}.
(2) For any f ∈ Pol1(A), (f(a), f(b)) ∈ tol1(Q
A
ab). In particular, lk1(Q
A
ab) =
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Cg(a, b); denote this congruence by α.
(3) QAab ⊆ Cg(a, b).
(4) Let B1, B2 be α-blocks, and C1, C2 as-components of B1, B2, respectively,
such that f(a) ∈ C1 and f(b) ∈ C2 for a polynomial f . Then C1 × C2 ⊆ Q
A
ab.
Proof: (1) follows directly from the definitions.
(2) Take f ∈ Pol1(A) and let f(x) = g(x, a1, . . . , ak) for a term operation
g of A. Then
(
f(a)
f(b)
)
= g
((
a
b
)
,
(
a1
a1
)
, . . . ,
(
ak
ak
))
∈ R and
(
f(b)
f(b)
)
=
g
((
b
b
)
,
(
a1
a1
)
, . . . ,
(
ak
ak
))
∈ R. Thus (f(a), f(b)) ∈ tol1(Q
A
ab).
(3) follows from (1), and (4) follows from (2),(3), and the Rectangularity
Corollary 34. ✷
We say that a is α-maximal for a congruence α ∈ Con(A) if a is as-maximal
in the subalgebra aα.
Corollary 38 Let α ∈ Con(A) and 0 ≺ α. Then for any a, b ∈ A with a
α
≡ b and
any α-maximal c, d ∈ A, c 6= d, with c
α
≡ d, belonging to the same as-component
of cα, there is f ∈ Pol1(A) such that c = f(a), d = f(b).
Proof: The result follows from Lemma 37(4). ✷
Recall that for α, β ∈ Con(A) with α ≺ β a pair {a, b} is called an (α, β)-
subtrace if (a, b) ∈ β − α and a, b ∈ U for some (α, β)-minimal set U .
Corollary 39 Let α ∈ Con(A) and 0 ≺ α, and let c, d ∈ A, c
α
≡ d, be α-maximal.
(1) If c, d belong to the same as-component of cα, then {c, d} is a (0, α)-subtrace.
(2) If there is a (0, α)-subtrace {c′, d′} such that c′ ∈ as(c) and d′ ∈ as(d) then
{c, d} is a (0, α)-subtrace as well.
Proof: (1) Take any (0, α)-minimal set U , and a, b ∈ U with a
α
≡ b. By
Corollary 38 there is f ∈ Pol1(A) with c = f(a), d = f(b). By Lemma 14(3)
U ′ = f(U) is a (0, α)-minimal set.
(2) As in (1) one can argue that (c′, d′) ∈ QAab, that is, Q
A
ab ∩ (as(c)× as(d)) 6=
∅. We then complete by Lemma 37(4). ✷
Lemma 40 For any α ∈ Con(A) with 0 ≺ α such that |D| > 1 for some as-
component D of an α-block, the prime interval 0 ≺ α has type 2 or 3.
Proof: Let a, b ∈ D for an as-component D of an α-block. Then by Corol-
lary 38 there is a polynomial f such that f(a) = b and f(b) = a. Also, a, b belong
to some (0, α)-minimal set. This rules out types 4 and 5. Since A omits type 1,
this only leaves types 2 and 3. ✷
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Lemma 41 Let α ∈ Con(A) with 0 ≺ α be such that some α-block contains a
semilattice or majority edge. Then the prime interval (0, α) has type 3, 4 or 5.
Proof: We need to show that (0, α) does not have type 2. Let B the α-block
containing a semilattice or majority edge. Then B contains a non-Abelian subal-
gebra, which implies (0, α) is also non-Abelian. ✷
5.2 Separation
Let A be an algebra, and let α ≺ β and γ ≺ δ be prime intervals in Con(A).
We say that α ≺ β can be separated from γ ≺ δ if there is a unary polynomial
f ∈ Pol1(A) such that f(β) 6⊆ α, but f(δ) ⊆ γ. The polynomial f in this case is
said to separate α ≺ β from γ ≺ δ.
Since we often consider relations rather than single algebras, we also introduce
separability in a slightly different way. Let R be a subdirect product of A1 × · · · ×
An. Let i, j ∈ [n] and let αi ≺ βi, αj ≺ βj be prime intervals in Con(Ai) and
Con(Aj), respectively. Interval αi ≺ βi can be separated from αj ≺ βj if there is
a unary polynomial f of R such that f(βi) 6⊆ αi but f(βj) ⊆ αj . Similarly, the
polynomial f in this case is said to separate αi ≺ βi from αj ≺ βj
First, we observe a connection between separation in a single algebra and in
relations.
Lemma 42 Let R be the binary equality relation on A. Let α1 = α, β1 = β be
viewed as congruences of the first factor of R, and α2 = γ, β2 = δ as congruences
of the second factor of R. Prime interval α ≺ β can be separated from γ ≺ δ as
intervals in Con(A) if and only if α1 ≺ β1 can be separated from α2 ≺ β2 in R.
Proof: Note that for any polynomial f its action on the first and second pro-
jections of R is the same polynomial of A. Therefore α ≺ β can be separated from
γ ≺ δ in Con(A) if and only if, there is f ∈ Pol1(A), f(β) 6⊆ α while f(δ) ⊆ γ.
This condition can be expressed as follows: there is f ∈ Pol1(R), f(β1) 6⊆ α1
while f(β2) ⊆ α2, which precisely means that α1 ≺ β1 can be separated from
α2 ≺ β2 in R. ✷
In what follows when proving results about separation we will always assume
that we deal with a relation — a subdirect product — and that the prime intervals in
question are from congruence lattices of different factors of the subdirect product.
If this is not the case, one can duplicate the factor containing the prime intervals
and apply Lemma 42.
Let R be a subdirect product of A1 × · · · × An, I ⊆ [n], and let f be a poly-
nomial of prIR, that is, there are a term operation g of R and a1, . . . ,ak ∈ prIR
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such that f(x1, . . . , xℓ) = g(x1, . . . , xℓ,a1, . . . ,ak). The tuples ai can be ex-
tended to tuples a′i ∈ R. Then the polynomial of R given by f(x1, . . . , xℓ) =
g(x1, . . . , xℓ,a
′
1, . . . ,a
′
k) is said to be an extension of f to a polynomial of R.
Lemma 43 Let R be a subdirect product of A1×· · ·×An, i, j ∈ [n], and αi ≺ βi,
αj ≺ βj for αi, βi ∈ Con(Ai), αj , βj ∈ Con(Aj). Let also a unary polynomial f
of R separate αi ≺ βi from αj ≺ βj . Then f can be chosen idempotent and such
that f(Ai) is a (αi, βi)-minimal set.
Proof: Let g be a polynomial separating (αi, βi) from (αj , βj). Since g(βi) 6⊆
αi, by Lemma 14(6) there is an (αi, βi)-minimal set U such that g(βiU) 6⊆ αi.
Let V = g(U), by Lemma 14(2) V is a (αi, βi)-minimal set. Let h be a unary
polynomial such that h maps V onto U and h ◦ gU is the identity mapping. Let
also h′ be an extension of h to a polynomial of R. Then h′ ◦ g separates i from j.
Now f can be chosen to be an appropriate power of h′ ◦ g. ✷
For a subdirect product R ⊆ A1×· · ·×An the relation ‘cannot be separated’ on
prime intervals of the Ais is clearly reflexive and transitive. If the algebras Ai are
Mal’tsev, it is also symmetric (for partial results see [13, 22]). Moreover, it can be
shown that it remains ‘almost’ symmetric when the Ais contain no majority edges.
In the general case however the situation is more complicated. Next we introduce
conditions that make the ‘cannot be separated’ relation to some extent symmetric,
at least in what concerns our algorithm, as it will be demonstrated in Lemma 46.
Let βi ∈ Con(Ai), let Bi be a βi-block for i ∈ [n], and let B
′
i = pri(R ∩
B). Let also U be a set of unary polynomials of R, i an element from [n], and
α, β ∈ Con(Ai) with α ≺ β ≤ βi. Let TAi(a
′, b′;α, β,U) ⊆ β/α ⊆ (Ai/α)
2 for
a′, b′ ∈ B′i/α, (a
′, b′) ∈ β − α, denote the set of pairs (a, b) ∈ β/α such that there
is a polynomial g ∈ U satisfying the following conditions: g({a′, b′}) = {a, b}
and g(Ai) is a (α, β)-minimal set. Note that these conditions imply that {a, b} is a
(α, β)-subtrace or a = b. We say that α and β are U -chained in R with respect to
β,B if for any a′, b′ ∈ B′i/α with (a
′, b′) ∈ β − α, the following conditions hold:
(G1) For a β/α-block E such that E ∩ umax(B
′
i) 6= ∅ let E
′ = E ∩ B′i/α. Then
(a, b) ∈ TAi(a
′, b′;α, β,U) for any a, b from the same as-component of E′.
(G2) For any β/α-blockE such thatE∩umax(B
′
i) 6= ∅, and any a, b ∈ umax(E
′),
where E′ = E ∩ B′i/α, there is a sequence a = a1, . . . , ak = b in E
′ such that
{ai, ai+1} ∈ TAi(a
′, b′;α, β,U) for any i ∈ [k − 1].
Also, if for elements a, b and any a′, b′ there is a sequence of elements satisfying
(G2), we say that a and b are subtrace connected; congruences α, β, β, congruence
classes B, and set of polynomials U will always be clear from the context in this
case. Observe that U -chaining amounts to saying that polynomials from U do not
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allow any congruences of β-blocks viewed as subalgebras between α and β, at
least where u-maximal elements are concerned.
A unary polynomial f is said to beB-preserving if f(B) ⊆ B. We call relation
R chained with respect to β,B if
(Q1) for any α, β ∈ Con(Ai), i ∈ [n], such that α ≺ β ≤ βi, congruences α and β
are UB-chained in R, where UB is the set of all B-preserving polynomials of R
(Q2) for any α, β ∈ Con(Ai), γ, δ ∈ Con(Aj), i, j ∈ [n], such that α ≺ β ≤ βi,
γ ≺ δ ≤ βj , and (α, β) can be separated from (γ, δ), congruences α and β are
U∗-chained in R, where U∗ is the set of all B-preserving polynomials of R such
that g(δ) ⊆ γ.
Polynomials from U∗ in condition (Q2) will be called (γ, δ,B)-good.
Lemma 44 (1) Any constant polynomial from B ∩R is (γ, δ,B)-good.
(2) If f is a k-ary term function of R and g1, . . . , gk are (γ, δ,B)-good polynomi-
als, then f(g1(x), . . . , gk(x)) is (γ, δ,B)-good.
(3) Let T (a′, b′) denote TAi(a
′, b′;α, β,U) for U ∈ {UB ,U
∗}. If {a, b} ∈ T (a′, b′)
then T (a, b) ⊆ T (a′, b′).
(4) If there is a β/α-block E such that E ∩ umax(B
′
i) 6= ∅, let E
′ = E ∩ B′i/α,
and ifE′ contains a nontrivial as-component, then there is a set T ⊆ β/α such that
T ⊆ T (a′, b′) for any a′, b′ ∈ B′i/α, a
′
β/α
≡ b′ and T satisfies conditions (G1),(G2)
for T (a′, b′).
(5) Let a′, b′ ∈ B′i/α, a
′
β/α
≡ b′ be such that T (a′, b′) is minimal among sets of this
form. Then for any (a, b) ∈ T (a′, b′) there is h ∈ U such that h is idempotent and
h(a)
α
≡ a, h(b)
α
≡ b.
Proof: Items (1),(2) are straightforward.
(3) Let {a′′, b′′} ∈ T (a, b). Then there are polynomials f, g ∈ U with {a, b} =
f({a′, b′}) and {a′′, b′′} = g({a, b}). Then g ◦ f ∈ U by item (2) or definition and
g ◦ f({a′, b′}) = {a′′, b′′}.
(4) Take a, b ∈ C where C is a nontrivial as-component in E′. By (G2)
{a, b} ∈ T (a′, b′) for any appropriate a′, b′. Therefore by (3) T = T (a, b) ⊆
T (a′, b′).
(5) Let {a, b} ∈ T (a′, b′). Then by (3) T (a, b) ⊆ T (a′, b′), and therefore by the
minimality of T (a′, b′) we get T (a, b) = T (a′, b′). The result follows by definition
of T (a′, b′). ✷
The next lemma shows how we will use the property of being chained.
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Lemma 45 Let R be a subdirect product of A1, . . . ,An chained with respect to
β,B, where βi ∈ Con(Ai) and Bi is a βi-block, and R
′ = R ∩ (B1 × · · · × Bn),
B′i = priR
′. Let also lk be the link congruence of B′i with respect to prijR
′ for
some i, j ∈ [n], and δ = Cg(lk) the congruence of Ai generated by lk. Then for
any γ ∈ Con(Ai) with γ ≺ δ it holds (δ/γ)umax(E) = (lk/γ)umax(E) for every
δB′i
-block E u-maximal in B′i/δ.
Proof: If γ ≺ δ then by the choice of δ there are a, b ∈ B′i with (a, b) ∈
δ − γ. Let E be the intersection of B′i with a δ-block. We apply condition (Q1)
to α = γ ∧ βi and β = δ ∧ βi. By condition (Q1) for any a
′, b′ ∈ umax(E) there
is a sequence a′ = a1, . . . , ak = b
′ such that {aℓ, aℓ+1} = fℓ({a, b}) for some
B-preserving polynomial fℓ for each ℓ ∈ [k − 1]. This means that (aℓ, aℓ+1) ∈ lk,
and so (a′, b′) ∈ lk. ✷
The following lemma establishes the weak symmetricity of separability rela-
tion mentioned before.
Lemma 46 Let R be a subdirect product of A1 × · · · × An, βi ∈ Con(Ai), Bi a
βi-block such that R is chained with respect to β,B; R
′ = R ∩ B, B′i = priR
′.
Let also α ≺ β ≤ β1, γ ≺ δ = β2, where α, β ∈ Con(A1), γ, δ ∈ Con(A2). If
B′2/γ has a nontrivial as-component C
′ and (α, β) can be separated from (γ, δ),
then there is a B-preserving polynomial g such that g(βB′1
) ⊆ α and g(δ) 6⊆
γ. Moreover, for any c, d ∈ C ′ polynomial f can be chosen such that f(c) =
c, f(d) = d.
Proof: As is easily seen, we can assume that α, γ are equality relations. We
need to show that there is g such that g collapses β but does not collapse β2 = δ.
First we show that there are c, d ∈ B′2 such that for any (a, b) ∈ βB′1 there is a
polynomial hab of R such that
(1) hab is idempotent;
(2) hab(a) = hab(b);
(3) hab(c) = c, hab(d) = d.
We consider two cases.
CASE 1. There is an element c from a nontrivial as-component of B′2 such that
(a, c,b) ∈ R′ for some a ∈ B′, a β-block such that B′ ∩ umax(B′1) 6= ∅ and
|umax(B′ ∩B′1)| > 1.
First, we choose d to be any element other than c of the nontrivial as-component
C ′ ofB′2 containing c. Let T1 be a minimal set of (α, β)-subtraces as in Lemma 44(4)
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for U∗, the set of (γ, δ,B)-good polynomials. We start with the case when (a, b) ∈
T1. Even more specifically, as c is as-maximal inB
′
2, by theMaximality Lemma 27(5)
a can be chosen from umax(B′ ∩ B′1). Take an (α, β)-subtrace {a, b} ∈ T1, such
a subtrace exists by condition (Q1).
By Q∗ ⊆ A21 ×A
2
2 ×R we denote the relation generated by {(a, b, c, d,a)} ∪
{(x, x, y, y, z) | z ∈ R, z[1] = x, z[2] = y}, where a is an arbitrary element from
R′. Let Q = pr1234Q
∗ and Q′ = pr1234(Q
∗ ∩ (B′1 × B
′
1 × B
′
2 × B
′
2 × B)).
Observe that Q is exactly the set of quadruples (f(a), f(b), f(c), f(d)) for unary
polynomials f of R andQ′ is exactly the set of quadruples (f(a), f(b), f(c), f(d))
forB-preserving unary polynomials f ofR. We prove thatQ′ contains a quadruple
of the form (a′, a′, c, d); the result then follows.
Let also Q1 = pr1,2Q = Q
A1
ab , Q2 = pr3,4Q = Q
A2
cd ; set Q
′
1 = pr1,2Q
′,
Q′2 = pr3,4Q
′. Note that pr1Q
′ = pr2Q
′ = B′1 and pr3Q
′ = pr4Q
′ = B′2, because
pr12R
′ ⊆ pr13Q
′,pr24Q
′. Let lk1, lk2 denote the link congruences of Q
′ viewed
as a subdirect product of Q′1 andQ
′
2. Note that these congruences may be different
from the link congruences of Q restricted to Q1 ∩ (B
′
1 × B
′
1), Q2 ∩ (B
′
2 × B
′
2),
respectively. We show that (a′, a′) for some a′ ∈ B′1 is as-maximal in a lk1-block,
(c, d) is as-maximal in a lk2-block, and Q
′ ∩ (as(a′, a′) × as(c, d)) 6= ∅. By the
Rectangularity Corollary 34 this implies the result.
CLAIM 1. (α× β)Q′1
⊆ lk1 and (γ × δ)Q′2
⊆ lk2.
Relation Q′ contains tuples (a, b, c, d), (a, b, c′, c′), (a, a, c′, c′), (a, a, c, c) for
some c′ ∈ B′2. Indeed, (a, b, c, d) ∈ Q
′ by definition, (a, a, c, c) ∈ Q because
(a, c,b) ∈ R, and (a, b, c′, c′), (a, a, c′, c′) can be chosen to be the images of
(a, b, c, d) and (a, a, c, c), respectively, under a B-preserving polynomial gab such
that gab(a) = a, gab(b) = b and gab(δ) ⊆ γ. Such a polynomial exists because
R is chained and because (α, β) can be separated from (γ, δ). This implies that
(c, d)
lk2
≡ (c, c). Let η1, η2 be congruences of Q1, Q2 generated by ((a, b), (a, a))
and ((c, d), (c, c)), respectively. Then
η1Q′1
= (α× β)Q′1
, and η2Q′2
= (γ × δ)Q′2
.
Indeed, in the case of, say, α×β, relation Q′1 consists of pairs (g(a), g(b)) for aB-
preserving unary polynomial g of A1. Since (a, b)
α×β
≡ (a, a), for any (a′, b′) ∈ Q′1
it holds that
(a′, b′) = (g(a), g(b))
η1
≡ (g(a), g(a)) = (a′, a′).
Since (a, b), (a, a) are in the same lk1-block, (α× β)Q′1
⊆ lk1.
For Q′2 and γ × δ the argument is similar. Observing from the same tuples
as before that (c, d)
lk2
≡ (c, c), we prove (γ × δ)Q′2
⊆ lk2 by a similar argument.
Claim 1 is proved.
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CLAIM 2. Let E = B′ ∩ B′1, where B
′ is the β-block containing a, b. Then
(β × β)
umax(E)×umax(E) ⊆ lk1.
By the assumption for any (α, β)-subtrace (a′, b′) ∈ T1 ∩ E
2 there is a B-
preserving polynomial ga
′b′ satisfying ga
′b′(a′) = a′, ga
′b′(b′) = b′, and ga
′b′(B′2) =
{c′} ⊆ B′2. Applying g
a′b′ to tuples (a, b, c, d), (a, a, c, c), and (b, b, d′, d′) for any
d′ such that (b, d) ∈ pr12R
′, we obtain (a′, b′, c′, c′), (a′, a′, c′, c′), (b′, b′, c′, c′) ∈
Q′. The second two tuples imply that (a′, a′)
lk1
≡ (b′, b′), and therefore (a′′, a′′)
lk1
≡
(b′′, b′′) for any a′′, b′′ ∈ umax(E). Along with Claim 1 this proves the result.
CLAIM 3. (c, d) is as-maximal in a lk2-block.
If for some e, e′ ∈ B′2 we have (e, e)
lk2
≡ (e′, e′), then, as (e, e′) generates δ,
for any (γ, δ)-subtrace {e′′, e′′′} ∈ TA2(e, e
′) = TA2(e, e
′; γ, δ,UB) there is a B-
preserving polynomial f ′ with f ′({e, e′}) = {e′′, e′′′}. Applying this polynomial
to the tuples witnessing that (e, e)
lk2
≡ (e′, e′) we get (e′′, e′′)
lk2
≡ (e′′′, e′′′). There-
fore by condition (Q1) all tuples of the form (x, x), x ∈ umax(B′2), are lk2-related.
Since by condition (G1) {c, d} is a (γ, δ)-subtrace from TA2(c, d) ⊆ TA2(e, e
′), us-
ing Claim 1 this implies that lk2Q′′ = (δ × δ)Q′′, where Q
′′ = Q′2 ∩ (umax(B
′
2)×
umax(B′2)). In particular, C
′×C ′, where C ′ is the as-component of B′2 containing
c, d, is contained in Q′2, and is contained in a lk2-block. All elements of C
′ × C ′
are as-maximal in Q′′.
Otherwise, since the inclusion (γ × δ)Q′2
⊆ lk2 implies that if (c1, d1)
lk2
≡
(c2, d2) then (c1, c1)
lk2
≡ (c2, c2), by Claim 1 we have lk2Q′′ = (γ × δ)Q′′. In
particular, {c}×C ′ is contained in a lk2-block. Since c, d are as-maximal, (c, d) is
as-maximal in this lk2-block. Claim 3 is proved.
By the Maximality Lemma 27(5) there is an element (a′, b′) as-maximal in a
lk1-block D such that (a
′, b′, c, d) ∈ Q′. If a′ = b′ then we are done. Otherwise
by condition (G1) and Lemma 44(3) {a′, b′} is an (α, β)-subtrace from T1, also
(a′, c) ∈ R because pr1,3Q ⊆ R, and we can replace a, b with a
′, b′. Observe that
if we show the existence of a polynomial g such that g(a′) = g(b′) and g(c) = c,
g(d) = d, this will witness the existence of g′ with g′(a) = g′(b) and g′(c) = c,
g′(d) = d. Let E = a′β ∩B′1. Note that by Claim 2 (β×β)umax(E)×umax(E) ⊆ lk1
and by the Rectangularity Corollary 34 umax(E)×as(c, d) ⊆ Q′. Therefore, again
a′, b′ can be chosen as-maximal in E. We use a, b for a′, b′ from now on.
CLAIM 4. (a, a) is as-maximal in Q′′1 = Q
′
1 ∩ (E × E).
Let η1, η2 be the link congruences of B
′
1, B
′
2, respectively, with respect to Q
′
1;
as Q′1 ⊆ Q
A1
ab we have η1, η2 ≤ β. On the other hand, since Q
′
1 consists of pairs
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of the form (x, x) and (α, β)-subtraces, and since umax(E) belongs to a block of
the transitive closure of T1, it is easy to see that umax(E) is a subset of both a η1-
and η2-blocks. Indeed, let e, e
′ ∈ umax(E) and e = e1, . . . , ek = e
′ are such that
{ei, ei+1} ∈ T1. This means that either (ei, ei+1) ∈ Q
′
1 or (ei+1, ei) ∈ Q
′
1. Since
(ei, ei), (ei+1, ei+1) ∈ Q
′
1 by construction, in either case we have (ei, ei+1) ∈
η1, η2.
Let E′ be the as-component of E containing a; such an as-component exists
by the choice of a, b. As (a, a) ∈ Q′1 ∩ (E
′ × E′) 6= ∅, by the Rectangularity
Corollary 34 E′ × E′ ⊆ Q′1. Since E
′ is an as-component in E, by Lemma 28
E′×E′ is an as-component inQ′′1. In particular (a, a) is as-maximal inQ
′′
1. Claim 4
is proved.
CLAIM 5. (a, a, c, d) ∈ Q′.
To prove this claim we find a subalgebra Q′′ of Q′ such that it is linked enough
and both (a, a) and (c, d) belong to as-components of pr12Q
′′,pr34Q
′′, respec-
tively, and then apply the Rectangularity Corollary 34.
Let F be the as-component of the lk2-block containing (c, d). By Claim 3 it is
either {c}×C ′ orC ′×C ′. SinceQ′′1 belongs to a lk1-block and (a, a, c, c) ∈ Q
′, by
the Maximality Lemma 27(4) for any (a′, b′) ∈ E′×E′ there are (c′, d′) ∈ F such
that (a′, b′, c′, d′) ∈ Q′. Now considerQ′′ = Q′∩(E×E×B′2×B
′
2). Clearly,Q
′
1 ⊆
pr12Q
′′. Also, since (a, b) is as-maximal in a lk1-block, by the Rectangularity
Corollary 34 {(a, b)} × F ⊆ Q′′, implying F ⊆ pr34Q
′′. If θ1, θ2 denote the link
congruences of pr12Q
′′,pr34Q
′′ with respect to Q′′, the observation above implies
that the as-components of pr12Q
′′ containing (a, a) and (a, b) belong to the same
θ1-block, and F belongs to a θ2-block. Therefore again by the Rectangularity
Corollary 34 we get (E′ × E′) × ({c} × C ′) ⊆ Q′, in particular (a, a, c, d) ∈ Q.
Thus, there is a polynomial h such that h(a) = h(b) = a and h(c) = c, h(d) = d.
So far we have proved that for any subtrace (a, b) ∈ T1, where a is a fixed ele-
ment such that (a, c) ∈ pr12R
′, there is a polynomial hab satisfying the conditions
stated in the beginning of the proof.
CLAIM 6. For every (α, β)-subtrace {a′, b′} from T1 ∩ (E × E) (recall that
E = aβ ∩B′1) there is a polynomial h such that h(a) = h(b) and h(c) = c, h(d) =
d.
Let us consider T1 as a graph; we can introduce the distance r(x) of element x
from a. In particular, all elements from umax(E) belong to the connected compo-
nent containing a. Let D(i) ⊆ E denote the set of elements at distance at most i
from a. By what is proved above there is a composition h∗ of polynomials hab for
b ∈ D(1) such that h∗(D(1)) ⊆ {a}. By Lemma 14(2) every B-preserving poly-
nomial maps every (α, β)-subtrace either to a singleton, or to a (α, β)-subtrace
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from T1. Therefore by induction we also get h
∗(D(i + 1)) ⊆ D(i). Therefore
composing several copies of h∗ collapses a′ and b′ and leaves c, d unchanged.
We now can prove the result in Case 1. We have proved that for any (α, β)-
subtrace (a′, b′) ∈ T1 from a β-block E such that pr12R
′ ∩ (E × {c}) 6= ∅, a
polynomial ha
′b′ with the required properties exists. Suppose now that a′, b′ ∈ B′1
be any such that (a′, b′) ∈ β. Take any c′, d′ ∈ B′2 such that (a, c
′) ∈ pr12R
′.
By Lemmas 37 and 44(5) there is an idempotent B-preserving polynomial g such
that g(c′) = c, g(d′) = d. If g(a′) = g(b′), we are done, as g may serve as
ha
′b′ . Otherwise, as before consider the relation Q† ⊆ A21 × A
2
2 × R generated
by {(g(a′), g(b′), c, d,a)} ∪ {(x, x, y, y, z) | z ∈ R, z[1] = x, z[2] = y}, where
a is an arbitrary element from R′, and let Q‡ = pr1234(Q
† ∩ (B′1 × B
′
1 × B
′
2 ×
B′2 × B)), Q
′′
1 = pr12Q
‡, Q′′2 = pr34Q
‡, and the link congruences lk′′1 , lk
′′
2 of
Q′′1 , Q
′′
2 with respect to Q
‡. Recall that C ′ is the as-component of B′2 containing
c, d. Consider relation S = Q‡ ∩ (B1×B1× Sg(C
′)× Sg(C ′)). Since C ′×C ′ ⊆
Q′′ by (Q1), by Lemma 36 there is (c′′, d′′) ∈ C ′ × C ′ such that (c′′, d′′) is as-
maximal in a lk′′2-block and c
′′ 6= d′′. By the Maximality Lemma 27(4) there is
u-maximal (a′′, b′′) ∈ Q′′1 such that (a
′′, b′′, c′′, d′′) ∈ Q′. This means that for
some B-preserving polynomial g′ it holds g′(g(a′)) = a′′, g′(g(b′)) = b′′, g′(c) =
c′′, g′(d′) = d′′. By what was proved there is a polynomial ha
′′b′′ with ha
′′b′′(a′′) =
ha
′′b′′(b′′) and ha
′′b′′(c′′) = c′′, ha
′′b′′(d′′) = d′′. Also, there is a B-preserving
polynomial g′′ such that g′′(c′′) = c, g′′(d′′) = d. Finally, this all implies that
(a∗, a∗, c, d) ∈ Q‡ for some a∗ ∈ B′1, that is, there is a polynomial h
a′b′ = g′′ ◦
ha
′′b′′ ◦ g′ ◦ g with ha
′b′(a′) = ha
′b′(b′) = a∗, and ha
′b′(c) = c, ha
′b′(d) = d.
CASE 2. For every element c from a nontrivial as-component of B′2 and any
a ∈ B′1 such that (a, c) ∈ R element a belongs to a β-block B
′ such that B′ ∩
umax(B′1) = ∅ or |umax(B
′ ∩B′1)| = 1.
We use the same elements c, d ∈ C ′, an as-component of B′2. For any (a, b) ∈
βB′1 choose c
′, d′ ∈ B′2 such that (a, c
′), (b, d′) ∈ pr12R
′. (Recall that we are
assuming α and γ to be equality relations.) If c′ = d′, that is, (b, c′) ∈ R, choose d′
to be an arbitrary element fromB′2. By Lemmas 37, 44(5) and becauseR is chained
there is an idempotent B-preserving polynomial g such that g(c′) = c, g(d′) = d.
Let g(a) = a′, g(b) = b′. Then (a′, c) ∈ R and b′
β
≡ a′. Since g is B-preserving,
b′ ∈ B′1. We again as in Case 1 consider the relation Q
∗ ⊆ A21×A
2
2×R generated
by {(a′, b′, c, d,a)} ∪ {(x, x, y, y, z) | z ∈ R, z[1] = x, z[2] = y}, where a is
an arbitrary element from R′, Q∗∗ = pr1234(Q
∗ ∩ (B′1 × B
′
1 × B
′
2 × B
′
2 × B)),
Q∗1 = pr12Q
∗∗, Q∗2 = pr34Q
∗∗, and the link congruences lk∗1, lk
∗
2 of Q
∗
1, Q
∗
2 with
respect to Q′. Now we complete the proof as in the end of Case 1.
Finally, we use polynomials hab to construct a single polynomial that collapses
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β on E = B′ ∩B′1 for every β-block B
′. Fix c, d and hab for every pair a, b ∈ B′1,
a
β
≡ b. Let V1, . . . , Vk be the list of all such pairs, and if Vℓ = {a, b} is the pair
number ℓ, hℓ denotes hab. Take a sequence 1 = ℓ1, ℓ2, . . . such that h
(1) = hℓ1 ,
Vℓ2 is a subset of h
(1)(A), and, for s > 2, Vℓs is a subset of the range of h
(s−1) =
hℓs−1 ◦ . . . ◦ hℓ1 . Since |Im (h(s))| < |Im (h(s−1))|, there is r such that Im (h(r))
contains no pair Vℓ for any ℓ. Therefore setting h(x) = hℓr ◦ . . . ◦ hℓ1(x) we have
that h collapses all the pairs Vℓ, and h acts identically on {c, d}. The result follows.
✷
5.3 Collapsing polynomials
We say that prime intervals (α, β) and (γ, δ) cannot be separated if (α, β) cannot
be separated from (γ, δ) and (γ, δ) cannot be separated from (α, β). In this section
we introduce and prove the existence of polynomials that collapse all prime inter-
vals in congruence lattices of factors of a subproduct, except for a set of factors
that cannot be separated from each other.
Lemma 47 (1) Let A be an algebra. If prime intervals α ≺ β and γ ≺ δ in
Con(A) are perspective, then they cannot be separated.
(2) If α ≺ β and γ ≺ δ from Con(A) cannot be separated, then a set U is a (α, β)-
minimal set if and only if it is a (γ, δ)-minimal set.
(3) Let R be a subdirect product of A and B, α, β ∈ Con(A), γ, δ ∈ B such that
α ≺ β, γ ≺ δ, and let α ≺ β and γ ≺ δ cannot be separated. Then for any (α, β)-
minimal set U there is a unary idempotent polynomial f such that f(A) = U and
f(B) is a (γ, δ)-minimal set.
Proof: (1) Follows from Lemma 16.
(2) Let f be a polynomial of A such that f(A) = U and f(β) 6⊆ α. Since
(α, β) cannot be separated from (γ, δ), we have f(δ) 6⊆ γ and therefore U contains
a (γ, δ)-minimal set U ′. If U ′ 6= U , there is a polynomial g with g ◦ f(δ) 6⊆ γ and
g ◦ f(A) = U ′. In particular, |g(U)| < |U |, and so g ◦ f(β) ⊆ α; a contradiction
with the assumption that (γ, δ) cannot be separated from (α, β).
(3) Take an idempotent polynomial g of R such that g(B) is a (γ, δ)-minimal
set. Then, as (γ, δ) cannot be separated from (α, β), g(β) 6⊆ α. By Lemma 14(6)
there is an (α, β)-minimal set U ′ ⊆ g(A). Let g′, h be polynomials of R such that
g′(U) = U ′, h(U ′) = U and h(A) = U , which exist by Lemma 14(1). Then
h′ = h ◦ g ◦ g′ is such that h′(A) = h′(U) = U , h′(β) 6⊆ α and therefore h′(δ) 6⊆
γ. Then iterating h′ sufficiently many times we get an idempotent polynomial f
satisfying the same properties. ✷
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Let R be a subdirect product of A1 × · · · × An, and choose βj ∈ Con(Aj),
j ∈ [n]. Let also i ∈ [n], and α, β ∈ Con(Ai) be such that α ≺ β ≤ βi; let also
Bj be a βj-block. We call an idempotent unary polynomial f of R αβ-collapsing
for β,B if f is B-preserving, f(β) 6⊆ α, f(δBj) ⊆ γBj for every γ, δ ∈ Con(Aj),
j ∈ [n], with γ ≺ δ ≤ βj , and such that (α, β) can be separated from (γ, δ) or
(γ, δ) can be separated from (α, β), and |f(R)| is minimal possible.
Lemma 48 Let R, α, β, and βj , j ∈ [n], be as above and R chained with respect
to β,B. Let also R′ = R ∩ B. Then if β = βi and priR
′/α contains a nontrivial
as-component, then there exists an αβ-collapsing polynomial for β,B.
Proof: Suppose i = 1, let B′1 = pr1R
′ and C be a nontrivial as-component
of B′1/α. Take a (α, β)-subtrace {a, b} ⊆ B
′
1 such that a
α, bα ∈ C . Since R is
chained with respect to β,B, by (Q1) and Lemma 44(5) there is a B-preserving
idempotent polynomial f ofR such that f(A1) is an (α, β)-minimal set and a
α, bα ∈
f(A1)/α. Let polynomial f be such that f(R) is minimal possible. We show that
f is αβ-collapsible.
Let j ∈ [n] and γ, δ ∈ Con(Aj) be such that γ ≺ δ ≤ βj , and (α, β), (γ, δ)
can be separated. Since R is chained, by Lemma 46 there is an idempotent unary
B-preserving polynomial fjγδ of R such that fjγδ(A1) is an (α, β)-minimal set
with aα, bα ∈ fjγδ(A1)/α and fjγδ(δBj) ⊆ γBj. Then if f(δBj) 6⊆ γ, then let
g = fjγδ ◦ f . We have g(β) 6⊆ α, but g(δBj) ⊆ γ implying |g(R)| < |f(R)|, a
contradiction with minimality of f(R). ✷
5.4 Separation and minimal sets
In this section we show a connection between the fact that two prime intervals
cannot be separated, their types, and link congruences.
Lemma 49 Let R be a subdirect product of A and B and let α, β ∈ Con(A),
γ, δ ∈ Con(B) be such that α ≺ β, γ ≺ δ, and (α, β), (γ, δ) cannot be separated.
Let also lk1, lk2 be the link congruences of A,B, respectively. If typ(α, β) 6= 2
then lk1 ∧ β ≤ α, lk2 ∧ δ ≤ γ.
Proof: Assume as usual α = 0A, γ = 0B. By Lemma 47(3) there is a unary
polynomial f such that f(A1) = U1, f(A2) = U2 are (01, α1)- and (02, α2)-
minimal sets, respectively. We first study the structure of R ∩ (U1 × U2) and
then show how it can be used to prove the lemma. By N1 = {0, 1} we denote
the only trace of U1; by T1 we denote the tail of U1. By Lemma 17 there is a
polynomial p(x, y) with p(A1,A1) = U and such that p is a semilattice operation
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on N , say, p(0, 1) = 0, and p is a semilattice operation on {0, a}, {1, a} with
p(a, 0) = p(a, 1) = a for any a ∈ T1. There are two cases.
CASE 1. typ(γ, δ) 6= 2.
Let N2 = {0
′, 1′} be the trace of U2 and T2 the tail of U2. We may assume
p(x, p(x, y)) = p(x, y). Observe first that p preserves N2. Indeed, otherwise
p(x, x) is not a permutation, as p(0′, 0′), p(0′, 1′), p(1′, 0′), p(1′, 1′) belong to the
same β2-block, and if they do not belong toN2 then they are all equal, a contradic-
tion with the assumption that (α1, β1) and (α2, β2) cannot be separated. A binary
operation on a 2-element set is either a projection, or a semilattice operation.
Suppose first that p is a projection, say, the first projection on N2. If ({0} ×
N2) ∩R 6= ∅, say, (0, a) ∈ R, then f
′(x) = p
(
x,
(
0
a
))
satisfies the conditions:
f ′(N1) = {0}, that is, f
′(α1) ⊆ 01, and f
′(x) = x on N2; a contradiction that
(γ, δ) cannot be separated from (α, β). If ({1} × N2) ∩ R 6= ∅, say, (1, a) ∈ R,
then f ′(x) = p
((
1
a
)
, x
)
satisfies the conditions: f ′(x) = x on N1, that is,
f ′(β1) 6⊆ 01, and f
′(N2) = {a} on N2; a contradiction that (α, β) cannot be
separated from (γ, δ). Therefore, for some a ∈ T1, (a, 1
′) ∈ R. The operation
f ′ = p
(
x,
(
a
1′
))
is the projection on N2 and f
′(N1) = {a}; a contradiction
again.
Suppose now that p is a semilattice operation on N2. Let 1
′ be the neutral el-
ement of p. If (a, 1′) ∈ R for some a ∈ T1, then f
′(x) = p
(
x,
(
a
1′
))
is the
projection on N2, and f
′(N1) = {a}. If (a, 1
′) ∈ R for no a ∈ T1, then we
continue as follows. If (0, 1′) or (1, 0′) belong to R, then one of the operations
p
(
x,
(
0
1′
))
and p
(
x,
(
1
0′
))
contradicts the assumption that i, j cannot be sep-
arated. Therefore R ∩ (U1 × U2) ⊆ {(1, 1
′)} ∪ (({0} ∪ T1)× ({0
′} ∪ T2)).
Suppose that either lk1 ∩ β 6= 0A or lk2 ∩ δ 6= 0B, where lk1, lk2 are the link
congruences of A,B with respect to R. Assume the latter. Then, as 0B ≤ lk2, there
is a (0B, δ)-trace N such that (a, b) ∈ lk2. This means there are a1, . . . , ak ∈ A
and b1, . . . , bk+1 ∈ B with a = b1, b = bk+1, and (ai, bi), (ai, bi+1) ∈ R. Take
a polynomial f of R such that U1 = f(A), U2 = f(B) are (0A, β)-, and (0B, δ)-
minimal sets, respectively, and such that U2 is a (0B, δ)-minimal set containing N
as a trace and f(a) = a, f(b) = b. Then, as is easily seen, R∩ (U1×U2) does not
have the form described above. Thus, lk1 ∧ β = 0A and lk2 ∧ δ = 0B.
CASE 2. typ(0B, δ) = 2.
As in Case 1, since p(x, x) = x on U2, operation p preserves every trace of U2.
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Let N2 be a trace in U2. Then N2 is polynomially equivalent to a one-dimensional
vector space over GF(q) where q is a prime power. Since p is idempotent, it can
be represented in the form γx+(1−γ)y, γ ∈ GF(q). We may assume that γ = 1.
Indeed, if γ = 0 then consider p(y, x) instead of p(x, y). Otherwise, the operation
p(p . . . p︸ ︷︷ ︸
q−1 times
(x, y), y . . . , y)
satisfies the required conditions. Now we can complete the proof as in Case 1. ✷
The proof of Lemma 49 also implies
Corollary 50 Let R be a subdirect product of A and B and let α, β ∈ Con(A),
γ, δ ∈ Con(B) be such that α ≺ β, γ ≺ δ, and (α, β), (γ, δ) cannot be separated.
Then typ(α, β) = typ(γ, δ).
6 Centralizers and decomposition of CSPs
In this section we introduce an operator on congruence lattices similar to the cen-
tralizer in commutator theory, and study its properties and its connection to decom-
positions of CSPs.
6.1 Quasi-Centralizer
For an algebra A, a term operation f(x, y1, . . . , yk), and a ∈ A
k, let fa(x) =
f(x,a). Let α, β ∈ Con(A), α ≤ β, and let ζ(α, β) ⊆ A2 denote the following bi-
nary relation: (a, b) ∈ ζ(α, β) if an only if, for any term operation f(x, y1, . . . , yk),
any i ∈ [k], and any a,b ∈ Ak such that a[i] = a, b[i] = b, and a[j] = b[j] for
j 6= i, it holds fa(β) ⊆ α if and only if fb(β) ⊆ α.
Lemma 51 For any α, β ∈ Con(A), α ≤ β:
(1) ζ(α, β) is an equivalence relation.
(2) ζ(α, β) is the greatest binary relation δ satisfying the condition: for any term
operation f(x, y1, . . . , yk), and any a,b ∈ A
k such that (a[j],b[j]) ∈ δ for j ∈
[k], it holds fa(β) ⊆ α if and only if fb(β) ⊆ α.
(3) ζ(α, β) is a congruence of A.3
3Congruence ζ(α, β) appeared in [39], but completely inconsequentially, they did not study it at
all. It is easy to see, thanks to K.Kearnes, that ζ(α, β) is greater than the centralizer of α and β, but
the reverse inclusion is unclear.
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Proof: (1) ζ(α, β) is clearly reflexive and symmetric. Suppose (a, b), (b, c) ∈
ζ(α, β). Let f(x, y1, . . . , yk) be a term operation, i ∈ [k], and a, c ∈ A
k such that
a[i] = a, c[i] = c and a[j] = c[j] for j 6= i. Let b ∈ Ak be such that b[i] = b and
b[j] = a[j] for j 6= i. Then fa(β) ⊆ α if and only if fb(β) ⊆ α, which is if and
only if fc(β) ⊆ α.
(2) As is easily seen, δ is reflexive. Choosing a,b that differ in only one
position, we show that δ ⊆ ζ(α, β).
Let us show the reverse inclusion. Let f,a,b be as in item (2) of the lemma,
except (a[i],b[i]) ∈ ζ(α, β), rather than δ. Set ai ∈ A
k, i ∈ {0, . . . , k}, as
follows: ai[j] = a[j] for j ≤ i and ai[j] = b[j] for j > i. Then f
ai(β) ⊆ α if and
only if fai+1(β) ⊆ α. Thus, fa(β) ⊆ α if and only if fb(β) ⊆ α.
(3) By (1) ζ(α, β) is an equivalence relation, so, we only need to show it is
preserved by term operations. Let g(z1, . . . , zm) be a term operation and a,b ∈
A
m such that (a[i],b[i]) ∈ ζ(α, β) for i ∈ [m]. Let also a = g(a) and b = g(b).
We show that (a, b) ∈ ζ(α, β). Take a term operation f(x, y1, . . . , yk), i ∈ [k], and
a
′,b′ ∈ Ak such that a′[i] = a,b′[i] = b, and (a′[j],b′[j]) ∈ ζ(α, β) for j 6= i.
Without loss of generality, i = k. Let also
h(x, y1, . . . , yk−1, z1, . . . , zm) = f(x, y1, . . . , yk−1, g(z1, . . . , zm)),
and a′′ = (a′[1], . . . ,a′[k−1],a[1], . . . ,a[m]), b′′ = (b′[1], . . . ,b′[k−1],b[1], . . . ,b[m]).
Then (a′′[j],b′′[j]) ∈ ζ(α, β) for all j ∈ [k + m − 1]. Therefore fa
′
(β) =
ha
′′
(β) ⊆ α if and only if fb
′
(β) = hb
′′
(β) ⊆ α. ✷
The congruence ζ(α, β) will be called the quasi-centralizer of α, β. Next we
prove several properties of quasi-centralizer similar to some extent to the properties
of the regular centralizer. The following statement is one of the key ingredients of
the algorithm.
Proposition 52 If ζ(α, β) ≥ β, then (α, β) has type 2, and for any β-blocks B,C
such that B ≤ C in A/β (that is BC is a thin semilattice edge in A/β) and they
belong to the same ζ(α, β)-block, there is an injective mapping σ : B/α → C/α
such that for any a ∈ B/α, a ≤ σ(a) and a 6≤ b for any other b ∈ C .
Proof: Clearly, we may assume α = 0. Suppose that ζ(α, β) ≥ β, and suppose
first that typ(0, β) 6= 2. Take any (0, β)-minimal set U , its only trace N , and a
pseudo-meet operation p on U . Then the polynomial p(x, 0) does not collapse β,
as f(0, 0) = 0, f(1, 0) = 1, while the polynomial p(x, 1) does, a contradiction
with the assumption ζ(α, β) ≥ β.
Suppose now that typ(0, β) = 2. Then by Corollary 39(1) for any a, b ∈ A
with a
β
≡ b, there is a (0, β)-minimal set U such that a, b ∈ U .
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Let B,C be β-blocks and B ≤ C in A/β. By Lemma 22(1) for any a ∈ A
there is b ∈ C with a ≤ b. Suppose the statement of the proposition is not true.
Then there are two possibilities.
1. For some a ∈ B and b, c ∈ C , a ≤ b, a ≤ c. Let f be a polynomial such
that U = f(A) is a (0, β)-minimal set and b, c ∈ U . Consider g1(x) = a · f(x)
and g2(x) = b · f(x). Clearly, g1(b) = b, g1(c) = c, so g1(β) 6⊆ 0. On the other
hand, g2(b) = b = g2(c), that is, g2(β) ⊆ 0, as |g2(A)| ≤ |U |, a contradiction with
the assumption (a, b) ∈ ζ(0, β).
2. For some a ∈ C and b, c ∈ B, b ≤ a, c ≤ a. Let f be a polynomial such
that U = f(A) is a (0, β)-minimal set and b, c ∈ U . Consider g1(x) = f(x) · a
and g2(x) = f(x) · b. Clearly, g1(b) = g1(c) = a, so g1(β) ⊆ 0, as |g1(A)| ≤ |U |.
On the other hand, g2(b) = b, g2(c) = c, that is, g2(β) 6⊆ 0 a contradiction again.
✷
Corollary 53 Let ζ(α, β) = 1A, a, b, c ∈ A and b
β
≡ c. Then ab
α
≡ ac.
Proof: We have ab
β
≡ ac and a ≤ ab, a ≤ ac. By Proposition 52 ab
α
≡ ac. ✷
Remark 54 Recently, Payne [56] designed a polynomial time algorithm for the
following class of algebras: Every algebra A from this class has a congruence
α such that A/α is a semilattice, and the interactions between α-blocks satisfy a
certain condition. It seems that Lemma 52 is similar to what this condition can
provide.
An injective mapping between β-blocks B,C inside a ζ(α, β)-block can also
be established whenever BC is any thin edge in A/β, as the following lemma
shows.
Lemma 55 Let α, β ∈ Con(A) such that α ≺ β ≤ ζ = ζ(α, β) and let B,C
be β-blocks from the same ζ-block such that BC is a thin edge in A/β. For any
b ∈ B, c ∈ C such that bc is a thin edge the polynomial f(x) = x · c if b ≤ c,
f(x) = tbc(x, c) if bc is majority, and f(x) = hbc(x, b, c) if bc is affine, where
tab, hab are the operations from Lemma 24, is an injective mapping from B/α to
C/α.
Proof: We can assume that α is the equality relation. Suppose f(a1) = f(a2)
for some a1, a2 ∈ B. Since typ(α, β) = 2, by Corollary 39(1) every pair of
elements of B is an (α, β)-subtrace. Let f ′ be an idempotent unary polynomial
such that f ′(a1) = a1, f
′(a2) = a2, and f
′(A) is an (α, β)-minimal set.
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If b ≤ c, let g(x, y) = f ′(x) · y. Then gc = g(x, c) = f(x) on {a1, a2}, that
is, gc(a1) = g
c(a2) implying g
c(β) ⊆ α. On the other hand, gb(x) = f ′(x) on
{a1, a2} implying g
b(β) 6⊆ α, a contradiction with the assumption b
ζ
≡ c.
If bc is a thin majority edge, set g(x, y) = tbc(f
′(x), y). Then gc(a1) =
f(a1) = f(a2) = g
c(a2), and so g
c(β) ⊆ α. On the other hand, since B/α is
a module, a1b, a2b are affine edges and α witnesses that. Therefore g
b(a1) = a1
and gb(a2) = a2, implying g
b(β) 6⊆ α, and we have a contradiction again.
Finally, if bc is a thin affine edge, we consider the polynomials g(x, y, z) =
hbc(f
′(x), y, z) and gbc(x) = g(x, b, c), ga1a1(x) = g(x, a1, a1). Again, g
bc(a1) =
f(a1) = f(a2) = g
bc(a2), while
ga1a1(a1) = hbc(f
′(a1), a1, a1) = a1 6= hbc(f
′(a2), a1, a1) = g
a1a1(a2),
since by Lemma 24 hbc(x, a1, a1) is a permutation. This implies that g
bc(β) ⊆ α
and ga1a1(β) 6⊆ α, a contradiction. ✷
Lemma 56 Let α, β ∈ Con(A) be such that α ≺ β and typ(α, β) = 2, and
ζ = ζ(α, β). Then for any β-blocks B1, B2 that belong to the same ζ-block C and
such that B1 ⊑asm B2 and B2 ⊑asm B1 in C/β, |B1/α| = |B2/α|.
Proof: Since there is an asm-path from B1 to B2 and back, the result follows
from Lemma 55. ✷
Let A be an algebra and α, β ∈ Con(A), α ≺ β. Element a ∈ A is said to
be αβ-minimal if it belongs to an (α, β)-trace. Let ZA(α, β) denote the set of all
αβ-minimal elements of A. By Lemma 14(5) ZA(α, β) intersects every α-block
from a nontrivial β-block. The following lemma shows that ZA(α, β) can be much
larger than that. Due to the way we will use it in the future the statement of the
lemma is not quite straightforward.
Lemma 57 Let α, β, γ, δ ∈ Con(A) be such that γ ≺ δ ≤ β, α ≺ β, intervals
(α, β), (γ, δ) cannot be separated, and typ(α, β) = 2; let B be a β-block. If
a ∈ ZA(γ, δ) ∩B then for any b ∈ B such that a ⊑asm b in B, b ∈ ZA(γ, δ).
In particular, umax(B) ⊆ ZA(γ, δ).
Moreover, if a
α
≡ b, a ⊑asm b in a
α, and f is a polynomial such that f(a) =
a, f(A) is an (α, β)-minimal set, and N its trace with a ∈ N , then there is a
polynomial g such that g(b) = b, g(A) is an (α, β)-minimal set, N ′ is its trace
containing b and N ′/α = N/α.
Proof: Let f be an idempotent unary polynomial of A such that a ∈ N , a trace
in U = f(A), a (γ, δ)-minimal set. Note that f(B) ⊆ B and f(β) 6⊆ α. It suffices
to consider the case when ab is a thin edge.
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Depending on the type of the edge ab we set f ′(x) = f(x) · b, f ′(x) =
tab(f(x), b), or f
′(x) = hab(f(x), a, b), if ab is semilattice, majority or affine,
respectively. Note also that by Lemma 24 f ′(a) = b, and therefore if f ′(δ) 6⊆ γ
we have f ′(A) is a (γ, δ)-minimal set, and b belongs to it.
Since (α, β) and (γ, δ) cannot be separated, by Lemma 47(2) U is an (α, β)-
minimal set. Hence, there are a1, a2 ∈ B/α such that a1 6= a2 and f(a1) =
a1, f(a2) = a2. Since a1a2 is an affine edge in B/α, depending on the type of ab
we have:
– if a ≤ b, then f ′(ai) = ai · b
α = ai for i = 1, 2;
– if ab is majority, then f ′(ai) = tab(ai, b
α) = ai, as ai
β/α
≡ bα for i = 1, 2 and by
Lemma 24(1);
– if ab is affine, then by Lemma 24(2) hab(x, a
α, bα) is a permutation on B/α, in
particular, f ′(a1) 6= f
′(a2).
In either case we obtain f ′(β) 6⊆ α, implying f ′(δ) 6⊆ γ.
For the last claim of the lemma it suffices to notice that if a
α
≡ b then f ′(x)
α
≡
f(x) for x ∈ B. ✷
6.2 Decomposition of CSPs
In this section we show that if intervals in congruence lattices of domains in a CSP
instance cannot be separated, they induce certain decomposition of the instance or
its subinstances. The components of this decomposition are instances over smaller
domains, which are, actually, blocks of the corresponding quasi-centralizers.
Let R be a subdirect product of A1 × · · · × An, i, j ∈ [n], and αi ∈ Con(Ai),
αj ∈ Con(Aj). The coordinate positions i, j are said to be αiαj-aligned in R if,
for any (a, c), (b, d) ∈ prijR, (a, b) ∈ αi if and only if (c, d) ∈ αj . Or in other
words, the link congruences of Ai,Aj with respect to prijR are no greater than
αi, αj , respectively.
Lemma 58 Let R be a subdirect product of A1 × A2, αi, βi ∈ Con(Ai), αi ≺ βi,
for i = 1, 2. If (α1, β1) and (α2, β2) cannot be separated from each other, then the
coordinate positions 1,2 are ζ(α1, β1)ζ(α2, β2)-aligned in R.
Proof: Let us assume the contrary, that is, without loss of generality there are
a, b ∈ A1 and c, d ∈ A2 with (a, c), (b, d) ∈ R, (a, b) ∈ ζ(α1, β1), but (c, d) 6∈
ζ(α2, β2). Therefore there is g(x, y1, . . . , yk), a term operation of A2, i ∈ [k], and
c,d ∈ Ak2 with c[i] = c, d[i] = d and c[j] = d[j] for j 6= i, such that g
c(β2) ⊆ α2
but gd(β2) 6⊆ α2, or the other way round. Extend g to a term operation g of
R, and choose a,b ∈ Ak1 such that a[i] = a,b[i] = b, a[j] = b[j] for j 6= i,
and (a[j], c[j]), (b[j],d[j]) ∈ R for j ∈ [k]. Then ga(β1) ⊆ α1 if and only if
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gb(β1) ⊆ α1. Therefore, there is a polynomial of R that separates (α1, β1) from
(α2, β2) or the other way round, a contradiction. ✷
Let P = (V, C) be a (2,3)-minimal instance, in particular, for every X ⊆ V ,
|X| = 2, it contains a constraint CX = 〈X,RX〉. Let w1, w2,∈ V . We say that
w1, w2 are α1α2-aligned in P, where α1 ∈ Con(Aw1), α2 ∈ Con(Aw2), if they
are α1α2-aligned in R
w1w2 . For αv ∈ Con(Av), v ∈ V , instance P is said to be
α-aligned if every w1, w2 are αw1αw2-aligned. This means that there are one-to-
one mappings ϕw1w2 : Aw1/αw1 → Aw1/αw1 such that whenever (a, b) ∈ R
w1w2 ,
bαw2 = ϕw1w2(a
w1). Observe that since P is (2,3)-minimal, these mappings are
consistent, that is, for any u, v, w ∈ V , ϕvw ◦ ϕuv = ϕuw. Therefore P can be
represented as a disjoint union of instances P1, . . . ,Pk, where k is the number of
αv-blocks for any v ∈ V and the domain of v ∈ V of Pi is the i-th αv-block.
Let againP = (V, C) be a (2,3)-minimal instance and let β, βv ∈ Con(Av), v ∈
V , be a collection of congruences. Let WP (β) denote the set of triples (v, α, β)
such that v ∈ V , α, β ∈ Con(Av), and α ≺ β ≤ βv. Also, W
P denotes WP(β)
when βv = 1v for all v ∈ V . We will omit the superscript P whenever it is
clear from the context. For every (v, α, β) ∈ W(β), let Z denote the set of triples
(w, γ, δ) ∈ W(β) such that (α, β) and (γ, δ) cannot be separated in Rvw. Slightly
abusing the terminology we will also say that (α, β) and (γ, δ) cannot be separated
in P. Then letWv,αβ,β = {w ∈ V | (w, γ, δ) ∈ Z for some γ, δ ∈ Con(Aw)}. We
will omit the subscript β whenever possible. The following statement is an easy
corollary of Lemma 58.
Theorem 59 Let P = (V, C) be a (2,3)-minimal instance and (v, α, β) ∈ W . For
w ∈Wv,αβ,β , where βv = 1v for v ∈ V , let (w, γ, δ) ∈ W be such that (α, β) and
(γ, δ) cannot be separated and ζw = ζ(γ, δ). Then PW
v,αβ,β
is ζ-aligned.
7 The Congruence Lemma
This section contains several technical results that will be used when proving of
the soundness of the algorithm. The main result is the Congruence Lemma 64.
Lemmas 62 and 63 are auxiliary and only used in the proof of the Congruence
Lemma 64. We start with introducing two closure properties of algebras and their
subdirect products, this time under certain polynomials.
We say that a set A is as-closed in algebra B, A ⊆ B, if A ∩ umax(B) 6= ∅
and, for every a, b ∈ B such that a ⊑as b in B and a ∈ A ∩ umax(B), element b
also belongs to A.
Let R be a subdirect product of A1, . . . ,An and Q a subalgebra of R. We say
that Q is polynomially closed in R if for any polynomial f of R the following
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condition holds: for any a,b ∈ umax(Q) such that f(a) = a and for any c ∈
Sg(a, f(b)) such that a ⊑as c in Sg(a, f(b)), the tuple c belongs to Q.
Remark 60 Polynomially closed subalgebras of Mal’tsev algebras are congru-
ence blocks. In the general case the structure of polynomially closed subalgebras
is more intricate. The intuition (although not entirely correct) is that if for some
block B of a congruence β and a congruence α with α ≺ β the set B/α contains
several as-components, a polynomially closed subalgebra contains some of them
and has empty intersection with the rest. However, since this is true only for factor
sets, and we do not even consider non-as-maximal elements, the actual structure is
more ‘fractal’.
The following lemma follows from the definitions, Lemma 22, and the fact that
congruences are invariant under polynomials.
Lemma 61 (1) Let R be a subdirect product of A1, . . . ,An and Q1, Q2 relations
polynomially closed in R, and Q1 ∩ Q2 ∩ umax(Q) 6= ∅. Then Q1 ∩ Q2 is
polynomially closed in R.
In particular, let βi ∈ Con(Ai) and Bi a u-maximal βi-block. Then Q1 ∩B is
polynomially closed in R.
If Q1, Q2 are as-closed in R, then Q1 ∩Q2 is as-closed in R.
(2) LetQi be polynomially closed inRi, i ∈ [k], and letR,Q be pp-defined through
R1, . . . , Rk and Q1, . . . , Qk, respectively, by the same pp-formula Φ; that is, R =
Φ(R1, . . . , Rk) and Q = Φ(Q1, . . . , Qk). Let also for every atom Ri(x1, . . . , xℓ)
and any a ∈ umax(Ri) there is b ∈ R with pr{x1,...,xℓ}b = a, and also umax(Q)∩
umax(R) 6= ∅. Then Q is polynomially closed in R.
If Qi is as-closed in Ri then Q is as-closed in R.
(3) Let R be a subdirect product of A1, . . . ,An, βi ∈ Con(Ai), i ∈ [n], and let Q
be polynomially closed in R. Then Q/β is polynomially closed in R.
If Q is as-closed in R then Q/β is as-closed in R/β.
The first two lemmas in the rest of this section study the structure of binary
relations that have in their domains a pair of prime intervals of type 2 that cannot be
separated. They show that if we restrict ourselves to blocks of the link congruences
then this structure is very uniform. The third lemma, Lemma 64 (the Congruence
Lemma), is an important technical result. To explain what it amounts to saying
consider this: let Q ⊆ A′ × B′ be a subdirect product and the link congruence of
A
′ is the equality relation. Then, clearly, Q is the graph of a mapping σ : B′ → A′,
and the kernel of this mapping is the link congruence η of B′ with respect to Q.
Suppose now that Q is a subalgebra of R, a subdirect product of A × B such that
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A
′ is a subalgebra of A and B′ is a subalgebra of B. Then the restriction of the link
congruence of A with respect to R to A′ does not have to be the equality relation,
and similarly the restriction of the link congruence of B to B′ does not have to be η.
Most importantly, the restriction of Cg(η), the congruence of B generated by η, to
B′ does not have to be η. The Congruence Lemma 64 shows, however, that this is
exactly what happens when Q and A′,B′ satisfy some additional conditions, such
as being chained and polynomially closed.
In the next two lemmas let R be a subdirect product of A1 × A2, β1, β2 con-
gruences of A1,A2 and B1, B2 β1- and β2-blocks, respectively; R is chained with
respect to (β1, β2), (B1, B2) and R
∗ = R ∩ (B1 × B2), B
∗
1 = pr1R
∗, B∗2 =
pr2R
∗. Let α, β ∈ Con(A1), γ, δ ∈ Con(A2) be such that α ≺ β ≤ β1,
γ ≺ δ ≤ β2, typ(α, β) = typ(γ, δ) = 2, and (α, β), (γ, δ) cannot be sepa-
rated. Let also ζ1 = ζ(α, β)B∗1 , ζ2 = ζ(γ, δ)B∗2 and lk
∗
1, lk
∗
2 the link congruences
of B∗1 , B
∗
2 , respectively, with respect to R
∗. Let F,G be ζ1-, ζ2-blocks such that
R∗∩ (F ×G) 6= ∅ and F,G contain nontrivial β- and δ-blocks A,B, respectively
(that is, |A/α|, |B/γ| > 1).
By Lemma 56 all the β-blocks A′ ∈ F/β, A ⊑asm A
′ in F (respectively, all
δ-blocks B′ ∈ G/δ, B ⊑asm B
′ in G) are also nontrivial. Note that by Lemma 58
lk∗1 ≤ ζ1 and lk
∗
2 ≤ ζ2. Let also D ⊆ F,E ⊆ G be blocks of lk
∗
1, lk
∗
2 such that
R∗ ∩ (D × E) 6= ∅.
The first lemma claims that for the link congruence lk∗2 there are only two
options: either it is a subset of γ on the ζ2-block G, or it contains δ/γ on umax(G).
Lemma 62 Suppose that B ∩ E 6= ∅ and that lk∗2 is nontrivial on the δ-block B,
that is, there are distinct a, b ∈ (B∩B∗2)/γ with (a, b) ∈ lk
∗
2, or equivalently lk
∗
2∧δ
is not a subset of γ on B ∩B∗2 . Then
(1) if G ∩ umax(B∗2) 6= ∅ then δumax(G) ≤ lk
∗
2 ∨ γB∗2; and
(2) any B′ ∈ G/δ with B ⊑asm B
′ in G/δ is nontrivial, that is, |B
′/γ| > 1.
In particular, umax(D), umax(E) and umax(F ), umax(G) do not intersect any
trivial β- and δ-blocks, respectively.
Proof: Since lk∗1 ≤ ζ1 and lk
∗
2 ≤ ζ2, (2) follows by Lemma 56. Also, as lk
∗
2 is
nontrivial on a δ-block, we obtain (1) by Lemma 45. ✷
The second lemma amounts to saying that if lk∗2 is nontrivial on G then it not
only contains δ (modulo γ), but also that if an element of F is related by R to some
element of a δ-block B, it is also related to the entire B (again, modulo γ).
Lemma 63 Suppose δ
umax(G) ≤ lk
∗
2 ∨ γB∗2 and sets A,B satisfy one of the follow-
ing two conditions:
(1) let A ⊆ F,B ⊆ G be β- and δ-blocks, respectively, such that (A,B) ∈
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umax((R ∩ (F ×G))/β×δ), or
(2) let A,B be β-, and δ-blocks, respectively, and such that A′ = A ∩D 6= ∅ and
(A′, B) ∈ umax((R ∩ (D ×G))/β×δ).
Then either R ∩ (A × B) = ∅, or for any c ∈ A with B ∩ R[c] 6= ∅ we have
{c} ×B/γ ⊆ R/γ.
Note that in condition (2) D does not have to contain u-maximal elements of
F , and similarly E does not have to contain u-maximal elements of G. Thus, (1)
is not necessarily a more general condition.
Proof: We prove the lemma for condition (2), that is, when (A′, B) ∈ umax((R∩
(D ×G))/β×δ). It will be clear that case (1) follows from the same argument.
We assume γ = 02. Since B is a module, it is as-connected. Therefore if some
element ofB belongs to an as-component ofE, the whole setB is contained in that
as-component. By the Rectangularity Corollary 34, this means that if R ∩ ({c} ×
B) 6= ∅ for c ∈ amax(D), then {c} ×B ⊆ R, and the result for B follows.
Now we show that if {c} × B ⊆ R for some c ∈ D and B ∈ E/δ then
{d} × b′δ ⊆ R for any d ∈ D and b′ ∈ E such that (c, b)(d, b′) is a thin edge in
R ∩ (D × E) for some b ∈ B. As is easily seen this implies the result. There are
3 possible cases.
CASE 1. b′δ = B, that is cd is a thin edge and (d, b′) ∈ R, b′ ∈ B. Then
{d} ×B ⊆ R.
This case follows from Lemma 32.
CASE 2. c = d, that is, BB′ is a thin edge in A2/δ where B
′ = b′δ and
(c, b′) ∈ R.
Let f(x) be the unary polynomial of R constructed as in Lemma 55, that is,
f(x) = x ·
(
c
b′
)
, f(x) = tbb′
(
x,
(
c
b′
))
, or f(x) = hbb′
(
x,
(
c
b
)
,
(
c
b′
))
,
depending on the type of bb′. Then by Lemma 55 f : B → B′ is a bijection, and
therefore maps {c} ×B ⊆ R onto {c} ×B′, implying {c} ×B′ ⊆ R.
CASE 3. cd and bb′ are thin edges of the same type.
Let B′ = b′δ. Similar to Case 2 depending on the type of cd we consider poly-
nomial f(x) = x ·
(
d
b′
)
, f(x) = tcd
(
x,
(
d
b′
))
, or f(x) = hcd
(
x,
(
c
b
)
,
(
d
b′
))
for some b ∈ B. We have f(c) = d and f : B → B′ is a bijection by Lemma 55,
thus proving that {d} ×B′ ⊆ R.
If condition (1) holds the prove is essentially the same, except we need to use
the same starting point as above, and consider pairs from umax(R ∩ (F ×G)). ✷
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We are now in a position to state and prove the main result of the section. Let
again R be a subdirect product of A1 × A2, β1, β2 congruences of A1,A2 and
B1, B2 β1- and β2-blocks, respectively. Also, let R be chained with respect to
(β1, β2), (B1, B2) and R
∗ = R ∩ (B1 × B2), B
∗
1 = pr1R
∗, B∗2 = pr2R
∗. Let
α, β ∈ Con(A1) be such that α ≺ β ≤ β1. This time we do not assume that
typ(α, β) = 2.
Lemma 64 (The Congruence Lemma) Suppose α = 01 and let R
′ be a poly-
nomially closed subalgebra of R∗ and such that B′1 = pr1R
′ contains an as-
component C of B∗1 and R
′ ∩ umax(R∗) 6= ∅. Then either
(1) C × umax(B′′2 ) ⊆ R
′, where B′′2 = R
′[C], or
(2) there is η ∈ Con(A2) with η ≺ β2 such that intervals (α, β1) and (η, β2) can-
not be separated.
Moreover, in case (2) R′ ∩ (C ×B′′2 ) is the graph of a mapping ϕ : B
′′
2 → C such
that the kernel of ϕ is the restriction of η on B′′2 .
Proof: Note that if |C| = 1, the lemma is trivially true. Let B′2 = pr2R
′. We
assume β2B′2 6= λB′2 for any congruence λ ≤ β2; otherwise replace β2 with λ.
Let lk′1, lk
′
2 be the link congruences of B
′
1, B
′
2 with respect to R
′. Let η ≤ β2 be
such that η
umax(B′2)
⊆ lk′2 and η is maximal among congruences of A2 with this
property. We show that either η = β2 or it is one of the congruences in item (2) of
the lemma. If η is the full relation on umax(B′2), we are done by Proposition 35;
otherwise there are two cases.
CASE 1. For some θ ∈ Con(A2) with η ≺ θ ≤ β2 the intervals (01, β1), (η, θ)
can be separated.
In this case we prove that η has to be β2 and we have option (1) of the lemma.
SinceR is chained, by Lemmas 44(4) and 48 there is a set T ⊆ B∗1×B
∗
1 of (01, β1)-
subtraces such that any pair of elements from umax(B∗1) belongs to the transitive
closure of T , and for any (a, b) ∈ T there is a (B1, B2)-preserving polynomial f
such that f(a) = a, f(b) = b, and f(θB∗2
) ⊆ η. This means that C belongs to the
lk∗1-block of B
∗
1 , where lk
∗
1 is the link congruence with respect to R
∗/η. Therefore
C × umax(R∗[C])/η ⊆ R
∗/η. Observe that as R
′ ⊆ R∗, the link congruence
of B∗1 with respect to R
∗ restricted to C contains lk′1C. Therefore, we also have
C × umax(R∗[C]) ⊆ R∗. Note that by the assumption R′ ∩ umax(R∗) 6= ∅
of the lemma both R∗[C] and B′2 contain a u-maximal element from B
∗
2 . Since
B′′2 ⊆ R
∗[C], by Lemma 26 we have umax(B′′2 ) ⊆ umax(R
∗[C]). Therefore
C × umax(B′′2 ) ⊆ R
∗.
We are going to argue that the same inclusion holds for R′. But first we show
that for any thin semilattice or affine edge ab of C and any c ∈ umax(R∗[C])
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there is a polynomial g such that g(a) = a, g(b) = b, f(θB∗2) ⊆ η, and g(c) = c.
Note that since R is chained, all such pairs {a, b} belong to T . Since every pair of
elements of C is a (01, β1)-subtrace, again, as R is chained, and by Lemma 44(5)
this is true for some c ∈ R∗[C]. Suppose cc′ is a thin edge in R∗[C]; by Lemma 32
this implies that (a, c), (b, c), (a, c′), (b, c′) ∈ R. Then as in Lemma 57 we find a
polynomial satisfying the required properties for c′. Specifically, g′(x) = g(x) ·(
a
c′
)
, g′(x) = t
(
g(x),
(
a
c′
))
, and g′(x) = h′
(
g(x),
(
a
c
)
,
(
a
c′
))
, where t and
h are the operations from Lemma 24(3), depending on the type of cc′ and ab.
Now we are back to proving that C×umax(B′′2 ) ⊆ R
′. Observe that R′/lk′1×lk′2
is the graph of a bijective mapping ϕ : B′1/lk′1 → B
′
2/lk′2. Take a, b ∈ C and
c ∈ umax(B′′2 ) such that (a, c) ∈ R
′, ab is a thin semilattice or affine edge and
(a, b) 6∈ lk′1. Let also (b, d) ∈ R
′. By what is proved there is a polynomial f
of R such that f(a) = a, f(b) = b, f(c) = c
η
≡ d′ = f(d), and f(θB∗2
) ⊆
η. In particular, (a, d′), (b, d′) ∈ R. Since (a, c) ∈ R′ and (a, c) ≤ (b, c′) or
(a, c)(b, c′) is an affine edge for some c′ ∈ Sg(c, d′), we obtain (b, c′) ∈ R′, as
R′ is polynomially closed. Since c′
η
≡ c and η ≤ lk′2, we get a contradiction with
(a, b) 6∈ lk′1.
CASE 2. For all θ ∈ Con(A2) with η ≺ θ ≤ β2 the intervals (01, β1), (η, θ)
cannot be separated.
Suppose lk′2B′′2
6⊆ ηB′′2 . Without loss of generality let η = 02. Then there
are a, b ∈ B′′2 and c ∈ C such that (c, a), (c, b) ∈ R
′. Let θ any congruence
with η ≺ θ ≤ Cg(η ∪ {(a, b)}) ≤ β2. If typ(01, β) = 3 then by Lemma 49
such a, b do not exists, as long as (01, β1), (η, θ) cannot be separated. Finally, if
typ(01, β) ∈ {4,5}, C is a singleton by Lemma 40, and the result is trivial.
Suppose now that typ(01, β1) = typ(02, θ) = 2. In this case B
∗
1 is a module,
C = B∗1 implying B
′
2 = B
′′
2 . Since R is chained a, b can be assumed to be from
umax(B′′2 ), and so ηumax(B′′2 )
< lk′2(B′′2 )
. Also, this implies by Proposition 35 that
for any lk′1-block E and the corresponding lk
′
2-block E
′ it holds E × umax(E′) ⊆
R′. Since by the choice of η, lk′2∧θ 6≤ η, pairs (c, a), (c, b) can be chosen such that
a
θ
≡ b. We prove that θ
umax(B′′2 )
⊆ lk′2 producing a contradiction with the choice of
η.
By Lemma 58 R[B∗1 ] is a subset of a ζ(02, θ)-block. Then θ ≤ lk
′′
2 ∨ η,
where lk′′2 is the link congruence of A2 with respect to R, and as R is chained,
by Lemma 45 θ
umax(E) ≤ lk
∗
2B∗2
for any lk∗2-block E ⊆ B
∗
2 , since B
∗
2/lk∗2 is a
module, and therefore E is u-maximal in this set. Thus we are in the conditions of
Lemma 63. Therefore if (c, d) ∈ R∗ then (c, e) ∈ R∗ for any e
θ
≡ d for any c ∈ C
and d, e ∈ umax(R[C]).
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Again, we now extend this property to R′ using the assumption that R is poly-
nomially closed. Since any pair {a′, b′} ⊆ B∗2 with a
′ θ≡ b′ is a (η, θ)-subtrace,
as R is chained, there is a (B1, B2)-preserving polynomial f such that f(a) = a
′
and f(b) = b′. Now, use the pairs (c, a), (c, b) ∈ R′. For any b′ ∈ umax(B′′2 ) with
b
θ
≡ b′, let b′′ ∈ bθ be such that h(b, b′′, a) = b′, where h is the function from Theo-
rem 20; such b′′ exists because h(b, x, a) is a permutation on every θ-block (recall
that a θ-block is a module in this case). SinceR is chained, there is a polynomial f
such that f(a) = a, f(b) = b′′ and f(c) = d for some d ∈ B∗1 = C . The mapping
g(x) = h
(
x, f(x),
(
d
a
))
is such that g
(
c
a
)
=
(
c
a
)
and g
(
c
b
)
=
(
c
b′
)
, be-
cause, again, B∗1 is a module. SinceR
′ is polynomially closed and (c, b) ⊑as (c, b
′)
we have (c, b′) ∈ R′; and as b′ is arbitrary from aθ, we have {c} × aθ ⊆ R′. Thus,
we have proved the property for a specific θ-block; next we extend it to other θ-
blocks.
Suppose {c} × E ⊆ R′ for some θ-block E and a θ-block E′ is such that for
some a ∈ E, b ∈ E′ ∩ B′′2 , ab is a thin edge and (d, b) ∈ R
′ for some d ∈ C .
Then by Lemma 55 mapping g(x) that is defined as x ·
(
d
b
)
, tab
(
x,
(
d
b
))
,
hab
(
x,
(
c
a
)
,
(
d
b
))
depending on the type of ab is injective on E. In particu-
lar, if ab is semilattice or majority then g maps {c} × E to {c} × E′, g(c, a) =
(c, b), g(c, a′) = (c, b′) and b 6= b′ whenever a 6= a′; and since tab, hab are term op-
erations and all the tuples involved belong to R′, (c, b), (c, b′) ∈ R′. If ab is affine
then g maps {c}×E to {d}×E′, and g(c, a) = (d, b), g(c, a′) = (d, b′) and b 6= b′
whenever a 6= a′, and (d, b), (d, b′) ∈ R′. In either case, lk′2 is nontrivial on E
′,
and applying the argument from the previous paragraph we obtain {c} × E′ ⊆ R′
or {d} × E′ ⊆ R′. Therefore θ
umax(B′2)
⊆ lk′2umax(B′2), a contradiction with the
choice of η. ✷
8 Chaining
In this section we first introduce a property of relations which is slightly stronger
than chaining; this is the property that will be used in further proofs. Then we show
in Lemma 65 that this property is preserved under certain transformations of the
relation.
We call relation R strongly chained with respect to β,B, where βi ∈ Con(Ai)
and Bi is a βi-block for i ∈ [n], if
(Q1s) for any I ⊆ [n] and α, β ∈ Con(prIR) such that α ≺ β ≤ βI , α and β are
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UB-chained in R, where UB is the set of all B-preserving polynomials of R
(Q2s) for any α, β ∈ Con(prIR), γ, δ ∈ Con(Aj), j ∈ [n], such that α ≺ β ≤ βI ,
γ ≺ δ ≤ βj , and (α, β) can be separated from (γ, δ), the congruences α and β are
U∗-chained in R, where U∗ is the set of all B-preserving polynomials g of R such
that g(δ) ⊆ γ
As in the definition of chained relations a polynomial from U∗ in condition (Q2s)
will be called (γ, δ,B)-good.
We now can state and prove Lemma 65 that the property to be strongly chained
is preserved under certain transformations of β and B. We will use it prove that
one of the conditions, (S7), of a β-strategy (see Section 9.3) remains true when the
β-strategy is being transformed.
Lemma 65 Let R be a subdirect product of A1, . . . ,An, βi ∈ Con(Ai) and Bi
a βi-block, i ∈ [n], such that R is strongly chained with respect to β,B. Let
R′ = R ∩ (B1 × · · · ×Bn) and B
′
i = priR
′. Fix i ∈ [n], β′i ≺ βi, and let Di be a
β′i-block that is a member of a nontrivial as-component of B
′
i/β′i. Let also β
′
j = βj
and Dj = Bj for j 6= i. Then R is strongly chained with respect to β
′
,D.
Proof: Let R′′ = R ∩ (D1 × · · · × Dn) and D
′
i = priR
′′. Take I , j from
the definition of being strongly chained. Let I = [ℓ]; if |I| > 1 we may consider
R as a subdirect product of prIR and Aℓ+1, . . . ,An, so we assume |I| = 1 and
j = n in (Q2s). Let α, β ∈ Con(A1), γ, δ ∈ Con(An) be such that α ≺ β ≤ β1,
γ ≺ δ ≤ βn. Clearly, we may assume α = 01, γ = 0n, and β
′
i = 0i. Note that
replacing R with the n + 1-ary relation {(a,a[i]) | a ∈ R} we may assume that
i 6∈ I ∪ {j}. Without loss of generality assume i = 2. By the assumption β′2 = 02,
the classes of β′2 are just elements of A2, so let B
′
2 be denoted by c. Let C be the
as-component of B′2 containing c.
To prove the lemma for every a, b ∈ D′1 with a
β
≡ b we have to identify a set
T (a, b, γ, δ,U∗) as in conditions (G1),(G2), and for every {a′, b′} ∈ T (a, b, γ, δ,U∗)
we need to find a (γ, δ,D)-good polynomial f such that f(a) = a′, f(b) =
b′. In fact, we rather find all the sets T minimal among the sets of the form
T (a, b, γ, δ,U∗) and that satisfy the conditions of Lemma 44(4). Note that such
minimal sets exist for β,B, as well as, (γ, δ,B)-good polynomials by the assump-
tion that R is strongly chained with respect to β,B. We need to change such a set
T and change the polynomials so that they fit the new requirements. We divide the
proof into two cases, depending on whether or not Q = pr12R
′ is linked. First, we
consider the case when Q is not linked, this case is relatively easy.
CLAIM 1. Let Q′ = Q ∩ (umax(pr1Q) × C) be not linked and lk1, lk2 link
congruences of Q. Then lk2 = 02 and either β ≤ lk1 or β is trivial on D1.
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Relation Q is a subalgebra of R ∩ (B1 × B2) and is polynomially closed in
pr12R by Lemma 61. By the Congruence Lemma 64 if Q
′ is not linked then Q
is the graph of a mapping ϕ : pr1Q → C . This means lk2 = 02 and lk1 is the
restriction of a congruence η of A1 onto pr1Q. If β ≤ η then obtain the first option
of the conclusion of the claim, otherwise lk1 ∩ β = 01 and we have the second
option.
Note that if β ≤ lk1 then any B-preserving polynomial that maps a pair of
β-related elements from D′1 on a (α, β)-subtrace from D
′
1 is also D-preserving,
because lk2 = 02; the result follows. If β is trivial onD
′
1, there is nothing to prove.
Therefore we may assume Q′ is linked.
We start with choosing a β-block required in the chaining conditions, and
studying some of its properties. Observe that since c is as-maximal in B′2, the set
D′1 also contains as-maximal elements ofB
′
1. Therefore by Lemma 26 umax(D
′
1) ⊆
umax(B′1). Let E be a β-block such that E
′′ = E∩D′1 6= ∅, E∩umax(D
′
1) 6= ∅
(and so E′′ satisfies the requirements of the chaining conditions), and let E′ =
E ∩ B′1. Consider R
∗ = R′ ∩ (B1 × C × B3 × · · · × Bn). Note that R
∗ is not
necessarily a subalgebra. Let B∗i = priR
∗, i ∈ [n], and E∗ = E ∩ B∗1 . By the
Maximality Lemma 27(4) amax(E∗) is a union of as-components of E′. Indeed,
let a ∈ E∗ and let a ∈ R∗ be such that a[1] = a and a[2] ∈ C; let also b ∈ E′
with a ⊑as b in E
′. Then by the Maximality Lemma 27(4) there is b ∈ R′ such
that b[1] = b and a ⊑as b in R
′. In particular, a[2] ⊑as b[2] implying b[2] ∈ C .
Also, by Proposition 35, since Q is linked and umax(E∗) ⊆ umax(B′1), we have
umax(E∗) × C ⊆ Q, and therefore umax(E∗) = umax(E′′) ⊆ umax(E′). In
particular, amax(E′′) is a union of as-components of E′. The last inclusion here is
because E∗ contains some as-maximal elements of E′.
First we prove condition (Q1s) for β
′
andD.
CLAIM 2. For any a, b, a′, b′ ∈ E′′ such that a, b belong to the same as-
component ofE′′ there is a (γ, δ,D)-good polynomial f with f({a′, b′}) = {a, b}.
Consider relation S, a subdirect product of A1×A1×A2×· · ·×An, produced
from by (a′, b′,a), where a ∈ pr{2,...,n}R
′′, as follows:
S = {f(a), f(b), f(a)) | f is a unary polynomial of R with f(δ) ⊆ γ}.
It is not difficult to see that S is a subalgebra, and, in particular it contains all the
tuples of the form (b[1],b[1],b[2], . . . ,b[n]) for b ∈ R. Let S′ = S ∩ B, and
S′′ = S ∩D. Every tuple from S′ or from S′′ corresponds to aB- orD-preserving
polynomial. Therefore it suffices to prove that (a, b) ∈ pr12S
′′. Let F be the as-
component of E′′ containing a, b; as observed above F is also an as-component of
E′. By the assumption of (Q2s) F 2 ⊆ pr12S
′ and (e, e) ∈ pr12S
′′ for any e ∈ F ,
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since F × C ⊆ Q′. We consider relation P = pr123S
′. As F 2 ⊆ P ′ = pr12P ,
(a, b) is as-maximal in P ′. Therefore it suffices to show that amax(P ) is linked
when considered as subdirect product of P ′ and B′2. Since (e, e) ∈ pr12S
′′ for
any e ∈ F , all pairs of this form are linked in P . Then (e, d, a′′) ∈ P for any
e, d ∈ F and some a′′ ∈ B′2, and (e, e, c
′′) ∈ P for some c′′ ∈ C . Since F 2 ⊆ P ′,
(e, e) ⊑as (e, d), and by the Maximality Lemma 27(4) a
′′ can be chosen from C ,
and so this implies that (e, d) and (e, e) are also linked. Claim 2 is proved.
Now we extend the result above to pairs from umax(E∗). We prove the result in
two steps. First, we show that for any a′, b′ ∈ E∗ and any a, b ∈ umax(E∗) there is
a sequence ofB-preserving polynomials f1, . . . , fk such that f1({a
′, b′}), . . . , fk({a
′, b′}) ⊆
E∗ form a chain connecting a and b, fi(A1) is an (α, β)-minimal set, and fi(c) ∈ C
for i ∈ [k]. Then we prove that f1, . . . , fk can be chosen in such a way that
f1({a
′, b′}), . . . , fk({a
′, b′}) ⊆ E′′ and f1(c) = · · · = fk(c) = c. Clearly, it
suffices to prove in the case when b is as-maximal in E∗.
By the assumption there are a = a1, a2, . . . , ak = b, a1, . . . , ak ∈ E
′ and
(γ, δ,B)-good polynomials f1, . . . , fk−1 such that fi(A1) is a (α, β)-minimal set
and fi({a
′, b′}) = {ai, ai+1}, and also fi(c) ∈ B
′
2. We need to show that a1, . . . , ak−1
and f1, . . . , fk−1 can be chosen such that fi(c) ∈ C . Choose a,b ∈ R
′′ such that
a[1] = a,b[1] = b and a[2] = b[2] = c. This is possible because umax(E∗) =
umax(E′′). Now let gi(x) = maj(a, fi(x),a) and hi(x) = maj(a,b, fi(x)).
By Lemma 44 gi, hi are (γ, δ,B)-good polynomials, and for each of them ei-
ther {bi, bi+1} = gi({a
′, b′}) ({ci, ci+1} = hi({a
′, b′})) is an (α, β)-subtrace, or
gi(β) ⊆ α (hi(β) ⊆ α), that is gi(a
′) = gi(b
′) (respectively, hi(a
′) = hi(b
′)). The
polynomials gi, hi satisfying the first option form a sequence of (α, β)-subtraces
connecting a with maj(a, b, a) — by subtraces of the form {bi, bi+1}, — and
maj(a, b, a) with maj(a, b, b) — by subtraces of the form {ci, ci+1}. Also, by
Theorem 31 maj(a, b, b) belongs to the as-component of E∗ (and therefore of E′
and E′′) containing b. Therefore by Claim 2 this sequence of polynomials and sub-
traces can be continued to connect maj(a, b, b) to b. Finally, by the same theorem
gi(c) = maj(c, fi(c), c) ∈ C and hi(c) = maj(c, c, fi(c)) ∈ C .
For the second step we assume that a and b are connected with (α, β)-subtraces
{ai, ai+1}, i ∈ [k − 1] witnessed by (γ, δ,B)-good polynomials fi such that
ci = fi(c) ∈ C . We need to show that fi can be chosen such that fi(c) = c.
Suppose that ci 6= c for some i ∈ [k − 1]. Since ci and c belong to the same
as-component, there is an as-path ci = d1, . . . , dℓ = c in C . We show that if
there is a sequence of (α, β)-subtraces {bj , bj+1} witnessed by polynomials gj
such that gj(c) = c whenever fj(c) = c, and fi(c) = dt, there are also (α, β)-
subtraces {b′j , b
′
j+1} such that b
′
1 = a and b
′
k is in the as-component containing
b, witnessed by polynomials g′1, . . . , g
′
k such that g
′
i(c) = dt+1 and g
′
j(c) = c
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whenever gj(c) = c.
As is easily seen, it suffices to find a ternary term operation p such that p(a, a, b)
belongs to the as-component containing b, and p(dt+1, dt, dt) = dt+1. Indeed,
if such a term operation exists, then we set g′j(x) = p(a,a, gj(x)), where a is
as in the first step above, for j ∈ [k − 1] − {i}, and {b′j , b
′
j+1} = g
′
j({a
′, b′}).
We have g′1(a
′) = p(a, a, g1(a
′)) = a and g′j(c) = p(c, c, gj(c)) = c whenever
gj(c) = c. Finally, since g
′
ℓ(b) = p(a, a, b) belongs to the as-component containing
b, we can use Claim 2 as before to connect p(a, a, b) to b. For g′i we set g
′
i(x) =
p(a′,a′′, gi(x)) where a
′,a′′ ∈ R′′ are such that a′[1] = a′′[1] = a and a′[2] =
dt+1,a
′′[2] = dt. Note that such a
′,a′′ exist, because umax(E∗) × C ⊆ Q. It
follows from the assumption about p that g′i is as required.
If dt ≤ dt+1, then p(x, y, z) = z · x fits the requirements. If dtdt+1 is an affine
edge, consider the relation S ⊆ A1 × A2 generated by {(a, dt), (a, dt+1), (b, dt)}.
Let B = Sg(a, b) and C = Sg(dt, dt+1); then B × {dt}, {a} × C ⊆ S. By
Lemma 32, as dtdt+1 is a thin affine edge, umax(B) × {dt+1} ⊆ S. There is b
′
with b ⊑as b
′ in B such that b′ ∈ umax(B). Therefore there is a term operation p
with p(a, a, b) = b′ and p(dt+1, dt, dt) = dt+1, as required. ✷
9 Strategies and solutions
9.1 The grand scheme
In this section we describe the ‘grand scheme’ of solving CSPs. We start with
introducing two preprocessing steps for our algorithm.
We call a CSP instance P = (V, C) subdirectly irreducible if it is 1-minimal
and Av is subdirectly irreducible for every v ∈ V .
Lemma 66 (Folklore) Every CSP instance can be reduced in polynomial time to
an equivalent subdirectly irreducible one.
In this section all instances we consider are assumed subdirectly irreducible.
The monolith of Av is denoted by µv.
Let P = (V, C) be a (2,3)-minimal instance and for X ⊆ V , |X| = 2, there
is a constraint CX = 〈X,RX〉, where RX is the set of partial solutions on X.
We use the notation from the end of Section 6.2. Recall that WP(β) denotes the
set of triples (v, α, β) such that v ∈ V , α, β ∈ Con(Av), and α ≺ β ≤ βv . If
βv = 1v for all v ∈ V , we set W
PWP(β). Also, let Wv,αβ,β to be the set of
w ∈ V such that for some (w, γ, δ) ∈ WP(β) the prime intervals (α, β) and (γ, δ)
cannot be separated in R{v,w}. Let β, βv ∈ Con(Av), v ∈ V , be a collection of
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congruences. LetW ′(β) (and respectivelyW ′) denote the set of triples (v, α, β) ∈
W(β) (respectively, fromW) with ζ(α, β) = 1v.
We say that algebra Av is semilattice free if it does not contain semilattice
edges. Let size(P) denote the maximal size of domains ofP that are not semilattice
free and MAX(P) be the set of variables v ∈ V such that |Av| = size(P) and Av
is not semilattice free. Finally, for Y ⊆ V let µYv = µv if v ∈ Y and µ
Y
v = 0v
otherwise. Recall that by P/µY we denote the instance (V, C
µY ) constructed as
follows: the domain of v ∈ V is Av/µYv ; for every constraint C = 〈s, R〉 ∈ C, the
set Cµ
Y
includes the constraint 〈s, R/µY
s
〉.
Instance P is said to be block-minimal if for every (v, α, β) ∈ W (here βv =
1v, v ∈ V )
(BM1) for every C = 〈s, R〉 ∈ C the problem PW
v,αβ,β
if (v, α, β) 6∈ W ′, and the
problem PW
v,αβ,β
/µY otherwise, where Y = MAX(P) − s, is minimal;
(BM2) if (v, α, β) ∈ W ′, then for every (w, γ, δ) ∈ W−W ′ the problem PWv,αβ,β/µY ,
where Y = MAX(P) − (Wv,αβ,β ∩Ww,γδ,β) is minimal.
The definition of block-minimality is designed in such a way that block-minimality
can be efficiently established. Observe thatWv,αβ,β can be large, even equal to V .
However if (v, α, β) 6∈ W ′ by Theorem 59 the problem PW
v,αβ,β
splits into a union
of disjoint problems over smaller domains. On the other hand, if (v, α, β) ∈ W ′
then PW
v,αβ,β
may not be decomposable. Since we need an efficient procedure
of establishing block-minimality, this explains the complications introduced in
(BM1),(BM2).
For an instance P we say that an instance P ′ is strictly smaller than instance P
if size(P ′) < size(P).
Lemma 67 Let P = (V, C) be a (2,3)-minimal instance. Then P can be trans-
formed to an equivalent block-minimal instance P ′ by solving a quadratic number
of strictly smaller CSPs.
Proof: To establish block-minimality of P, for every (v, α, β) ∈ W (let
W =Wv,αβ), we need to check if the problems given in conditions (BM1),(BM2)
are minimal. If they are then P is block-minimal, otherwise some tuples can be
removed from some constraint relation R (the set of tuples that remain in R is al-
ways a subalgebra, as is easily seen), and the instance P tightened, in which case
we need to repeat the procedure with the tightened instance. Therefore we just
need to show how to reduce solving those subproblems to solving strictly smaller
CSPs.
62
For C = 〈s, R〉 ∈ C and a ∈ R let P ′ be the problem obtained as follows: fix
the values of variables from s ∩W , or from s ∩W ∩Ww,γδ in the case of (BM2)
to those of a. If the resulting problem is P ′′ then set P ′ = P ′′/µY , where Y is
either empty, if (v, α, β) 6∈ W ′, or Y = MAX(P)− s, if (v, α, β) ∈ W ′ in (BM1),
or Y = MAX(P) − (W ∩Mw,γδ) in (BM2). In the first case, by Theorem 59 P
′
is a disjoint union of instances P1, . . . ,Pℓ and size(Pi) < size(P). In the second
case the domains of variables from s ∩W have cardinality 1, and the domain of
each of the remaining variables either is semilattice free, or is smaller than size(P).
Finally, in the last case the domain of each of the variables outside ofW ∩Ww,γδ is
either semilattice free or smaller than size(P). Also, by Theorem 59 PW∩Ww,γδ is
a disjoint union of instances with domains of smaller size. Let P1, . . . ,Pk be these
disjoint instances. Then P ′ can be reduced to solving the instances P ′1, . . . ,P
′
k
obtained from P ′ by restricting P ′W∩Ww,γδ to Pi. This completes the proof. ✷
LetP = (V, C) be a subdirectly irreducible (2,3)-minimal instance. Let Center(P)
denote the set of variables v ∈ V such that ζ(0v, µv) = 1v. Let µ
∗
v = µv if
v ∈ MAX(P) ∩ Center(P) and µ∗v = 0v otherwise.
We consider several cases and indicate what kind of reductions or solution
algorithms we intend to use in each case.
Case 1: Semilattice free domains. If all domains of P are semilattice free then
P can be solved in polynomial time, using the few subpowers algorithm, as shown
in [21].
Case 2: Collapsing trivial centralizers. If µ∗v = 0v for all v ∈ V , block-
minimality guarantees that a solution exists, and we can use Lemma 67 to solve
the instance.
Theorem 68 If P is subdirectly irreducible, (2,3)-minimal, block-minimal, and
MAX(P) ∩ Center(P) = ∅, then P has a solution.
Case 3: Nontrivial centralizers. If MAX(P) ∩ Center(P) = ∅, we first solve
the problem P/µ∗, and then use Theorem 69 to reduce P to a strictly smaller in-
stance. An efficient way to establish 1-minimality of P/µ∗ is given in Theorem 70.
Theorem 69 If P/µ∗ is 1-minimal, then P can be reduced in polynomial time to a
strictly smaller instance.
With the reductions above a solution algorithm goes as shown in Algorithm 2,
we reproduce it here for convenience.
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Algorithm 2 Procedure SolveCSP
Require: A CSP instance P = (V, C) over A
Ensure: A solution of P if one exists, ‘NO’ otherwise
1: if all the domains are semilattice free then
2: Solve P using the few subpowers algorithm and RETURN the answer
3: end if
4: Transform P to a subdirectly irreducible, block-minimal and (2,3)-minimal
instance
5: µ∗v = µv for v ∈ MAX(P) ∩ Center(P) and µ
∗
v = 0v otherwise
6: P∗ = P/µ∗
7: /* the global 1-minimality of P∗
8: for every v ∈ V and a ∈ Av/µ∗v do
9: P ′ = P∗(v,a) /* Add constraint 〈(v), {a}〉 fixing the value of v to a
10: Transform P ′ to a subdirectly irreducible, (2,3)-minimal instance P ′′
11: If size(P ′′) < size(P) callSolveCSP onP ′′ and flag a ifP ′′ has no solution
12: Establish block-minimality of P ′′; if the problem changes, return to Step 10
13: If the resulting instance is empty, flag the element a
14: end for
15: If there are flagged values, tighten the instance by removing the flagged ele-
ments and start over
16: Use Theorem 69 to reduce P to an instance P ′ with size(P ′) < size(P)
17: Call SolveCSP on P ′ and RETURN the answer
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Theorem 70 Algorithm SolveCSP (Algorithm 2) correctly solves every instance
from CSP(A) and runs in polynomial time.
Proof: By the results of [21] the algorithm correctly solves the given instance
P in polynomial time if the conditions of Step 1 are true. Lemma 67 implies that
Steps 4 and 12 can be completed by recursing to strictly smaller instances.
Next we show that the for-loop in Steps 8-14 checks if P∗ = P/µ∗ is globally
1-minimal. For this we need to verify that a value a is flagged if and only if P∗
has no solution ϕ with ϕ(v) = a, and therefore if no values are flagged then P∗
is globally 1-minimal. If ϕ(v) = a for some solution ϕ of P∗, then ϕ is a solu-
tion P ′ constructed in Step 9. In this case Steps 11,12 cannot result in an empty
instance. Suppose a ∈ Av/µ∗v is not flagged. If size(P
′′) < size(P) this means that
P ′′ and therefore P ′ has a solution. Otherwise this means that establishing block-
minimality of P ′′ is successful. In this case P ′′ has a solution by Theorem 68,
because MAX(P ′′)∩Center(P ′′) = ∅. This in turn implies that P ′ has a solution.
Observe also that the set of unflagged values for each variable v ∈ V is a subalge-
bra of A/µ∗. Indeed, the set of solutions of P
∗ is a subalgebra S∗ of
∏
v∈V A/µ∗,
and the set of unflagged values is the projection of S∗ of the coordinate position v.
Finally, if Steps 8–15 are completed without restarts, Steps 16,17 can be com-
pleted by Theorem 69 and recursing on P ′ with size(P ′) < size(P).
To see that the algorithm runs in polynomial time it suffices to observe that
(1) The number of restarts in Steps 4 and 15 is at most linear, as the instance
becomes smaller after every restart; therefore the number of times Steps 4–15 are
executed together is at most linear.
(2) The number of iterations of the for-loop in Steps 8–14 is linear.
(3) The number of restarts in Steps 10 and 12 is at most linear, as the instance
becomes smaller after every iteration.
(4) Every call of SolveCSP when establishing block-minimality in Steps 4, and 12
is made on an instance strictly smaller than P, and therefore depth of recursion is
bounded by size(P) in Step 4,11,12 and 17.
Thus a more thorough estimation gives a bound on the running time of O(n3k),
where k is the maximal size of an algebra in A. ✷
9.2 Proof of Theorem 69
Following [53] let P = (V, C) be an instance and pv : Av → Av, v ∈ V . Mappings
pv, v ∈ V , are said to be consistent if for any 〈s, R〉 ∈ C, s = (v1, . . . , vk), and
any tuple a ∈ R the tuple (pv1(a[1]), . . . , pvk(a[k])) belongs to R. It is easy to
see that the composition of two families of consistent mappings is also a consistent
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mapping. For consistent idempotent mappings pv by p(P) we denote the retraction
of P, that is, P restricted to the images of pv. In this case P has a solution if and
only if p(P) has, see [53].
Let ϕ be a solution of P/µ∗. We define p
ϕ
v : Av → Av as follows: p
ϕ
v = qkv ,
where qv(a) = a · bv, element bv is any element of ϕ(v), and k is such that q
k
v
is idempotent for all v ∈ V . Note that by Corollary 53 this mapping is properly
defined even if µ∗v 6= 0v.
Lemma 71 Mappings pϕv , v ∈ V , are consistent.
Proof: Take any C = 〈s, R〉 ∈ C. Since ϕ is a solution of P/µ∗, there is b ∈ R
such that b[v] ∈ ϕ(v) for v ∈ s. Then for any a ∈ R, q(a) = a · b ∈ R, and
this product does not depend on the choice of b, as it follows from Corollary 53.
Iterating this operation also produces a tuple from R. ✷
We would like to use the above reduction to reduce P to a problem P ′ such
that size(P ′) < size(P). If ϕ is such that for v ∈ MAX(P) there is a ∈ Av
with aµ
∗
v ≤ ϕ(v) and a 6∈ ϕ(v), then |pϕv (Av)| < |Av|. Also, observe that if
|pϕv (Av)| = |Av|, then p
ϕ
v is the identity mapping, that is p
ϕ
v (Av) = Av. If Av is
semilattice free then pϕv is the identity mapping by Proposition 21. Let V ∗ be the
set of variables v ∈ V such that Av/µ∗v is not semilattice free.
Lemma 72 There are consistent mappings pv, v ∈ V , such that for any v ∈ V
∗
we have |pv(Av)| < |Av|. Moreover, such mappings can be found solving a linear
number of instances of the form (P(v,aµ∗v ))/µ∗.
Proof: Since P/µ∗ is globally 1-minimal, for any a ∈ Av/µ∗v there is a solution
ϕ with ϕ(v) = a, and it can be found solving the instance (P(v,aµ∗v ))/µ∗. For
every v ∈ V ∗ choose a ∈ Av such that there is b ∈ Av and b ≤ a, a 6
µ∗v
≡ b,
and let ϕv be a solution of P/µ∗ with ϕv(v) = a
µ∗v . Then |pϕvv (Av)| < |Av| and
|pϕvw (Aw)| < |Aw| or p
ϕv
w is the identity mapping for any w ∈ V ∗. Therefore the
composition of the pϕw for all w ∈ V ∗ is as required. ✷
Theorem 69 now follows by observing that if Av/µ∗v is semilattice free then Av
itself is semilattice free.
In order to use Theorem 69 we however need to argue that p(P) is a problem
over a class of algebras omitting type 1. Let f be a weak near-unanimity term of
the classA. Then p◦f is a weak near-unanimity term of p(A) = {p(A) | A ∈ A}.
Moreover, if A is semilattice free then p(A) = A.
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9.3 Strategies
In this section similar to strategies related to the concepts of consistency and mini-
mality we introduce strategies of some sort that will be used to prove Theorem 68.
We start with some necessary definitions.
Let P = (V, C) be a (2,3)-minimal and block-minimal instance over A. For
(v, α, β) ∈ W , if (v, α, β) 6∈ W ′, then SW
v,αβ,β
denotes the set of solutions of
PWv,αβ,β , and if (v, α, β) ∈ W
′, then SWv,αβ,β,Y denotes the set of solutions of
PWv,αβ,β/µY for an appropriate Y .
Let βv ∈ Con(Av) and let Bv be a βv-block, β = (βv | v ∈ V ), B =
(Bv | v ∈ V ). Let R = {RC,v,αβ | C = 〈s, R〉 ∈ C, (v, α, β) ∈ W(β)} be
a collection of relations such that RC,v,αβ is a subalgebra of prs∩W
v,αβ,β
R. Let
C = 〈s, R〉, (v, α, β) ∈ W , and W = Wv,αβ,β . Let a be a tuple from prXR
for X ⊆ s, or from prXSW , X ⊆ W , if (v, α, β) 6∈ W
′, or from prXSW,Y if
(v, α, β) ∈ W ′, where X ⊆ W and Y is a set specified in the condition of block-
minimality. Tuple a is said to be R-compatible if for any (w, γ, δ) ∈ W(β), (let
U = Ww,γδ,β) prX∩Ua ∈ prX∩URC,w,γδ or prX∩Ua ∈ prX∩URC,w,γδ/µY for an
appropriate set Y . By RR,SRW ,S
R
W,Y we denote the set of allR-compatible tuples
from the corresponding relation. Also, let PR = (V, CR) denote the problem
instance obtained from P replacing every constraint 〈s, R〉 ∈ C with 〈s, RR〉.
The collection R is called a β-strategy with respect to B if it satisfies the fol-
lowing conditions for every (v, α, β) ∈ W(β), and every C = 〈s, R〉 ∈ C (let
W =Ww,αβ,β):
(S1) the relations umax(RX,R), where RX,R consists of R-compatible tuples
from RX for X ⊆ V , |X| ≤ 2, form a nonempty (2, 3)-strategy for PR;
(S2) for every (w, γ, δ) ∈ W(β) (letU =Ww,γδ) and every a ∈ umax(prs∩W∩URC,v,αβ)
it holds: if (w, γ, δ) 6∈ W ′ then a extends to an R-compatible solution ϕ of
PU ; otherwise if (v, α, β) 6∈ W
′ then a extends to anR-compatible solution
of PU/µY1 with Y1 = MAX(P) − (W ∩ U); and if (v, α, β) ∈ W
′ then a
extends to an R-compatible solution of PU/µY2 , where Y2 = MAX(P) − s;
(S3) R ∩ Bs 6= ∅ and for any I ⊆ s any R-compatible tuple a ∈ umax(prIR)
extends to an R-compatible tuple b ∈ R.
(S4) the relation RC,v,αβ is a subalgebra of prs∩WR, and umax(RC,v,αβ) ⊆
umax(prs∩WR); if (v, α, β) 6∈ W
′ then the relation SRW is a subalgebra
of SW , and umax(S
R
W ) ⊆ umax(SW ); if (v, α, β) ∈ W
′ then for any
(w, γ, δ) ∈ W(β)−W ′ the relations SRW,Y1 ,S
R
W,Y2
are subalgebras of SW,Y1 ,SW,Y2 ,
67
respectively, and umax(SRW,Y1) ⊆ umax(SW,Y1), umax(S
R
W,Y2
) ⊆ umax(SW,Y2),
where Y1 = MAX(P)− s and Y2 = MAX(P) − (W ∩Ww,γδ);
(S5) for every w ∈ s and every (w, γ, δ) ∈ W(β) (let U = Ww,γδ) with w ∈
s∩U it holds umax(prwRC,w,γδ) = umax(prwRC,v,αβ), letAR,w denote the
subalgebra generated by this set, umax(AR,w) is as-closed in umax(prw(R∩
B));
(S6) for every (w, γ, δ) ∈ W(β) with s ∩Ww,γδ 6= ∅ the set of R-compatible
tuples from RC,w,γδ is polynomially closed in prs∩Ww,γδR;
(S7) relation R is strongly chained with respect to β,B; if (v, α, β) 6∈ W ′, re-
lation SW is strongly chained with respect to β,B; if (v, α, β) ∈ W
′, for
any (w, γ, δ) ∈ W(β)−W ′ the relations SW,Y1 ,SW,Y2 , Y1 = MAX(P)− s,
Y2 = MAX(P)− (W ∩Ww,γδ), are strongly chained with respect to β,B.
Conditions (S1)–(S3) are the conditions we actually want to maintain when
transforming a strategy, and these are the ones that provide the desired results.
However, to prove that (S1)–(S3) are preserved under transformations of a strategy
we also need more technical conditions (S4)–(S7).
We now show how we plan to use β-strategies. Let P be a subdirectly ir-
reducible, (2,3)-minimal, and block-minimal instance, βv = 1v and Bv = Av
for v ∈ V . Then as is easily seen the collection of relations R = {RC,v,αβ |
(v, α, β) ∈ W(β), C ∈ C} given by RC,v,αβ = prs∩W
v,αβ,β
R for C = 〈s, R〉 ∈ C
is a β-strategy with respect to B. Also, by (S3) a γ-strategy with γv = 0v for all
v ∈ V gives a solution of P. Our goal is therefore to show that a β-strategy for any
β can be ‘reduced’, that is, transformed to a β
′
-strategy for some β
′
< β. Note that
this reduction of strategies is where the condition MAX(P) ∩ Center(P) = ∅ is
used. Indeed, suppose that βv = µ
∗
v. Then by conditions (S1)–(S7) we only have
information about solutions to problems of the form PW/µ∗ or something very
close to that. Therefore this barrier cannot be penetrated. We consider two cases.
CASE 1. There are v ∈ V and α ≺ βv nontrivial on Bv, typ(α, βv) = 2. This
case is considered in Section 10.1.
CASE 2. For all v ∈ V and α ≺ βv nontrivial on Bv, typ(α, βv) ∈ {3,4,5}.
This case is considered in Section 10.2.
10 Proof of Theorem 68
In the remaining part of the paper we prove Theorem 68.
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10.1 Tightening affine factors
In this section we consider Case 1 of tightening strategies: there is α ∈ Con(Av)
for some v ∈ V such that α ≺ βv and typ(α, βv) = 2.
10.1.1 Transformation of the strategy and induced congruences
Let P = (V, C) be a block-minimal instance with subdirectly irreducible domains,
β = (βv ∈ Con(Av) | v ∈ V ) and B = (Bv | Bv is a βv-block, v ∈ V ). We use
notation from Section 9. Let also R = {RC,v,αβ} be a β-strategy for B. We select
v ∈ V and α, β ∈ Con(Av) with α ≺ β = βv , typ(α, β) = 2, and an α-block
B ∈ Bv/α. Note that since typ(α, β) = 2, Bv/α is a module, and therefore B
′
v
is as-maximal in this set. In this section we show how R can be transformed to
a β
′
-strategy R′ for B
′
such that β′w ≤ βw, B
′
w ⊆ Bw for w ∈ V , and β
′
v = α,
B′v = B.
First of all we identify variables w ∈ V for which β′w has to be different
from βw. Since P is (2,3)-minimal, for every u,w ∈ V there is C
{u,w} =
〈(u,w), R{u,w}〉 ∈ C. For w ∈ Wv,αβ (we omit β from Wv,αβ,β here) consider
R∗,{v,w} = R{v,w} ∩ (Bv ×Bw), R
{v,w},R the set of all R-compatible pairs from
R{v,w}, R′{v,w} = R{v,w}/α, and R
′{v,w},R = R{v,w},R/α. By (S5) for R we
have that umax(prvR
′{v,w},R) is as-closed in B∗v/α, where B
∗
v = prvR
∗,{v,w};
since typ(α, β) = 2, this implies prvR
′{v,w},R = B∗v/α. Also, prvR
{v,w},R, and
therefore prvR
′{v,w},R are polynomially closed in prvR
{v,w},prvR
′{v,w}, respec-
tively, by (S6), and prvR
{v,w},prvR
′{v,w} are strongly chained by (S7). Therefore,
by the Congruence Lemma 64 either B∗v/α×umax(prw(R
′{v,w},R) ⊆ R′{v,w},R or
R′{v,w},R is the graph of a mapping νw : prwR
′{v,w},R → B∗v/α. Let U ⊆ Wv,αβ
be the set of variables for which the latter holds, and let αw be the correspond-
ing congruence of Aw, extension of the kernel of νw. Let β
′
v = α,B
′
v = B and
β′w = αw, B
′
w = ν
−1
w (B) for w ∈ U , and β
′
w = βw, B
′
w = Bw for w ∈ V − U .
Now we are in a position to define the new strategy. Let R′ be the following
collection of relations. We omit subscript β.
(R1) R′ = {R′C,w,γδ | C = 〈s, R〉 ∈ C, (w, γ, δ) ∈ W(β
′
)};
(R2) for every C = 〈s, R〉 ∈ C, (u, γ, δ) ∈ W(β
′
),
(a) if (v, α, β) 6∈ W ′, R′C,u,γδ = {a ∈ RC,u,γδ | there is a R-compatible
solution ϕ of PWv,αβv , ϕ(v) ∈ B
′
v, and ϕ(w) = a[w] for w ∈ s ∩
Wv,αβv ∩Wu,γδ};
(b) if (v, α, β) ∈ W ′, (u, γ, δ) 6∈ W ′, R′C,u,γδ = {a ∈ RC,u,γδ | there is a
R-compatible solution ϕ of PWv,αβv /µY with Y = MAX(P)−Wu,γδ,
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such that ϕ(v) ∈ B′v/µYv , and ϕ(w) = a[w] for w ∈ s ∩ Wv,αβv ∩
Wu,γδ}
(c) if (v, α, β), (u, γ, δ) ∈ W ′, R′C,u,γδ = {a ∈ RC,u,γδ | there is a R-
compatible solution ϕ of PWv,αβv /µY with Y = MAX(P) − s, such
that ϕ(v) ∈ B′v/µYv , and ϕ(w) = a[w] for w ∈ s ∩Wv,αβv ∩Wu,γδ};
Similar toRR,SRW ,S
R
W,Y byR
R′ ,SR
′
W ,S
R′
W,Y we denote the corresponding sets
of R′-compatible tuples. As is easily seen, the sets of both types are indeed subal-
gebras of R,SW ,SW,Y .
The following three statements show how relationsR′C,w,γδ fromR
′ are related
toRC,w,γδ fromR. They amount to saying that either R
′
C,w,γδ is the intersection of
RC,w,γδ with a block of a congruence of the projection of R, or umax(R
′
C,w,γδ) =
umax(RC,w,γδ). Recall that for congruences βw, w ∈ V , and U ⊆ V by βU we
denote the collection (βw)U⊆V . SetW =Wv,αβ for the rest of Section 10.1.
Lemma 73 Let C = 〈s, R〉 ∈ C, and let S ′W be the set of solutions of PW if
(v, α, β) 6∈ W ′, or the set of solutions of PW /µMAX(P)−s if (v, α, β) ∈ W
′. For
every U ⊆ s ∩ W there is a congruence τU of prUS
′
W = prUR satisfying the
following conditions:
(1) either umax(prUS
′R′
W ) = umax(prUS
′R
W ) or for a τU -block S it holds prUS
′R′
W =
prUS
′R
W ∩ S.
(2) For any U1 ⊆ U2 ⊆ W the congruence τU1 is the restriction of τU2 , that is
(a,b) ∈ τU1 if and only if for some a
′,b′ ∈ S ′U2 with prU1a
′ = a,prU1b
′ = b it
holds (a′,b′) ∈ τU2 .
(3) For any U ⊆ s∩W either τU prUR∩B = βU prUR∩B, or the algebra prUS
′R
W /τU
is isomorphic to prv(S
′
W ∩B)/α.
(4) For any (w, γ, δ) ∈ W(β), X = Ww,γδ, X
′ = s ∩W ∩X, let τ = τX′ . Then
either umax(prX′R
′
C,w,γδ) = umax(prX′RC,w,γδ), or for a τ -block S it holds
prX′R
′
C,w,γδ ⊆ prX′RC,w,γδ ∩ S and umax(prX′R
′
C,w,γδ) is the set of u-maximal
elements of umax(prX′RC,w,γδ) ∩ S.
If, according to item (3) of the lemma, τU prUR∩B = βU prUR∩B, we say that
τU is the full congruence; if the latter option of item (3) holds we say that τU is a
maximal congruence.
Proof: If v ∈ U then set τU to be β
′
U . Otherwise consider Q = prU∪{v}S
′
W
as a subdirect product of Av and prUS
′
W . This relation is chained by (S7) and
prU∩{v}S
′R
W is polynomially closed in Q by Lemma 61(2); apply the Congruence
Lemma 64 to it. Specifically, consider Q/α as a subdirect product of prUS
′
W and
Av/α. If the first option of the Congruence Lemma 64 holds, set τU = βU . If the
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second option is the case, choose τU to the congruence η of prUS
′
W identified in
the Congruence Lemma 64.
(1) In this case the result follows by the Congruence Lemma 64.
(2) Obvious.
(3) If v ∈ U then by item (1) prUS
′R
W /τU = prUS
′R
W /β
′
U
, which is isomorphic
to prv(S
′
W ∩B)/α. Otherwise consider relation Q as in the beginning of the proof.
By the Congruence Lemma 64 if τU 6= βU , τU ≺ βU . The result follows.
(4) If τ is the full congruence then by (S2) forRwe have umax(prXRC,w,γδ) =
umax(prXS
′R′
W ) and we have the first option. If τ is a maximal congruence then by
(R2) and item (1) there is a τ -block S such that prX′R
′
C,w,γδ ⊆ S ∩ prX′RC,w,γδ.
By condition (S2) every a ∈ umax(prX′RC,w,γδ) can be extended to a solution
from S ′RW . In particular, if a ∈ umax(prX′R
′
C,w,γδ) ⊆ S then such an exten-
sion ϕ has to satisfy ϕ(v) ∈ B′v. Since S is as-maximal in prX′(RC,w,γδ)/τ
and umax(prX′R
′
C,w,γδ) ⊆ umax(prX′RC,w,γδ), we have umax(prX′R
′
C,w,γδ) =
umax(S ∩ prX′RC,w,γδ). ✷
For C = 〈s, R〉 ∈ C we use τC to denote the congruence τs∩W . Also for
(w, γ, δ) ∈ W(β) we use τC,w,γδ to denote the congruence τs∩W∩Ww,γδ .
Lemma 74 In the notation above let γu, δu ∈ Con(Au), u ∈W
′ = s∩W be such
that (u, γu, δu) ∈ W(β) and (α, βv), (γu, δu) cannot be separated from each other.
Then if τC is a maximal congruence, for any polynomial f of R, f(βW ′) ⊆ τC if
and only if f(δu) ⊆ γu for any u ∈ W
′. If γu, δu are considered as congruences
of prW ′R, equal to γu ×
∏
x∈W ′−{u} 1x, δu ×
∏
x∈W ′−{u} 1x, respectively, this
condition means that (τC , βW ′) and (γu, δu) cannot be separated.
Proof: Let S ′W be defined as in Lemma 73 and τC a maximal congruence.
Take a polynomial f of R. As (γu1 , δu1), (γu2 , δu2) cannot be separated for any
u1, u2 ∈ W
′, it suffices to consider just one variable u ∈ W ′. Since P is a block-
minimal instance, the polynomial f can be extended from a polynomial on prW ′R
to a polynomial f ′ of S ′W , and, in particular, to a polynomial f
′′ of prW ′∪{v}S
′
W .
Since τC is maximal, by the Congruence Lemma 64 the intervals (α, βv) and
(τC , βW ′) in the congruence lattices of Av and prW ′R, respectively, cannot be
separated in prW ′∪{v}S
′
W . Therefore f
′′(βv) ⊆ α if and only if f(βW ′) ⊆ τC .
Since (α, βv) and (γu, δu) cannot be separated in P, the first inclusion holds if and
only if f(δu) ⊆ γu, and we infer the result. ✷
Corollary 75 For any (w, γ, δ) ∈ W(β), X = s ∩ Ww,γδ, X
′ = W ∩ X,
let τ = τX′ , τ
′ = {(a,b) | a,b ∈ prXR, (prX′a,prX′b) ∈ τ}, and τ
′ =
{(a,b) | a,b ∈ prXR, (prX′a,prX′b) ∈ τ,prX−X′a = prX−X′b}. Then ei-
ther umax(R′C,w,γδ) = umax(RC,w,γδ), or for a τ
′-block T it holds R′C,w,γδ ⊆
71
RC,w,γδ∩T and umax(R
′
C,w,γδ) is the set of u-maximal elements of umax(RC,w,γδ)∩
T . Moreover, S × umax(prX−X′RC,w,γδ) ⊆ RC,w,γδ/τ ′′.
Proof: By Lemma 73(4) either umax(prX′R
′
C,w,γδ) = umax(prX′RC,w,γδ),
or for a τ -block S it holds prX′R
′
C,w,γδ ⊆ prX′RC,w,γδ∩S and umax(prX′R
′
C,w,γδ)
is the set of u-maximal elements of umax(prX′RC,w,γδ) ∩ S. Then considering
RC,w,γδ/τ ′′ as a subdirect product of prX′RC,w,γδ/τ and prX−X′RC,w,γδ, the in-
terval (τ, βX′) in prX′R/τ can be separated from interval (η, θ) in Con(Au) for
any u ∈ X − X ′ by Lemma 74. Then we use the Congruence Lemma 64 to
conclude that S × umax(prX−X′RC,w,γδ) ⊆ RC,w,γδ/τ ′′. The result follows. ✷
Now we are in a position to prove that R′ is a β
′
-strategy.
Theorem 76 In the notation above, R′ is a β
′
-strategy for B
′
.
We give proofs of most difficult conditions from (S1)–(S7) in separate lemmas.
10.1.2 Condition (S6)
We start with condition (S6), as it will be needed for other conditions.
Lemma 77 Condition (S6) forR′ holds. That is, for every (w, γ, δ) ∈ W(β) with
s∩Ww,γδ 6= ∅ the set ofR
′-compatible tuples fromRC,w,γδ is polynomially closed
in prs∩Ww,γδR.
Proof: Consider C = 〈s, R〉 ∈ C. Let f be a polynomial ofR, and let a,b ∈ R
be tuples satisfying the conditions of polynomial closeness. Let c ∈ Sg(a, f(b))
be such that a ⊑as c in Sg(a, f(b)). By (S6) for R, c is R-compatible. It suf-
fices to show that prs∩W c is in the same τC block as prs∩Wa. However, this is
straightforward, because prs∩Wa
τC
≡ prs∩Wb, and as f(a) = a, we also have
prs∩Wa
τC
≡ f(prs∩Wb). Since prs∩W c ∈ Sg(prs∩Wa, f(prs∩Wb)), it follows
prs∩W c
τC
≡ prs∩Wa. ✷
10.1.3 Condition (S1)
In this section we prove
Lemma 78 Condition (S1) for R′ holds. That is, the relations umax(RX,R
′
),
where RX,R
′
consists of R′-compatible tuples from RX for X ⊆ V , |X| ≤ 2,
form a nonempty (2, 3)-strategy for PR
′
.
We start with an auxiliary lemma.
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Lemma 79 Let A be an algebra and β ∈ Con(A) and A′ a subalgebra of a β-
block. Let also α < β
A′
be a congruence of A′ such that A′/α is a module. Let
B,C be subalgebras of A′ such that B ∩ C 6= ∅ and B ∩ C contains a u-maximal
element of an α-block of A′, B/α = A
′/α, C/α = A
′/α, and B,C are polynomially
closed in A. Then (B ∩ C)/α = A
′/α.
Proof: Let a ∈ B∩C be u-maximal in an α-block of A′. As A′/α is a module,
by Lemma 26 it is u-maximal in the γ-block aγ for any γ ∈ Con(A′), α ≤ γ.
Let a′ ∈ B and a′ 6
α
≡ a; let also δ = Cg({(a, a′)} ∪ α) in A′ and γ ∈ Con(A′)
any such that α ≤ γ ≺ δ. For any (γ, δ)-trace T that contains a and any b ∈ T ,
aγ 6= bγ , there is a polynomial f of A such that f(a) = a and f(a′) = b. Since
B is polynomially closed, for any c ∈ Sg(a, b) such that a ⊑as c, we have c ∈ B,
and c is u-maximal in A′. In a similar way c ∈ C. Therefore it suffices to show
that for any δ = Cg({(a, a′)} ∪ α) in A′ for some a′ ∈ A′ and any γ ∈ Con(A′),
α ≤ γ ≺ δ there is b ∈ A′ such that {a, b} is a (γ, δ)-subtrace. Indeed, as is proved
above b ∈ B ∩ C, and therefore (B ∩ C)/α is not contained in a δ-block. Since
A
′/α is a module, this means (B ∩C)/α = A
′/α.
Since A′/α is a module, there is a (γ, δ)-subtrace {d, e} such that d
γ
≡ a. Then
by Lemma 57 there is also a polynomial g such that g(A) is an (γ, δ)-minimal set
and g(a) = a. The result follows. ✷
We now can prove Lemma 78.
Proof:(of Lemma 78) We consider the collection of constraints CX =
〈X,RX 〉, X ⊆ V , |X| = 2, such that umax(RX,R) constitute a (2, 3)-strategy
for PR. This collection exists by (S1) for R. Let RX,R
′
denote the set of R′-
compatible tuples from RX,R. It suffices to show that for any tuple (a, b) ∈
umax(RX,R
′
), X = {x, y}, and any w 6∈ {x, y} there is c ∈ Aw such that
(a, c) ∈ umax(R{x,w},R
′
), (b, c) ∈ umax(R{y,w},R
′
); then the proof can be com-
pleted by (S3) forR′ (to be proved later). By (S1) for R there is d ∈ Aw such that
(a, d) ∈ umax(R{x,w},R), (b, d) ∈ umax(R{y,w},R).
Consider the relation R given by
R(x, y, w) = R{x,y}(x, y) ∧R{x,w}(x,w) ∧R{y,w}(y,w),
and let RR, RR
′
be the set of R- and R′-compatible tuples from R, respectively.
As is easily seen, element c ∈ Aw satisfies the required conditions if and only if
(a, b, c) ∈ RR
′
and (a, c) ∈ umax(prxwR
R′), (b, c) ∈ umax(prywR
R′).
By (S4) RR is a subalgebra of R; moreover, by (S1) the binary projections
of RR contain umax(R{x,y},R), umax(R{x,w},R), umax(R{y,w},R), respectively.
Also, by Lemmas 61(2) and 77 RR, RR
′
are polynomially closed in R. We con-
sider a number of cases.
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CASE 1. w 6∈W .
If, say, x 6∈ W then R{x,w},R = R{x,w},R
′
. If x ∈ W , then by construction
and the Congruence Lemma 64 either umax(R{x,w},R) = umax(R{x,w},R
′
) if τx
is the full congruence, or umax(R{x,w},R ∩ (B′x ×Bw)) ⊆ umax(R
{x,w},R′) oth-
erwise. In either case (a, d) ∈ R{x,w},R
′
. Similarly, (b, d) ∈ R{y,w},R
′
. Therefore
(a, b, d) ∈ RR
′
, and by the Maximality Lemma 27(5) there is always c such that
(a, c) ∈ umax(R{x,w},R
′
), (b, c) ∈ umax(R{y,w},R
′
).
Therefore we may assume that w ∈W .
If x ∈ W (or y ∈ W , or x, y ∈ W ) then let τx, τxw (respectively, τy, τyw, or
τxy) be as in Lemma 73. If x 6∈ W (or y 6∈ W ) then let τx = βx, τxw = τw (more
precisely, τxw = βx × τw), and τxy = τy (respectively, τy = βy, τyw = τw). We
view all these congruences interchangeably: as congruences of R in the natural
way and their restrictions to R-compatible tuples as congruences of RR, or as
congruences of the corresponding projections of R and RR. By Lemma 73 if τ ′
is one of these congruences, say, τ ′ = τX for X ⊆ {x, y, w}, then τ
′ viewed as a
congruence of RX is either the full congruence on RX,R or τ ′ ≺ βX . Therefore
τ ′ viewed as a congruence of R is either the full congruence on RR, or τ ′ ≺
(βx × βy × βw) in Con(R); in the latter case we will say that τ
′ is maximal. Also
let τ = τxy ∧ τxw ∧ τyw. Again by Lemma 73 R
R/τ is a module.
Let R∗a, R
∗
b be the sets of tuples a ∈ R
R satisfying a[x] = a,a[y] = b, re-
spectively; note that (a, b, d) ∈ R∗x ∩ R
∗
y . We consider several cases of what the
congruences introduced earlier can be.
CASE 2. τx is the full congruence and τxw = τw, or τy is the full congruence
and τyw = τw.
Suppose τx is the full congruence, the other option is similar.
SUBCASE 2.1 τyw is the full congruence.
As τyw ≤ τw, if τyw is a full congruence, τw = τxw is also the full congruence.
Therefore, (a, d) ∈ R{x,w},R
′
, (b, d) ∈ R{y,w},R
′
, and we are done.
SUBCASE 2.2 τy is maximal while τw is full.
Since any tuple (b, x) ∈ R{y,w},R also belongs to R{y,w},R
′
in this case, again
(a, d) ∈ R{x,w},R
′
, (b, d) ∈ R{y,w},R
′
SUBCASE 2.3 Both τy and τw are maximal.
In this case, as τyw ≤ τy ∧ τw and all three congruences are maximal, we have
τyw = τy = τw. Also, τw (viewed as a congruence of prwR
R) is the link congru-
ence with respect to prywR
R, and so (b, d) ∈ R{y,w},R
′
. This also implies, since
(a, b) ∈ prxyR
R, that (a, d) ∈ R{x,w},R
′
.
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SUBCASE 2.4 τw is maximal while τy is full.
Let B∗z = przR
R for z ∈ {x, y, w}. By the Congruence Lemma 64 umax(B∗x)×
B∗w/τw ⊆ prxwR
R and umax(B∗y) × B
∗
w/τw ⊆ prywR
R. Indeed, otherwise
prxwR
R/τw would be the graph of a mapping ν : B
∗
x → B
∗
w/τw contradicting
the assumption that τx is the full congruence; similar for B
∗
y . Therefore R
∗
a/τw =
R∗b/τw = R
R/τw and since (a, b) is u-maximal in a τxy-block, d can be chosen
such that (a, b, d) is u-maximal in a τw-block. Then by Lemma 79 (R
∗
a∩R
∗
b)/τw =
RR/τw and the result follows.
SUBCASE 2.5. τyw ≺ τy = τw and τy, τw are full congruences.
Again by the Congruence Lemma 64 umax(B∗x)× prywR
R/τyw ⊆ R
R and there-
fore R∗a/τyw = R
R/τyw. Also, let Q be the union of all τyw-blocks of R
R whose
intersection withR∗b is nonempty, this is clearly a subalgebra. Also, letR
∗∗
a = R
∗
a∩
Q. Note that, since τy is the full congruence, and therefore umax(B
∗
y) ⊆ R
{y,w},R′ ,
we have R{y,w},R
′
∩ prywQ 6= ∅. Then R
∗∗
a /τyw = Q/τyw and R
∗
b/τyw = Q/τyw.
Then as before the result follows by Lemma 79.
CASE 3. τx, τy are maximal congruences.
In this case τxw = τx, τyw = τy, and depending on whether or not τw is
maximal we proceed as in Cases 2.2 or 2.3.
If τw is a maximal congruence or τxw or τyw is the full congruence, the result
follows from one of the previous cases. Therefore the only remaining case is
CASE 4. τxw and τyw are maximal, while τx, τy, τw are not.
Let again B∗z = przR
R for z ∈ {x, y, w}. If (v, α, β) 6∈ W ′ or w 6∈ MAX(P),
that is, µYw = 0w for any choice of Y in (R1),(R2), then the required c ∈ B
∗
w exists,
since (a, b) can be extended to a solution from SR
′
W or S
R′
W,Y , Y = MAX(P) −
{x, y} by construction.
Suppose that (v, α, β) ∈ W ′ and µYw = µw for Y = MAX(P) − {x, y}. Let
Qx be a subalgebra of the product Ax × Aw × Av/α that consists of all triples
(a′, b′, c′) such that there is a solution ϕ ∈ SW,Y with ϕ(x) = a
′, ϕ(w) = b′, and
ϕ(v) ∈ c′. Let B∗v = AR,v. By block-minimality Qx is indeed a subdirect product
and by (S2) forR we have umax(R{x,w},R) ⊆ prxw(Qx∩ (B
∗
x×B
∗
w×B
∗
v/α) and
prv(Qx∩ (B
∗
x×B
∗
w×B
∗
v/α) = B
∗/α. Also, by Lemma 61(3) Qx is polynomially
closed. Relation Qy is defined in a similar way. Let also
Q(x, y, w, v) = Qx(x,w, v) ∧Qy(y,w, v),
and Q′ = Q ∩ B. Let Qa = {a ∈ Q′ | a[x] = a}, Qb = {a ∈ Q′ | a[y] = b},
and α′ = βx × βy × βw × α. By the assumption that τx, τy are full congruences
Qa/α′ = Q
b/α′ = Q
′/α′. Therefore, if we prove that (a, b) ∈ prxyQ
′, we obtain
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the result by Lemma 79. Note that if this is the case, since (a, b) ∈ umax(R{x,y},R,
there is also (a, b, c′, d′) ∈ Q′ that is u-maximal in an α′-block.
To this end consider the relations
S(x, y, w, v, v′) = Qx(x,w, v) ∧Qy(y,w, v
′),
and S′ = S ∩ B. In a similar way we define Sa = {a ∈ S′ | a[x] = a},
Sb = {a ∈ S′ | a[y] = b}. By (S1) there are d ∈ B∗w and e
′, e′′ ∈ B∗v/α such
that (a, b, d, e′, e′′) ∈ S′. Also by construction (R2) there are a′ ∈ B∗x, b
′ ∈ B∗y ,
d1, d2 ∈ B
∗
w, d1
µw
≡ d2 and e ∈ B
∗
v , such that (a, b
′, d1, e, e), (a
′, b, d2, e, e) ∈ S
′.
Recall that B∗v/α is a module. Let δ be the skew congruence of B
∗
v/α×B
∗
v/α, that
is, a congruence such that ∆ = {(c1, c2), | c1
α
≡ c2} is a δ-block. Let δ
′ be the
congruence of S′ given by c
δ′
≡ d if and only if prvv′c
δ
≡ prvv′d. Note that δ
′ < β
in Con(S). Let∆′ be the δ′-block corresponding to∆, that is,∆ = prvv′∆
′. Since
Sa ∩ Sb 6= ∅ and (a, b, d, e′, e′′) can be chosen to be u-maximal in a δ′-block, and
Sa ∩∆′ 6= ∅, Sb ∩∆′ 6= ∅, by Lemma 79 we have Sa ∩Sb ∩∆′ 6= ∅. The result
follows. ✷
10.1.4 Conditions (S2), (S3)
In this section we prove that R′ satisfies conditions (S2) and (S3). We first prove
(S2) and then show what in the proof has to be changed to obtain a proof of (S3).
As before, letW =Wv,αβ .
Lemma 80 R′ satisfies (S2). That is, for every (w1, γ1, δ1), (w2, γ2, δ2) ∈ W(β
′
)
(letW1 =Ww1,γ1δ1 ,W2 =Ww2,γ2δ2) and every a ∈ umax(prs∩W1∩W2R
′
C,w1,γ1δ1
)
it holds: if (w2, γ2, δ2) 6∈ W
′ then a extends to an R′-compatible solution ϕ of
PW2; otherwise if (w1, γ1, δ1) 6∈ W
′ then a extends to an R′-compatible solution
of PW2/µY1 , where Y1 = MAX(P)− (W1 ∩W2); and if (w1, γ1, δ1) ∈ W
′ then a
extends to an R′-compatible solution of PW2/µY2 , where Y2 = MAX(P) − s.
TakeC = 〈s, R〉 and (w1, γ1, δ1), (w2, γ2, δ2) ∈ W(β
′
) and letW1 =Ww1,γ1δ1 ,
W2 =Ww2,γ2δ2 , and U = s ∩W1 ∩W2. Let a ∈ umax(prUR
′
C,w1,γ1δ1
). Depend-
ing on whether or not (w1, γ1, δ1), (w2, γ2, δ2) ∈ W
′ we need to show that a can
be extended to a solution of PW2/µY , where Y is either empty, if (w2, γ2, δ2) 6∈
W ′, or Y = MAX(P) − W1 if (w1, γ1, δ1) 6∈ W
′ and (w2, γ2, δ2) ∈ W
′, and
Y = MAX(P) − s if (w1, γ1, δ1), (w2, γ2, δ2) ∈ W
′. The three cases are quite
similar so we will unify the proofs as much as possible.
Let P ′W ′ denote the problem PW ′/µY for a setW
′ ⊆ V and S ′W ′ denote its set
of solutions. Then we need to show that a ∈ prUS
′R′
W2
.
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First, we will show that there are R′-compatible solutions of P ′W∩W2 . This
statement would be trivial, as SR
′
W∩W2
contains prW∩W2S
R′
W , if Y was always
empty. Otherwise a simple proof is needed. Note that this is the only statement
where we consider the three options for Y separately. Next, we identify the prop-
erties of PW ′/µY required for proving (S2) and show that the problem satisfies
them for all choices of Y . The rest of the proof will be given only using these
properties; thus we use the same argument in all the three cases of Y .
If τC′,w2,γ2δ2 is the full congruence of RC′,w2,γ2δ2/µY for all C
′ ∈ C, then
umax(S ′RW2) = umax(S
′R′
W2
) and there is nothing to prove. Thus we will always
assume that there is C ′ ∈ C such that τC′,w2,γ2δ2 is maximal on RC′,w2,γ2δ2/µY .
Lemma 81 The relations S ′RW∩W2 and S
′R′
W∩W2
are nonempty.
Proof: The set S ′RW∩W2 is nonempty, as it contains prW∩W2S
′R
W2
, which is
nonempty by (S2) forR. If (v, α, β) 6∈ W ′, then S ′R
′
W∩W2
contains prW∩W2S
′R′
W or
its factor modulo µY (if Y 6= ∅), which is nonempty. So, let (v, α, β) ∈ W(β).
Suppose (w2, γ2, δ2) 6∈ W
′ and so Y = ∅, and C1 = 〈s1, R1〉 ∈ C is a con-
straint such that τC1,w2,γ2δ2 is nontrivial onRC1,w2,γ2δ2 and b ∈ umax(R
′
C1,w2,γ2δ2
).
By (S2) forR tuple b can be extended to a solution ϕ ofPW /µY1 , Y1 = MAX(P)−
W2. Then ϕ(v) ∈ B
′
v/µY1v and therefore for any C2 = 〈s2, R2〉 ∈ C and any
(u, η, θ) ∈ W(β) we have ϕ(s2 ∩W ∩Wu,ηθ) ∈ prs∩W∩Wu,ηθR
′
C2,u,ηθ
/µY1 , that
is, ϕ(W ∩W2) ∈ S
′R′
W∩W2
/µY1 = S
′R′
W∩W2
.
Suppose now that (v, α, β), (w2 , γ2, δ2) ∈ W
′. If (w1, γ1, δ1) 6∈ W
′ and Y =
MAX(P)−W1, then we apply the argument above to the problem PW /µMAX(P)−W1 .
If (w1, γ1, δ1) ∈ W
′ and Y = MAX(P) − s, then we consider the problem
PW /µMAX(P)−s. ✷
For any possible choice of Y the sets S ′W2 ,S
′R
W2
,S ′R
′
W2
satisfy the following
conditions. For the rest of the proof we only need these conditions, and therfore the
argument is valid for all choices of Y . First of all if Y 6= ∅ the setW may need to
be redefined. By the definition ofW for every w ∈W there are γw, δw ∈ Con(Aw)
such that γw ≺ δw ≤ βw and (α, βv), (γw, δw) cannot be separated in P. If w ∈ Y
and γw = 0w, δw = µw is the only choice for γw, δw, variable w is removed from
W . SetW2 does not have to be modified. The conditions needed are:
(X1) PW2,Y is minimal by block-minimality.
(X2) For every (u, η, θ) ∈ W(β) andC ′ = 〈s′, R′〉 any tuple from umax(prZRC′,u,ηθ)/µY ,
where Z = Wu,ηθ ∩W2 ∩ s
′, can be extended to a solution from S ′RW2 ; by
(S2).
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(X3) For every (u, η, θ) ∈ W(β) and C ′ = 〈s′, R′〉 letW ′ =Wu,ηθ∩W ∩W2∩s
′
and τ ′C′(u, ηθ) denote the restriction of τC′ onR
∗
C′,u,ηθ = prW ′RC′,u,ηθ/µY ,
that is, (b, c) ∈ τ ′C′(u, ηθ) if there are b
′, c′ ∈ RC′,v,αβv/µY such that
prW ′b
′ = b, prW ′c
′ = c, and (b′, c′) ∈ τC′ . By Lemma 73 τ
′
C′(u, ηθ) is
either the full congruence on R∗C′,u,ηθ, or a maximal one. In the latter case
typ(τ ′C′(u, ηθ), βW ′) = 2.
(X4) For every w ∈ W ∩W2 there are γw, δw ∈ Con(Aw/µYw) such that µ
Y
w ≤
γw ≺ δw ≤ βw and (α, βv), (γw, δw) cannot be separated in P.
(X5) For every (u, η, θ) ∈ W(β), C ′ = 〈s′, R′〉, and any w ∈ W ′ = Wu,ηθ ∩
W ∩W2 ∩ s
′, if τ ′C′(u, ηθ) is maximal, then for every polynomial f of S
′
W2
we have f(δw) ⊆ γw if and only if f(βW ′) ⊆ τ
′
C′(u, ηθ); by Lemma 74.
We are now in a position to prove Lemma 80.
Proof: (of Lemma 80) Recall that we need to prove that any a ∈ umax(prUR
′
C,w1,γ1δ1
)
can be extended to a solution from S ′R
′
W2
. By (S2) a can be extended to a tu-
ple b ∈ S ′RW2 . We will prove that a required extesion c ∈ S
′R′
W2
can be found
such that prW2−Wc = prW2−Wb (if b is chosen well). Therefore, we will need
to study the relationship of tuples from prW2∩WS
′R
W2
extending a and the tuples
from prW2−WS
′R
W2
. This is done in Claim 1. Since tuples from prW2∩WS
′R
W2
are
only considered modulo congruences of the form τC′ , while a is considered with-
out factoring, the main technical hurdle is to ‘disentangle’ a from the quotient of
prW2∩WS
′R
W2
. To this end we consider a congruence τ on S ′RW2∩W that isolates R
′-
compatible tuples from there, and then introduce two auxiliary relations Q and S.
We would like to define a congruence similar to τC on S
′
W∩W2
. It cannot
be done in the same straightforward way, since S ′W∩W2 6= prW∩W2S
′
W , so we
define it as follows. For C ′ = 〈s′, R′〉 and (u, η, θ) ∈ W(β) we extend the congru-
ences τ ′C′(u, ηθ) to congruences of S
′
W∩W2
using τ ′C′(u, ηθ)×
∏
x∈(W∩W2)−W ′
1x,
whereW ′ = s′ ∩Wu,ηθ ∩W ∩W2. Then the set S
′R′
W∩W2
ofR′-compatible tuples
from S ′RW∩W2 is a block of
τ =
∧
C′∈C,(u,η,θ)∈W(β)
τ ′C′(u, ηθ), (1)
let it be denoted by S∗. Note that τ is a congruence of S ′W∩W2, but the interval
(τ, βW∩W2) is not necessarily prime. By the observation above and Lemma 29
S ′RW∩W2/τ is term equivalent to a module. We need to prove that there is c ∈ S
′R
W2
such that ϕ(U) = a and ϕ(W ∩W2) ∈ S
∗. In fact we prove a stronger statement,
namely, that for any u-maximal tuple b from prW2−WS
′R
W2
there is a solution ϕ
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such that ϕ(U) = a, ϕ(W ∩W2) ∈ S
∗ and also ϕ(W2 −W ) = b. However, to
formulate it precisely we need two additional constructions.
We need to describe the τ -blocks that contain tuples extending a. In order to do
that we separate the variables of a from the rest ofW2∩W by making an extra copy
of them, as follows. LetW∩W2 = {x1, . . . , xk} andX =W∩U = {x1, . . . , xℓ},
and X ′ = {y1, . . . , yℓ}. Let
Q(x1, . . . , xk, y1, . . . , yℓ) = S
′R
W∩W2(x1, . . . , xk)∧prXS
′R
W∩W2(y1, . . . , yℓ)∧
ℓ∧
i=1
(xi = yi),
and its factor Q′ = Q/τ ′, where τ
′ = τ × 0prX′S′RW∩W2
. Let η1, η2 denote the link
congruences of S ′RW∩W2/τ and prX′S
′R
W∩W2
with respect to Q′, and let η′ denote
the congruence of S ′RW∩W2 such that c
η′
≡ d if and only if cτ
η1
≡ dτ . Then, as is
easily seen, since prW∩W2Q/τ is a module, (b, c) ∈ η
′ if and only if there are
b
′, c′ ∈ S ′RW∩W2 such that (b,b
′), (c, c′) ∈ τ and prXb
′ = prXc
′.
Now, we introduce a similar construction for S ′W2 . The goal is to compare the
two. Let W2 = {x1, . . . , xm} (recall that W ∩W2 = {x1, . . . , xk}) and define a
relation S(x1, . . . , xm, y1, . . . , yℓ) as follows:
S(x1, . . . , xm, y1, . . . , yℓ) = S
′R
W2(x1, . . . , xm)∧prXS
′R
W2(y1, . . . , yℓ)∧
ℓ∧
i=1
(xi = yi),
and let S′ = S/τ ′′, where τ
′′ = τ × 0prW2−WS
′R
W2
× 0prX′S′RW2
. Similar to Q,
let θ1, θ2 be the link congruences of prW∩W2S
′R
W2
/τ and prHS, where H = X
′ ∪
{xk+1, . . . , xm}, with respect to S
′, and let θ′ denote the congruence of prW∩W2S
′R
W2
given by c
θ′
≡ d if and only if cτ
θ1
≡ dτ . Then immediately by the definition
(b, c) ∈ θ′ if and only if there are b′, c′ ∈ prW∩W2S
′R
W2
and d ∈ prHS such
that (b,b′), (c, c′) ∈ τ , prXb
′ = prXc
′ = prXd, and (pr(W∩W2)−Xb
′,d),
(pr(W∩W2)−Xc
′,d) ∈ S ′RW2 .
We are interested in congruences η1 and θ1. The first of them indicates which
τ -blocks extensions of prXa can belong to. The second congruence also indicates
to which τ -blocks extensions of a to a solution from S ′RW2 can belong to. Clearly,
θ1 ⊆ η1. We prove however, that in both cases the set of attainable τ -blocks is the
same. This essentially means that if a τ -block can be extended to a solution from
S ′RW2 , it can be extended in an almost arbitrary way.
CLAIM 1. (1) S′′ = (prW∩W2S)/τ is a union of η1-blocks;
(2) θ1 = η1S′′;
(3) letD be a θ1-block andE the corresponding θ2-block, thenD×umax(E) ⊆ S
′;
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(4) for any b ∈ S ′RW2 such that prX∪(W2−W )b is u-maximal in a θ2-block and any
b
′ ∈ S ′RW∩W2 such that b
′ θ
′
≡ prW∩W2b there is b
′′ ∈ S such that prW∩W2b
′′ τ≡ b′
and prX∪(W2−W )b
′′ = prX∪(W2−W )b.
(1) It follows by Proposition 35 for any θ1-block D
′ and a θ2-block E
′ with
S′ ∩ (D′ × E′) 6= ∅, that D′ × umax(E′) ⊆ S′.
Let b ∈ S, D′ be the θ1-block containing (prW∩W2b)
τ and E′ the corre-
sponding θ2-block. Then by the Maximality Lemma 27(5) there is b
′ ∈ S such
that prW∩W2b
′ τ≡ prW∩W2b and prHb
′ is u-maximal in E′. We assume that b
satisfies this condition. Let also D be the η1-block containing (prW∩W2b)
τ . Note
that D′ ⊆ D.
Suppose there is c ∈ D such that (c′,prHb) ∈ S for no c
′ ∈ c. We will derive
a contradiction. Take some u-maximal tuple c′ from c. Since prW∩W2b 6
τ
≡ c′, there
is C ′ = 〈s′, R′〉 ∈ C and (u, χ, ξ) ∈ W(β) such that (prZb,prZc
′) 6∈ τ∗, where
τ∗ = τ ′C′(u, χξ) and Z =Wu,χξ ∩W ∩W2 ∩ s
′. Choose a pair b, c in such a way
that the number of such constraints and triples is minimal. We will find a polyno-
mial f of S ′W2 such that (roughly speaking) f(prW∩W2b), f(c
′) ∈ prW∩W2S
′R
W2
,
f(prHb) = prHb, and f(prW∩W2b), f(c
′) differ on fewer constraints and triples.
Let b′′ = (prZb)
τ∗ , c′′ = (prZc
′)τ
∗
. Since the interval (τ∗, βZ) has type 2,
{b′′, c′′} is a (τ∗, βZ)-subtrace. Let (x, γx, δx) ∈ W(β), x ∈ Z , be such that
(α, βv) and (γx, δx) cannot be separated in R
{v,x}.
By (S7) for R relation S ′W2 is strongly chained. Since τ
∗ ≺ β
′′
on prZS
′R
W2
if we consider S ′W2 as a subdirect product of prZS
′
W2
and Ay, y ∈ W2 − Z ,
by Lemma 48 there is a (τ∗, βZ)-collapsing polynomial f of S
′
W2
for β,B. By
Lemma 74 (τ∗, βZ) cannot be separated from (γx, δx) for x ∈ W ∩W2. For any
(z, η, θ) ∈ W(β), z ∈ W2, consider prZ∪{z}S
′
W2
. If (η, θ) can be separated from
(α, βv) (or (α, βv) can be separated from (η, θ)) then (τ
∗, βZ) can be separated
from (η, θ) (or the other way round). In particular, by Lemma 48 f can be chosen
to satisfy the following conditions
(a) f(prZ(S
′
W2
)) is a (τ∗, βZ)-minimal set and f(Ay) is a (γy, δy)-minimal set for
y ∈W ∩W2;
(b) for every z ∈W2 −W , |f(Bz)| = 1; and
(c) f is idempotent.
Since {b′′, c′′} is a (τ∗, βZ)-subtrace of (prZRC′,u,χξ)/τ∗, by condition (Q2s) of
being strongly chained (S7) for R polynomial f can be chosen such that
(d) b′′ = f(b′′), c′′ = f(c′′).
Moreover, let b∗ ∈ prW∩W2S
′R
W2
be such that there is a tuple d ∈ S ′RW2 such that
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prW2−Wd = prW2−Wb, prW∩W2d = b
∗, prZb
∗ ∈ b′′, and d is u-maximal in
S ′W2 ∩ B. Such a tuple exists. Indeed, for any (z, γ
′, δ′) ∈ W(β), z ∈ W2 −
W , and any x ∈ W ∩ W2, the interval (γx, δx) and therefore (τ
∗, β
′′
) can be
separated from (γ′, δ′), or the other way round. Lemma 48 also implies that for any
γ′, δ′ ∈ Con(S ′W2−W ), γ
′ ≺ δ′ ≤ βW2−W , the interval (τ
∗, β
′′
) can be separated
from (γ′, δ′), or the other way round. Therefore, by the Congruence Lemma 64
prW∩W2S
′R
W2
/τ × umax(prW2−WS
′R
W2
) ⊆ S ′RW2 . By Lemma 57 polynomial f can
be chosen such that
(e) f(d) = d.
Let c′ be a u-maximal tuple from the τ -block c ⊆ S ′RW∩W2 , and let c
∗ =
f(c′), and c† a tuple from Sg(b∗, c∗) such that b∗ ⊑as c
† and c∗
τ
≡ c†; such a
tuple c† exists, because S ′RW∩W2/τ is a module. Note that it suffices to prove that
̺ = (c†,prW2−Wb) ∈ S
′R
W2
. Indeed, since prZc
∗ τ
∗
≡ prZc
′ and c′ agrees with c†
modulo τ ′C′′(u, χ
′ξ′) for every C ′′ ∈ C and (u′, χ′ξ′) ∈ W(β), for which b and c′
agree, we obtain a contradiction with the choice of b, c.
To show that ̺ is an R-compatibile solution take any C ′′ = 〈s′′, R′′〉 ∈ C and
(x, χ′, ξ′) ∈ W(β) and let U ′′ = s′′ ∩ W2 ∩ Wx,χ′ξ′ . We show that ̺(U
′′) ∈
prU ′′RC′′,x,χ′ξ′ ; note that this proves not only R-compatibility, but also that ̺ is a
solution: (x, χ′, ξ′) can be chosen to be (w2, γ2, δ2). Let U
′ =W ′∩W . Since c′ ∈
umax(S ′RW∩W2), we have prU ′c
′ ∈ umax(prU ′RC′′,x,χ′ξ′). By (S2) for R tuple
prU ′c
′ can be extended to anR-compatible solution σ from S ′W2 . By the choice of
f , property (b), f(prU ′′−U ′σ) = prU ′′−U ′d = prU ′′−U ′b, and f(prU ′σ) = prU ′c
∗
by definition of c∗. Since prU ′b
∗ ⊑as prU ′c
† in Sg(prU ′b
∗,prU ′c
∗), we have
prU ′′b
∗ ⊑as prU ′′̺ in Sg(prU ′′b
∗,prU ′′c
∗), implying by (S6) for R that prU ′′̺ ∈
RC′′,x,χ′ξ′ . As this is true for every constraint C
′′, ̺ is anR-compatible solution.
(2) The proof of item (1) shows in particular that for any b ∈ S and c ∈
(prW∩W2S)/τ such that c
η1
≡ (prW∩W2b)
τ , we also have (prW∩W2b)
τ θ1≡ c, as
both bτ and (c,prHb) belong to S
′.
(3) follows from Proposition 35.
(4) follows from (1) and (3).
We now can complete the proof of Lemma 80. If we show that a can be
extended to b ∈ S such that prUb = a and such that prHb is u-maximal in
a θ2-block, Claim 2 implies (S2) for R
′. Indeed, suppose there is b ∈ S sat-
isfying the above conditions. Since prXa ∈ prXS
′R′
W ⊆ prXS
′R′
W∩W2
, there is
c
′ ∈ S ′R
′
W∩W2
= prW∩W2S such that prXa = prXc
′. In particular, this means that
c = c′τ ∈ D, where D is the η1-, and therefore θ1-block containing (prW∩W2b)
τ ,
because prXc
′ = prXb = prXa. Then as (c,prHb) ∈ S
′ by Claim 2(4), this
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means that there is d ∈ umax(S ′RW2) such that prUd = a and prW∩W2d
τ
≡ c′; that
is, d ∈ S ′R
′
W2
.
Next we show such b exists. Recall that S∗ denotes the τ -block of prW∩W2Q =
S ′RW∩W2 that contains S
′R′
W∩W2
, and in particular, prW∩W2S
′R′
W . First, observe that
S∗ ∩ prW∩W2S = S
∗ ∩ prW∩W2S
′R
W2 6= ∅.
Indeed, let d ∈ S be such that prUd = a. Then prW∩W2d ∈ S
′R
W∩W2
and dτ
belongs to the same η1-block as S
∗, because (S∗/τ ,prXa) ∈ Q
′. By Claim 2(1)
S∗/τ ∈ (prW∩W2S)/τ , and as prW∩W2S ⊆ S
′R
W∩W2
, this proves the observation.
Let D be the θ1-block containing S
∗/τ and E the corresponding θ2-block.
By what is proved above prHd ∈ E. We now only need to show that d can be
chosen such that prHd ∈ umax(E). Let π be the congruence on prHS given
by e1
π
≡ e2 if and only if prX′e1
τX
≡ prX′e2. Then prHS/π is isomorphic to
prX(RC,w1,γ1δ1)/τX , in particular, it is a module if τX is maximal, and 1-element
otherwise. Let τ ′X denote the congruence of prURC,w1,γ1δ1 given by c
τ ′X
≡ d if and
only if prXc
τX
≡ prXd. As is easily seen, ifG is a π-block of prHS then prUG is a
τ ′X-block of prURC,w1,γ1δ1 . Therefore, as a is u-maximal in prUR
′
C,w1,γ1δ1
, by the
Maximality Lemma 27(5) it can be extended to a u-maximal tuple a′ in a π-block
G. Since E/π is a module, by Lemma 26 a
′ is also u-maximal in E. The result
follows. ✷
Condition (S3) can be proved in a similar way, so we just indicate where the
proof of Lemma 80 has to be changed.
Lemma 82 R′ satisfies condition (S3). That is, for every C = 〈s, R〉 ∈ C, R ∩
B
′
s 6= ∅ and for any I ⊆ s any R
′-compatible tuple a ∈ umax(prIR) extends to
an R′-compatible tuple b ∈ R.
Proof: If s ∩ W = ∅ then Corollary 75 implies that every u-maximal R-
compatible tuple is also R′-compatible, and the result follows from (S3) for R.
Suppose that W ′ = s ∩ W 6= ∅. Then, as there is a R′-compatible tuple in
umax(prwR) for w ∈W
′, the first part of (S3) follows from the second part.
To prove the second part we show that R,RR satisfy conditions (X1)–(X5),
and therefore the argument from the proof of Lemma 80 applies in this case as
well. We take s for W2 and set Y = ∅. Condition (X1) is trivial; condition (X2)
follows from (S3) for R; and congruences τ ′C′(u, ηθ) can be defined in the same
way replacing W2 with s, and they possess the same properties required in (X3).
Conditions (X4),(X5) follow from the definitions. Now we use the same argument
except that the proof of Claim 1 in this case is simpler, because we do not need to
show something is a solution; just that the required tuple belongs to a relation. ✷
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10.1.5 The remaining conditions
We can now complete the proof of Theorem 76.
Proof: (of Theorem 76). Conditions (S1)–(S3) and (S6) are proved in the
preceding lemmas.
For (S4) observe that every R′C,w,γδ is obtained as the intersection of RC,w,γδ
with a block of τC,w,γδ, and therefore is a subalgebra. Also, since RC,w,γδ/τC,w,γδ
is a module, by Lemma 26 umax(R′C,w,γδ) ⊆ umax(RC,w,γδ) proving the first part
of (S4).
To prove the rest of (S4) let (w, γ, δ) ∈ W(β), U = Ww,γδ and S
′
U be one
of the sets SU if (w, γ, δ) 6∈ W
′, or SU,Y for Y = MAX(P) − s for some C =
〈s, R〉 or Y = MAX(P) − Wu,ηθ for some (u, η, θ) 6∈ W
′, if (w, γ, δ) ∈ W ′.
As in the proof of condition (S2) we consider the congruence τ constructed as in
(1) with U in place of W2. Let Q be the τ -block of prW∩US
′
U containing R
′-
compatible tuples. By (S4) for R there is a tuple a ∈ S ′RU that is in umax(S
′
U ).
Since prW∩US
′
U/τ is a module, by the Maximality Lemma 27(4) and Lemma 22
there is an as-path a = a1, . . . ,ak in S
′R
U such that prW∩Uak ∈ Q. The tuple ak
belongs to S ′R
′
U and to umax(S
′
U ).
For (S5), the existence of AR′,w follows from (S3). Also, as in the proof of
(S4) umax(AR′,w) ⊆ umax(AR,w). The result now follows from (S5) for R.
Finally, (S7) follows from Lemma 65. ✷
10.2 Tightening non-affine factors
Let P = (V, C) be a block-minimal instance, let R be a β-strategy with respect to
B. Take v ∈ V and α ∈ Con(Av) with α ≺ βv such that typ(α, βv) 6= 2. We
tighten R in two steps. In the first step we restrict Bv to the subalgebra generated
by an as-component of AR,v obtaining a collection of relations that satisfies all the
properties of a strategy except (S5) and (S6). In the second step we restrict the
same domain to one α-block and restore (S5) and (S6). LetD be an as-component
of AR,v/α, by (S5) D is also an as-component of Bv/α. Note that if typ(α, βv) ∈
{4,5} then by Lemma 40 any as-component of Bv/α is a singleton and Step 2 is
not needed. Conditions (S5),(S6) in this case are proved as in Step 2.
10.2.1 Step 1.
LetD′ = {a ∈ AR,v | a
α ∈ D} and let D̂ = Sg(D′). We consider the problem P ′
obtained fromP by restricting the domain of v to D̂ and the domain ofw ∈ V−{v}
to AR,w. We first show that P
′ can be converted to a nonempty (2,3)-minimal
instance that also satisfies some additional conditions.
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In order to do that we introduce a family of binary relations, and then prove
that this family is a (2,3)-strategy of P ′. For x, y ∈ V , let
Qx = {a ∈ amax(AR,x) | there is d ∈ D such that (d, a) ∈ R
{v,x},R/α},
and
Qxy = {(a, b) ∈ amax(R{x,y},R) | there is d ∈ D such that
(d, a) ∈ R{v,x},R/α, (d, b) ∈ R
{v,y},R/α}.
In particular Qv = amax(D′). We say that a tuple a on a set U ⊆ V (where U can
be, e.g. a subset of s for a constraint C = 〈s, R〉, or a subset of Ww,γδ for some
(w, γ, δ) ∈ W(β)) is Q-compatible if (a[x],a[y]) ∈ Qxy for any x, y ∈ U .
Proposition 83 (1) For any x, y, z ∈ V and any (a, b) ∈ Qxy there is c ∈
amax(AR,z) such that (a, c) ∈ Q
xz and (b, c) ∈ Qyz .
(2) For any C = 〈s, R〉 let RR denote the set of R-compatible tuples from R. For
any I ⊆ s and any Q-compatible a ∈ amax(prIR
R), there is a′ ∈ amax(RR) that
is Q-compatible, and prIa
′ = a.
(3) For any (w, γ, δ) ∈ W(β), any U ⊆ Ww,γδ, and any a ∈ amax(prUS
′R
Ww,γδ
),
where S ′RWw,γδ is the set of solutions of (PWw,γδ )/µ
Y for some set Y from the def-
inition of block-minimality, there is a′ ∈ amax(S ′RWw,γδ ) that is Q-compatible and
prUa
′ = a.
Proof: For x, y ∈ V letQvxy denote the set of tuples (d, a, b) such that (d, a) ∈
R{v,x},R/α, (d, b) ∈ R
{v,y},R/α, (a, b) ∈ R
{x,y},R.
CLAIM 1. The set Qx is as-closed in AR,x, and Q
xy is as-closed if R{x,y},R.
Let (a, b) ∈ Qxy. By the Maximality Lemma 27(3) either Qvxy contains
a subdirect product of D and as(a, b), or (D × as(a, b)) ∩ Qvxy = ∅. Since
(a, b) ∈ Qxy the former option holds. For the first part of the claim observe that
prxas(a, b) = as(a).
CLAIM 2. For any x, y ∈ V , Qxy is a subdirect product of Qx ×Qy.
Let a ∈ Qx, then there is d ∈ D with (d, a) ∈ R{v,x},R. By (S1) for R,
{umax(RX,R)}X⊆V,|X|=2 is (2,3)-strategy, and there is b ∈ Ay with (d, a, b) ∈
Qvxy; then (a, b) ∈ Qxy.
We prove (2), the proof of (3) is basically identical, and we explain how to
modify this proof to prove (1).
By induction on i we prove that a Q-compatible tuple a ∈ amax(prIR
R)
can be found for any I ⊆ s, |I| = i. Moreover, for any Q-compatible a′ ∈
amax(prI−{u}R
R), a Q-compatible b ∈ amax(prIR
R) can be found such that
prI−{u}b = a
′.
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First we consider the case u 6= v. For i = 2 the existence of a follows from
Claim 2. So, suppose such a tuple exists for any I ⊆ s with |I| ≤ i. Let I ⊆ s,
|I| = i + 1, y ∈ I , I ′ = I − {y}, and a ∈ amax(prI′R
R) is Q-compatible. Let
also t ∈ I ′, I ′′ = I ′ − {t}. Without loss of generality assume I = {x1, . . . , xi+1},
y = xi+1, t = xi. Consider the relation given by
Q(x1, . . . , xi, z1, . . . , zi) = ∃y prI′′R
R(x1, . . . , xi−1) (2)
∧
i∧
j=1
(
R{xj ,v},R/α(xj , zj) ∧R
{v,xi+1},R/α(zj , y) ∧R
{xj ,xi+1},R(xj , y)
)
.
It suffices to prove that a′′ = (a, e) ∈ Q, where e[j] ∈ D for each j ∈ [i], since
this would mean that there is a c ∈ AR,xi+1 with the required properties.
Observe first that umax(prI′R
R) ⊆ prI′Q. Indeed, any b ∈ prI′R
R by
(S3) can be extended to b′ ∈ prIR
R; then the values of the variables zj can
be chosen by (2,3)-consistency and (S1). This also implies that umax(prI′′Q) =
umax(prI′′R
R). Since α ≺ βv, by (S7) for R and the Congruence Lemma 64 for
anyw ∈ V the relationR{v,w},R/α either containsD×umax(Q
w), orR{v,w},R/α∩
(D × Qw) is the graph of a mapping κw : Q
w → D. Let the set of vari-
ables for which the latter option holds be denoted by Z . By construction, for
any w1, w2 ∈ Z , and any (c, d) ∈ Q
w1w2 , we have κw1(c) = κw2(d). For any
w ∈ V − Z , the set Qw is as-closed, and D × umax(Qw) ⊆ R{v,w},R/α.
Let J = I ′ ∩ Z and, if J 6= ∅, let d = κw(a[w]) for any w ∈ J . If J = ∅,
but xi+1 ∈ Z , then let (prI′′a, c) be an extension of prI′′a to a Q-compatible tuple
from prI∪{xi+1}R and set d = κxi+1(c). If xi+1 6∈ Z , then let d be any element of
D. Then d is such that (a[w], d) ∈ R{w,v},R/α for any w ∈ I
′.
Consider the tuple b = (a, d, . . . , d); we show that it satisfies the conditions
of the 2-Decomposition Theorem 30 with X = I ′′. Note that we cannot replace
I ′′ with I ′ here, because in order to apply the 2-Decomposition Theorem 30 a
has to be as-maximal prI′Q, which may not be true. By what is observed before,
prI′′a ∈ prI′′Q, and for any s1, s2 ∈ I
′ we have (a[s1],a[s2]) ∈ prs1s2Q. We now
show that for any of the remaining pairs of variables x, z ∈ {x1, . . . , xi, z1, . . . , zi}
(b[x],b[z]) ∈ prxzQ. Let x ∈ {x1, . . . , xi} and z ∈ {z1, . . . , zi}. If x 6= xi, then
by the inductive hypothesis prI′′a can be extended to some value c of y such that
(a[s], c) ∈ Qsy for any s ∈ I ′′. Then there is c′ ∈ Axi such that (c
′, c) ∈ Qxiy.
Also, (c, d) ∈ Qyv and c′ can be chosen such that (c′, d) ∈ Qxiv. If x = xi,
then find a value c for y such that (a[xi], c) ∈ Q
xi,xi+1 , and then extend c to a
tuple on I ′′ ∪ {y} by induction hypothesis. The values of zj can be set using (2,3)-
consistency. Finally, if x, z ∈ {z1, . . . , zi}, we proceed as in one of the previous
cases.
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By the 2-Decomposition Theorem 30 there is b′ ∈ Q such that prI′′a ⊑as
prI′′b
′ inQ′ = prI′′Q, (a[x],a[z]) ⊑as (b
′[x],b′[z]) inR{x,z},R for any x, z ∈ I ′,
and d ⊑as b
′[zj ] in AR,v/α for any j ∈ [i].
Let lk1, lk2 be the link congruences of Q
′,Axi with respect to prI′Q. Since
umax(prI′R
R) ⊆ prI′Q, the link congruences of umax(prI′′R
R),Axi with re-
spect to prI′R
R are smaller than lk1, lk2. Therefore the lk1- and lk2-blocks A,B
containing prI′′a and a[xi], respectively, are such thatQ
′′ = prI′Q∩(A×B) 6= ∅.
Choose a′ ∈ prI′R
R∩(A×B) such that a ⊑as a
′ in prI′R
R and a′ is as-maximal
in Q′′. As is easily seen, such a tuple exists by the Rectangularity Corollary 34,
because, since Q′′ is linked, any a′ ∈ Q′′ such that prI′′a
′ is as-maximal in A and
a
′[xi] is as-maximal in B is as-maximal in Q
′′. Now, consider
S(x1, . . . , xi, z1, . . . , zi) = ∃yA(x1, . . . , xi−1) ∧B(xi)
∧
i∧
j=1
RR,{xj ,v}/α(xj , zj) ∧R
R,{v,xi+1}/α(zj , y) ∧R
R,{xj ,xi+1}(xj , y).
By the same argument as before, there is c ∈ S such that a′ ⊑as prI′c in prI′S and
c[zj ] ∈ D for j ∈ [i]. Since a
′ is as-maximal in prI′S, we also have prI′c ⊑as a
′
in prI′S. Therefore there is c ∈ AR,xi+1 such that (a
′[x], c) ∈ Qxxi+1 for every
x ∈ I ′. By the 2-Decomposition Theorem 30 applied to RR, there is a′′ ∈ prIR
such that prI′a
′′ = a′ and c ⊑as a
′′[xi+1]. Finally, since a is as-maximal in
prI′R
R, there is an as-path from a′ to a in prI′R
R and we complete the proof by
the Maximality Lemma 27(4).
Next, we consider the case u = v. Let I = {x1, . . . , xi, v}, I
′ = {x1, . . . , xi}
and I ′′ = {x1, . . . , xi−1}. Note that by reordering the variables we may assume
that if xi ∈ Z then Z ∩ {x1, . . . , xi−1} 6= ∅. By the induction hypothesis there is
c ∈ AR,v such that (prI′′a, c) belongs to amax(prI′′∪{v}R
R) and is Q-compatible,
in particular, cα ∈ D. We consider the tuple (a, cα) and relation R′ = prIR
R/α.
We have a ∈ prI′R
′. For any j ∈ [i − 1] we have (a[j], c) ∈ Qxjv by the choice
of c. If xi 6∈ Z then there is c
′ α≡ c such that (a[xi], c
′) ∈ R{xi,v},R. By (S3)
for R, (a[xi], c
′) extends to a tuple from RR, therefore (a[xi], c) ∈ prxivR
′. If
xi ∈ Z , then there is also some j ∈ I
′′ ∩ Z . Then since (a[j],a[i]) ∈ Qxjxi , we
have κxj (a[xj ]) = κxi(a[xi]) = c. Therefore there is c
′ α≡ c such that (a[xi], c
′) ∈
R{xi,v},R and we continue as before. By the 2-Decomposition Theorem 30 there
is b ∈ R′ such that prI′b = a and c ⊑as b[v] in AR,v/α, that is, b[v] ∈ D.
Therefore there is c ∈ prIR such that prI′c = a and c[v]
α ∈ D, as required.
Item (3) can be proved in the same way, as P is block-minimal. For (1) we
need to make two changes. First, we apply the argument above for i = 2 and
stop before the last application of the 2-Decomposition Theorem 30. Second, we
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need to consider the case when extending a pair from Qxy by a value of v. More
precisely, let (a, b) ∈ Qxy, x, y ∈ V , we need to find c ∈ AR,v such that c
α ∈ D
and (a, c) ∈ Qxv, (b, c) ∈ Qyv. Let
Q(x, y, v) = R{x,y},R(x, y) ∧R{x,v},R(x, v) ∧R{y,v},R(y, v).
By (2,3)-consistency and construction (a, b) ∈ prxyQ, (a, d1) ∈ prxvQ, (b, d2) ∈
pryvQ, where d
α
1 = d
α
2 ∈ D. The relation Q
′ = Q/α then satisfies the conditions:
(a, b) ∈ prxyQ
′, (a, d) ∈ prxvQ
′, (b, d) ∈ pryvQ
′ where d = dα1 = d
α
2 . By the
2-Decomposition Theorem 30 there is a tuple (a, b, d′) ∈ Q′ such that d ⊑as d
′,
that is, d′ ∈ D. Therefore Q contains a tuple (a, b, c) for some c with cα = d′.
This c is as required. ✷
Let P ′′ be the problem obtained from P ′ as follows: establish (2,3)-minimality
and, for any (w, γ, δ) ∈ W(β), establish minimality of P ′Ww,γδ/µ
Y , where Y is one
of the sets specified in the definition of block-minimality, until the instance does not
change any longer. LetA′′R,w be the domains of w ∈ V for P
′′, for C = 〈s, R〉 ∈ C
let R′′ denote the corresponding constraint relation of P ′′; for (w, γ, δ) ∈ W(β)
let S ′′Ww,γδ ,Y denote the set of solutions of P
′′
Ww,γδ
/µY ; finally R
′′
C,w,γδ denote the
set of tuples from RC,w,γδ extending to a solution of P
′′
Ww,γδ
/µY .
The next corollary follows straightforwardly from Proposition 83, because es-
tablishing (2,3)-minimality or minimality never eliminates an as-maximal Q-compatible
tuples.
Corollary 84 The setsA′′R,w,R
′′, S ′′Ww,γδ ,Y , andR
′′
C,w,γδ contain all the as-maximal
Q-compatible tuples from AR,w, R, SWw,γδ ,Y , and RC,w,γδ, respectively.
Now we can show that the collection of relations
R′′ = {R′′C,w,γδ | C ∈ C, (w, γ, δ) ∈ W(β)}
is almost a β-strategy.
Theorem 85 The collection of relations R′′ constructed as above satisfies all the
conditions of a β-strategy with respect to B, except (S5) and (S6).
Proof: Condition (S1) follows from Corollary 84. Conditions (S2),(S3) fol-
low from Corollary 84 and construction (establishing block-minimality). For (S4)
every relation R′′C,w,γδ is a subalgebra in RC,w,γδ and therefore in prs∩Ww,γδR by
construction. Moreover, as by Proposition 83 R′′C,w,γδ contains an element as-
maximal in RC,w,γδ, we have umax(R
′′
C,w,γδ) ⊆ umax(RC,w,γδ). Finally, condi-
tion (S7) follows from (S7) forR. ✷
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We will need another property of P ′′. Unfortunately, Q-compatible tuples are
not very helpful in establishing properties (S5),(S6), since those are properties of
u-maximal fragments of relations. Therefore we need to extend Q-compatibility to
u-maximal elements. Similar to Q-compatibility we make the following definition.
For x, y ∈ V , let
P x = {a ∈ umax(AR,x) | there is d ∈ D such that (d, a) ∈ R
{v,x},R/α},
and
P xy = {(a, b) ∈ umax(R{x,y},R) | there is d ∈ D such that
(d, a) ∈ R{v,x},R/α, (d, b) ∈ R
{v,y},R/α}.
In particular P v = umax(D̂). Note that these relations are different from Qx, Qxy
in that they consist of u-maximal elements and pairs, rather than as-maximal as
Qx, Qxy. We say that a tuple a on a set U ⊆ V (where U can be, e.g. a subset of
s for a constraint C = 〈s, R〉, or a subset ofWw,γδ for some (w, γ, δ) ∈ W(β)) is
P-compatible if (a[x],a[y]) ∈ P xy for any x, y ∈ U .
Let P ′′′ be the instance obtained as follows: First, restrict the domains and
relations of P to the sets of P-compatible tuples they contain; let the new rela-
tion for C = 〈s, R〉 ∈ C be denoted by R†. Second, establish (2,3)-minimality
and block-minimality of the resulting instance. Let R′′′, R′′′C,w,γδ,S
′′′
Ww,γδ ,Y
denote
the relations induced by P ′′′. Note that the domains and relations of P ′′′ are not
necessarily subalgebras.
Lemma 86 Let C = 〈s, R〉 ∈ C, (w, γ, δ) ∈ W(β).
(1) Relations R′′′, R′′′C,w,γδ,S
′′′
Ww,γδ ,Y
are nonempty, and R′′′ ⊆ R′′, R′′′C,w,γδ ⊆
R′′C,w,γδ, S
′′′
Ww,γδ ,Y
⊆ S ′′Ww,γδ ,Y .
(2) Relations R′′′C,w,γδ and S
′′′
W
w,γ,δ,β
,Y are as-closed inRC,w,γδ, and in S
′R
Ww,γ,δ
, re-
spectively (recall that S ′RW
w,γ,δ,β
is the set ofR-compatible tuples from SW
w,γ,δ,β
,Y ).
Proof: (1) The inclusions R′′′ ⊆ R′′, R′′′C,w,γδ ⊆ R
′′
C,w,γδ, S
′′′
W
w,γδ,β
,Y ⊆
S ′′W
w,γδ,β
,Y follow from the construction, as R
† ⊆ R′. On the other hand, as every
Q-compatible tuple from R belongs to R†, the nonemptyness follows by Corol-
lary 84.
(2) First we observe that for any x, y ∈ V the relation P xy, and therefore
P x, is as-closed in umax(R{x,y},R). This can be done in the same way as in the
proof of Proposition 83. Let (a, b) ∈ P xy and (a′, b′) ∈ umax(R{x,y},R) be such
that (a, b) ⊑as (a
′, b′). We need to find d ∈ D such that (a′, d) ∈ R{x,v},R/α,
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(b′, d) ∈ R{y,v},R/α. Let
Q(x, y, v) = R{x,y},R(x, y) ∧R{x,v},R/α(x, v) ∧R
{y,v},R/α(y, v),
which is a subalgebra of Ax × Ay × Av/α. Since (a, b) ∈ P
xy there is c ∈ D
with (a, b, c) ∈ Q. By (S1) for R we have (a′, b′) ∈ prxyQ, moreover, (a, b) ⊑as
(a′, b′) in prxyQ. By the Maximality Lemma 27(4) there is d ∈ AR,v such that
(a′, b′, dα) ∈ Q and (a, b, c) ⊑as (a
′, b′, dα) in Q. Therefore dα ∈ D.
It suffices to prove the statement for relations of the form R′′′C,w,γδ, because re-
lations S ′′′Ww,γ,δ ,Y are pp-definable through R
′′′
C,w,γδ, and we can use Lemma 61(2).
Since P xy are as-closed, every relationR†C,w,γδ is also as-closed in umax(RC,w,γδ).
We prove by induction that this property is preserved as (2,3)-minimality and
block-minimality is being established. The observation about the relations R†C,w,γδ
establishes the base case. For the induction step, let R‡C,w,γδ and S
‡
Ww,γδ ,Y
denote
the current state of the corresponding relations, and they are as-closed. There are
two cases for the induction step.
In the first case we make a step to enforce (2,3)-minimality, that is, for some
x, y, z ∈ V we check whether or not some (a, b) ∈ R‡{x,y} can be extended by
c ∈ Bz such that (a, c) ∈ R
‡{x,z} and (b, c) ∈ R‡{y,z}. Let (a, b) ∈ R‡{x,y}
be such that there are c ∈ Bz with (a, c) ∈ R
‡{x,z}, (b, c) ∈ R‡{y,z}, and let
(a′, b′) ∈ R‡{x,y} such that (a, b) ⊑as (a
′, b′) in R‡{x,y}. Then there is c′ ∈ Bz
such that (a′, c′) ∈ R{x,z}, (b′, c′) ∈ R{y,z}. Similar to part (1) let
Q(x, y, z) = Sg(R‡{x,y})(x, y) ∧R{x,v},R(x, v) ∧R{y,v},R(y, v),
We have Sg(R‡{x,y}) = prxyQ by (S1) for R, and (a, b, c), (a
′, b′, c′) ∈ Q. By the
Maximality Lemma 27(4) we may assume that (a, b, c) ⊑as (a
′, b′, c′) in Q. Since
R‡{x,z}, R‡{x,z} are as-closed, we have (a′, c′) ∈ R‡{x,z}, (b′, c′) ∈ R‡{x,z}
In the second case we solve a subproblem of the form P‡Ww,γδ/µ
Y . Let U =
Ww,γδ, let S
‡
Ww,γδ ,Y
be the corresponding set of solutions. Take C = 〈s, R〉 ∈ C
and (u, η, θ) ∈ W(β), let U ′ = s ∩ U ∩Wu,ηθ. Suppose a ∈ R
‡
C,u,ηθ be such
that there is a solution ϕ ∈ S‡W
w,γδ,β
,Y extending prU ′a, and let b ∈ R
‡
C,u,ηθ is
such that a ⊑as b in R
‡
C,u,ηθ. We need to show that prU ′b is extendible to a
solution from S‡Ww,γδ ,Y . Let ψ ∈ S
′R
Ww,γδ ,Y
be a solution extending prU ′b. Since
prU ′a ⊑as prU ′b by the Maximality Lemma 27(4) we may assume that ϕ ⊑as ψ
in S ′RW
w,γδ,β
,Y . Since by the induction hypothesis S
‡
W
w,γδ,β
,Y is as-closed, the result
follows. ✷
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10.2.2 Step 2.
In this step we tighten the ‘near-strategy’ R′′ in a way similar to that from Sec-
tion 10.1. We start with showing that the domains of all variables inWv,αβ have to
be tightened.
Lemma 87 For every w ∈ W = Wv,αβv there is a congruence αw ∈ Con(Aw)
with αw ≺ βw, and such that Svw ∩ (Bv ×Bw) is aligned with respect to (α,αw),
that is, for any (a1, a2), (b1, b2) ∈ Svw∩(Bv×Bw), a1
α
≡ b1 if and only if a2
αw
≡ b2.
Proof: It suffices to show that the link congruences lk1, lk2 ofQ = Svw viewed
as a subdirect product of Av × Aw are such that βv ∧ lk1 ≤ α and βw ∧ lk2 < βw.
Since w ∈ W there are γ, δ ∈ Con(Aw) such that γ ≺ δ ≤ βw and (α, βv)
and (γ, δ) cannot be separated. By Lemma 49 it follows that βv ∧ lk1 ≤ α and
lk2 ∧ δ ≤ γ. We set αw = βw ∧ lk2 < βw. Since Bw/αw is isomorphic to Bv/α,
αw ≺ βw. ✷
Let β′v = α, β
′
w = αw for w ∈ W = Wv,αβv , and β
′
w = βw for w ∈
V −W . Lemma 87 implies that there is an isomorphism νw : Bv/β′v → Bw/β′w.
Choose an as-maximal β′v-block B, an element of D from Step 1 and set B
′
v = B,
B′w = νw(B) for w ∈ V − W , and B
′
w = Bw for w ∈ V − W . Let P
∗ be
the problem instance obtained from P ′′ as follows: first restrict the domain of
w ∈ W in P ′′ to B′w, then establish the (2,3)-minimality of the resulting problem,
and finally, establish the minimality of all problems of the form P ′′Ww,γδ/µ
Y for
(w, γ, δ) ∈ W(β), where Y is a set specified in the definition of block-minimality
for P.
LetR∗ be the following collection of relations;
(T1) R∗ = {R∗C,w,γδ | C = 〈s, R〉 ∈ C, (w, γ, δ) ∈ W(β
′
)};
(T2) for every C = 〈s, R〉 ∈ C, (u, γ, δ) ∈ W(β
′
), R∗C,u,γδ = prs∩Wu,γδR
∗,
where R∗ is the constraint relation of P∗ obtained from R.
Lemma 88 (1) For every constraint C = 〈s, R〉 ∈ C, and every a ∈ umax(R′′)
such that a[u] ∈ νu(D) for u ∈ s ∩W there is a tuple b ∈ umax(R
′′) such that
prs−Wb = prs−Wa and b[u] ∈ B
′
u for u ∈ s ∩W .
(2) LetC = 〈s, R〉 ∈ C, (w, γ, δ) ∈ W(β
′
),W ′ =Ww,γδ, and a ∈ umax(R
′′
C,w,γδ)
such that a[u] ∈ νu(D) for u ∈ s ∩W
′ ∩W . Then there is b ∈ umax(R′′C,w,γδ))
such that pr(s∩W ′)−Wb = pr(s∩W ′)−Wa and b[u] ∈ B
′
u for u ∈ s ∩W
′ ∩W .
(3) Let (w, γ, δ) ∈ W(β
′
) and W ′ = Ww,γδ. Let S
′′
W ′ be the set of solutions of
P ′′W ′/µY , where Y = ∅ if (w, γ, δ) 6∈ W
′, and is one of the sets specified in the
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definition of block-minimality otherwise. For every solution ϕ ∈ umax(S ′′W ′) such
that ϕ[u] ∈ νu(D) for u ∈ W
′ ∩W there is a solution ψ ∈ umax(S ′′W ′) such that
ψ(u) = ϕ(u) for u ∈W ′ −W and ψ(u) ∈ B′(u) for u ∈W ′ ∩W .
Proof: (1) Let U1 = s ∩W and U2 = s −W . If U1 = ∅ there is nothing
to prove; assume U1 6= ∅. It suffices to consider Q = R
′′/α′ where α
′
u = β
′
u if
u ∈ U1 and α
′
u = 0u otherwise. So, we assume β
′
u = 0u for all u ∈ U1. Then
for any u1, u2 ∈ U1 and any d ∈ R such that d[u1] ∈ Bu1 ,d[u2] ∈ Bu2 we have
d[u2] = νu2◦ν
−1
u1 (d[u1]). Therefore we may assume that |U1| = 1, say, U1 = {u}.
Considering R′′ as a subalgebra of Au × prs−{u}R, the result follows by the
Congruence Lemma 64. Indeed, since there is a αuβu-collapsing polynomial f of
R, that is, f(βs−{u}) ⊆ 0s−{u}, there are no η, θ ∈ Con(prs−{u}R) with η ≺ θ ≤
βs−{u} such that (αu, βu) cannot be separated from (η, θ).
(2) and (3) are proved in essentially the same way. ✷
To show that P∗ has the desirable properties, in particular, it is nonempty, we
consider a collection of unary and binary relations similar to Qx, Qxy from Step 1.
For x, y ∈ V let T x, T xy denote the following sets:
T x = {a ∈ amax(A′′R,x) | (a, c) ∈ amax(R
′′{x,v},R) for some c ∈ B};
T xy = {(a, b) ∈ amax(R′′{x,y},R) | (a, c) ∈ amax(R′′{x,v},R),
(b, c) ∈ amax(R′′{y,v},R) for some c ∈ B}.
A tuple a over a set of variables U ⊆ V is said to be T-compatible if for any
x, y ∈ U , (a[x],a[y]) ∈ T xy. The following lemma provides the main structural
result necessary for proving that R∗ is a β
∗
-strategy.
Lemma 89 Let S be one of the relations R, RC,w,γδ, SWw,γ,δ ,Y , and S
′′, S∗ the
corresponding relations R′′,R′′C,w,γδ, or S
′′
Ww,γ,δ ,Y
, andR∗,R∗C,w,γδ, or S
∗
Ww,γ,δ ,Y
,
respectively, for some C = 〈s, R〉 ∈ C and (w, γ, δ) ∈ W(β), where Y is a set
from the definition of block-minimality; and let U be its set of coordinate positions.
(1) Every Q-compatible a ∈ amax(S) such that a[u] ∈ B′u for u ∈ U ∩W is also
T-compatible.
(2) S∗ contains all the as-maximal T-compatible tuples from S′′.
(3) If S∗ = R∗C,w,γδ, then umax(S
∗) is as-closed in umax(RC,w,γδ ∩B
′
).
Proof: (1) By Corollary 84, if, say x ∈ W and (a, b) ∈ Qxy are such that a ∈
B′x, then (a, b) ∈ T
xy, which can be proved as in the proof of Proposition 83(1).
Therefore, it suffices to prove that if x, y 6∈W , then T xy = Qxy. This can be done
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in the same way as in the proof of Proposition 83. Let (a, b) ∈ Qxy, we need to
find c ∈ B′v such that (a, c) ∈ Q
xv, (b, c) ∈ Qyv. Let
Q(x, y, v) = R{x,y},R(x, y) ∧R{x,v},R(x, v) ∧R{y,v},R(y, v),
which is a subalgebra of Ax × Ay × Av. By (2,3)-consistency of P
′′ Qxy ⊆
prxyQ,Q
xv ⊆ prxvQ,Q
yv ⊆ prxvQ. Let Q
′ = Q/α. Since each of R
{x,y},R,
R{x,v},R, R{y,v},R is polynomially closed in the corresponding constraint relation
R{x,y}, R{x,v}, or R{y,v} of P, Q is polynomially closed in
R{x,y}(x, y) ∧R{x,v}(x, v) ∧R{y,v}(y, v),
as well, and so is Q′ in
R{x,y}(x, y) ∧R{x,v}/α(x, v) ∧R
{y,v}/α(y, v).
Let Q† = prxy(Q
′ ∩ (Bx × By × D)), By the Congruence Lemma 64 either
umax(Q†) × D ⊆ Q′ or there is η ∈ Con(R{x,y}) such that umax(Q′ ∩ (Bx ×
By × D)) is the graph of a mapping τ : umax(Q
†) → D. In the former case
we are done, because then (a, b,B′v) ∈ Q
′, and therefore (a, b, c) ∈ Q for some
c ∈ B′v. The latter case is not possible, because by the Congruence Lemma 64
there is θ ∈ Con(R{x,y}) such that η ≺ θ ≤ βx×βy , and (α, βv) and (η, θ) cannot
be separated. This however is not the case, since x, y 6∈W .
(2) Similar to Proposition 83 and Corollary 84 it suffices to prove that for any
X ⊆ U , any T-compatible a ∈ amax(prXS
′′) can be extended to a T-compatible
b ∈ amax(S′′). In fact, since S′′ contains all the Q-compatible tuples, and there-
fore all the T-compatible tuples from S, it suffices to prove the statement for S,
rather than for S′′. We show that for any w ∈ U − X tuple a can be extended
to a T-compatible tuple c ∈ amax(prX∪{w}S). By Proposition 83 there is a Q-
compatible b′ ∈ S with a = prXb
′. If X ∩W 6= ∅ or (X ∪ {w}) ∩W = ∅, we
can set c = prX∪{w}b
′.
Suppose that X ∩W = ∅ and w ∈ W . Then we proceed similar to part (1).
Let X = {x1, . . . , xk}, let
Q(x1, . . . , xk, w) = prXS(x1, . . . , xk) ∧
k∧
i=1
R{xi,w},R(xi, w),
By (2,3)-consistency of P ′′ and Proposition 83 Qxiw ⊆ prxiwQ, and by Corol-
lary 84 S′ ⊆ prXQ, where S
′ is the set of all T-compatible (equivalently, Q-
compatible) tuples from prXS. Let Q
′ = Q/α. Since each of R
{xi,w},R is poly-
nomially closed in R{xi,w} and prXS(x1, . . . , xk) is polynomially closed in itself,
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by Lemma 61(2) Q is polynomially closed in
prXS(x1, . . . , xk) ∧
k∧
i=1
R{xi,w}(xi, w),
as well, and so is Q′ in
prXS(x1, . . . , xk) ∧
k∧
i=1
R{xi,w}/αw(xi, w).
LetQ† = prX
(
Q′ ∩
(∏k
i=1Bxi ×D
))
. Now we can finish the proof in the same
way as in part (1).
(3) Let U = s ∩Ww,δγ . Observe first, that every tuple from umax(R
∗
C,w,γδ)
is P-compatible (see Section 10.2.1). If we prove that R∗C,w,γδ contains every P-
compatible tuple a from R′′C,w,γδ such that a[u] ∈ B
′
u for every u ∈ U ∩W , by
Lemma 86(2) the result follows. As in the proof of Lemma 86 we proceed by
induction on the restriction of the problem P ′′ being converted to a (2,3)-minimal
and block-minimal instance.
Let R′′ and R′′C,w,γδ denote the relations associated with the instance P
′′. Let
R† and R†C,w,γδ denote the relations obtained from R
′′ and R′′C,w,γδ in the first step
of converting P ′′ to P∗, that is, restricting the domains. By Lemma 88 relations
R†, R†C,w,γδ contain all the necessary P-compatible relations. This provides the
base case. For the induction step we again consider two cases. We denote the
current constraint relations byR‡C,w,γδ and the ones from the (2,3)-strategy byR
‡X .
In the first case we enforce (2,3)-minimality for x, y, z ∈ V . Let (a, b) ∈
R‡{x,y} be a P-compatible tuple. Then there is c1, c2 ∈ Bz such that (a, c1) ∈
R′′{x,z}, (b, c2) ∈ R
′′{y,z} are P-compatible. As in the proof of item (1) of this
lemma, we can argue that c1 = c2 can be assumed. If z 6∈W , the pairs (a, c1), (b, c2)
are as required. Otherwise, c1, c2 can be chosen from B
′
z by Lemma 88.
In the second case let (u, η, θ) ∈ W(β) and X = Wu,ηθ; we solve a problem
of the form P ′′X/µY , let S
‡
X be the set of solutions of this problem. Let also U
′ =
s ∩ X. We need to show that for any P-compatible a ∈ umax(R‡C,w,γδ) with
a[u] ∈ B′u for u ∈ U the tuple prU ′a can be extended to a P-compatible solution
ϕ ∈ S‡X . Since a ∈ umax(R
′′
C,w,γδ), the tuple prU ′a can be extended to a u-
maximal solution ϕ ∈ S ′′X . If U
′ ∩W 6= ∅ or X ∩ W = ∅, solution ϕ is as
required. Otherwise by Lemma 88 ϕ can be chosen P-compatible and such that
ϕ(x) ∈ B′x for x ∈ X ∩W ; that is ϕ ∈ S
‡
X by the induction hypothesis. ✷
Now we are ready to prove that R∗ is a β
′
-strategy.
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Theorem 90 R∗ is a β
′
-strategy with respect to B
′
.
Proof: (S1) follows directly from the construction, since the relations RX,R
∗
result from establishing (2,3)-minimality ofP∗, and they are nonempty by Lemma 89(1).
Conditions (S2) and (S3) are also by construction. Condition (S4) also holds by
construction, as all the relations of the form R∗C,w,γδ are subalgebras. Also, each of
them contains a Q-compatible element, which is as-maximal in RC,w,γδ, implying
that umax(R∗C,w,γδ) ⊆ umax(RC,w,γδ).
For (S5) the existence of AR∗,w for w ∈ V follows from the construction,
and the as-closeness of umax(AR∗,w) follows from Lemma 89(3). Condition (S6)
follows from Lemma 89(3) and (S6) for R as well. Finally, condition (S7) holds
by Lemma 65. ✷
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(γ, δ,B)-good polynomial, 37
α-maximal element, 34
αβ-minimal element, 49
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R-compatible tuple, 9, 21, 67
U -chained congruences, 36
B-preserving, 37
α-aligned instance, 51
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asm-path, 27
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body, 22
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cannot be separated, 43
chained, 37
collapsing polynomial, 44
consistent mappings, 65
constraint relation, 6, 20
Constraint Satisfaction Problem, 5, 20
constraint scope, 6, 20
constraints, 5, 20
domain, 8, 20
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extension of a polynomial, 36
full congruence, 70
globally minimal instance, 9, 20
idempotent algebra, 7
instance, 5, 20
invariant relation, 6
link congruences, 31
link tolerances, 31
linked relation, 31
majority type, 23
maximal components, 25
maximal congruence, 70
maximal element, 25
minimal instance, 9, 20
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module, 23
monolith, 13
nonuniform Constraint Satisfaction Prob-
lem, 5, 20
operation preserving a relation, 6
P-compatible, 88
perspective intervals, 22
polynomially isomorphic sets, 21
prime interval, 11
projections, 8, 19
pseudo-meet operation, 23
Q-compatible, 84
quasi-2-decomposability, 30
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quasi-majority function, 31
reduct, 24
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restriction of CSP, 8, 20
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retraction, 66
s-path, 25
semilattice free algebra, 14, 62
semilattice path, 25
semilattice type, 23
semilattice-connected component, 25
separated intervals, 11, 35
separating polynomial, 11, 35
sm-smooth algebra, 24
strongly chained relation, 57
strongly semilattice-connected component,
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subdirect product, 8, 19
subdirectly irreducible algebra, 13
subdirectly irreducible instance, 61
subtrace, 22, 34
subtrace connected, 36
T-compatible, 91
tail, 22
term operation, 7
thin affine edge, 25
thin majority edge, 25
thin semilattice edge, 25
tightening, 9
tightening of a CSP, 20
trace, 22
type function, 20
u-maximal, 27
universal algebra, 7
universe, 7
witness of a type, 23
100
Notation
[n], 19
≤, 25
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τU , 70
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G(A), 23
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p(P), 66
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P ′W ′ , 76
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P/α, 20
PR, 67
P x, P xy , 88
Pol(A), Pol1(A), 19
prIR, 19
Qx, Qxy, 84
QAab, 33
RX , 21
R, 21
R[c], R−1[c′], 31
SP , 20
SW , 20
Sg(B), 19
SR,SR
′
, 67
S ′W ′ , 76
size(P), 62
tab, 26
tol1, tol2, 31
T x, T xy, 91
umax(A), 27
WP (β), 51
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W ′(β), 62
ZA, 49
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