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ABSTRACT
This paper describes a computational model for the prediction of perceived spatial quality for reproduced
sound at arbitrary locations in the listening area. The model is specifically designed to evaluate distortions
in the spatial domain such as changes in source location, width and envelopment. Maps of perceived spatial
quality across the listening area are presented from our initial results.
1. INTRODUCTION
Motivation
The strength of perceptual models has been demon-
strated by their use in predicting loudness [1, 2] and also
in algorithms such as MPEG audio layer 3 [3, 4], where
the data in the audio streams are reduced while mini-
mizing the effect on the perceived attributes of the re-
produced sound. These have shown the importance of
the listener’s perception in the design of audio reproduc-
tion systems. Perceptual models that predict the sound
quality impairments of speech and audio coding systems
based on the timbral and temporal aspects of reproduced
sound are well established. These include PEAQ [5] and
PESQ [6] models, which are designed primarily to eval-
uate the audibility of codec distortions in terms of basic
audio quality and do not explicitly consider spatial dis-
tortions. The model described in this paper, however, is
specifically designed to evaluate the effect of distortions
in the spatial domain such as changes in source location,
width and envelopment and combine these to calculate
an overall value of spatial quality.
Applications
The range of spatial quality available from different ren-
dering systems has greatly expanded in recent years, giv-
ing rise to a greater need for assessing the spatial qual-
ity of different processes and systems. Examples are
virtual reality, telepresence, home entertainment, auto-
motive audio, games and communications products. As
listening tests are both lengthy and highly resource in-
tensive, an alternative means of assessing spatial qual-
ity is highly desirable. A model for predicting spatial
audio quality has many applications in audio engineer-
ing, including automatic system alignment and evalua-
tion of alternative rendering formats and codecs. In ad-
dition, such a model could be used to extend existing
standard quality models such as PEAQ and also to help
extend our understanding of human spatial sound per-
ception. Thus, our model is aimed not only at codec
quality evaluation, but also at a wider range of spatial
distortions that can arise in audio processing and repro-
duction systems: downmixing algorithms, spatial audio
codecs, virtual surround algorithms, loudspeaker mis-
placement, level misalignment and phase errors, chan-
nel rearrangement and removal, spectral filtering, inter-
channel crosstalk, and combinations of these.
Background
In addition to evaluating system performance at the
‘sweet spot’ or ‘hot spot’ at the centre of the listening
area, there is an increasing interest in quantifying per-
ceived spatial attributes at multiple listening positions.
For example, the listening tests conducted by Marentakis
et al. [7] investigated the minimum audible angle of re-
production systems using Vector Base Amplitude Pan-
ning (VBAP) [8] and first- and second-order Ambisonics
[9] across a wide listening area. Macpherson [10] and
Rose et al. [11] used binaural models to assess the spa-
tial performance of audio reproduction systems when the
listener was displaced laterally, yet only one type of re-
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production system was tested in each case. Both these
papers study how the localisation of sources varies at
off-centre listening positions and do not consider the ef-
fect on other perceived spatial attributes, such as envel-
opment, that also contribute to the overall perceived spa-
tial quality. Meanwhile, Ha¨rma et al. [12] predict sound
quality over a wide listening area by modeling a timbral
factor, the sound colouration, at multiple listening posi-
tions. However, they do not consider the spatial aspects
of sound quality. The model described in this paper can
predict the perceived spatial quality at multiple listening
positions, and takes into account timbral and spatial fac-
tors, incorporating measures associated with the locali-
sation of sources in the foreground of the sound scene as
well as background attributes.
Roadmap
The model provides an estimate of the overall spatial
quality, expressed as a mean opinion score (MOS), i.e.
a global attribute describing any and all changes in the
spatial attributes of arbitrary audio reproduction system
when compared to a reference reproduction system. The
current implementation was designed to evaluate typi-
cal audio processes, comparing spatially degraded mul-
tichannel audio material against reference five-channel
(ITU-R BS.775-1) audio material [13]. An overview of
the method is given in Section 2, which includes the cal-
culation of the signals at the listener’s ears (binaural sig-
nals), the auditory processing and binaural cues, the test
signals and their associated metrics. Section 3 describes
how the metrics were combined to estimate MOS using a
multivariate regression that was calibrated with listening
test data Section 4 contains the results of simulation ex-
periments predicting spatial quality across the listening
area, which are discussed before we conclude.
2. METHOD
In this paper, a model is used to predict measures of spa-
tial quality for a given device under test (DUT) com-
pared to a reference five-channel reproduction system
(ITU-R BS.775-1). Probe signals, designed to stress
the spatial performance of reproduced audio, are pro-
cessed with and without the DUT yielding two sets of
probe signals: the original reference set and an impaired
set corresponding to the DUT. Typical examples of a
DUT would be a 64-kbps MPEG codec, a 2.0 (stereo)
downmix, or a −6 dB level misalignment on the front
left, centre and right (LCR) channels. For each listen-
ing position, binaural signals are calculated for the two
sets of probe signals by modeling the reproduction sys-
tem and acoustic listening environment as linear time-
invariant systems. Hence, the model extracts five met-
rics from the binaural signals that are designed to quan-
tify the spatial attributes of the reproduced audio, in-
cluding accurate rendering of localisable sound sources
and listener envelopment: iacc 9band, front angle diff,
mean spectral rolloff, max rms diff, and mean entropy.
Differences between the reference and impaired metric
values are combined in linear regression to give an esti-
mate of perceived spatial quality at each listening posi-
tion.
2.1. Model overview
There are already established perceptual models that pre-
dict the sound quality impairments of speech and au-
dio coding systems based on the timbral and temporal
aspects of reproduced sound (e.g., PEAQ). The present
model was designed in the QESTRAL project to evalu-
ate the effect of distortions in the spatial domain, such
as changes in location and envelopment, and calculate an
overall value of spatial quality. A detailed description of
the construction of the model was presented at the AES
Convention in San Francisco, 2008 [14, 15, 16, 17]. For
the present purposes, an important feature of the model is
its use of binaural signals, allowing spatial quality to be
predicted at multiple listening positions to create maps
of spatial quality across the listening area. The following
sections give a summary of the main elements that are
critical for the simulation experiments.
2.2. Calculation of binaural signals
The reproduction of sound in the simulated reproduction
environment can be modeled as a linear invariant system,
where the sound pressure at any point is the superposi-
tion of pressures due to each sound source. Loudspeak-
ers were treated as having perfectly uniform directivity
within an anechoic acoustic environment. Impulse re-
sponses for any azimuth were obtained by cubic-spline
interpolation of the magnitude and unwrapped phase of
the frequency response from Gardner and Martin’s Head
Related Impulse Response (HRIR) database [18]. The
HRIRs in the database were recorded at a radius of 1.4 m,
so HRIRs at different distances were modeled by adjust-
ing the magnitude and initial delay. Hence, the binaural
signals were obtained as the sum of contributions from
each loudspeaker at the left and right ears respectively.
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2.3. Auditory processing and binaural cues
Auditory processing of the binaural signals was used
to extract several perceptually-relevant measures of the
soundfield. First, the binaural signals were divided
into 24 frequency bands using a gammatone filter bank
[19, 20]. The left and right signal envelopes for the mth
frequency band, bL,m(t) and bR,m(t), were generated by
rectifying and smoothing the band-limited signals with a
1.1 kHz low-pass filter, to mimic hair cell behaviour. So,
the interaural cross-correlation function (IACCF) is
rb(m, t,τ) =
∑Nn=1 bL,m(t +n)bR,m(t +n+ τ)√
∑Nn=1 b2L,m(t +n)∑Nn=1 b2R,m(t +n)
, (1)
over lag τ at time t, based on N samples (|τ| < 1 ms).
The interaural cross-correlation (IACC) and interaural
time difference (ITD), ∆T,m, for each band m were taken
at the peak IACCF value. The interaural intensity differ-
ence (IID), ∆I,m, represented the ratio of average sound
intensity over N samples, in dB.
For each band m, two look up tables to relate azimuth θ
and interaural difference ∆m were populated using ITD
and IID values respectively, obtained with the Gardner
and Martin HRIR database as training data. By appro-
priate normalisation of the tables’ columns and rows, and
using Bayes’ theorem with uniform prior [21], an output
was obtained to approximate the posterior probability of
the azimuth for a given interaural difference:
P(θ |∆m) =
P(∆m|θ)
∑+90◦θ ′=−90◦ P(∆m|θ ′)
. (2)
Thus, for each time frame, ∆T,m and ∆I,m values from
each critical band provide a total of 48 probability his-
tograms across θ . The histograms are weighted by Du-
plex theory and by loudness within each band, then
summed over all 24 frequency bands to yield one sum-
mary ITD histogram and one IID histogram, cT(t,θ) and
cI(t,θ). Finally, these are combined by multiplication,
c∆(t,θ) = cT(t,θ)cI(t,θ), averaged over all time frames,
and the peak taken as the localisation angle ˆθ . This al-
gorithm for predicting perceived source localisation was
validated using a formal listening test [22], achieving a
correlation R2=0.98. 1
1The stimuli for this validation consisted of pink noise, female and
male speech and solo musical instruments either played from a single
loudspeaker or constant-power panned between a pair of loudspeakers.
2.4. Test signals and calculation of metrics
Listeners perceive a sequence of notes from a musical
instrument or the sequence of phones from speech as
an auditory stream, where a typical programme material
contains multiple streams which can be attended to indi-
vidually or as a whole [23]. We use the concept of the
foreground and background within the auditory scene to
develop suitable tests of the DUT, by injecting probe sig-
nals and extracting measures of the response from the
sound received at the listener [24]. Clearly localisable
sources in the foreground reveal the pincipal spatial dis-
tortions as changes in their perceived location. However,
reverberation and distributed sound sources contribute
significantly to the overall spatial impression as the back-
ground [25], e.g., late lateral reflections in the sense of
listener envelopment [26].
To assess the main effects, two sets of test signals
were used to probe the foreground and background
distortions respectively: ‘spun noise’, i.e., a series of
pink noise bursts rendered at 10◦ intervals, and decor-
related pink noise played simultaneously through all
channels. The spun noise test signals were gener-
ated using pair-wise constant power panning over the
reference five-channel reproduction system [13]. The
decorrelated pink noise is designed to approximate a
diffuse acoustic field. Two metrics were calculated
from the binaural signals obtained with the spun noise:
front angle diff and max rms diff. Three metrics were
extracted with the decorrelated pink noise: iacc 9band,
mean spectral rolloff and mean entropy. The metrics are
described briefly below in order of their importance in
the spatial quality prediction; for a more detailed descrip-
tion of metrics used with the model, see [16].
IACC metric: iacc 9band
The degree of correlation between the signals at the two
ears has been shown to be related to the perceived envel-
opment and source width [27, 28]. Higher correlations
between the IACC values and the spatial quality values
from the listening tests were obtained when only the nine
critical bands with centre frequencies from 570 Hz to
2160 Hz were considered, which approximates the three
octave bands used to predict acoustical quality in con-
cert halls by Hidaka et al. [29] The iacc 9band metric
was given an exponential warping, applied to the decor-
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Fig. 1: The iacc 9band metric calculated across the lis-
tening area for the reference with background test sig-
nals, using 2D cubic splines to interpolate the 10 cm grid
where possible.
−1.5
−1.5
0.0
0.0
1.5
1.5
Fig. 2: Foreground source localisation plots across the
listening area: (left) localisation azimuths calculated for
the reference from noise panned to +40◦, sub-sampled
to a 20-cm grid; (right) front angle diff metric calculated
for the reference system, with cubic-spline interpolation.
Fig. 3: The max rms diff metric calculated across the lis-
tening area for 2.0 (stereo) downmix, with cubic-spline
interpolation.
related pink noise and is defined
iacc 9band = exp
(
−
3.13
9
9
∑
m=1
(
max
t
IACC(m, t)
))
.
(3)
The result is illustrated for the reference 5.0 reproduction
system in Fig. 1.
Localisation metric: front angle diff
As the front scene dominates the placement of fore-
ground sources in typical 5-channel programme mate-
rial, the front angle diff metric concentrates on locali-
sation errors to spun noise sounds in the intended range
φ ∈ ±30◦:
front angle diff
= exp
(
−
0.016
N ∑
|φ |≤30
∣∣ ˆθRef(φ)− ˆθDUT(φ)∣∣
)
(4)
which takes the mean difference between localisation an-
gles for the reference and processed test signals, ˆθRef(φ)
and ˆθDUT(φ) respectively, and N = 7 is the number of
test angles. Fig. 2 (left) shows ˆθRef(+40◦) as an exam-
ple, and Fig. 2 (right) gives the front angle diff map for
the reference system.
Spectrum metric: mean spectral rolloff
Changes in the high frequency content of the audio sig-
nals due to the impairment processes were found to af-
fect the perceived spatial quality, in particular the envel-
opment and source distance. The spectral rolloff [30], is
defined at each time frame by the frequency up to which
covers 95 % of the magnitude spectrum. The spectrum
was obtained by Fourier transform of the sum of the left-
and right-ear signals using decorrelated noise, and the
mean spectral rolloff is the mean over time. The DUTs
that affect this metric, such as low-pass filters or certain
codecs, tend to influence all positions and give lower spa-
tial quality right across the listening area.
Level metric: max rms diff
Using spun noise, the average sound pressure for the left
and right signals is defined at each azimuth φ ∈ ±180◦:
RMS(φ) =
√
∑Tt=1
(
aL,φ (t)+aR,φ (t)
)2
4T
, (5)
where aL,φ (t) and aR,φ (t) are the left- and right-ear sig-
nals respectively at time t and T is the number of sam-
ples. The max rms diff metric is calculated as
max rms diff = max
φ
|RMSRef(φ)−RMSDUT(φ)| , (6)
where RMSRef(φ) is the reference value of RMS(φ) and
RMSDUT(φ) is the value with the DUT. This metric was
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designed to show distortions in the sound pressure level
for different scene components, reflected by the repro-
duction system’s ability to reproduce the correct levels
of sources around the listener. The plot in Fig. 3 shows
large differences close to the loudspeakers active with the
2-channel downmix.
Entropy metric: mean entropy
The sense of envelopment was found to include factors
such as the number of sound sources and the amount of
reverberation. The signal entropy was used as measure
of the auditory information, which correlates with some
of these factors as well as loudness [31], calculated for
the left-ear signal aL(t) as
entropyL =−
T
∑
t=1
P(aL(t)) lnP(aL(t)), (7)
where P(·) is the probability of a sample value, estimated
from the histogram of the sample distribution [32]. The
mean entropy metric is defined as the mean of left and
right entropies. As signal entropy is associated with am-
plitude, plots of this metric show high values close to the
active loudspeakers that reduce gradually with increasing
distance.
3. CALIBRATION
The results from two subjective listening tests [15] were
used to calibrate the model. Both listening tests assessed
changes to the spatial quality created by processes de-
grading the reference audio reproduction.
Three different five-channel reference recordings were
used in the tests, each being typical of five-channel
programme material with various spatial characteristics,
representing different genres: TV sport (a tennis match
with commentators panned midway between the left and
centre channels and the centre and right channels and
with applause in all channels), classical music (with a
wide continuous front stage and the surround channels
containing ambient sound and reverberation) and pop
music (with a wide continuous front stage, the main vo-
cal in the centre channel, and additional instruments in
the left and right surround channels). Informal listen-
ing showed that each reference recording was highly
enveloping and contained distinctive source locations.
Forty-three different processes were applied to the ref-
erence recordings to create stimuli with different spatial
quality for the two listening tests. These DUTs covered
a wide variety of degradations at all stages of processing
and rendering, included downmixes, low bit-rate audio
codecs and loudspeaker misplacements.
Both listening tests used a listening room and five-
channel loudspeaker array conforming to ITU standards
[33, 13] and drew the test subjects from experienced lis-
teners at the Institute of Sound Recording at the Univer-
sity of Surrey. The method, which is described in de-
tail in [15], used a 100-point scale and listeners were in-
structed to give the top score for recordings with the same
spatial quality as the reference recording and to judge any
changes in spatial quality as impairments.
Two different listener positions were used within each of
the listening tests: the centre of the listening area (the
sweet spot) and one metre to the right. A major differ-
ence between the two listening tests was that the refer-
ence was presented at the off-centre listening position in
the first listening test (viz. the reference recording heard
at the off-centre position) whereas in the second exper-
iment additional loudspeakers were used to present the
reference with a configuration centred on the listener.
Thus, the results for the off-centre position in the first
listening test had a different scale to all the other results.
A quadratic function was found to map the results from
the off-centre listening position in the first listening test
to the same scale as the rest of the results (R2=0.94).
Once all data from both listening tests were on a sin-
gle scale, they were used to calibrate a least-squares re-
gression for predicting spatial quality from the calculated
metric values. As the top of the scale in the listening tests
was fixed for the reference reproduction, the regression
was constrained to give a MOS of 100, implemented us-
ing QR factorization of the metric diff grades [34]. Ta-
ble 1 shows the coefficients of the resulting regression
model. A leave-one-out cross-validation gave R2=0.78
and root-mean-squared error of prediction (RMSEP) of
12.0 %, shown in Fig. 4. A further cross-validation was
performed by dividing the set of all listening test results
into two subsets of equal size, for calibration and valida-
tion, which yielded the same R2 and RMSEP values.
4. RESULTS
For our simulation experiments, the listening area inside
the five-channel loudspeaker configuration was sampled
using a 10-cm grid. The model was used to estimate
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Metric name SE(B) B
iacc 9band -0.47 -271.21
front angle diff -0.42 -45.95
mean spectral rolloff -0.25 -0.003
max rms diff 0.22 371.08
mean entropy -0.16 -16.76
Constant – 100.00
Table 1: The coefficients of the regression model fitted
to the results from both listening tests. The second and
third columns contain the standardized and raw coeffi-
cients respectively.
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Fig. 4: Results of the leave-one-out cross-validation of
the regression model. The solid line shows the ideal re-
lationship and the line of best fit is shown dotted.
the spatial quality at each point on the grid for differ-
ent DUTs, and the results were plotted as maps of spatial
quality, using 2D cubic splines to interpolate the 10cm
grid where possible. The benefits of modeling spatial
quality across the listening area include ensuring that the
model is generalisable and also mitigation of the risk of
overfitting to the listening test data.
Fig. 5 shows plots of predicted spatial quality across the
listening area for eight processes. The 95% confidence
interval for predicted MOS of 100 was calculated (i.e.
the spatial quality of the reference soundfield at the cen-
tre listening position). The lower limit of the confidence
interval is shown as a black contour in the relevant plots
in Fig. 5. For each one, the area inside the contour pro-
vides a measure of the extent of the DUT’s good spatial
reproduction.
The results for the reference soundfield (top left) and
3/1 downmix (middle left) both show the limitations of
the loudspeaker setup: the spatial image collapses into
the nearest loudspeaker at listener positions close to the
loudspeaker locations. The iacc 9band metric in partic-
ular shows this behaviour (see Fig. 1). The results for the
3/1 downmix are similar to those for the reference sound-
field, with the addition of a thin area of lower predicted
spatial quality between the two surround loudspeakers.
This is due to the Left and Right Surround channels dom-
inating the binaural signals at these positions. As these
two channels are identical for the 3/1 downmix, this re-
sults in a low value for the iacc 9band metric (the only
significant difference between the 3/1 downmix and the
reference).
The results for the process attenuating the Left, Right and
Centre channels by 6dB (Fig. 5, top centre) show the Left
and Right Surround channels dominating the binaural
signals for a large proportion of the listening area. Two
of the metrics substantially differ for this process com-
pared to the reference soundfield; mean entropy, which
is substantially lower throughout the listening area for
the processed soundfield, and iacc 9band, which is sig-
nificantly lower near the two surround loudspeakers. The
iacc 9band metric in particular causes the predicted spa-
tial quality to be much lower in the region of the two sur-
round loudspeakers (shown by the large green and blue
areas on the left and right of the plot).
The pattern of results for the 2.0 downmix (Fig. 5, middle
centre) is due largely to the max rms diff and iacc 9band
metrics. The max rms diff metric has higher values when
the listener position is located close to a loudspeaker, as
those spun noise signals that use the near loudspeaker
will be louder at the listener’s ears. The effect is even
greater in the region close to the left and right loudspeak-
ers for the 2.0 downmix, as the left and right loudspeaker
signals also incorporate the centre and surround chan-
nels from the original recording. The vertical line down
the middle of the spatial quality plot for the 2.0 down-
mix is determined by the iacc 9band metric, which is at-
tributable to the interference between two loudspeakers
and two receivers (the listener’s ears).
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All the metrics were lower for the 1.0 downmix (Fig. 5,
middle right), leading to its generally poor spatial qual-
ity. The value of front angle diff was lower when the ac-
tive loudspeaker was not directly in front of the listener,
which contributes to the pattern visible in the plot.
The pattern in spatial quality for the 3.5 kHz low-pass
filter (top right) is similar to that of the reference (top
left), albeit at a lower level. The metric values differ lit-
tle from those of the reference soundfield, with the ex-
ception of the mean spectral rolloff, which is relatively
uniform over the listening area but at a much lower level,
as expected.
The differences between the predicted spatial quality for
the reference and the 80 kbps codec (bottom left) are
mainly due to iacc 9band. The codec seems to alter the
correlation between the different loudspeaker channels,
resulting in lower iacc 9band, especially at positions di-
rectly in line with the Centre loudspeaker.
For the 1.0 downmix played through the Left Surround
loudspeaker, all metric values were worse. The spa-
tial quality was slightly higher nearer to the active loud-
speaker (mainly due to mean entropy) but overall predic-
tions were deservedly the lowest (Fig. 5, bottom centre).
5. CONCLUSION
This paper presents maps of estimated spatial quality
across the listening area, created using a model for
predicting spatial quality refined from previous work
[14, 15, 16, 17]. Part of the motivation for the devel-
opment of the model used to generate these estimates is
to find an alternative to lengthy, resource intensive listen-
ing tests. Potential applications for the model include au-
tomatic system alignment, evaluation of alternative ren-
dering formats and codecs, and extensions to existing
quality standards. The model shows a high correlation
(R2 = 0.78) and low error (RMSEP=12.0%) when cross-
validated using the listening test results.
The simulation results show the combination of fore-
ground, background and timbral factors in determining
the spatial quality of a reproduction at any listening posi-
tion. While the spatial quality is not significantly differ-
ent between the reference five-channel and downmixed
two-channel reproduction at the sweet spot, the area for
which this holds true is much smaller in the latter case.
However, elementary operational errors (e.g., in routing,
channel alignment or missing channels) can cause sig-
nificant degradation across most of the listening area.
Codecs at moderate bit rates appear able to maintain
a reasonable quality compared with the reference, yet
bandwidth reduction and increased inter-channel correla-
tion showed a substantial effect. These predicted spatial
quality maps have the potential not only to provide bet-
ter understanding of the relative importance of factors in
rendering a sound scene, but also to assist in the design
and development of audio reproduction.
As well as work to relax some of the modeling assump-
tions, an important area of future work is to extend the
model validation at additional listening positions using
formal listening tests. Equally, the relationship between
the type of programme material and the perception of
spatial quality degradations merits further investigation.
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