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ABSTRACT 
Since the introduction of the minicomputer about a 
decade ago, thousands have been installed as control 
elements in production systems for data acquisition, 
process control, and testing. Design theory for data 
processing, drawing on the wealth of past information 
developed for larger computers, is well treated in the 
literature. On the other hand, the designer faced with 
. 
developing a measurement or control system with the newer 
minicomputer technology is hard-pressed to find useful 
information on the pr:1nciples involved in integrating 
these machines into an efficient system. Authors in the 
field too often treat specific solutions to specific 
problems, rather than contributing to the organized 
development of general concepts of the design process • 
·The focus in this thesis is on the principles involved in 
the design effort, rather than simp.ly the description of 
some system to illustrate the end result. The work is 
based on three ye,ars of systelJl development which was 
applied to the design of two test systems - one for auto-
·, 
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ft--·"-~-::"·-··~---:--~:'-~------~-:---- ma tic · trans is tor···· testing, the other for testing · and ·· tuning ·- -··-~·-·--.. -~"'.'-·:-:····~.---~··;~:.:--:_~~-· ... : .. ··· .. . .. 
:r·:,. ... 
~· • .i, ·: -~ ' . .. 
., thin-film .. electronic filters. ' . Thes~ are cited as 
. ',' 
supporting eocamples. 
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First, the probiem of deve1oping a suitable language for 
system control is discussed, taking into account a common 
problem faced by most production systems - operation by 
non-engineering personnel. Then, Chapter III examines 
the key requirements of computer-compatible hardware: 
periphera1s, interfacing, and_the minicomputer itself. 
L 
Finally, details of the software design are discussed in 
Chapter IV, with special emphasis on the advantages of . 
modular organiza ti·on. 
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I. INTRODUCTION 
. ' . 
:"'·· 
-·- . 
... . 
1.1 Background: A Time tor Change 
As·a result of rapid advan~es in minicomputer 
. 
technology, the engineer responsible for the design of 
I ' process control and test systems is being ~creed through 
an accelerating evolution of design theory that 
threatens even recent concepts·of system architecture 
with obsolescence.51 Dramatic increases in the flexi-
bility of these small processors, coupled with an even 
more dramatic drop in cost, have made ~t e~sential that 
the system engineer be well info·rmed of the techniques 
used in applying minicomputers to a system. Not only 
the electrical interface, but also the principles of 
, 
good so~tware design must be mastered in order to avoid 
the pi t:ralls of a poorly-coordina. ted system. No 1-ooger 
is it sufficient that the system engineer be simply a 
good hardware designer. To remain competent, he must 
. . 
maintain a working knowledge of.system software design 
. ... 
as well. 42 
., 
• 
.... 
,;;..__ ___ ,---~---------~-- ____ . __ Th~ purpose. qf __ this _ the .s.:Ls: i_s _____ to _e_s_ta bli sh ,.a -----·-·-··- ---- --- -·· -----------------------.. 
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the kinds of. problems that can occur in the absence of 
a co-ordinated design. effort. In contrast, those 
features which characterize the well-designed system 
are described in Section 1.3, followed in Section 1.4 
by a discussion of the tactics involved 1n organizing 
a successful design. To establish a basis for discussion,. 
Section 1.5 definea the terminology relating to produc-
tion test systems. Supporting examples of the successful . 
~pplication of these principles are described· 1n .· · 
Section 1.6. 
Subsequent chapters discuss the design of three 
basic elements of computer-controlled systems - Language, 
Hardware, and Software - with emphasis on their inter~ 
dependence. The system language design is discussed 
, 
first in Chapter II since it relates most directly to 
the needs of the user, and provides a reference point 
\ll for the design of the other two elements. Chapter -11I 
discusses essential features.of system hardware, 
including the processor itself. Finally, techniques of. 
.. developing the executive software are covered in 
Chapter IV. 
--------·--····-·
· 
~ - "'•:-; .. ::_. : ."'.' ... ·_· .... ·,_::·~ . 
. '. .·· . ,:': -: 
··· .·. · .......... : .... · .. a .. ·~··,-:::-· .. ; .. ·.,.~.:, ...... , .. -'.'°'.::_ •. ':'··· ... :.,_·-.-:·:'.:.",_..,-·'-·.· :~·.a·--,~---: .. ··-::• -::-c· .. • · · .. · ..• '.·_ · .... ·_. ,. •· '. \ ·. '• ·, 
I'.- ' .. '. 
' ' :• ', I ~ ',··-. c ' • ' • ' 
' . 
. ' 
' •• r .•' ~. .. .. 
~ _. ,. 
• ' I -
/r . 
,l •. •;_',:. •·.;: ··- :."' .. ', . 
'> ' I ' 'o 
' ' •• + '.\ ·-~, :·· ~- ' 
. . ' 
,; r, ~ .... .~ ,,. . ,-- • I • > 
' ,. - ··: ... --.·~-.. ·. ,, . : 
• '.1 . 
I',. '. 
' 
. ' 
' . ' ' 
·, 
,,• ', 
J ,( ,', 
.. 
I 
4 
'\ .. · .. 
. ' . 
. ·' . 
' ' ~- - ': 
. ' 
,. L, ' ·1, • 
. ' 
.. - ; .-' :' ·. ' ' 
' tP 
J 
... 0 
·_tt': "· 
.. 
,-· -.
,, .-r· 
! 
.~. 
• 
• 
·' 
' k 
,.' · .. --:· 
' 
. 
'" 
.•.. 
~ -. ·-·- ·- :-··.-- . ·--. 
..... . __ , . -- - --- -·-
1.2 Motivation for th:1s Grow Pains 
In the past, there has been a recognizable pattern to 
the evolutionary process that takes place when some system 
2 
designers first attempt compute!-control. It begins with 
an awareness that minicomputer technology is the 'coming 
thing', whereupon pressures arise to •get in on it'. Un-
fortunately, little time is allowed for proper planning; 
. 
it seems that the amount of effort to be P.xpended is mis-
takenly correlated to the relative size of the processorl 
Those in charge too often are not aware of the need for a 
thorough knowledge of computer technol·ogy - interrupt 
proce_ssing, linguistics, logic, file structures, data 
. 
formatting, and so on. So_ it seems logical to retro-fit 
• 
a mµiicomputer into some existing system of sound hardware 
design, in the naive hope of ·~.adding-on• t~e flexibility, 
reliability, and other good features one is supposed to 
gain with computer-control. 
Thus, the project begins. Development time often 
drags painfully on; costs become embarrassing., particularly 
in engineering time. The designer may eventually realize 
-----~---------------__ the mistake, but the commitment is made. In desperation; 
the proJect may eventually be forced to ·an 'acceptable' 
- ' , .. · 
,, •, . :i, • ' ·. . ,,, 
. . -- ' , . 
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. conclusion, with much time spent resolving compromises. 
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Such a system may have the computer under the control 
of the hardware, forc~g it to act as a slave to some 
sequencing hardware that originally controlled the system. 
The interrupt system, if used at all, simply flags the 
computer to execute :fixed, routine operations on demand·. 
Data transfers are inefficient, placing an unnecessary 
burden of trivial detail on the computer. Since the novice 
is unaware·or the advantages of control flags and self-
contained timing within the peripherals, the computer is· 
. 
made to do the timing, often with wait-loops, since there 
was no system clock. Data I/0 at the peripherals, which 
were not designed for computer control, is at best formatted 
in BCD, not binary. Al though the system is considered 
'fast' by human standards, the computer is actually idle 
for/ the majority -of the operating time. Future expansion 
is possible only by extensive re-design, because of the 
unnecessary complexity and poor· hardware/software balance •. 
A host of frustrations over minor details plague the de-
signer, and there is no time to develop even elementary 
sophistication in the software. · So· the operat·or must 
c.ontrol the system with. some primitive language, or simply 
push-buttons, with minimal flexibility~ 
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Until those responsible recognize the need for a 
substantial investment in training and planning, and the 
' 
designer begins to think in terms of the computer as the 
cent-er of' operations, the same mi.stakes (with refinements, 
of course) are perpetuated on subsequent systems. If this· 
thesis can guide just one designer around this anguish, 
the effort is justified. 
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1.3 A Better Way 
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Recently, systems have emerged whose designers have 
obviously found their way around, or through, the above 
problems. 60 These systems are characterized by their 
f'ul.ly modular architecture in both hardware and software, 
a comprehensive user-oriented system language, and a 
flexibility not possible in earlier designs suffering the 
pains of evolution. Each component of the system is 
capable of per:forming its unique functions on command 
from the computer, signalling completion of a task with 
a hardware flag (usually on the interrupt system). The 
language is so structured that non-engineering personnel 
can effectively operate the system with a modest invest-
ment in training. Since each component. is controlled by 
the computer, rarely by other components, all actions· 
are initiated -under central control •. With this type of 
'breadboard' approach, it becomes easier to modify the 
. 
system by simply adding or changing modular sections of 
the hardware and software as the application dictates. 
For the most part,. designers or these systems have 
acquired proficiency th-rough the·ir own development 
efforts. In fact, in some cases their technique, or at 
·least their software, remains proprietary b_ecause of the 
large investment • 
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This thes1.s outlines some of the principles canmon . 
to such systems, hopefully elevating the software and 
interface design to its proper.level of importance -
alongside the hardware 1n the total design effort. It 
is not intended as an introduction to· the minicomputer, .. 
but rather as a guide to its system application by one 
al.ready familiar with computer architecture and language 
structure. The reader who is new to minicomputer 
technology will find essential background information in 
references 5, 12, 15, 18, 19, 24, 26, 29, 49, 53, and 
58. Also, no attempt is made to justify the need for a 
computer. The thesis concentrates rather on system 
design, assuming the need has already been established. 
For those who require guidance to justify the use of a 
computer in their test application, references 4, 9, 
15, 24, 'Zl, 29, 33 and Part 1 of 50 will prove valuable. 
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1.4 Design Tac~ics 
Successful design of a computer-contro·11ed system 
depends heavily on the designer I s ability to properly 
integrate the three major elements: System Language, 
Hardware, and Software. Since all thre.e· are closely 
inter-rela~ed, no single one can be efficiently designed 
without carefully considering its effect on the other 
·two. Even the best hardware design can prove useless if 
~ poor system language makes it impossible for production 
personnel to operate. And an enormous waste of software 
effort can occur if the test instrumentation is poorly 
designed for digital control. 
The experienced designer concentrates on system 
integrity, balancing the division of responsibility 
between hardware and software to best satisfy the ov_erall 
requirements of the system. Throughout the development, 
the designer should allow the needs of the user to guide 
his choice of al.terna..tives. He must resi.st the tempta-
~ion to complicate the opfrator's means of controlling 
the system simply to make· his desigp. job ... easier. Since 
the user will generally spend far more tiine operating 
the system than the designer spends developing it, any 
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Al though ...computer-controlled systems are technically 
complex, this is no reason ~n itself to complicate the 
user's job. Operation of the system should be kept as 
simple and efficient as possible, by placing the· burden 
of tedious c}.etail on the computer. Also, the entire_ 
design should be such that the operator is made to 
think in terms of dealing with the system, not the com-
puter; the operator need not even know the computer 
exists. 
In planning the responsi-bil-itie.s ot the hardware 
and software, one should place as much of the logical 
burden as possible on the computer. It is usually a 
waste to design redundant hardware for· functions that 
can be implemented within the processor. Also, simple 
software changes are faster and less expensive than 
, 
redesign of the hardware. 
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1.5 A Primer of Test System Terminology 
Before proceeding with design theory, a definition 
of common terms relating to various aspects of the hardware 
and software is in order •. Though not·all designers use 
the same terminology, those elements of the system defined 
here are recognizable 1.n any test system; the terms were 
. 
selected as those most suggestive of the meaning they 
represent • 
Any test system wi.11 have one or more locations 
where the devices to be tested can be physically connected 
to the system, either by manual insertion into a socket 
or by some automatic reeding device. Such an entity will 
be referred to as a test station, o~ s~ply 'station', 
and the automatic feeding mechanism as the handler. The 
station may consist of simply a socket, a push-button with 
which the operator signals the computer that a device is 
loaded and ready for testing, and one or more indic~yor 
lamps to display the results of the testing. Or it may 
be .quite elaborate - equipped with an automatic handler, 
s·everal bins into which tested devices can b_e .. sorted ,.by 
test results, and timing circuits, sensors, and logic 
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binned and the next is ready for testing. In any event, 
the term 'station• applies to the entire mechanism. 
The word test implies the measurement of a single 
parameter, performed at some specific operating condition 
of the device under test (bias leve1, input drive, and 
load conditions). The data stored in memory to define 
the operating conditions for one test, and the boundary 
conditions {test limits) within which the measurement 
must fall for the device to pass the test, is called the 
test record. Most devices must undergo a series of 
tests for proper evaluation. The entire group of one 
or more tests ne·eded to fully evaluate a device is . 
.,( 
called a job, and it follows that the group of test 
records associated with a job comprise the sf ob record. 
In addition to the test definitions, a job record may 
contain binning data if the system is to make sorting 
decisions. The binning data specifies the group of tests 
that must be passed (or failed) in order to qualify for 
each bin. If binning data is included, a means of 
specifying the order in which the system shall attempt 
to fill the bins should also be includ.ed in the job record; 
this is the bin priority data. Finally, the job records 
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are grouped into a file in memory called the job library, 
or simply 'library•. Associated with each job is a unique 
title, or job name, by which the OJ:e rator and the executive 
software identify each job. Tests within a job can also 
be identi:ried by name, or simply by number.. The term 
da~a1ogging refers to the ,process of printing, or other- · 
wise collecting ( 1·ogging) measured data. I 
The system language provides the means by which the 
o,perator communicates with the system, to either initiate 
a desired action or define the conditions under which.a 
subsequent action will be performed. The language consists 
of a set 0£ instructions which the operator can enter via 
some input device, such as a typewriter keyboard. Instruc-
tions suggestive of action are alternately referred to 
as commands. The combination of keyboard symbols (or 
I 
'character string') chosen to represent an instruction 
should be suggestive of the action performed, and since 
most operators share a knowledge of the English langu~e, 
near-English or abbreviated-English instructions are 
- . 
easier to understand than more- abstract forms such as 
numerical coding. A detailed discussion of language 
design is presented in Chapter II. Instructions are 
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decoded by a computer program called the .int·erpreter. 
When it recognizes the entry of a legal instruction, the 
interpreter· transfers control, or at least. establishes a · 
link, to the routine wh·lclr will execute the action specifi·ed. 
The term executive software, or •exec•, refers collectively 
to all executable programs used to control the system. 
Within the exec are the interpreter, general utility 
routines {BCD-to-binary converters, etc.), special control 
subroutines called drivers tailored to the needs of each 
peripheral, and the test routine, which translates data 
from the library into action at the test stations. Soft-
ware design is discussed in detail in Chapter "DI • 
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··• 1. 6 Author's Contribution: Syste~ Examples 
There are two systems used as examples throughout 
this· work to illustrate the successful applicat.ion of the . 
principle.s dis.cusse~. Although both are used to test 
electronic components, it will become appar~nt that the 
author's concept of test system design can be applied in-
any field wher~ measurements must be-made and evaluated -
mechanical, chemical, industrial - as well as electrical. 
The first example cited is the Automatic Transistor 
Test (ATT) system developed at the Western Electric Company, 
Allentown lvorks, for high-volume· automatic testing of' a 
.· variety of transistors. Each of the six systems now in 
use is capable of simultaneously operating seven test 
stations at testing rates of 7,000 transistors per hour 
on each station, performing an average of about ten tests 
on each transistor. At any station, transistors can be 
sorted in up to 16 categories {bins) based on. specified 
combinations of te·sts passed or failed. Normally, no 
~ta_ is collected, buy for evaluatiori purposes, the operator 
can a.t any time reque-st print-out of all m·easurements from 
·--------·· . ....----·---··--·· 
-· any station. The operator's I/0 device is a Teletype 
machine, and on most of the systems; ''at· least one of the 
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stations contains socket for evaluation 
purposes, where test results are displayed on indicator 
l·ights. The processor is a Digital Equipment Corporation 
PDP-8/I with 8K words of core, 1~ bi'ts per word·, 128 .. words 
per page, a party-line interrupt system, and one 13.ccumulator 
register. A high-speed (300 cps) paper-tape reader 
facilitates rapid loading of programs and library, and 
a high-speed punch allows fast output on paper tape. 
The other example is a Circuit Trim-Anodizer {CTA) 
system used to test and adjust a family of voice-band. 
,., electronic filters. This system illustrates. a. logical 
extension of the test system concept: it not only performs 
measurements, but uses the results to automatically ad-
just the characteristics of the circuit under test until 
it meets the required specification. The tunable elements 
on these circuits are thin tantalum films whose resistance 
is increased by anodic oxidation of the tantalum with a 
semi-solid electrolyte. Again, the operator controls the 
system and receives output information through a Teletype 
-- .. - -----
-machine. The processor is a D.E.C. PDP-ll/20-with BK of 
core, 16 bits per word, and no paging. It is byte-oriented, 
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and has stacking capabi1it.y, an interrupt system with 
8 priority leve~s, and 8 general-purpose high-speed 
registers. Data transfers are asynchronous on a single 
bi-directional bus, and any number of peripherals can 
be daisy-chained on each priority level. The CPU. can 
perform memory-to-memory, register-to-memory, or register-
to-register arithmetic, and "addressing includes relative, 
indirect, and 1romediate modes. 
Details on either of the above designs are available 
\ 
. from the author. Since both systems are relatively new, 
formal documentation is not yet complete • 
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II. SYSTEM LANGUAGE 
2.1 Introduction 
.. 
, . 
In a general sense, the. System La.nguag_e includes 
all means by which the operator communicates with the 
system to define, initiate, and terminate the various
 
system operations. Before the days of computer cont
rol, 
'communication' with a system could be accomplished 
only with switches and push buttons, each one perform
ing 
a fixed, specific action. Modification or expansion
 of 
the system often required that switches be re-wired or 
added. With the introduction of the computer as the
 
central control element, it was now possible to repla
ce 
cumb_ersome arrays of such controls with a single key
-
board. Although the keyboard is itself simply an arra
y 
of_push-buttons, the computer introQuced the ability to 
interpret strings of characters to represent a single
 
meaning, and all the power and flexibility of a writ
ten 
language crune within the grasp of the system design
er. 
This is not to say that the keyboard should become the
 
operator's only interface with the system. Indeed, 
simple act~ons are still best controlled by dedicated
 
switches or buttons, especially where it is impracti
cal 
to mount a keyboard within easy reach of the opera to
r. 
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A prudent combin~tion of dedicated switches and"keyboard 
control can enhance the ease of operation, but 1n I' 
- general, a test system will remain more flexible if the 
number of dedicated controls is kept to a minimum, so 
that all but the most simple actions are controlled 
through the keyboard with an appropriate system language. 
. 
. 
In both the ATT and CTA systems, a 'start' button and 
•stop' button are the only controls provided at each 
station. All other instructions are entered on the 
keyboard. 
The system language was chosen as the first topic 
in this thesis because it is usually the logical 
starting point for the system design. By devoting 
. . 
careful thought to a 11st of instructions with which 
an operator can control all intended functions of the 
, 
system, the designer will thus lay the groundwork for 
~ the subsequent design of both the hardware and software • 
A flow chart should be written for each instruction, 
describing the sequence of actions to be· per-formed by 
.the system in executing each instruction. In this way, 
the designer will eventually define the entire operation 
of the system, and will begin to visualize the elements 
of l;l~r~ware and software needed to implement each action. 
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The most effective system language is one designed 
with the user in mind, such that the semantics relate 
to the functions performed by the system, not the 
computer. For a production test system, the language 
must be simple enoug~ to allow operators with limited 
technical background to exercise efficient control. 
To realize the implications of such a user-
oriented system language, the distinction between the 
various levels of computer-based languages must be 
clearly understood.35, 41 At the lowest level is the 
machine language, using binary digits to represent 
_operations, addresses, and data. This is the most 
difficult level to work with, since it represents the 
most abstract departure from human language. At the 
assembler level, simple mnemonics are used to represent 
computer operations and addresses. Use of an assembler 
language requires a computer program {the assembler) 
. 
to translate the user's program into machine language •. 
The assembler can perform the translation only after 
reading the entire.program., usually at least twice. 
Although test systems can be controlled at this level, 
the user must be skilled in computer technology, since 
the language is related -to the computer. 
\. 
In the hands 
of an unskilled production operator, a system programmed 
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at the assembler leve1 would be operated only by 
dedicated control switches. Changes in the job library, 
for example, could be made only by a skilled programmer. 
At the next higher level of sophistication is the 
compiler language. A single·. symbolic- &:ta-t-ement in- suob:-
a language is translated by a compiler program into a 
I . 
set of machine-language statements or routines. At 
this level, a language can be designed to allow the 
user to write a source program in a form compatible 
with his application, :lndependent of the particular 
computer used. A sing1e command can then represent a 
group of machine-leve1 operations needed to perfonn the 
desired action. Several test systems are available 
which are programmed :l.n this way (notably Fairchild's 
Sentry Systems61). FORTRAN and BASIC are common 
compiler-level languages; variations of these two 
languages are offered for test-system control by some 
manufacturers (FairchiJd and Hewlett-Packard, for 
example). Although the semantics at this level can 
relate more to system functions, new or changed progr~s 
must be passed through the compiler for translation, 
requiring the user to be skilled with the compiler-level 
languag~. 
Finally, interpreters are similar in operation to 
compilers, but each instruction is translated and 
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executed as it is entered, ·eliminat~ng the need for 
multiple passes of the program through the computer. 
At this level, the user is finally released from the ' 
details of processor operation. With instructions 
designed to represent functions of the system, the 
jmmediate translation into action makes the computer 
transparent to the user, and he can think in terms of 
operating the system,. not the computer. The interpreter 
itself can be written either in assembly language {as it 
was in both the ATT and CTA systems) or 1n a compiler-
talent 
available and the capabilities of the processor • 
For maxim.um ease of operation by unskilled operators, 
the interpreter level is the best choice. Although it 
will require a greater programming effort, the advantages 
ot an interpretive system language can far overshadow 
the added cost of design. For it not only allows maximum 
control by production personnel, but can also relieve 
engineering from the expense of continually supporting 
the system with skilled programmers, even to make simple 
changes in the job library. 
In this chapter, we examine means of c·lassifying the 
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categories by logical modes of operation. Section 2.2 
describes the three operating modes relevant to test 
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systems, and·the advantages of the •mode' concept., 
Section 2.2.1 develops a method of designing the Control 
-
instructions with which an operator can most easily 
direct the operation of the system at run time. 
Instructions for editing the job library are .developed 
in Section 2.2.2, with specific examples. Secti.on 2.2.3 
discusses the need for diagnostic instructions to allow 
detailed analysis of devices, and of the system itself • 
The.reader will f:i.nd that this chapter concentrates 
on the semantics of the system language, without regard 
to the details of implementing such a language j_n the 
computer software. This is done deliberately to 
emphasize the fact that the system language is an 
independent element of the system, not to be confused 
with the computer language, nor influenced by the 
particular choice of processor or other system hardware. 
It is the designer's means of defining the man-mach~ne 
interface in whatever terms are best suited to the 
abilities of the intended operator. Chapter DI w111 
later examine the design of the computer software needed 
to :interpret the language and translate· the opera tor's 
requests into action. 
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2.2 Organizing the Instruction Set 
1· 
:, 
~· :: 
The commands needed to control a measurement 
system fall logically into three categories, based on 
three basic.., mo.de,s o! ap.eration. recogniz.abJ..e :tn. ~ . 
measurement system: Control, Editing, and Diagnostic. 
Assume for the moment that the system is equi.pped 
. 
with the necessary hardware and software to perform 
the required measurements on certain devices. The 
operator then needs a set of instructions to· direct 
the system to perform these jobs where and when desired. 
For example, if there are several automatic handlers 
attached to the system, and the library contains severa1. 
I ·• 
jobs, the operator may wish to assign one job to handler 
#1, another to handler #2, etc., and then begin testing 
on all of them. Or the operator may wish to direct the 
system to perform data-collection on one station, while 
pass/fail testing on .others. Commands to so direct the 
operation of the system at run. t·ime· fall w:1.thin the 
control group, and when the system accepts entry of .such. 
commands, it is said to be in the Control Mode. 
The second group of commands consists of' thos-e 
· required to create and manipulate the data base (1i~rary). 1 
from which the operating program wi11 draw information 
·at run time in order to set up and perform the· desired 
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tests. Since this is primarily an edit:lng function,. 
we will refer to these as Edit instruct:1ons, collectively 
called the Editor. When the system accepts entry of 
these instructions, it is said to be · 1n the Edit Mode. 
Finally, a th:l.rd group of commands is needed to 
perform maintenance, debugging, calibration, and :tn 
general, any support activity not directly :Lnvolved with 
the normal testing operation. of the system, but necessary 
~o occasionally confirm or restore the integrity of the 
. 
system. These are the Diagnostic Commands, used when the 
system is in the Diagnostic ~1ode. 
The 'mode' concept of operation was developed to 
aid the user in his understanding· of system operation. 
Some system languages are written with no mode distinc-
t10Ils • simply a long list of instructions :1n one set. 60 
It was found from observlllg the operators of such systems . 
that repeated reference to the operating instructions was 
necessary, since :l t is more difficult to remember a list 
of :instructions with no l.ogical grouping. 
- ·-
/. 
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' .... 
. . . ' 
On the ATT system, the language·, is so c·onstructect 
that the operator must use a control character on the· 
keyboard to. gain access to each mode. The CTRL/C .. 
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tor the Edit Mode, and CTRL/D f o.r . the D:1agnos tic Mode. 
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Normally, only engineering or maintenance personnel use 
the Diagnostic Mode, so the production-line operator is 
not trained 1n its use. 
Although the executive software could be written to 
allow operation without the need of these mode-access 
control characters, the technique has several advantages. 
First, it makes the user conscious of the clear distinc~ 
tion between modes of operation, reinforcing his mental 
organization of the instruction set into logical groups. 
Second, it aids the programmer in resolving conflicts 
within the software. For example, the ATT system con-
. tains only one printer. If' the syst·em is datalogging 
on one of the. test stations (while running in the 
Control Mode) the printer is unavailable .for use in the 
,, 
Edit Mode. Under these conditions, if~ Edit instruc-
tion is typed, the executive software performs a simple 
check of the mode status, finds that the system is not 
. 
in·the Edit Mode, and ignores the instruction, all the 
while continuing the data print-out. _ If the CTRL/E 
access code is used, the executive· sof'twar.e terminates 
data collection, prints out the last pieces of .data 
already collected, then allows entry of any instruction 
trom the Edit group. When the user finishes editing, _ 
a CTR~/C returns the system.to the Control Mode, and 
" 
data-collection resumes where it was interrupted. 
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2.2.1 Control Mode 
Control instructions can be generally characterized 
as those used to designate, at run time, which actions 
the system is to perform on the devices under test, and' 
where and when those actions will occur. On a component 
test system, this is usually a smaller gr9up of 1nstruc-
. 
tions than the Edit or Diagnostic groups. Control 
instructions can be further classified into three sub-
groups by function: 
1. Initiating - those control instruct~ons used 
2 •. Designating -
/ 
to begin operations (e.g., START 
STATION #1} • 
those· used to specify the job 
to be performed, where the 
system will perform it, and 
·the output desired. 
3. Terminating - those used to end operations. 
The proces·s of' dev:eloping an. efficient format for, 
the- Control instructions can best be illustrated by 
example. Let us assume that our· system· is ·capable·· of· 
testing many different devices, and a job for each has 
been stored in the library through the Editor., The 
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We now wish· to specify the following action: 
"Begin testing device-type T2., according to the test 
sequence defined in the job named 1T2·', on test 
station #1. On every 10th device tested, print out 
only those measurements ~hich exceed the limits (defined 
in job T2} for each test. On all other devices, perform 
only pass/fail testing. 11 
Obviously, some form of abbreviation must be used 
to represent such an instruction, since the effort 
required to write an interpreter for the statement as 
shown would be prohibitive. Since the phys:ical center 
.. 
. of testing operations is the test station, we can create 
designator-type control instructions referring to a 
station as 'STA'. Also, since the general purpose of 
the above statement is to· set the test conditions of a 
station, we can begin our abbreviated language with the 
instruction 's~ 3rA 1' ~ followed by a suitable termina-
ting character (the carriage-return character is a 
logical choice on the keyboard) to tell the interpreter 
this is the end.Raf an instruction. When decoded,, the·. 
instruction causes the executive software to enable the 
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Next, the job to be run on the d.esigna.ted station 
must be specified. This instruction could take the form 
.' JOB T2 ' , fallowed by a terminating character. Thus 
tar, the keyboard entries would take ·the form: 
SET SIA 1 
JOB T2 
If no data-logging were desired, we would at this 
point have entered sufficient information to perform at 
lea.st pass/fail testing. Thus, if an Initiating Control 
instruction were entered, such as 'START STA 1 ', testing 
could begin. We would therefore ca11 pass/fa:.il .testing 
the 'default' condition assumed in the absence of data-
l~gging instructions. For the sake of minimizing the 
n1unber of instructions an operator must ~nter, the 
sys'tem designer should construct the language with such 
default conditions in mind. In many cases·, the printing 
of an error message might be the only default condition, 
. 
but the point to remember here, as well as in any phase 
of language development, is that al1. conceivable operator 
errors or- omis·sions. mus:t. be, .. covered by appropriate error-
checks to prevent the system :from entering undefined, 
. possibly destructive, modes of operation. The conver- . . • .... 
. . . 
sational techniques ·described in the next section 
~ . 
provide a-means of reducing· operator error. 
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Returning to our example, we must next designate 
that on every 10th device, we want datalogging of those 
measurements that fail to meet the specified ljmits. 
We can represent this by the following instruction: 
1DLOG FAIL N=l0'. Again, in the absence of a specifi-
cation for N, the default condition might be N=l, and 
in the absence of a 1FAIL' or 1PASS 1 designation, FAIL 
might be assumed. 
Thus, we have an abbreviated set of Control 
instructions to designate the desired operation at a 
test station •. The entire sequence, including the 
initiating instruction, would be: 
SET grA l 
JOB T2 
DLOG FAIL B=lO 
BrART SfA 1 
.. · 
, .. 
Of course, each instruction can be more or less abbreviated 
than. the· examples given. In. the extreme, one or two 
characters might suffice for each - such as 1SS' instead 
. .• 
•. ~. . 
, 
-
of 1 SET STA'. But experience indicates that such severely 
abbreviated· symbolic instructions-are· of q1J,estionable 
advantage, being more difficult to remember, and less ' •• •40 -· ,. • ·- •• ··-• ____ ..... .'~---'."-·:;;~.,· .... : .... - •• - •• , ·, 
'. ·-' 
unique. (e.g., 1 SET STA' and 'START STA' cannot both 
·be abbreviated •ss•.) 
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The Terminating Control :instructions would be those 
used to stop test stations, to stop datalogging, or to 
provide emergency shut-down of the system in the event 
of destructive hardware failure. These might take the 
:rorm ' STOP STA l' and ' STOP DLOG' ( or simply a control 
character) to terndnate data1ogg1ng. Emergency-action 
instructions should be as short as possible. 'CTRL/S' 
was chosen on the ATT system to stop all stations, 
disconnect power :from all devices, and bring the system 
to a standby condition. 
Notice in the above example that the operator 
would need to remember the order in which the instruc-
. 
tions must be entered, and because of the mnemonics 
selected, syntactical errors could freque~tly occur. 
To overcome these problems, the language can be made 
conversational according to the techniques described in 
the next section. 
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2.2.1.1 Conversational Techniques 
Instead of requiring that the operator memorize 
the order in which instructions must be entered, the 
executive software- can ask for the next input by· typing: 
a brief question or message as a reminder. Such a 
" -. --= - --:- - - ...... .,. -...- - .. 
·r 
\ :•:: 
language is said to be 'coriversational', since an 
elementary dialog takes place between the user and 
the system. We can illustrate the technique by expanding 
the sequence of Control instructions developed.in the 
previous section. Inputs typed by the user are under-
lined to distingu~sh them from messages typed by the 
system. The carriage-return (indicated by ) ) will be 
used a.s The asterisk is 
• 
typ~d by the exec to indicate it is in the Contro~Mode 
and ready tor the entry of an instruction. 
* SET STA ) 
grA # 1) 
JOB BAME: T2 ) 
-- DLOG ? Y-
-
The user indicates by 'Y' (yes) that· da.t·alogging is· 
desired. If the reply were 'N', no further -dialog would 
take place, and the exec would type an asterisk. Since 
the reply wa~ 'Y', the exec asks if it should . da talog 
tests that pass, -fail, or both: 
'. 
. . . ,· ', . . ---..,,__. 
-· _- ) . 
. ' . 
I ' ' 
I .. 
' '- . 
, , ,. , ··11 • • •. ... 
·. ,· I ,. ; 
' ·: . __ : '- :, '·-' .... 1 '. ' ~ . 
- 'I ··1 ' ·,, ' ,, . 
' ' . 
'., 
'' . 
's ' ' ' .. 
I ' • ,, 
.·,; :> 
,_._ 
. . -
.. '' .. . . 
-
• -. • • I 
. ' 
' ·-., .. • _1 
- • • L • • ~·: p , 0 \ 
- • -#. • '·:·. . • 
I : .. ' : ',,'•~•Io -'_1,,-~' .... :.:~•:,:"·~·. •' 
•. • • . • .. '., ,! -
, • I '•• • ~ • •' • • 
.· --- . . . .
• . 1 • ' •• ' •.• •, ." ·, .-. 
.. • -·' ·_--··~:-:.·-····---- ... -.,; .. :·.~---· '""··;·7-··"-1"" -~ •. .;...·_- ....... _·; ... : .. 
. . '·-. - ' . . ' 
. . . .. 
' . . "·. - .•. . ;.. " ._ 
. . . 
..•. , ... ·:_-~<~-:.,-..:·· . ' 
' 
• 
-·--- ·-· ~,._.-.-.-.a, .. -.--,- ___. . .,_.-,--..- .- .. ·•••, • 
. , 
"· 
,, 
LOG IF (P, F, B):. F) 
N = 10) 
' L 
* START grA ) 
STA# 1 ) 
* 
(testing beg_ins on st·ation 1 
as defined) 
' 
If an illegal entry is made in reply to a message, the 
system can simply re-type the same message., or a· 
question-mark, until a legal reply is entered. As a 
general rule, the messages typed by the system should 
be kept concise and abbreviated, since the user wi11 
soon easily remember the nature of the request by 
repetition. 
Notice that there can be a trade-off between the 
n\DDper of instructions required and the number of 
questions asked within the instructions. That is, some 
questions could be omitted, if additional instructions 
were provided to allow entry- of the same information. 
In other words, the less· conversational the language, 
• 
the ·1arger the instruction set, and conversely. For 
example, the 'SET STA' instruction above could be· wri tt-en · 
to enable only pass/fail testing, so that the 'DLOG?' 
quest·ion could be omitted. A 'DLOG' instruction would 
then be added to a1low datalogging on demand. 
. 
. . 
... - - - - - -. ~ ' ~ .. -· 
' ... 
l. '. 
' ' 
. . 
.. 
' . 
•. . 
.. 
.. 
'' r •-•'•--;-", •••• .,;, •• 
·, . ·, 
. ~ :· . ' . ' .· . 
' ·'·· 
.. 
' 
I . 
' . ,• 
. :9 
. ' ; . 
. ~ ·. 
. - - . ' ··~ . . 
' - ,, . 
. . . . 
,. 
i • •, ... 
: ;;· ' ' ~ . .' . 
./. 
., 
.> 
< ' 
.• . 
. '., .; 
' .-
. . . ' . 
·,., - ' 
i..."' •r 
. ,• 
• ' '~·~ ' ' •• f ·_. ' 
• •• !, - •• •••.. 
• I '..: ·-•' ' 
0 •• • .... C 
. '• .'. 
,' .. , 
• • • ~ "' >""",A• ~-L·,•• ..... ,... ,.,, ' 
" 
I • 
. ' 
• 
. 
. 
.,,;. . ··-. 
. I 
. . 
,,., . 
. ~ •· 
I ' .. • • 
~ ' t - ' 
,. 
···-··-..! ............... ,.. 
' 
· . 
. ~-
. . 
,, 
- ·.;... 
. .
... 
-----< -· 
--.. 
The degree of convers~tionality of the language, 
and the length of the instructions and messages can 
both be reduced as the user's familiarity with the· 
language grows. The designer should gi~e the user the 
. option of choosing the level or·· sophistication consist·ent· 
with his ability. This is most easily done by supplying 
more than one versio~ or the program, similar in all 
respects except the,brevity of ·the language. The 
operator can then work up to higher levels of proficiency 
with experience.· 
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2.2.2 The Editor 
The Editor contains those instructions used to 
input., output, or alter information 1n the data base 
(library). Thus, it is the means by which the user 
defines each test (by specifying the peripherals con-
nected to the device, the voltage or cu;,rent levels 
forced, the measurement limits, etc.) and allows grouping 
of tests into jobs. Also, the user can output any 
portion of the library for examination or storage on 
other media (tape, cards, etc.), or read jobs into the 
library from external storage. 
The Editor is most useful if written-to be operable 
on-line - that is, while testing is in progress. This 
• 
reguires careful planning of the interrupt-handling 
software {Section 4.6) and requires sufficient 
memory for the operating program and Editor to both be 
resident at run time. The designer may pe tempted to 
write the Editor as an ov~rlay for the operating program, 
in-which case the system must be stopped to allow use of 
the Editor. Although this may be acceptable in low-
volume production, future needs should be carefully 
considered, since the job of re-writing the exec to put 
the Editor on-line may be prohibitive, and will certainly 
require more effort than it designed into the software 
from the start • 
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Data-base Manipulation 
Since the Editor deals with the 1ibrary, the jobs, 
and the tests, it contains instructions relating to the 
operations to be performed on. these three subdivisions 
of the data base. Accordingly, instructions are needed 
. 
• I 
to write new jobs and tests, to input information to the· 
library from external storage, to output data to either 
external storage or a printer, to modify entries :In the 
-library, and to delete jobs or tests from the library. 
Since there is usually a greater variety of operations 
performed by the Editor than by the Control instructions, 
the conversational techniques described 1n Section 2. 2.1.1 
are an.even greater advantage in the Editor. 
The Editor created for the ATT system contains 
, 
· instructions typical of those required in any test 
system. It is presented here as an example of one style 
and format that make ~t possible for npn-engine~ring 
personnel to create and maintain the library: 
WRl"TE JOB - This instruction allows the operator to define 
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...._.. __ _ 
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I 
all the tests to be performed on one type of 
device. It is the most comprehensive, since 
it must a1low the operator to specify every 
detail of the testing process. It is also 
the most conversational, to remind the 
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operator of each detail. In the ATT system, 
the exec asks the JOB NAME, the NO. OF TEro'S 
to be written, and the type of transis-tor, 
. 
NPN or PNP. · It then procedes with a series 
of questions for each test, to determine 
the parameter to be measured (leakage 
current, ga:1n., etc.), the bias conditions, 
.• 
. ~ 
test l:Jrnits (maximum and minimum), length of 
. ·. 
< 
time the bias shall be applied before the 
measurement is ma.de, and so on. The exec 
.. . 
encodes each entry into the test record in 
a tightly-packed format {Section 4.8.1) • 
Arter the last test has been defined, the 
exec a.sks the operator to list, for each 
-. · sort bin, the tests that must be passed to· 
qualify for that bin • 
PUNCH JOB - The exec asks the JOB NAME, and after 
locating it in the. library, copies a core 
. . 
;Jmage onto paper tape for extern~l storage •. 
--
LOAD JOS ~ Causes the exec to read a 'job tape' created 
by the previous instruction and add it to 
the library. 
. LIST JOB - The exec asks the JOB NAME, and after 
·--·--- locating 1 t in the library, decodes and 
•.. 
g,' ii', 
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prints all data defining ea.ch test in that job • 
r ~ " , ' ' ' 
·~· - ; '" .,_ • ! I ' 
' ' ,- I 1 
. . - . 
· ... - .. , .,-.. .. ' ; 
.\. . 
,,_· ! ... 
·, C. , • 
. . , 
. 
' . 
.":- . 
. . . . 
. . · ., : , . . ' . . . ·,. ·.· 
- ,· .... 
.. 
' ·, 
\ ..... 
·": 
.., 
.. 
:~ 
i 
• .. 
.. 
. ': .... 
l •• 
: ~ -;:,, .. / ' - ~ . 
' ' 
. ' 
·I 
f, 
• 
. 
_,, 
- - ··-·- --· ,........,___ .---·~---·· ..• - .. --~........ -
. 
;. . 
.. , 
... 
-~-.... ,. 
. ·I 
• . 
. ~. 
DELETE JOB - Deletes from library the entire j_ob record 
assoc~ated with the specified JOB NAME. 
'l, 
CHANGE TEST - Allows a test within an existing job record 
to be re-defined. The exec asks for the· 
JOB NAME and TE gr #. 
INSERT TEST - Allows a new test to be added to an 
existing job record. Again, the exec asks 
the JOB 'NAME and TEST #. 
- Deletes a test from the specified job 
record. 
CHANGE BIN - Allows the operator to re-define the 
requirements for a sort bin in terms of 
... 
the t.ests that must be passed to qualify 
for that bin, The exec asks the JOB NAME 
and BIN#. 
::. .1 
Bm PRIORITY- Allows specification of the order in which 
the exec will attempt to sort devices, the 
first bin listed having the highest priority. 
The exec asks for the JOB NAME. 
--
There is also a group of instructions for manipulation of 
the entire library, whose operations are similar to 
corresponding instructions described above for job 
PUNCH LIB··-· - Punches a core image of the entire library 
on paper tape. 
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LOAD LIB 
.. 
..• 
" 
- Reads into library a tape containing 
several job records. 
DELETE tm - Deletes the entire library. This is simply 
LIST LIB 
a matter of moving an end-of-library 
pointer to the beginping o-C the memory· 
space allocated for library storage. 
- Lists, by JOB NAME, each job in the library, 
and the amount of memory consumed by each. 
In addition to the above, there are several incidental 
instructions to allow setting and clearing of counters 
which keep a running total of the number of devices 
tested, passed, and failed, and the number sorted into 
. each bin. 
. 
. 
. 
I 
The advantages of a conversational, interpretive, 
user.:.oriented system language should by now be· obvious. 
First, it is independent of the type of computer used, 
and thus renders the processor and its internal book-
·keeping details transparent to the operator. Since the 
number of instructions is kept low by using conversational 
techniques, the language is relatively easy to learn and 
remember. 
Where numerical data must be entered by the operator, 
it is advisable to allow entry in floating-point notation. 
Although this requires additional design effort, it 
eliminates another source of operator error. Languages 
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that accept only fix-point da..ta. {with perhaps an ilnplied 
dec1rnal-point position) not only place the burden of 
formatting on the opera. tor, but also severely limit the 
magnitude of each entry. Such prob1ems are unnecessary, 
since all minicomputers are capable of fioating-point 
" 
manipulation at least :in the software, and some :ln the 
hardware. 5S · 
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2.2.3 Diagnostics 
Included in the group of instructions that are 
accessible in the Diagnostic Mode are those which 
~ ·. 
allow evaluation of the product being tested, or the 
system itself. Thus, we can divide them into two 
categories: those intended for product diagnosis, and 
those for system diagnosis. It is not always practical, 
or even possible, to create a comprehensive set of 
diagnostic instructions during the initial design 
effort. Since they are not required in setting up 
normal testing operations, they can quite logically 
be developed after the system is operational. Also, 
the need for certain system diagnostics is not 
apparent until the system is in use. This was the 
, 
case with the CTA system, in which an intennittent 
problem developed in a digital voltmeter after the 
system was placed in production. The unit occasionally 
sent totally invalid BCD data to the processor, pro-
ducing nonsensical test results. The source of the 
problem was detected with a diagnostic designed to 
evaluate the performance of the voltmeter. 
There is a serious danger, however, in putting off 
the development of diagnostics until a later, 'more 
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convenient' time: that time may never come. The need 
for diagnostics arises from a simple fact of life: all 
of Man's contrivances are subject to failure. The 
experienced designer will be ready when .it .happens in 
his system. One generally has to suffer through at 
least one system crisis before accepting the univer-
sality of Murphyrs Law: if anything can poss1.bly go 
wrong, it will-. 
It should be noted that the term 'diagnostics' 
is often applied to routines within the executive 
software that are used to analyze, and attempt to 
recover from, errors that occur 1n the hardware during 
normal testing operations. In this context, they are 
initiated internally by the program, and are therefore 
• 
more logically covered in our discussion of software 
design in Chapter IV. The diagnostics of interest 1n 
connection with the system language are those initiated 
externally by the entry of a command. 
· :Product diagnostics are those designed pr~arily to 
-··· permit analysis of the operating characteristics of a 
device. The instructions should therefore allow the 
test environment at a station to be easily changed. 
It is difficult to develop a l~st of such instructions 
that would be applicable to any test system, since their 
' - . 
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nature 
.._ 
depends on the parameters of the device to be 
. 
analyzed and the amount of analysis desired. Ho~ever, 
with several examples from the ATT and CTA systems, we 
can illustrate · a,. practical format to se-rve· as a guide. 
' One useful product diagnostic is· an instruction 
to allow the repetition of a test, perhaps of the form: 
/I REPEAT TEST 
JOB NAME? 
TEST NO. ? 
. In this conversational example, the system would 
repetitively cycle test number 3 until a terminating 
, . 
ch·aracter is type·d·. The symbol '#' :ts the Diagnostic 
Mode indicator. Buch an instruction would allow analysis 
of electrical drift ~n a device, or could be used as a 
" '' 
, ' 
' I 
.. 
., ~ 
~ .. ., 
. • . 
... -. 
system diagnostic to examine switching transients or . - .. - --· --------------~---
response time of bias supplies, with the aid of an 
·, oscilloscope. A silnilar instruction could be created 
to allow repetition of an entire job on a particular 
device, . which would allow analysis of the drift char-
acteristics of several parameters simultaneously •. ·It 
' 
may also be an advantage to- allow some of the editing 
commands to be used for.diagnosis. the CHANGE TEST 
instruction, for example~ would be useful in combination 
' 
. ' 
. ' 
. .. ' 
. 
' 
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with those allowing repetition of a job or test. In •" . ~• ----=--·""•"·•·-=,;;-~~-.,,--~-""' ~ =---- -• . 
. 
this way, a device's response to changing test condi- . 
tions could be examined. · 
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The number and typ_e of product diagnostics will 
vary widely from one system to another. Some systems, ·· 
such as those designed to test integrated circuits,61 
' perform a.n enormous variety of diagnostics as a normal 
. 
. 
part of the testing operation on ea.ch device. This is 
particularly true when the device under test is a 
circuit containing perhaps several hundred logic gates. 
-When a failure is detected~ a rather elaborate series 
'" '~· 
of fault-locating diagnostics may be required to identify 
the bad gate, so that repairs can be made. Digital 
fault detection is beyond the scope of this thesis,-but 
it does illustrate one extreme of the need for product 
diagnostics tailored to the particular type of device 
·under test. 
, System diagnostic instructions are those used to 
exercise and analyze the peripheral hardware, either to 
locate failures or to perform routine maintenance and 
calibration. '!heir nature will also be dependent en 
the hardware configuration and the depth of analysis 
. . 
desired. Basically, they must deal with three types ot 
peripherals - stimulus, switching, and measurement. 
(Those related more to the processor than to the test 
. 
.' .J ' 
·"·' 
: -~ 
.., 
instrumentation - I/0 terminals and bu1k storage devices - -----~~-------·~-----. 
are covered later.) In each case, the diagnostics are 
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most useful if capable of exercising th·e full range of ' 
capabil:l.ty of a peripheral. A voltmeter, for example, 
may .. have a number or· ranges· ( .1., 1, 10, 100 V) and 
several functions {A.C., D.C., voltage, or current). 
The diagnostics should make 1 t possible to verify ·the 
accuracy of its measurements at key points on each 
range. This could be accomplished· by using the pro-
grammable test signal sources within the system as a 
.reference, or requiring the connection of an external 
standard source (perhaps through a device socket at 
one of the test stations). 
It is preferable to allow those system diagnostics 
. 
designed for routine calibration to be run on-line, 
while normal testing is in progress. They should 
therefore be resident with the exec\\tive. However, 
this is not necessary with those designed primarily to 
locate h~rdware failures, since the validity of the test 
results is supposedly 1n doubt anyway when these are 
needed. Therefore, they can be written as an overlay 
to the executive software, avoiding the need for 
additional memory to keep them in residence • 
F~nally, there are times when the processor itself 
may fa:ll to execute the program properly. Because of 
a 'dropped bit', references to a particular word 1n 
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memory may fail, or a BRANCH· or SKIP instruction m~ 
jump to the wrong location, and the system will. go 
berserk. Al though it would be useful. in concep_t to 
have on-line diagnostics to check the operation of the. 
processor., it is import~:t to real.ize that such soft-
ware could not be counted upon to operate as planned 
when a:. failure occurs, since the diagnostic itself' may 
be a~fected. In most cases, processor errors are 
catastrophic in the sense that no programs ,,111 operate 
properly. Occasionally, an intermittent problem will 
occur that might be detected with diagnostic software. 
Most vendors provide a series of comprehensive main-
tenance programs for the processor and standard 
peripherals (teleprinte·r, tape readers, discs), but 
most of these are difficult to run under the control of 
.. 
the executive. In addition, some take tip so much 
memory and processing time that they ,,ould seriously 
degrade system performance •. It is therefore advisable .·:. 
to limit the on-line diagnostics to those relating to 
the test instrumentation and the device under te&t. 
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III. HARDWARE DESIGN 
3.1 Introduction 
·, In the process of developing the · system language as 
outlined.in Chapter II, the designer will have established 
a firm definition of his system in te~ of its various 
capabilities·and limitations.· The next step is to 
select hardware that will best satisfy the testing 
requirements. The designer must pay careful attention 
to the measurement capabilities of the instruments, just 
as he would in any test system. But under computer 
control, these instruments become peripherals of the . 
computer, so it is equally important that he consider 
the control aspects. 
,· 
This chapter is intended as a guide to the test 
\) . 
engineer with experience in the circuit-design area of 
testing technology, who needs information on data-
handl~ng and control techniques compatible with today's 
mi~icomputers. Considerations in selecting a mini-
computer are covered first in Section 3.2, with regard 
to the effect on the system of processor speed~ memory, 
the CPU, and the I/0 structure. Section 3.3 evaluates 
----··--·------ __ the techniques involved in designing peripherals, from 
the standpoint of compatibility with the processor. 
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It is assumed that the designer is familiar with 
accepted testing practices in his field, to the extent 
that he can plan the circuits in which a device must 
be tested, the parameters to be measured in these 
' 
circuits, and the forcing functions.required {bias 
levels, input currents and voltages, etc.). Further, 
he should have outlined a suitable system language as 
discussed in Chapter II, since this can :influence the 
.choice of both the processor and the per~phera1s. 
It should be noted that the speed of a computer-
controlled system allows some parameters to be measured 
with different techniques than one might use if per-
forming the same measurements manually. The computa-
tional capabilities of the computer, and the ability to 
rapidly switch peripherals around the test circuit, can 
significantly influence the choice of instruments. For 
example, one requirement of the CTA system was to measure 
voltage gain of the device under test. If done manually, 
the instrument chosen would be one that directly measures 
the ratio of output-to-input voltage {a ratiometer) 
allowing the test to be made 1n one step.. In --the CTA. 
system, this test was made instead by a single volt-
meter, performing one measurement at the output, then 
switching it to measure the input, and allowing the 
· computer to calculate gain. Not only was the instrumen-
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Since.there are presently over 50 models of 
designer, he has the 
opportunity to select one with an optimum combination 
of features for his system. Several papers have been 
written on the general subject of selecting a 
processor.3, 25,50(Part l) This section discusses 
minicomputer features relevant to the design of test 
systems in particular. 
The test engineer will find the process of selecting 
a computer more subtle than· that of selecting measure-
ment instrumentation. With instruments, relatively few 
criteria enter the decision, and the field .can be 
narrowed on the basis that many will not meet the para-
metric requirements such as the level of. precision,. 
speed, or measurement range. The selection of a 
processor is more subjective. Technically, probably 
any of them can do the job - the problem is deciding 
how well one can do it. Also, the decision can be· 
-heavily. influenced by other fact·ors:: ShoUld. expansiori~ 
potential-be considered? What hidden expenses might be 
\ 
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. . 
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:~·· 
;f. . 
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., 
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. ' involved, such as training of maintenance and progra.mming 
-·----------~------- · --personnel?· ·Is computational speed important? .. What. soft.~~·-----·-.... :..~·· ~-------··----
• 
.. 
. . .... 
' 
. 
r 
. '· 
ware packages are available from the manufacturer, and 
how well does he support them? 
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In situations where only one or a few systems of 
the same type will be built,· company policy pertaining 
to such questions may dictate the processor to be used. 
If such is the case, the discussion in this section ~s 
purely academic, and the designer can skip to Section 3.3 
to make the best of the processor at hand. If free 
choice is available, the following analysis should 
prove valuable in the selection process. A detailed 
. comparison of the major features of the more popular 
found 1n Reference 3, and Part 3 
of Reference 50 • 
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3.2.1 Speed 
Minicomputer speed is generally judged by the 
cycle time of the memory, which presently ranges from 
about 2 microseconds to 0.2 microsecond. ·Because this 
seems an easy number for compar:1.son, the buyer may be 
tempted to mi.stakenl.y use it as a measure of operati.ng · 
speed. Cycle time by itself is not a valid indicat~on 
of the speed with which the machine will execute a 
program, since many computers take more than one memory 
cycle to execute an 1nstruction.50, Part 1 Thus, one 
. 
must look carefully at the instruction set. For 
example, a computer may require two or more me~ory 
cycles to execute an ADD instruction, as is the case 
• 
1n computers with one accumulator. Another ma.chine 
, 
with identical cycle time, but capable of performing 
an addition 1n one cycle 6 would operate at 1east twice 
as fast. 
Since price is directly proportional to speed,. the 
designer must decide how important processor speed ~s-
to his system. If much processing·· of: data.,. is required· 
between I/0 operations, computational speed may indeed 
be inlportant; but in most test systems this is not the 
case. The processor's main job is I/0 control, and 
test instrumentation is generally orders of magnitude 
slower than the cycle time of the computer. For 
·53 
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example, the switching time of a fast dry-reed relay 
is a.bout 1 mi111second, during which time even the 
slower minicomputers can execute several hundred. 
instructions. 
The most effective means of evaluating a com-
puter' s execut1.on speed is to 
program. This is a sample program performing a. 
variety of operations similar to those required in 
the test system. A comparison of the· number of instruc-
... 
tions and the total execution time would then be a valid 
test of not only speed, but the efficiency of the 
instruction set as well. The benchmark should be long 
enough to test the computer in a variety of situations 
tor I/0 trans~er, interrupt servicing, f.ile handling, 
• 
and so on. Most important, it should suit the testing/· 
app1:1..cation, not the computer running it .• ·. 
. 
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3.2.2 Memory 
At the present time:, magnetic core memory is the 
most connnon type supplied in minicomputers, and the 
least expensive. Some machines have a mixture ot semi
-
conductor and core memory, a11owing high-speed acces
s 
to information stored in the semiconductor section. A
s 
the cost of semiconductor memory continues to drop, it
 
promises to became the ma.in minicomputer ~emory of the
 
future, offering smaller physical size, higher speed, 
and lower power consumption. 
To the test system designer, the present advantages 
of solid-state memory lie 1n architecture, rather than
 
speed. Micro-instructions defining often-used sub-
routines can be stored in these •control' memories, 
requiring only that the main program initiate the 
sequence with a single instruction. 'Writable Contro
l 
Storage' (Wes) is the term applied to a Tecent hardware 
technique that enables the user to load applications-
oriented subroutines in segments ot read-only memory, 
allowing the entire sequence, to· be." represented by one
 
instruction. 7 , 20,Sl 
Until the software has been written, .1t is difficul.t 
to determine the amount o_f memory required. The vendor
 
,, . 
can sometimes provide a good estimate, given a general
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description of the system. The basic· configuration of 
most minicomputers includes 4K words, and a few include 
BK. Additional core memory is available in blocks of 
4K for less than $2500 per block, and in most cases, 
• • 
can be added to the processor by simply· plugging it into 
the main-fra.me.53,55,58 Thus, it is not really importan~ 
that the initial estimate of memory size be precise, 
except to provide an objective cost comparison. Both 
the ATT and CTA systems required only BK. In the ATT 
. system, the executable portion of the program occupies 
about 5K words; the remainder is reserved for 1ibrary 
storage. 
The following three sections discuss the main 
points to be considered in comparing the performance 
Further information, 
especially on the expected impact of recent developments 
in computer memory, can be found in Ref'erences 50 and 51 • 
--
. •, 
. ,, 
'. . . 
-··-..-o: 
·._ . ~i·' . . ' 
.· ' .· . ;, . . . : . ·; 
. : : ' ' . . •..• ', ' ·. 'i ·< ·.· ' ' .· . '· . 
·,,··. ··,·56. 
' 
' ,, 
., 
.,. 
. . ... 
., 
•.:. 
"' 
··.. : ... 
. -· . 
........... 
·.• 
'~.' 
. ·. 
·. .. 
.. 
••• 
•· 
. ' .-.· 
~ 
3.2.2.1 Word Size 
. ..... 
Since a word is the largest unit of information 
that a computer can handle in one memory cycle, it 
seems logical that a larger word. could store more 
information or a more powerful instruction, so that 
' 
a smaller amount of memory could be used for a given · 
job. This is true, but a computer with larger words 
is also more expensive, so the designer must determine 
if he can offset the higher cost with advantages in 
performance of his particular system. Most minicom-
puters today have either 12 or 16-bit words. A few 
models are available with 18 or 24-bit words • 
In any machine language, a memory-reference 
instruction contains within one word an operation code 
~ ... 
., 
· and a memory address defining where that operation wil1 
be applied. If more bits are used for the operation 
' 
code (allowing a larger instruction set), fewer bits 
are left for the memory address, reducing the number 
Qt memory locations that can be reached by a single-word 
··instruction. This limitation can· be. overcome'. with 
addressing scheme.s other than direct {Section 3·.2.2.2), 
but they require more than one word to make up a sing1e 
'. 
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To the test system designer, the data-storage impli-
cations of word size are generally of greater interest 
than the linguistic, since a significant port~on of 
memory may be devoted to data storag·e 1n the job library,· 
and much of the computer's operation involves transfers 
of nmnerj.cal data to and from peripherals. Typically, 
industry standards for test accuracy require no more 
than 12-bit resolution. This follows from the fact that 
12 binary bits can represent quantities up to 4096, of 
which one bit represents .025%. This is usually 
sufficient resolution for most production testing. In 
cases where the test instruments use the less efficient 
BCD data format, four decimal digits of resolution are 
generally sur:ficient ( requiring 16 bits). The designer .. 
should thus consider a word size in which the bulk of 
his data can be contained in single words (.'single-. . 
precision•). If a relatively small portion of the data 
is ~oo large to fit into a si_ngle word, multiple-
precision. data-handling (more tha.n one word per datum) 
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should be: considered. before de.c:Ld·ing'. o~· a;;. mol!e expensive .. · · . ..,'.: .. ·:.· ... :.· .. ·· · · · .. · 
·. processor with larger word size. 
. Further discussion of the economic and computational 
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3.2.2.2 Addressing Modes 
As explained above, word length affects the address-
ing schemes used in minicomputers. Direct Addressing, in 
which the address of the operand is contained within the 
instruction itself, is the most efficient. But the num-
ber of bits devoted to the address is limited by the 
number taken up by the operation code. For example, the· 
memory-reference instruction format 1n one of the most 
· popular 12-bit machines, the D.E.C. PDP-8 family, allows 
on.ly17 bits for direct addressing. Memory is therefore 
divided into •pages' of 128 words, and references across 
page bou.'1daries must be done indirectly • 
In Indirect Addressing, the instruction specifies 
a location where the address of the operand is stored. 
, 
The indirect location uses a full word for the operand 
address,. so a 12-bit mach:lne can reach 4096 locations. 
Relative Addressing specifies the address of the 
operand relative to the location of the instruction 
itsel:f. .This allows a moveable b1ock of locat.ions above 
-and below the instruction to. be add·ressed. 
Indirect and relative addressing thus requ:tre two 
··memory references for the execution of one instruction.· 
Although this may seem a high price to pay as an alter-
. ' 
native to using a larger word size, it is ·a good 
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comprondse if the bulk of the program can use the 
't 
·, 
. ·v 
direct mode. On the other hand, if frequent references 
· must be made to data files by such double-word instruc-._. 
., 
tions, it may be more economical to select a machine 
with larger words and less memory. 
In addition to the above modes, 
have developed other schemes to enhance memory efficiency · 
without the need for a larger word. 
computers are equipped with several solid-state general- , 
purpose registers (presently up to 16). In essence, 
they can be considered a small page of high-speed memory 
(a.1though they are actually part of the Central Processor 
unit). The D.E.c. PDP-11 contains 8 such registers, and 
the machine lang1ia,ge contains 8 additional addressing 
modes related to these registers. By judicious use of 
these modes, the amount of memory required to operate 
the CTA system was signi£:icantly re~uced below that whic~ 
would have been required with only memory-addressing 
modes. Also., register-to-register operations are. much· 
taster than those involving core memory. 
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3.2.2.3 Organization 
In especially those with les
s 
· than 16 bits per word, memory is divided into pages., 
• 
the number depending on the addressing limitation 
imposed by word size as. d±scussed above. The-re is 
one 
page., variously called 'base page' or •zero page', 
which can be addressed directly from any other page
, 
but all other page-to-page references must be made
 
· indirectly. Even indirectly, a 12-bit processor ca
n 
address only 4096 locations 1n one 'field'. Special 
'field-changing' instructions are then required to 
switch from one memory field ~o another if more tha
n 
4K words are needed. The maximum size memory available 
on such machines is 32K words. The basic minicompu
ter 
.,. 
has only one general-purpose register, called the 
.accumulator1 where all-arithmetic operations·take 
place. 
Memory referenc.es in most. minicomputers are strict
ly 
.word-oriented, but recently, byte-oriented minico
mputers · 
·have become available., such as the D.E.c. PDP-11 with 
two 8-bit bytes per word;. Byte· capability is. parti
cularly 
efficient. in systems where data is handled in 8-bit 
seg-
ments, as it is with the ANSCII code {Appendix A) used 
i.n nearly all minicomputer I/0 terminals. 
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Stack architecture is another feature available in 
more recent machines like the PDP-11. A •push-down• 
stack is a special case or a last-in-first-out buffer, 
in which data can be retrieved, one item at a time, in 
reverse order from which it was entered. The stack is 
simply a section of memory reserved by the software for 
that purp-ose. The entry of one item •pushed' onto the 
stack increases its depth by one; conversely, an item 
retrieved or •popped• from the stack decreases the depth 
by one. A register·or memory location is used to hold 
the current address of the t.op of the s~ack, thus 
serving as the 1 stack pointer•. The stacking concept 
can effectively reduce the amount of memory required, 
since the stack can be shared by any routines requiring 
temporary storage. Also., the CPU stores the return 
address for subroutines and interrupts on the stack, 
eliminating the waste of memory inherent in other 
architectures that require one word to be reserved tor 
this,_ purpose in every subroutine. 
-- Other recent advances in memory organization 
,. __ promise the system designer cons,iderable economy, 
- 'particularly 1n the area of program development. 
Features that were formerly found only in large com-
puters,, __ such as virt11al memory and microprogramming, 
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have become available· in the mini. A discussion of these 
developments and the~r impact on system design can be 
,. 
found in Reference 51. 
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3.2.3 CPU 
The Central Processing Unit is the •brain' of a 
computer, containing the arithmetic, logic, and control 
circuits needed to perform the interpretation and 
execution of instructions at the machine language level. 
Jn the simpler minicomputers 53, it includes a single 
accumulator register in which all arithmetic and logical 
operations are performed, a pro~ram counter register 
which holds the address of the instruction being executed 
and an instruction register to hold the operation code 
and addressing-mode information. Also included are the 
timing arid control circuits necessary to guide the 
processor through ea.ch phase (or 1state1) of its 
·operating cycle. 
The more sophisticated minicomputer CPU may include 
additional general-purpose registers, each with accumu-
lator capability. Some can perform memory-to-memory 
arithmetic 55, allowing every word of memory to act as an 
accumulator. The more versatile CPU's permit stack 
processing, double ... indirect addres.sing, byte manipulation, 
• -- -----------~ -···--· --•-• I 
and microprogra.mming.51 
. ···'··-----~- --· ·-······ . In any case., the capabil·ities of the CPU are 
embodied in the computer's instruction set. There are . . ' 
. 
several important features of the CPU that the test 
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system designer should evaluate by examining the 
instructions. One is the arithmetic _capability, esp·e-
cially if a significant amount of computation is required 
in the system. Basically, the CPU can perform only one 
arithmetic operation: addition. 53 Subtraction is per-
formed by addition of complementary numbers; mul tipli·-
cation by repeated addition; and division by repe~ted 
subtraction. A11 CPU's include fixed-point addition.in 
the machine-language, and some, subtraction. Fixed-
point multiplication and division are usually avail ble 
as an added-cost option. (Some vendors include 
•standard' feature, but their base price will be 
as a 
than a.n equivalent machine without extended arithmetic· 
hardware.) A few vendors also offer flpating-point 
arithmetic hardware. The only alternative to such. 
additional hardware is to write or procure software to 
perform the required mathematical operations. Rather 
sophisticated math packages are availabie from some 
vendors (see Se.ction 4.7) but the designer must allow 
for the additional memory required to include them 1n 
his program. 
Another :feature to consider is the bit-manipulating 
capability of the CPU. In test system software, there 
is frequent need to selectively set, clear, or test bits 
within a word, or to shift the bits left or right. These 
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tunctions are used repeatedly in setting or testing; 
I/0 control and status bits {as in the c·SR example 1n 
Section 3.2.4.i), or manipulating multiple •software 
flags' stored 1n a. single word to keep track of the 
operating status of the· system. They are also useful in 
mathematical operations. In the absence of direct bit-
handling features, the logical functions (AND, OR, etc.) 
can be used to •mask off' the bit or bits of interest; 
but these are word (or byte) operations, and are less 
efficient./ 
Related to the bit-testing capability of the CPU 
-are the conditional branching instructions, which allow 
decision-making in the so~ware. The simpler CPU's have 
the ability to branch if the accumulator is zero,· non-
, 
zero, positive, or negative. At the other extreme, some 
CPU's can directly test any word in memory for these 
conditions, or compare any two words. 
Vendors have a tendency to boast about the 9.uantity 
of instructions in their machine language, implying that 
the larger the instruction set, the more 'powerful' is 
the CPU. This is not necessarily true, and can be very 
m1.sleading. Computer 'power• is more related to the 
efficiency of the instruction set; that is, the number 
of computer cycles and the amount of memory needed to 
··~.: . carry out a given operation. As mentioned before, the 
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only valid method of comparison is a suitable benchmark 
program written in the language of each machine. The 
most •powerful' machine will execute 
the shortest time, with the least memory • 
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3.2.4 I/o, structure 
Any input/output operation involves the transfer 
of information between points within the system across 
lines called busses. Since the source of information 
(either the computer or a peripheral) may operate at a 
different speed than the receiving device at.the other 
. 
end of the bus, some form of 'buffer:ing' must be used, 
or the faster device is forced to wait for the slower 
-one to respond. A burrer is simply a register that acts 
as a temporary storage area for data being transferred. 
In the simpler computer architectures, the accumu-
lator acts as the buffer. More sophisticated machines 
like the D.E.c. PDP-11 allow all peripherals to address 
memory directly. The main memory can therefore be used 
as a buffer, with input transfer rates limited only by 
the memory cycle time. output rates 
by the ljm1ts of the peripheral. 
Bussing techniques break down into two general 
50 Part 2 
categories: channel-oriented and party-line. ' 
Most processors contain either one or the other, but a 
few have combined structures to capitalize on the. 
advantages of both. 
In a party-line system, informati~on is transferred 
. 
between the processor and al1 peripherals over a common 
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bus. This scheme requires that each unit on the line 
contain logic to decode an address sent out by the 
processor to identify each peripheral,and gating logic 
to connect and disconnect from the common data bus. 
One. advant.age of this syste~ is that the peripherals 
could communicate directly with each other, if designed 
with the necessary logic to address one another. This 
structure is of no particular advantage 1n test systems, 
except that it is less expensive than the channel-oriented 
system. One drawback of the party-line scheme is that a 
' 
single failure in a peripheral could 'hang up' the data 
bus, disabling the entire system. 
In the channel-oriented structure, each peripheral 
has its own data 'channel' to the computer, complete 
with a buffer, and timing and control logic. This 
allows multiple devi~es to operate concurrently, with 
no competition for a shared bus, resulting 1n higher 
tr~fer speed. Also, a single failure cannot disable 
the system. However, peripherals cannot connnunicate 
. " 
directly with each other without involving the processor, 
and the cost is higher due to the redundant control 
circuitry. 
'I • ., • --- -
•: 
:~ . 
. , .. 
' 
• - i ' • -
~ _______ _,,_ --·- . ..., ___ __. .... __, ... ____ ___ ~7~--. __ ...... _ 
There are several minicomputers on the market 
(including the PDP-11),. which combine these two schemes 
' . . 
' . 
by providing several channels, each of which contains 
" 4 • 
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a party-line bus. such a system a11ows the designer 
greater choice in configuring the test system. He 
can put all peripherals on one channel for a lower 
cost when speed is not critical, or distr·ibute .them 
among the channels for a high-perf'ormance system. 
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3.2.4.l Register.Formats 
• 
All information transferred between computer and 
rJ 
periphe.ral can be classified into one of two groups: 
Control and status information, or Quantitative data. 
The computer presents a word of data to the peripheral 
by holding it in a buffer register until the peripheral 
acknowledges receipt of the word at its input register. 
The same process takes place in the opposite direction 
with each word of informa-tion from the peripheral being 
held in an output buf:fer until the computer acknowledges 
receipt at its input. For maximum integrity, the trans-
mitting party to such information exchange should 
indicate when informat:ton is available, and the receiver 
should acknowledge acceptance. In the more sophisticated 
minicomputers, acceptance of data is acknow1edged by the 
·cpu directly. Others, notably those with a party-line 
interrupt system (Sect:ton 3.2.4.3) require the software 
to perform such acknowledgement. 
-- Quantitative data is most e~f'iciently processed by 
... 
the computer in binary format. Thus, this is the logica1 
format for data interchange with the peripherals. Un-
fortunately, some of the better electronic test instruments 
available have only BCD format - a carry-over from the 
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days before the minicomputer, when the popular format 
for manually-oper~ted instruments was BCD. Although 
' 
BCD-to.:.binary and binary-to-BCD conversions are simpl.e 
to perform in either software or hardware, the addit:lonal 
cost in either.processing time or converters could.be 
totally avoided with binary I/0. Also, BCD is waste:ruJ. 
of storage and I/0 lines, since more bits are required 
to represent a quantity in BCD. For example, a 16-b~t 
~ord can contain the quantity 9999 formatted in BCD, 
but 65,536 1n binary. 
The data format commonly used with minicomputer 
I/0 terminals is the widely-accepted ANSCII code 
(Appendix A). This is a 7-bit code defining a unique 
bit-pattern for up to 12B characters, including numerals, 
, 
letters, punctuation, and other symbols. At least one 
major manufacturer of peripherals and m1nicomputers ~s 
attempting to standardize on the ANSCII code for informa-
tion exchange with all their peripherals.48 This method 
requires multiple transfers of ANSCII-coded 7-bit words, 
the number of words depending on the amount of data 
exchanged at one time. The scheme suffers from the same 
disadvantages as the BCD format in terms of economy ot 
storage and the need for format converters, but offers 
the advantage of being used directly with a keyboard or 
other 8-bit I/0 devices (paper-tape readers and punches, 
.... 
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pherals is such that many computer-controlled test systems 
tend to be 'hardware-bound• anyway. That is , the computer 
can handle I/0 transfers so much faster than .a peripheral 
can carry out an assigned task, that unless there is a 
great dea1 of data-processing required between I/0 trans-
ters, the computer is actually idle a large percentage 
of the time. 
. 
Control and Status information is data exchanged 
with a peripheral other than that of a quantitative 
nature. It includes the control flags, error bits, and 
any other information originating at either the computer· 
or the peripheral to initiate, terminate, or define 
operation of that peripheral. 
, Regardless of the electrical or mechan~cal functions 
performed by a peripheral, it must be capable of accepting 
control information from the computer, and returning data 
to the .computer upon completion of any task it is directed 
to perform. The amount of control information depends on 
- -
the com:plexi ty of the peripheral ( See Section 3. 3 .1). At 
the very minimum, a peripheral performing a single task 
(such as the closing of a switch) must accept one bit of 
input, by which the processor can signal when the task 
should begin, and must return one bit to indicate when 
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the· task is done. Most periphez,als in a test system 
will perform multiple tasks, requiring several bits to 
-
define the task desired. 
To provide the computer with :Lnformation on the 
status. of the peripheral, additional bits {:flags) are 
advantageous. These can indicate not only that the 
peripheral is •busy' performing a specified task, but 
that an error or failure has occurred in the peripheral. 
In less sophisticated test systems, a single flag may 
be suffic:lent to indicate when the peripheral is 'busy• 
or 'done'. However, peripheral failure might then go 
undetected unless the software or the operator can sense 
· when test results have become invalid. 
A good example of an I/0 register format that meets 
the above requ1.rements is found in the PDP-11.55 Communi-
cation with each peripheral is de~ined by a set of 
registers which are addressed as ~f they were located 
in core memory. Thus, their content can be manipulated 
as easily as an accumulator. There are two types of 
.. -
registers associated with each peripheral: The Control 
and Status Register {CSR) and the Data Buffer Regist.er 
(DBR l • 
:I' 
; ,,. 
The general format or the CSR is illustrated 1n ., ,r•,•• -~_,,,. • ·--,<,u, -
'-•"'""'-;'~"~-•-:,~:.,._., __ ,_.,. :· •~•.,._• .. •:, .. i.e.·, 
Figure 3.1. Since only a few bits (5,6,7,15). have 
dedicated functions recognized by the CPU, the others 
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can be assignecl meaning at the discretion of the 
designer. 
I ·, 
.,. 
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~ig ... 3.1. PDP-11 Control and s·tatus Reg:Lster (CSR). 
The •fun~-tion' b~ts a11ow specification of up to 
8 operations ·tbat a peripheral is to perform. For a 
.measurement ir.Lstrument, these might include 'read the 
vo1 tage ' , 'rea:-d the c'-ll'rent ' , etc. The 'memory extend' 
b:I. ts are interi.ded by the manufacturer for future eJg)an-
" 
s:lon to allow 18-bit addressing on the bus. In the 
meantime, they- can be used as desire·d. Bits 5 and 6 are 
us·ea to enabl~ interx-upts, in combination with bits 
15-12 and 7, If. bit 6 is set, an interrupt will occur 
I 
. 
. ,; 
.•. 
- .. . • ... _._. ., ! 
when the peripheral sets bit 7 (to indicate a 'DONE' 
-·-condition., fo:c- oexampl. e). If bit 5 is set, an interrupt 
will occur as a resu:L -t of setting one or more of bi ts 15 
through 12. 1'bese are normally used as error indicators, 
. ' 
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arid are labe11ed accordingly. In some systems there may 
. ' 
be two or more identical peripherals of a particular 
. ' 
. 
type, such as bias supplies. The •unit' bits allow any-
such group to be controlled through the same CSR, by 
simply assigning each a different unit number. This 
provides· the advantages of the party-line technique 
descr1..bed above. Be~ause or the flexibility in the 
manufacturer• s des~n, the 'unit' bi.ts can be expanded 
to the left to include bits 12, 13, or 14., as the 
- - -
-- ---
- . --------
- ·- - ----
-
. 
application requires. The same is true of the 'error• 
bits, which can be expanded to the. right if fewer •unit' 
bits are needed. 
:rn addition to a CSR, ea.ch peripheral has at least 
·one Data Buffer Reg~ster (DBR) for temporary storage of 
. . 
. 
data'" transferred into or out of the PDP-11. The designer 
can ~ormat the data in any convenient way. · In the case 
of a measurement instrument, one DBR could be used to 
specify the measurement range, and another to return the 
magnitude of' the measurement. As with the CSR, each DBR 
is addressed as if it were a. location in memory. . . ·. 
In simpler I/0 structures, such as those in the 
D.E. C. PDP-8, and Hewlett-Packard 2116c, there is no 
equ1.valent of the CSR. Each interrupt must be enabled 
by & computer instruction, and interrupts occur when a. 
tlag bit is set on a separate flag bus. Function, un:Lt. 
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number, and error identification must be exchanged 
through the DBR. More instructions are thus required 
for I/0 transfers, but the processor is generally less 
expensive. 
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3.2.4.2 Data Transfer Methods 
There are three basic methods used to exchange 
information between a minicomputer and its peripherals. 
The first two allow s-oftware. contrai over the transfer, 
the· third being controlled by the hardware: · 
Programmed data transfer is a method by which 
instructions are included in the software to interrogate 
the s.tatus of the peripheral, and to initiate the 
·transfer of information. The program signals the 
peripheral with an I/0 instruction when action is to 
begin, and the peripheral later sets a flag bit .on the 
I/0 bus to indicate completion of its task. In order 
to determine when the task is done, the program must 
explicitly check the flag; t~e peripheral has no means 
., 
of directly drawing attention to itself (as it does with 
the program interrupt method described below). ·The 
program generally uses a 'wait loop' at the point M1ere . 
~t wishes to inter.rogate the flag: 
-- MOV DATA~ OUTPUT; initiate transfer and clear 
flag 
LOOP: SFS CONT ; check flag. Skip next 
instruc. if set 
. • . 
;;;1 ... ••• •• 
.; · ..... 
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.•: 
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'·!·.; 
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... '· -·· 
' ' . ~ 
. ' .. 
' 
. •. 
JMP LOOP; keep looping if flag clear 
CONT: prog. continues here when flag set 
,, . 
, 
- ' ' ',· , I 
. . 
. . 
I '·.· 
· ib.us, all transfers are fully under .. program .Pontrol. 
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Program interrupt is a method by which the 
peripheral can signal the computer directly when a task 
,. 
is done. Instead of interrogating the 'done' flag 
after initiating an action, the program continues 
processing. The flag is connected to the computer's 
interrupt system, and will later interrupt the program 
when 1 ts task is done (provided the peripheral has a 
~ 
higher priority than the routine being executed). 
~ter an appropriate interrupt service routine has been 
executed, control is returned to the point in the pro-
gram where the interrupt occurred. Thus, information 
transfers by this method are initiated by the peripheral, 
but are still under program control. This method is 
the most powerf'ul for test system_ control, and forms 
.,. 
the basis of the software design covered in Chapter IV • 
• 
The third method, Direct Memory Access, allows the 
peripheral to exchange data directly with memory, with 
no program instructions handling the transfer. Thus, 
transfer of data is initiated and controlled by the 
'• 
peripheral. This method is generally used for direct 
exchange of large amounts of data with· very fast-
peripherals, such as disc memory. 
Systems in which transfers are performed under the 
.. '-- --~~--··••·-' -..--.- ,----~··----• - - •--~- •Y • ·'•• last two~methods are said to be 'interrupt-driven.,--·-·----
. . 
. •' ,' ... 
, . •. -. 
• ; l' • -· 
·79 
..... -,_ 
,. • I 
',I,., 
- ' .... ,_.... •- ~-~....... -< 
l' ' . ' .' ' ' . ~- - . ' 
. . .. . . 
I 
,. ~- . . ' .. 
·,1 
. ~ 
' ..... ' 
,- . ' 
I ' ' ' 
. . ,_,,I ,' 
. . 
.' ' ,I 
.. 
·' 
... 
: :.I 
< 
. -· 1· • 
I 
i, -· I 
. ' 
- ' 
I 
•I 
' 
I 
• I 
I 
. I 
' <: 
, . I 
' . 
< . 
. - · I 
---~-__,;,.,..--,.... _ ___,...,._ ....--.-. ---1 
.1 
I 
_::·,: ' 
:o'-
·''' 
~ -. . 
:;, ' 
.. 
' . 
' \ . 
.. 
\_·i.' 
. l 
,· 
- .), 
. ; . 
•, · .. ··. ,' 
.. 
- .. ... . - --
., 
' 
.. 
Generally, complex test systems will operate much more 
efficiently if the software is so driven by the peri-
pherals (See Section 4.5). With this technique, a 
peripheral is serviced immediately (depending on its 
priority)., rather than being forced to wait until 
interrogated by the program. 
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3.2.4.3 Interrupt System 
An interrupt is a signa1 sent to the computer, 
causing it to temporarily discontinue execution of the· 
current routine and ''begin execution of a service 
routine to deal with the situation that caused the 
interrupt. There are two types of interrupt systems 
used in mini.computers: 1) party-line, and 2) wired-
priority. 
In a party-line interrupt system, the interrupt 
flag from each peripheral is connected to a-~ommon bus. 
The process-or cannot selectively enable an interrupt 
for any individual peripheral; it can only enable or 
disable all interrupts collectively. When an interrupt 
occurs, a •polling sequence' must be executed to deter-
which peripheral caused the interrupt. This' is 
done by successively sending out the •address' of each 
peripheral on a common 'd_ev1ce-se1ector' bus until the 
peripheral :ls found whose flag caused the interrupt. 
During this polling sequence, the interrupt system must 
be disabled. When the interrupting peripheral is found, 
the program jumps to a service routine written for that 
peripheral, returning eventually to the original point · 
·-~- _-· --.---~------------·- -·--:·---~ --- ·· · or interruption. The relative importance of each 
---- .. ----·- -· "-";-':·-:- ~ . -,· -- ·-- ... -- - - - -~ 
peripheral (the •priority•) is established by the order 
· in which each is polled. · Thus, priorities are. established 
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in the software. 
' As a result, the time required to 
service an :lnterrupt in a party-line system is longer 
by the amount of time it takes to run the polling 
sequence. Also, the lower-priority interrupts take 
more time, since they are further down µi the sequence. 
The major advantage of a party-line system lies 1n lower 
cost, since the interface hardware and CPU are simpler 
than the w:lred-priority system. However, the designer 
must carefully evaluate the timing of the system to be 
sure he is not approaching 'saturation' of the pro-
cessor. This occurs when the average time between 
interrupts :ls less than the average time required to 
service an :lnterrupt. At the saturation point, the 
processor becomes the bottleneck 1n system operation, 
since it has no time to do anything but service inter-
rupts. Saturation occurs sooner in party-line systems 
than 1n those with wired-priority. 
· In a wired-priori tl system, there are several 
interrupt levels, or channels, avai.1able.in the hardware. 
Each has an assigned priority relat~ve to the others, 
such that a signal on a lower level is automatically 
' prevented by the CPU from ca.ising an interrupt when a , 
- . . - - - -- -- --------
higher level is being serviced. Each level can be 
enabled or disabled selectively in the sortware. Pro-
. cessors vary in the method by which this is done. Some,· 
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like the HP 2116c, require the execution of an instruc-
tion to enable or disable a selected channel. In the 
PDP-11, setting a bit in the CSR performs this function, 
and a full control word can be sent out.with the enabling 
of a channel. When an·interrupt occurs, the CPU trans-
fers control directly to a service routine through a list 
of interrupt I vectors ' or 'traps ' • Each vector is a 
. memory location containing the address of the service 
routine for the associated channel. Thus, no polling 
sequence is required, allowing faster execution. In such 
a system, a higher-priority channel can interrupt the 
servicing of a lower priori.ty. This can occur to a depth 
equal to the number of channels. The return address for 
each interrupt is stored by the CPU in some specific 
location. In most systems, the first word of the sub-
routine to which the interrupt will be vectored must be 
reserved for this purpose. The PDP-11, because of its 
stack architecture, allows the user to decide where the 
return addresses will be stored (stacked). · 
Most processors with wired~p.r·iori.ty allow party-line 
interrupts to occur on each. level.. In the PDP-11, these 
· are wired in •daisy-chain' fashion, such that peripherals· 
nearer the processor are serviced before those further out. 
In other minicomputers, a polling sequence is needed to 
r' :.;-· 
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Us118.l.ly ,~the peripherals capable of high data-
rates are assigned the higher priorities, since they 
will be interrupting more often. The advantages gained . 
by their higher speed would be compromised ~f forced to 
wait :ror the s ervic:ing of slower devices.· (This may not 
be the case with certain control functions such as an· 
emergency stop button, which m~ght be.given high priority 
to preserve the integrity of the system.) 
A unique feature of the PDP-11 is its flexible means 
of ma.nipulating priorities, since it allows the· 'priority 
of the processor itself to be changed by the program. 
Thus, an interrupt at any wired-priority level· can be 
serviced by a routine executed at any other level, 
depending on the importance or the condition that caused 
tl)e interrupt. 
Further discuss:1on or interru~t processing involves 
techniques within the software. These are covered 1n , 
Section 4.6. I 
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3.3 Peripherals 
To.realize the objectives of the application, the 
tes~ system must be able to accommodate a wide variety 
of signal sources and measurement devices. The electr~cal 
functions req11ired of these peripherals will largely be 
dictated by the nature of the tests to be performed. ~t · 
is often necessary to obtain some of the peripherals 
from a variety of manufacturers. Unfortunately, there 
is yet no standardization among instrument manufacturers 
.. 
on methods of control, so it falls upon the system 
designer to interface this diverse mix of equipment with 
the I/0 bus of the minicomputer. The circuitry to 
resolve this interconnection is called the controller, 
and is the subject of the next section. 
, 
Interfaces for 
standard computer peripherals are available from most 
manufacturers of m:fnicomputers. These include keyboards, 
printers, paper tape punches and readers, magnetic tapes, 
d.iscs, and othe·rs. Also;, many peripheral manufacturers 
will provide the interfacing between their equipment and. 
many of the popular m1.nicomputers. The· system designer. 
should take full advantage or both situations where 
possible. 
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be-'inadequate· :1f a poor switching system is used to inter-
connect signal paths. Severa..1 switching schemes have 
evolved., using scanners, matri.ces, trees., etc. , with 
either. relays or solid-state devices as the switching 
elements. As a rule, solid-state switching should be used 
wherever digital signals are switched, in order to achieve 
D>aximum speed. Relays or other •hard-contact• closures 
are superior where accurate analog work must be done, 
~ince they have no inherent offset voltage and add minimum 
capacitance to the test circuits. However, they are 
several orders of magnitude slower than s·olid-state 
switches. For maximum flexibility, the switching syst.em 
should permit the connection of any stimulus or measure-
ment device to any terminal of the device under test, 
unless certain combinations are obv:lously absurd. Such 
a system can then accommodate fmY terminal configuration; 
the only limitation being the total number of terminals. 
For any particular device, we11-designed soft.ware will 
4then prevent the occurrence of undesirable sw:1.tching 
· combinations (Chapter IV}. 
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3.3.1 Controllers 
The circuitry between a peripheral and the mini-
computer may be required to overcome a variety of 
inconsistencies. Assuming the peripheral at least has 
digital output, the bits may be contact closures instead 
ot 1ogic levels, or they may be logic levels of the wrong 
vo1tage or sense (negative-true instead of positive-true 
or conversely). If the coding is BCD~ it may be wise to 
.perform the ·conversion to binary in the controller to 
save computer time. Whatever the problems, the controller 
should be designed to standardize the control scheme and 
data formats for a11 channels 1 so the computer can treat 
each peripheral in a similar way. This will avoid the 
need to write special software tailored· to the ·:1.ndi vidual 
peculiarities of each device. 
The controller circuitry can be divided into rela-
tively few logical areas. One area is needed to insure 
that the proper contro1 bits exist. This would include 
logic to d·ecode the device address sent out by .th.e com-
.. 
puter to identify the peripheral, or · unit-numb.er .and 
function decoders associated with the CSR design in 
Section 3.2.4.1. A second area would include ·any 
Voltage-level shifting and 
' 
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code conversion would take place here. Another area 
would be concerned with the status bits needed to inform 
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the computer of conditions in the peripheral. These 
woul.d include the· interrupt :rlags and error bits in the 
Q,bove CSR design. Finally, an area may be needed tp · 
insure proper timing, with logic to start, stop, or 
• 
strobe information 1n and out of the peripheral. Since 
-
timing can be one of the most troublesome problems in 
peripheral control, it is given special attention in 
Section 3.3.2. 
In the past, controllers tended to be somewhat 
cumbersome, consisting of many circuits in an 'interface 
box'. With the recent emergence of integrated-circu:tt 
technology, a single plug-in board is often sufficient 
to contain the entire controller. One minicomputer 
manufacturer {Hewlett-Packard) also offers a. broad l:lne 
, 
of test system peripherals, with complete plug-in con-
trollers compatible with their own computers. Others, 
including Digital Equipment Corp., have a complete line 
or modular logic circuits, with which controllers can be 
conveniently fabricated to overcome almost any peripheral 
deficiency. 
In spite of all that can be done within the- con~ 
. troller, some peripherals require· internal modification 
to operate properly in a computer-controlled test system. 
Some digital mul timeters, for example; have p_reset 
. internal delay on each range to insure full accuracy, 
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particularly in measur:lng low signal levels. In a 
system, the capacitance added to the input of the 
instrument by switches and long signal paths may require 
that the internal delay be increased to again achieve 
tull accuracy. 
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After the computer has initiated action in. a 
peripheral, some mechanism is req~ired to d·et.ermine 
when the action is complet·e·. 
,· 
the designer choose a timing method compatible with the 
testing requirements of the _system as a whole. In 
simple systems, it may be sufficient to make the software 
do the timing by executing a 'delay loop' after initiating 
peripher-al action. The amount of delay .is determined. 
by the total execution time of the instructions in the 
loop, multiplied by the number of times the loop is 
repeated. However, this technique has so many dis-
advantages that it should be avoided in test systems, • 
if at all possible. The processor can do no ·useful · 
work while executing a delay loop; so I/0 operations. 
cannot be •overlapped' to increase the efficiency of the 
system (as discussed later 1n Chapter IV)'; and modifications 
in the hardware that affect peripheral speed always f 
require corresponding software. changes in order to reset 
the proper delay. If the designer intends ta optimize 
overall testing speed, the delay-loop technique cannot 
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·be considered. 
For maximum efficiency- , each peripheral ( or :lts 
controller) must contain th.e necessary hardware to do 
its own timing. This might consist of a delay multi,. 
vibrator, or a digit-al coun~er driven by c1ock pulses. 
In either case, the timer :Ls started when the computer 
sends out control information def'ining the action required. 
When the action is done, a :flag bit is set which the 
-
executive software can recognize either by allowing an 
interrupt, or by interrogating the flag bit at a later 
time. The great advantage of such self-contained timing 
is that the computer is free to do other processing 
while the peripheral is busy. Also, if the speed of 
the peripheral is changed af'ter the prograni is written, 
, 
no changes are necessary in the software. 
If the designer is forced to work with peripherals 
or controllers with no sel:C°-contained timing capability,. 
there is an alternate technique that offers most of the 
same advantages, and still avoids the need for delay-loops. 
It involves the use or· a •real-time clock' attached to· 
·' 
the processor as an indepen.d·efrt peripheral_ • The clock 
contains a time-base oscill..ator, and a cou.:nter that generates 
:': 
. . . an interrupt after a pre-determined number of oscillator . -······-- ---~-~--:--:·-~-~--- . .:· .. 
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pulses. The simplest type of clock has a fixed interval 
that cannot be changed under program control. To measure 
time with this type, the· program must set a counter in 
memory to s.ens.e the occurrenc.e of. a giv:en. n1unb.er of 
clock pulses. Each time a clock inter-:rupt occurs, this 
counter is incremented. For example, if a clock is set 
to interrupt once every 10 milliseconds, and the soft-
ware wishes to sense the passing of 50 milliseconds.,· the 
.counter would be set to -5. Each time the clock interrupts, 
its service routine increments the counter and checks 
if the content is zero. When a zero is sensed, the 50 ms 
period has passed. With this technique, the executive 
is still free to do other processing between clock 
interrupts. However, if used to time peripherals, it .·· 
, 
requires that the co1mt associated with each peripheral 
action be stored in a table within the program. Thus, 
a later modi~iication that affects the speed of a 
peripheral also requires a software change. 
__ . There are more sophisticated, programmable clocks 
l 
available, containing a co\lllter that can be set under-
program control. These cause an interrupt .only after 
-the specified time period has passed, eliminating the 
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intermediate int.errupts that occurred with the fixed-
interval clock described above. Hqwever, they still· do 
not overcome the need . to modify the so·ftware when a 
peripheral' s speed is changed. 
The important point to. remember here, and through-
out the design of a test system, is that the overall 
e:fficiency of the system will suffer anytime the processor 
is called upon to perform menial tasks that could more 
logically be done by the peripherals. It :ts characteris-
tic of the novice designer to burden the computer with 
such trivia 'because it can easily do it'. In the next 
chapter, we w1Jl see the advantage of using peripherals 
that do their own timhg, when we examine the concept of 
overlapped, interrupt-driven I/0 operations. I • 
.;.. 
. -- . 
_. ;.-
---
,. 
-
' ' 
,. 
.. 
. .• 
I ~ : .. ·..;.0- ' I ' 
r w· . -. 
'· 
., . 
" 
. 
1 • ; / 
·o. ·, •• ~· .,, : .. :·_ .. .. .. 
. . . 
...,.. .......... 
...... ~ . 
' . 
.. I • J, • ,:· ~ 
p • ·~ . . 
" - . " , 
• , • p j 
.. 
' 
93 
t, 
< ' ;. 
l'I " • • ,• • • lj • < C, - ,•·: c ... ,! ", ~ 
0, I 
'· .. '·' 
I 
" ; -
• ' a 
' 
·' 
• C • 
•. ..~ · .. 
. ,,.. 
. ' ' . 
' 
I ' . 
.. .. '··.,;:,_-
. ' 
; ;a 
-~ ' ~ 
., ' { 
~ ... .', ' ' 
; ;, i 
. ·, 
... , .. ' 
' ; . ~. ... 
" .. 
' ~. 
' 
.··, ·. .••, .. -
L • ".r ~ • 
.,I• \ 
.·~ . ' 
i 
.. •• ' ' - ' ' l .... , 
"' ~ . 
'1 .- ~· ' • - • ' 
• • ••' .... L" • 
·, · .. 
I_. ''. • • 
I • 
• 
i 
• 
.. 
-
·1 . 
• 
. 1: 
. -: ;.. 
~- . 
• 
IV. SOFTWARE DESIGN 
4.1 Introduction 
Ih control C)f all operati'ons w:tth:tn the~ te·st system 
is the computer software, under the direction of the 
administrative program called the executive. The purpose 
. . 
of this chapter is to describe the various functions of 
the software, and to develop a practical structure for 
efficient test system control. Specific details of the 
structure may vary from one system to another, but we 
will see that there is cons~derable un1versa1ity in 
concept. 
The executive software can be written 1n a var~ety 
of,programming languages 1n addition to the assembly 
language. The choice depends on their availability with 
the minicomputer being used, the programming talent 
available, and perhaps company policy regarding stand-
ardization or other corporate concerns. From a 
theoretical viewpoint, assembly language programs are 
potentially the most e~ficient •. They can be written to 
run fast, conserve core, and execute in a re-entrant 
fashion. They can also take full advantage of the finer 
points o~ ~he particular computer architecture, such as 
bit, word., and I/0 manipulation. such capability is not 
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commonly available in the higher-level compiler 
languages. On the other hand, assembly language programs 
are more difficult to test, document, and maintain. Yet, 
the assembly language is still the most popular among 
test system designers, probably because the eff'iciency 
tends to outweigh its disadvantages.46 
In developing the software, there are two pr1mary 
goals the designer should keep in mind to enhance 
efficiency. First, all programs should be written in a 
modular fashion. Second, there should be good overlap . 
of I/0 and computational operations. 
A modular program is one in which any logical 
segment can be replaced or modified without ·affecting· · ·. 
the rest of the program. Modularity is one o-r the most 
important concepts in programming, often cited as a 
primary means of insuring the efficiency, flexibility, 
and maintainability of a program. Although there is no 
clear, concise defin~tion of techniques that w~ll 
~guarantee modularity, there are several guidelines that 
point in the right d~rection: 
First, the program should be broken into small sm-
routines, each performing a distinct function. The I/0 
functions especially should be kept 1n separate sub-
routines from the computational parts. Second, the 
designer should avoid prograr!lS that modify instructions 
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within themselves. This trick is a favorite among 
novice programmers to make one routine serve two closely 
related purposes. Such a program is clearly not modular, 
and. can be extremely difficult to debug. Even worse, it 
·destroys any chance of the routine being re-entrant. 
Another dangerous practice is to share temporary 
storage among separate subroutines. This will work as 
long as there is no logical conflict; that is, if the 
.subroutines will never ca.11 one another. Also, in an 
interrupt-driven system, disaster can occur if one 
routine interrupts another with which it shares storage. 
Even if such conflicts are carefully resolved when the 
program is first written, later modifications can cause 
.\ 
once-independent subroutines to suddenly interf~re 1n 
unpredictable ways. 
Closely related to the problem of common storage is 
the need for preserving the contents of the accumulator 
. 
and other general-purpose registers that are used by all 
subroutines. The programmer should make it common 
' 
practice, particularly in interrupt-driven software-, to 
save the content of these registers at the start, then 
restore them before returning control to the point of 
interruption. The interrupted routine could very likel-y 
be 1n the midst of an operation using these registers, 
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and chaos wil1 result.if they have been changed when 
execution is resumed. 
The notion of overlapping I/0 and computational 
<1-
opera t 1 on s makes e:fficient use of the interrupt system 
to avoid the waste of time inherent in software that 
.·. - waits for each peripheral to acknowledge completion of 
. 
• 
a task. When the program is setting up a station in 
preparation for testing a device, for example, there may 
b.e a number of I/0 transfers required. Several switches 
must be activated, the bias supplies and signal sources 
must be told what stimuli to provide, and the measurement 
instruments must be set to the proper range and function • 
If the program waits for each action to be completed 
before initiating the next, a gross waste of time results. 
, 
It is more efficient to initiate each action as rapidly 
as possible, enabling an interrupt in each case that will 
eventually signal completion. The time required to 
complete the set-up is then limited only by the slowest 
peripheral, not the sum of the individual reaction 
times. Also, after the measurement is done, certain 
computations may be necessary to evaluate test results. 
The program should not make the rest of the system wait 
tor completion of the evaluation. Instead, the executive 
should check the rest of the system for other areas where 
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I/0 might be initiated, then.perform the computations 
while interrupts are pending~ 
While modularity and overlap serve to make the 
I 
• 
' 
software efficient, there is an important technique that 
will also keep it nexible. Too often,. it is assumed 
that the program wi11 not be modified, once the system is 
running smoo~hly 1n production. So the novice will in-
corporate all of the parameters of the application in his 
program as constants. When the inevitable modification 
is requested, many of these constants must be labor~ously 
changed, or the program rewritten. This can occur, for 
example, if another system is built that is similar, but 
not identical. The solution is to define as many aspects 
of the application as possible as symbolic parameters, 
and treating them in the program as if they will be 
changed in the future. SUch parameters in a test system 
might include: 
The size of the library 
The number of tests allowed in a job 
The length of tables and queues 
·, 
The number of stations that can be handled· 
by the program 
Under the control of the executive are a number of 
major program sections that '1111., be discussed :Lndividually 
1n this chapter. We begin with an overview of the execu-
tive in Section 4.2, including a general .d.escription of 
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:its operation to illustrate the :lnteraction among 1.ts 
various parts. The system language interpreter is 
covered in detail in Section 4.3. The test routine re-
. 
.. sponsible for applying to a station the sequence of tests 
defined in a job record., is outlined in Secti-on 4.4. 
Section 4. 5 dis.cusses the structure of the spec1al:1zed 
•driver' subroutines which are called upon to direct the 
operation of the peripherals as requested by other 
sections of the program. The re1ated problem of main-
taining orderly control over the steady flow of I/0 
information is treated in Section 4.6. Since many parts · 
of the software have a common need for general-purpose 
routines to perform computations, conversions, book-· 
keeping, and so on, general considerations in organizing 
such •utility• routines are covered separately in 
Section 4. 7. In Section 4.8., we discuss the deve1opment 
of a program to allow on-line editing of the library, 
4nd a format f'or compact storage of data in the l:Lbrary. 
Section 4. 9 deals with one of the most important, yet 
neglected, areas of system software development - that 
. .. 
of adequate documentation. Finally, it is important to 
the success o~ the software development erfort that we 
consider the ability of the computer manufacturer to 
support his machine, and that reasonable compromises 
. ' 
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be made between design cost and software sophistication. 
These topics are discussed in Section 4.10. 
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4.2 The Executive 
( 
In any computer system, there is a conglomeration 
ot software that controls the computer•s environment -
that is, ... the .hardware and the application-oriented -
programs that perform the logical processing of the 
· system. The term •operating system• is often applied 
-~·. 
to such control software, especially in large data-
processing systems that operate in a multiprocessing or 
multiprogramming mode. 46 In an environment of this 
type, the operating system may be responsible for co-
ordinating the execution of a number of independent 
application programs, all competing simultaneously for 
the use of the processor. This can involve the need for 
complex scheduling, file-handling, and core-allocation 
routines in addition to the basic I/0, priority-control, 
and operator-communication routines required of a single 
application program. 
A test system is typical of a class of dedicated 
real-time computer systems in which it is d:lf'ficul t ·to 
distinguish the operating system from the application 
program, since the system is so highly 'tuned' for the 
-on-line application. Although some distinction can still 
be made, .it is easier to treat the entire package as a 
single entity,· calling it the •executive' to avoid the 
-
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connotation of an operating system presiding over 
multiple independent programs. 
. Aside f'rom the application-oriented sec·tions of the 
program covered later in this chapter, the executive is 
. 
responsible for a number of administrative chores. At 
initiaJ start-up of the system, for example, it may be 
necessary to·clear general-purpose registers, and reset 
various ta.b1e, queue, and stack pointers. Status 
~egisters should be reset to indicate that no test 
operations are yet in progress. A check of the inter-· 
rupt system is advisable to insure that no unexpected 
interrupts are waiting to cause confusion when the system.· 
is enabled. Also, the executive should verify that all 
.peripherals are on-line and operative. It may then be . 
, 
desireable to run calibration checks on the measurement 
instruments and signal sources before allowing testing 
to begin, particularly if high precision is required. 
The execut~ve also contains routines to define the 
fo~t with which test results will be output to the 
printer or other data-gathering peripherals • 
When the system is in operation·, one of the major--·-··-
tunctions of the execut~ve is to keep track of the 
--~-
current condit~on, or state, of each test station. 
I 
.. -
I· 
' . 
-
-. . ' - . 
This resembles the scheduling function characteristic 
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or large-scale operating systems described above. The 
& • ·< 
executive needs information to decide which station will 
receive service next, or what operations might be per-
formed on one station while another is waiting for the 
hardware to respond. Thus, a scheme must be devised by 
which the executive can decide to run pass/fail testing 
on one station while another is forced to wait until the 
printer ~inishes logging data from a previous device. 
Of the several ways in which status information can 
be stored, 46 the status word approach seems most 
convenient for test systems, where •wait' conditions occur 
frequently. This technique maintains a separate bit for 
each condition in which a station might find itself, as 
ill~trated 1n Figure 4.1. 
--
J~ J'{ /3 1:t II JO 9 7b.S'13~ Io 
Fig. 4.1. Status Word for a Test Station 
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One advantage of the status word approach is that the 
I/0 routines can set the condition of the appropriate 
bits very easily, without inter:rering with the actions 
ot other I/0 routines. 
( 
:.. 
In addition to maintaining station status information, 
the executive must record the status of the system. This 
would include bits to indicate whether the system is in 
the Control, Editi.ng, or Diagnostic Mode, and counters 
to determine when re-ca1ibration of the system will be 
performed by the exec. Also required is a directory 
indicating, which job is running 0111: each station. This 
. is most conveniently done by recording simply the address 
ot the job :In the library. 
Once we have a technique for keeping information· 
, 
about the system and the stations, we must decide on a 
procedure for informing the executive of a change in 
status. There are two methods by which this can be· done. 
One is to in.form the executive explicitly whenever a 
state change occurs. Thus, when an I/0 routine recog-
nizes that a. transfer 1.s finished, it can- call the· exec 
directly to draw attention to the change. The advantage 
--
' 
•, ; .. 
'~. 
. ' 
of this approach :ls that the exec can take 1mmediate 
action, if 1.. t wants to, at the priority level of the 
I/0 routine. However., it also means that a fair amount 
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of processing will take place at. the higher priority 
levels. 
The second approach is an imp11c1t one. The I/0 
and other routines simply change bits 1n the status 
words, and the exec must disco!er these changes .later 
during a regular check of the system's status. This 
scheme has the advantage of minim:I zing the amount ar-
processj_ng at the I/0 priority levels. Although less 
•responsive' than the explicit method, it is usually 
the better choice :for test systems. It is easier to 
implement, and the amount of' time lost is negligible 
compared to the response time of most test system 
peripherals. The action of such a scheme is illustrated 
in the following section. 
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·4.2.1 Operational Description 
A brief step-by-step description of the operation 
of a typical test system executive will serve to illus-
trate the interaction among the various routines outlined 
above and later in this chapter. To avoid unnecessary 
detail, we will assume that the operator has previously 
prepared a library containing the jobs necessary to run 
at least two stations. We then trace the action of the 
software from initial start-up to the point where the 
system is simultaneously testing devices on two stations. 
The designer has supplied a copy of the exec in object 
form on a suitable bulk-storage medium (e.g., paper 
tape). 
, The operator begins by loading, the executive via 
the computer's binary loader program. When the exec is 
started, it runs the initializing routines, and perfonns 
whatever preliminary calibration the designer dee~ · · 
necessary to insure t·he integrity of the system. The 
keyboard is disabled while these vital checks are in 
· progress. If any problems are· :round that· the exec cannot,,·· 
correct, a suitable message is output describing the 
. ..1 
; ·- .; 1 
nature of the problem. Also, by setting appropriate· 
status bits, the. Control Mode is declared illegal; _ ---·--:----__ 
I ,,,; ·,, t I I ~ • 
.: __ ·--·-·.-·'··-·.· .. -·~·· -· --···- ·~---.~-~ ------.... ~ .. -,--···-·· ·.--·-· ~--' 
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editing and diagnostics may be permitted. 
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It no problems occurred in initialization, the 
system is placed in the Control Mode, indicated inter-
nally in a system-status word and externally with an 
appropriate character on the teleprinter (a period'•' 
was used on the ATT system). The exec drops into a 
back.ground routine, scanning the system status words. 
Since no action has yet been requested by the operator, 
the exec continues looping through this •scheduling' 
routine. 
The operator now places the library tape in the 
reader, and types the •READ LIB' command. The inter-
. preter, driven by the keyboard interrupts, recognizes 
this as a legal command and transfers control to the 
I/0 routine responsible for reading the library into 
, 
core memory. The tape-reading routine, as are all I/0 
routines, is interrupt-driven. This means th~t it 
returns control to the scheduler each time the reading 
. 
of a character has been initiated, and there is noth~ 
else it can do until the reade! signals completion with 
a •done' interrupt. The exec can thus check for other 
.actions that might be initiated during the· wait periods. 
Section 4.6 develops the details of this scheme for 
. efficient overlap of I/0 operat~ons • 
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When the library tape has been read 1.n, a 'reader 
busy' status bit is cleared, and the Control-Mode 
indicator is again typed· to signal completion of' the 
'READ LIB' operation. As always, the exec continues to 
loop through the scheduling routine. The operator can 
now initiate the testing of devices with the 'SET srA 1 
• 
command. .The interpreter, upon recognizing this as a 
legal command, calls the routine responsible for station 
set-up. Since this is a conversational command as 
described in Chapter II, it 1n turn asks the operator 
for the station number (again through interrupt-driven 
I/0, of course). If the operator's entry is a legal 
station number., the set-up routine checks the status word 
for that station to insure that no job is already running 
there. Finding that station clear, it asks the name of 
the job to be run. After the operator 
it performs a search of the 11.brary for that job. Upon 
. 
finding it, the set-up routine places th~ starting 
address of the job in the directory at the appropriate 
location for the station speci.fied. At this point, the __ 
designer may wish to allow the station to start test.ing 
implicitly. If so, the 'run' bit is simp1y set :ln that 
' 
:station' s status word. On its next check of· system : · 
status, the scheduler wil1 discover the run bit set, and 
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will take the necessary action to begin testing on that 
station. If the desi.gner prefers that the station be 
started explicitly w:1th a 'START 3:rA' command, he simply 
ends, the set-up routine without setting the run bit, then 
prints the Control .. Mode indicator to signal completion 
. 
of the '.SF!' ~A' operation. 
Now the stage is set -ror running a specified job on 
- the desired station. For ease of reference, let us call 
it station A. When the scheduler d:tscovers the run bit 
in the status word for ·station A, it checks the •wait• 
bits, which would indicate if testing is already in 
progress on station A. Finding them clear,. it calls the 
test routine, specifying the station number on which 
testing shall begin. 
,· The test routine gets the address of ~ob Jl from 
the directory, in order to locate the para.meters needed 
to set up each test. The details of decoding thi.s data 
. 
to perform datalogging and sorting are covered in 
Section 4.4. For our purpose here., we assume that the 
test routine has established which tests must be run on. 
·· station A# and in what order. To set up a- test., calls 
are made first to the driver. routines controlling the 
.. 
. . . .' 
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switching and stimulus peripherals. The test r·outine 
passes to __ ~ach driver the set-up parameters specified 
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1n the test record. Each driver initiates action in its 
peripheral, sets a •wait' bit in the station status ward, 
enables a 'done• interrupt for the peripheral, and returns 
control immediately to the test routine. Having initiated 
the set-up, the test routine returns control to the 
scheduling routine. When the scheduler encounters a 
status word with the 'run' bit and one or more 'wa~t' 
bits set, it knows that testing is in progress at that 
,, 
station, and moves on to check other stations. 
Each switching and stimulus peripheral eventually 
responds with a 'done• interrupt, causing its driver to 
clear the corresponding 1wait 1 bit. The test routine 
then calls the driver for the measurement instruments, 
. 
another 1wait' bit is set, and control again returns to-
the scheduler. When the measurement is done, the •wait,· 
bit is cleared., and the test routine evaluates the 
results of the test. · The next test is begun immediately, 
following the same procedure. 
As long as testing is in progress. on one device in 
--
station A, ·there is at least one •wait' bit set in its 
status word. When a job is complete.d·~ the. scheduler c·an 
sense the absence of wait· bits, and .·call the necessary 
.. 
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the same job on the new device. All of these actions 
are of course interrupt-driven. 
Actually, it is not necessary for the scheduler to 
wait for all bits to be clear. It should always be 
looking for any actions that can be initiated while non-
conflicting wait conditions exist. For example, after 
. . 
the measurement is complete·and a binning decision made, 
it may take a relatively long time f.or the mechanical 
binning action to take place. During this 'binning wait,' 
the test instruments are available for another job on 
another station. The scheduler can therefore call the 
test routine j..mmediately, to overlap testing on another 
station with binning on station A. In the ATT system, 
the binning action requires up to 600 ms, while a com-
plete job can be executed in about 300 ms, depending o~ 
the number of tests. The throughput of the system was 
increased significantly by judiciously overlapping non-
conflicting actions on multiple stations. Da~alogging 
is ~other relatively slow operation, during which 
testing can procede no.t only on another station, but . .- on·· 
the datalogged station as .well. Dat·a c'a.n be c~ollected · 
on subsequent devices until an output buffer for the 
datalogging device is f111ed. 
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Returning to our example., test:fng is now in full 
operation on· station A, but the operator wish~s to 
start another job on station B. _As long as the tele-
printer is not being used for datalogging (in.which case 
datalogging would have to be temporarily interrupt·ed), 
the ' SET grA' connnand can be entered again, resulting 
in similar actions in the interpreter, the directory, 
the status bits, etc., as described above for Station A. 
Normally, the keyboard has a lower priority than the 
test instruments. Thus, characters are read by the 
interpreter only during •wait' conditions. on station A. 
The operator sees no perceivable delay., since execution 
time at the higher priority levels is very short - just 
long enough to recognize interrupts and decide which 
action will be initiated next. The scheduler then runs 
at a low prior~ty level. 
This description admittedly· ignores·a great many 
details of the operation of the executive, bl.lt should at 
least impart a feeling for the control scheme. The 
following sect:tons will bring into sharper :focus the. 
respons1b.i~1t1.~s of each· of the major routµies. 
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4.3 Interpreter. 
The· interpre.ter is that portion of the software 
that reads and identif:les the instructions ente-red by ·the 
operator .at run time. It must decide if the entry is 
valid, and establish. a link to a routine that will per-
form the necessary action. 
or the many ways lll which a.n interpreter can be 
written, the most efficient for test systems is one that 
runs in the background, and is 'driven• by an interrupt 
signal from the keyboard. Thus, _each time a key is 
struck, the interpreter is 
. , 
acter and decide what to do about it. If- the character 
by_ itself is invalid., the interpreter should take 
immediate action, either typing an error message or 
~noring it. If it is one of the special control char-
acters, such as the CTRL/C or CTRL/E 1n the language of 
. 
. 
Chapter II, the interpreter can again respond immediately 
upon recognizing that single character. The . design of 
the· . interpreter would be quite elementary if the entire 
1anguage consisted of instructions only one character 
. . '• 
in length. This is not the case in test systems, since ;·--~--~·- . 
a well-designed user-oriented language will contain 
. 1.nstructions represented by a str1n€? of characters. 
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String interpretation can be accomplished in 
several ways, but first the designer must decide on some 
means of differentiating between an alphanumeric instruc-
t.ion and numeric data. The common s·olution is to require 
that all instructions begin with an alphabetic character, 
and all data with either a numeric or a decimal point. 
One obvious method of interpretation would then follow: 
Upon identifying the first character as alphabetic, the 
interpreter could store it and the subsequent characters 
in a list, unt11 the entry of a terminating character 
(such as the carriage return). When it recognizes the 
terminator, the interpreter could then compare this list·# 
character-by-character, with a table of reference lists 
stored in memory to define each 1egal instruction string. 
Finding a match, control would be- transferred to an 
appropriate routine whose address is stored with the 
reference list. This is the most precise, tlllambiguous 
means of identifying an instruction. However, the search 
takes a relatively long -time to execute, and a significant 
~ .. 
amount of memory is used to store the reference lists. 
Worst of all, a mis-spelle.d instruction can cause a gross 
. 
-~--~-----waste of time as a result of the futile search. 
. . 
' . ' . 
.. ' . ~· 
A much more efficient string interpreter1 was designed·· 
tor the ATT system, requiring significantly less storage 
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and execution time. Instead of a reference list for 
each instruction, a nmneric code is used to represent 
the entire string. Each instruction has a unique code 
only one memory word in length. The reference table 
thus contains only two words to define each instruction -
one containing the code, another the address of the 
routine that will execute the instruction. The inter-
preter encodes the instruction as it is entered. Upon 
receiving the terminator, it executes the table search, 
comparing the encoded keyboard entry with each table 
entry. With this technique, the number of' word-
comparisons is limited to the number of complete instruc-
tions in the language, independent of the length of each 
instruction. 
, 
The encoding algorithm must insure that each instruc-
tion string results in a unique code. · This can be 
accomplished by performing an arithmetic. manipulation on 
the nwneric ANSCII representation of each character 
(See Appendix A} as it is .entered, accumulating the 
result 1n a single register. A simple- sum of the ANSCII · 
codes is not sufficient, since two instructions con-
taining the same characters, but in different order, 
would result in the same 1ns·truction code. For example, 
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the character string •ABC• has an ANSCII sum of 306 
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(octal) but so does 'BAC,' or •CAB.' This can be over-
come by multiplying the previous sum by 2 each time a 
character is entered, then adding the character code. 
Multip·l·i·cation by 2 is accomplished by a left-shift of 
all bits in a binary word. 
The resulting 'shift-add' algorithm (used success-
fully in the. ATT system) produces a unique code for each 
of the examples above. To. illustrate, assume the 
encoding register is initially cleared. The entry of 
an 'A' then produces a shift-add result of 101. The 
subsequent entry of a •B' results 1n an accumulated code 
of 304, and finally the 'C' produces 713 (octal) • The 
code for the.instruction •ABC• is therefore 713. On the 
other hand, 1BAC' now produces a cod·e of 715 (octal); 
so the same characters can be used in different order 
without ambiguity. With longer strings, ·arithmetic 
overflow will occur. The overflow can be discarded, 
since it is not relevant to the purpose of this scheme, 
as we will see shortly. Also, space characters in the 
string should be ignored, and not encoded. · There is no 
purpose ·-in complicating the entry of an instruction by 
requiring an exact number of spaces to separate segments 
of a multi-word instruction. The operator shoul.d be tree' 
to enter spaces as des.ired for clarity. 
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The reader may have already anticipated a few 
problems that can arise with the above concept of a 
highly efficient string interpreter. First, it is still 
possible that two unique instruction strings can produce 
the same code. Also, an.operator error, such as a mis-
spelling, might accidentally produce the correct code 
• for an instruction other than the one intended. Neither 
of these possibilities presents a real problem. If two 
instructions would p·roduce the same code, the wording of · 
one must simply be modified. This occurred in the 
' 
initial design of the language for the ATT system, and 
was overcome by changing from the abbreviation I PUN' to-
the use of the full word 'PUNCH.• 
The possibility or initiating an unintended action 
, 
is also of little concern, since a well-designed executive 
will prevent illegal or destructive conditions. If the 
erroneous entry happens to be legal, initiating an un-
expected action, the operator can stop the action, and 
re-enter the desired instruction. Actually, the proba-
bility of this situation ever occurring is very· small. 
For example, in the ATT system,· the 12-bit computer word-
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(there are actually f'ewer) the probability of any random 
entry coinciding with one of the legal codes in on1y 
& , or .0073. 
Aside from the advantages in execution speed and 
table size, this scheme makes practical the optional 
levels of abbreviation of the language a.s s'uggested in 
Section 2.2.1.1. To allow two or more versions of an 
instruction, the code for each would be included in the 
reference table, all linked to the same service routine. 
Thus, the alternate instructions 'PUNCH JOB' and'PJ' 
could both be used to produce a job tape. Extra care 
must then be taken to insure that all instruct:lon codes 
are unique. 
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4.4 Test Routine 
In Section 4. 2, we des·cribed a test system as a 
dedicated real-time system whose environment is 'tuned' 
to a specific application. The test routine is the 
heart of the application-oriented software.· Its purpose 
is to carry out the tests specified in the job record 
for a particular device. Based on the results of the 
,tests, it then classifies the device, sorts it into the 
proper bin, and initiates datalogging if requested by 
the operator. 
As described in Section 4.2.1, the scheduling portion 
of the exec calls the test routine, specifying the 
station on which testing is to take place, and the 
adqress of the job record to be applied to that station. 
Figure 4.2 illustrates the sequence of events that take 
I.._. ' place in a typical test routine. Assuming the test 
station is equipped with an automatic device handler, 
the first task is to call the appropriate peripheral 
driver to load a device into position. As we wi11 see 
. 1n Section 4. 5, the driver simply initiat·e-s, act"ion an:d··· 
returns innnediately to the test routine. When the test. 
1
routine reaches a point where it cannot proceed until 
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the device has been loaded, it returns control to -the 
,i 
scheduler. At a later time, an interrupt from the. test 
station signals completion of the loading operation, and 
the test routine resumes execution from the point where. 
it relinquished control. In keeping with th·e concept of 
. 
' 
overlapping I/0 operations for maximum efficiency, all 
peripherals used by the test routine are called in the 
same mann~r. (details of implementing such interrupt-
~riven I/0 are covered in Sections 4.5 and 4.6.) 
The test routine next examines the bin-priority 
data in the job record to determine which tests must be 
performed to meet the requirements of the highest-
priority bin. As indicated in Figure 4.2, the test 
parameters are extracted from the test record and passed 
to.the appropriate peripheral dri-vers. The test routine 
pe!forms any decoding necessary to, convert these data 
to a format compatible with the peripheral drivers. 
(An example of a compacted test record format will be 
found in Section 4.8.1, Figure 4. 8.) 
- .. 
Tests- are performed- s·equentially ,. and· r...esults: &re,· 
output if datalogging was requested. After each test, 
the measurement is compared to the maximum and minimum 
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-· ljmits specified in the test record. If the device 
passes all tests required for the highest-priority bin, 
the job 1-s done, and a call is· made to the binning 
driver to sort the device. If the device fails any 
test, it cannot qualify for the highest-priority bin, 
so th.e test routine again examines the job record to 
determine which tests to perform in order to qualify 
for the next-lower-priority bin. 
.. 
This process is repeated until the device is 
successfully classified. There should always be a •junk' 
bin into which any device can be routed that fails to 
qualify for any of the specified bins. Finally, the 
test routine clears a 'wait' bit in the status register 
for the station, and returns to the scheduler. 
, Refinement of the above process may be necessary 
to meet special requirements peculiar to the device under 
test, but the basic sequence is the same 1n all test 
. 
systems. Special condition codes· can be included in 
the test record to direct the test routine accordingly. 
For example, the AT!' system can make a pass/fail decision. 
based on the algebraic difference between the measurements 
·rrom two adjacent tests. This is done by setting a 
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condition code 1n the first test, indicating that the 
test routine should de·fer the limit comparisbn un~il 
completion of the next test. The limits in the second 
test record then apply to the difference· betwe·en tests, 
not the absolute value of the measurement. 
The relative simplicity of the test routine should 
. 
illustrate the advantage of modular software. Although 
directing a complex sequence of events, the test routine 
merely passes information from the library to the peripheral 
drivers, and passes judgment on the data gathered by 
the measurement instruments. By.itself, it is purely 
-computational; direct control of the peripherals is 
exercised by other software modules, analyzed in the 
following two sections. 
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4.5 Peripheral Drivers 
One of the most powerful applications of the modular 
concept in software design lies in the area of peripheral 
control. Several sections of. the executive, notably the 
test routine, frequently r·equire the services of the 
peripherals to gather or output information, and to set 
in motion various electrical or mechanical operations. 
The exec can operate most efficiently if the responsi-
bility for such operations can be relegated to a team or 
'resident experts,' each skilled in the details of fully 
' 
controlling a particular peripheral. In this way, the . 
calling pr~gram is free to concentrate on its own 
specific duties in the testing operation, and can be 
independent of the particular hardware carrying out its 
requests. · 
All subroutines associated with one peripheral 
device, capable of directing every conceivable operaticn 
\, 
within the capability of that peripheral, together form 
an eiltity known as a Eeripheral driver. 56,59 A basic 
principle of all drivers is that they must present a 
common interface to the routines using them, in order to 
provide device-independent operation. Moreover, the 
driver •stands alone• in supreme jurisdiction over its 
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peripheral, an~ therefore becomes available as a pas~c 
. . 
software module for any system containing that peripheral. 
In this section, we will pursue techniques of formatting 
the· drivers to meet these objectives. 
Each driver is expected to handle 1 ts- device under 
interrupt control. When called, it merely initiates the 
action requested, by setting the device control registers 
. 
appropriately. It then sets a wait bit to indicate that 
action is under way, and returns immediately to the 
calling program. The resultant interrupt will later 
return control to the driver, and if more action is 
needed to satisfy the request, it again initiates a 
transfer and returns to the point of interruption. When 
the request has been satisfied,· the wait bit is 'cleared, 
and control is returned to the program at an address 
. '' 
,. 
, ' ., -i - ... 
supplied at the time of the call. With such an interrupt-
driven design, the ca111ng program is free to carry out 
other operations until the driver signals completion 
by returning to the address supplied. If it chooses, 
the program can also check the wait bit to test for. · 
completion. 
It falls within the responsibility of the driver to 
test for any errors that may have occurred in the 
,. 
--
·-
-~,c" c•••---·· -.- ••. ". peripheral after each transfer, and to attempt to correct . 
. " 
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them if possible. Device errors can be handled in two 
ways. With some, such as parity or timing failures, 
recovery attempts can be programmed into the driver 
itself. When 1 t sens.es an error beyond its capability 
to correct, the driver must indicate tha~ outside help 
is needed, either by setting an error bit or calling a 
common error routine. This would be the case, for 
example,· if a physical end-of-tape were sensed during a 
write operation, requiring operator intervention. 
The fact that the driver 'initiates device action' 
does not necessarily imply that it issues the required 
machine-language I/0 instructions directly. Certainly, 
this is a valid possibility that is often done. However, 
1n a system involving a constant flow of I/0 information, 
, 
and particularly one with the need for multiple priority 
levels, there is a better solution. More efficient 
overlap of I/0 operations will result if the actual I/0 
transfers and the priority control take place within a 
common group of 'I/0 routines. ' The advantages and 
implementation of such a scheme are· the subject of 
Section 4.6. Regardless of the control method chosen, 
it is still correct to think 1n terms of the driver as 
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the director of all device actions requested by the 
program. --· · 
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There are numerous ways in which the designer cari 
implement the driver concept in the software. To 
illustrate one successful method, the following para-
graphs descrfbe the calling format and driver structure 
developed for the CTA system. Befor·e ae·c1·d:1ng- on a f1na1 
-
format, howe:ver,. the designer should consult detailed 
descriptions.of other estab1ished driver structures such 
as those presented in References 56 · and 59. 
In order to provide the control parameters for the 
, operations of a peripheral, the calling program must 
prepare a list in some standardized format, from which 
the driver will draw information defining the request.· 
The calling program then provides a pointer to this list, 
by which the driver can locate the control arguments. 
If'the driver must also return information to the caller, 
it can then place it 1n the list via this pointer. 
A simplified format for such a list is shown in 
Figure 4.3. Before calling the driver, the program loads 
information in the list :Immediately following the sub-
-
routine-calling instruction, It is then the responsibility 
ot the driver to return contro1 to the location 1mroed1-
ately below the list (CONT). The last entry in the list 
is the address to which the driver will eventually return 
control ~f:ter fully satisfying the request, which might 
. 
- . 
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MOV DATA, LIST 
;. 
''11,. 
__ :, 
~ ... 
.[ 
; Calling program 
places 
l • 
:r: 
• 
• 
• 
; C·ontrol parameters 
in list 
.• '! 
• 
CALL: JSR DRIVER 
LIST: IErrors I Unit #I Function # I 
; Subroutine call 
to dr-iver 
; List is placed_ 
(Argument #i I ; :Immediately 
• 
• 
(Argument #n. 
DONRTN: DONE-REI'URN-ADDRESS 
CONT: program continues here 
; following sub-
; routine call • 
FIG. 4.3 - Simplified driver-call format 
involve numerous interrupt-driven transfers. One advantage 
of this format is that the processor will automatically 
store the address of the top of the list, since this is 
the normal return address for a subroutine call • The 
driver must then increment that address to indicate the 
proper point of return {CONT). Another advantage lies 
. 
1n the convenient documentation resulting from this 
format: all information regarding a driver call is found 
together in one area of the program listing. Indeed, the 
11st itself could be assembled in the required format if 
~ts content will not vary. 
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In order to conserve storage, one may be tempted to 
reserve a common listing area to be shared by all calling 
ro.utines. However,. the list must then remain unchanged 
until a driver- has· completed the operation requested, 
so only one driver could be in operation at a time. 
Since this would eliminate the ability to efficiently 
overlap I/0 operations, it should be avoided. For con-
current operations, separate list areas must be provided. 
' 
Notice that the first word in the list supplies key 
information regarding the nature and status of the 
request. The 'FUNCTION#' specifies which operation is 
desired. A measurement peripheral, for example, may be 
capable of many functions : 
, 
001 
002 
~~ 
Measure DC voltage, 
Measure DC voltage, 
Measure AC voltage, 
Measure· AC voltage, 
etc. 
filtered 
. 
unfiltered 
filtered 
unfiltered 
The •UNIT #' a11ows one driver to serve several identica-1 
peripherals, each assigned a different n'UlD.ber. Test 
systems common1y contain several bias supplies which 
can be handled in this way. The 'ERROR' bits are used 
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by the driver to identify errors which it was unable to 
correct. subsequent arguments provide such information 
as the measurement range (10, 100, 1000 volts, etc.) or 
the output.magnitude desired from a signal source 
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(5.2 volts, etc.). If the peri:gheral is one that returns 
data to the calling program, space is reserved in the 
argument list for that purpose. 
For complete standardization, the identical list 
format and length could be used for all driver calls, 
.even · if s-ome require fewer · arguments than others. Because 
. 
efficient utilization of memory became a significant prob-
lem in the CTA system, this degree of standardization was 
not used. The format of the first word was kept similar, 
but the remainder of the list contained only those 
arguments necessary to define the operations of the 
related peripheral. This was somewhat inconvenient at 
' 
· first, but presented no major problems. It is not a 
·recommended technique, however, since it does complicate 
the documentation, and tends to make debugging and 
modification more difficult • 
The technique of placing all arguments directly in. 
the 11st, as shown in Figure 4.3, is· adequate if the 
number of words in the list is relatively small. Some 
peripherals, and particularly· terminal dev·1ces. such as:~· 
teleprinters or keyboards, may require a large list to 
serve as a bu~fer for the transfer of data. The appear-
ance of such a buffer directly in the mainstream of the 
. 
program could prove rather awkward. In such a case, a 
' . 
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better calling t'ormat would result if the arguments of 
. ' 
Figure 4.3 were replaced by two entries: one containing· 
the address of the data buffer, stored in some other 
convenient area of memory, the other containing the numb.er 
of words to be transferred to _ or :from the buffer. 
Once a suitable dr:tver·-call format has been estab-
11shed, it is desirable to develop a standard format for 
the drivers themselves. The first section of the driver 
should contain a table of information on the nature and 
capab11ities of the device it represents, and entry 
points to each of its subroutines. The function specified 
in the first word of the calling list :ts then used to 
determine which subroutine must be executed to satisfy 
the request. The first word of this 'driver table' 1:s , , , . 
the'main link between the calling program and the driver. 
After preparing the parameter list, the calling program 
places a pointer to the list in the first word of the 
driver table. The called driver then uses this pointer 
to access the entries :ln the parameter list. Notice 
that this word can also serve as a 'driver-busy• indica-
tor. When 1 t contains a list-pointer, the driver is 
\') 
assumed to be busy. When the driver's task is done, this 
word can be cleared to show that the driver is ready to 
accept another request. 
'l 
h I 
.·.- . ,· 
, ~- . , •. ' 'I, ,' ' ·. ; 
-. 
. ' . 
. ' 
' . ',., 
J ,' ,. ; , ........ ~'~ ~ '•• •. 
.. ' 
.. ' .. 
1,. \ .,, . 
, . 
·' 
. ' 
'_·· .... ,- '' . 
, . - , , 
~- --------··-------------
' ' 
. . . 
131 
• 
i 
i: .: 
' 
\:' ) . 
I,· 
,. ·, 
,·. 
i. 
f- • 
;~ .- I' 
· .. : .. M, ••. - - . 
r- --
.  . 
• 
,. 
· .. 
.. 
. ,-. 
- ~- - ' .,. . , .. ,., •' . 
.. ·, . 
' 
ti 
. .. 
' 
The driver should be ~ree to use any of the genera1 
processor registers (accumulators, status registers, etc.). 
If their contents are of value to the calling program, 
it must save them by copying them in an area of memory 
not used by the driver, before making the call. They. 
are then restored at the point where the driver returns 
control to the program. While servicing subsequent 
1.nterrupts, the driver itself is responsible for saving 
and restoring these registers, since they may be vital 
to the program being interrupted. 
As mentioned earlier, the driver returns control to 
the calling program as soon as it has initiated action 
in the peripheral, and an interrupt is pending. The 
· program may then choose to wait or continue processing 
until the driver signals completion by transferring con-
trol to the •done-return' address supplied in the parameter 
list. Prior to this, the program must not attempt to use 
the data being read in, or to refill the output buffer, 
since the operation is,incomplete. The nature of the 
routine at the 'done-return' address will vary with the: 
peripheral ·1n use, but the driver always gives control 
to this routine for one of two reasons: either the 
request has been success:fully carried out, or an error 
occurred which the driver could not correct. It is the 
. . 
.. .. . 
. 
. 
• ·-\.-">, . ., c,c .. -:'>-',',--\ ~ e-' 132 
,,,.: 
. . . 
. " 
. , . 
'• > I 
' 
,•f-. I 
.. ,-·,;._, . 
··- . 
. ,. 
··•·· ' 
., 
;,,: 
I. 
• ;· ,s' ' ... 
', 
.' .~ .· . . ' 
,- '" • .,.-,···;··--;~.c .... -.:, •.,,-.,,~.a-,-..;','•·:··.~·.-:··, 
• . 
• 
.. 
... ,. .. 
I ' 
,· 'i 
.. ~-:-· 
. ., 
·!-. 
.. 
.... •,. 
... .. -~ 
' ... 
, I 
; I), 
., 
...... · 
responsibility of this R~URN routine to check the 
information supplied by the driver, including the error 
bits in the first word of the parameter list, to verify 
satisfactory operation or initiate subsequent corrective 
actim. 
Finally, since the driver should stand as an 
I independent software module usable in other test systems, 
the format in which the driver is stored should be 
planned accordingly. The designer may wish to hold it 
in binary, loadable form and attach it to the exec at 
load time, rather than re-assembling the·source coding 
with every program using it. The only problem then is 
that the start address must be known, or can. be determined 
.by the program. One obvious solution is to assemble the 
., 
driver at a fixed location in memory. Then each call is 
simply made to the fixed start address. However, this 
becomes a nuisance if the program must be written to 
. avoid the area dedicated to the driver, especially if a 
number of such drivers are used. A superior method is 
to keep the driver in 'relocatable·• form, so· it c·an be 
inserted where convenient. 
turers provide·means by which this can be done. Some 
allow position-independence by the addressing modes. 
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available at the machine-language levei.57 Others 56,57 
permit relocation thro11gh the use of relocating 
assemblers, linkers, 
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4.6 I/0 Control 
The handling of input/output transfers is perhaps 
the most important function of the test· system executive. 
In order to control the peripherals properly, there are 
a number of cap.abilities these rout:ines must posses~. 
First, they must be able to receive requests from the 
. 
drivers to READ and WRITE data, and to perform status 
.. 
checks on the peripherals. They must decide on the order 
in which requests will be handled, and the priority level 
at which all I/0 operations will be executed. The 
appropriate commands must be issued to initiate I/0 
· activity, and the supsequent iterrupts must be _handled 
quickly enough to avoid any loss ot· data·. The following 
discussion will develop m~ans of implementing these 
., 
capabilities, and should clarify the concepts of 
•interrupt-driven' and •ov,erlapping' I/0 mentio~ed --
earlier. 
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4.6.1 Priority Control 
The least complicated way of performing I/0 operat:ions 
would be to use the programmed data transfer method de-
scribed in Section 3.2.4.2, illustrated in Figure 4.4. 
This method gives the program absolute control over the 
peripherals, since it services them only at pre-planned, 
. 
predictable intervals. Unfortunately, such a program is 
grossly inefficient. During the time spent in the wait 
j," ··- ,.. ' 
loop, no productive work can be done. This technique 
would be acceptab1e only in the more primitive systems, 
1n which only simple sequential operations are necessary, 
. and little processj_ng is required • 
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An executive~s far more efficient if the bulk of 
the processing is µiitiated (driven) by external events, 
instead of by the program itself. However, there may be 
a wide variation in respons·e time of the peripherals, so 
some mechanism is required to prevent the random arrival 
of interrupts from causing chaos. Thus, we need a 
priority control scheme to establish the order in which 
requests for service will be honored, since some tasks 
are inherently more important than others. Also needed 
is the capability to allow less urgent tasks to be inter-
rupted when something more critical comes alorig. 
As we saw in Chapter III, there are several types of 
interrupt structures available in minicomputers, some 
requiring that priorites be established in the -software, 
' . 
·• 
... 
:. 
- ·- ---------------
and o~hers with automatic hardware priority. Regardless 
.of the structure, we can make some simplifying generaliza-
tions that apply to any. I/o· software. 
In most systems, an I/0 device desiring the attention 
of the processor 'requests ' t.o interrupt exe·cution of the· 
• .. 
.~ ~--~-
. . . 
., 
'r, r • • 
-- -~- - ..... -.,-·-··· ·-----.. ---··-----f"-· ... · --~----' ' - '·. ',_ - . 
program currently in progress. · If honor_ed, control is 
abruptly· transferred' ( •vectored' or 1 tra'j;>pea·1 ) to.· s·onre: 
specified ·address in the executive. A list of these 
transfer addresses is usually held in 'lower core,• ·with-
', ·•:) ' ( 
•, ' 
1n the first few hundred words of memory. The CPU or 
137 .. 
. - ' 
'i~--··-· ....... ~---·, ....... ·,. ' ·,'. 
. . . 
•. 
·', , .. 
. •. 
. . ' -
. . ' ' . 
, ', . 
1. . . •. . . . 
,.'•. 
. , 
~ . ' ' • 1·' • 
. ·- - - - -:,--.. :····-·: :~,:.. ...... -.. --~ ~ .. .,.:..-,.-.:- .- ·.--·- ·- _ _, > 
' . . 
.. ·· .... -·,' : ~ ., -. 
'. . l',;.. 
' . 
. . ' . ' . 
· 7"1 '. _ .' . .'~··· ,.• ', .. : ... ··. ·· ....... ' ·-ro·, ., .. ' "· '·, · ... , .,· .,'. .. _ ...... · ........ .,.. .. ,-. ... '::': ............. '::.._...:~.: ....... ~,. .... ,,, ..... . 
. , . 
. . · ·;. ·, ' 
_,,, 
. I 
•.. 
-. 
·'' . 
. 
·~. • ·-··-- •·• ~ ....... - __. .... ---· ~~ .. ._. ·- • ·'l=--7"-~~ --- ~ 
·, 
<I:,.. 
~ 
the software must insure ·that all reg:Lsters defining _the 
current state of the machine are preserved, and the 
appropriate service routine then responds to the interrupt. 
The sequence of events from the point of interruption 
to the resumption of the interrupted process is illustrated 
in Figure 4. S. 
• • 
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Fig. 4.5. Timing of Interrupt Process. 
I 
The difference between th.e t.otal. time (~0 to t 5_). and 
the time spent in useful service to the I/0 request 
(t3 to t 4 ) is. the overhead, indicated by the dashed l"ineS'~ 
The smaller the percentage of overhead, the larger will 
. be the number of peripherals that can be handled before 
· the system becomes saturated, i.e., when interrupts occur-
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faster than the executive can service them. Obviously, 
,, 
.a prime target in reducing overhead is the response time. 
The minimum response time is largely dependent on the 
processor's interrupt structure, which we can illustrate 
by comparing the software requirements of two of the more 
common structures. 
In a computer with a wired-priority interrupt system, 
each I/0 device is attached to one of several hardware 
levels of priority. Assuming level N has been selectively 
enabled by the program, an inter~pt request occurring on 
that level will be honored immediately by the CPU, but 
' 
.only if the computer is processing at a level lower 
than N.. It is not honored 1:r the processor is running 
. •.. 
·-- ,.....-~ ::-:, :--~-. _,....,. "· ... , .. __ -
', ' 
----- ···-- · -· .· on the same level., or higher. With th:Ls structure, the . ..... ··:-: ~-- .,;.,. - ·--- - -- -----· 
·· .. 
... ' • .. · •· - . , .. "• .. 
pr:Lority-determining portion of the response time (period 
to to t1 in Figure 4.5) is effectively eliminated, since 
the program can simply 'block' less important operations 
. 
by moving to a higher level. In s·ome processors, s.uch 
as the PDP·-11, the processor• s priority can be manipulated 
.... --
directly under program control. 55 Even. i·f'. the I int-e--rrupt:-· 
enable' and 'flag' bits on an I/0 channel -are set 
(Figure 3.1)., the request w111 be locked out until the .. 
.. , . 
. ,,_. 
~---·----··· 
,, r ·, 
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processor 1·s dropped below that level.· This p.ermits an----"--.·~~---:---~-
interrupt to be serviced at any desired level above or 
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d 
below the hardware level at which :lt occurred. Other 
minicomputers allow the program to change level only 
~directly. To 'pull itself up' in priority, the pro-
g,ram must store the state of each 'enable' bit below 
the level it wants to attain, then clear them. When it 
wants to drop down again, it restores those bits to their 
previous state.· The response time of this indirect 
scheme is thus longer than the more sophisticated direct 
method. 
In the party-line interrupt structure, there is only 
one level of hardware priority, so only the entire struc-
ture can be enabled or disabled. Different priorities 
. can be assigned to each periphera1 with a priority control 
. routine- in ~rder to generate a so:ftware equivalent of the 
,• hardware-priority structure, but the result is a con-
siderable increase in overhead. We can at 1·east min:Jro:1.ze 
the response time by :following some basic guidelines. 
As we saw earlier, interrupt-driven systems perform 
as much processing as possible with the hardware inter-
rupts enabled. This · is e~peciall-y important in- party-line 
systems. With only one priority 1evel, there is· no way · 
or telling how important an interrupt request is until 
•, 
_the software identifies the device making the request.·. 
Thus, every -request must be honored as quickly a~ 
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possible, since any task more important than the one 
being executed is entitled to immediate service. Un-
happily, this means that even a low-priority interrupt 
steals time from the service of a higher one, at least 
long enough for the priority control routine to record 
the fact that the lower one occurred. 
There are at least two essential ingredients :1n a 
software-priority control routine. One is the 'po1ling 
sequence' described in Section 3.2.4.3. It interrogates 
each peripheral in turn, usually in decreasing order of 
priority, to find out who caused the interrupt. During 
this time, the interrupt structure must be completely 
. disabled. When it finds the interrupting peripheral, 
.. the second phase of the operation goes into effect - that 
of maintaining a list of waiting tasks. If' the. interrupt 
was of higher priority than the current task, the address 
at which the current task was interrupted is placed in 
the 11st, and the interrupting device is serviced 
1mmediate1y. If the interrupt was lower in priority, 
the address of its service routine is place.d in. the 11$-t, ... 
and execution of the current task resumes. The. list 
should be kept in · increasing order or priority, on a 
.. · last-in-f'irst-out basis, with a pointer to the last entry~ 
An example of such . a list is shown in Figure 4.6 • 
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As each item is added,. some 'juggling' (re-ordering) of 
the entries may be necessary to keep th.em in. increasing 
order. As soon as. this overhead is done, the interrupt 
• 
structure must be enabled 1mmediately before control is 
., 
transferred to the return address·. Notice that the list 
has a maximum length, equal to the number of software 
priority levels defined in the system •. 
,i. 
•.. 
Whenever the priority control program allows 
int~_rruption of the current task by· one of higher pr;ority, . 
it is necessary to record the present _,state' of the 
ma.chine so that it can be properly restored when control . ' .•.. ' 
_.-: ., . returns .to the interrupted task •. This involve·s storing ·. 
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the contents of key registers in a table of saved re-
e;isters, with a block of entries for each co~responding 
entry in the 1ist of waiting tasks. It is common practic·e 
to place the responsibility for saving and restoring 
these registers within the interrupt service routine it-
self. This ~ollows from the fact that the designer knows, 
when the servic.e routine is written, which of the general-
purpose registers w;tll be used by the routine; so it is 
only necessary that those registers 'disturbed' by the 
routine be saved. 
Depending on the type of processor, the following 
information may need to be preserved in such a table: 
Accumulators 
Index registers 
Program counter 
Program status words 
~ .. Processor status registers 
-
I 
. In addition, it may be convenient t.o save a few other· 
memory locations in the table. Then all routines can 
safely use that area f'or temporary storag·e without the 
danger of having them destroyed by higher-priority tasks. 
-With this technique, routines can be made re-entrant with·. 
a minimum o:r complication. 
. ' .' . 
The p.rocess o-r maintaining these. tab'les, and thus· 
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with stacking capability, such as the PDP-11. In fact, 
it is often convenient to combine the list of waiting 
tasks and the table of saved registers in a single stack, 
as illustrate(! in Figure 4. 7. 
sr11e,x1N s. 
/)JP.EC110N 
(J:HC!l&A SING, 
PA/e>lllTY) 
Fig •. 4. 7. Stack Structure for Interrupt Handling. 
. -·, 
:•Push~down' instructions allow each routine to preserve 
I 
essential data on the stack. Since this elin).inates th·e 
need to copy the contents of common memory locations to 
_J_' - . 
and from a table of saved registers, there is a significant · · 
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saving of overhead within the priority control program. 
There are obviously a number of refinements and 
alternatives that can be developed for priority control. 
Yourdon 46 presents a through discussion of priority 
control and other I/0 routines for those who wish to 
pursue this area in depth. 
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4.6. 2 I/0 Routines· 
Up to this point, our concern with I/0 routines 
focused· on priority control schemes needed to prevent 
confusion within the executive as a result of·~ the random 
arrival of interrupt requests. Since the I/0 routines 
themselves are the source of much of this potential con-
fusion, it is important that we examine their -:function 
and attempt to outline a general structure ~or this 
portion of the software. 
The ~r./o routines• of interest here exercise sole 
control over the actual transfer of data with their 
respective peripherals. The peripheral drivers, or any 
other section of the executive requiring information to 
be transfered to or from the computer, should allow these 
.routi.nes full responsibility for co-ordinating I/0 
activities. It is often tempting to have the drivers. 
execute their own machine - language I/0 instructions, 
but there are several dangers in this approach: Without 
organized I/0 control, the executive may lose the oppor-
tunity to efficiently overlap I/0 with computations. 
Also, t·here is no check on the legality of a driver's 
direct I/0 call, which might be· in conflict with another 
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I/0 operation that happens to be in progress at the same 
time. 
In rec.ant y..ears, s·everaJ. minicomputer manufacturers 
have developed rather sophisticated I/0 control routines 
which can be incorporated into any system s·ortware as 
p.re-pack·aged subroutines. They are usually included in 
the general support software supplied with the machine, 
and are variously called the 'I/0 Executive ' ( !OX f31 
or the 'I/0 Controller 1 ( IOC). 58 It is recommended 
that the test system designer make full use of these 
packages when available, since they generally make very 
efficient use of the particular processor, and can-save 
. a great deal of time and effort in the design of .,the 
.system so:rt .. 1are. 
The I/0 routines are responsible for several major . 
functions. They receive requests from· other routines 
in the form of READ or WRITE macros, and process them. 
They also control the peripherals, issuing the proper 
machine - language instructions, handling resultant: 
interrupts, and checking for errors. Simple errors can. 
often be rectified by having the I/0 routine its·e1r· 
re-try an operation. With more serious errors, it may 
be better to· return identifying information to the 
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calling routine, so that more extensive analysis can be 
performed while the I/0 routine goes on to service other· 
calls. 
There are two basic macros for performing I/0 on all 
peripherals. Although sometimes represented by different 
mnemonics;they have the same purpose: READ and WRITE. 
The READ macro inputs a logical record from a specified 
device to· some designated memory area {buffer), whereas 
the WRITE macro performs the opposite ~ransfer. In-
formation regarding buffer size and location, and peripheral 
identification, is generally specified within the READ/ 
WRITE macro format. In the IOX routine on the PDP-11,57 
an input transfer from the keyboard is conveniently 
. 
. 
terminated either when the input buffer is full, or when 
the operator strikes a terminating character (e.g., a 
carriage return). Buffer size and format are speci~ied 
in a 'heading' at the buffer location, so that only the 
buffer address and the device need be identified at the 
point of call. 
Functionally, there are two types of. programs within 
the I/0 routines: one which puts requests into a queue, 
called a trap handler and one which takes requests 
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called the interrupt service routine. The trap handler 
performs several operations upon receiving a call from 
another routine for I/0 service. It must r·1rst ensure 
that the request is legal - checking that the requested 
device is not already busy, that th·e buf'fer· format is 
legal, and so on. Second, it places the request 1n a 
queue, to record· for the interrupt service routine the 
fact that interrupt requests are now legal from that 
, ... -.......... peripheral. Next, the trap routine starts up the device, 
., 
initiating the transfer. Finally, it sets a bit to 
indicate that the device is busy with a buffer transfer, 
and returns to the· calling routine. The calling routine 
~---- .- -
can then continue processing to the point where it is 
forced to wait for the completion of the I/0 operation. 
After the trap handler has initiated the I/0 
,, 
operation and returned control to the calling routine, 
interrupts will subsequently occur with the transfer of 
each wora to or from the peripheral. In the case of a 
. . .•, 
WRITE operation, the interrupt indicates acceptance of 
the data by the peripheral, or completion of a specified 
device action. On a. READ operation, the peripheral signals 
with an interrupt each time it has data avai;Lable for input. 
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In either case~ the :lnterrupt request is handled through 
' 
the priority control structure discussed in Se~tion 4.6.1. 
When an interrupt has been honored and the device 
identified, control is transferred to the interrupt 
. 
service routine with the interrupt structure enabled. 
The routine first saves any registers that it intends to 
use, as desc·ribed in the previous section. These will 
later be restored before returning to the point of 
' 
.interruption. It is very important that the service 
routine then check to ensure that the interrupt is in-
deed in response to an earlier I/0 request. Any system 
might occasionally receive 'spurious' interrupts, which 
could send the service routines into a frenzy of useless 
activity if no such check were made. By keeping a 'flag' 
bit to indicate that an interrupt is expected, the service 
routine can teJ 1 whether to respond to, or ignore, an 
interrupt. The service routine must then verify the. 
successful completion of the transfer by testing various 
f1ags or status bits to see that there were no errors. 
If an e.rror occurs. that is beyond the capability of the~ 
service routine to correct, it should set appropriate 
error flags (the buff'er header is a convenient place 
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tor these flags) and terminate the I/0 operation • 
Assuming no errors.occurred, the service routin~ checks 
. l . 
a counter to1 see 1:r all 11words specified by the calling 
routine have yet been transferre;d to or from the buffer. 
If there is more to be·done, it immediately initiates the 
next transfer, restores the general registers, and re-
turns control to the calling routine. 
As mentioned before, the whole purpose of designing 
the I/0 routines in this way is to enhance system 
efficiency by overlapping I/0 operations with computations. 
The routine calling for I/0 serv-ice can continue executing 
beyond the point of call (while being interrupted inter-
mittently for each I/0 transfer) until it reaches a 
point where it cannot proceed without comple~ion of a 
previously-requested I/0 operation. This might be the 
case if the program wishes to make a second call for 
I/0 on the same device before the first operation is 
completed, or if it needs data from a measurement device 
before it can perform any more computations. With 
proper planning, both situations can be resolved within 
the I/0 routines themselves. In the IOX program for 
1:f a second READ or WRITE operation is 
·, 
.... ' . -· . - .-. -- ' , .. ''· _, -. 
• _r1 ' -~ ' 
• ',\t 
- - ' I • 
. . 
. 
' 
,.-
• i.. . IJ 
:J' ; ' 
" .. •. .. 
.. 
.l ''. 
• ". .I• . 
• ," ·• • • r • '~- ' 'I •• - ,, • ,..- ~ 
.a 
' --;:: - ~-. , "--= . 
.. .• -
-.~ :- ) 
1'' ". " 
:_ .. 
... 
. ' .... 
-.-~ 
- . • .. 
• i 
.. 
' 
I • 
.. 
. : ; 
(. 
., 
.. ,: 
" , 
.. 
. . 
,. ' : ·r 
.- -< ~ •, .. 
j_ • 
:. ~ . 
I i 
·1 · 
• 
. 
.... 
...... -
• 
• 
·. l .··' 
. . 
' ... , ... ' 
. l 
requested before a previous sjmilar operation is completed, 
IOX will not return control to the calling routine until 
the first operation is done, and the second one initiated. 
This "effects an automatic wait without requiring the 
calling routine to perform any status checks itself. 
Since such a wait condition could result in a 
considerable waste of time, IOX provides several con-
ditional macros that allow control to be returned from 
-the calling routine to a point where more productive 
processing might take place until the I/0 operation is 
.done. One of these is the WAITR macro (Wait, Return). 
When IOX receives this call, it tests the status o:f the 
peripheral specified. If it is found idle, control 
simply returns to the instruction following the WAl'l'R. 
If busy, IOX transfers control to an address specified 
within the WAITR macro. Similar action can be achieved 
with the READR (real-time read) and WRITR (real-time write) 
macros. These axe used when the designer wishes to have 
lOX transfer control to a specified location immediately 
upon completing an I/0 operation. 
In the process of creating his own I/0 control 
' 
routines or using those supplied by the computer vendor, 
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the designer must be constantly aware ·of the consequences 
of priority - level changes that will frequently take 
place. When transfer of data is occurring, it is de-
sireable that the interrupt service routine operate at 
the. priority level of the peripheral be·ing ·serviced. 
However, the calling program should also be allowed to 
run at its own priority level, so the I/0 routines must 
carefully return control to the same level on which the 
call was made. Notice also that a calling routine 
executing at a higher level than that of the peripheral 
on which I/0 is requested, will itself block any data 
transfers until execution is dropped to a level below 
that of the peripheral. 
Since the success of the test system rests heavily 
OJl the desig~ of the I/0 control software, it is in the 
designer's best interest to pay close._.,attention to this 
-
area of the executive. Additional design information 
• 
will be found in References 46, 57, and 58. 
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4.7 Utility Routipes 
The need often arises within any system executive 
to perform routine mathematical computations and other 
data manipulation. If a similar operation 1.s required· 
at more than one point in the program, it ·is advisable 
to create a. common subroutine (a 'utility• routine) that 
can serve any section of the program requiring that 
operation. Included in this group would be 1routines to 
perform mathematical calculations (either integer or 
floating-point); formatting routines to convert BCD data 
to binary, integers to floating-point notation, or ANSCII-
coded numbers to b~nary (and conversely); and in general, 
any- routine serving the common needs of the other major 
sections of the program described earlier in this 
chapter. Although they are not immediately involved with 
interrupt handling, we will assume they can be called by 
the interrupt service routines. Thus, the utility 
routines (at least those called during interrupt servicing) 
must be kept re-entrant, since one might be interrupted 
. 
by a peripheral whose service routine itself requ:ires the 
use of the same interrupted utility routine. 
There are a few important guidelines to follow 1n 
developing utility routines that are callable from any 
' .. 154 
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point in the executive, at any time, without danger of 
creating chaos. One is to provide a standard calling 
' 
format, as we did for the peripheral drivers. ·Another 
is to have each utility routine save th.e contents of the 
accumulators and other general-purpose registers that it 
will use, then restore them before returning to the 
calling routine, Finally, an effect·ive scheme must be 
devised to allow re-entrance. 
The ,calling format ~s of particular importance 1n 
cases where the calling routine has data stored in some · 
known location, upon which it wants a utility routine to 
operate. We will call this the •source' data. After the, 
utility act.ion. is complet.e,, ,i.t_ .. t$., ne.cessary that the ........ , ......... - .... .. 
results be placed at some 'destination• readily accessible 
,. 
to the calling routine. If a11 source and destination 
data consisted of only a word or two, we might standardize 
on a format that places the data immediately_ after the 
call statement, in the :form: 
CALL: 
- · SRCIJ.rA: 
JSR UTIL1 
source word #1 
; subroutine call 
DSTIYI'A: 
. : 
. •. 
; 
s • 
' ~ : .... 
. . "' . 
., 
. .. 
-
source word #2 
destination word #1 
destination word #2 
utility routine returns 
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However, the number of data words may vary widely from 
., 
one util~~Y routine to another. Floating-point notation ,/ ~ ... . 
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often requires three or more words to represent a single 
datum, whereas a binary-to-ANSCIIconversion (used to 
prepare a telepr.inter output buffer, for example) may 
require a destination of ten ar more words·, depending on 
the desired resolution. Use of the above scheme might 
thus lead to a special calling form.at for each utility 
routine. 
A better technique that will accommodate source and 
. 
destination files of any size involves the use of 
pointers to the data, rather than including the data 
itself in the calling format: 
CALL: 
SRCADR: 
DSI'ADR: 
REI'URN: 
JSR UTILl ; call 
source-file addr 
destination-file addr 
control returns here 
In·this case, the address of the first word of the source 
tile is placed after the call statement, followed by the 
address of the destination file. Now the call~ng routine 
can place the file itself in any convenient area of 
memory. Each utility routine could be written to always 
deal with fixed file lengths at these addresses. Greater 
flexibility is afforded, however,_ if an end-of-file code 
is devised for those cases where the file length can 
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vary (such as a source file for an ANSCII-to-binary con-
version)!_. Another variation on this· calling format 
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would be to place the file addresses on a stack, or 
'push-down list', to be •popped' off the list by the 
calling routine upon return from the utility routine • 
This is of no particular advantage unless the calling 
routine itself must ·be re-entrant, as might be the case 
if one utility routine is made to call others. 
The practice of saving the common registers whose 
cont~nt~ will be disturbed by the utility routine 
releases the caller from any concern over losing data as 
a result of the call. Although not always necessary, it 
is a good practice that will insure a high degree of 
modularity. Program modification and debugging are also 
simplified if all utility routines perform this service 
for the caller. For the sake of preserving re-entrancy, 
, 
the register contents should be pushed onto a stack at 
the beginning of the routine, then restored to their 
original state before returning control to the caller. 
We have already mentioned one of the requirements 
for allowing re-entrance of a utility routine--that of 
saving the contents of the common registers on a stack. 
Another requirement is that the return address to the 
calling routine also be saved on the stack. Care must 
be taken to insure that an interrupt will not occur 
between the time that a call is made and the return 
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address has been safely stored away. If an interrupt 
should occur during this critical time, and the 
.... ,.: ·'~·-·· 
· associated service routine itself calls the utility 
routine, the original return address. will be lost, with 
possibly disastrous consequences. In machines with 
stack architecture~ there is no such danger, since the 
. 
CPU automatically stacks the return address concurrent. 
with the execution of a subroutine-jump instruction, 
I 
. 
· and at the occurrence of an interrupt. Non-stack machines 
generally inhibit interrupts during a subroutine-jump 
I (or at least an indirect jump) and one·instruction beyon~ 
that. This allows the program to disable the interrupt 
system long enough to safely store the return address. 
Most minicomputer manufacturers maintain a library-
, 
ot general-purpose utility routines, including math or 
floating-point 'packages,' and general format-conversion , 
" 
routines. Copies are often supplied in source and object 
form among the standard support software included with 
each machine. It is strongly recommended that these be 
used where applicable, provided they are well document·ed · 
and enjoy the support of the ·vendor's software staff. ' ·.· 
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Of course, the processor must contain sufficient memory 
to include these routines in the executive. The vendor 
- . 
. can supply speciric information on memory size and 
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allocation (stack space required, re1ocatabil1ty, etc.). 
One example of a well-designed utility package, which 
also offers the user a ehoice of cal1ing formats, 
found in Reference 57. 
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4.8 Editing 
Now that we have outlined techniques for overlapping 
I/0 operations, and the concept of interrupt-driven I/0, 
we have the ne.cessary means for implementing an on-line 
editor to allow manipulation of the job library while 
testing is in progress. The editor is a collection of 
subroutines (or a program·with multiple entry points, 
.depending on one's outlook), each designed to respond to 
one o:f the editing instructions entered by the operator 
at run time (per Section 2.2.2). The system-language 
interpreter decodes the instruction, then transfers 
control to the proper editing subroutine through its 
table of pointers, as described in Section 4.3. The 
, 
editing routine then carries out any subsequent •con-
versation' with the operator to further define the request • 
It does this · through WRITE and READ calls to the I/0 
routines controlling the operator's terminal. When the 
request has been fully defined, the editing routine 
makes the necessary changes in the job library, then· 
returns to the scheduling section of the executive. 
Since the I/0 routines are interrupt-driven, and the 
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teleprinter and editor run at a lower pr:1.ority le.val 
than the test instrumentation, all testing operations 
initiated previously continue at their normal pace. 
Editing operations are executed during the time ~hat 
interrupts from test peripherals are pending, and there 
are no more testing operations that can be carried out 
while the hardware is busy. Thus, the editor essentially 
runs 'in the background' , taking advantage of process 1ng 
time that would otherwise go to waste. 
In order to illustrate in greater detail the actions 
of the editor, and its relationship to other parts of 
the exec, let us use as· an example the execution of the 
PUNCH JOB instruction (Section 2.2.2) to copy a job onto 
punched paper tape. We will assume that "the system ·has 
been started and successfully initialized, and the exec 
has enabled the ·keyboard interrupt to allow operator 
input. The push of any key will then cause control to 
be transferred to the interpreter. It should be noted 
that the interpreter is essentially a peripheral dr.:tver., 
but unique in two respects. It must first inspect each 
. 
character to see if it is one of the system control 
' 
characters {for emergency shut-down or a change of operating 
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mode). When such a character is entered, the interpreter 
has the power to transfer control away from the routine 
that called it. For example, the PilliCH JOB routine 
must first ask the operator for the name. of the job to 
be punched. lfuile entering the job name, the operator. 
may suddenly find a need to stop the system. Entry of 
the appropriate control character will cause the inter-
preter to transfer _control to a shut-down routine, 
discontinuing the PUNCH JOB operation. Another unique 
aspect of the interpreter is that its peripheral, the 
keyboard, always has its interrupt enabled. This is 
necessary if emergency action is to be initiated with 
keyboard entries. Other drivers normally disable or-
ignore interrupts from their peripheral when it is not 
1n use. 
Assuming that the system is in the edit mode (as 
described in Chapter II), the operator types 'PUNCH JOB', 
followed by a terminating carriage-return. Upon entry 
of each character, the interrupt-driven interpreter 
in the encoding algorithm, a~d 
· returns control to the point of interruption. The 
l 
terminator causes a search of the instruction - code 
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list (per Section 4. 3), resul t·ing in a transfer of 
control to the PUNCH JOB routine. 
The PUNCH JOB routine sets a pointer to an output 
buffer containing the message 'JOB NAME?', and calls the 
teleprinter driver to WRITE the message. Once the WRITE 
is initiated, control returns to the point where the 
last keyboard interrupt occurred. When the interrupt-
driven v1RITE operation .is done, control returns to the 
PUNCH JOB routine via the done-return address, which it 
specified in its call to the teleprinter driver. A 
READ operation is then initiated with another call to 
the teleprinter driver, which proceeds in a similar 
manner to read the job name entered on the keyboard, 
storing it in an input buffer. When coritrol again 
returns to the PUNCH JOB routine, it performs a search 
of the library for that job name. Havlllg found it, the 
routine passes the address and size of ~he job record 
to the punch driver, which proceeds to punch a core :Image 
of·the job on paper tape. The punch driver eventually 
returns control to the PUNCH JOB· routine, again through 
its designated done-return address. Finaily, · another 
WRITE operation types an indicator to signal ·completion 
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of the operator's request. A single asterisk was used 
\J. 
in . the ATT system to indicate both the completion of 
the instruction and the :fact that the system was still 
in the· edit mode. 
Many of the editing' routines must perform considerably 
more processing than tnat described above. The 'WRITE 
JOB' routine, for instance, would be much more conver-
sational and would need to scrutinize many operator 
entries to insure a valid definition of each test. How-
ever, the principle is the same throughout the editor: · 
each routine calls the appropriate peripheral drivers to 
carry out all~ and WRITE operations on the teleprinter 
through interrupt-driv~n I/0 routines. Conversational 
instructions are processed with a repetitive sequence of 
writing a message, reading the operator's response, then 
i>erforming the necessary library manipulation or I/0 
operation after insuring the validity of the entry. 
Most editing instructions - LIST JOB, WRITE. JOB, CHANGE 
TEST, DELETE TEST, and the like - are mainly concerned 
with inserting, extracting,_ or altering library records. 
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library, and binary-to-ANSCII conversion fol' output on 
the teleprinter. The following section discusses the 
design of a suitable library format for efficient job 
storage. 
It shotlld be noted that on-line editing is very 
easily implemented in a software architecture based on 
overlapping, interrupt-driven I/0. It is unfortunate that 
some designers argue against on-line editing simply be-
cause they are either unfamiliar with interrupt-driven 
design, or have ·had a bad experience trying to make an 
editor run on-line in a software system that was not 
interrupt-driven. In a well-designed system, there is 
no valid argument against it, with the possible exception 
that additional memory is needed to accomodate the editor. 
, 
Even then, the added cost of memory may be far less than 
the· cumulative production time lost if all testing must 
be halted to simply edit the library. 
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· 4.8.1 Library Format 
of memory for job 
storage, it is advisable to convert the ANSCII-coded 
keyboard entries into a more compact binary· r·ormat·. Th& 
format chosen for a particular system will depend of 
course on the nature of the tests to be performed, the 
number and complexity of the peripherals, and other 
factors. 
Although the ATT system was designed specifically 
'·,. ; 
for transistor testing, its job format illustrates several 
basic techniques of' value in planning a test system 
library. Figure 4.8 defines the meaning of each entry 
in the job record. Notice that the first four words 
constitute a 'heading_' _for the job. They contain the 
job name, compressed into the first three words, plus 
a single word defining the number of tests in the job, 
the number of sort bins, and the type of transistor 
(NPN or PN'P ) • 
-- Since only alphanumer·1cs are permitte·d in a jol> 
name, six bits are sufficient to store each character·~-
When the operator specifies a job name in an editing · 
. instruction, it is these first three words that are 
. ' . •,·,: 
,· 
.. 
.. 
.. 
• 
.. 
. ./ 
II • .. : 
' ' . . 
. . . .. ~ . 
•. 
- ... -- ... - ---·- : ' .... ' ... ·- --~· ... ~ -,-- . ..-,-- .. 
.. 
'. .. ' 
... 
• • .- 1' ~ •• 
' . 
' ' . _ .. 
. ' 
- ..... --~~ '. ' - .' ~ : - .. ·. . -: - - --· -~'. -.· .. : . .. : ,_ - . 
. . 
. 
examined during a library search for that job. 
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·Fig. 4.8. Job Record Format Used if?. ATT System 
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Each test record has a fixed length (7 words), and 
supplies all parameters needed by the test routine to 
set up and perform one complete test. Here we can see 
how the nature of the entries in the test record de-
pends entirely on the type of testing performed, and the 
peripher'als involved. Two bias supplies are available 
. (designated A and B), with data specifying their output 
• 
magnitude and range. One measurement instrument exists, 
whose range is specified in six bits (allowing 64 possible 
ranges). The length of time for which the stimuli wi11 · 
be applied to a device before a measurement is made is 
-
specified in the fifth word of the test record. {In 
the ATT system, this entry is a count of the number of 
pulses of the system clock, which interrupts every 5 
milliseconds.) The range within which the measurement· 
must fall in order to pass a test is specified in the 
sixth and seventh words. 
At the· end· of the j,ob record, there is a three-
word entry defining each sort bin. Since a,maximum 
of 36 tes·ts are allowed within one· job, the,, 36 bits·1: 
in each 'bin record' spec.ify which· tests must' be passed·, 
in order to qua1ify for a given bin. A test that must 
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be passed is designated by setting the bit associated 
with that test number, as shown in Figure 4.8. 
·, 
It is significant to note that, although each test 
record is of fixed length, the job record can contain from 
1 to 36 tests. and so is of variable length. This allows 
maximum compacting of the library. If a fixed-length 
job record were chosen, sufficient storage space would 
have to be reserved for a full complement of 36 test 
records, plus a bin record for each available bin. This 
could waste a large amount of storage, since few jobs 
require a fu-11 36 tests, and many would thus conta:1n 
•empty' test records. 
With variable-length job records, a search of the 
library for a specified job name requires two operations 
, 
on each job. First, the job name (first 3 words in Fig. 
4.8) is compared to the specified •reference' name. If 
they do not match, the search routine must next deter-
m1ne the length of the job record in order to skip the 
correct distance to the first word of the next j·ob. This 
could be done by storing· the ·necessary offset· di-rectly· 
in the job heading. In·the scheme of Figure 4.8, the 
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,: 
search routine calculated .. the offset from the data 
stored in the fourth word: 
0 = 7N + 3B 
where: N ::: # of' tests 
B = # of bins 
. 
This was done to eliminate an additional offset word 
in each job heading • 
. This method of providing a. link in each record to 
access subsequent records is described by Yourdon 46 
as the 'linked-list technique' of file organization. 
It is only one of many from which the designer can choose, 
depending on the job record format best suited. to his 
system. 
The main advan~age of compacting the job records 
lies 1n the more efficient use of available storage 
, 
space. The effort may not be justifiable in systems 
with ample excess storage, or where the peripherals are 
programmed directly with ANSCII-coded data. Before 
deciding on a format, the. designer must therefore have 
a good understanding of the type of data that will be 
maintained in th~ librar!y., and the., type. of...,.access.e.s> 
that will be ma.de. 
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4.9 Documentation 
We now turn our attention to one of the most 
neglected, unpleasant, yet vital areas of the system 
development effort - documentation of the software. 
:,,. 
Too often, the novice designer considers the documentation 
one of the last things to be done. to 'wrap up I the job. 
This is a sad mistake, since proper documentation is 
necessary even during the early planning stag~s, long 
·before any programs are actually written. The electrical 
hardware designer would never consider building a complex 
circuit without first drawing a detailed schematic, then 
carefully checking and modifying it until he is sure the 
design works, at least 'on paper. 1 So, why should the 
sy_~tem designer think he can plunge 1nt·o writing the 
executive software without carefully pl~ing the now 
of information through the system? 
Adequate documentation consists of these essential 
elements: 
. 
. 1. Flowcharts 
2 .• · Program list·ings· 
3~ FUnctional description~r ·at'· 
each routine 
If' all three are properly executed, not only will the 
project remain efficiently organized, but the inevitable 
changes -that· occur during and after the design effort 
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are not likely to have the traumatic impact they some-
times create in a poorly-documented system.46 Also, 
responsibility for the system can be passed much more 
easily to another system engineer if good documentation 
exists. This thought does nothing for the designer's 
ego,8 but should be a vital concern of a corporate· 
management interested in staying in business. 
Creation of the flowcharts ranks among the least 
popular jobs the designer must perform, possibly 
because it is too often done in hind-sight, as part of 
the tedious wrap-up e.f'fort. The experienced designer 
recognizes flowcharting for its- true value - as a 
desi~n tool to be used in planning the systemJ and a 
'schematic' for· tne construction of the software. . When 
,, 
accepted in this context, the most creative part of the 
system design is embodied within the flowcharts.· In 
other words, they represent the design theory, the 
program merely implements i.t. Yourdon, in his analysis 
of ~he failure of the MEDINET project undertaken by 
. General Electric in 1966·, ... points an accusing~ finge~- at:~. · 
, the 'prima donna' programmer who h·arbors th·e s·el·f-
contridicting attitude: "My programs ar~ so good_ they. 
don't need to be flowcharted." 
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The amount of detail to be included in the flow-
charts is largely dependent on the purpose for which they 
are created. In both the ATT and CTA systems, two levels 
of flowchart evolved. One was written as a general out-
line of the overall test system operation, through the 
joint efforts of the hardware and software engineers. 
We might classify this level as a functional flowchart. 
It contained no specific details on the operation of the 
hardware, but rather a general description of each step 
in the process of testing a device, from the turn-on of 
the system to the final sorting ope.ration. These stood 
as a definition of the testing philosophy, to guide the 
subsequent hardware and software development. 
Another level of flowcharts· eventually evo1ved, as 
the specific details of operating the hardware were filled 
in. These might be classified as machine-level flowcharts. 
To illustrate the difference between the two levels, con-
sider one step in a functional flowchart that states: 
:. 
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This might be represented in the machine-level charts as 
a subroutine o-£ the form: 
Col1PARE. :ro15 NAhE. 
ro INPVT FII-E-
C/IJ..C,VJ.ATc. OrJ!SST 
fo/Vc>(.1 :JoB NAHE 
TY P./!. HcssAGE -" · 
ttJOB NOT R£.SI06Nr 1> 
SEr Po1J.J76:R 
70 :f'o/3 J?t:CoRP 
As the designer becomes accustomed to the use of flow-
charts, they can be developed into a natural outline of 
the coding of the program. If done in sufficient detail, 
the creative design effort ends with the completion of 
the machine-level flowcharts. All that remains is the 
tedious job o-r encoding the program- ·1n as-sembl.y· language., 
which can be relegated t·o a lower level .of technical 
personnel. 
Assembly-1anguage program listings should contain 
-·······-···-,.··-- · · · .. --··--·at· least five t:vpes of information in order t.o be useful .· 
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as a common reference for debugging, modifying, a.nd main-
taining the software: 
1. 
2. 
i: 
5. 
Memory address of each instruction 
( either relative or absolute) 
Octal equivalent of each instruction 
Mnemonic representation, of each ins-truc.tion 
Liberal conunents 
Symbol table showing the address of each 
label 
Most minicomputer assemblers supply at least this much 
information during one of their passes. The first three 
items are essential to any follow-up efforts on the 
system. The symbol table is a great convenience in 
locating symbolic addresses in the listing. Liberal 
- -
commenting of the listing is highly recommended, 
especially around branching instructions and subroutine 
jumps. Comments should be descriptive. of the actiai 
, performed, not simply an English translation of the 
mnemonics. A comment at a subroutine call that simply 
states "JUMP TO SUBROUTINE SUBi" is totally useless. 
. 
It should instead state the purpose of calling sum, 
rel·ated to the operation of the system, such as "COOVERT 
- .. 
VOLTMETER READING TO BINARY. " 
r---
.... 
. ~.- . ' 
Finally, a brie~ functional descrip-tion of· each . ',,_' -----~;. _-·:-='-~~-,,,-··----., .... ,,. __ J •••• .'.-., ..... ~ .... ,., __ ,, ........ ~ ;. .. _•,·-. -' .. - , 
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-·--···-···-~-·~--"-~-·-----M.lmo_dule of.the_software (subroutines, drivers, dat~ • I ·:• • - . . 
-~- ---·---·-·---·----------- •· ~ .. ·-·-·-··.~-· _. 
tables, etc.) is essential. It should include a state-
ment of--the purpose of the module, its entry points, and 
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any specia1 limitations on the use of the module. Also, 
it should :ldentify other subroutines or drivers called 
by the program, and any external parameters that it will 
access, along with the. technique used to link to these· 
parameters. Generally, it is convenient to include the· 
description directly 1n the program listing, preceding 
each module •. 
Painf'u1 as it may be to create, good documentation 
is essential to the success of the system. In his 
analysis of the ill-rated MEDINET project, Yourdon1'6 
illustrates the extre~e·s to which some project managers 
will go to deal with the problem: 
, 
"MEDINET provided free crash helmets to any 
programmer with a motorcycle ( on the theory · 
that •••• the programmer's head deserved to 
be protected, since he undoubtedly had not 
done any documentation!)." . 
----
·•: 
•\ 
. . . 
. . ' . 
·: . . ~ . 
. . .. 
-,, ' . . . 
... ' ! . .• 
.. 
' 
' ' 
' . 
. . 
'. 
' -~ - ' 
,\ ' - ' '. - ~,. -, 
' . 
' 
' 
' j • 
. . . . . 
' ' ' •. .,. .- •:'-' 
t • L' •, 
~- ,·, j •-, , c •,• I 
~ 0 ! 1, ~. ' .. ' a '• f ' • I , ; > • L • • O ' ·:; •' • • • ' ' 
> ~ • ,, ~ _" • '• ' • ,; - •,\ ," l (~ " I '.-- ..- \ '• •,· .. - '• • ', ' • ,0 '.• •> < 
.a • ~ .L 
i:' ... 
~ . ' . ' 
- - ~ ' 
: ,- -.... ·, . : . _:· ' 
' t'• •· L ~ • ' • ~ • ·• • I' •, ' • ; - •• 
I 
', ',· ·._ 
'',. 
. ,- .·. 
'; .. 
,'·, '( • ,'s : '• ,· • 
176 
,. . ' 
' : . 
. . 
.. 
• ' ..... ,-, •• • : • l ,' .' 1' •• ' .·• j • .... _ 
- ':..,.. -
' ·,, ·; ,' ,· __ ' 
. 
I 
,. 
... 
! 
•· 
,1 - ' 
. . 
.. " ,. 
~·· . ; . •. . ... : 
' ' 
l 
' ' 
. ' 
·\/ 
:(// 
·, 
.. ~1," . 
,.,,, 
fl''., 
I:,;, . 
:~· : 
; ' 
•j .~ 
• 
• 
,-·. 
\.' 
' :• 
... __ ,_ .. , ______ -... ~ __ ,,...,,_ "'""---·~-....... -.. - .~ 
. 
"-'• .. 
•• 
·' 
.-. 
.... 
4.10 Vendor Support 
Both the minicomputer and instrumentation manu-
facturers can be a valuable source of support in 
designing the system.. Although they may. not fully 
understand the specific testing application, lthey will 
usually make available field-support personnel trained 
in state-of-the-art techniques of applying their products 
to systems in general. 
Among the customers of the larger minicomputer 
manufacturers, 'user's groups' have been organized as a 
clearing house for information on interface design, . 
application problems, and a wide range of general-purpose 
and specialized software. In support of such groups, 
some manufacturers will organize meetings, publish 
, 
periodicals, and make available copies of the software 
and documentation generated by the group {although the 
company generally will not assume responsibility for 
support of the software). Since most test systems are 
really quite similar in concept, the designer should stay 
close to these organizations· ·to share- ideas with others· 
who might be facing similar problems. 
As discussed in Chapter II, the quality and-variety 
ot the vendor's 'standard' software {that for which he 
-·· ' 
assumes responsibility) is a significant factor in 
L 
. .. .. "'• 
' ... 
' .:.·: ·, ·, •• •• -.,: i-~ \.~ ........... __ 
. . 
'. 
. ' 
. 
• 
' ' . 
·. ~ ,. 
' ' 
I 
' . 
S • ~, C • ; , r ' 
' 177 
...... ,If 
. .... 
. ,,· . 
. ~;. ·" 
.. ... .: - :=,._,._ /""""'"'...;.: .. -: ·t' 
..... . 
' . 
• • - " 
I 
•"" , ___ ..::._.,,.:... .... -:,,,,!:,,.'••;~,:.. .. ~.:=,L .. -'C,.,;;• "1- ~,:'··"""·· ,=.~••·~~ ·~' 
. 
. ' 
.. 
' ....... ,. - ·- ... ·--- ,._ .• .,. . 
., 
,.. . 
. .. 
' 1 " • 
.... 
. ,. 
., 
- i. •• 
... 
• j,, 
evaluating the t<>tal cost of the system. An inexpensive 
processor whose software is difficult to use or poorly 
documented is no bargain at all. Certainly it is 
difficult to evaluate software quality without actua:l 
experience on the processor, but a.good way of judging 
the vendor's competence in software design is to examine 
the number of sophisticated assembly-langti.age 'routines he 
can offer, and his willingness to support them (with 
engineering., not just sales, personnel). These would 
include f1oating-point and math packages, input-output·. 
executive.s, disc operating systems, de-bugging programs., 
and a var~ety of conversion routines - double-precision 
integer to floating-point, BCD to binary, ANSCII to 
binary, etc. Most of these packages are. required to 
some extent in any test system, and since the development 
of the system software is likely to cost as much as the 
.hardware,1 , SO (Part l) the designer should avoid vendors 
that cannot offer a comprehensive libral'Y of such 
routines. 
Pre-packaged periphera1 drivers are also available 
from several sources. At 1east one minicomputer manu-
tacturer58 offers a line of test system instrumentation., 
complete w:l.th driver software compatible with his processor. 
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customers who have developed driv~rs for various canputers. 
(The users' groups are also a good source of such infor-
mation.) 
The availability of cross-assemblers can save the 
designer much development time. They allow assembly-
language programs to be compiled on a computer other I, 
than the type used in the system, so they provide several 
advantages: Software development can begin even before 
the system processor is delivered. Also, if the cross-
assembler is written for a large machine with high-speed 
peripherals (tape drives, discs, card readers, etc.), 
development can be significantly more convenient. If the 
program is punched on standard holarith cards, for 
example, statements can be inserted, removed, and re-
arranged much more easily than if punched on paper tape, 
which requires the use of an editor pr~gram. 
In summary, it is essential that the designer pay 
careful attention to the vendor's ability and willingness 
to f'ully support his customers. The cooperative manu-
facturer will gladly supply names of applications 
engineers at the factory who can be consulted for design. 
assistance. He will also offer training courses 1n 
programming and the use of his support software, and his 
documentation will be clear, complete, and easy to use. 
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V. CONCLUSION 
As we have seen· in our discussion of the various 
aspects of computer-controlled testing, there·is no 
simple set of' rules that will guarantee an optimum 
¢ 
design in a.11 applications. Because of the many alter-
natives available, the design activity is as much a 
craft as it is a science. Thus, it is difficult to 
verbalize the more subtle aspects of system organization, 
for they involve skills that are either intuitive or are 
developed through experience. Nevertheless, we can 
enumerate some basic guidelines that have proved to be 
common factors in the design of most successful systems: 
1. Establish the goals of the system. It is 
, 
important to emphasize that the goals indicate what the 
system is to do; functional specifications will later be 
developed to define how these goals are to be implemented. 
One must decide, for example, which parameters the system 
will be capable of testing, what throughput rate will be 
necessary, and for what purpose the system is needed 
(automatic device sorting, engineering evaluation, data 
collection, etc.). 
2. Develop :runcti~nal specifications of the system. 
The designer must decide specifically how the goals will 
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be met, and document the intended operation of the system 
with flow charts. These will serve as a reference to 
coordinate the subsequent hardware and software develop-
ment. The design of a suitable system operating 
language can be a great help in this regard, especially 
if the system's reaction to each instruction is fully 
developed in the flow charts. An interpretive, con-
versational language is most suited to the needs of 
production personnel, e$pecially if the semantics relate 
to the testing operations of system, not the computer. 
The various operating modes should also be established 
at this point - Control, Editing, Diagnostic - and it 
must be decided if editing and diagnosis will be per-
mitted on-1ine, wh11e testing is 1n progress. 
, 
3. Choose the hardware configuration. The designer 
can now decide on a processor of appropriate size, speed,_ 
and structure to meet the system requirements. Test 
instrumentation can be selected for compatibility with 
the .test specifications and the I/0 structure of the 
computer. It· is preferable that the· peripherals do their··-
own timing and error-detection to allow more efficient 
use of the processor. All peripherals should indicate 
the completion of each action with an interrupt signal 
to the computer • 
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4. Define the major components of the system 
software. At this point, the various program modules 
that will be necessary can be defined. These would 
include the peripheral drivers, system language inter-
pre.ter, I/0 routines, the main te,st. routine, and utility 
programs. Also, a suitable format can be established 
tor storing test definitions in the jop ~ibrary. It is 
important to the efficiency of the system that the 
s~ftware be interrupt-driven to permit maximum overlapping 
ot I/0 and computational operations. The priority-
control and I/0 transfer techniques must be carefully 
planned for this purpose • 
5. Establish docunlenta.tion and control conventions. 
'!he, system designer must decide on the level and format 
of documentation for the functional specifications, 
program modules, data files, and operating instructions • 
Act11aJ ly, the design procedure is somewhat 
1c1rcular' in nature. That is, in order to establish 
realistic goals, one must know something.about the test 
instrumentation available; and before choosing a hard-
ware configuration, there must be some knowledge of the 
software that will be needed. Thus, none of the above 
steps can be forced to completion before considering 
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each of the others. However, one can usually proceed 
by assuming a reasonable solution to one unknown, then 
adjusting the ·assumption in a series of successive 
approximations as the design process becomes more 
deta~led. The quality o~ the system will ultimately 
rest on the designer's ability to exercise good judg-
ment in carrying out th:ts process. 
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7-BIT 
OCTAL 
CODE 
Jjlj 
Jjl 
gg~ 
fJjJ3 
JjJ4 
jJJS 
jfJJ6 
,,1 
J19 
jf11 
J12 
JJ13 
Jl4 
jJlS 
"JJ16 
·Jl7 
jf29 
J21 
J22 
J23 
Jf24 
J25 
jf26 
jf27 
jJ3~ 
jf31 
Sf32 
jf33 
jJ34 
,...1 
APPENDIX A 
ANSCII CHARACTER SET 
1{.ADierican National Standard Code f'or 
Information Interchange) 
' 
• ~· • ' • 1 
CHARACTER REMARKS 
., 
• 
--
• 
'. I ' 
NUL 
SOH 
STX. 
EOT 
ENO 
ACK 
BEL 
BS 
HT 
LP 
VT 
FF 
CR 
. so 
SI 
DLE 
DCl 
DC2 
DC3 
DC4 
NAl( 
SYN 
ETB 
CAN 
EM 
SUB 
ESC 
FS 
' 
' 
• 
NULL, TAPE FEED, CONTROL SfIIFT P. 
START OF HEADING; ALSO SOM, START OF MESSAGE, 
CONTROL A. 
START OF TEXT; ALSO EOA, END OF ADDRESS, 
CONTROL B. 
END OF TEXT; ALSO EOM, END OF MESSAGE, CON-· 
TROL C. 
END OF TRANSMISSION (END); SHUTS OFF TWX 
MACHINES, CONTROL D. 
ENQUIRY (ENQRY); ALSO WRU, CONTROL E. 
ACKNOWLEDGE; ALSO RU, CONTROL F. 
RINGS THE BELL. CONTROL G. 
BACKSPACE; ALSO FEO, FOR1·1AT EFFECTOR. BACK-. 
SPACES SO.tvlE 'l--1ACHINES, CONTROL H. 
HORIZONTAL TAB. CONTROL I. 
LINE FEED OR LINE SPACE (NE~'l LINE) ; ADVl\NCES 
PAPER TO NEXT LINE, DUPLICATED BY CONTROL J. 
VERTICAL TAB (VTAB). CONTROL K • 
FORM FEED TO TOP OF NEXT PAGE (PAGE). CON-. 
'l'ROL L. 
CARRIAGE RETUru1 TO BEGINNING OF LINE.. DUPLI-
CATED BY CONTROL M. 
SHIFT OUT; CHANGES RIBBON COLOR TO RED. CON-
• TROL N. 
SHIFT IN; CHANGES RIBBON COLOR TO BLACK. 
CON'I'ROL O • 
DATA LINK ESCAPE. CONTROL P (DC,0') • 
DEVICE CONTROL 1, TURNS TRANS~1ITTER (READER) . , . 
ON, CONTROL Q (X ON). 
DEVICE CONTROL 2, TU~~S PUNCH OR AUXILIARY 
ON • . CONTROL R (TAPE, AUX ON). 
DEVICE co::I?ROL 3 , TUR:~s TRA~1SMITTER (READE~)· 
OFF, CONTROLS (X OFF). 
DEVICE CONTROL 4, TUR~S PUNCH OR AUXILIARY 
OFF. CONTROL T ( ~;.:)£--, .AUX OFF) • 
NEGATIVE ACKNOWLEDGE; ALSO ERR, ERROR. CON-
TROL U. 
SYNCliRONOUS IDLE (SYNC) • CONTROL V. 
END OF TR..~NSt·1ISSI01~ BLOCK; ALSO LEM, LOGICAL 
END OF MEDIUM. CONTROL W. 
CANCEL {CANCL). CONTROL X. 
END OF MEDIUM. CONTROL Y. 
SUBSTITUTE. CONTROL Z. 
ESCAPE. PREFIX. co:~TS.OL SHIFT K. 
FILE SEPARA'l'OR. CONTROL SHIFT L. 
. ... 
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development, doppler radar research, and solid state 
' 
switching applications; three years with Sonco as an 
electronic ins.trumentation sales representative; and a 
year with General Electric's Information· Systems Depart-
,, 
ment as a field representative ~or computer time-sharing 
applications. He has had seven years of experience in 
the design of production test systems for his present 
employer, the Western Electric Company. Currently, his 
responsibilities involve the application of computer 
.~ 
technology to system design, including language develop~ 
ment, interface design, and data acquisition. He 
.resides in Allentown with his two daughters, Kim and 
Karen-.------------,-·--·--··-··-··· - ---· -------------'--·~-----~------ -- ·-- -- --------
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