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Crop growth simulation models can differ greatly in their treatment of key processes and 10 
hence in their response to environmental conditions. Here, we used an ensemble of 26 11 
process-based wheat models applied at sites across a European transect to compare their 12 
sensitivity to changes in temperature (−2 to +9°C) and precipitation (−50 to +50%). Model 13 
results were analysed by plotting them as impact response surfaces (IRSs), classifying the IRS 14 
patterns of individual model simulations, describing these classes and analysing factors that 15 
may explain the major differences in model responses. 16 
 17 
The model ensemble was used to simulate yields of winter and spring wheat at sites in 18 
Finland, Germany and Spain. Results were plotted as IRSs that show changes in yields 19 
relative to the baseline with respect to temperature and precipitation. IRSs of 30-year means 20 
and selected extreme years were classified using two approaches describing their pattern. 21 
 22 
The expert diagnostic approach (EDA) combines two aspects of IRS patterns: location of the 23 
maximum yield (nine classes) and strength of the yield response with respect to climate (four 24 
classes), resulting in a total of 36 combined classes defined using criteria pre-specified by 25 
experts. The statistical diagnostic approach (SDA) groups IRSs by comparing their pattern 26 
and magnitude, without attempting to interpret these features. It applies a hierarchical 27 
clustering method, grouping response patterns using a distance metric that combines the 28 
spatial correlation and Euclidian distance between IRS pairs. The two approaches were used 29 
to investigate whether different patterns of yield response could be related to different 30 
properties of the crop models, specifically their genealogy, calibration and process 31 
description.  32 
 33 
Although no single model property across a large model ensemble was found to explain the 34 
integrated yield response to temperature and precipitation perturbations, the application of the 35 
EDA and SDA approaches revealed their capability to distinguish: (i) stronger yield responses 36 
to precipitation for winter wheat than spring wheat; (ii) differing strengths of response to 37 
climate changes for years with anomalous weather conditions compared to period-average 38 
conditions; (iii) the influence of site conditions on yield patterns; (iv) similarities in IRS 39 
patterns among models with related genealogy; (v) similarities in IRS patterns for models 40 
with simpler process descriptions of root growth and water uptake compared to those with 41 
more complex descriptions; and (vi) a closer correspondence of IRS patterns in models using 42 
partitioning schemes to represent yield formation than in those using a harvest index. 43 
 44 
Such results can inform future crop modelling studies that seek to exploit the diversity of 45 
multi-model ensembles, by distinguishing ensemble members that span a wide range of 46 
responses as well as those that display implausible behaviour or strong mutual similarities. 47 
 48 
Highlights 49 
 Two approaches are presented for classifying patterns of yield response to climate. 50 
 Patterns differ by location of maximum yield and rate of change as climate changes. 51 
 A distance metric is used to compare response patterns across groups of crop models. 52 
 Similar response patterns were found for models of equivalent complexity and family. 53 
 IRS pattern analysis is helpful for classifying and distinguishing model behaviour. 54 
 55 
Keywords: classification; climate change; crop model; ensemble; sensitivity analysis; 56 
wheat (6 keywords) 57 
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1 Introduction 58 
 59 
A wide range of dynamic crop growth simulation models has been developed over the past 60 
few decades, many of which are being applied to study impacts of climate change (Asseng et 61 
al., 2014; Challinor et al., 2014). These models can differ greatly in their treatment of key 62 
processes and hence in their response to environmental conditions. Therefore, it is of interest 63 
to examine model behaviour under changed climate in order to characterise the types of 64 
responses estimated, contrast the responses of different models and consider the reasons for 65 
these differences.  66 
 67 
Fundamental structural differences in the way models simulate processes such as 68 
development, assimilation, partitioning and water and nutrient uptake can be traced back to 69 
the purposes for which models were originally developed, their region of origin and the scale 70 
of their application (Challinor et al., 2009). Given the many factors determining crop 71 
response, it is little wonder that processes are accorded variable emphasis across different 72 
models. For instance, a model developed to examine field-level processes of yield formation 73 
under well-watered conditions might focus on growth processes and the partitioning of dry 74 
matter, relying on only a simple parameterization of soil water availability. Conversely, 75 
regional yield estimates under water-limited conditions might demand a detailed 76 
representation of soil water and nutrient uptake, while adopting a simple approach to 77 
estimating yield components. Moreover, most models have not been developed independently 78 
and may share common antecedents and genealogy, which may provide clues to their 79 
comparative behaviour. Models that have evolved from a predecessor can hence exhibit many 80 
similar characteristics while including new processes or alternative descriptions of existing 81 
processes (cf. Rosenzweig et al., 2014).  82 
 83 
However, model structure alone cannot explain all of the reported differences between model 84 
behaviour under a changing climate. Model calibration – the procedure of adjusting parameter 85 
values to obtain a good fit between model outputs and observations (Acutis and Confalonieri, 86 
2006) – may also play a significant role. Unless fixed calibration techniques have been pre-87 
specified, most model inter-comparison exercises typically rely on “modellers’ choice” for the 88 
techniques that are applied to the available observations. The techniques themselves can vary 89 
from trial and error methods through to optimization and Bayesian techniques (cf. Acutis and 90 
Confalonieri, 2006; Angulo et al., 2013), and must necessarily be tailored to the parameters of 91 
a given model. Even then, there may be differences in the number of parameters treated and in 92 
how the calibration data are interpreted and the techniques deployed (Confalonieri et al., 93 
2016; Palosuo et al., 2011). 94 
 95 
Here, a multi-model ensemble approach has been adopted to explore patterns of simulated 96 
yield response under climate change. We use an ensemble of wheat models at sites across a 97 
European transect (in Finland, Germany and Spain) and compare their sensitivity to changes 98 
in climate by plotting simulated yield as impact response surfaces (IRS; Fronzek et al., 2010). 99 
An IRS is plotted from the results of a sensitivity analysis of an impact model with respect to 100 
changes in two key climatic variables, e.g. changes in annual mean surface temperature and 101 
annual precipitation. The observed baseline climate is adjusted with systematic increments 102 
over a range of values. Impacts are computed for each combination of changes in the two 103 
climate variables and plotted as contours on a two-dimensional IRS. Examples of IRS 104 
applications have been developed using crop yield models for maize (Ruane et al., 2013), 105 
barley (Kim et al., 2013), nitrogen leaching from wheat cultivation (Børgesen and Olesen, 106 
2011), to evaluate adaptation options in wheat cultivation (Ruiz-Ramos et al., this issue) and 107 
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from other sectors including hydrology (Holmberg et al., 2014; Prudhomme et al., 2013a; 108 
Weiß and Alcamo, 2011) and biodiversity (Fronzek et al., 2011). 109 
 110 
A previous paper using the same simulated yield dataset (Pirttioja et al., 2015) presented IRSs 111 
of yield changes as multi-model ensemble medians and inter-quartile ranges, focusing on 112 
long-term averages. This paper extends that work by classifying the responses of individual 113 
models and attempting to interpret differences in response between groups of models by 114 
contrasting their structure and representation of selected key processes as well as their 115 
behaviour in selected anomalous years.  116 
 117 
Pirttioja et al. (2015) found that ensemble median yields decline with higher temperatures and 118 
decreased precipitation, but increase with higher precipitation. However, these aggregate 119 
responses disguise individual model behaviours that can depart markedly from the average. 120 
Furthermore, there are differences in responses between sites. For example, in contrast to sites 121 
in Germany and Spain, the site in Finland was more sensitive to temperature than 122 
precipitation changes. 123 
 124 
This paper has the following objectives: 125 
 126 
1. To classify patterns of 30-year mean yield response to changes in temperature and 127 
precipitation simulated by a multi-model ensemble of wheat models; 128 
2. To describe these classes, their utility and differences between them; 129 
3. To analyse factors that may explain the major differences in model responses; and 130 
4. To examine if model behaviour in anomalous years can be related to classes of 30-131 
year mean response. 132 
 133 
Factors for explaining differences in model responses that were considered in this paper 134 
comprise the site locations and the crop variety of the simulations, model characteristics such 135 
as the description of key processes and model genealogy, and model calibration. Finally, 136 
patterns of model behaviour during individual, anomalous years are analysed to see if they 137 
depart from those classified for modelled 30-year mean responses 138 
2 Material and Methods 139 
 140 
The ensemble analysis presented in Pirttioja et al. (2015) underpins the work presented in this 141 
paper. Sub-section 2.1 provides a brief summary of the wheat models, data, modelling 142 
protocol and construction of impact response surfaces (IRSs) that are reported in more detail 143 
in the earlier paper. The following four sub-sections describe the new analyses undertaken for 144 
this paper. Methods of classifying IRS patterns are set out in sub-section 2.2 and criteria for 145 
grouping wheat models according to various properties are introduced in sub-section 2.3. 146 
Procedures for relating IRS patterns to model properties are outlined in sub-section 2.4, while 147 
an analysis of IRS patterns in anomalous years is described in sub-section 2.5. 148 
 149 
2.1 Crop modelling 150 




An ensemble of 26 dynamic crop growth models (Table 1) has been employed in this study to 153 
simulate the growth and yield of local spring and winter wheat cultivars at four sites in 154 
Europe. Two models have been used by different modelling groups who conducted their 155 
model calibration independently. These are regarded as separate models in the ensemble. 156 
 157 
<Insert Table 1> 158 
 159 
2.1.2 Study sites and weather data 160 
 161 
Crop model simulations were conducted with observed weather station data from the four 162 
sites across a European transect covering a wide range of climatic conditions (Table 2): 163 
Jokioinen in Finland, Nossen (only spring wheat) and Dikopshof (only winter wheat) in 164 
Germany and Lleida in Spain. Wheat cultivation at these sites ranges from being pre-165 
dominantly temperature-limited at Jokioinen to largely water-limited at Lleida for rain-fed 166 
cultivation, while the sites in Germany experience climatically more optimal conditions. 167 
 168 
<Insert Table 2> 169 
 170 
Daily weather variables for the period 1980-2010 obtained for the sites consist of minimum 171 
and maximum temperature, precipitation, global radiation, wind speed, minimum and 172 
maximum dew point temperature, minimum and maximum actual vapour pressure and 173 
minimum and maximum relative humidity. Procedures for data gap filling and derivation of 174 
variables from original data are described by Pirttioja et al. (2015). 175 
 176 
Perturbations of the baseline weather data were prepared for a crop model sensitivity analysis 177 
using a simple change factor approach (e.g. Ekström et al., 2015) for combined changes in 178 
temperature and precipitation. Constant changes for all days of the baseline period were 179 
applied for temperature in the range of -2 and +9°C (in 1°C intervals) and for precipitation in 180 
the range of -50 and +50% (in 10% intervals), resulting in 132 combinations of weather 181 
perturbations. For simplicity, all other weather variables than precipitation and minimum and 182 
maximum temperature were kept unchanged (for details see Pirttioja et al., 2015). 183 
 184 
2.1.3 Sowing date, soil and calibration data 185 
 186 
Annual sowing dates for the Finnish and German sites were calculated from observed sowing 187 
dates and used for crop model simulations, whereas a fixed sowing date was selected for the 188 
Spanish site (Pirttioja et al., 2015). A generalized soil type (clay loam) was used both for 189 
calibration and simulations, but modellers also had the option to use local soil information for 190 
calibration. Calibration data on management, plant development and yields (for Lleida, taken 191 
from Abeledo et al., 2008; Cartelle et al., 2006) are described in Pirttioja et al. (2015). 192 
 193 
2.1.4 Modelling protocol 194 
 195 
A sensitivity analysis was carried out with the ensemble of crop models. Phenological stages 196 
and crop yield were simulated for 30 baseline years (1981-2010) and 132 perturbations of 197 
temperature and precipitation at the three winter and spring wheat sites. This resulted in 198 
23760 simulated seasons per model. Sowing dates, atmospheric CO2 concentrations and other 199 
weather variables than temperature and precipitation were kept at their baseline values for all 200 
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perturbations. Simulations were carried out on a daily time-step for water-limited yields 201 
assuming optimal nutrients. Model outputs analysed in this paper were the grain dry matter 202 
(DM) yields for each season. To avoid unrealistically long growing periods, harvest cut-off 203 
dates (day of the year [DOY] 258 for Finland and Spain and DOY 274 for Germany) were 204 
applied if maturity was not reached earlier, and grain yields were then set to 0 kg ha
-1
 205 
(Pirttioja et al., 2015). 206 
 207 
2.1.5 Calculation of impact response surfaces 208 
 209 
Changes in grain yields for each perturbation of the weather input data were calculated 210 
relative to the simulated yields under unperturbed baseline conditions. Results of these were 211 
then plotted as contour lines (defining the impact response surface) by bi-linear interpolation 212 
of the yield changes at each simulated increment with respect to change in annual temperature 213 
along the x-axis and precipitation along the y-axis. This was done for the 30-year averages 214 
and for selected individual years for each model, site and crop variety.  215 
 216 
2.2 Classifying crop model responses 217 
 218 
The pattern of bivariate response depicted in an IRS plot provides a visual impression of 219 
modelled crop behaviour under climate change at a given site relative to the conditions during 220 
a reference year or averaged over a period of years. Since patterns of yield response to climate 221 
vary by site and by model, it can be instructive to group similar patterns into classes. This can 222 
help both in discriminating between types of model behaviour at different sites, but could also 223 
be used for examining links between this behaviour and different characteristics of the models 224 
themselves (or model calibrations) that might explain their varied patterns of response.  225 
 226 
Two alternative approaches were explored to classify typical patterns of yield response, 227 
plotted as percentage changes relative to the baseline climate: an expert diagnostic approach 228 
and a statistical diagnostic approach. 229 
 230 
2.2.1 Expert diagnostic approach (EDA)  231 
 232 
The expert diagnostic approach (EDA) relies on an understanding of the responses being 233 
represented. This is based on classifying the IRSs according to two key aspects of the 234 
response (Figure 1a): 235 
 236 
1. The location of the maximum yield compared to the baseline with respect to both 237 
temperature and precipitation, Classes are labelled T-, T0 and T+ for maximum yield 238 
occurring at >1°C below, within ± 1°C of, and at >1°C above the baseline 239 
temperature, respectively, and P-, P0 and P+ for maximum yield at >10% below, 240 
within ±10% of, and at >10% above the baseline precipitation. In combination this 241 
produces nine classes. 242 
2. The strength of response, defined as the rate of change in yield expressed separately 243 
with respect to changes in precipitation and temperature relative to the location of the 244 
maximum. Classes are defined for a strong or weak response to temperature change, 245 
labelled T” (strong) and T’ (weak) and for a strong (P”) and weak (P’) response to 246 




<Insert Figure 1> 249 
 250 
Combining classes for the location of the maximum yield with those for the strength of yield 251 
response thus produces 9 x 4 = 36 potential classes (Figure 1b). More details of the 252 
classification can be found in Supplement S1.1. The EDA classification was performed 253 
separately for spring and winter wheat.  254 
 255 
2.2.2 Statistical diagnostic approach (SDA)  256 
 257 
The statistical diagnostic approach (SDA) groups IRSs according to a comparison of their 258 
pattern and magnitude, without attempting to interpret these features. This applies a 259 
hierarchical clustering method using a distance metric, d, which is the product of the spatial 260 
correlation and Euclidian distance between corresponding yield change values across IRS 261 
pairs. IRSs for each crop were grouped by hierarchical clustering that minimizes the distances 262 
between members of each cluster using the agglomerative nesting algorithm (Kaufman and 263 
Rousseeuw, 1990) implemented in the R package "cluster" (Maechler et al., 2016) with the 264 
average method to determine clusters. A dendrogram illustrating the clustering method for 265 
winter wheat is shown in Figure 2. More details and illustrations of the clustering approach 266 
and distance metric are presented in Supplement 1.2. 267 
 268 
<Insert Figure 2> 269 
 270 
2.3 Grouping models by their properties 271 
 272 
Properties of different models were classified according to their genealogy, calibration and 273 
process description (Table 1). Where information was available, crop models were first 274 
grouped into broad “model families” that share a common genealogy (column c in Table 1). 275 
These expand the information provided by Pirttioja et al. (2015) and originally taken from 276 
Asseng et al. (2013) and Rosenzweig et al. (2014). 277 
 278 
As the modelling protocol did not specify a specific calibration procedure beyond the 279 
provision of calibration data, different approaches were applied by different modelling 280 
groups. Information about these was collected in a survey to which most groups, but not all, 281 
responded. This included text descriptions of the general approach taken and the number of 282 
model parameters tested and modified during the calibration. Three calibration approaches 283 
were identified: automatic, manual and no calibration, and for each model the number of 284 
parameters tested was allocated to one of four classes (Table 1, columns d and e).  285 
 286 
Documentation about the description of key processes in the crop models was based on 287 
updated information from Table 1 in Pirttioja et al. (2015). The process descriptions included 288 
the methods used to estimate reference crop evapotranspiration, and water dynamics, root 289 
distribution, water stress, heat stress and yield formation (Table 1, columns f-k). 290 
 291 
2.4 Linking model responses to model properties 292 
 293 
In order to explore whether IRS patterns of modelled yield response to temperature and 294 
precipitation perturbations can be related to particular properties of the models, IRS classes 295 
based on the alternative expert and statistical diagnostic approaches were related directly to 296 
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the model properties grouped in Table 1. The EDA classification (sub-section 2.2.1) was 297 
applied by recording the frequency of IRS classes represented by those model responses 298 
sharing a given property. This was done separately for classes indicating the location of the 299 
maximum yield, the strength of response and combinations of these. 300 
 301 
The metric of distance between IRS patterns used in defining SDA-derived clusters (sub-302 
section 2.2.2) was used to compare model responses that share the same property. The mean 303 
distance between pairs of IRSs across a group of models (i.e. all possible combinations) was 304 
calculated and compared to the mean distance statistics for the full ensemble of models as 305 
well as mean distances for 100 randomly selected groups of the same size to judge the 306 
significance of the result for the specific group (Supplement S1.2, Figure S2). This provided a 307 
measure of similarity between any group of models (defined by a common property) and the 308 
full IRS ensemble. The analysis was also conducted for the median distance within a group, 309 
whose results were very similar to the mean distances and are therefore not presented here. 310 
 311 
2.5 Analysis of model responses in anomalous years 312 
 313 
The EDA classification was also applied to IRSs for individual years, expressed relative to the 314 
yield for the unperturbed weather of a given year, to demonstrate how model responses can 315 
differ from the long-term mean. Results for spring wheat during the baseline years 1981-2010 316 
at Nossen were selected as illustration, and two years with anomalous weather were identified 317 
for closer scrutiny based on an analysis of these 30 years. During the wet year of 1995, 318 
growing season (April-September) precipitation was 68% above the 1981-2010 mean. In 319 
contrast, during the very dry year of 2003, monthly precipitation totals were below the long-320 
term mean in all months except January and November, with the deviation from the long-term 321 
mean during summer (June-July) the greatest in the 30-year period. Additionally, regional 322 
yield statistics showed close to average yields in 1995 but anomalously low yields in 2003 (cf. 323 
Fig. S1 in Pirttioja et al., 2015). 324 
 325 
3 Results 326 
 327 
3.1 IRS analysis: classifying period mean responses 328 
 329 
The full set of impact response surfaces (IRSs) of 30-year mean yield changes relative to the 330 
baseline from all model simulations is shown in Supplement 2, Figure S3 for both spring and 331 
winter wheat at the different sites. These were classified using the expert and statistical 332 
diagnostic approaches (EDA and SDA – sub-section 2.2) and the results of the two 333 
approaches compared.  334 
 335 
3.1.1 EDA classes 336 
 337 
The location of the maximum yield varies among these IRS plots, both with respect to 338 
temperature and to precipitation. For winter wheat there are representatives of eight out of the 339 
nine possible classes depicted in Figure 1b, with average patterns across each set shown in 340 
Figure 3. Panels are organised with the location of maximum yield occurring at cooler (T-), 341 
similar (T0) or warmer (T+) temperatures than the baseline in columns from left to right, and 342 
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at wetter (P+), similar (P0) or drier (P-) conditions than the baseline in rows from top to 343 
bottom. 344 
 345 
<Insert Figure 3> 346 
 347 
For an IRS with the maximum yield located at a condition that is cooler and wetter than the 348 
baseline (T-P+, Figure 3, top-left), yield increased from the baseline towards the maximum, 349 
whereas yield decreases were found for both drier and warmer conditions. The IRS with its 350 
yield maximum close the baseline temperature, but for increased precipitation (T0P+, Figure 351 
3, top-centre) has a U-shaped pattern of response, whereas the T+P+ IRS is shifted further to 352 
the warm side. Similarly, the patterns with the maximum yield close to the baseline 353 
precipitation (T-P0 and T0P0, Figure 3, middle-row) are shifted towards drier conditions. The 354 
IRSs with maximum yield at drier conditions (P-, Figure 3, bottom row) have patterns that are 355 
not U-shaped but mainly influenced by changes in temperature (T-P-, bottom-left, and T+P-, 356 
bottom-right) or show yield decreases with increases in precipitation (T0P-, bottom-centre). 357 
There was no ensemble member producing an IRS with maximum yield at warmer conditions 358 
than the baseline and with precipitation close to baseline conditions (T+P0). 359 
 360 
The four classes with different response strengths described in Figure 1b are illustrated in 361 
Figure 4 by averaging across all representatives of each class for winter wheat. Weak (strong) 362 
responses to precipitation changes are shown in the top (bottom) row and weak (strong) 363 
responses to temperature changes in the left (right) column. Patterns of response are similar in 364 
these four plots, with maximum yield located close to baseline temperature and for increased 365 
precipitation. However, the magnitude of yield change differs between the weak and strong 366 
responses. The greatest yield decline exceeds 70% in the strong response plot (T”P”, Figure 4, 367 
bottom-right), but is only slightly above 40% in the weak response plot (T’P’, top-left). 368 
 369 
<Insert Figure 4> 370 
 371 
The frequency of model simulations falling in different EDA classes is shown in Supplement 372 
3, Figure S4, across all sites and for each crop separately. Out of a total number of 36 possible 373 
combinations of classes defined by the location of the maximum yield (9) and the strength of 374 
response (4), examples of 16 were identified for spring wheat and 19 for winter wheat. For 375 
both spring and winter wheat the majority of model simulations had their maximum yield 376 
located at wetter conditions (P+) and at cooler (T-) or similar temperatures (T0) than the 377 
baseline. For spring wheat, the location of maximum yield was at the cooler side of the 378 
baseline (T-) for nearly all ensemble members at the German site and close to the baseline 379 
(T0) at the Finnish site. The distribution between T- and T0 was more even in Spain and for 380 
winter wheat in Germany, whereas winter wheat in Finland had its maximum yield close to 381 
the baseline temperature for the majority of ensemble members. The location of maximum 382 
yield relative to the baseline precipitation was at drier (P-) or similar (P0) conditions for only 383 
five ensemble members for spring wheat and 14 for winter wheat. 384 
 385 
The distribution of ensemble members for the strength of response were, by design of the 386 
classes, relatively evenly distributed among the strong and weak response-classes for all three 387 
sites combined (Supplement 1, S1.1). For the Finnish site, most model simulations had a 388 
strong temperature response (T”), whereas the German and Spanish sites showed a more even 389 
distribution between strong (T”) and weak (T’) temperature response (Figure S4). The 390 
strength of response to changes in precipitation for winter wheat was predominantly weak in 391 
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Finland and strong in Spain, whereas it was more evenly distributed for the German winter 392 
wheat site and for all sites for spring wheat. 393 
 394 
3.1.2 SDA classes, distance metrics and their relationship to EDA classes 395 
 396 
The classification based on the statistical diagnostic approach (SDA) used cluster analysis to 397 
order and group crop model responses along the branches of a tree in a dendrogram (cf. 398 
Figure 2). Eight clusters were identified for each crop and, as for the EDA classes depicted in 399 
Figures 3 and 4, the IRS patterns have been averaged across each cluster in Figure 5. Here 400 
both spring and winter wheat are shown, with the number of members of each cluster given in 401 
parentheses. Unlike the EDA classes, to which IRSs are allocated according to pre-defined 402 
pattern characteristics, the classes here are defined by the clustering algorithm, with dominant 403 
patterns allocated low cluster numbers and more deviant patterns allocated higher numbers. 404 
The clusters for spring and winter wheat IRSs were determined independently, so the order of 405 
the clusters is not directly comparable between the two crops. For example, the two largest 406 
clusters (C1 and C2) are quite similar for both crops, with a yield maximum near to baseline 407 
temperatures and above baseline precipitation, while C1 shows a strong temperature response 408 
and C2 a strong precipitation response. In contrast, the yield maximum for C3 is found under 409 
strong warming for winter wheat but under baseline temperatures for spring wheat, though 410 
both crops show a strong negative response to cooling. Note also that some of the clusters 411 
contain only one member, so the pattern shown in Figure 5 simply mimics the 30-year mean 412 
IRS of one of the model simulations shown in Supplement 2, Figure S3. 413 
 414 
<Insert Figure 5> 415 
 416 
The two largest clusters obtained using this approach contained 55 of the 74 ensemble 417 
members for spring wheat and 63 of the 78 members for winter wheat (Figure 6, column n). 418 
The two largest spring wheat clusters for the German and Spanish sites (clusters 1 and 2) 419 
included IRSs with the maximum yield located to the cooler side or close to baseline 420 
temperature and for increased precipitation. These differed in the strength of precipitation 421 
response, with cluster 1 mainly containing members with a weak response and cluster 2 with a 422 
strong response to precipitation changes. For spring wheat, most members (38%) for the 423 
Finnish site were found in cluster 3, which had no representatives for the sites in Germany 424 
and Spain (Figure 6). Here, maximum yields were found for warmer than (T+) or close to 425 
(T0) baseline temperatures and wetter than (P+) the baseline, with strong responses to 426 
temperature change (T”). Compared to spring wheat, the three largest clusters for winter 427 
wheat had a similar relation to the classes of the location of maximum yield and the strength 428 
of response, albeit with more deviations from those descriptions and fewer members in cluster 429 
3 for the Finnish site. The remaining clusters 4 to 8, which diverged from three major 430 
patterns, contained few (up to 4) cases for both spring and winter wheat. 431 
 432 
<Insert Figure 6> 433 
 434 
 435 
3.2 Relationship between yield responses and model properties 436 
 437 
The two classification systems were used to investigate whether different patterns of yield 438 
response could be related to different properties of the crop models. Figures 7 and 8 439 
summarise these comparisons for different types of property and for selected SDA and EDA 440 
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classes. In addition, the distance metric used in the clustering procedure is also presented to 441 
represent the degree of similarity (proximity) between IRS patterns in a given group (see 442 
Supplement S1.2).  443 
 444 
A first overall observation when comparing dominant IRS patterns for the two crops (Figures 445 
7 and 8) is that response patterns for spring wheat appear to reflect greater sensitivity to 446 
temperature change than to precipitation change (predominant C1 cluster and T" class with 447 
red/purple icons), whereas sensitivity to precipitation change is more prominent for winter 448 
wheat (more representatives of C2 and P" with blue/purple icons). However, this general 449 
observation masks deviations at some sites and for certain types of models. 450 
 451 
<Insert Figures 7 and 8 on facing pages> 452 
 453 
3.2.1 Model genealogy 454 
 455 
Models that share a common genealogy were grouped into model families. These showed 456 
smaller values of the distance metric than random samples for all five model families 457 
identified for spring wheat (Figure 7) and three of the five families for winter wheat (Figure 458 
8). In all cases, family members shared dominant IRS clusters across both crops, while classes 459 
defining the location of the maximum yield were also fairly consistent between crops, though 460 
the strength of response often differed between dominant spring and winter wheat classes. 461 
Here, the dominant EDA classes display differences in pattern between spring and winter 462 
wheat that the distance metric and dominant cluster do not. Note that the same model 463 
independently calibrated and used by different researchers showed similar responses for the 464 
WOFOST and CERES v4.5 models (not shown). 465 
 466 
3.2.2 Model calibration  467 
 468 
IRSs of models calibrated using automatic methods displayed patterns for both crops that 469 
differed more than would be expected for a random sample (positive distance metric), whilst 470 
models calibrated using manual methods showed similar patterns of response for winter wheat 471 
but not spring wheat (Figures 7 and 8). Manually calibrated models produced stronger 472 
responses to temperature and precipitation than automatically calibrated models for both 473 
crops. Similar IRS patterns were obtained from models for which few parameters were tested 474 
(≤ 2 for spring wheat; ≤ 5 for winter wheat).  475 
 476 
3.2.3 Process descriptions 477 
 478 
The approach to estimate evapotranspiration was also a good discriminator of model 479 
response. Models using the Priestley-Taylor equation have similar IRSs for both spring and 480 
winter wheat. Models using the Penman-Monteith equation showed similar response for 481 
spring wheat and models using the Penman equation for winter wheat (Figures 7 and 8). The 482 
few models that used descriptions of the water dynamics solving the Richards equation gave 483 
similar patterns of yield response, whereas responses from the majority of models that used 484 
the capacity approach were very dissimilar. Models with simpler process descriptions for the 485 
root distribution and water stress showed greater similarity in IRS patterns than models with 486 
more complex descriptions. Models with linear functions to describe the root distribution 487 
gave negative distance scores, whereas models with exponential or other functions had 488 
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positive scores (i.e. more dissimilar – Figures 7 and 8). The inclusion of two water stress 489 
processes resulted in a larger distance than for groups of models that included only one water 490 
stress process. Models simulating heat stress processes at the vegetative organ gave most 491 
similar responses, whereas those representing heat processes at the reproductive organ were 492 
most dissimilar.  493 
 494 
Those models that applied dry matter partitioning schemes to simulate yield formation and 495 
some others that estimated grain number and biomass were found to produce similar IRS 496 
patterns for both crops (negative distance scores). Models that made use of a modified harvest 497 
index exhibited large differences in patterns of response in both crops, while those that used 498 
an unmodified harvest index showed large differences for spring wheat but similarities for 499 
winter wheat (Figures 7 and 8).  500 
 501 
3.2.4 Model responses by site 502 
 503 
IRS patterns across all model simulations resembled each other more closely than for random 504 
samples (negative distance metric) for the German sites (both crops) and the Spanish site 505 
(winter wheat). For these cases, there was relative consistency in the dominant strength of 506 
response: at Nossen both temperature and precipitation responses were weak for spring wheat, 507 
whereas for winter wheat at Dikopshof and Lleida, precipitation responses were strong. On 508 
the other hand, patterns were more different than if selected at random for the Finnish site 509 
(both crops) and spring wheat for Spain (Figures 7 and 8). The Finnish site showed strong 510 
yield sensitivity to temperature (T"), but the distance metric was positive. This was because 511 
two different patterns were dominant, one reflecting strong responses to increased 512 
temperature (cf. cluster C1, Figure 5a) and the other strong responses to cooling including 513 
frequent crop failure (cf. cluster C3), with some other patterns also contributing. The positive 514 
distance metric across spring wheat IRSs for the Spanish site can be explained by the even 515 
mix of clusters C1 and C2, which depicted patterns of strong yield response to temperature 516 
and to precipitation, respectively. 517 
 518 
Another way of comparing models is to examine the response patterns of individual models 519 
across the three sites (Figure S5). Distance metrics between three IRSs varied between models 520 
and crop variety from nearly identical IRSs for some models to large differences between the 521 
three sites for others. 17 of the 26 winter wheat models gave IRSs for the three sites that were 522 
more similar to each other than IRS triplets that were randomly selected from the full 523 
ensemble. For spring wheat, this was the case for 14 of 25 models. 11 models showed closer 524 
IRSs than random triplets for both spring and winter wheat, whereas for six models IRSs 525 
differed for both spring and winter wheat. 526 
 527 
3.3 Responses in anomalous years 528 
 529 
IRSs for spring wheat from all model simulations for the anomalously wet (1995) and dry 530 
(2003) weather-years at Nossen are shown in Figure S6. These are yield responses to 531 
temperature and precipitation perturbations relative to baseline simulations for the given year, 532 
with the multi-model median shown in the large panel. Counts of the strength of yield 533 
responses using EDA classification are presented for each year alongside the 30-year mean in 534 
Figure 9. Compared to the long-term average, this shows a clear shift towards an increased 535 
number of model simulations showing weak responses to both temperature and precipitation 536 
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in the wet year 1995, and conversely an increased number showing a strong response to both 537 
in the dry year 2003.  538 
 539 
4 Discussion and Conclusions 540 
 541 
The preceding results demonstrate the application of two alternative approaches to the 542 
classification of IRS patterns of modelled yield response to climate. In addition, an attempt 543 
has been made to relate classes of yield response to characteristics of the model simulations. 544 
Here we discuss possible explanations for differences in patterns revealed by the analysis and 545 
offer additional observations on the potential utility of the classification approaches.  546 
 547 
4.1 Explaining IRS patterns of wheat yield response to climate 548 
 549 
The majority of IRS patterns for ensemble mean yields reported in Pirttioja et al. (2015) could 550 
be found in only a few of the 36 classes defined by the expert diagnostic approach (EDA). 551 
Contour lines were roughly U-shaped with increases in yield towards the maximum located at 552 
increased precipitation; the maximum yield appeared to the cooler side of the baseline for the 553 
German and Spanish sites and close to or to the warmer side of the baseline for the Finnish 554 
site. The differences for these main classes of IRSs were in the strength of response to 555 
changes in temperature and precipitation. 556 
 557 
The exceptions to these main response types were IRSs with their maximum close to or below 558 
the baseline precipitation, which were in all cases also classified to have a weak precipitation 559 
response. These included IRSs with o-shaped contours with a yield decrease for increases in 560 
precipitation (T0P- in Fig. 3), found only for winter wheat at the Finnish site. For one model, 561 
CARAIB, in which cloud cover is inferred from precipitation, circumstances can arise 562 
whereby increased precipitation restricts crop photosynthesis through enhanced cloud cover 563 
and reduced radiation receipt, even where water may otherwise not be limiting for growth. 564 
Similar model behaviour could also be caused by the effect of water-logging or by leaching of 565 
nutrients when too much water is available (Geerts and Raes, 2009), processes not simulated 566 
by most crop models. One exception is the DNDC model, which has been used to simulate 567 
soil carbon processes that are strongly affected by water table dynamics (Giltrap et al., 2010; 568 
Kröbel et al., 2010). Other exceptional IRSs showed very weak response to changes in 569 
precipitation, under which the exact location of the maximum yield along the precipitation 570 
axis might constitute very small differences in yield. Here, the representation of soil and crop 571 
growth processes and their parameter calibrations might be an explanation for a model’s 572 
relative insensitivity to changes in precipitation. Indeed, for cases in which model simulations 573 
show a very weak precipitation sensitivity at sites where water limitation is known to be a 574 
dominant constraint on yield, there would be strong grounds for discarding model results as 575 
implausible, as demonstrated by Ruiz-Ramos et al. (this issue) in a related IRS modelling 576 
study for winter wheat at Lleida. 577 
 578 
Membership of the same model family (i.e. models with a shared genealogy) was a good 579 
descriptor of similarity in model response. These models share some model principles and 580 
components, but also differ in others. Documenting how models of the same family differ 581 
from one another is a tedious task, as information is scattered or not published as well as 582 
difficult to compare between different models. One of the precepts for applying multi-model 583 
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ensembles to represent uncertainties in model estimates is that an ensemble should encompass 584 
a diversity of model behaviour, and the "degree of relatedness" of models has been advocated  585 
as one possible criterion for determining model choice (Wallach et al., 2016). In this context, 586 
it would seem all the more important to improve and further develop existing crop model 587 
genealogies that were the basis for our analysis (Asseng et al., 2013; Rosenzweig et al., 2014) 588 
so as to encompass a larger set of models and include descriptions of how the models differ. 589 
 590 
The method used to describe evapotranspiration in a crop model also helped to explain 591 
differences in yield response patterns. These approaches differ in their weather input data 592 
requirements as well as in their complexity, accuracy and intended applicability to different 593 
environmental conditions. Of the three most common equations used in the ensemble of 594 
wheat models, Priestley-Taylor has the simplest description and only requires information on 595 
temperature and solar radiation, whereas Penman-Monteith requires wind speed and relative 596 
humidity in addition and Penman wind speed and air pressure. Further investigation would be 597 
needed to discriminate between the effects of different evapotranspiration schemes on a 598 
model-by-model basis, see for example a comparison for maize using a single model (Webber 599 
et al., 2016). However, other work suggests that a focus on evapotranspiration schemes alone 600 
may not offer a sufficient explanation for simulated model behaviour. For instance, 601 
Cammorano et al. (2016) analysed the temperature sensitivity of crop water use simulated by 602 
26 wheat models and found that the main source of uncertainty was due to model differences 603 
in the partitioning between soil evaporation and crop transpiration, rather than the choice of 604 
the evapotranspiration formula itself. 605 
 606 
The analysis of models using the same root distribution function and water stress processes 607 
provided examples where models with simpler model descriptions exhibited more similar IRS 608 
patterns than those with more complex process descriptions. While this can be seen as a 609 
tendency that more complex model descriptions can result in more complex results, in order 610 
to generalize these two examples one would ideally expand the analysis with further 611 
descriptions of model properties, such as the number of parameters used in a model or a 612 
classification of the ensemble members into different categories of model complexity. 613 
 614 
The automatic and manual approaches to calibration were not ideal descriptors of the detailed 615 
procedures actually followed, but the information provided by modellers on calibration was 616 
patchy and incomplete and grouping was problematic. Even so, some tentative relationships 617 
between calibration type and strength of yield response were noted (see sub-section 3.2.2). 618 
The effect of parameter selection on yield outcomes can be large (Angulo et al., 2013), which 619 
also becomes evident from the large distances between IRSs of the same model calibrated for 620 
different sites (e.g. model 1 in Figure S5). Hence, the descriptions of the calibration approach 621 
that we were able to collect may be insufficient to address the full effects of calibration 622 
strategies on the yield response. 623 
 624 
4.2 Assessment of the classification approaches 625 
 626 
This paper has introduced and applied two diagnostic approaches to the classification of IRS 627 
patterns generated in a multi-model sensitivity analysis of simulated wheat yields to 628 
temperature and precipitation perturbations. Characteristics of the expert (EDA) and statistical 629 
(SDA) diagnostic approaches are summarised in Table 3 and outlined below.  630 
 631 




4.2.1 Utility of the expert diagnostic approach (EDA) 634 
 635 
The expert diagnostic approach (EDA) classifies patterns of response using knowledge about 636 
the circumstances of the model simulations (e.g. types of models and processes simulated, 637 
calibration, site conditions, input data and other assumptions). Here, IRS patterns are placed 638 
in classes defined using criteria pre-specified by experts.  639 
 640 
One advantage of this approach is that any IRS pattern can be readily described using criteria 641 
that relate directly to features of the system being simulated. In this paper, the pattern of 642 
wheat yield sensitivity is described in terms of the position on the IRS of the maximum yield 643 
and the rate of yield decline from this maximum with respect to temperature and precipitation 644 
change. The same criteria can be used for different sites, different crops and patterns for 645 
period-averages as well as individual years (cf. sub-section 3.3). The EDA could also be 646 
applied to other climate change sensitivity studies applying IRS for different sectors or 647 
systems (e.g. hydrology, fisheries, forestry, human health), though different classification 648 
criteria would need to be identified for a given system. One such example is a classification of 649 
IRSs of water availability for 18 European river catchments simulated with a hydrological 650 
model (Weiß and Alcamo, 2011).  651 
 652 
The EDA classification proved useful for describing model responses in two anomalous years 653 
for the German spring wheat site (sub-section 3.3). Other sites and years (not reported) 654 
showed different deviations. For example, responses to cool years in Finland were sometimes 655 
characterised by crop failure, which can complicate the interpretation. A systematic analysis 656 
of IRS patterns for individual years using the EDA classification might be an alternative 657 
approach for describing aspects of inter-annual yield variability, complementing measures 658 
such as the coefficient of variation that are typically used in crop model studies. This could be 659 
a topic for future research. 660 
 661 
A potential disadvantage of the EDA is that the classification criteria are chosen subjectively, 662 
so different studies might adopt different criteria, making inter-comparison of results 663 
problematic. Another is that very similar patterns may fall in different classes by virtue of 664 
falling on either side of a threshold defined for a given selection criterion, without that 665 
similarity being readily quantifiable. 666 
 667 
4.2.2 Utility of the statistical diagnostic approach (SDA) 668 
 669 
The statistical diagnostic approach (SDA) groups patterns of response into classes based on 670 
statistical measures of their similarity. Here, the similarity between IRS patterns and 671 
magnitudes is evaluated without attempting to interpret these features. IRSs can then be 672 
classified using a clustering algorithm. One advantage of this approach is its ease of 673 
application, requiring only the values describing each IRS pattern and statistical software for 674 
computing the relevant metrics (i.e. pattern correlation, Euclidean distance and the clustering 675 
procedure for this study), though subjective choices are required for clustering.  676 
 677 
While we have plotted average IRS patterns across members of individual clusters in Figure 678 
5, such an analysis is not a pre-requisite for classification. However, if this is the only 679 
approach used to classify responses, then it may become necessary to provide labels to 680 
describe patterns represented in each of the clusters. For example, hierarchical clustering of 681 
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Euclidean distances was used by Prudhomme et al. (2013a) to classify impact response 682 
surfaces of river floods simulated with a hydrological model. They plotted average patterns of 683 
response for each cluster, labelling and relating each one statistically to different 684 
characteristics of the river catchments (analogous to the crop model properties examined in 685 
the present study). In further work, they used these statistical relationships to infer likely flood 686 
responses to climate change in other catchments that were not part of the original analysis 687 
(Prudhomme et al., 2013b). 688 
 689 
The distance metric that is used for clustering the IRS patterns can also be applied separately 690 
to indicate relative similarity in the patterns presented by different IRSs (noted as a weakness 691 
of the EDA approach). A disadvantage of this approach is that it applies solely to the 692 
ensemble of IRS patterns analysed. Thus evaluations of different ensembles, perhaps from 693 
other studies, would result in clusters that are not equivalent (as demonstrated for spring and 694 
winter wheat in Figure 5). The choice of ensemble size to be analysed depends on what 695 
aspects of the model simulations are of interest. For instance, in this study it was found that 696 
IRS patterns of yield response differed between sites, so for a strict inter-comparison of model 697 
behaviour, clusters should have been estimated separately for each site. However, this would 698 
have resulted in smaller sample sizes of the IRS clusters. Finally, it would only be possible to 699 
include a new IRS pattern by computing the distance metric between the new member and all 700 
others in the ensemble and/or repeating the clustering procedure. 701 
 702 
4.2.3 Relating EDA to SDA patterns 703 
 704 
There are clear overlaps between dominant patterns described using the statistical and expert 705 
diagnostic approaches, even if the approaches themselves differ. A strong correlation between 706 
two IRSs (Supplement 1, Eq. 1) indicates that these have a similar pattern, which has some 707 
similarity to identifying the location of maximum yield for the EDA, which is a specific 708 
aspect of the IRS pattern. Likewise, the Euclidian distance bears similarities to the strength of 709 
response criterion used in the EDA. Thus, it is not surprising to find similarities between 710 
dominant SDA clusters and EDA classes, although no exact matches were identified (cf. 711 
Figure 6). 712 
 713 
 714 
4.3 Conclusions 715 
 716 
In this paper two new approaches have been presented for classifying impact response 717 
surfaces (IRSs) used to depict the modelled sensitivity of crop yields to perturbed climate. We 718 
hypothesized that such classifications might offer insights into differences in model behaviour 719 
under changed climate and on the possible reasons for these differences. To examine this, we 720 
have applied the classification approaches to IRSs generated in a multi-model sensitivity 721 
analysis of simulated wheat yields to temperature and precipitation perturbations. 722 
 723 
Based on the analysis presented in the paper, we conclude that: 724 
 725 
1. The expert diagnostic approach (EDA) and statistical diagnostic approach (SDA) offer 726 
alternative, complementary and in some cases overlapping methods for classifying and 727 
discriminating between patterns of modelled response to temperature and precipitation. 728 
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2. EDA provides a useful means of describing different patterns of response in terms directly 729 
relevant to a given impact (e.g. the strength of yield response to changing temperature and 730 
precipitation) and is directly applicable in other similar studies. 731 
3. SDA offers straightforward procedures for comparing patterns of response based on 732 
statistical measures, including a distance metric quantifying the similarity between two 733 
patterns, though its application is constrained to those ensemble members under study. 734 
4. There are multiple options for presenting and inter-comparing IRS classes, including 735 
comprehensive tables with frequency counts of all classes, cross tabulation of different 736 
classification methods, counts of dominant classes, distance metrics, and use of coloured 737 
icons for rapid visual comparison. 738 
5. Complex models represent multiple processes in different ways, thus no single model 739 
property across a large model ensemble was found (or could realistically be expected) to 740 
explain the integrated yield response to temperature and precipitation perturbations. 741 
However, application of the EDA and SDA approaches to classify IRS patterns in a large 742 
wheat model ensemble for sites in Europe and attempts to relate these classes to 743 
characteristics of the model simulations revealed some capability to distinguish: 744 
 a stronger response to precipitation perturbations for winter wheat than spring 745 
wheat; 746 
 differing strengths of response to both temperature and precipitation changes in 747 
anomalous weather-years compared to period-average conditions; 748 
 the effect of site conditions on IRS yield patterns, which showed clear differences 749 
between sites in the location of the maximum yield and strength of decline from 750 
that maximum with climate change; 751 
 similarities in IRS patterns among models with related genealogy; 752 
 greater similarity in IRS patterns for models with simpler process descriptions for 753 
the root distribution and water stress than for models with more complex 754 
descriptions; 755 
 a closer correspondence of IRS patterns in models using partitioning schemes to 756 
represent yield formation than in those using a fixed or modified harvest index 757 
 758 
Considering the many challenges reported in undertaking a consistent wheat model ensemble 759 
IRS analysis, as well as the myriad options available for classifying IRS patterns, these 760 
conclusions support our original hypothesis concerning the utility of classifying IRS patterns 761 
for agricultural crops. By means of comparison, it would be interesting to apply similar 762 
methods to IRS patterns obtained from other regions and for other crops, as well as for 763 
impacts in other sectors, building on the few existing examples in the literature. Such results 764 
could be used to inform model selection in future multi-model crop simulation studies by 765 
identifying ensemble members that span a wide range of model responses, those that are 766 
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