The decision making of travelers for route choice and departure time choice depends on the expected travel time and its reliability. A common understanding of reliability is that it is related to several statistical properties of the travel time distribution, especially to the standard deviation of the travel time and also to the skewness. For an important corridor in Changsha (P.R. China) the travel time reliability has been evaluated and a linear model is proposed for the relationship between travel time, standard deviation, skewness and some other traffic characteristics. Statistical analysis is done for both simulation data from a delay distribution model and for real life data from Automated Number Plate Recognition (ANPR) cameras.
INTRODUCTION
The reliability of travel time is an important characteristic of a trip. It reflects the quality of traffic operations both for freeways and urban networks. In the choice of routes, departure time, travel mode and destinations, travel time reliability plays a role at least as important as the expected travel time (Bates et al., 2001; Bogers, 2009) . In certain situations, travelers seem to place a higher relative value on reducing travel time variability than on the mean travel time (Bates et al., 2001 ).
In order to quantify travel time reliability, a range of reliability measures have been proposed in the past decades , e.g., statistical range in the form of expected travel time plus/minus the standard deviation multiplied by a factor (Bates et al., 2001) , 95 th percentile (FHWA 2015) , buffer index, planning time index, tardy trip measures (Lomax et al., 2003) .
Among all these measures, the standard deviation is most often used to represent variability and is included in the route choice utility function in studies of the value of reliability ( Liu et al., 2004) . Sen et al. (2001) proposed a mean-variance approach which employs the variance of travel time as the travel time reliability measure to investigate travelers' route choice behavior. Different methods to determine the value of reliability have been reviewed by e.g. Carrion and Levinson(2012) and De Jong and Bliemer (2015) . Mahmassani et al. (2012) analyzed the characteristics of the travel time reliability for an urban road network by establishing a linear regression model describing the relationship between the standard deviation of travel time per unit distance and the corresponding mean value. Van Lint et al.(2008) argued that the travel time distribution is often wide and skewed, particularly during the periods when congestion occurs, sets in or dissolves. Given a skewed distribution, applying classic measures based on the mean or variance of travel times may lead to a biased estimate of reliability. They suggested that skewness should be considered as another measure of unreliability. The importance of skewness is emphasized by Bogers 4 (2009). She showed that route choice in an experimental situation was especially determined by the skewness of the travel time distribution.
There are large differences in the traffic processes that determine travel time reliability between urban roads and freeways (Tu, 2008) . In this article we focus on urban travel time reliability. The travel time reliability (or variability) in urban networks has received a lot of attention during the past years. With the development of various monitoring techniques, travel times can be derived from different data sources (e.g., from Automatic Number Plate
Recognition data, GPS/mobile phone equipped floating car data, and Bluetooth). Different statistical models such as Normal, Lognormal, Gamma and Weibull distributions (Al-Deek & Emam 2006; Arroyo & Kornhauser, 2005; Pu, 2011) are applied to describe the travel time variability. Due to the complexity of urban traffic conditions, a single distribution model couldn't well represent the travel time distribution of an urban road. Guo et al. ( 2010) proposed a mixed distribution model to capture multi-state traffic conditions for urban roads. method to characterize travel time variability using loop detector data. They disaggregated travel time variability into three components: vehicle-to-vehicle, period-to-period and day-today. In order to capture both the vehicle-to-vehicle and day-to-day variability in travel time data, Kim and Mahmassani (2014) proposed a Gamma-Gamma mixture distribution model.
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Based on their proposed model, the heterogeneity within these two variability types under different weather conditions can be described as well.
Up to now, most research on urban travel time reliability was done with simulation models to produce data for reliability analysis. Though Mahmassani et al. ( 2012; 2013) used both simulated data and field GPS trajectory data to model travel time reliability, the investigation with field data is rather limited. Moreover, the GPS data they used is only from a sample of the total traffic on the network and no flow data is available in their study area. The question is to what extent the derived relationship between the travel time variability and the network flow or density deduced from GPS sample data can represent the real situation. With the development of traffic monitoring systems, different field data sources including Automated
Number Plate Recognition (ANPR) camera data, GPS taxi data, loop detector data and signal timing data are now available.
In ( Zheng & van Zuylen, 2011) , the authors derived an analytical model which describes the travel time distribution for signalized roads. In that model the variation in travel time between different vehicles is due to differences in arrival moment at the intersection and variations in the arrival rate. Zheng et al. (2017) further extended the model to include also the effect of spill back. Their model has been validated with respect to the travel time distribution both with simulated data from VISSIM and real data from probe vehicles.
In this paper, firstly we give some observation for the use of simulation programs, probe vehicle data and data from ANPR cameras. Then we apply the travel time distribution model to derive two reliability measures: the standard deviation and the skewness of travel time. The flow data from cameras and signal timing data extracted from the SCATS traffic control system in Changsha are used as input to the travel time distribution model. We investigate the relationship between the expected travel time and the standard deviation, as well as the effect of changing traffic states on the travel time variability, i.e. to show the changes of the standard 6 deviation and the skewness during the day. Consecutively, field travel times are calculated from ANPR data. The relationship between the mean travel time and the standard deviation is shown. Also the connection between the travel time variability (e.g., the standard deviation, skewness) and different traffic states is established. Finally, some discussion and conclusions are provided.
SOME OBSERVATIONS REGARDING ANPR, SIMULATION AND PROBE VEHICLES
For the calculation of travel time reliability the travel time distribution on links, routes and/or whole networks are needed. The source of the necessary data is often a micro simulation program, speed measurements, probe vehicles or ANPR data. In the study reported in this article we used data from a route in Changsha, the capital of Hunan province in China (Figure 1 ), consisting of ANPR data, traffic volumes, and GPS data from 7200 taxis. These data were collected for three days from 20, April 2015 to 22, April 2015. Several input variables and parameters such as traffic flow rates, signal control plans and the saturation flow rates have to be determined in order to derive the delay and travel time distributions. Here we mainly use ANPR data to estimate travel time distributions, traffic flow rates, and saturation flow rates for the study area. Before analyzing travel time data, the different empirical data sources have been analyzed.
In Figure 1 the part of the network that is used for the travel time analysis is shown. It consists of 9 intersections which are all provided with loop detectors located close to the stop line on every lane. These detectors are a part of the traffic control system SCATS. The intersections denoted with italic numbers have ANPR cameras, one camera per lane. Taxis equipped with GPS devices send their position data every 30 seconds.
# Figure 1# 7
Analysis of the quality of the ANPR data
The ANPR cameras record the number plates of all vehicles passing the stop line. Lighting conditions appear to have an influence on the quality of the registrations. In the evening and early morning the failure rate of the cameras, in terms of missed number plates, is much larger than during the day time. Some number plates appear to be registered more than once at an intersection, sometimes by the same camera (up to 8%) and sometimes by adjacent cameras (up to 0.06%).
The ANPR cameras count traffic per lane, just as the loop detectors of the SCATS traffic control system do. The values from the cameras were in general close to the loop detector counts on the intersections in the study area. Since drivers do not always follow paths indicated by the lane marking on the intersection, they can 'escape' from being counted by the loop detectors or cameras. Especially left turning traffic is often miscounted.
Also the volumes of taxis counted from ANPR data (taxis have a special number plate and can be separately identified by the cameras) are close to those counted from the GPS taxi data.
An analysis of the volumes from ANPR cameras shows that some cameras did not perform well during these three days and at some intersections incidents have happened during one of the days. In the further analysis only intersections with regular and consistent data have been chosen.
Travel time measurement
For the travel time measurement, two data sources are available: ANPR and probe vehicles (taxis). A comparison was made for travel times measured from these two data sources. It appears that travel times measured from taxi GPS data can be rather different from the travel 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 8 times determined from ANPR data, as shown in Figure 2 . The reason is probably that taxi drivers are more experienced and thus faster than other drivers, but sometimes stop half way on a road to let passengers alight or get in, or just to take a break. The records from taxis stopping for more than 2 minutes or making a detour from a link have been removed. Such elimination of outliers, i.e. vehicles stopping between two intersections for reasons that have nothing to do with the traffic conditions, is also necessary for ANPR data. The outliers in ANPR travel times are visible in the graph of travel times as function of the arrival time at the end of a link. Normally travel times of two consecutive arriving cars are only slightly different, with the exception of the transition between a car that just passes the end of the green time and its follower. ANPR journey times that were more than twice the journey time of the vehicle arriving before or after were considered as drivers who had some activities during their journey between two cameras. About 5% of the journey times were identified as outliers and removed. The elimination of outliers in the ANPR travel times is very important to get a consistent statistical analysis.
The fact that during some time of the day (e.g. between 16:00 and mid-night) taxis drivers appear to be much faster than the other drivers, makes it preferable to use ANPR data for the measurement of travel time.
# Figure 2 #

Conclusions with respect to simulations and probe vehicles
A simulation represents aspects of real world traffic. Most simulations are calibrated and validated on aspects like mean travel time and traffic volumes. In a study of travel time reliability, the simulations should give travel time distributions which is proven to be valid. 2. Since the intersection is also a capacity bottleneck, the second term in the delay model describes the delay at a bottleneck with arrivals according to a Poisson statistics.
3. The third term is a correction, a rather complicated product of parameters that play a role in the first two terms.
There are some disadvantages of meta-models because the validity of the model is restricted to a certain range of the parameters. The Webster model is only valid for undersaturated conditions and becomes infinite for fully saturated situations. The integration of the oversaturated and undersaturated model has been developed by several researchers (e.g. Akcelik, 1988) . All of these models give a smooth transition between undersaturated and oversaturated conditions. Fu and Hellinga (2000) continued in that line and developed an analytic expression for the standard deviation of the delay, assuming stationary arrivals rates and zero initial queue. The difficulty in applying a formula like the one derived by Fu and Hellinga (2000) and Akcelik (1988) in practice is, that often the initial queue is not zero and that the queue is not always growing but also shrinking. Although the mathematical model for the delay probability distribution developed by Viti (2006) covers all these situations, it does not provide a closed mathematical expression for the situation that flows and queues are changing over time.
From the examples mentioned above one can find that the most important parameters that determine the delay and its standard deviation are the effective green to cycle time ratio, the flow and saturation flow and the degree of saturation x. The offset between signal control on different intersections is another important factor determining travel time and its standard deviation. This is not taken into account in the studies mentioned above. Another approach to determine the statistical properties of travel time is to use a mesoscopic model for the distribution of the delay. For the delay on an isolated intersection the distribution P(W) of the delay (W) when there is no overflow queue (a remain queue at the start of the red phase) is given by (Van Zuylen and Viti, 2007; Zheng et al., 2010) :
where
where t c is the cycle time and t r is the duration of the red phase; q is the flow of the arriving traffic and s is the saturation flow. The function δ is a distribution function defined as：
For this uniform delay distribution the expectation value and the standard deviation can be calculated:
This shows that the standard deviation of the (uniform) delay for undersaturated conditions can be considered as a function of the expectation value and the duration of the red phase. That means that also the standard deviation will become larger when the ratio of the traffic flow and saturation flow q/s becomes larger, e.g., closer to the value 1.
For larger values of q/s the uniform delay is only a small part of the real delay and the delay due to variations in the arrivals and oversaturation has to be included. The mathematical expression for the initial or overflow queue is the representation of a Markov process in which the distribution of the overflow queue length in a cycle depends on the distribution in the previous cycle and the probability distribution of the arrivals (Olszewski, 1990; Viti and van Zuylen, 2006; 2009 , 2010 .
Zheng and van Zuylen (2011; 2014) further extended the single intersection model to two intersection models which consider the signal coordination between the upstream intersection and the downstream intersection, and the overflow queue at the beginning of the red phase.
The delay probability distribution function is given as:
B(w, w 2N+ 1 , w 2N+2 ) is a box-shaped function with the property: (1) to (8) 
THE MODEL-SIMULATED STANDARD DEVIATION AND SKEWNESS
The calculations with the mesoscopic model are executed using the actual traffic variables for the corridor shown in figure 1. The data from the ANPR cameras were used for this purpose. The cycle times and green splits were obtained from the log files of the SCATS control system, but the offsets had to be estimated from the ANPR data. Traffic flow rates, saturation flow rates and signal timings are aggregated into 15 minutes time intervals starting from 7:00 AM until midnight. For each 15 min time interval, the delay distribution, expectation, standard deviation and skewness are computed by Equations (1 -8). Since the cycle time of the traffic control was variable and in the order of 3 minutes, a shorter time interval would give too much influence of the control process on the aggregated traffic characteristics. Figure 4 illustrates the correlation between the expectation and the standard deviation of delays calculated based on the delay distribution model (equations 1 -8) using the measured Although the relation between the expected value of the travel time and the standard deviation is consistent for all links, the regression coefficients differ per link.
The relation between the expectation value of travel times and skewness is shown in
Figures 5 and 6. It is clear that the skewness becomes less when the travel time becomes larger, which means that for higher travel times the distribution of the travel times becomes more symmetrical. However, when the degree of saturation becomes close to 1, i.e. larger than 0.8, the skewness increases with the increase of the expectation value as shown in Figure 6 , which indicates that travel times become more skewed with a longer tail to the right for heavy traffic conditions. In the following section we analyze the travel times and travel time distributions as estimated from the ANPR observations and determine the relations between traffic states and the standard deviation and skewness. The number plate recognition data were used to determine travel times in the East -West direction (see figure 1) for traffic travelling on the Renmin road as follows: 
# Figure 5 #
TRAVEL TIME ANALYSIS FROM THE ANPR REGISTRATIONS
# Figure 9# Although we analyzed only a small number of links, we can assume that there is a linear relation between mean travel time and its standard deviation and that the parameters in that linear relation depend on the length of the link.
# Table 1 #
Traffic density as explanatory variable
The average traffic density of link i ݇ in time interval T is calculated as: April were in general higher than on the other days. On that day the travel times were also higher and density and mean travel time are related as visible in equation (10).
Degree of saturation
Previous research (e.g. Fu and Hellinga 2000) indicates that the degree of saturation is an important characteristic of a link that determines the standard deviation of the travel time.
In this study, the degree of saturation is also estimated for every 15 minutes using the flow rates, saturation flow rates determined with the ANPR data and the green time and cycle time from the SCATS traffic control. The statistical analysis of the relation between TTSD and the degree of saturation, saturation flow rate, traffic density, mean travel time and skewness has initially be done using the Pearson correlation coefficient. The variation in the saturation flow rates appears to have no significant relation with the variation in the TTSD. Density and travel times have a significant correlation which is obvious from the way density is calculated by eq.
(10) and on most intersections skewness is also significantly related to TTSD. For the skewness, the most important correlated factors are TTSD, degree of saturation (consistent with the analysis of the model data in Figure 6 ) and Traffic density.
A further analysis has been executed with partial correlation analysis. In that analysis the most important correlated parameter is first used in a linear regression. The remaining errors are then analyzed to find possible correlations with the remaining variables. This analysis method removes the effect of collinearity. Table 2 shows the result of this analysis. The role of the degree of saturation appears not to be significant for most links (with the exception of 113-51) and also the explanatory value of the traffic density is relatively small (traffic density is correlated with the mean travel time as can be seen in its definition in eq. 10). The parameters are tested in every step of the regression whether their explanatory values for the residuals that remain from the previous regression step can be sufficiently explained by the remaining variables. Variables that don't contribute significantly to the quality of the regression are eliminated from formula (11). The results are shown in 3 and 4.
# Table 3 #   # Table 4 # The adjusted R 2 represents the proportion of the total variation in the series that is explained by the linear regression model. Compared with R 2 , the adjusted R 2 eliminates the influence of dependent variables and series size on the coefficients.
The conclusion is that the mean travel time, TTSD and travel time skewness S are mutually significantly related and that the traffic density plays a minor role in explaining the variations Just as in the case of the simple regression we had to ignore the data from link 113 -51 (bc), which are far from the linear relations.
THE TRAVEL TIME RELIABILITY ANALYSIS FOR A ROUTE
In the previous section the travel time reliability analysis has been done for single links. In this section travel time over a route of several links is analyzed. The full route from intersection 50 (a) to intersection 59 (f) appears to have too few complete trips. Since very few vehicles can be followed over these links before 6:00, the analysis period was confined to the period 6:00 and 0:00. Figure 8 (f) shows the route travel time for three days.
The variation of travel time between different periods of the day and between days is rather
large. We will first analyze the travel time reliability within a time period, just as we did for the single links. The partial correlations are shown in Table 6 .
# Table 6# For this route, negative correlation exists between skewness and mean travel time. That is consistent with the results for undersaturated intersections in the model based analysis. The degree of saturation of the four intersections is mostly between 0.7 and 0.9. Furthermore, the traffic density and volumes have a significant correlation with the travel time, standard deviation and skewness, which was not found for single links. Two methods have been used for this study:
• A model based calculation of travel time distributions, The linear relationship between mean travel time and TTSD is not the same for every link and every day. There is some evidence that the regression parameters for a link depend linearly on the link length.
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