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Abstract
Low-rank tensor decomposition is a promising approach for analysis and under-
standing of real-world data. Many such analyses require correct recovery of the true
latent factors, but the conditions for such recovery are not known for many existing
tensor decomposition methods. In this paper, we derive such conditions for a general
class of tensor decomposition methods where each latent tensor component can
be reshuffled into a low-rank matrix of arbitrary shape. The reshuffling operation
generalizes the traditional unfolding operation, and provides flexibility to recover
true latent factors of complex data-structures. We prove that exact recovery can be
guaranteed by using a convex program when a type of incoherence measure is upper
bounded. The results on image steganography show that our method obtains the
state-of-the-art performance. The theoretical analysis in this paper is expected to
be useful to derive similar results for other types of tensor-decomposition methods.
1 Introduction
Tensor-decomposition methods are powerful tools for analysis of real-world data (Kolda
and Bader, 2009), and have been applied successfully and extensively in many fields, such
as computer vision (Rabusseau and Kadri, 2016), natural language processing (Sharan
and Valiant, 2017), and image processing (He et al., 2017,Caiafa et al., 2017). They have
also been useful in understanding and discovering the hidden sources that give rise to the
real-world data, e.g., localizing the regions of the brain from EEG waveforms (Becker et al.,
2014), user detection from mobile-communication data (De Lathauwer and Castaing,
2007), and understanding the kinetic-theory descriptions of materials (González et al.,
2010). In general, such analyses are extremely important to advance scientific knowledge.
∗The corresponding author
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Figure 1: This figure shows an illustrative application of our Reshuffled-TD model for
image steganography. In this application we are given a “secret” image and we want to
hide it in a “cover” image. We propose to reshuffle the RGB components of the image and
add them together to get a “container” image that contains the secret image but makes it
perceptually invisible. The reshuffling operations are stored and can be used as a key in
our Reshuffled-TD to retrieve the secret image from the container. Our exact-recovery
condition, given in Theorem 1, ensures that the recovery of the RGB components is
possible by solving the convex program given in (6).
Ideally, the objective of these data analyses is to identify the true hidden sources that
give rise to the data. Unfortunately, this is not always possible since the problem might
be ill-posed and there might be multiple explanations for the data in hand. It is therefore
important to at least know the conditions under which our estimation reveals the truth.
Determining such exact-recovery conditions for low-rank tensor decomposition is the main
purpose of this paper.
Existing works on exact-recovery for low-rank tensor-decomposition methods are based
on the uniqueness property. The popular canonical polyadic decomposition (CPD), also
known as the parallel factor analysis (PARAFAC), provides a unique solution under a mild
condition (Sidiropoulos et al., 2017,Bhaskara et al., 2014,Domanov and De Lathauwer,
2013,Brachat et al., 2010). However, CPD is too restrictive for many applications and
its optimization is challenging (Comon et al., 2009, Rajih et al., 2008, Paatero, 2000).
Other alternatives, such as the Tucker decomposition and tensor-train decomposition,
unfortunately do not have the uniqueness property (Kolda and Bader, 2009,Cichocki et al.,
2015), i.e., their latent factors can be arbitrarily rotated without changing the resultant1.
Some variants of these methods have been proposed to obtain a unique decomposition, but
deriving exact-recovery conditions for a general tensor-decomposition methods remains a
challenging problem.
In this paper, we derive exact-recovery conditions for a general class of tensor-
decomposition methods where we model a tensor as the sum of multiple latent tensors.
Each latent tensor is assigned a different reshuffling operator that rearranges the tensor
1Similar ambiguity exists in low-rank matrix decompositions.
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into a matrix of arbitrary shape. The reshuffling can be seen as a generalization of the
traditional unfolding operation that performs along the modes of tensor. Both CPD
and Tucker decompositions use unfolding and can be seen as special cases of our model,
where the tensor components are restricted to be rank-one tensors. Reshuffling operations
play an important role in making our model flexible and general, and thus our model is
called Reshuffled Tensor Decomposition (Reshuffled-TD). Figure 1 shows an illustrative
application of our model.
We prove that Reshuffled-TD can recover the true latent components by solving a
convex program when an incoherence measure is upper bounded. The incoherence measure
of a latent component is inversely proportional to the maximum increase in the component’s
rank when its own reshuffling operator is replaced by the operator associated with any
other component. An upper bound on it ensures that the increase in the rank is very
large when the operators are changed. This in turn indicates that the tensor components
are fairly different from each other and an exact-recovery is possible. To validate our
theoretical result, we apply our model to image steganography (see Fig. 1) and achieve
the state-of-the-art performance.
1.1 Related Works
Existing work on exact-recovery for low-rank tensor decomposition is based on the unique-
ness property (Kolda and Bader, 2009,De Lathauwer, 2008). Among existing models,
CPD is unique, while the Tucker and TT decompositions are not. Reliance on uniqueness
makes it difficult to modify these existing methods to ensure exact recovery.
Many approaches have focused on restricting the model such that the uniqueness
property is ensured. For example, one way to eliminate the ambiguity in Tucker decompo-
sition is to impose additional constraints on the latent factors, e.g., by forcing them to be
independent, sparse, or smooth (Cichocki et al., 2009). This could work in practice, but
in some cases, these constraints might be too strong for the data in hand. In contrast, our
model does not impose additional constraints, rather contains existing models as special
cases.
Our work significantly departs from these existing approaches that rely on uniqueness.
We make use of an incoherency measure to prove exact recovery. Many other types of
incoherency measures have been used in the compressed-sensing and matrix-completion
literature (Candès, 2006,Candès and Recht, 2009), and our work makes a similar attempt
for the low-rank tensor decomposition methods.
A similar work to ours is proposed in (Tomioka et al., 2010,Tomioka and Suzuki, 2013)
where upper bounds on the reconstruction error have been proposed. Their focus is on
the statistical performance, such as consistency, while our work focuses on exact-recovery
conditions. There also exist some recent work on recovering sparse corruptions or missing
data for tensor decompositions (Lu et al., 2016,Gandy et al., 2011), but the problems
discussed in these works are different from ours.
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2 Low-Rank Tensor Decomposition
Tensors, also known as multi-way arrays, are generalization of 2D matrices. Throughout
the paper, we will denote matrices by boldface capital letters, e.g., X ∈ Rm×n is a matrix
of size m× n. We will denote tensors by X ∈ RI1×I2×···×IK , where K is the order of the
tensor, l = 1, 2, . . . , K indexes the modes of the tensor, and Il is the dimensionality of the
mode l.
Given data in the form of a tensor X , a tensor decomposition model expresses it as
the sum of multiple latent tensor components, i.e.,
X =
N∑
i=1
Ai, (1)
where Ai are latent tensor components of the same size as X . The problem of recovering
Ai given X is an ill-posed one with infinite solutions, therefore additional restrictions are
required to choose one solution.
The most popular low-rank tensor decomposition, the canonical polyadic decomposition
(CPD), restricts Ai to be a rank-one tensors as shown below,
Ai = λi u(1)i ◦ u(2)i ◦ · · · ◦ u(K)i . (2)
where a ◦ b denotes outer-product between two vectors a and b, and the vectors for each
mode-l are from a factor matrix U(l) = [u(l)1 ,u
(l)
2 , . . . ,u
(l)
N ] of size Il × N . The number
of components N , also known as the tensor rank, is bounded by minj
∏K
l=1,i 6=j Il. An
advantage of this model is that it is unique, but the restriction could be too strong to
model real-world data and estimation could be challenging (Comon et al., 2009,Rajih
et al., 2008,Paatero, 2000).
An alternative model is the Tucker decomposition which is more flexible and easy to
estimate compared to CPD. This model also assumes the components to be rank-one
tensors but now the components are generated using all possible combinations of the factor
matrix U(l), as shown below:
X =
N1∑
i1=1
· · ·
NK∑
iK=1
Ai1,...,iK ,
s.t.Ai1,...,iK = λi1,...,iK u(1)i1 ◦ u(2)i2 ◦ · · · ◦ u(K)iK .
(3)
The total number of components is equal to
∏K
l=1Nl, where the quantity Nl is bounded
by Il. This number could be much larger than the one for CPD. Overall, the Tucker
decomposition is much more flexible than CPD, but it is not unique. For example, the
factors U(l) can be arbitrarily rotated without changing the resulting tensor X . Similar
issues exist for the Tensor-Train decomposition which is another popular method for
low-rank tensor decomposition.
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To avoid ambiguity, one can add constraints on the latent components, e.g., an
orthogonality assumption on the factor matrix would reduce the ambiguity, but then the
true latent components also need to be orthogonal which might be too restrictive. In
general, deriving exact recovery conditions without resorting to such restrictions is difficult.
We consider a more flexible decomposition where we do not specify the exact form of
the component, and only assume that they can be reshuffled into a matrix of a low rank.
This class of models contains existing models, such as CPD and the Tucker decomposition,
as special case. Therefore, our model is not a restriction, rather it is a general model class
that can be used to prove desirable properties of many low-rank decomposition models.
Using this model, we derive and prove exact-recovery conditions that only require a mild
incoherency condition to be fulfilled.
3 Reshuffled Tensor-Decomposition
In this section, we introduce a new low-rank tensor decomposition model where tensors are
mapped to matrices by using the reshuffling operation. Instead of restricting the tensor
components to be rank-one tensors, as in CPD and the Tucker decomposition, we instead
reshuffle its entry into a matrix, and then restrict those matrices to be of low rank. We
now describe our model.
We begin with a formal definition of reshuffling.
Definition 1 (Reshuffling). The reshuffling operation, denoted by R, is defined as a
mapping that maps a tensor A ∈ RI1×I2×···×IK into a real matrix A := R(A) of size m× n,
such that the number of elements in A is equal to the number of elements in A, i.e.,
mn = I1I2 . . . IK, and every entry of A correspond to one and only one entry in A.
We build a low-rank tensor decomposition model by using the reshuffling operation. We
call it Reshuffled-TD. The main idea behind our model is to employ a variety of reshuffling
operators for each component, i.e., for each component Ai, we reshuffle it using a distinct
operator Ri to get a matrix Ai := Ri(Ai) of a particular size. Ideally, we want the rank of
Ai to be small, and would like to be able to capture a variety of low-rank structure within
the tensor. Assuming that the operator Ri are known for components, we can formalize
this as the following optimization problem:
min
A1,...,AN
N∑
i=1
rank (Ai) , (4)
s.t.Ai = Ri(Ai), ∀i, and X =
N∑
i=1
Ai (5)
In the above problem, the constraints are linear, but the objective function is unfortunately
nonconvex. We consider a convex alternative where we replace the rank function by a
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convex surrogate called the nuclear norm (Fazel et al., 2001). This gives us the following
problem:
min
A1,...,AN
N∑
i=1
‖Ai‖∗, (6)
subject to constraints (5). This problem can be solved by using the alternating direction
method of multiplies (ADMM) algorithm. The details of the algorithm are given in the
supplementary material.
The Reshuffled-TD model can be seen as a generalization of (2) and (3). These methods
employ the unfolding operation which converts the tensor into a matrix, but does so by
operating along a mode. The size of the resulting matrix is restricted where the number
of rows in the matrix is equal to the dimensionality of the mode. Similarly to unfolding
operation, reshuffling maps a tensor into a matrix, and is a linear and reversible operation.
However, reshuffling can operate more flexibly and obtain matrices of arbitrary size where
entries can be rearranged in an arbitrary order. Unfolding can therefore be obtained as a
special case of reshuffling. The flexibility of reshuffling could enable recovery of low-rank
structures that were previously unrecoverable by using unfolding.
The reshuffling operator for a particular tensor could be difficult to find. For some
applications, such as steganography, the operators are known beforehand, as shown in
Figure 1. In general, one could design them to exploit some specific characteristics of the
data. For example, the unfolding operation exploits the physical meaning associated with
the mode to convert the tensor into a matrix. Reshuffling operator could be designed in
a similar fashion to exploit other types of structural information about the tensor. The
operator therefore gives us more flexibility in exploiting the knowledge about the data,
but increases the effort required for modeling. Our focus in this paper is on deriving
exact-recovery condition, therefore we leave the specification of the reshuffling operator
for future work. Throughout the paper, we assume that operators Ri are known for all
components i.
4 Exact Recovery with Reshuffled-TD
In this section, we derive and prove the exact-recovery conditions when using the Reshuffled-
TD method. We start with a formal statement of the problem.
Problem 1 (Conditions for Exact Recovery). Given a tensor X , suppose there exist
tensors A∗i such that X =
∑N
i=1A∗i . Suppose A∗i := Ri(A∗i ) are low-rank matrices of rank
ki. Under what conditions on A∗i , Ri and ki, the estimated Aˆi, obtained by solving (6),
will be equal to A∗i for all i?
The above problem differs from the uniqueness property used in the existing tensor-
decomposition literature. The model (1) is obviously not unique, and multiple solutions
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can be obtained using the optimization problem (4). The convex relaxation (6) does find
a unique solution, but it does not guarantee whether the solution will be equal to the true
components.
Our solution for the problem is stated in Theorem 1. Our main result relies on an
incoherency measure (defined in Definition 3) which measures the change in the rank of a
component A∗i when the operator Ri is replaced by any other operator Rj. To be able to
measure this change, we first need to define a manifold over tensor for an operator Ri (see
Definition 2), and a neighborhood in this manifold. For the latter, we will derive a type of
tangent space in the manifold (see Proposition 1). We start with the formal definition of
the manifold.
Definition 2 (Tensor Manifold of Fixed Rank under Reshuffling). Given a reshuffling
operator Ri, the following set of tensors Y such that the rank of the matrix Y = Ri(Y) is
equal to k
Pi(k) =
{Y ∈ RI1×...×IK |rank(Y) = k} . (7)
defines a smooth manifold (Hosseini et al., 2017).
We now define a neighborhood in Pi(k) using a type of tangent space. In our derivation,
the tangent space around a tensor A ∈ Pi(k) is obtained by using the truncated singular-
value decomposition of A := Ri(A) where A is an m× n matrix. Truncated SVD with
first k leading singular values is given by UΛVT , where U and V are matrices of size
m × k and n × k respectively, and Λ is a diagonal matrix that contains the k singular
values as its diagonal. By considering all possible real matrices of size m× k and n× k
respectively, we can formally derive the following tangent space.
Proposition 1 (Tangent Space). The tangent space of the manifold Pi(k) at a given
tensor A is given as the following,
TPi(k)(A) := (8){Y|Ri(Y) = UV¯> + U¯V>,∀U¯ ∈ Rn×k, V¯ ∈ Rm×k} .
The proof of the proposition can be trivially achieved from Eq. (3.2) in (Chandrasekaran
et al., 2011). The tangent space TPi(k)(A) gives us an approximation of the manifold in a
neighborhood of A, and it can be used to analyze how perturbation in A influences the
rank of A. This is captured in the following incoherence measure, which we define next.
Definition 3 (Incoherence). Consider the tangent space TPi(k)(A) in the manifold Pi(ki)
of (true) rank ki under the reshuffling operator Ri. Given a different operator Rj, we look
at all the tensors Y ∈ TPi(k)(A), and find the maximum spectral norm2 ‖Rj(Y)‖2 while
2Spectral norm is defined as the largest singular value of a matrix. We denote it by ‖A‖2 for a matrix
A.
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‖Ri(Y)‖2 < 1 for the i’th operator. The incoherence of a tensor A under Ri is then defined
to be the maximum spectral norm obtained for all operators Rj 6= Ri. Formally,
µi (A) := max
j 6=i
max
Y ∈ TPi(ki)(A),‖Ri (Y)‖2 ≤ 1
‖Rj (Y)‖2 , (9)
The above incoherency measure captures the change in the rank when the operator is
changed from Ri to any other Rj . This is due to a relationship between the spectral norm
and the rank. The spectral norm is the dual of the nuclear norm which is a convex envelope
of the matrix rank (Fazel et al., 2001). Roughly speaking, when the spectral norm under
Ri is constrained, a small spectral norm obtained under Rj would imply a large change in
the rank of the reshuffled matrices. Therefore, a small value of the incoherence measure
would imply an increase in the rank when the true operator is replaced by a different one.
Our main result is to show that bounding the incoherence measure ensures exact
recovery.
Theorem 1 (Exact-Recovery Condition). The estimated Aˆi, obtained by solving (6), are
equal to the true A∗i for all i, when
max
i=1,...,N
µi(A?i ) <
1
3N − 2 . (10)
The above condition states that if incoherence measures are small enough, then exact-
recovery is possible. Roughly, this implies that, for exact recovery, the rank must increase
drastically whenever we switch from Ri(A∗i ) to any other Rj(A∗i ) for j 6= i. This needs to
holds for all components, i.e., all components needs to well “separated” in some sense.
Our proof builds upon some of the techniques used in (Chandrasekaran et al., 2011) to
prove similar results for a type of matrix decomposition (Chandrasekaran et al., 2011).
Our proof extends these techniques to tensor decomposition. A recent work in (Lu et al.,
2016) uses similar methods to prove conditions for the robust model which consists of a
low-rank part plus a sparse part. In contrast, our work focuses solely on the low-rank tensor
decomposition and there are no sparse parts in the model. Compared to the theoretical
studies in (Tomioka and Suzuki, 2013), we focus on the conditions for the exact recovery
while they mainly analyze the statistical performance influenced by the perturbation like
Gaussian noise. Although the Theorem 2 and 3 in (Tomioka and Suzuki, 2013) shows that
the upper bound for the sum of the reconstruction error of components tends to be tighter
with decreasing the strength of the perturbation, the upper bound is not guaranteed to
go to zero even though the strength of the perturbation goes to zero. However, as an
extension of LaTNN, we rigorously prove that the decomposition can exactly recover the
latent components, and give the incoherence condition on exact recovery for the first time.
In the next section, we give more details about the proof of Theorem 1.
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4.1 Sketch of the Proof
In this section, we give sketch of the proof for Theorem 1. A complete proof can be found
in the supplemental material. To prove the result, we first derive the sufficient condition
for exact recovery in the neighborhood of the “true” components. This is described in the
lemma below.
Lemma 1. There exists a unique N-tuple (A1, . . . ,AN) = (A?1, . . . ,A?N) such that, for
Ai ∈ TPi(ki)(A?i ), X =
∑N
i=1Ai when
TPi(ki)(A?i ) ∩
⊕
j 6=i
TPj(kj)(A?j) = {0} (11)
for all i = 1, . . . , N , where
⊕
j 6=i TPj(kj)(A?j) denotes a sequential direct sum of the linear
subspaces TPj(kj)(A?j), ∀j 6= i, formally defined below,⊕
j 6=i
TPj(kj)(A?j) = TP1(k1)(A?1)⊕ . . .⊕ TPi−1(ki−1)(A?i−1)
⊕ TPi+1(ki+1)(A?i+1)⊕ . . .⊕ TPN (kN )(A?N). (12)
It implies from Lemma 1 that A?i can be exactly recovered as long as there is no
common “information” shared among TPi(ki)(A?i ), ∀i. However, Lemma 1 is not sufficient
to prove that minimizing (6) can exactly recover the latent components. This is because
the solution of (6) for each component is not restricted in the set Ti(A?i ). Therefore, we
impose more conditions to obtain the following theorem:
Theorem 2. The N-tuple (A1, . . . ,AN) = (A?1, . . . ,A?N) is the unique solution of (6) if
the following conditions are satisfied for all i = 1, . . . , N :
1. TPi(ki)(A?i ) ∩
⊕
j 6=i TPj(kj)(A?j) = {0}.
2. There exists a dual Q ∈ RI1×...×IK such that
(a) PTPi(ki)(A?i )(Q) = R
−1
i (UiV
T
i )
(b)
∥∥∥Ri (PNi(A?i )(Q))∥∥∥2 < 1
where R−1i (·) denotes the inverse of the reshuffling operator Ri, ‖ · ‖2 denotes the spectral
norm, Ni (A?i ) represents the normal space (Hosseini et al., 2017) to the manifold Pi (ri)
at A?i , PW(·) : RI1×...×IK → RI1×...×IK is a projection into a linear subspace W, and
Ui ∈ Rmi×ri ,Vi ∈ Rni×ri denote the left and right truncated singular matrices of Ri (Ai),
respectively.
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Compared to Lemma 1, Theorem 2 imposes additional conditions on the dual tensor
Q, which have been also called as dual certificate in matrix completion (Candes and Plan,
2010). The conditions 2 given in Theorem 2 can be considered as additional assumptions
on the strict convexity of (6), such that a unique solution is guaranteed by minimizing the
objective function of (6).
Next we utilize the incoherence measure defined in (9) to compact the conditions given
in Theorem 2. We start from reconsidering the conditions shown in Lemma 1 by giving an
upper bound of the product of pair of incoherence measures:
Lemma 2. There exists a unique N-tuple (A1, . . . ,AN) = (A?1, . . . ,A?N) such that Ai ∈
TPi(ki)(A?i ) and X =
∑N
i=1Ai holds when
max
i 6= j
i, j = 1, . . . , N
{
µi (A?i )µj
(A?j)} < 12 (N − 1) . (13)
It implies from (13) that a product of all different pairs of µi (A?i ) and µj
(A?j) , i 6= j
should be small enough for exact recovery of the components, and are bounded by the
inverse of the number of latent components. When glancing the proof (given in the
supplementary material), we can find the equation (11) holds if
max
S∈Ti,‖Ri(S)‖2≤1
∥∥∥Ri (P⊕j 6=i Tj (S))∥∥∥2 < 1. (14)
In addition, it can be also proved that (14) is a necessary condition of the inequality (13).
Hence it implies that Lemma 2 gives a more restrict condition for exact recovery than
Lemma 1. Last, by using the results in Theorem 2, we further restrict the upper bound
given in Lemma 2 to obtain the conditions for exact recovery in Theorem 1.
If imposing further constraints on the reshuffling operator Ri,∀i, we can get a more
intuitive condition for the exact recovery:
Corollary 1. Assume that X = ∑Ni=1A?i is a Kth-order tensor with the size I× . . .×I, and
the the reshuffling operators Ri : RI×...×I → Rn×n for each components. In addition, suppose
that (a) the rank of Ri (A?i ) equals r; (b) it is full-rank for all matrices Rj (A?i ) ,∀j 6= i;
(c) For each matrix Rj (Ai) , ∀i, j, its non-zero singular values are equal to each other.
Then (A1, . . . ,AN) = (A?1, . . . ,A?N) is the unique solution of (6) if n > (3N − 2)2 r.
It implies from Corollary 1 that, the lower bound of the size n will linearly changed
with the rank of the reshuffled components r, but quadratically changed with the number
of components N for the exact recovery. Although assumptions in Corollary 1 is strict
that there may be no reshuffling operator Ri that can totally satisfy them, the result still
reveals an intuitive fact that the latent components can be more likely exactly recovered
by our model if the data size n is large enough.
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5 Experimental Results
We show results for two experiments. In the first experiment, we validate our exact
recovery result on a synthetic dataset. In the second experiment, we apply Reshuffled-TD
to image steganography and show its state-of-the-art performance.
5.1 Validation of Exact-Recovery Conditions
We firstly perform an experiment using synthetic data to validate the theoretical results in
Section 4. We generate data by using four square matrices A∗i := Ri (A?i ) ∈ Rn×n, for i = 1
to 4. Each A∗i is generated by multiplying two random semi-orthonormal matrices with
rank r, i.e., Ri (A?i ) = UiVTi in which Ui,Vi ∈ Rn×r denote the random semi-orthonormal
matrices. The reshuffling operator Ri employs random element-wise permutation of the
tensor.
We measure the performance using the total signal-to-interference ratio (tSIR) defined
as follows:
tSIR :=
N∑
i=1
‖A?i ‖22 /
N∑
i=1
∥∥∥A?i − Aˆi∥∥∥2
2
(15)
Fig. 2 shows the phase transition of Reshuffled-TD with different parameters, such as the
rank r and size n of the matrices A∗i and the number of components N . In each plot,
the white blocks indicate tSIR ≥ 25dB which implies very good recovery, and the black
blocks indicate tSIR ≤ 15dB which implies no recovery. The gray area corresponds the
results in between and indicates the phase transition from exact recovery to partial or no
recovery. This can be compared with the phase transition predicted using our bound in
Theorem 1 which is shown with the red line. Our bound is a bit conservative, but correctly
captures a major chunk of the area where exact recovery is possible.
For a fix N , the relationship between n and r is linear, and, when n is fixed, the
relationship between N and r is quadratic. This matches the relationship predicted in
Corollary 1 where we show that n > (3N − 2)2.
5.2 Image Steganography using Reshuffled-TD
Steganography is about hiding a secret message within an ordinary message and then
extracting it at its destination (Kessler and Hosmer, 2011). In this experiment, we will
use Reshuffled-TD for image steganography, i.e., to hide a “secret” image in an ordinary
“cover” image.
Image stegaography is a classical problem for both computer vision and image processing.
The most popular method is the least-significant-bits (LSB) method (Kessler and Hosmer,
2011), which uses the least significant bit of the cover to hide the most significant bit
of the image. Some recent approaches have used deep neural networks to hide and
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Figure 2: Results on synthetic data to validate our exact-recovery results. We vary different
experiment parameters, such as rank r, size n and number of the components N . In each
plot, the darker areas denote the worse reconstruction (<10dB) while the white areas
denote a good recovery (>25dB). The gray boundary shows the phase transition, while
the red line denotes the phase transition predicted by our theoretical bound derived in
Corollary 1.
recover images (Baluja, 2017), but these methods require a lot of training data, and
they are generally sensitive to the unseen images not present in the training data. The
computational requirement is also heavy. In contrast, our method is much simpler. It
does not require any training, and therefore does not have any such sensitivity issues.
We compare to both of these methods, although due to space constraint only report
comparison to LSB. Comparison to deep learning methods is given in the supplementary
material, where we obtain better performance than them.
We tried various ways to make the problem challenging for the methods. We try to
hide a full-size RGB image (8× 3 bits per pixel) into a grayscale image (8 bits per pixel).
We choose different types of images, e.g., natural, cartoon and fingerprint. We also try to
add an invisible change in the cover images to make the problem harder.
We use various types of datasets as cover and secret. These include texture (DTD (Cim-
poi et al., 2014)), natural (LIVE (Wang et al., 2004) and FIVEK (Bychkovsky et al.,
2011)), cartoon (Royer et al., 2017) and fingerprint (Maltoni et al., 2009) datasets. For
different datasets, we unify the shape of all images to 2000× 2000, and convert the image
to grayscale when the a cover images is colored.
A sketch of our Reshuffled-TD method is shown in Fig. 1. During the hiding procedure,
images of each channel from the secret images are randomly reshuffled, and then weighted
by a strength parameter σ which control the signal strength of the secret. The processed
secret images are then added to the cover image to obtain the a grayscale “container”
image. The error between the container and cover images will tend to zero as we decrease
σ. Therefore, we expect that the secret image can be hidden well if a small value of σ is
chosen. In the recovery procedure, we use the reshuffled operator as a key, and recover the
RGB components of the sercret image by solving the convex problem (6).
Results are shown in Table 1 as measured by the normalized signal to interference ratio
(SIR). A higher value of SIR indicate better performance. The experiment is conducted
on 10 randomly chosen image pairs. We compare to the LSB methods, in which we use
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(a)
Cover/Secert
(b) LSB with 2
bits
(c) Deep Stego (d) Reshuffled-
TD
(σ = 0.05)
Figure 3: An example to illustrate the performance of image steganograpy by different
methods. In the figure, the first row shows the original cover images (the first column)
and the container images generated by different images; the second row shows the original
secret images (the first column) and its recovery by different methods. It can be easily
found that Reshuffled-TD gives the most invisible change on the cover image and the most
accurate recovery of the secret.
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Table 1: Performance comparison of image steganography. In the experiment, we use SIR
(dB) to quantify the distortion of both cover(C) and secret(S) images, where larger value
of SIR indicates better performance.
Datasets
LSB Reshuffled-TD
1 bit/ 2 bits/ σ = σ = σ =
chn chn 0.01 0.05 0.1
DTD(C)
CART.(S)
26.70 9.66 32.25 18.45 12.63
6.92 14.42 13.13 22.67 25.92
DTD(C)
DTD(S)
23.77 7.53 36.86 23.69 17.78
3.38 7.84 4.71 11.36 13.12
DTD(C)
FIVEK(S)
24.05 7.76 34.30 21.47 15.64
1.12 6.00 4.91 11.62 13.54
FIVEK(C)
FIVEK(S)
23.02 6.56 36.33 23.42 17.49
3.37 7.52 -0.95 5.70 9.29
FVC(C)
FIVEK(S)
18.19 3.27 33.54 20.25 14.40
3.32 6.42 5.04 12.80 14.66
LIVE(C)
FIVEK(S)
24.50 7.66 37.71 24.71 18.78
4.08 7.58 4.75 11.49 12.91
Average 23.37 7.07 35.165 22.00 16.123.70 8.30 5.26 12.61 14.91
either 1 or 2 bits to save each channel of the secret images. Reshuffled-TD significantly
outperforms LSB on both cover the and secret images. For example, in DTD+CART.
dataset, Reshuffled-TD achieves 32.25dB on the cover images and 13.13dB on the secret
images when σ = 0.01. LSB achieves 6.92dB for the secret image and 26.70 for the cover
image when using 1 bit. The performance on the cover image gets worse when the number
of bits is increased to 2. Similar results are seen for other datasets, the FIVEK+FIVEK
dataset being an exception for the strength parameter σ = 0.01. This is because FIVEK
is a dataset of natural images, where low-rank assumption is not a good one.
Fig. 3 shows a few example of reconstructed images obtained on FVC+FIVEK
and DTD+FIVEK using LSB, deep stego methods, and our method. We observe that
Reshuffled-TD gives better performance than both LSB and deep stego methods. More
examples for performance comparison is shown in the supplemental material.
6 Discussion
By leveraging the flexibility of the reshuffling operator, we proved that the latent compo-
nents can be exactly recovered with mild conditions by using the incoherence measure.
Our method still assumes a low-matrix-rank constraint on the decomposition model. A
straightforward extension of would be take the tensor rank into account. Also by using
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reshuffling, the tensor could be decomposed as a sum of low-tensor-rank components
instead of low-matrix-rank. It is expected that such modification can give a more compact
representation than both the proposed method and other tensor decomposition methods.
Owing to the capacity of the exact recovery, we can treat our method as a new single-
channel blind source separation (BSS) method (Jung et al., 2000,Hyvärinen and Oja,
2000). In contrast to classical BSS methods, which depends on the non-Gaussianity or
sparsity of the data, Reshuffled-TD considers the low-rank structure contained in the data.
We believe that there are various applications of our method where it can be applied to a
wide-variety of practical problems.
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7 Supplementary Materials
7.1 The algorithm of Reshuffled-TD
Without loss of generality, we use vectors (lowercase boldface letters) instead of higher-order
tensor in the supplementary material, and the extension to higher-order tensor is trivial.
Furthermore, we use Ti(a?i ) to represent TPi(ki)(a?i ) for brevity. Recall the optimization
problem
f (a1, . . . , aN) =
N∑
i=1
‖Ri (ai)‖∗ s.t. x =
N∑
i=1
ai, (16)
In experimental section of this paper, we utilize ADMM to solve the Reshuffled-TD
problem. Specifically, its corresponding augmented Lagrangian function is given by
L (a1, . . . , aN ,y, κ) =
N∑
i=1
‖Ri (ai)‖∗ +
〈
y,x−
N∑
i=1
ai
〉
+
κ
2
∥∥∥∥∥x−
N∑
i=1
ai
∥∥∥∥∥
2
, (17)
where κ denotes a positive scalar. The algorithm of Reshuffled-TD is given as Alg. 1, in
which Dλ (·) denotes soft-thresholding the singular values of a matrix with the scalar λ.
If X = UΣVT is the SVD of X, then Dλ (X) = UΣ¯VT, where the element Σ¯ (i, j) of Σ¯
satisfies
Σ¯ (i, j) =
{
Σ (i, j)− λ Σ (i, j) > λ
0 otherwise . (18)
Algorithm 1 Reshuffled-TD via ADMM
Initialize: The observation x ∈ RT, y = sgn(x), ai = x/N, ∀i, and ρ > 1, κ0 > 0
Iteration until convergence:
//STEP 1: update every latent component ai, i = 1, . . . , N
for i = 1, . . . , N do
ai ← R−1i
(
Dκ−1
(
Ri
(
x−∑Nj 6=i aj + κ−1y)))
end for
//STEP 2: update the Lagrangian dual y
y← y + κ
(
x−∑Ni=1 ai)
//STEP 3: update the scalar κ
κ← ρκ
Output: (ai, . . . , aN)
The convergence of the algorithm can be theoretically guaranteed by Theorem 3 in (Lin
et al., 2010) with slight modifications.
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7.2 Proof of Lemma 1
Proof. Assume that there is another N -tuple (a1, . . . , aN) = (a?1, . . . , a?N) such that ai ∈
Ti (a?i ) and x =
∑N
i=1 ai. In addition, let ai = a
?
i + ei,∀i, where ei ∈ RT represents the
perturbation. Then the following statements apparently hold:
1. ei ∈ Ti (a?i ),
2.
∑N
i=1 ei = 0,
3. there are at least two non-zero vectors in ei, ej, ∀i, j.
Without loss of generality, assume that ei 6= 0. Then it holds that ei =
∑
j 6=i ej by the
statement 2. Furthermore, it can be found that ei ∈ Ti (a?i ) and
∑
j 6=i ej ∈
⊕
j 6=i Tj
(
a?j
)
.
Thus we have ei ∈ Ti (a?i ) ∩
⊕
j 6=i Tj
(
a?j
) 6= {0}.
7.3 Proof of Theorem 2
Proof. In the proof, we use Ti instead of Ti (a?i ) for simplicity. Based on sub-gradient
optimality conditions applied at the N -tuple (a?1, . . . , a?N), there must exist dual q ∈ RT
which satisfies the conditions. Let qi ∈ RT be any sub-gradient of ‖Ri (ai)‖∗, i.e. qi ∈
∂ ‖Ri (ai)‖∗. Then we can get
PTi (qi) = R
−1
i
(
UiV
T
)
, ‖Ri (PNi (qi))‖2 ≤ 1 (19)
For ai ∈ RT ,∀i where x =
∑N
i=1 ai, the following equations and inequalities holds:
f (a1 . . . , aN) = f (a
?
1 + e1 . . . , a
?
N + eN)
≥ f (a?1 . . . , a?N) +
N∑
i=1
〈qi, ei〉
= f (a?1 . . . , a
?
N) +
N∑
i=1
〈PTi (qi) + PNi (qi) , ei〉
= f (a?1 . . . , a
?
N) +
N∑
i=1
〈q− PNi (q) + PNi (qi) , ei〉 (20)
= f (a?1 . . . , a
?
N) +
〈
q,
N∑
i=1
ei
〉
︸ ︷︷ ︸
=0
+
N∑
i=1
〈−PNi (q) + PNi (qi) , ei〉
= f (a?1 . . . , a
?
N) +
N∑
i=1
〈−PNi (q) + PNi (qi) , ei〉 .
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In the formulations, the first inequality holds because the first-order Taylor expansion is
an under-estimator of a convex function, and the third equation holds due to the definition
of the dual q. Since qi is defined as any sub-gradient of ‖Ri (ai)‖∗, then there must exist
a specific qi such that
〈PNi (qi) , PNi (ei)〉 = ‖Ri (PNi (ei))‖∗ . (21)
Meanwhile, because of the dual relationship between the spectral norm and the nuclear
norm, we have
〈PNi (q) , PNi (ei)〉 ≤ ‖Ri (PNi (q))‖2 ‖Ri (PNi (ei))‖∗ . (22)
If we impose (21) and (22) into (20), we have
f (a1 . . . , aN) ≥ f (a?1 . . . , a?N) +
N∑
i=1
(1− ‖Ri (PNi (q))‖2)︸ ︷︷ ︸
item 1
‖Ri (PNi (ei))‖∗︸ ︷︷ ︸
item 2
. (23)
In (23), the item 1 is always larger than 0 because of the definition of q. In addition, the
item 2 is always larger or equal to 0, and the equality holds if and only if ei = 0, ∀i. It is
because of Ti (a?i ) ∩
⊕
j 6=i Tj
(
a?j
)
= {0} ,∀i holds. Otherwise, if PNi (ei) = 0 but ei 6= 0
for a given i, then ei ∈ Ti. Since ei = −
∑
j 6=i ej ∈
⊕
j 6=i Tj. It leads to a contradiction.
Hence, f (a1 . . . , aN) ≥ f (a?1 . . . , a?N) is always true, and the equality holds if and only if
ei = 0, ∀i.
7.4 Proof of Lemma 2
Proof. In the proof, we use Ti instead of Ti (a?i ) for simplicity. First, we need to prove
that the equation in Lemma 1 of the paper holds if
max
s∈Ti,‖Ri(s)‖2≤1
∥∥∥Ri (P⊕j 6=i Tj (s))∥∥∥2 < 1 (24)
for the given i = 1, . . . , N . For the sake of a contradiction, we assume that there
exists a non-zero vector e ∈ Ti (a?i ) ∩
⊕
j 6=i Tj
(
a?j
)
. Then it can be easily find that
e0 = e/ ‖Ri (e)‖2 ∈ Ti (a?i ) ∩
⊕
j 6=i Tj
(
a?j
)
. By using e0, we have
maxs∈Ti,‖Ri(s)‖2≤1
∥∥∥Ri (P⊕j 6=i Tj (s))∥∥∥2 ≥ ∥∥∥Ri (P⊕j 6=i Tj (e0))∥∥∥2 (25)
= ‖Ri (PTi (e0))‖2 (26)
= ‖Ri (e0)‖2 = 1. (27)
This leads to the contradiction. Next we need to prove that∥∥∥Ri (P⊕j 6=i Tj (s))∥∥∥2 ≤∑
j 6=j
µj
(
a?j
) ∥∥Rj (PTj (s))∥∥2 ∀i. (28)
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This inequality is true because of the definition of µi (a?i ) and the direct sum of linear
sub-spaces. By using this inequality, we can find an upper bound of
max
s∈Ti,‖Ri(s)‖2≤1
∥∥∥Ri (P⊕j 6=i Tj (s))∥∥∥2 . (29)
That is
max s ∈ Ti,
‖Ri (s)‖2 ≤ 1
∥∥∥Ri (P⊕j 6=i Tj (s))∥∥∥2 ≤∑
j 6=i
µj
(
a?j
)
max
s ∈ Ti,
‖Ri (s)‖2 ≤ 1
∥∥Rj (PTj (s))∥∥2 (30)
≤ 2
∑
j 6=i
µj
(
a?j
)
max
s ∈ Ti,
‖Ri (s)‖2 ≤ 1
‖Rj (s)‖2 (31)
≤ 2
∑
j 6=i
µj
(
a?j
)
µi (a
?
i ) (32)
≤ 2 (N − 1) max
j 6=i
µj
(
a?j
)
µi (a
?
i ) (33)
for all i = 1, . . . , N , where the first equation holds because of (28), and the third inequality
holds because of the definition of the incoherence measurement in the paper. Hence the
equation (7) in the paper holds if
max
i 6=j,∀i,j
{
µi (a
?
i )µj
(
a?j
)}
<
1
2 (N − 1) (34)
7.5 Proof of Theorem 1
Proof. For simplicity, we use Ti instead of Ti (a?i ) and use µi instead of µi (a?i ). According
to the Lemma 2, we construct the dual qˆ =
∑N
i=1 qi, ∀i, where qi = R−1i
(
UiV
T
i
)
+ ξi ∈ Ti
with any ξi ∈ Ti. To make qˆ satisfy the conditions in Theorem 1, we have
PTi (qˆ) = R
−1
i
(
UiV
T
i
)
+ ξi +
∑
j 6=i
PTj
(
R−1j
(
UjV
T
j
)
+ ξj
)
= R−1i
(
UiV
T
i
)
. (35)
Thus for all i = 1, . . . , N , we have
ξi = −
∑
j 6=i
PTj
(
R−1j
(
UjV
T
j
)
+ ξj
)
(36)
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Next, an upper bound of the spectral norm of the projection of the dual is given by
‖Ri (PNi (qˆ))‖2 =
∥∥∥∥∥Ri
(
PNi
(∑
j 6=i
R−1j
(
UjV
T
j
)
+ ξj
))∥∥∥∥∥
2
(37)
≤
∥∥∥∥∥Ri
(∑
j 6=i
R−1j
(
UjV
T
j
)
+ ξj
)∥∥∥∥∥
2
(38)
≤
∑
j 6=i
∥∥Ri (R−1j (UjVTj )+ ξj)∥∥2 (39)
≤
∑
j 6=i
µj
∥∥UjVTj +Rj (ξj)∥∥2 (40)
≤
∑
j 6=i
µj
(
1 + ‖Rj (ξj)‖2
)
(41)
for all i. ‖Ri (ξi)‖2 is also upper bounded by
‖Ri (ξi)‖2 =
∥∥∥∥∥Ri
(∑
j 6=i
PTj
(
R−1j
(
UjV
T
j
)
+ ξj
))∥∥∥∥∥
2
(42)
≤
∑
j 6=i
∥∥Ri (PTj (R−1j (UjVTj )+ ξj))∥∥2 (43)
≤
∑
j 6=i
2
∥∥Ri (R−1j (UjVTj )+ ξj)∥∥2 (44)
≤
∑
j 6=i
2µj
∥∥UjVTj +Rj (ξj)∥∥2 (45)
≤
∑
j 6=i
2µj
(
1 + ‖Rj (ξj)‖2
)
. (46)
Use xi instead of ‖Ri (ξi)‖2 in the formulation for simplicity. Then, we have
xi ≤ 2
∑
j 6=i
µj (1 + xj) , ∀i. (47)
Let µ = max∀i µi, then we have
xi ≤ 2µ
∑
j 6=i
(1 + xj) , ∀i. (48)
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According the basic properties for real inequalities, we have the equivalent forms
xi + 2µ (1 + xi) ≤ 2µ
N∑
i=1
(1 + xj) , (49)
(2µ+ 1)xi ≤ 2µ
N∑
i=1
(1 + xj)− 2µ, (50)
1 + xi ≤ 2µ
2µ+ 1
N∑
i=1
(1 + xj)− 2µ
2µ+ 1
+ 1, 2µ+ 1 > 0 (51)
N∑
i=1
(1 + xi) ≤ 2Nµ
2µ+ 1
N∑
i=1
(1 + xj) +
N
2µ+ 1
. (52)
We get the inequality (52) by accumulating the inequalities (51) for all i = 1, . . . , N . Use
y ,
∑N
i=1 (1 + xi) to further simply the formulation, then we have
y ≤ 2Nµ
2µ+ 1
y +
N
2µ+ 1
(53)
By some derivation, we can get
(2µ+ 1− 2Nµ) y ≤ N (54)
Then we get an upper bound of y as
y ≤ N
(2− 2N)µ+ 1 (55)
if µ < 1
2(N−1) . Next, according to Theorem 1, we should be make the following inequality
hold
‖Ri (PNi (qˆ))‖2 < 1,∀i (56)
Since we have get an upper bound of ‖Ri (PNi (qˆ))‖2, the inequality (56) holds if∑
j 6=i
µj (1 + xj) < 1 (57)
Hence ∑
j 6=i µj (1 + xj) ≤ µ
∑
j 6=i
(1 + xj) (58)
≤ µ
N∑
j=1
(1 + xj) (59)
≤ Nµ
(2− 2N)µ+ 1 < 1 (60)
(61)
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As the result, we can get the range of µ by solving this equality, that is
µ = max
i=1,...,N
µi <
1
3N − 2 (62)
7.6 Additional Experimental Results
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(a) Cover/Secert (b) LSB with 2 bits (c) Deep Stego (d) Reshuffled-
TD(σ = 0.05)
Figure 4: More examples to illustrate the performance of image steganograpy by different
methods. In the figure, the first and third rows show the original cover images (the
first column) and the container images generated by different images; the second and
fourth rows show the original secret images (the first column) and its recovery by different
methods.
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(a) Cover/Secert (b) LSB with 2 bits (c) Deep Stego (d) Reshuffled-
TD(σ = 0.05)
Figure 5: More examples to illustrate the performance of image steganograpy by different
methods. In the figure, the first and third rows show the original cover images (the
first column) and the container images generated by different images; the second and
fourth rows show the original secret images (the first column) and its recovery by different
methods.
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Figure 6: More examples to illustrate the performance of image steganograpy by different
methods. In the figure, the first and third rows show the original cover images (the
first column) and the container images generated by different images; the second and
fourth rows show the original secret images (the first column) and its recovery by different
methods.
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