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In education, relative age effects (RAE) are present when a student’s age when compared to that
of his/her classmates has implications for scores on measures of achievement and performance.
Researchers studying relative age have established significant, but inconsistent effects of being
relatively older or younger in a grade level on measures of achievement. Test results are used to
identify students’ needs for educational services and interventions, and the effects of relative age
could influence a student’s access to these academic supports. This study used the Early
Childhood Longitudinal Study, Kindergarten Class of 2010-11 (ECLS-K:2011) dataset to
analyze the effect of relative age on measures of potential in the early grades. The goal of this
study was to investigate the strength and persistence of relative age effects on achievement
assessments and teacher observations of student behavior in elementary school. I used an
instrumental variable of the student’s predicted relative age to isolate the exogenous effects of
students’ relative age in the fall of kindergarten. I integrated the instrumental variable framework
into an autoregressive cross-lagged pathway to model the direct, indirect, and total effects of
relative age on a measure of students’ academic achievement, teacher ratings of students’
academic performances, and teacher ratings of students’ learning behaviors. I identified an
attenuation in the direct effects of relative age on students’ achievement and teacher ratings of
students’ learning behaviors by the end of third grade. Further examination of the data revealed a
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decrease in the total effect of relative age on students’ achievement by the end of third grade, but
a sustained total effect of relative age on teacher ratings of students’ academic performance and
learning behaviors from kindergarten through third grade.
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CHAPTER ONE
Introduction
In the United States, formal schooling and the establishment of an annual cohort begins
with kindergarten. Establishing cohorts of children of similar age allows for easier organization
for the system (i.e., methodical procedures for entering and progressing through a program) and
for the provision of developmentally appropriate support. However, researchers have noted that
this seemingly innocuous grouping process has consequences that influence performance and
achievement—a relative age effect (Andronikos, Elumaro, Westbury, & Martindale, 2016;
Cascio & Schanzenbach, 2016). Because birthdates are distributed throughout the year, each
cohort contains a range of ages, making some people in the group relatively older than others.
The research on the relative age effect suggests that within an annual cohort the range of
relative ages benefits the relatively older, affording them opportunities and experiences not
available to the relatively young. In athletics, researchers have concluded that older athletes are
advantaged due to their relative age (age compared to peers in the cohort), such that older
athletes are given more opportunities to cultivate their skills—a Matthew effect, a concept that
has received attention in the professional literature (Musch & Grondin, 2001) and was
popularized by Gladwell’s book The Outliers in 2008. In education, researchers have established
that there are significant relationships between a person’s relative age and academic achievement
and growth, and relative age and participation in educational interventions, although there is
inconsistency as to the strength and direction of these relationships (Crawford, Dearden, &
Greaves, 2017; Dougan & Pijanowski, 2011; Huang, 2014).
Generally, children begin kindergarten in the fall of a particular year based on a
requirement that the student reach a certain age by a specified date. In the United States, this age
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requirement varies and is established at the state level in 43 states and at the local education
agency level in the remaining states (IES, 2014). According to these kindergarten entrance
requirements, students must be 5 years of age by dates ranging from as early as March 31 of the
prior school year to as late as January 1 of the current school year (IES, 2014). Once in
kindergarten, students are part of a cohort in which the oldest student is a full year older than the
youngest student. Within a state with a particular entrance date requirement, there is a range of
12 months of age between the oldest and youngest student if all students enter when they are first
eligible. This broad range of age encompasses a diverse and equally broad pool of skills and
levels of development, particularly during the primary grades and in early childhood settings
(Karoly, 2009; Martin, 2009).
Researchers have identified three potential paths or mechanisms of effect due to the age
that a student enters school (Black, Devereux, & Salvanes, 2011). The first path is the effect of
kindergarten entry age in which because of entering school chronologically older, the student is
automatically advantaged by the additional year of maturation. This mechanism is based on the
assumption that if students are (or appear to be) more prepared at the beginning of an activity or
program, they receive initial benefits in the way of more opportunities and higher quality
experiences (Musch & Grondin, 2001). Because of these increased number and quality of
opportunities, the students that entered school as relatively older become even more advantaged
than their peers (Musch & Grondin, 2001). Theoretically, the effect of kindergarten entry age
would persist over time as a version of the Matthew Effect (Deming & Dynarski, 2008).
The second mechanism for relative age effects is the effect of age at test. The age at test
effect is a reflection of the student’s relative age standing in that at any testing occasion the
student’s relative age, whether older or younger, has an effect on the student’s performance, as
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someone in the class will always be the oldest and another student will always be the youngest
(Black et al., 2011). In other words, within a grade level students take assessments that are grade
level normed or teachers evaluate students in comparison to their immediate peers so that
because a student is relatively older or younger than his/her immediate peers, he/she is at an
advantage or disadvantage at the time of the test. The age at test effect is closely aligned to and
perhaps collinear with the entry age effect. The age at test effect theoretically dissipates over
time as students spend more time in school and the relative differences in cognitive development
at the younger ages are no longer as apparent as they were when students were younger (i.e., a
year in school represents more learning for primary grade children than secondary youth; Bedard
& Dhuey, 2006; Elder & Lubotsky, 2006).
The third path or method of relative age effect is a byproduct of how early or late in the
year a school’s cutoff date for starting kindergarten is, which would naturally have the same
effect for all students attending that school (McEwan & Shapiro, 2007) and potentially leads to
long-term positive outcomes such as increased earnings (Bedard & Dhuey, 2006). The timing of
the cutoff date affects the absolute age of the students within a given context as it sets an age
range for students. By identifying the mechanisms for how relative age influences outcomes in
the primary grades, as well as determining the strength and persistence of the effects, we can
gain better understanding of what policy and procedure changes might be needed to account for
or alleviate those effects.
Theoretical Basis
Historically, this investigation of the effects of relative age rests on a once popular
developmental theory, Arnold Gesell’s theory of maturation and development (Gesell & Ilg,
1949). Gesell and his fellow researchers (Ilg & Ames, 1965) focused on developmental age
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rather than mental age, used measures of teething and visual-motor coordination (rather than IQ)
to best estimate maturational age, and urged parents and educators to retain in kindergarten
young children, especially those who were shown by Gesell tests to be immature with regard to
physical development (A. Kaufman & N. Kaufman, 1972). This movement was strong in the
1960s and 1970s, but dissipated in the 1980s. Nonetheless, this maturational theory, though now
obsolete, was entirely consistent with, and predictive of, the Matthew effect.
Gesell’s maturational theory is at the impetus for the practice of academic redshirting in
kindergarten. Redshirting is the practice of holding children back from entering school when
they are first eligible to provide a benefit of an extra year of maturity and has been found by
researchers to be most prominent among White males from high socioeconomic status (SES)
backgrounds (Bassok & Reardon, 2012, 2013; Deming & Dynarski, 2008). Academic redshirting
and retaining children in kindergarten expand the age and thus the initial academic performance
range in a kindergarten classroom by up to 12 additional months (Deming & Dynarski, 2008;
Karoly, 2009). While time in school minimizes these initial gaps, the increased variability in
relative age could exacerbate them.
The research on relative age effects is filled predominantly with estimates of the
relationship of a child’s age to his/her educational outcomes. The strength and persistence of
these estimates vary by demographic and ability subgroups (Black et al., 2011; Crawford et al.,
2017; Datar, 2006; Dhuey & Lispcomb, 2010) as well as by the type of outcome measurement
and content area (Bedard & Dhuey, 2006; Fredriksson & Ockert, 2014; Lubotsky & Kaestner,
2016; Ready & Wright, 2011). Achievement tests and long-term economic outcomes such as
human capital and monetary income as adults have been the predominantly investigated
outcomes in relative age research (Dobkin & Ferreira, 2010; Elder & Lubotsky, 2009;
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Fredriksson & Ockert, 2008), whereas outcomes such as teachers’ perceptions of student
behavior or ratings of student performance have received less attention. Teachers’ observations
and evaluations of student performance, like students’ achievement test performance are used in
a host of contexts (e.g., referrals for academic services, identification of skill weaknesses) that
ultimately may determine a student’s academic trajectory (Farkas, 2003; Gredler, 2000). The
potential for far-reaching influence warrants an investigation into the effects relative age has on
teachers’ observations of student skill, performance, and behavior.
Classroom teachers are primary sources of knowledge on student performance, skill,
strengths, and weaknesses (Ready & Wright, 2011). Within the classroom, a teacher’s perception
of a student’s behavior and performance may inform how he/she provides instruction
(Hattie,2009). How a teacher perceives a behavior is a function of the behavior itself, the context
in which the observations occur, and the teacher’s and student’s experiences, biases, and
backgrounds (Hoge & Coladarci, 1989; Südkamp, Kaiser, & Moller, 2012). Contextual
influences that have been identified as affecting teacher perceptions of students’ behaviors
include the school climate, the characteristics of the other students in the classroom, the grade
level, and the content area on which the judgments are based (Irizarry, 2015; Karing, 2009;
Ready & Wright, 2011). Researchers have determined that student characteristics such as
language proficiency, race, SES and class, and gender have more of an influence on teacher
perceptions of students’ skills and performance than do the teacher’s characteristics (Ready &
Wright, 2011). Characteristics or contexts that influence teachers’ perceptions and judgments can
in turn influence the teachers’ expectations and recommendations for the student. Although all
judgments and perceptions are subject to personal biases and contextual influences, teachers’
perceptions and ratings of students’ skills remain vital to students receiving appropriate
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instruction and intervention because teachers are the best sources of information on students’
academic performance (Jussim, Eccles, & Madon, 1996; Meisels, Bickel, Nicholson, Xue, &
Atkins-Burnett, 2001; Perry & Meisels, 1996; Swann, 1984). As such, teachers’ observations of
student performance and behaviors are often used as the point of initiation in the referral process
for students to receive needed services, programming, or interventions (Cao, Jung, & Lee, 2017;
Dhuey & Lipscomb, 2010; Gredler, 2000).
Special education and gifted education are need-based interventions in which students
must display and be identified with a need to receive the services and supports. A student’s being
relatively young is related to increased referral for special education services, with the strength
of the relationship dependent on the type of diagnosis (Dhuey & Lipscomb, 2010; Elder &
Lubotsky, 2009). Relatively younger students increased referral rate matched those for
identification for disabilities, indicating that disability assessments fail to account for the
possibility that relatively young students are over-referred for special education services (Dhuey
& Lipscomb, 2010). Specifically, Elder and Lubotsky (2009) found higher incidences of
Attention Deficit Disorder and Attention Deficit Hyperactivity Disorder diagnoses in relatively
young students. Furthermore, Dhuey and Lipscomb (2010) concluded that relative age effects
were stronger for learning disabilities than other disabilities, such as the more objectively
identified physical disabilities.
The relative age effect is well-documented in special education identification and
services (Crawford et al., 2017; Dhuey & Lipscomb, 2010), but there is far less research on the
effects of relative age in gifted education. Identification and service of gifted students are not
federally regulated and the implementation varies by state. Because of this lack of a federal
mandate, there is inconsistent identification of and provision of services to gifted students,
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particularly before they reach the middle elementary grades (Hodge & Kemp, 2006; Worrell &
Erwin, 2011) because the majority of gifted identification happens in the middle elementary
grades. With gifted education’s lack of standardization in the identification process and
identification and service similarities to special education, it stands to reason that similar, but
opposite effects might exist, particularly in the referral process; that is to say, the young for grade
students are likely to be under-referred and therefore under-identified for gifted services (Cobley,
McKenna, Baker, & Wattie, 2009). However, if IQ assessments were universally administered,
then the relatively younger students might be over-identified because of the use of age in
calculating IQ.
Identification of a student for gifted programming and services is determined primarily
through teacher referrals, ability test scores, and/or achievement assessment results (Cao et al.,
2017). In any of these pathways to accessing advanced academic programs and services a student
could be affected by his/her relative age. A student’s performance on an identification
assessment could be affected by his/her relative age (i.e., a relatively young student scores earns
a lower score than a relatively old student, or on an IQ assessment a relatively young student
receives a higher standard score even with the same raw score as a relatively old student), such
that he/she would not qualify for access to intervention; this failure to qualify could, in turn, lead
to his/her not receiving academically-appropriate instruction. Additionally, a student’s
performance on an assessment could be affected by his/her relative age, yielding a spuriously
low score on which teachers base their observations of the student’s behavior and potential
(Meissel, Meyer, Yao, & Rubie-Davies, 2017). Another potential influence in observations could
be teacher expectations for the student’s performance, which researchers have identified as a
strong determinant of student performance (de Boar, Bosker, & van der Werf, 2010). However,
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very little research has been conducted on how students’ relative or chronological age influences
teachers’ observations and perceptions.
The focus of the majority of educational research related to relative age and academic
achievement is on determining which variables at kindergarten entry (e.g., SES, relative age,
ethnicity, gender) best predict later academic achievement. Less often, researchers address the
indirect effects of relative age and achievement. The research on relative age effects on teacher
evaluations of student behavior, particularly in high ability populations, is limited. In addition,
literature on the persistence of the relative age achievement score relationship is inconsistent.
Research that connects both areas and outlines the implications for gifted education is nonexistent. The overarching goals of this study are to extend and refine the existing research to
clarify the implications of relative age effects on early childhood assessments and to inform
policy and practice on considerations for extending access to gifted and high ability
programming and services in the early grades.
Statement of the Problem
For the majority of students, the age at which he/she enters school is exogenously
determined by his/her birthdate and the school entry policies. Within any cohort that occurs
around annual age there will be the oldest and youngest with at least an 12-month age difference
between the two. Along with this gap in age, each cohort is characterized by a variety of
experiences and learning opportunities, diverse demographic characteristics, and a continuum of
abilities and needs. Researchers have determined that relative age effects have the potential to
exacerbate this gap through long- and short-term consequences (Cascio & Schanzenbach, 2016;
Crawford et al., 2017; Lubotsky & Kaestner, 2016; McEwan & Shapiro, 2008). To address the
range of academic needs in a classroom and potentially reduce this gap, teachers make decisions
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about what services or interventions might meet the students’ needs to ensure that the student
receives an appropriate education. By analyzing the relationship between a student’s relative age
and his/her performance on academic assessments and a teacher’s evaluations of the student’s
behaviors in the early grades, we can determine whether a student’s relative age predicts scores
on assessments of achievement and behavior potentially used for academic placement within the
classroom and for intervention services.
Statement of the Purpose
The focus of this study is the effect of relative age on measures of academic achievement,
learning behaviors, and academic performance as reported by teachers in the primary grades.
Although researchers have determined that there are three mechanisms of the effect of relative
age on student outcomes, researchers have been only moderately successful in parsing out and
quantifying the separate effects (Bedard & Dhuey, 2006; Black et al., 2011; Elder & Lubotsky,
2006). A purpose of this study is to specify the relationship between relative age and outcomes
of achievement assessments and teacher-report measures in the fall of kindergarten and the
mechanism of that relationship. Because of the inconsistent results of prior research on the
persistence of relative age, I hope to determine whether the relationships between relative age
and outcomes of achievement assessments and teacher-report measures decreases during the
primary years of school. Additionally, I hope to clarify and determine the stability of the
relationship between achievement assessments and different types of teacher-report measures
often used as measures of potential in the primary grades.
Research Questions
I used the following research questions to guide this research study.
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1. How does relative age predict student performance on academic assessments and teacher
assessments of student behaviors at the beginning of kindergarten and in the primary
grades after controlling for SES and gender?
2. How does the effect of relative age on measures of academic performance and teacher
ratings of student behaviors attenuate as students age?
3. What is the magnitude of the relationship between teacher assessments of student
behaviors and student performance on academic assessments in the primary grades?
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CHAPTER TWO
Review of Literature
In this chapter I provide a summary and analysis of the literature pertinent to this research
study. I begin with a short overview of relevant inconsistencies in gifted education, such as
defining giftedness and identification procedures. Next, I discuss the prior research on relative
age and how it affects student outcomes, such as lifetime earnings, participation in interventions,
identification for programming opportunities, and academic assessment scores. Then I examine
the literature on teacher ratings and judgments of students’ skills and behaviors.
Inconsistencies in Gifted Education
Identification of students for gifted services is a controversial issue due to inconsistent
operational definitions, service requirements, and programming standards. Without a federal
mandate to identify and serve gifted students, each state is left to establish its own laws and
procedures. Identification procedures, which rely heavily on assessment data, involve highstakes decisions through which some students are included and others are excluded, with the
ultimate goal of providing students with appropriate education. As such, the assessments that are
often the bases for such decisions are expected to yield accurate and consistent results across
demographic groups. Over the years, identification procedures have shifted from being based on
a sole ability test (usually an IQ test) score to the incorporation of a range of assessments
including teacher observations, creativity tests, achievement assessments, authentic assessments,
portfolios, and self-ratings (Acar, Sen, & Caryirdag, 2016; Cao et al., 2017). Although differing
by state, current requirements for identification apply one or a combination of the previously
mentioned assessments (Acar et al., 2016).
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Typically, gifted identification occurs in elementary school, around third or fourth grade
(Shaklee & Hansford, 1992; Zhbanova, Rule & Stichter, 2015). The decision to start identifying
students at this age is based primarily on the belief that before third/fourth grade, a child’s
abilities cannot be assessed accurately (Pfieffer & Petscher, 2008) and that large-scale
standardized assessment does not take place until around third or fourth grade (Campbell,
Pungello, Miller-Johnson, Burchinal, & Ramey, 2001). Notably, these grade levels correspond to
the growth period approximately prior to the age of about 11 years that is associated with the
onset of formal operational thought (Inhelder & Piaget, 1958) and the neurological development
of the prefrontal cortex that is a precursor of Luria’s (1973) Block 3 planning and decisionmaking capacity. While these reasons may have precluded young children from being evaluated
for gifted programming in the past, recent research is clear that receiving appropriate need-based
educational services should not be restricted by age (Guralnick, 2017; Kaplan & Hertzog, 2016).
In fact, over the last decade or more the United States has prioritized a focus on early childhood
education as a way to invest in the future by capitalizing on this critical period of rapid cognitive
growth in a child’s life (Kaplan & Hertzog, 2016).
Academic intervention research has established that best practice requires early
identification and service of needs for children with developmental delays and exceptional ability
(Guralnick & Bennett, 1987; Meisels, 1989; Morelock & Feldman, 1992; Pfeiffer, 2002; Pfeiffer
& Reddy, 1998). Early identification and service of these needs reduces social-emotional and
academic risk factors later in life (Hodge & Kemp, 2000; Morelock & Feldman, 1992; Pfieffer &
Petscher, 2008; Sankar-DeLeeuw, 2002). Nevertheless, due to inconsistent mandates and
ineffective training on appropriate educational interventions for general education teachers, the
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implementation of gifted education programming before third/fourth grade is intermittent at best
(Bloom, 1985; Pfieffer & Petscher, 2008).
Relative Age Effects
Relative age effects are the consequences of a person’s being younger or older for his/her
annual age cohort on an outcome measure, such as performance or achievement. Historically, the
age gap within a grade level or cohort has been studied in education through the lens of
kindergarten readiness as a way to determine the most appropriate school entry age (Bassok &
Reardon, 2013; Graue & DiPerna, 2000; Ilg & Ames, 1965). When students begin school in
kindergarten, they are in a cohort of students with an age range of at least 12 months, making
some of the children relatively old for the grade and others relatively young for the grade
dependent on their dates of birth. In addition to differences in age, students enter kindergarten
with a vast range of abilities and experiences, which leads to some students’ being more prepared
than others at the start of formal schooling.
The traditional viewpoint for establishing kindergarten entry requirements is grounded in
the maturationist theory of child development, which focuses on age as the primary determinant
of school readiness (Gesell & Ilg, 1949; Gredler, 1980; Scott-Little, Kagan, & Frelow, 2006;
Singman, 2013). The more current and research-supported theory surrounding child development
and school readiness is the interactionist theory, which recognizes the interplay of several factors
in addition to age (e.g., SES, family education level, sex, educational opportunities) that
influence a student’s readiness (Frey, 2005; Furlong & Quirk, 2011; Karoly, 2009; Larnger,
Kalk, & Sears, 1984; Martin, 2009; Singman, 2013; Stipek, 2002). There are several factors that
influence a student’s readiness for starting school, which has implications for the laws governing
kindergarten entry requirements, but as long as students enter school at one time of the year (i.e.,
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students can only start school at the beginning of a school year), there will always be a 12-month
range of student age at a grade level. This persistent gap is the basis for relative age effects.
Relative age effects in athletic performance. Relative age effects are not limited to the
field of education and can be found in any domain with age-related cohorts. Researchers have
studied the effects of students’ relative ages on athletic performance as well (Beals, Furtado Jr.,
& Fontana, 2018; Musch & Grondin, 2001; Thompson, Barnsley, & Battle, 2004; Thompson,
Barnsley, & Dyck, 1999). Glamser and Marcianai (1992) found that of football athletes at two
American colleges, two-thirds of the players were born in the first half of the participation year.
When they further divided the year, the researchers determined that football players were five
times more likely to have been born in the first three months of the participation year than in the
last three months (Glamser & Marciani, 1992). In athletics, the relatively older participants
initially appear more mature than the relatively young, and researchers have posited that athletic
teams mistake the perceived accelerated maturity for advanced skills (Thompson et al., 2004),
which leads to an increased rate of selection of the relatively old for skill development activities.
These RAE results indicate the existence of a mechanism that filters out more relatively young
students as collegiate athletes. This mechanism has been identified as a Matthew Effect through
which those students with an initial advantage (i.e., being relatively older and thus appearing
more mature by comparison) receive more opportunities to develop their skills. Because of the
increased opportunity, the relatively older students are more highly skilled than the relatively
younger and continue to gain access to more opportunities for skill development (Musch &
Grondin, 2001).
RAE in athletic performance was identified first in Canadian ice hockey, but researchers
have documented RAE in several other sports as well (Baker, Janning, Wong, Cobley, &
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Schorer, 2014; Barnsley, Thompson, & Barnsley, 1985; Muller, Muller, & Raschner, 2016). The
RAE in athletics is strongly tied to relative physical maturation in which the relatively older
appear as more physically mature. Researchers determined that relatively younger athletes
participate in elite sports counteracted RAE when they matured early (Deprez, Coutts,
Deconinick, Lenoir, Vaeyens, & Philippaerts, 2013; Muller, Muller, Hildebrandt, & Raschner,
2016). Muller, Gonaus, Perner, Muller, and Raschner (2017) looked at the influence of physical
maturation on RAE in elite youth alpine ski racing and soccer athletes. They found that relatively
younger and less mature athletes were largely excluded from participation. Furthermore, Rada,
Padulo, Jelaska, Ardigo, and Fumarco (2018) found that the relatively young players saw less
playing time and were more often used as substitutes than the relatively older participants.
Because the most successful athletes play professionally and because the nature of the Matthew
Effect is a continued cycle of advantageous opportunities, the effect of being relatively older
persists into adulthood (Muller et al., 2017).
While the research of RAE in sports is consistent and voluminous in finding that there is
an advantage of being relatively older, the intersection of athletic performance and education in
the form of physical education has gone largely unexplored. A team of researchers in Serbia
looked at RAE in physical education and found large differences in the motor performance
between relatively old and relatively young seventh grade students (Gadzic, Milojevic,
Stankovic, & Vuckovic, 2017). The researchers determined that the relatively older students had
stronger motor skills that the relatively younger students, and that the RAEs were larger for girls
than boys (Gadzic et al., 2017). Seventh grade is a time where many adolescents start a phase of
physical maturation, which could exacerbate RAEs due to the obvious physical differences
between those maturing early and late. As in the athletic performance literature, the researchers
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attributed the RAEs to differences in physical development (Gadzic et al., 2017; Malina, 1994;
Malina, Bouchard, & Bar-Or, 2004). Gadzic et al. (2017) did not control for maturation timing in
their study.
Relative age effects in academic performance. Over the past decade, researchers have
investigated age-related performance on achievement tests and other cognitive measures
nationally and internationally (Attar & Cohen-Zada, 2017; Buckles & Hungerman, 2013;
Carlsson, Dahl, Ockert, & Rooth, 2015; Cascio & Lewis, 2006; Dobkin & Ferreira, 2010). The
results of these studies have been fairly consistent, finding that birthdate is correlated with
several outcomes that are ultimately predictive of cognitive test scores (Bound & Jaeger, 2000;
Buckles & Hungerman, 2013; Carlsson, Dahl, Ockert, & Rooth, 2015; Cascio & Lewis, 2006;
Dobkin & Ferreira, 2010). Using Israeli data to estimate the effect of school entry age on a
variety of outcomes, Attar and Cohen-Zada (2017) found that when students delayed entry into
school by one year (i.e., were old for the grade), their fifth grade test scores increased by 0.34
standard deviations in Hebrew and by 0.19 standard deviations in math. In looking for similar
effects in the later grades, the researchers found that by eighth grade the effect on Hebrew test
scores had dissipated, while the difference in math scores between old and young for grade
students nearly doubled (Attar & Cohen-Zada, 2017). The results of most age-related
achievement test studies are not as large in effect, but are consistent in finding that relatively
older students score higher on achievement tests (Bedard & Dhuey, 2006; Datar, 2006; Elder &
Lubotsky, 2009; Puhani & Weber, 2007).
Lubotsky and Kaestner (2016) used two national databases—Early Childhood
Longitudinal Study Class of 1998-99 (ECLS-K) and National Longitudinal Survey of Youth
(NLSY)—to determine whether there were differences in students’ scores and growth on
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cognitive and non-cognitive measures due to relative age. They found that old for grade students
scored higher on cognitive and non-cognitive measures at the beginning of kindergarten. When
they looked at the growth rates between kindergarten and eighth grade, Lubotsky and Kaestner
found that cognitive and non-cognitive measures had different patterns. On the non-cognitive
measures, there was no difference in the growth rates between the relatively old and young. On
the cognitive assessments, the researchers found that the older students’ scores increased at a
faster rate than those of the younger students through kindergarten and first grade (Lubotsky &
Kaestner, 2016). However, after first grade, the researchers found that the relatively older
students had slower growth than the relatively younger students in reading (ECLS-K only) and
math (ECLS-K and NLSY). The authors suggested that slower growth of relatively older
students on cognitive measures was attributable to a decreasing influence of age on performance,
such that relatively young students “catch up” developmentally, or that skills acquired early on in
life are less relevant to later achievement. It is possible, but not explored in the Lubotsky and
Kaestner study, that the slowed growth after first grade could be attributable to ceiling effects on
the assessments. Overall, the literature is relatively consistent in concluding that at least during
kindergarten, older students score higher and younger students score lower on achievement
assessments (Crawford et al., 2017; Lubotsky & Kaestner, 2016).
In a related area of study, researchers have documented the effects of being relatively
older or younger within a grade on a student’s self-concept (Marsh, 2016; Parker, Marsh,
Thommes, & Biddle, 2018). A student’s self-concept is connected to his/her academic
achievement, educational attainment, academic persistence, and course selection (Chen, Yeh,
Hwang, & Lin, 2013; Guay, Larose, & Boivin, 2004; Guay, Marsh, & Boivin, 2003).
Researchers have noted that the student self-concept is also influenced by their school-level
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(Marsh, 2007) and grade-level (Marsh, 2016; Parker et al., 2018) peers. With robust research
support of this Little Fish Big Pond Effect (e.g., when the average achievement of the school is
high, individual student self-concept is low), researchers investigated whether a student’s relative
age within a grade level was connected to student self-concept within particular subject areas.
The Negative Year in School Effect (NYiSE; Marsh, 2016; Marsh, et al., 2017) is a theoretical
model depicting the relationship between age relative to grade level and student self-concept.
Marsh (2016) created to the model to illustrate his findings of if a student is a year younger than
the average age of the students in that grade level, he/she will have lower self-concept while
those a year older than the average age of the grade level will have higher self-concept. Parker
and his research team (2018) used data from the Longitudinal Study of Australian Youth and
instrumentalized student birth month. They concluded that students who were relatively young in
a grade level had lower self-concept in math, general academic ability, and English social
comparison. The results of studies that investigated the NYiSE consistently supported
conclusions of relatively young for grade students having lower academic self-concept across
subject areas. Researchers posited that the NYiSE persisted through a student’s educational
career and influenced student entry into higher education through student self-concept (Parker et
al., 2018).
Persistence of relative age effects. Elder and Lubotsky (2009) used data from the ECLSK and the National Education Longitudinal Study of 1988 (NELS:88) and employed a regression
discontinuity research design to examine the mechanism of the relationship between the age at
which children start school and their performance in school. They found that being a year older
when entering kindergarten is related to a 0.53 standard deviation increase in reading and a 0.83
standard deviation increase in math in the fall of kindergarten. Because these differences were
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apparent before formal school began, the authors suggested that the effects were attributable
students’ learning experiences prior to kindergarten. The results of Elder and Lubotsky’s (2009)
study supported Cascio and Schanzenbach’s (2007) findings that the effects of age at school
entry get smaller as students get older. The age at which a student starts school determines how
much time a student has spent in school, and the time spent in school influences a student’s
academic achievement. As students spend more time in school, the initial differences in age
when students started school become less important and more negligible in effect as the student
gets older. While most studies have found that some differences in scores do exist between old
and young for grade students, the researchers have not agreed exactly when those differences
become negligible.
Short-term persistence. Several researchers have agreed that while there is an initial
difference in academic performance by age, that advantage dissipates before the teenage years
(Black et al., 2011; Dobkin & Ferreira, 2010; Elder & Lubotsky, 2009). At the beginning of
kindergarten, older students score higher, and while that effect is large, it is only so in the early
grades (Elder & Lubotsky, 2009; Fletcher & Kim, 2016). Elder and Lubotsky’s study provides
some of the most conclusive research on the lack of persistence in the birthdate effect. They
found that the positive effect of delayed school entry (old for grade in kindergarten) disappears
by as early as first grade. In that study, the achievement gaps between older and younger students
faded away as the students progressed through school; old for grade children did not learn at a
faster rate (Elder & Lubotsky, 2009). Supporting the idea that the birthdate effect ends with first
grade, Lubotsky and Kaestner (2016) found that although old for grade students’ scores on
cognitive assessments increased at a higher rate through kindergarten and first grade than did
young for grade students, the difference in growth was negligible by the end of first grade. Black
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et al. (2017) joined Lubotsky and Kaestner (2016) in positing that there is no significant or longterm benefit to children being old for grade with respect to academic achievement.
Researchers have proposed two potential and somewhat overlapping reasons for the
existence and lessening of the birthdate effect over time. The first reason is that results may be
dependent on the type of assessment used. Carlsson et al. (2015) examined the random variation
in the date Swedish males took several cognitive tests before entering military service to
determine the prevalence of an age effect. The research team found that the number of days in
school was significantly associated with increased crystallized intelligence scores, but was not
associated with fluid intelligence scores. Given these results, the researchers concluded that if the
assessments used in previous research on birthdate effects were tests of crystallized intelligence,
then there would be no reason to expect an age effect in the later grades because the amount of
time in school would be equal for all (Carlsson et al., 2015). Conversely, if the assessments used
in prior research were tests of fluid intelligence it is reasonable to expect a relative age effect.
The other hypothesized reason for the birthdate effect’s existence in the early grades but
not the older grades is focused on cognitive development. Researchers have determined that
cognitive skills are more malleable and more influenced by amount of time spent in school and
formal learning for younger students than for older students (Cunha & Heckman, 2007, 2008;
Cunha, Heckman, Masterov, & Lochner, 2006; Cunha, Heckman, & Schennach, 2010; Hansen,
Heckman, & Mullen, 2004). If cognitive development is influenced by the amount of time spent
in school and through formal learning, then it is justifiably reasoned that the advantages of being
older for a grade soon lessen as the amount of learning time increases. Developmentally, a
student experiences the most cognitive and intellectual growth in the first few years of his or her
educational career (Bloom, 1966; Campbell et al., 2001).
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Long term persistence. Some researchers have determined the opposite to be true,
namely finding that the birthdate effect is significant and lasts well beyond the elementary school
years. According to recent research, the birthdate effect is related to scores in secondary
schooling (Cascio & Schanzenbach, 2016; Crawford et al., 2017; McEwan & Shapiro, 2008).
One study found that delaying school entry for one year (old for grade students) increased eighth
grade scores by as much as 0.30 standard deviations (McEwan & Shapiro, 2008). The birthdate
effect applies to all birthdates within a cohort of students, meaning that the effects are largest for
the youngest in the grade and largest for the oldest in the grade (Crawford et al., 2017). Crawford
et al. (2017) determined that the differences between old and young for grade students were the
largest at kindergarten entry and decreased as students got older, but remained statistically
significant. Researchers have also found the birthdate effect to be more persistent when students
are classified by performance in the early grades (Fredriksson & Ockert, 2014; Muhlenwig &
Puhani, 2010). Fredriksson and Ockert (2014) capitalized on a shift in the organization of
Sweden’s education system, comparing cohorts of students before and after the implementation
of a different system. One system was selective (students were placed into performance tracks),
and the other was a comprehensive system with no tracking. From their results, the researchers
concluded that the effects of relative age were significantly reduced and less persistent in the
comprehensive system.
Bedard and Dhuey (2006) used the 1995 and 1999 Trends in International Mathematics
and Science Study (TIMSS), ECLS, and NELS data to analyze fourth and eighth grade test
scores for relative age effects. They found that at a given grade level, old for grade students
outperformed the young for grade students by 2-9 percentile ranks and were more likely to attend
higher education. Bedard and Dhuey (2006) described the old for grade students as more likely
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to attend college in British Columbia or to apply for university admission in the United States,
seemingly a more prestigious level of higher education than pursued by the young for grade
students. The results of research on the persistence of relative age effect is inconsistent and
appears to be partially dependent on the type of outcome considered because researchers
identified differences for assessments of crystallized or fluid intelligence, and for assessments
compared to educational attainment and social emotional outcomes.
Demographic differences in relative age effects. Birthdate effects have also been found
to differ by sex, race/ethnicity, SES, and ability levels, but the effects are relatively inconsistent.
Datar (2006) and Puhani and Weber (2007) described the birthdate effect on test scores to be
larger for girls than for boys. This conclusion would mean that old for grade girls are more
different from young for grade girls than old for grade boys are from young for grade boys. This
finding seems counterintuitive to the evidence that the majority of the students held back for
school entry (i.e., academic redshirting) are male (Bassok & Reardon, 2013), which indicates a
widespread assumption that old for grade boys are significantly different from young for grade
boys. In contrast to Datar (2006) and Puhani and Weber (2007)’s findings, other researchers have
found that the effect size of the birthdate effect is larger for boys (McEwan & Shapiro, 2008) and
that boys who start school at an older age are more likely to have poor mental health at age 18
(Black et al., 2011). Further demonstrating the inconsistent regarding sex and birthdate effects,
Attar and Cohen-Zada (2017) concluded that although girls mature earlier and are less likely to
enter school later than boys, there were no differences between the sexes for the effect of age at
school start on academic performance.
Race, ethnicity, SES, and parental education are often used as proxies for opportunities to
learn outside of school (Peters & Engerrand, 2016). As such, researchers often review these
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demographics during analyses to determine whether they can explain some differences in ability
and achievement scores. Elder and Lubotsky (2009) concluded that delaying school entry was
not beneficial for low SES children, as the extra year outside of school would likely not provide
additional cognitive stimulation. Furthermore, they found that by third grade the age-related gap
among the lowest SES groups no longer existed, while the age effect persisted through eighth
grade for those in the highest SES groups (Elder & Lubotsky, 2009). Attar and Cohen-Zada
(2017) found the age effect on students’ eighth grade test scores to be weaker in students with
more educated parents, but there was no difference in age effects by parent education level on
the fifth grade test scores. Because parents with higher education would have increased incomes,
it is reasonable to assume that income level mediates the effect of relative age. Dhuey and
Lipscomb (2010) found relative age effects to be present for White and Hispanic ethnic groups,
but not for African Americans. They found no differences in age effects across SES groups
(Dhuey & Lipscomb, 2010).
Even before entering school, students with a difference of just a few months in age may
have large differences in cognitive skills (Elder & Lubotsky, 2009). Because of this
phenomenon, birthdate also has an effect on ability tracking and intervention selection for
students, at least in the primary grades. A persistence of birthdate and age effects is
representative of the Matthew effect, as relative age is providing an advantage in ranked
outcomes (Stanovich, 1986; Walberg & Tsai, 1983). Dhuey and Lipscomb (2010) found that
young for grade students are more likely to be referred for screening for all disabilities, but once
screened are just as likely as old for grade students to be diagnosed. In separating the effects by
type of disability, they also discovered that the birthdate effect is strongest for learning disability
outcomes (as opposed to behavioral, social, or other outcomes), finding that with each additional

23

month of relative age, the likelihood of receiving special education services decreased by 2-5%.
More recently, Crawford et al. (2017) drew similar conclusions, finding that young for grade
students were 5.4 percentage points more likely than old for grade students to be labeled with
mild special education needs at age 11.
The relative aspect of relative age is attributable to the comparison of students to their
peers. This relativity can be both advantageous and non-beneficial. Cascio and Schanzenbach
(2016) found that at a given age, having older classmates improves achievement and educational
attainment for the younger classmates. The researchers suggested that the increased performance
of the younger students was due to a spill-over from higher-scoring and better-behaved
classmates. They found that the negative effect of being relatively older in a grade could be
offset by the benefits of being absolutely older within a grade (Cascio & Schanzenbach, 2016).
However, in more subjective aspects of education (e.g., special education referrals, behavior
diagnoses, etc.), being relatively younger can be disadvantageous. Elder and Lubotsky (2009)
found that being the youngest in a kindergarten class increases the probability of repeating a
primary grade and the rate of ADHD diagnosis. Crawford, Dearden, and Graves (2017)
concluded that younger students in the grade were more likely to have poor social emotional
development and engage in risky behaviors. When students are compared to their peers through
assessments with grade level norms and subjective observations, the differences between
younger and older students are apparent, particularly at the primary level. The question of
whether it is relative or absolute age that drives these differences remains a difficult problem to
tease out and researchers maintain that it is a combination of the effects of age at school entry,
age at the time of test, and age relative to the peer group (Bedard & Dhuey, 2009).
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The literature on the effect of relative age in high-ability populations is limited.
Researchers have found that the relatively older students were more likely to be enrolled in a
gifted program (Cobley et al., 2009), but the mechanism for that finding (i.e., teachers referring
older students, older students scoring higher) has yet to be explored fully. The results of one
study indicated that in a high-ability population, relatively older students scored higher on
academic assessments, which made them more likely to be in a gifted program (Huang, 2015).
However, Huang (2015) found that after he controlled for student demographics and academic
achievement skills, this correlation between relative age and gifted program participation
disappeared. In a related study, Campbell (2014) used 2008 data from the Millennium Cohort
Study in England to investigate whether relative age effects on teacher perceptions of student
ability were exacerbated when students were also grouped by ability. Results showed that
relatively young students were placed in lower ability groups more often and relatively old
students were placed in the higher ability groups (Campbell, 2014). The within-class ability
groups were created based on teacher perceptions of student ability. Additionally, she determined
that when students were grouped by ability within a class the relative age effect on teacher
perception of student ability was higher than when students were not grouped by ability
(Campbell, 2014). These results were complicated by teachers placing a disproportionate number
of relatively young students in low ability groups. Because the ability groups were created by
teachers, the teachers in ability-grouped classes were more aware of the differences of ability
that they perceived between students in each group. The results of Campbell’s (2014) study put
into question the efficacy of using teacher perceptions of student ability in forming student
groups when relative age is not considered as a factor.
Teacher Judgment and Perception of Student Performance
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With regard to students’ academic growth and performance, teachers are primary sources
of knowledge and information (Ready & Wright, 2011; Südkamp et al., 2012, 2014). Educational
decision-makers (e.g., classroom teachers, school administrators, college admission boards,
special education instructors) rely on teachers’ perceptions and judgments of student
performance and ability to determine the programs and interventions to which a student will gain
access (Ready & Wright, 2011). In this way, teachers’ perceptions and judgments of student
performance and ability can have immediate (e.g., daily in-class ability grouping) and long-term
(e.g., occupational prestige and personal income) consequences (Farkas, 2003; Smith & Shepard,
1988).
Teachers make judgments about students’ skills and abilities based on students’
performance in the classroom and on how they perceive that performance. Teacher perceptions
of students’ skill and ability have been shown to influence student motivation and study habits
(Brookhart, 1997; Rodrigues, 2004). Moreover, teachers’ perceptions of student capabilities are a
key influence on how they form expectations of student performance, and those expectations can
influence student achievement in several ways (Jamil, Larsen, & Hamre, 2018). There are
potentially two phenomena that explain how the expectations directly influence student behavior
and achievement. When a student is overestimated by the teacher and the student works harder
than he/she would have just to meet those expectations, this is an example of the Pygmalion
Effect (Rosenthal & Jacobson, 1968). The Golem Effect, on the other hand, occurs when students
are underestimated by the teacher and become less likely to engage in academic and intellectual
challenges (Babab, 1977; Babad, Inbar, & Rosenthal, 1982). These two phenomena are potential
responses of students when teacher judgments of students are inaccurate. In the decades since the
initial studies on which these two postulated effects are based, other researchers have continued
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to explore the prevalence and strength of the phenomena, with somewhat mixed results,
generally supporting the existence of the effects but with small effect sizes (e.g., Jussim &
Harber, 2005).
Teacher judgments and perceptions of student performance affect ability group
placement, educational attainment, and grade retention (Begeny, Eckert, Montarello, & Storie,
2008; Begeny, Krouse, Brown, & Mann, 2011; Francis et al., 2016; Harlen, 2005; Parsons &
Hallam, 2014; Wiliam & Bartholomew, 2004). Teachers’ judgments are pivotal aspects
influencing how they may provide differentiated instruction (Hattie, 2009). Some evidence has
indicated that when teachers recognize students as highly capable, those students are more likely
to receive services and opportunities that are of higher quality than those received by students
viewed as less capable (Clark & Peterson, 1986; Rubie-Davies, 2014; Rubie-Davies, Hattie, &
Hamilton, 2006; Sharpley & Edgar, 1986). Although researchers agree teacher perception and
recognition of student needs can determine what learning opportunities the student receives,
there is disagreement as to whether teachers are better at identifying student needs for academic
acceleration or enrichment or needs for intervention or remediation. When identifying academic
needs of students, teachers are more apt and equipped to focus on student weaknesses (Siegle,
2001). When the student needs more advanced or enriched academic opportunities and
experiences, teachers could be less responsive due in part to the long-persisting myth that highability students will be fine on their own and that not addressing their need for greater
intellectual stimulation (seemingly) does not lead to adverse consequences (Sheffield, 2017).
The influence of teacher perceptions and judgments about a student’s performance or
ability can be immediate or far-reaching. However, as with any subjective measure, personal
differences, preferences, background, and biases play a role in how a teacher perceives a
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student’s behavior or performance. Although the judgments based on these perceptions may
reflect more than just student performance or ability, teacher recommendations and judgments
remain vital to the determination of and response to student needs, and the accuracy of those
judgments is imperative to the quality of instruction. For teachers to provide students with welldifferentiated instruction, the teachers’ judgments of student performance must be accurate
(Hattie, 2009; Kalyuga, 2007).
Accuracy of teacher judgments.1 Accuracy of teacher judgments is essential to
students’ receiving the services they need to be academically successful (Paleczek, Seifert, &
Gasteiger-Klicpera, 2017). Researchers have documented several adverse effects of inaccurate
teacher judgment, such as exacerbation of gender gaps in math (Dunnebier, Grasel, & KrolakSchwerdt, 2009) and influence on student motivation (Urhane, 2015; Zhou & Urhane, 2013). As
such, exploring what potentially influences teachers’ perceptions and ratings is vital. In
education, educational psychology, and psychology, there is substantial research (heaviest in the
1990s and 2010s) on teacher perceptions of students’ skill and ability, the accuracy of those
perceptions, and the student characteristics that might influence the teachers’ ratings (Demaray
& Elliott, 1998; DuPaul, Rapport, & Perriello, 1991; Paleczek et al., 2017; Perry & Meisels,
1996; Südkamp et al., 2012, 2014).
Researchers have identified several elements that increase the accuracy of teacher ratings
(Demaray & Elliott, 1998; DuPaul et al., 1991; Feinberg & Shapiro, 2003, 2009; Hoge &
Coladarci, 1989). For example, when teachers are given a standard for their ratings to make more

1

Accuracy is a measure of how close something comes to the intended target or standard and conveys that some
responses are right and others wrong. Precision is how close two or more things come to one another without a
qualification of how close those things are to the intended standard. Because perceptions are not necessarily correct
or incorrect, there can be no comparison of accuracy. However, while precision might be a better descriptor of what
is described below, researchers addressing this subject have consistently used the term accuracy, and to maintain
consistency that is what will be used throughout this review.

28

informed judgments, the accuracy increases. Hoge and Coladarci (1989) found that increasing
the specificity of the skill being judged also increases teachers’ accuracy. Based on Hoge and
Coladarci’s (1989) comprehensive analysis of the research on the topic that had been done up to
that point, Südkamp et al. (2012) extended the analysis to include more recent research. In a
meta-analysis, they found that when teachers were able to make informed judgments, the mean
effect size was .76 as compared to .61 when the judgments were uninformed. Essentially, the
researchers determined that when given more information about the comparison they were being
asked to make, the teachers’ judgments were more accurate in that the judgments aligned more
closely with the students’ scores. For example, accuracy increased when a teacher rated a
student’s reading comprehension and that rating was compared to a student’s reading
comprehension test scores, rather than a student’s language fluency or decoding scores
Additionally they found no evidence of higher teacher accuracy in domain-specific judgments
versus global judgments of student ability, indicating that teachers were equally accurate when
rating specific skills within a content area as they were rating a student’s overall performance in
that same content area (Südkamp et al., 2012).
Meissel et al. (2017) used a national dataset from New Zealand to explore the alignment
of achievement scores and teacher judgments in reading and writing and found correlations
averaging around .72 between teacher ratings and achievement scores. Machts, Kaiser, Schmidt,
and Moller (2016) reviewed 33 empirical studies to arrive at a consensus around the accuracy of
teachers’ judgments when those judgments were compared to students’ scores on different types
of assessments. As part of their inclusion criteria, the researchers chose studies with judgments
of intelligence (a composite general ability, verbal ability, numerical ability, or nonverbal score)
giftedness (the instrument explicitly referred to giftedness in the rating items), other cognitive
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abilities (metacognitive abilities, memory functioning, or child development), and/or creativity
(anything defined as a judgment of creativity). The researchers found higher correlations
between teacher judgments of student intelligence and student performance on achievement
measures than between those teacher judgments and student performance on intelligence
measures. They noted low accuracy between teacher judgments of giftedness and students’
measured intelligence as well. Several studies in the gifted education literature have highlighted
teachers’ understanding of giftedness as narrow and traditional (Miller, 2009; Moon & Brighton,
2008; Sankar-DeLeeuw, 2002; Speirs Neumeister, Adams, Pierce, Cassady, & Dixon, 2007;
Swanson, 2006). Although the results (specifically the misalignment between teacher judgments
of giftedness and students’ measured intelligence) of Machts et al.’s (2012) study initially may
seem to contradict that assumption, the results lend evidence to teachers’ lack of understanding
of the complexities of intelligence and giftedness. Prior studies have noted that teachers are less
accurate in their judgments when they do not understand or know the standard for judgment,
which may be the case here (Hoge & Coladarci, 1989; Südkamp et al., 2012).
Several research teams have reported moderate to high correlations between teacher
judgments of student performance and actual student achievement (Begeny et al., 2008; Demaray
& Elliott, 1998; Feinberg & Shapiro, 2003). However, in reviewing the literature, Südkamp et al.
(2012) found that only about one-third of the variance in teacher judgments was accounted for by
student performance. Some of the most widely accepted information on the accuracy of teacher
perceptions and judgments is that there is bias, but there is a large evidence base that supports the
efficacy of teachers’ judgments of students’ academic skill (Harlen, 2005; Perry & Meisels,
1996).
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Factors of variation in teacher judgments. Several researchers have investigated the
influence of student demographics and teacher characteristics on teacher expectations for student
performance (Hoge & Coladarci, 1989; Jamil et al., 2018; Südkamp et al., 2012). Although the
majority of research has been focused on student characteristics, there have been a few studies
focused on teacher characteristics that might influence their perceptions. Results from those
studies have largely been inconclusive. Researchers have looked at teaching experience (Impara
& Plake, 1998), approach to teaching (Hoge & Coladarci, 1989), and personal beliefs (Shavelson
& Stern, 1981). None of the researchers found conclusive evidence supporting a particular
teacher characteristic differentially predicting judgments. Several researchers have found no
effect of teacher experience (Mulholland & Berliner, 1992; Webb, Diana, Luft, Brooks, &
Brennan, 1997). Martin and Shapiro (2011) only found an effect of teacher experience for the
Nonsense Word Fluency subtest of the DIBELS assessment. Freeman (1993) investigated
whether teacher experience and gender moderated the relationship between teacher estimates of
students’ reading performance and students’ actual reading performance. Freeman (1993) did not
report the individual contribution of teacher experience and gender, but determined that together
the variables explained about 10% of the variance in the judgment-performance relationship.
Valdez (2013) found that teacher experience did not moderate the relationship between teacher
ratings of specific literacy skills and literacy achievement scores. Although there are somewhat
inconsistent results on whether teacher experience influences judgment, overall the evidence
seems to lean toward there not being an effect of teacher experience.
The results from studies on student characteristics show bias in teacher expectations
across many student demographic categories such as SES, cultural and linguistic diversity,
special education status, gender, English learner (EL), and ethnicity (McKown & Weinstein,
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2008; Rubie-Davies et al., 2012; Südkamp et al., 2012). Research from the 1970s and 1980s
found that teachers assumed that culturally-specific characteristics, dialects, and mannerisms
were indicators of academic ability, especially when teacher and students were demographically
different from one another (Bernstein, 1973; Bourdieu, 1977, 1984, 1985; Lareau & Horvat,
1999; Willis, 1977). Ready and Wright (2011) sought to incorporate the aspect of between-group
differences to confirm the existence or non-existence of teacher bias using the ECLS-K. They
found evidence of inconsistency in teachers’ perceptions of students’ literacy skills by
race/ethnicity, SES, and gender, only half of which was attributable to between-group test score
differences. Teachers systematically underestimated the literacy skills of students from the
following demographic subgroups in the fall of kindergarten: racial and ethnic minorities, males,
ELs, and low SES (Ready & Wright, 2011). By the spring of kindergarten, teachers’ perceptions
were more closely aligned with student performance on the literacy assessment. According to the
researchers, classroom demographics and contexts were more influential on over- and underestimation of student skills than were teacher demographic characteristics. When the researchers
controlled for student demographic characteristics, they found that there was no relationship
between teacher accuracy and teacher characteristics (Ready & Wright, 2011). In classrooms that
were classified as low achieving or socioeconomically disadvantaged, teachers were more likely
to underestimate the skills of the students in those classrooms. Interestingly, Ready and Wright
(2011) also discovered that the effect size estimates on teachers’ ratings of students’ academic
skills for classroom average SES as a predictor were larger than those for individual SES as a
predictor in the fall (class average effect size of 0.21 and individual effect size of 0.10) and
spring (class average effect size of 0.16 and individual effect size of 0.09) of kindergarten.
Researchers have determined that systematic differences in teacher perceptions and judgments
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can differ based on student race/ethnicity, SES, and gender; teacher experience; and classroom or
school achievement level, poverty level, and percentage of language learners (McKown &
Weinstein, 2008; Ready & Wright, 2011; Rubie-Davies et al., 2012; Südkamp et al., 2012).
Differences within content areas. While the literature exploring teacher bias in different
content areas is slim, there are a few studies in which researchers examined specific academic
subject areas, most frequently in reading and literacy. Paleczek, Seifert, and Gasteiger-Klicpera
(2017) examined the influence of student and classroom level variables on the accuracy of
teacher judgments of second and third graders’ reading abilities in Austria. They determined that
that overall, teachers were pretty good at assessing students’ abilities accurately. Teachers in the
study judged the following with accuracy: reading comprehension (versus decoding), decoding
in small classrooms (compared to classrooms with more students), decoding in students with
special education needs (compared to students with no identified special education needs), at the
end of the school year (versus the beginning of the school year), and at third grade (compared to
second grade). The teachers judged low achieving students and second language learners’
reading comprehension less accurately, or with a greater disparity compared to students’ scores
(Paleczek et al., 2017). The research team’s results indicate that the more familiar teachers are
with their students, the more accurately they are able to judge them.
Ready and Wright (2011) used the ECLS to explore the influences of student, classroom,
and school characteristics on teacher ratings of students’ literacy skills. The researchers reported
that after controlling for achievement, there were systematic differences in teacher judgments,
revealing over- and under-estimation of skill level that was dependent on demographic
categories, such as student race or ethnicity and SES. They found high between-classroom
variation and less between-school variation of teacher ratings (Ready & Wright, 2011). The main
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school-level conclusion they could draw was that in urban schools, teachers underrated literacy
skills, and in small schools, teachers overrated literacy skills. At the within-school level, Ready
and Wright (2011) concluded that classroom composition had an effect on teacher judgments as
well. Teachers over-rated student literacy skills when the classroom had higher SES and higher
achievement and under-rated student literacy skills when the classroom had lower SES and lower
achievement. Based on these results, it is apparent that school-level and classroom-level
composition contribute to the predictability of teacher ratings in kindergarten.
In addition to generalized literacy skills, researchers have also looked at reading and
writing skills. Meissel et al. (2017) found differences in teacher judgments after controlling for
prior achievement. In higher performing schools and classrooms, teachers’ ratings were lower.
However, school-level SES, school location, class size, and proportion of minority learners had
no effect on the teacher judgments. Meissel et al. (2017) did determine that teachers were rating
“priority learners” lower than the non-priority learners. “Priority learners” are those students who
are traditionally marginalized and underserved within the New Zealand population (e.g., males,
ELs, students with special needs, etc.; Meissel et al., 2017). The researchers posited that
teachers’ lower judgments of the priority learners could be an effect of long-standing societal
stereotypes about the learning ability of these groups. Within these content area-specific studies,
there is evidence that demographics at the student and school levels could predict some of the
variance in teachers’ ratings and judgments.
Although most studies focusing on content area have been about reading and literacy,
Martinez et al. (2009) examined math achievement and found that teachers perceived less of a
gap in achievement between demographic minority and majority groups than was shown through
standardized achievement scores. The researchers posited that teachers were compensating for a
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demographic subgroup’s minority status by overestimating or over-rating student performance
(Martinez et al., 2009). Consistent with other studies, the researchers found more variation at the
classroom level (between classroom) than at the school level (within school).
Differences by sex and gender. Most researchers have concluded that teachers do not
judge students differentially based on student sex. However, in two studies, researchers found
biases against males; both of these were focused on teacher judgments and student achievement
in literacy. Ready and Wright (2011) found that teachers had a negative bias (defined by the
authors as teachers’ perceptions of demographic differences in students’ skills after accounting
for between-group differences in ability) toward males’ skill levels in literacy. They also found a
consistent over-estimation of females’ performance in literacy in the fall and spring of
kindergarten (Ready & Wright, 2011). Meissel et al. (2017) found differences in how teachers
rated student performance, with males receiving lower scores in reading and writing. Researchers
surmised that the negative biases against males in academic and literacy skills could be
attributable to the perception that the males’ behavior was worse than females’ behavior (Benner
& Mistry, 2007; Dompnier, Pansu, & Bressoux, 2006; Kaiser et al., 2013).
Differences by culture. Siegle (2001) noted that selection or nomination for gifted
programming happens differentially based on culture, rather than race or ethnicity. Culture could
be a combination of values, moral standards, dialect, customs, etc. This differential nomination
could be an effect of teacher bias for/against cultures different from their own or a
misunderstanding of how giftedness can have culture-specific expression. Meissel et al. (2017)
found significant differences in how teachers rated student performance, with Maori (a minority
group of people indigenous to New Zealand) and Pasifika (a minority group of people with
Pacific Islander ancestry) students receiving lower scores. This result is indicative of teachers
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rating students differently when the students have a different cultural background than the
teacher’s.
Differences by race and ethnicity. Most researchers examining teacher ratings and the
accuracy of those ratings have noted differences by student race and ethnicity in academic ability
and achievement (Ferguson, 2003; McKown & Weinstein, 2008; Murray, 1996; Oates, 2003;
Ready & Wright, 2011), approaches to learning (Downey & Pribesh, 2004; Masten, Plata,
Wenglar, & Thedford, 1999; McGrady & Reynolds, 2013; Pigott & Cowen, 2000), and negative
behaviors (Downey & Pribesh, 2004; McGrady & Reynolds, 2013; Pigott & Cowen, 2000) in
which racial and ethnic minority students were rated lower than their racial majority
counterparts. Ready and Wright (2011) found that teacher judgments of kindergarten students’
literacy were negatively biased for minorities and positively biased toward White students when
compared to non-EL Hispanic students. Additionally, teachers underestimated the literacy skills
of Black (when compared to White) students in the fall of kindergarten, but not the spring
(Ready & Wright, 2011).
Irizarry (2015) found that among students with lower spring kindergarten and first grade
literacy scores, minority students received slightly higher teacher ratings on literacy ability than
did White students. And among students with average to higher literacy scores, minority (Asian,
non-White Latino, and Black) students received slightly lower teacher ratings on literacy ability
than did White and White Latino students. Furthermore, Irizarry (2015) found that literacy scores
and teacher ratings of students’ approaches to learning explained the gap in Asian-White ratings
of literacy skills, but not the Black-White or non-White Latino-White gaps.
Thus it is relatively well-established in the literature that there are systematic differences
in how teachers rate and judge the abilities and academic skills of students based on student
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race/ethnicity. With one notable exception (Feinberg & Shapiro, 2003), the majority of research
has found racial and ethnic differences in teacher ratings. Although the majority of the results
from Feinberg and Shapiro’s (2003) study are consistent with previous and more recent studies
on teacher accuracy, the sample consisted of 30 teachers and only one student from each
teacher’s class. With this study design, there is no way to look at the within-classroom variability
of teacher ratings so we would not expect to be able to identify any differential ratings
attributable race or ethnicity.
Differences by SES. Another demographic category that researchers have considered as a
basis for teachers’ differential ratings is student SES. Ready and Wright (2011) found that the
largest discrepancies in the teacher ratings were linked to students’ SES and social status. The
authors found that teacher judgments of kindergarten students’ literacy skills were negatively
biased for students from low SES backgrounds, even after controlling for academic achievement.
Teachers’ perceptions were less accurate for low SES students when those students were in low
SES classrooms (Ready & Wright, 2011). The underestimation effect of low SES classrooms
was increased for Black (compared to White) children in the fall of kindergarten. Low SES
students in low SES classrooms were underestimated by over a half of a standard deviation as
compared to high SES students in a high SES classroom (Ready & Wright, 2011). Valdez (2013)
found student SES was a small but significant predictor that differed by grade level. At
kindergarten and first grades, the strength of the relationship between teacher ratings and student
assessments increased as SES increased (Valdez, 2013). SES had the greatest influence when
students were rated as proficient or “not yet evidenced” for skill level. At third grade, the
strength of the relationship between teacher ratings and student assessments decreased as SES
increased (Valdez, 2013).
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Differences by language learner status. A student’s status as an English learner (EL) or
second language learner also appears to be a predictor of teacher ratings. Meissel et al. (2017)
found differences in how teachers rated student performance, with students with special needs
and second language learners receiving lower scores after controlling for achievement. Ready
and Wright (2011) determined that the literacy skills of Hispanic EL students (in addition to the
Black subgroup mentioned earlier) were underestimated in the fall of kindergarten, but not in the
spring, which indicates an initial bias on the part of the teacher about their general expectations
or perceptions of this group’s performance. Ready and Wright (2011) also concluded that in the
case of Asian children, language learner status acted as a moderator in that teachers
systematically underestimated the literacy skills of language minority Asian children after
controlling for literacy achievement; however, they did not underestimate the literacy skills of
non-language minority Asian children. The researchers reported that teachers underestimated the
literacy skills of Asian EL students at the same rate in the fall and spring of kindergarten (Ready
& Wright, 2011). Although language learner and special education status have not been studied
as extensively as race/ethnicity and SES, there seems to be evidence in the research that teachers
rate students differentially on these variables as well.
Differences by achievement level. In the late 1980s and more recently in the 2000s and
2010s, researchers have explored achievement level or student ability as predictors of teacher
ratings. The majority of researchers have found that teachers were more accurate (i.e., a closer
alignment between teacher judgments and student scores) in judging high performing students
than low achieving students (Bates & Nettlebeck, 2001; Begeny et al., 2008; Coladarci, 1986;
Feinberg & Shapiro, 2009). Martin and Shapiro (2011) found that teachers had increased
accuracy, as determined by a close alignment of teacher judgments and student scores, in their
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ratings for low-achieving students than for average-achieving students, but did not draw any
conclusions about ratings for high-achieving students. Irizarry (2015) concluded “the
relationship between students’ race/ethnicity and teachers’ perceptions is moderated by students’
cognitive ability” (p. 535) and further described the implications for gifted education. To draw
this conclusion, the author equated student’s literacy skills at the end of kindergarten and first
grade with students’ cognitive ability, which is problematic because while the association
between achievement and cognitive ability is strong, it is estimated that 51% to 75% of the
variance in academic achievement is not accounted for by general cognitive ability (Luo,
Thompson, & Detterman, 2003; Rohde & Thompson, 2007). There were no measures of
cognitive ability to substantiate the erroneous conclusion that the accuracy of teachers’
judgments was different based on students’ cognitive ability level. Because the teachers rated
students’ literacy skills, students’ literacy achievement logically explains the difference in the
ratings. Based on the above findings, there are few substantive conclusions that can be drawn
about the influence of a student’s ability or achievement level on teacher ratings in the early
elementary grades.
Differences by student age. One relatively straightforward demographic that has not been
researched as extensively under the topic of teacher ratings is student age. Researchers have
found teacher accuracy to be higher at elementary than secondary level (Karing, 2009). Feinberg
and Shapiro (2003) identified higher effect sizes of teacher accuracy at third grade than at fourth
grade. The programmatic differences between primary grades and the later grade levels (i.e.,
students start switching classes and have more than one teacher during the school day) could
explain the decrease of teacher accuracy at later grades. On the other hand, Paleczek et al. (2017)
reported opposite findings of teacher accuracy growing through the elementary grades. The
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researchers attributed the results to there being less variation within student groups as students
got older; in other words, students become more set in their academic and achievement
trajectories, becoming more similar than different as they age. Valdez (2013) found that teacher
ratings of generalized reading skill were moderately correlated with student reading achievement
in first, second, and third grades. Additionally, he determined that the teacher ratings of
kindergarten language and literacy skills moderately predicted student performance in first and
third grades. Very little research, if any, has been done on the role a student’s relative or
chronological age plays in teacher ratings of student skills and behaviors.
This large body of research on teacher ratings of student skills and abilities is evidence
that some demographic characteristics at the student and school levels explain some of the
systematic variation in teacher judgments. Teachers tend to perceive racial/ethnic minority
students as lower performing or lower achieving when compared to the racial/ethnic majority
(Ferguson, 2003; McKown & Weinstein, 2008; Murray, 1996; Oates, 2003; Ready & Wright,
2011). Researchers were consistent in finding that teachers rated lower SES students as lower
achieving when compared to high SES students (Ready & Wright, 2011; Valdez, 2013).
However, teachers remain the best sources of information on elements of student performance
not captured by standard assessments (Ready & Wright, 2011; Südkamp et al., 2012, 2014). The
research results discussed in this section are evidence that there is misalignment between teacher
judgments and student performance, some of which is attributable to group differences while the
remainder could be due to teacher judgments capturing aspects of student performance not
evidenced in achievement assessment. With all considered, teacher perceptions and ratings of
student skills are relatively accurate and remain vital sources of information on student ability
and performance (Jussim et al., 1996; Meisels et al., 2001; Perry & Meisels, 1996; Swann, 1984).
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CHAPTER THREE
Methods
This study is an examination of the relationship between relative age and students’
achievement test performance, teacher ratings of students’ academic performance, and teacher
ratings of students’ learning behaviors. I have three research questions aimed at exploring this
topic.
Research Questions and Hypotheses
In this section I outlined the three research questions used to guide this study and
explained my hypotheses for each question.
Research Question 1: How does relative age predict student performance on academic
assessments and teacher assessments of student behaviors in the primary grades after controlling
for student SES and gender?
Students enter kindergarten with a range of skills, and the younger a student is, the less
time he/she has had to learn and the fewer opportunities he/she has to experience learning. It is
reasonable to expect that a relationship exists between relative age and student performance on
math, science, and reading assessments, particularly in kindergarten. When students enter
kindergarten, teachers gauge a student’s readiness using objective measures such as standardized
assessments and behavior-based assessments such as observations of behaviors and the student’s
maturity. Because maturity is linked to absolute age, it stands to reason that if a student is
comparatively young for the grade, then he/she will seem less mature. By analyzing teacher
observations of student behaviors and a student’s relative age, we can determine whether the
relativity of a student’s age is related to the teacher’s perceptions of the student’s behaviors. I
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expect relative age, after controlling for student SES and gender, will predict student
performance on academic assessments and teacher assessments of student behaviors.
Research Question 2: How does the effect of relative age on measures of academic
performance and teacher ratings of student behaviors attenuate as students age?
Bloom (1966) acknowledged that the first three years of a child’s school career are the
most developmentally important in education as students experience a period of rapid cognitive
and intellectual growth. Elder and Lubotsky’s (2009) results supported this developmental
theory, finding that the positive effect of being relatively older became non-significant after first
grade, and age-related gaps began diminishing soon after. Because students grow so quickly in
their first few years of schooling, I expect that the strength of the relationship between a
student’s relative age and his/her achievement scores and teacher observations of student
performance will decrease as the student progresses through the grades.
Research Question 3: What is the magnitude of the relationship between teacher
assessments of student behaviors and student performance on academic assessments in the
primary grades?
Particularly in elementary school, teachers are very familiar with their students’
performance and abilities. Teachers make instructional decisions and establish expectations
based on student performance (Südkamp et al., 2012). Researchers have linked student
performance and teacher perceptions of student performance in an attempt to determine the
accuracy of teacher judgments (Südkamp et al., 2012) and to explore student characteristics that
might influence teacher perceptions (Meissel et al., 2017). Because of this strong research
support, I expect the relationship between teacher assessments of student behaviors and student
performance on academic assessments to be relatively strong.
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To address these research questions, I applied an instrumental variable estimator
incorporated into an autoregressive cross-lagged model with three latent variable pathways to
longitudinal data. In this chapter, I describe the sample and variables of interest and provide an
explanation of the methodology.
Sample Description
The sample for this study consisted of students in primary grades across the United States
from 2010-2013. The participants took part in the third version of the Early Childhood
Longitudinal Study (ECLS) program, the ECLS-K:2011 (NCES, 2017). The nationallyrepresentative sample was selected in a three-stage process from students attending private and
public school kindergarten in 2010-2011. During the first stage, the United States was divided
into sampling units; then, schools and programs within the sampling units were selected for
participation, with attention to the ethnic subgroups that were desired for oversampling (Asian,
Native Hawaiian, and Other Pacific Islander). In the last stage, children in the selected schools
were invited to participate in the study. The characteristics of this sample are outlined in
Appendix B. In accordance with the results dissemination procedures outlined by NCES for the
restricted-use data, all n values pertaining to student descriptions have been rounded to the
nearest 10 (NCES, 2017).
There are 18,170 students in the sample from 1,310 schools across all 50 states divided
into four regions. Nine states made up the Northeast region, which consisted of 3,010 (16.56%)
students with 2,540 attending a public school. The Midwest region was represented by 3,870
(21.29%) students from 12 states with 3,220 attending public school. Sixteen states and the
District of Columbia made up the South region, which consisted of 6,640 (36.54%) students,
6,070 of whom attended a public school. The West region had 4,660 (25.64%) students with
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4,130 attending public schools from across 13 states. The largest number of students attended
schools in city (n = 6,010) and suburb locations (n = 6,790), while the smallest numbers came
from rural (n = 3,960) and town (n = 1,410) locations.
Approximately 12% (n = 2,220) of students attended private schools. Of those private
schools, 1760 students attended one with a religious affiliation. Almost 47% of student
participants identified as White, non-Hispanic (n = 8,500); 2,400 identified as Black, nonHispanic; 4,590 as Hispanic; 1,540 as Asian, non-Hispanic; 120 as Native Hawaiian/Other
Pacific Islander, non-Hispanic; 170 as American Indian or Alaska Native, non-Hispanic; 830 as
Two or more races; and 50 as Unknown.
From the 2010-2011 base-year sample of 18,170 students, 15,390 were still eligible at the
third grade data collection (the 2013-2014 school year, Wave 7). The overall response rate for
Wave 7 was 84.2 weighted and 79.9 unweighted (n = 12,900). Of the school types, public
schools (n = 11,690) and private Catholic school (n = 594) had the highest response rates of 95.1
and 94.1, respectively. Of those eligible, 1,740 students (approximately 11% of the third grade
sample) formed the unknown/homeschooled group, which had one of the lowest response rates
(n = 50, response rate = 2.7) for the Wave 7 data collection. The South (n = 4,570) and Midwest
(n = 2,690) regions of the United States had the highest response rates (South = 95.3; Midwest =
95.2) of the census regions. Hispanic students (n = 3,540) had the highest response rate of all
student race/ethnicity categories at 86.3, while the American Indian or Alaska Native, nonHispanic group had the lowest (response rate = 70.7).
Data Collection
Data collection began in the 2010-2011 school year with a cohort of students in
kindergarten and continued through the 2015-2016 school year, when most students would be in
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fifth grade. The data used in the current study span four years from the 2010-2011 school year
through the 2013-2014 school year, when most of the students in the study were in third grade.
The direct cognitive assessments were completed in the fall and spring of each school year.
Because the primary years of a student’s education are a time for rapid cognitive development,
the assessments given at each wave were not exactly the same, but did measure the same
underlying constructs. The achievement assessments were vertically scaled to account for student
growth. The child-level teacher questionnaires were administered in the fall and spring of each
school year as well, but the teachers were not asked the same questions at every wave. For
example, at Wave 1 teachers were not asked to provide ratings for a student’s general ability
level in a content area, and at Wave 6 teachers were not asked to provide feedback about a
student’s ability to perform specific content area skills.
Instruments
The outcome variables of interest in this study are the child-level reading, math, and
science, as well as items from the child-level classroom teacher questionnaire.
Direct cognitive assessments. The battery of tests given to students was designed to
require approximately 60 minutes for students to complete. Trained and certified child assessors
administered the tests individually. The battery of assessments consisted of two executive
functioning measures and reading, math, and science achievement tests. Assessors screened
students’ language to determine which components of the assessment to administer (Tourangeau
et al., 2016). The language screener was used through Wave 4. Regardless of performance on the
language screener, all students received the same first set of items on the reading assessment,
which was a combination of items from the Simon Says and Art Show tasks from the Preschool
Language Assessment Scale (preLAS; Duncan & De Avila, 2000).
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The reliabilities of the reading, math, and science scores range from .75 to .95 (NCES,
2017). The reading reliability decreased across waves, starting at .95 in Wave 1 and .87 at Wave
7, but the number of items administered also decreased over time (Tourangeau et al., 2016).
Math had consistent reliability coefficients across all waves with the lowest being .92 and the
highest .94. Science had the lowest reliability at each wave (.75 at Wave 2, and .83 at all other
waves) compared to reading and math, presumably attributable to the diversity of the science
content and low number of total items (Tourangeau et al., 2016). Construct validity of the
achievement assessments was maintained through the development of potential test items based
on national and state performance standards, state achievement assessment, and commercial
achievement assessments (Tourangeau et al., 2016). Curriculum experts and school teachers
established the content validity of the assessment items.
The math, reading, and science assessments were individually administered as two-stage
adaptive tests. All students received the same questions of varying difficulty on the first stage. A
student’s performance on the first stage determined which form of the second stage test he/she
received (low, middle, or high difficulty). For the questions, children were required to either
point to a response or tell the assessor an answer, but they were not required to explain their
reasoning or write their answers.
Reading. The reading assessment is a measure of basic skills such as letter recognition,
beginning and ending sounds, sight vocabulary, decoding multisyllabic words, vocabulary
knowledge, and reading comprehension. The reading passages represented grade-appropriate
content, length, and language complexity across a variety of literary genres (Tourangeau et al.,
2016). The earlier grades focused on the basic skills, and as the grade level increased, the focus
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shifted more toward reading comprehension. The reading assessment was administered in the fall
and spring of each year, kindergarten through fifth grade.
Math. The math assessment covered the following topics: conceptual knowledge,
procedural knowledge, and problem solving; number sense, properties, and operations;
measurement; geometry and spatial sense; data analysis, statistics, and probability; and patterns,
algebra, and functions (Tourangeau et al., 2016). Although students could see the majority of the
text of the questions, the assessors also read the questions to the students so as to limit the
dependence on reading and language. Assessors also provided students with paper and pencil.
The math assessment was given in the fall and spring of each year, kindergarten through fifth
grade.
Science. The science assessment included questions about physical science, life science,
Earth science, space science, and scientific inquiry (Tourangeau et al., 2016). As with the math
assessments, the assessors read the questions, potential responses, and any associated text to
students to avoid a confounding measurement of reading ability or comprehension. The science
assessment was given in the spring of kindergarten and then in the fall and spring of subsequent
years.
For the reading, math, and science assessments, the data file contained thetas, standard
errors of the thetas, and IRT scale scores for each assessment at each wave. The theta scores are
estimates of a child’s achievement based on his/her performance on the items administered. They
are used to represent a student’s latent ability; the scores are not item-dependent. The IRT scale
score uses the theta to predict the probability the child would have answered an item correctly
had he/she been administered all items. Then the probabilities for all items in a content area are
combined to create one scale score for each subject area (Tourangeau et al., 2016). For this
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study, I used the IRT scale scores, because they are more appropriate for cross-sectional and
longitudinal analyses and are generally more easily interpretable (Tourangeau et al., 2016).
Child-level teacher questionnaires. Teachers used their observations of students’
behaviors to answer questions about students’ knowledge, skill level, and social interactions.
Indirect cognitive assessments. Teachers evaluated students’ academic achievement in
language and literacy, science, and mathematical thinking using the Academic Rating Scale
(ARS). The instrument initially was developed for the ECLS-K to overlap with and supplement
the direct cognitive assessments. Teachers used a 5-point scale to identify the degree to which a
student had acquired and expressed the given skills and behaviors. These ratings of content areaspecific skills were a part of the teacher questionnaire at Waves 1 through 4. In Waves 2 through
7, teacher provided a rating of a student’s generalized ability in a particular content area. For
Waves 2 through 4, the content areas were reading, math, science, and social studies. Writing
and oral language ratings were added starting with Wave 6. Reliability estimates for ratings of
students’ academic performance were not reported.
Learning behavior measures. The social skills instrument used was adapted from the
Social Skills Rating System (SSRS; Elliott, 1990). This assessment focused on factors of social
competence and problem behaviors. Items were also adapted from the Children’s Behavior
Questionnaire (CBQ; Putnam & Rothbart, 2006) and the Temperament in Middle Childhood
Questionnaire (TMCQ; Simonds & Rothbart, 2004). These items were descriptions of behaviors
related to attentional focusing, and teachers rated how true the description was of the student.
The reliability estimates for this behavior construct ranged from a low of .83 at Wave 4 to a high
of .96 at Waves 6 and 7. Additionally, teachers reported how often students exhibited certain
behaviors related to approaches to learning. These scores on these questions were combined into
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an overall measure of a student’s approach to learning, which had a reliability estimate of .91 at
each wave. This assessment was given in the fall and spring of the project’s first year and then
every spring of subsequent school years.
Demographics. Standard demographic variables from the data set, such as student sex
and SES, were used as control variables. The dataset contains variables representing parent
income, parent education, and occupation prestige. These variables were combined and
normalized to act as a composite SES variable. I also incorporated dummy coded variables
reflecting the following: whether a student was an EL at Wave 2, a first time kindergartener, and
a racial or ethnic minority with White and Asian combined as the reference group. The schoollevel demographic variables I used were percentage of Free or Reduced Lunch (FRL) eligible in
the school, district level poverty, and percentage of non-White students in the school.
Variables
I used a combination of existing and computed variables. Below I have outlined how I
used and/or calculated the variables of interest. First, I provide a detailed description of how I
calculated the age-related variables and the executive functioning indicator. Then, I describe the
different coding systems I used and the specific variables to which they applied. I end this
section with a description of how I dealt with missing data and a short description of the data
cleaning process.
Computation of variables. I calculated the student’s actual age at kindergarten entry
(actual age or AA); youngest age, according to state or district laws, at which a student could
enter kindergarten (eligibility age or EA); predicted relative age at kindergarten entry (predicted
relative age or PRA); and actual relative age at Waves 1, 2, 4, 6, and 7 (actual relative age or
ARA).
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Actual age. The database provided a kindergarten entry age for most students, as well as
the month and year of birth. The provided kindergarten entry age is the student’s age on
September 1 of the year the student first entered kindergarten. However, some students attended
some kindergarten-like program prior to the 2010-2011 school year. For those students, the
provided kindergarten entry age is the student’s age on September 1 of a school year prior to the
2010-2011 school year (see more under Repeaters in the Variable Coding section). Because the
year the student entered kindergarten for the first time, if it was a year other than the 2010-2011
school year, was not provided and not all schools start on September 1, I recalculated the
student’s actual age on the school start date of the 2010-2011 school year. To do this, I
subtracted the student’s provided month and year of birth from the school start date. The
difference was recorded in months as the student’s actual age at kindergarten entry.
Eligibility age. Eligibility age (EA) is the youngest age a student can be on the date
school started in the 2010-2011 school year. This age is dependent on the state- or districtmandated rules on kindergarten entry age (i.e., the cutoff date by which a student must turn 5 to
enter school in 2010-2011) and the date the 2010-2011 school year began at the school the
student attended in Wave 1. To calculate this variable, I subtracted the cutoff date from the
school start date. If the difference was positive, the cutoff date was before the school start date
and all students entering school in 2010-2011 should be 5 years or older. If the difference was
negative, the cutoff date was after the school start date and some students could enter
kindergarten at less than 5 years old. The difference was added to the universal cutoff age of 60
months (5 years) and this sum was the EA (ENTRYAGE in the models). For example, if the
cutoff date was July 31, 2010, and the school start date was August 31, 2010, the difference
would be +1 month. This value would be added to 60 months, for an EA of 61 months. If the

50

cutoff date was October 31, 2010, and the school start date was August 31, 2010, the
approximate difference would be -2 months. When the difference is added to 60 months, the
eligibility age for this student (and others in the same school) would be 58 months. The EA
ranged from 54.80 months to 65.30 months
Actual relative age. Actual Relative Age (ARA) is the student’s actual relative age to
his/her kindergarten schoolmates in 2010-2011. I used the student’s cutoff date (the date by
which a student had to be born to enter kindergarten) and date of birth (DOB; provided as the
month and year). I subtracted the month and year of birth from the cutoff month, day, and year. I
converted the year difference into months by multiplying by 12 and added it to the difference
from the month calculation. This sum was the student’s ARA in months. I recalculated students’
ARAs at each wave to account for two potential issues. The first pertains to how data were
collected. After consent was obtained for kindergarten students in the 2010-2011 school year, the
data collectors continued to gather data on students regardless of the student’s grade level. If a
student did not progress to the next grade level with his cohort, his/her relative age would change
because he/she was assessed (at least by teachers) in comparison to those in his/her current grade
level, not the grade level of his/her cohort. To account for students’ being retained or accelerated
at a grade level, I recalculated the ARAs at each wave. The second potential issue was because a
student could change schools between assessment waves, his/her ARA could also change,
depending on whether the cutoff dates between the schools differed. Because of these possibility,
students’ ARAs were recalculated at each wave. This recoding process is described in detail
under Movers in the Variable Coding section.
Predicted relative age. Predicted Relative Age (PRA) is the student’s predicted relative
age to those in the 2010-2011 cohort if he/she entered when first eligible. I used the student’s
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Eligibility Status, date of birth (DOB; provided as the month and year), and the date by which a
student had to be born to be eligible to enter kindergarten (cutoff date). First, I calculated the
student’s ARA and eligibility status for the 2010-2011 school year (see Eligibility status under
the Variable Coding section). If the student was first eligible to enter kindergarten in 2010-2011
and did so, the eligibility status was a 1 (n = 16,450) and the student’s PRA was equal to the
ARA. If a student’s eligibility status was 0, then he/she would not be eligible to enter
kindergarten until 2011-2012, when he/she would be 12 months older than he/she was at the
2010-2011 school year. For students with an eligibility status of 0 (n = 250), the PRA was the
ARA plus 12 months. If a student waited to enter kindergarten until one year after he/she was
first eligible (i.e., the student was first eligible to enter kindergarten in 2009-2010 and did not),
then he/she would have been 12 months younger when he/she was first eligible than he/she was
at the 2010-2011 school year cutoff date. These students had an eligibility status of 2 (n = 1,330)
and their PRA equaled their ARA minus 12 months. Students with an eligibility status of 3 (n =
10) entered kindergarten in 2010-2011, which was 2 years after they were first eligible to enter
kindergarten. The PRA for these students equaled the ARA minus 24 months.
Executive functioning indicator. To assess the performance differences of high ability
students from their classmates, I needed a measure of student ability outside of teacher ratings
and achievements tests. The ECLS-K:2011 did not have one comprehensive test of ability but
did have two abbreviated measures of executive functioning—the Dimensional Change Card
Sort (DCCS; Zelazo, 2006; Zelazo et al., 2013) and the Numbers Reversed subtest from the
Woodcock Johnson III (Woodcock, McGrew, & Mather, 2001). After consulting with a
prominent psychologist in the field of ability assessment design, I calculated an ability indicator
from the two assessments from which scores were available (A. S. Kaufman, personal
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communication, July 1, 2018). Researchers have determined that the Numbers Reversed task,
particularly when compared to the Numbers Forward task, requires skills related to g, such as
reorganizing and manipulating stimuli and using representational (as opposed to automatic) skills
like visualization to complete a task (Costa, 1975; Jensen & Figueroa, 1976; A. S. Kaufman,
personal communication, July 1, 2018). The DCCS is a measure of working memory with an
emphasis on cognitive flexibility. The combination of standardized DCCS scores and the
Numbers Reversed standard scores can be used as a proxy or an indicator of executive
functioning (A. S. Kaufman, personal communication, July 1, 2018).
In the database, grade and age standard scores were already provided for the Numbers
Reversed test, so I only needed to calculate the DCCS standard scores. I used the weighted
means and standard deviations of the DCCS overall scores at each wave to calculate z scores
first. Then I standardized the z scores to a mean of 100 and standard deviation of 15. I averaged
the DCCS standard scores with the Numbers Reversed standard scores at each wave to arrive at
an indicator of executive functioning.
Variable coding. In this section I describe the implemented data transformations, why
they were necessary, and/or how the existing data were recoded.
Cutoff dates. There were over 3,100 students with missing or incomplete 2010-2011
kindergarten entry cutoff dates. I explain in detail how I addressed that missing data in the
Missing Data section. After the cutoff dates were confirmed, there were 55 different dates, which
was an unmanageable number and, more practically, a distinction without a difference within a
two-week span. As such, I condensed the cutoff dates to two dates per month. Dates of the 8th
through the 22nd of a month were assigned as the 15th of that month. For cutoff dates falling on
the 23rd of one month through the 7th of the following month, I condensed these dates to the last
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day of the first month in the range. For example, if the cutoff date was October 3rd, it was coded
as September 30th, and a cutoff date of December 1st was coded at November 30th.
After all cutoff dates were condensed into 26 unique 2-week ranges (January 8, 2010,
through February 7, 2011), each range was assigned a code from 101 to 126. The first date range
of January 8, 2010, through January 22, 2010, equaled a cutoff date of January 15, 2010, and was
assigned the cutoff code of 101. The last date range (January 23, 2011, through February 7,
2011) had an assigned cutoff date of January 31, 2011, and a cutoff code of 126. Each school
was assigned a cutoff code based on its cutoff date, and a school’s cutoff code remained the same
through all waves. I reduced the number of students with missing cutoff dates by 95% (n = 130).
Table 3.1 outlines the cutoff codes, the date range to which the codes correspond, and the
number of students in each code category at each wave.
Eligibility status. The eligibility status is the determination of a student’s level of
eligibility to enter kindergarten in the 2010-2011 school year. If a student’s actual age was less
than his/her school’s Entry Age, then that student was not eligible (according to the start or
district laws on kindergarten entry) to enter kindergarten in 2010-2011 and was assigned a 0. If
the student’s actual age minus the eligibility age was between 0.000 and 11.999, the student was
eligible to enter kindergarten and was assigned a 1. If the difference between the student’s actual
age and the eligibility age was between 12.000 and 23.999, the student was first eligible to enter
kindergarten in 2009-2010 and was assigned a 2. If the student’s actual age minus the eligibility
age was over 24.000, the students was first eligible to enter kindergarten in the 2008-2009 school
year and was assigned a 3. These values were then used to calculated student PRAs.
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Table 3.1
School-level Cutoff Dates and Codes
Actual Cutoff Date Range
Code
126
125
124
123
122
121
120
119
118
117
116
115
114
113
112
111
110
109
108
107
106

Beginning
End
January 8, January 22,
2010
2010
January 23, February 7,
2010
2010
February 8, February 22,
2010
2010
February 23, March 7,
2010
2010
March 8,
March 22,
2010
2010
March 23,
April 7,
2010
2010
April 8,
April 22,
2010
2010
April 23,
May 7,
2010
2010
May 8,
May 22,
2010
2010
May 23,
June 7,
2010
2010
June 8,
June 22,
2010
2010
June 23,
July 7,
2010
2010
July 8,
July 22,
2010
2010
July 23,
August 7,
2010
2010
August 8,
August 22,
2010
2010
August 23, September 7,
2010
2010
September 8, September
2010
22, 2010
September 23, October 7,
2010
2010
October 8, October 22,
2010
2010
October 23, November 7,
2010
2010
November
November
8, 2010
22, 2010

Cutoff Date

Wave Wave
1
2

N
Wave
4

Wave
6

Wave
7

January 15, 2010

--

--

--

--

--

January 31, 2010

--

--

--

--

--

February 15, 2010

--

--

--

--

--

February 28, 2010

--

--

--

--

--

March 15, 2010

--

--

--

--

--

March 31, 2010

20

20

20

20

20

April 15, 2010

--

--

--

--

--

April 30, 2010

--

--

--

--

--

May 15, 2010

--

--

--

--

--

May 31, 2010

--

--

--

--

--

June 15, 2010

--

--

--

--

--

June 30, 2010

20

20

20

20

20

July 15, 2010

--

--

--

--

--

July 31, 2010

600

590

440

390

340

August 15, 2010

130

120

110

100

80

August 31, 2010
September 15, 2010
September 30, 2010

9,510 9,440 10,480 11,050 11,540
550

520

2,550 2,470

450

410

350

1,930

1,550

1,300

October 15, 2010

260

250

210

170

150

October 31, 2010

170

170

140

120

110

November 15, 2010

--

--

--

--

--
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105
104
103
102
101

November
23, 2010
December
8, 2010
December
23, 2010
January 8,
2011
January 23,
2011

December
7, 2010
December
22, 2010
January 7,
2011
January 22,
2011
February 7,
2011

November 30, 2010

3,480 3,450

2,770

2,390

2,070

December 15, 2010

--

--

--

--

--

December 31, 2010

720

710

580

530

460

January 15, 2011

20

20

20

20

20

January 31, 2011

--

--

--

--

--

Movers and school code changes. Of the 18,170 students, 8,960 students never changed
schools, 7,220 students moved once, 1,720 students moved twice, 260 students moved 3 times,
and 20 students moved four times. The details of whether and when a student moved were
important for two reasons. The first reason is for the calculation of ARA, and the second is for
determining to which school a student belongs for clustering purposes. I describe first how I
dealt with the effect on ARA calculation and then how I addressed the effect on cluster
assignment.
Depending on where a student moved, the cutoff date in the new school could be
different from the date at the school where he/she entered kindergarten. As such, students were
assigned a school-dependent cutoff code at each wave. First, I created dichotomous variables that
indicated whether a student had switched cutoff codes between waves 1 and 2 (MOVE12), 2 and
4 (MOVE24), 4 and 6 (MOVE46), or 6 and 7 (MOVE67). From there I calculated the
mathematical difference between the codes if the student had moved (when MOVE12,
MOVE24, MOVE46, or MOVE67 = 1). The difference from one cutoff code to the next
consecutive code was a value of 1, which represented 2 weeks or 0.5 months. For example, if a
student moved from a school with a cutoff code of 109 (September 30, 2010 cutoff date) to one
with a code of 115 (June 30, 2010 cutoff date), the difference is -6 (the later cutoff date
subtracted from the earlier cutoff date), which is a loss of 3 months in relative age. Because of a
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difference in cutoff dates, this student is now 3 relative age months younger than his/her new
classmates. If a student moved from a school with a cutoff code of 107 (October 31, 2010 cutoff)
to one with a code of 102 (January 15, 2011), the difference is 5, which is a relative age gain of
2.5 months, and compared to the new classmates he/she is 2.5 months older than when compared
to his/her previous classmates.
Student moves could be between schools with drastically different characteristics,
services, and demographics. As such, determining to which school a student “belonged” for
clustering purposes was an important consideration. The following discussion of assigning
students to schools is done only as it relates to clustering. If a student did not change schools
between waves 1 and 7, I assigned the student to that school for clustering purposes. If a student
moved one or more times, I assigned him/her to the school he/she had attended the longest. In
cases in which there was no clear distinction for which school the student attended longer, I
looked at whether the school-level characteristics were dramatically different among the schools
attended. If there were no major differences, I assigned the student to the first school he/she
attended for a full year. If there were major differences in the school demographics, then I
assigned students to the school they attended for a full school year after kindergarten.
Another caveat of the school assignments was that school identification numbers in the
dataset did not always represent a specific school. Students meeting the following descriptions
were assigned special school codes: 9997—moved to a non-sampled country (at Wave 7 n =
1,240), 9995—unlocatable (at Wave 7, n = 420), 9993—moved outside the United States (at
Wave 7, n = 160), 9998—moved to a new school not included in the mover subsample (at Wave
7, n = 2,600), 9994—were deceased (at Wave 7, n = 5), 9999—participation consent revoked (at
Wave 7, n = 5), or 9100—homeschooled (at Wave 7, n = 70). When students moved to a new
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school that was not participating in the study already, NCES randomly selected a subsample of
students they would continue to follow. Those students not a part of that subsample were
assigned a school code of 9998. For the purposes of clustering, all students with these special
codes at Wave 2 or later were assigned to the recorded school they attended the longest. By the
end of the school assignment process there were 2,558 clusters used in the full model analyses,
and the average cluster size was 7.5. Because students chosen for the mover subset often moved
to schools where they were the only participant, there were several clusters in which the sample
size was less than five, such that 90% of the students were divided among 1,354 “true” clusters.
I used the TYPE = COMPLEX function in MPlus to account for the clustering of the
students within schools. This analysis function allowed me to take into account the nonindependence of the data due to cluster sampling and unequal selection probability because
certain minority populations were oversampled. The parameters were estimated using a weighted
loglikelihood function. Because the cluster-level or school-level effects were not the focus of this
study, I chose to account for the clustering without examining it through multilevel modeling.
Grade level tracking after 2010-2011. As discussed in Actual Relative Age under the
Variable Calculation section, it is important to account for a student’s grade level each year to
calculate the correct actual relative age. While running descriptive analyses, I noticed the grade
levels provided in the dataset were inconsistent between waves for some students. For example,
at Wave 5 when the cohort was in the fall of their second grade year, some students had a value
indicating they were in second grade, but at Wave 6 (spring of second grade for the cohort) the
value indicated the student was in kindergarten, and then at Wave 7 (spring of third grade for the
cohort) the value indicated the student was in third grade. For cases such as these (n = 50), I used
the available grade level data from Waves 5 and 7 to deduce the student’s correct grade level at
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Wave 6. The other inconsistency with the grade levels was the presence of students in Wave 4
(the cohort’s spring of first grade year) that had a value indicating the student was in first grade
and then at Wave 6 the student was coded as a kindergartener and at Wave 7 a second grader. I
used this information and when available, I consulted the Wave 5 grade level data to deduce and
correct the student’s Wave 6 grade level, which I usually determined was first grade. These
grade level inconsistencies appeared to be confined to Wave 6 (n = 180). I then updated the
coding values to be the same across all waves (e.g., 0 = kindergarten, 1 = first grade, 2 = second
grade, 3 = third grade, and 4 = fourth grade or above) and verified the changes by comparing the
new values to the old values.
After confirming the students’ grade levels and values, I developed a dummy coding
system to differentiate among the students who were retained, those who followed the cohort’s
grade level progression, and those who were accelerated at Waves 4, 6, and 7. I created a
variable at each wave that compared students that had been retained and were in a grade lower
than the cohort’s grade level to those that were in the cohort grade level or were accelerated. I
created another variable that compared students in the cohort grade level for each wave and to
students who were in a grade lower than the cohort’s grade level. Grade-level accelerated
students were not included in that variable. The last grade level code I created was a comparison
between those who had been accelerated to those in the cohort’s grade level. In Table 3.2, I
summarized the number of students in each category of each variable at each wave.
Repeaters prior to 2010-2011. The dataset contained a variable that indicated whether a
student was a first-time kindergartener in 2010-2011. However, when looking at the age at
kindergarten entry for those students classified as repeaters in the original data file (X1FIRKDG
= 2), I found that the range in ages was from 34 months to 81 months. Logically, a child who
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was marked as being less than 3 years old when starting kindergarten and was repeating
kindergarten in 2010-2011 was not a traditional kindergartener and/or in a traditional
kindergarten program when he/she was recognized as first starting kindergarten. To confirm this
assumption, I consulted the school age entry policies. After an exhaustive search through state,
district, and school policies on kindergarten entry age, I determined there were no places that
would allow students under the age of 4 to enter a traditional kindergarten program.
Additionally, I determined several of the schools reporting students as having kindergarten entry
ages of less than 4 years and a large number of non-first time kindergarteners had prekindergarten and junior kindergarten programs that admitted students less than 4 years old. I
concluded that in those instances, the schools must have considered students attending these
programs to be non-first time kindergarteners in 2010-2011. Students to which this situation
applied were classified as early repeaters, as they did not fit the classification of the traditional
kindergarten repeater.
Those students who were first-time kindergarteners were given a value of 0. For a student
who was not a first-time kindergartener in 2010-2011 and the calculated ARA was greater than
12, this student was classified as a traditional repeater and assigned a value of 1. For a student
who was not a first-time kindergartener in 2010-2011 and the calculated ARA was less than 0,
this student was classified as an early repeater and assigned a value of 2.
Repeaters after 2010-2011. When students are retained in a grade, their relative ages
change even if they stay in the same school. I used the student grade level at each wave to
determine whether a student’s ARA would stay the same, increase by 12 months (retained once),
increase by 24 months (retained twice), or decrease by 12 months (accelerated once). I adjusted
the ARAs for waves 4, 6, and 7 accordingly.
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Dummy coding. Several student-level characteristics were dummy coded with a dummy
category for each value of the variable. These dummy-coded variables were sex, ethnicity, race,
repeater status, eligibility status, public/private school, student poverty level, and EL status.
Ultimately, for the variables used in the analyses, the majorities in each category were coded as 0
and the minority group within the category as 1. For example, student gender was 0 for females
and 1 for males, ethnicity was 0 for non-Hispanic/Latinx, race was 0 for White and Asian and all
others were 1, non-ELs were 0, and public schools were 0. Table 3.2 is a summary of the dummy
coded variables.
Table 3.2
Summary of Important Dummy Coded Variables
Original
Gender

Variables
Dummy
Gender
Male

Kindergarten
1st Timer
Entry

1
7,990

Sample size by wave
2
4
6
8,750
7,700 7,040

7
6,570

Female

7,650

8,400

7,390

6,780

6,280

1st timer

14,580

14,340

12,560 11,530

10,720

790

760

14,880

14,630

490

470

13,050

14,620

Retained (1)

480

530

On track (0)

13,033

14,600

Retained (1)

480

530

*

*

*

*

20

20

20

Not-Hispanic (0)

11,180

12,030

10,630

9,680

8,980

Hispanic (1)

3,560

4,120

3,830

3,610

3,410

White and Asian (0)
Non-White & non-Asian
(1)

11,380

12,530

11,360 10,570

9,920

3,350

3,610

3,090

2,470

Values

Not 1st timer
Repeater

1st timer
Traditional repeater

Cohort
Retained
Grade Level
On track

On track or accelerated(0)

Accelerated On track (0)
Accelerated (1)
Ethnicity
Race

Hispanic
Majority
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640

580

12,810 11,750
390

360

14,560 13,030
540

720

14,550 13,010
540

720

14,550 13,010

2,720

540
10,930
330
12,120
750
12,100
750
12,100

Language
Learner

EL

School Type Public

Native English speaker(0)

11,370

12,480

10,680

9,710

8,970

Non-native English
speaker (1)
Public school

2,710

3,180

2,900

2,730

2,570

10,190

11,600

11,640 11,530

11,450

Private school

1,340

1,410

1,380

1,350

1,360

* The accelerated dummy variable was not applicable to students in kindergarten as there was no way to
differentiate students who entered school before eligible due to academic readiness or parent desire.

Reverse coding. Some items on teacher questionnaires were written negatively and
needed to be reverse coded before I could use them in analyses. For example, there were
questions about student behavior for which a 1 meant “Extremely Untrue” and a 5 meant
“Extremely True.” One item could be “Pays attention well,” and a 5 would mean the student
pays attention really well. Another item was “Has trouble following directions,” and a 1 would
mean the student has no trouble following directions and a 5 would mean the student had a really
difficult time following directions. Positively and negatively worded items on the same scale can
be problematic during analyses. The items that needed reverse coding were on the child-level
behavior and social skills questionnaires completed by the teachers. I reverse coded the
negatively worded items by adding 1 to the highest value on the scale and subtracted the given
values from the highest value plus 1. Using the negatively worded example above, if the teacher
originally assigned a student a 1, the reverse coded value would be a 5, indicating a positive
response in alignment with the other items on the scale. After I reverse coded the negatively
worded items, higher scores for all items meant a more favorable response.
Missing data. As with any longitudinal dataset as expansive as the ECLS-K:2011, there
are missing data. As a general rule, all students with outcome data for at least one of the waves
remained in the sample of the current study. Two of the categories critical to the calculation of
relative and actual ages are the school start date and the date by which students had to turn 5 to
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enter kindergarten in 2010. First, I identified the students with missing data for cutoff date and
school start date at Wave 1.
For private school students missing these data, I looked at other children attending the
same school. If those students had a cutoff date and/or school start date, I assigned those dates to
the students for whom they were missing. If no one else at the school had the missing dates
listed, then I looked at the cutoff and school start dates provided for the 2011-2012 school year
and assigned those dates for students at Wave 1. If no dates were provided for the 2010-2011 or
2011-2012 school years, then those students were assigned a missing value code (-9999) for
those variables.
For the students attending a public school, I looked at other children attending the same
school, and if those students had a cutoff date and/or school start date, I assigned those dates to
the students for whom they were missing. If there were no other students at the same school in
Wave 1 with the missing dates, I looked at the other dates in that school district. If all of the
schools in that district had the same dates provided, then I assigned those values for the missing
students. If the student still had missing data for one of those dates, I looked at the dates for other
schools within the same state and county. If all of the other schools in that state and county had
the same date, then I assigned those dates to the missing students. For those students still missing
data, I used the NCES website listing state rules for kindergarten entry age and another resources
outlining the kindergarten entry laws for 2010. Between those two resources, I assigned the
cutoff dates for those schools with more than one student. Any student with missing data after
this step was assigned a missing value code (-9999) for those variables.
During the initial instrumental variable development, there were 2,280 cases with missing
data on independent variables, and there were 5,280 missing data for the full model analyses. To
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keep as many participants in the sample as possible at each phase, I incorporated a strategy
suggested by Enders (2013) in which I specified latent variables with single indicators with the
loading set to 1 and a measurement residual variance set to 0. These single indicators were
exogenous variables with the most missing values (e.g., EL status, kindergarten repeater status,
and racial/ethnic minority indicator variables). After incorporating this strategy at the end of
Phase 2, I reduced the number of excluded cases by more than half to 2,280.
Data cleaning. After locating as much of the missing data in variables of interest as I
could (see Missing data and Cutoff dates sections for a review of this process), I recoded any
cells without data with a missing code of -9999. The User’s Manuals provided exhaustive
descriptions of the variables, the calculations used to derive composite variables, and the
possible values of variables. When I decided to use a particular variable, I looked at its
description, the possible values, and its associated questionnaire item, if applicable. For any cell
values indicating that the variable was not applicable, not ascertained, no answer was given, or
there was no opportunity to make an observation, the values were recoded as missing -9999.
Inclusion criteria. Because the emphasis of this study is on students’ relative ages and
relative ages are calculations based on the student’s date of birth, the school’s start date, the
school’s eligibility criteria for entering kindergarten, any participant with data missing in these
fields could not be included in the analyses (n = 130). I did not exclude students that had
repeated a grade level because I was able to account for those students’ relative age differences.
At each level or phase of data analysis, participants were only excluded if they were missing all
data on the dependent variables, which as noted in the Missing data section was initially 5,280
but later reduced to 2,280 cases.
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Model modifications and measures of fit. During the modeling process, I evaluated the
significance of the path coefficients, measures of model fit, and the modification indices to
determine which modification to make to the model. I removed or added paths systematically
and only when conceptually supported. To evaluate model fit at each stage I reviewed the
following indices of fit: χ2 test of model fit, RMSEA, CFI, TLI, and SRMR. When the χ2 test of
model fit has a non-significant p value, the model is considered to have good fit. However, the χ2
statistic is extremely sensitive to sample size, and with a sample size of over 18,000, there was
little chance that the χ2 statistic would not be statistically significant. The Comparative Fit Index
(CFI) and Tucker Lewis Index (TLI) compare the fit of the model to a null model and are not as
sensitive to sample size (Raykov & Marcoulides, 2000). A TLI or CFI value greater than or
equal to .95 is indicative of good model fit (Hu & Bentler, 1999). The Root Mean Square Error
of Approximation (RMSEA) is a parsimony-adjusted index, and values less than .06 indicate
good model fit (McCoach, Gable, & Madura, 2013). The Standardized Root Mean Square
Residual (SRMR) is the square root of the difference between the hypothesized model and the
sample covariance matrix residuals. A value less than .08 reflects good fit (Hu & Bentler, 1999).
Research Design
One of the most desirable research designs is the randomized experimental study,
because it allows researchers to make claims of causal influence because the assignment to the
treatment is exogenous. However, in the social sciences that design is particularly difficult to
implement for reasons of practicality. For example, isolating the effect a variable or treatment
has on an outcome is difficult because there are naturally occurring confounding variables,
making the treatment (or predictor) more endogenous than exogenous, which would negate the
ability to draw conclusions of causality.
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Instrumental variable approach. The traditional statistical procedure for exploring the
relationships between predictor and outcome variables is regression using ordinary least squares
(OLS) estimation. If the predictor is exogenous and there are no unobserved confounding
variables, then the relationship could be interpreted causally. If the predictor is endogenous
(there are other unmeasured variables that affect the relationship between the predictor and the
outcomes), then the OLS estimates will be biased. One way to combat biases in OLS estimates is
to integrate all of the available variables that might influence or confound the relationship
between the predictor and outcome. For example, researchers have long established that males
are more likely to be redshirted in kindergarten and are thereby more likely to be relatively older
than their classmates, which would bias the estimates of a relative age effect. Fortunately, gender
information is usually a readily available demographic variable, and by including it as a
covariate in the analyses for a study on relative age and redshirting, the researcher could combat
that bias. However, when the confounding variable is not identifiable or measurable,
incorporating additional covariates will not fix the biased estimates.
The predictor of interest in the current study is relative age, and the outcomes of interest
are student achievement score, teacher ratings of students’ academic skills, and teacher ratings of
students’ learning behaviors. Researchers have suggested that males and high SES students are
more likely to be redshirted and have a higher relative age than females or low SES students
(Elder & Lubotsky, 2009; Stipek, 2002). By including SES and gender as covariates, I can
control for these known effects. However, SES and gender do not explain all of the remaining
variance in the relationship between relative age and academic outcomes. Relative age’s
relationship with the outcomes is confounded by the student’s actual age, the non-random
determination of when a student will enter kindergarten (e.g., the laws about school entry age are
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different across states and parents can decide when their child starts school), and additional
variables likely to confound when a child enters kindergarten (e.g., cognitive and emotional
maturity, parental beliefs, undiagnosed disability, parental investment in education, opportunities
to learn). The student’s actual age and school entry laws were available in the dataset for this
study and therefore easy to include as covariates. The remaining confounders would be
problematic if I used an OLS regression to estimate the effect of relative age on the outcomes for
two reasons. The first is that these variables not only influence a child’s relative age, but also
influence the academic outcomes and ratings for likely the same reasons they influence relative
age; thus, relative age cannot be considered an exogenous variable. For example, a child enters
kindergarten later than when first eligible because he/she is not as cognitively mature as his/her
age peers, but the lowered cognitive maturity conceivably also would influence the child’s
academic outcomes as well. The second reason is that these variables are not readily measurable
(or available in the dataset). To avoid the potential biases, I integrated an instrumental variable
(IV) to capture the shared variance in the endogenous treatment variable and an exogenous
variable to isolate a causal relationship between the predictor and the outcomes using the
approach outlined in Bedard and Dhuey (2006) and Datar (2015).
The instrumental variable approach primarily has been used by economists to explore
cost-effectiveness and earnings pathways proposals and procedures. The ultimate goal of
integrating an IV in analyses is to parse out the effects of two closely related constructs to
investigate the causal effect pathway of one of the constructs on some outcome. There are two
conditions that must be met for a variable to function as an IV. The first is that the IV must be
correlated with the predictor. The second requirement is the IV must have no direct effect on the
outcomes except through the predictor variable suspected of endogeneity (Pearl, 2009).
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In traditional regression, the relationship between a predictor (𝜎𝑋2 ) and the outcome (𝜎𝑌2 )
is a function of their shared covariance (𝜎𝑋𝑌 ) divided by the variance of the predictor (𝜎𝑋2 ), as
seen in the left side of Figure 3.1. The right side of Figure 3.1 represents an IV approach, in
which the connection between the predictor (X) and outcome (Y) is restricted by the relationship
of the predictor with the IV (Z). The IV approach identifies the causal effects as the ratio of the
shared variance between the predictor and the outcome explained by the instrument (𝜎𝑋𝑌|𝑍 ) to
2
the variance shared by the predictor and the instrument (𝜎𝑋|𝑍
; Angrist, Imbens & Rubin, 1996;

Bound, Jaeger, & Baker, 1995; Pokropek, 2016). The shared variance (𝜎𝑋𝑌|𝑍 ) between the
predictor (X) and the outcome (Y) explained by the instrument (Z) could be caused only by X’s
effect on Y because the only way for Z to affect Y is through X, as no unique piece of Z explains
the variance in Y. The difference between the two approaches is that the variation used to
capture the relationship between the predictor and the outcome is limited to variance shared with
or explained by the instrument. By restructuring how the shared variance is defined, the
relationship between the predictor and outcome can be interpreted as causal.

Figure 3.1. Diagrams representing the OLS and IV approaches to estimating causal
relationships between two variable X and Y. Adapted from Murnane and Willett, 2010.
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As previously mentioned, if the suspected confounding variables are all readily available
and measured without error, then including them as covariates eliminates the bias in the
estimates. However, researchers are not always able to meet both assumptions. In these cases, an
instrumental variable (IV) used appropriately is preferable. The IV essentially allows the
endogenous predictor to act as exogenous because it isolates the unexplained variance that arises
from the correlation of the disturbances between the predictor and the outcome. So whereas the
integration of potential confounding variables can explain some of that unexplained variance, the
IV is able to isolate the unexplained variance so the causal effect can be identified.
Angrist and Krueger (1992) were among the first researchers to use instrumental
variables to explore the effects of relative age and age at school entry using data on students
from the United States. In this study, the IV is the predicted relative age (PRA), which is the
relative age a child should be if he/she enters school when he/she is first eligible. It is the
difference between the entry cutoff date and the student’s date of birth. The actual relative age
(ARA) is the child’s actual relative age when he/she enters school. As discussed previously, the
causal path between a student’s age and his/her assessment performance is problematic because a
student’s age at school entry is not necessarily random and is likely to be correlated with other
unobserved variables that correlate with achievement (e.g., child’s cognitive development,
child’s maturity, parental motivation; Datar, 2006). But for children who start kindergarten on
time and when they are first eligible, Wave 1 ARA equals PRA (in this case, the instrument PRA
equals the predictor ARA).
The PRA works well as an IV because there is nothing systematic about a student’s
predicted age for starting school that would explain a student’s assessment performance other
than through the student’s ARA (Bedard & Dhuey, 2006; Weber & Puhani, 2007). In other
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words, the PRA has no main effect on student performance outcomes, except through the
student’s ARA, which is an essential function of an IV. The identified causal effects are the
effects of relative age on academic outcomes for those students who enter when first eligible.
Students’ birthdates are randomly distributed throughout the year, and laws specify when
a student is eligible to enter kindergarten. If all students enter kindergarten when they are first
eligible, there is an 12-month range of relative ages in a kindergarten class. We can predict a
student’s relative age by comparing a student’s date of birth and the school’s cutoff kindergarten
entry date to determine when the student is first eligible to enter kindergarten (i.e., the student’s
PRA). Students who enter when they are first eligible have PRAs that equal their ARAs. Dates of
birth (and therefore predicted relative ages) on their own are not predictive of any academic
outcomes and are considered exogenous, so for these students, the ARA is essentially exogenous
because it is the same as the PRA. Students who do not enter when first eligible, presumably for
reasons mentioned previously as unmeasurable confounders, have ARAs that differ from their
PRAs. The reasons for the PRA’s difference from the ARA are likely related to academic
outcome variables. In other words, the variation in the ARA that is not explained by the PRA is
variation common to the ARA and the outcomes. This relationship is captured as covariance
between ARA (the predictor X) and the outcomes (Y), which is depicted as the covariance path
between X1ARA and OUTCOMES in Figure 3.2. With that variation isolated or accounted for,
the only effect the PRA has on the outcomes is through the ARA.
The instrumental variable essentially allows for the accounting of the confounding
variables without actually having to identify and measure the confounders directly. This function
allows the endogenous (for the students not entering kindergarten when first eligible) ARA to act
as exogenous because the effect of ARA (the predictor) on the outcomes is restricted by the
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relationship of ARA (the predictor) with PRA (the instrument). PRA works well as an IV
because it is the same as ARA for the majority of the population so conceptually the only way
for PRA to effect academic outcomes is through ARA. For those whose PRA differs from their
ARA, the reason for that difference is likely related to the outcomes. The covariance between
ARA and the outcomes captures the confounding variables that explain that difference between
PRA and ARA The remaining variance in ARA is only what is explained by the PRA and the
outcomes (i.e., the causal effect of relative age on academic outcomes). Figure 3.2 is the IV path
model. The only effect the instrument, predicted relative age (X1PRA), has on the outcomes is
through the predictor variable, actual relative age (X1ARA).

Figure 3.2. The path model of the instrumental variable
approach to identifying a causal relationship between relative
age and student-level outcomes.
The predictor and outcome relationship. Generally, the relationship between relative
age and educational outcomes can be represented by a simple model (adapted from Bedard &
Dhuey, 2006).
𝑌𝑖𝑗 = 𝛼0 + 𝛼1 𝐴𝑖𝑗 + 𝑋𝑖𝑗 𝛿𝑖𝑗 + 𝑒𝑖𝑗
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(1)

where Yij is the educational outcome for student i in school j, Aij is the ARA, Xij represents the
influence of the covariates 𝛿𝑖𝑗 , and eij is the error term. The parameter α1 is the causal effect of
relative age and the variable of interest.
The relationship between ARA and PRA can be defined by
𝐴𝑖𝑗 = 𝛾0𝑗 + 𝛾1𝑗 𝑅𝑖𝑗 + 𝑋𝑖𝑗 𝛿𝑖𝑗 + 𝜀𝑖𝑗

(2)

where 𝛾1𝑗 is the net effect of relative age, Aij is the ARA, 𝑅𝑖𝑗 is the PRA, Xij represents the
influence of the covariates 𝛿𝑖𝑗 , and 𝜀𝑖𝑗 is the error term (adapted from Bedard & Dhuey, 2006).
When the defined net effect of relative age is substituted into equation 1, the resulting equation is
𝑌𝑖𝑗 = 𝛼0 + 𝛼1 (𝛾0𝑗 + 𝛾1𝑗 𝑅𝑖𝑗 + 𝑋𝑖𝑗 𝛿𝑖𝑗 + 𝜀𝑖𝑗 ) + 𝑋𝑖𝑗 𝛿𝑖𝑗 + 𝑒𝑖𝑗

(3)

Then the predictor setup from the first step (equation 1) takes the place of the single
endogenous predictor (ARA), and the covariates from the first step are included once again. I
also accounted for the effects of a school’s having an earlier or later cutoff date by including the
youngest age a student could be to be eligible to enter kindergarten in 2010-2011 (the
ENTRYAGE). The reduced form of the equation becomes
𝑆𝑖𝑗 = 𝛽1𝑗 𝐶𝑗 + 𝛽2𝑖𝑗 𝐴𝑖𝑗 + 𝑋𝑖𝑗 𝛿𝑖𝑗 + 𝜈𝑖𝑗

(4)

which describes the IV relationship (adapted from Bedard & Dhuey, 2006). 𝑆𝑖𝑗 are the student
outcomes (achievement test scores and teacher ratings). 𝛽1𝑗 represents the effect of the school
entry age, 𝐶𝑗 (i.e., the cutoff date effects). 𝛽2𝑖𝑗 is the causal effect of ARA on the outcome
variables at a particular wave. Figure 3.2 is a diagram of these relationships.
The outcome variable structure. The initial steps in applying structural equation
modeling (SEM) are to conceptualize the theory-driven hypothesized model as a structural model
and to determine whether the model is identified (McCoach, 2003). A model is identified when
there are at least as many knowns (elements in the variance/covariance matrix) as unknowns,
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which are the parameters estimated by the model (Kenny, Kashy, & Bolger, 1998). The next step
is to specify the measurement model, then the structural model. The measurement model depicts
how indicator variables are related to the latent variables, and the structural model shows
predictive paths between the latent variables and the observed variables not functioning as
indicators (Kline, 2011). The measurement models for the latent variables at each wave are
depicted in Figures 3.3, 3.4, 3.5, 3.6, and 3.7.

Figure 3.3. Measurement model for Wave 1 latent variables.
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Figure 3.4. Measurement model for Wave 2 latent variables.

Figure 3.5. Measurement model for Wave 4 latent variables.
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Figure 3.6. Measurement model for Wave 6 latent variables.

Figure 3.7. Measurement model for Wave 7 latent variables.
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Instrumental variable integration. Then the IV pathway was integrated into the
autoregressive framework for Phase 2. In a standard autoregressive framework, a variable is
regressed on the earlier measures of the same variable and predicts later measures of the variable
such that the true score at one point is a function of the score at a prior time point. To capture the
expected relatedness of teacher opinions and observations of student behavior to student test
scores at each wave, a cross-lagged design is appropriate (Barnard-Brak, Stevens, & Ritter,
2017). When outcome variables are intertwined across multiple points of data collection, the
integration of cross-lag paths has the benefit of helping to identify whether one construct is a
leading or lagging indicator of another (i.e., whether one variable or construct is predicting
another construct or is predicted by another construct; Kenny, 1975). Cross-lagged paths run
from variable A at time t to variable B at time t +1 and then from variable B at time t to variable
A at time t + 1. The general cross-lagged autoregressive model has the form
𝑌𝑡𝑖 = 𝛽0𝑌 + 𝛽2𝑖𝑗 𝐴𝑖𝑗 + 𝜆𝑌 𝑌(𝑡−1)𝑖 + 𝛽𝑥 𝑋(𝑡−1)𝑖 + 𝛽𝑧 Ζ(𝑡−1)𝑖 + 𝛿𝑡𝑖

(4)

𝑋𝑡𝑖 = 𝛽0𝑋 + 𝛽2𝑖𝑗 𝐴𝑖𝑗 + 𝜆𝑋 𝑋(𝑡−1)𝑖 + 𝛽𝑌 𝑌(𝑡−1)𝑖 + 𝛽𝑧 Ζ(𝑡−1)𝑖 + 𝛿𝑡𝑖

(5)

𝑍𝑡𝑖 = 𝛽0𝑍 + 𝛽2𝑖𝑗 𝐴𝑖𝑗 + 𝜆𝑍 𝑍(𝑡−1)𝑖 + 𝛽𝑥 𝑋(𝑡−1)𝑖 + 𝛽𝑌 Y(𝑡−1)𝑖 + 𝛿𝑡𝑖

(6)

where Yti, Xti, and Zti are the outcomes at time t for student i. 𝜆 represents the autoregressive lags
within a construct to the values of the same construct at the prior time point (Bollen & Curran,
2004). 𝑌(𝑡−1)𝑖 , 𝑋(𝑡−1)𝑖 , and 𝑍(𝑡−1)𝑖 , are the values of the latent variable constructs at time t-1
(i.e., the cross-lags). βx, βy, and βz represent the coefficient estimates of the cross-lags (i.e., the
relationship between a construct at a time point to one of the other constructs at the next time
point).
In this study, there are four autoregressive pathways—the predictor variable (ARA), and
the three outcome variables, which are student achievement scores, teacher ratings of student
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academic skills, and teacher ratings of student learning behaviors. The first AR pathway includes
the latent variable representing student scores at each wave predicting the latent variable for
scores at the following wave. The second AR pathway includes the latent variable for teacher
ratings of student academic performance predicting the same at the following wave. The third
AR pathway consists of the latent variables representing teacher ratings of student learning
behaviors regressed on the same construct at the wave prior. The ARAs were incorporated in an
autoregressive format as well with one ARA predicting the following ARA. At each wave, the
latent teacher and student variables were regressed on that wave’s ARA.
Figure 3.8 depicts the cross-lagged autoregressive model I used. One set of cross-lagged
paths ran from the latent variables in the student score autoregressive pathway (Achieve1-7) to
the latent variables at the next time point in the academic ratings (Perform1-7) and learning
behavior ratings (Behave1-7) pathways. The next set of cross-lags ran from the learning behavior
ratings latent variables (Behave1-7) to the academic ratings (Perform1-7) and student score
(Achieve1-7) latent variables in the next wave. The last set of cross-lagged paths ran from the
academic ratings variables (Perform1-7) to the student score (Achieve1-7) and learning behavior
ratings (Behave1-7) latent variables at the next wave. Relating equations 4, 5, and 6 to the
current study, Yti, Xti, and Zti are the achievement scores, teacher ratings of student academic
ability, and teacher ratings of student learning behavior. The variables represented by 𝑌(𝑡−1)𝑖 ,
𝑋(𝑡−1)𝑖 , and 𝑍(𝑡−1)𝑖 , are the cross-lags between the latent variable outcomes. 𝛽2𝑖𝑗 is the effect of
ARA, 𝐴𝑖𝑗 , on the outcome variables.
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Figure 3.8. The autoregressive cross-lagged model being tested in Phase 2 of the analyses.
Within the proposed cross-lagged autoregressive model with an instrumental variable, the
interpretation of the three main elements differs. In the IV portion of the model, the parameter
estimates of the paths from the predictor to the outcomes are interpreted as indicating causality.
The autoregressive parameters are interpreted as indicators of stability. They estimate the
relationship between one measurement of a construct and the measurement of that same
construct at the next time point so that after controlling for prior levels of variable 1 and variable
2, a later measure of variable 1 can be predicted by an earlier measure of variable 1 (Curran &
Bollen, 2001). The interpretation of the cross-lagged estimates is influential, or suggestive of
causality, so that an earlier measure of variable 1 predicts a later measure of variable 2 beyond
what is predicted by the earlier measure of variable 2 (Curran & Bollen, 2001; Ferrer &
McCardle, 2003). This proposed model offers estimates of the stability of the relationships
between constructs across time, as well as estimates of the influential effects of a prior measure
of a concurrent variable on other constructs over time.
The assessments used at each wave of testing are similar, vertically scaled to maintain a
continuity of the scores, or standardized, so there is an inherent predictability of the scores at
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subsequent time points, making autoregressive modeling appropriate. Although a latent growth
model could be used to analyze the effect of relative age, this model would limit the examination
of the indirect effects of the teacher observations and would answer substantively different
questions than those in this research study (Chen, Yeh, Hwang, & Lin, 2013; George, 2006;
Liem, 2016).
Procedures
To obtain the restricted-use ECLS-K:2011 data file, I submitted an Institutional Review
Board research protocol (IRB-1) to the university’s IRB. I then submitted an application for
database access, Affidavit of Nondisclosure, and security protocol to NCES. After obtaining
approval from both organizations, I received and maintained the data in accordance with the
security parameters outlined by NCES.
I used the Electronic Codebook to export all of the variables to SPSS for the initial
analyses, data cleaning, variable computation and exploratory factor analysis. After the
descriptive analyses work and isolation of variables relevant to the current study, I converted the
data file to a .csv file for use in MPlus Version 8.1 (Muthen & Muthen, 2018). NCES calculated
and suggests the use of sample weights in data analysis to produce representative estimates of the
cohort (NCES, 2017). The sample weights are used to adjust for the effect of non-responders,
and to account for the differential probabilities of selection during sampling. The weight I chose
to use was W7C17P_7T17. It was a child-level base weight that
adjusted for nonresponse associated with child assessment/child questionnaire data from
both kindergarten rounds, spring first grade, spring second grade, and spring third grade,
as well as parent data from fall kindergarten or spring kindergarten, parent data from
spring first grade, parent data from spring second grade, parent data from spring third
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grade, and either teacher-/classroom- or child-level teacher data from fall kindergarten,
spring kindergarten, spring first grade, spring second grade, and spring third grade.
(Tourgneau, 2016, p. 4-25)
W7C17P_7T17 was the only weight that adjusted for nonresponse associated with child data and
student-level teacher data at all waves of interest (Waves 1, 2, 4, 6, and 7).
Descriptive analysis. In SPSS I first ran descriptive analyses on the variables of interest
to determine their means, variances, ranges, and skew. Then I ran bivariate and part and partial
correlational analyses for specific pairs of variables. I explored the relatedness of items with
assessments as well as the relatedness of the assessments at and between waves. I also reviewed
the correlations between demographic characteristics and the assessments, and between
demographics and participation in gifted and special education programming.
Factor analysis. To use assessment data in the first and second phases of the main
model, I had to determine whether the item-level data produced a cohesive factor structure. For
the student direct assessment in the fall of kindergarten (Wave 1), students were given math and
reading assessments, and both of these scores were used as indicators for the student
achievement assessment latent variable (X1SCORE). For the teacher perception assessment
portion at Wave 1, teachers were not asked to provide ratings of student skill in different content
areas, but they did answer questions about a student’s level of performance on specific math and
reading skills. I ran an EFA on the 12 items using principal axis factoring and extracted one
factor of nine items—five in reading and four in math. This factor (X1TACAD) was used to
represent teacher perceptions of student performance in Phase 1 of the main model.
As discussed in Chapter 2, teachers tend to be more accurate in their assessments of
children’s skills and abilities when they are asked about specific skills rather than general ability
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level (Hoge & Coladarci, 1989; Südkamp et al., 2012). However, I decided the more generalized
content area questions better suit the research questions of the current study. Additionally,
teachers were not asked to rate students’ specific skills at every wave of data collection, but they
were asked about the students’ general ability at each wave of interest. In the interest of
consistency in the longitudinal portion of the model, I decided against using the item-level data
beyond Wave 1.
Using the ratings teachers gave for students’ general academic abilities, I employed
principal axis factoring to extract the factors at each wave. At Waves 2 and 4, there were four
ratings—reading, math, science, and social studies. At Waves 6 and 7, there were six ratings—
reading, oral language, writing, math, science, and social studies. The EFA supported the
extraction of one factor at each wave. At Waves 2 and 4, all four ratings were part of the
extracted factors, and at Waves 6 and 7, five of the six ratings loaded onto the one factor. Oral
language was the rating not used in the last two waves.
I conducted additional EFAs for the students’ direct assessments—achievement measures
of math, reading, and science—at each wave. Using principal axis factoring to extract the factors,
I identified one factor containing all three achievement scores at each wave. I ran reliability
analyses on each factor from the direct student assessments and teacher questionnaires. I used the
MPlus software to run confirmatory factor analyses (CFAs) on the factors extracted during the
EFAs for Wave 1 latent outcome variables and for the latent variables in the remaining waves.
I ran the EFAs in SPSS and the CFAs in MPlus. The means, standard deviations, and
factor loadings of the latent variable indicators are in Table 3.3 for student achievement
assessment, Table 3.4 for teacher ratings of academic performance, and Table 3.5 for teacher
ratings of student learning behaviors. The indicator means and standard deviations for the teacher
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ratings of academic performance and teacher ratings of student learning behaviors latent
variables are from before the variables were standardized to a mean of 0 and a standard deviation
of 1. Standardization was necessary because the scales were different depending on the testing
wave. The means of the student achievement assessment latent variable indicators (Table 3.3)
increase across waves within a content area, which is expected because the achievement
assessments were vertically scaled to maintain continuity for growth comparisons. The math
score indicators are the highest loading items on each factor from Waves 2 through 6. At Wave
7, the science score became the highest loading indicator for the EFA, but the reading score is
the higher loading indicator in the CFA.
Table 3.3
Factor Loadings and Item Statistics of Student Assessment Scores (SCORE)
Wave

Item

Mean

Standard
Deviation

EFA Factor
Loading

CFA Factor
Loading

1

Wave 1 Reading IRT Scale Score

51.50

11.30

.876

.898

1

Wave 1 Math IRT Scale Score

33.58

11.51

.876

.856

2

Wave 2 Reading IRT Scale Score

65.82

13.37

.809

.833

2

Wave 2 Math IRT Scale Score

47.53

12.43

.918

.894

2

Wave 2 Science IRT Scale Score

30.85

6.97

.660

.664

4

Wave 4 Reading IRT Scale Score

89.15

16.40

.821

.859

4

Wave 4 Math IRT Scale Score

70.35

16.72

.894

.873

4

Wave 4 Science IRT Scale Score

39.11

10.15

.755

.741

6

Wave 6 Reading IRT Scale Score

102.19

13.64

.845

.863

6

Wave 6 Math IRT Scale Score

86.42

15.78

.873

.871

6

Wave 6 Science IRT Scale Score

47.42

10.44

.828

.816

7

Wave 7 Reading IRT Scale Score

110.13

12.48

.857

.871

7

Wave 7 Math IRT Scale Score

97.61

14.37

.848

.854

7

Wave 7 Science IRT Scale Score

54.68

10.07

.868

.853
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Table 3.4, which contains the item (indicator) statistics for teacher ratings of academic
performance, shows that of the nine indicators, item T1Q8 had the lowest mean and standard
deviation, but not the lowest factor loading. The reading-related items (T1 Q5- Q9) had a higher
average loading than did the math-related items (T1 Q21-Q24) for the CFA and EFA. At each of
the other waves, the science and social studies indicators had the highest factor loadings. The
lowest factor loading at any wave was writing in Wave 6 with a loading of .776 for the EFA and
reading at Wave 6 for CFA.
For the teacher ratings of student learning behaviors indicators (Table 3.5), the scales for
Waves 1, 2, and 4 were the same and scales for Waves 6 and 7 were the same. The Attentional
Focus indicators had higher means and standard deviations than the Approaches to Learning
indicators. The factor loadings were the same for the two indicators at each wave for the EFA
and were relatively consistent across waves with loadings ranging from .897 to .913. For the
CFA, the Approaches to Learning indicators had the higher factor loadings.

Table 3.4
Factor Loadings and Item Statistics of Teacher Ratings of Academic Skills (TGACAD)

Wave
1
1
1
1
1
1
1
1
1
2

Item
T1 Q5 Reads simple books independently
T1 Q6 Uses different strategies with
unfamiliar words
T1 Q7 Shows early writing behaviors
T1 Q8 Child composes simple stories
T1 Q9 Understands conventions of print
T1 Q21 Solves problems with numbers or
objects
T1 Q22 Understands graphing activities
T1 Q23 Uses instruments for measuring
T1 Q24 Uses strategies for math problems
T2 Rate Language/Reading Skills
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Mean
2.31

Standard
Deviation
1.27

EFA
Factor
Loading
.866

CFA
Factor
Loading
.861

2.16
2.32
1.90
2.26

1.21
1.21
1.09
1.15

.896
.886
.839
.844

.893
.884
.800
.820

2.33
2.77
2.08
2.40
3.19

1.22
1.23
1.12
1.40
0.97

.850
.796
.812
.841
.821

.797
.725
.757
.772
.748

2
2
2
4
4
4
4
6
6
6
6
6
7
7
7
7
7

T2 Rate Mathematics Skills
T2 Rate Science Skills
T2 Rate Social Studies Skills
T4 Rate Language/Reading Skills
T4 Rate Mathematics Skills
T4 Rate Science Skills
T4 Rate Social Studies Skills
T6 Rate Language/Reading Skills
T6 Rate Writing Skills
T6 Rate Mathematics Skills
T6 Rate Science Skills
T6 Rate Social Studies Skills
T7 Rate Language/Reading Skills
T7 Rate Writing Skills
T7 Rate Mathematics Skills
T7 Rate Science Skills
T7 Rate Social Studies Skills

3.21
3.13
3.12
3.17
3.21
3.16
3.14
2.08
1.90
2.09
2.06
2.04
2.03
1.87
2.04
2.04
2.02

0.85
0.67
0.66
1.06
0.90
0.69
0.67
0.76
0.67
0.66
0.49
0.48
0.75
0.68
0.69
0.54
0.53

.873
.931
.927
.787
.838
.928
.928
.779
.776
.782
.864
.866
.810
.789
.801
.884
.886

.796
.977
.975
.744
.790
.965
.963
.676
.688
.721
.944
.945
.731
.720
.755
.947
.947

Table 3.5
Factor Loadings and Item Statistics of Teacher Ratings of Students’ Learning Behaviors
(LRNBHV)
Wave
1
1
2
2
4
4
6
6
7
7

Item
T1 Composite Approaches to Learning
T1 Composite Attentional Focus
T2 Composite Approaches to Learning
T2 Composite Attentional Focus
T4 Composite Approaches to Learning
T4 Composite Attentional Focus
T6 Composite Approaches to Learning
T6 Composite Attentional Focus
T7 Composite Approaches to Learning
T7 Composite Attentional Focus

Mean
2.95
4.71
3.10
4.92
3.08
4.87
3.08
3.49
3.08
3.49

Standard
Deviation
0.68
1.32
0.69
1.33
0.70
1.28
0.71
1.12
0.71
1.13

EFA
Factor
Loading
.901
.901
.904
.904
.897
.897
.912
.912
.913
.913

CFA
Factor
Loading
.917
.886
.911
.897
.928
.871
.949
.878
.933
.894

The correlations for the latent variable indicators are in Tables 3.6 (student achievement
assessments), 3.7 (teacher ratings of students’ academic skills), and 3.8 (teacher ratings of
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students’ learning behaviors). It is worth mentioning again that the amount of time between
Waves 1 and 2 is half as long as the time between Waves 2 and 4, 4, and 6, and 6 and 7. As such,
the correlations and stability coefficients should be higher between Waves 1 and 2 than between
the other waves. The correlations between the student achievement assessment indicator
variables, as seen in Table 3.6, are statistically significant at p < .001 and range from .514 to
.885. In general, the correlations between successive waves within a content area increase across
time. Comparing the correlations within a content area between waves, the correlations between
math and science scores appear to be more stable than the correlations with reading scores.
All of the correlations between the teacher ratings of academic performance variables are
significant at the p < .001 level, as seen in Table 3.7. Within a wave, the science and social
studies ratings are the most highly correlated indicators within a range of .918 and .957 at all
four waves. As expected, the correlations between the reading/language ratings at different
waves decreases as the waves become farther apart from one another, and the same happens for
math. For science and social studies, as the time between the waves increases the correlations
decrease between waves 2 and 6 (i.e., the correlation between science ratings at Waves 2 and 4 is
lower than the correlation between Waves 2 and 6), but then show no change (science) or an
increase (social studies). The time point with the highest average within-wave correlations is
Wave 2, which could be attributable to less definitive separation between the content areas in
kindergarten than in the other grades. Although the ratings within a content area across waves are
statistically significant and moderately strong, they are not as strong as the correlations between
content areas within a wave. The correlations between ratings within the same wave are higher
than those within the content area across the waves, which is likely due to different teachers
providing ratings at Waves 2 through 7, indicating that absent major changes in students’
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achievement patterns, the variability that teachers to the ratings is not necessarily a function of
the student’s performance.
All of the correlations between the teacher ratings of student learning behaviors indicator
variables were significant at the p < .001 level, as seen in Table 3.8. As with the teacher ratings
of student academic performance, the correlations between the two indicators within each wave
are higher than any other correlations no matter the wave, which as mentioned earlier is likely
due to the difference in teacher at Waves 2 through 7 than actual differences in students’
behavior or performance between waves. Even though this model does not follow a simplex
pattern because the amount of time between the waves is different, the correlations between
Approaches to Learning at Wave 1 and Approaches to Learning at the other waves decreases
over time, but not in a predictable pattern. Within indicators of the same type, the correlations
from one wave to the next wave are lowest for both indicator types between Waves 2 and 4,
which could be due to differences in teacher expectations and standards between kindergarten
and first grade. The correlation between Approaches to Learning at Wave 2 and Approaches to
Learning at Wave 4 is .573 and between Wave 2 Attentional Focus and Attentional Focus at
Wave 4 is .520. The correlations between the Approaches to Learning indicators are higher than
the correlations between the Attentional Focus indicators, but they are also more variable. The
stability of an indicator across waves indicates that the ratings are a more precise reflection of a
student’s behavior or performance, because even though different teachers are providing the
ratings at Waves 2 through 7, the variation in the ratings is consistent.
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Table 3.6
Correlations Between Student Achievement Assessment Indicators
Wave 1
Wave Indicator Reading Math

Wave 2

Wave 4

Wave 6

Reading Math Science Reading Math Science

Reading

Math

Wave 7
Science

Reading Math Science

1

Reading

1

Math

.768

2

Reading

.811

.715

2

Math

.661

.820

.738

2

Science

.500

.584

.532

.606

4

Reading

.671

.683

.791

.712

.526

4

Math

.596

.762

.665

.824

.590

.736

4

Science

.547

.628

.582

.635

.760

.620

.675

6

Reading

.595

.643

.704

.684

.546

.862

.713

.623

6

Math

.538

.703

.618

.777

.560

.704

.854

.629

.739

6

Science

.548

.641

.607

.669

.720

.656

.702

.811

.699

.723

7

Reading

.554

.624

.646

.669

.574

.780

.704

.649

.856

.728

.712

7

Math

.514

.674

.593

.747

.546

.674

.820

.618

.699

.885

.698

.727

7

Science

.529

.624

.591

.660

.687

.656

.700

.772

.700

.725

.884

.744

Note. All correlations are p < .001
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.736

Table 3.7
Correlations Between Teacher Ratings of Students’ Academic Performance Indicators
Wave 2
Wave Indicator Lang Math Sci

SS

Wave 4
Lang Math Sci

SS

Lang Math

Wave 6
Sci
SS

Write

2

Language

2

Math

.831

2

.709

.765

2

Science
Social
Studies

.710

.757

.957

4

Language .661

.584

.486

.485

4

Math

.575

.561

.463

.461

.757

4

.510

.481

.431

.429

.681

.742

4

Science
Social
Studies

.511

.479

.428

.430

.692

.732

.936

6

Language .560

.503

.418

.413

.672

.550

.467

.468

6

Math

.498

.496

.404

.404

.547

.573

.457

.450

.669

6

.443

.420

.382

.377

.481

.465

.439

.433

.583

.653

6

Science
Social
Studies

.442

.419

.376

.376

.486

.459

.432

.436

.584

.637

.918

6

Writing

.522

.473

.400

.403

.597

.497

.431

.441

.746

.620

.593

.612

7

Language .543

.491

.416

.412

.646

.548

.469

.466

.688

.550

.472

.470

.601

Lang Math

7 Math

.488

.481

.383

.379

.543

.556

.446

.440

.555

.583

.453

.440

.508

.697

7 Science
Social
7 Studies
7 Writing

.452

.436

.384

.384

.510

.486

.435

.429

.520

.500

.458

.456

.487

.639

.692

.456
.515

.432
.473

.384
.395

.387
.399

.515
.584

.480
.497

.431
.431

.430
.437

.526
.611

.492
.506

.458
.440

.463
.445

.496
.599

.647
.754

.672
.641

Note. All correlations are p < .001
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Wave 7
Sci
SS Write

.925
.631

.648

Table 3.8
Correlations Between Teacher Ratings of Student Learning Behavior Indicators
Wave 1 Wave 1 Wave 2 Wave 2 Wave 4 Wave 4 Wave 6 Wave 6 Wave 7 Wave 7
Approach Attention Approach Attention Approach Attention Approach Attention Approach Attention

Wave
1
1
2
2
4
4
6
6
7
7

Approach
to Learning
Attention Focus
Approach
to Learning

.813
.715

.651

Attention Focus
Approach to
Learning

.635

.693

.817

.509

.500

.573

.544

Attention Focus
Approach to
Learning

.454

.472

.514

.520

.806

.478

.471

.541

.514

.618

.552

Attention Focus
Approach to
Learning

.468

.471

.529

.516

.601

.558

.833

.457

.443

.504

.473

.585

.524

.612

.589

Attention Focus

.448

.448

.504

.485

.571

.531

.594

.607

Note. All correlations are p < .001
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.834

The scale statistics such as mean, standard deviation, number of items, percentage of
variance explained, and Cronbach’s Alpha (a measure of internal consistency reliability) for all
of the latent variables are recorded in Table 3.9 for student achievement assessment, Table 3.10
for teacher ratings of academic performance, and Table 3.11 for teacher ratings of student
learning behaviors. As with the item-level statistics tables, the means and standard deviations in
these tables are prior to standardization. The Variance Explained is the percentage of variance in
a set of items explained by the items making up that factor. There was only 1 factor at each wave
for each type of outcome variable. Across the five factors (one for each wave) of each latent
variable type, the factors explain at least 72% of the variance in the items. Each scale has a
reliability coefficient (Cronbach’s alpha) of at least .80. The internal consistency for the three
types of outcome variables is highest among the teacher ratings of academic performance
variables. However, the teacher ratings of academic performance scales have a higher number of
items than do the other outcome variable types, which increases Cronbach’s alpha, holding the
average correlation constant.

Table 3.9
Scale Statistics of Student Achievement Assessment Scores (SCORE)

Wave
1
2
4
6
7

Mean
51.50
144.19
198.61
236.03
262.42

Standard
Deviation
11.30
28.85
38.60
36.04
33.53

Number of
Items
2
3
3
3
3
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Variance
Explained
88.39%
75.27%
78.46%
81.34%
82.35%

Cronbach’s
Alpha
.89
.81
.84
.87
.88

Table 3.10
Scale Statistics of Teacher Ratings of Academic Skills (TGACAD) at all Waves

Wave
1
2
4
6
7

Mean
20.52
12.65
12.68
10.18
9.99

Standard
Deviation
9.23
2.88
2.99
2.61
2.79

Number of
Items
9
4
4
5
5

Variance
Explained
75.05%
84.18%
81.82%
72.96%
75.66%

Cronbach’s
Alpha
.96
.93
.91
.90
.91

Table 3.11
Scale Statistics of Teacher Ratings of Students’ Learning Behaviors (LRNBHV)

Wave
1
2
4
6
7

Mean
7.66
8.02
7.96
6.57
6.57

Standard
Deviation
1.92
1.94
1.89
1.76
1.77

Number of
Items
2
2
2
2
2

Variance
Explained
90.65%
90.85%
90.28%
91.66%
91.68%

Cronbach’s
Alpha
.80
.80
.81
.86
.86

The diagrams of the confirmatory factor analyses (CFAs) for the latent variables are in
Figure 3.9 for Wave 1, Figure 3.10 for Wave 2, Figure 3.11 for Wave 4, Figure 3.12 for Wave 6,
and Figure 3.13 for Wave 7. These figures depict the relationships between the indicators and
their associated latent variables. The figures include the factor loadings for each latent variable,
as well as the relationships between the latent variables. The factor loadings seen in the figures
are from Table 3.3 for the student achievement assessment variables, Table 3.4 for the teacher
ratings of academic performance variables, and Table 3.5 for the teacher ratings of student
learning behaviors variables.
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Figure 3.9. CFA of Wave 1 latent variables.

Figure 3.10. CFA of Wave 2 latent variables.
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Figure 3.11. CFA of Wave 4 latent variables.

Figure 3.12. CFA of Wave 6 latent variables.
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Figure 3.13. CFA of Wave 7 latent variables.
The correlations between the latent variables are in Table 3.12. All of the correlations are
statistically significant (p < .001). The latent variable type with the highest correlations across
the waves is the student direct assessment latent variable, with correlations ranging from r = .841
between Waves 1 and 7 to r = .975 between Waves 6 and 7. The one exception is the correlation
between teacher ratings of student learning behaviors at Waves 6 and 7, r = .931. At each wave,
the correlations between the student achievement assessment and teacher ratings of students’
academic ability variables are higher than the correlations between the teacher ratings of
academic performance variables and either of the other variables. Correlations between
indicators of the same type weaken as the amount of time between waves increases.
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Table 3.12
Correlations Between Latent Variables
Wave 1

Wave 2

Wave 4

Wave 6

Wave 7

Wave Variable Achieve Perform Behave Achieve Perform Behave Achieve Perform Behave Achieve Perform Behave Achieve Perform Behave
1

Achieve

1

Perform

.679

1

Behave

.472

.482

2

Achieve

.973

.573

.494

2

Perform

.741

.556

.527

.767

2

Behave

.451

.377

.803

.516

.602

4

Achieve

.907

.540

.496

.939

.747

.531

4

Perform

.733

.466

.461

.762

.709

.513

.801

4

Behave

.540

.382

.639

.590

.559

.760

.637

.720

6

Achieve

.863

.512

.479

.895

.717

.516

.959

.777

.626

6

Perform

.703

.437

.457

.730

.619

.506

.774

.729

.640

.770

6

Behave

.474

.339

.609

.519

.480

.728

.563

.566

.931

.571

.703

7

Achieve

.841

.497

.465

.872

.697

.502

.935

.759

.612

.975

.760

.561

7

Perform

.709

.436

.460

.736

.611

.508

.784

.685

.628

.802

.787

.632

.805

7

Behave

.399

.284

.509

.437

.398

.606

.473

.458

.770

.487

.524

.810

.498

Note. All correlations are p < .001
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.638

Structural equation modeling. The model consisted of two phases. Phase 1
concentrated on the establishment of the instrumental variable pathway. The focus of Phase 2
was on incorporating the instrumental variable framework into the longitudinal autoregressive
pathway.
Phase 1. This portion of the model used the school cutoff age for kindergarten entry in
2010-2011 (ENTRYAGE), calculated predicted age (X1PRA), actual relative age (X1ARA), and
fall kindergarten outcomes. In the initial estimations of this path analysis, I only used one
observed outcome at a time (e.g., student math or reading achievement assessment score at Wave
1). The first step in the IV process involved regressing the endogenous predictor (actual relative
age—ARA) on the instrumental variable (predicted relative age—PRA) and the covariates (SES
and sex). In this way, PRA served as an exogenous determinant of ARA and thus (referring back
to Figure 3.1) the only way for Z to affect Y is through X as no unique piece of Z explains the
variance in Y. The covariates were used to reduce the potential issue of omitted variables.
I used TYPE = GENERAL and maximum likelihood (ML) estimation for the baseline
estimate of the IV model. I regressed the student achievement score on the Wave 1 ARA and
regressed the ARA onto the school cutoff age (ENTRYAGE) and the PRA. I also incorporated
the SES and sex covariates by regressing them on ARA and the student assessment indicator.
Then I incorporated the Wave 1 latent variable outcomes from the Factor Analysis procedure—
the student achievement assessments (Achieve1), teacher ratings of students’ academic
performance (Perform1) and teacher ratings of students’ learning behaviors (Behave1). I
regressed the latent variables of teacher ratings (Perform1 and Behave1) and student
achievement scores (Achieve1) onto ARA, and ARA onto ENTRYAGE and PRA. I correlated
the disturbances between student achievement assessment, teacher ratings of student learning
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behaviors, and teacher ratings of academic performance latent variables. I checked the model fit
information (X2 test of model fit, RMSEA, CFI, TLI, and SRMR) and consulted the modification
indices for suggested changes to improve model fit. I only made suggested modifications if they
were reasonable and supported by theory. I used the Phase 1 model seen in Figure 3.14 as the
final model for use in Phase 2.

Figure 3.14. The final Phase 1 model of the instrumental variable (IV)
relationship.
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Phase 2. After I established the Phase 1 model, I integrated it into the larger
autoregressive model. I started with the addition of students’ achievement at Wave 2
(represented by latent variable Achieve2) and the students’ ARAs at Wave 2. I regressed ARA at
Wave 2 onto ARA at Wave 1, ENTRYAGE, PRA, sex and SES. I regressed student achievement
assessment on ARA at Wave 2, ENTRYAGE, sex, and SES. I correlated the errors between the
measures (reading, math, and science) of the student achievement assessment latent variable. I
also let the errors correlate between the reading scores at Waves 1 and 2, as well as between the
math scores at Waves 1 and 2. I correlated the disturbances on Wave 1 student achievement
assessment and Wave 2 student achievement assessment, as they were latent variables measuring
the same construct. The initial run of the model did not converge, because I had regressed ARA
at Wave 2 onto ARA at Wave 1. The variables were too highly correlated (r = 1.00), so I could
not incorporate both ARA values into the model. I removed the path between the ARAs, but
determined that the better choice was to remove ARA at Wave 2 from the model and have Wave
2 student achievement assessment regress onto ARA at Wave 1 instead. From there, I added the
subsequent waves one at a time following the same procedure as outlined above. When I added
Wave 4, I regressed ARA at Wave 4 onto ARA at Wave 1, as it was the ARA immediately
before ARA at Wave 4 in the model. For the integration of the next two waves, I regressed ARA
at Wave 6 onto the ARA at Wave 4 and Wave 7 ARA onto ARA at Wave 6. I followed a similar
autoregressive pathway structure for the student scores and regressed Wave 4 student
achievement assessment onto student achievement assessment at Wave 2, student achievement
assessment at wave 6 onto student achievement assessment at Wave 4, and Wave 7 student
achievement assessment onto Wave 6 student achievement assessment. I correlated errors of the
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student scores between waves for scores of the same content. I also allowed the disturbances to
correlate between the latent variables for student scores.
After establishing the student achievement score autoregressive pathway, I incorporated
an autoregressive pathway of the latent variables for teacher ratings of students’ academic skills,
starting with Wave 2. I followed a similar procedure to the one I used for integrating the student
scores. I regressed teacher academic ratings for Wave 2 onto X1ARA, ENTRYAGE, sex, and
SES. Because the indicators of the teacher academic ratings at Wave 1 were not the same
indicators used at Wave 2, I did not correlate the errors between the teacher ratings indicators at
Waves 1 and 2. I then continued adding one wave at a time, regressing the ARA and teacher
rating latent variable onto the one at the prior wave. I allowed the disturbances between the
student score and both teacher rating latent variables to correlate at each wave. I also allowed the
errors to correlate between like ratings at successive waves, and among the indicators within the
same wave.
Then I added the cross-lags to the model (i.e., teacher ratings at time t to student scores at
time t + 1, and student scores at time t to teacher ratings at time t +1), followed by the additional
covariates. I added EL status, whether a student was a first-time kindergartener, race, and
ethnicity as covariates of teacher scores, student scores, and ARAs. When covariates were not
statistically significant at all waves for ARA, student achievement assessment, and teacher
ratings of academic performance, I removed the covariate from the model entirely (e.g., the
executive function indicator). Some covariates were significant at the initial wave but did not
provide any additional explanation of variance over what had been accounted for at the initial
wave. These covariates were removed from the later waves but remained at the initial wave. This
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final model used in the analyses is depicted in Figure 3.15. A simplified version of this final
model appears in Chapter 4.
With a single-level model with good fit completed, I moved on to account for the
clustering of students within schools. Because students are clustered together within schools,
they are more similar to one another than to students in another cluster, which violates the
statistical assumption of independence (McCoach & Adelson, 2010). Violating the assumption of
independence affects the estimates of the standard errors, which would increase the Type 1 error
rate, making the rejection of a null hypothesis more likely, even when the null is true (O’Connell
& McCoach, 2008). To address this dependence in the data, I had to attend to the issue of the
clustering of students in schools. Using the procedure outlined in the Data section, I assigned
students to schools according to where they had attended the longest and imputed the schoollevel demographics for the wave a student attended that school. However, examining the
differences between and within cluster effects was not the primary purpose of this study (i.e., I
was not examining differences between schools) so a single-level model better suited the
research questions of this study (Stapleton, McNeish, & Yang, 2016). Therefore, I accounted for
clustering using a design-based approach of TYPE = COMPLEX in MPlus (MacKinnon, 2008).
In conjunction with the TYPE = COMPLEX command, I also used maximum likelihood
estimation with robust standard errors (MLR) and a weight provided (W7C17P_7T170) in the
dataset to account for oversampling and attrition. I used MLR because it is robust to nonnormality and missing data. I ran the TYPE = COMPLEX model with the cluster-level variables
of percentage of students eligible for FRL and percentage of non-White students. As discussed
previously in the Missing Data section, I minimized the number of cases excluded from the
analyses by incorporating a latent variable strategy suggested by Enders (2013).
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Figure 3.15. Final Phase 2 Model. The final model of the causal relationship between relative age and student achievement
assessment, teacher ratings of students’ academic skills, and teacher ratings of students learning behaviors.
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Data Analysis
A short description of the procedures and analytic techniques used to address the research
questions is given below.
Research Question 1: How does relative age predict student performance on academic
assessments and teacher assessments of student behaviors in the primary grades after controlling
for student SES and gender?
I hypothesized that after controlling for student SES and sex, relative age would be
predictive of student achievement and teacher ratings of student performance. This question was
addressed through the main autoregressive cross-lagged model. The results applicable to this
question were dependent on the functioning of the PRA as an instrumental variable (IV). An IV
is an exogenous variable used to extract variance from an endogenous variable so that causal
inferences can be drawn about the endogenous variable on some outcomes. Researchers have
established efficacy in the use of IVs in relative age studies (Angrist & Krueger, 1992; Bedard &
Dhuey, 2006; Buckles & Hungerman, 2013; Datar, 2006; Lubotsky &Kaestner, 2016). I verified
that the relationship between the IV (PRA) and the predictor (ARA) was significant. The model
fit statistics were important in determining whether the model was capturing the patterns in the
data effectively. The specific values that were useful in establishing conclusions for this question
were the regression coefficients of the paths between ARA and student scores and teacher ratings
at each wave. I used a p < .001 for establishing the significance of the pathways. I chose p < .001
(as opposed to the traditional p < .05) because of the size of the dataset. With large datasets, even
small estimates can be statistically significant.
Research Question 2: How does the effect of relative age on measures of academic performance
and teacher ratings of student behaviors attenuate as students age?
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I hypothesized that the strength of the relationship between a student’s relative age and
his/her achievement scores and teacher ratings of student performance would decrease as the
student progressed through the grades. To address this question, I compared the magnitudes of
the total, direct, and indirect effects that quantify the relationships between relative age and
student achievement and between relative age and teacher ratings at each wave. The direct effect
of relative age on the outcomes at Wave 7 is the effect when all other things in the model are
held constant (i.e., accounting for covariates, previous outcomes) and is what is reflected in the
path estimates from the ARA to the outcomes. The indirect effect of relative age on the outcomes
at Wave 7 cannot be calculated by holding other values in the model constant because it is a
measure of effect through the other variables (Pearl, 2005). The total effect of relative age at
Wave 1 on Wave 7 outcomes is the combination of the direct and indirect effects. By examining
the total effects across time, I can determine whether the relative age effect attenuates over time
for each of three outcomes. When I looked at whether the significance of the estimates changed
across time, I used a p < .001 as the threshold.
Research Question 3: What is the magnitude of the relationship between teacher assessments of
student behaviors and student performance on academic assessments in the primary grades?
I initially hypothesized the relationship between the two constructs to be relatively strong
and positive. I addressed this question in two ways. The first way was through simple
correlations between the teacher assessments of student performance (teacher ratings) and
student performance on achievement measures at and across waves. The absolute value of the
correlations indicated the strength of the relationship and the sign (positive or negative) indicated
the direction of the relationship. Higher values meant a stronger relationship between the
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variables and negative values indicated an inverse relationship with the variables (i.e., when one
variable increased, the other decreased).
The second analytical strategy to address this question was to look at the path estimates
of the cross-lags to determine whether teacher ratings of student performance and behaviors
predicted student achievement scores over and above prior achievement. These paths ran from
the student score latent variable autoregressive pathway to the academic teacher ratings variable
autoregressive pathway and the teacher rating of learning behaviors latent variable pathway at
the next wave. Cross-lags also ran from the academic teacher ratings pathway latent variables to
the student score latent variable at the next consecutive wave in the model and the teacher rating
of learning behaviors latent variable at the next consecutive wave. Following the same method,
the lower pathway latent variables were also regressed onto the academic teacher ratings latent
variables and student score latent variable at the prior.
Whereas the autoregressive paths are indicators of stability over time, these cross-lagged
paths are suggestive of causality. The autoregressive paths estimate the relationship of student
score latent variable at time t to the same variable at time t + 1, as well as the relationship
between teacher academic ratings latent variable at time t to the same variable at time t + 1, and
the predictive path of teacher learning behavior ratings latent variable at time t to the same
variable at time t + 1. Because the autoregressive pathways control for prior levels of the
variable, the cross-lags represent the relationship between student score latent variable at time t
to teacher academic ratings latent variable and teacher learning behavior ratings latent variable at
time t + 1. They also represent the relationship between teacher academic ratings latent variable
at time t to student score latent variable and teacher learning behavior ratings latent variable at
time t + 1 and the relationship between teacher learning behavior ratings latent variable at time t
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to teacher academic ratings latent variable and student score latent variable at time t + 1. These
cross-lags predict the change in the latent variable outcomes over and above the previous levels
(Jamil et al., 2018). In other words, the cross-lags depict whether a score on construct A at time t
is predictive of a score on construct B at time t + 1. Although this relationship may hint at
causality, the problem of unmeasured confounding variables in that relationship remains, which
eliminates the ability to make causal claims about that relationship. The cross-lags are predictive
of future scores; however, there may be omitted variables that explain this predictive pathway. If
all of the teacher ratings of academic performance to student achievement score variables crosslags are not statistically significant, there is no evidence that the teacher ratings of students’
academic performance significantly predict the student achievement scores at the next time point
and vice versa. For this research question, the cross-lags would provide evidence of the
magnitude and significance of the effects between teacher ratings and student scores and whether
that effect dissipates over time. As with the majority of the analyses in this study, a p < .001 was
used as the threshold for statistical significance.
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CHAPTER FOUR
Results
I used SPSS 25 to obtain descriptive statistics on the covariates, indicators of the latent
variables at each wave, and the age-related variables. All sample sizes (n) were rounded to the
nearest 10 in accordance with the IES policies on dissemination of results from studies using the
restricted-use ECLS:K-2011.
Descriptive Analyses
The descriptive statistics for the covariates used in the analyses are in Tables 4.1 and 4.2.
The dichotomous variables used as covariates were EL status, traditional kindergarten repeater
status, racial minority, and gender, which is reflected in the minimum and maximum values for
these variables. The remaining variables are continuous. The variables with the most missing
data were EL status and traditional kindergarten repeater at the student-level, and poverty—
cluster (district-level poverty). For the EL variable, students who are native English speakers
were coded as 0 (n = 12,570), and non-native English speakers, or ELs, were coded as 1 (n =
3,210). The traditional kindergarten repeater variable is coded so that students entering
kindergarten for the first time in 2010-2011 were coded as 0 (n = 15,040), and kindergarten
repeaters were coded as 1 (n = 800). The mean of this variable is 0.03, which reflects the
majority of the participants not being second or third time kindergarteners. For the racial
minority variable, non-Hispanic students identifying as White or Asian were coded as 0 and all
others as 1. The mean for this variable is 0.23, reflecting that the majority of the participants
were of racial non-minority backgrounds (White and Asian). The mean of the gender variable
(females were used as the comparison group and represented with a value of 0) is 0.51 and
indicates there were slightly fewer females (n = 8,850) than males (n = 9,290). The FRL and
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non-White cluster-level variables are percentages of the school’s (cluster) population. For
example, the non-White—cluster variable represents the percentage of non-White students
attending the school.
Table 4.1
Descriptive Statistics of Covariates

Variable

N

Mean

SES

16010

-.05

EL

15780

Traditional
Kindergarten Repeater

Standard
Deviation

Minimum

Maximum

.82

-2.33

2.60

.20

.40

0

1

15860

.03

.18

0

1

Ethnic/Racial Minority

16950

.23

.42

0

1

Gender—Male

18140

.51

.50

0

1

FRL—Cluster

17630

44.52

31.54

0

100

Poverty—Cluster

15250

19.79

10.50

2

52

Non-White—Cluster

17580

48.80

34.18

0

100

Executive Functioning
Indicator

17960

98.05

10.56

22.71

137.40

Table 4.2 contains the correlations between the covariates. All of the covariates have a
statistically significant correlation with at least one of the other covariates. Most of the SES
correlations are statistically significant and negative, indicating an inverse relationship between
the variables. The only positive correlation for this variable is with the executive functioning
indicator and that correlation is statistically significant (r = .348, p < .001). The traditional
kindergarten repeater variable has statistically significant and positive correlations with most of
the other covariates. Its correlation with SES, however, is negative and statistically significant (r
= -.083, p < .001) as is its correlation with the executive functioning indicator (r = -.082, p <
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.001). The traditional kindergarten repeater correlations indicate that the students entering
kindergarten for the first time are more often higher SES, White or Asian, female, and have
higher executive functioning scores. The traditional kindergarten repeaters, on the other hand,
attend schools with higher percentages of FRL and non-White students in higher poverty
districts. Gender is only statistically significantly correlated with kindergarten repeater status (r =
.037, p < .001) and the indicator of executive functioning (r = -.074, p < .001). These
correlations indicate that males are more likely to be kindergarten repeaters than females and
tend to have lower scores on the executive functioning indicator than females.
Table 4.2
Correlations Between Covariates

SES

EL

Repeat

Minority

Gender

School
FRL

District
Poverty

School
Non- EXEC
White FUN

SES
EL

-.268**
Traditional
Kindergarten Repeater -.073** -.020
Ethnic/Racial Minority -.154** -.132**

.054**

Gender—Male

-.004

.037**

.004

FRL—Cluster

-.529** .250**

.078**

.217**

.004

Poverty—Cluster

-.400** .152**

.088**

.207**

.005

Non-White—Cluster

-.340** .359**

.060**

.299**

-.010

Executive Functioning
Indicator (EXECFUN)

-.015

.348** -.143**

-.082** -.157**

.678**
.597** .542**

-.074** -.295** -.236** -.238**

** p < .001

Correlations between EL and the cluster level variables FRL—cluster (r = .250),
poverty—cluster (r = .152), and non-White—cluster (r = .359) are positive and statistically
significant at the p < .001 level. The strongest correlations among the covariates were between
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the cluster-level variables— poverty—cluster and FRL—cluster (r =.678), non-White—cluster
and FRL—cluster (r =.597), and non-White—cluster and poverty—cluster (r =.542). These
correlations are statistically significant and moderately strong, indicating that schools with a high
percentage of students who are FRL-eligible also have high minority populations and are in
school districts with higher poverty ratings. The executive functioning indicator has statistically
significant, negative correlations with all of the other covariates, except for SES.
The descriptive statistics for the age-related variables are in Table 4.3. Each of the
statistics other than N is measured in months. The sample size decreases after Wave 1 due to
attrition and participant relocation. The average entry age (the youngest age at which a student
can legally enter kindergarten) is 58.91, which translates to 4 years and 11 months. The
maximum entry age is 65.30, which means that for some schools, the youngest a kindergartener
can be is 5 years and 5 months. The minimum entry age is 54.80, meaning that of the schools
participating the youngest a kindergartener could be to enter school in 2010-2011 was a little
over 4 years and 6 months. The lowest PRA is -4.00 and highest value represented is 11.50,
which means that the predicted age range of students entering kindergarten in the United States
in 2010-2011 was 15.50 months. The actual age range was much larger, at 48.5 months. The
youngest age at which a student entered kindergarten was 12 months younger than predicted and
the oldest age was 21 months older than predicted. However, the majority of students were in the
middle of the age distribution. The mean of the PRA is 5.42, which translates into 5.42 months
over 5 years old, so the mean predicted age of the participants was 65.42 months with a standard
deviation of 3.50 months. The mean of the ARA at kindergarten entry (Wave 1; mean = 6.15, SD
= 4.30) was almost three-fourths of a month higher than the PRA. For students that enter
kindergarten when they are first eligible, the PRA is the same as the ARA, but with a mean
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difference of almost three-fourths of a month, it is clear that not all students enter when first
eligible. This comparison highlights the endogeneity of the ARA, because while PRA is
exogenously determined by natural variation in birthdates and random variation in school entry
cutoff dates, the actual relative age at which students enter kindergarten is not.

Table 4.3
Descriptive Statistics of Age-related Variables

N

Mean

Standard
Deviation

Entry Age

18,040

58.91

1.30

54.80

65.30

Predicted Relative Age

18,040

5.42

3.50

-4.00

11.50

18,040

6.15

4.30

-16.00

32.50

17,680

6.15

4.29

-16.00

32.00

16,990

6.37

4.59

-16.00

34.00

16,420

6.42

4.74

-15.00

34.00

16,130

6.37

4.78

-15.00

35.00

Variable

Actual Relative Age—
Wave 1
Actual Relative Age—
Wave 2
Actual Relative Age—
Wave 4
Actual Relative Age—
Wave 6
Actual Relative Age—
Wave 7

Minimum
Maximum
(in months) (in months)

The correlations between the age-related variables are in Table 4.4. All correlations are
statistically significant at the p < .001 level, except for those between entry age and PRA (r =
.000), and Wave 4 ARA (r = .012), both of which are not statistically significant. The majority of
the covariate correlations with entry age are quite small. The non-existent correlation between
entry age and PRA is as expected, because no matter a school’s cutoff age for entry, the school
will still have the same range of PRAs. The correlation between ARA at Waves 1 and 2 (r =
1.00) is not particularly surprising because they are fall and spring of the same school year, and
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there was not a large number of students moving to schools with dramatically different entry
ages between the two waves. The other correlations between the ARAs are quite high (Wave 4
and 6, r = .913, p < .001; Wave 4 and 7, r = .890, p < .001; Wave 6 and 7 r = .957, p < .001).
These correlations in combination with relatively stable minimum and maximum ARA values
indicate that the majority of students progressed through the grades as expected along with their
cohort.
Table 4.4
Correlations between Age-related Variables
Entry
Age

PRA

Wave 1
ARA

Wave 2
ARA

Wave 4
ARA

Wave 6
ARA

Wave 7
ARA

Entry Age
Predicted Relative Age
Actual Relative Age—
Wave 1
Actual Relative Age—
Wave 2
Actual Relative Age—
Wave 4
Actual Relative Age—
Wave 6
Actual Relative Age—
Wave 7

.000
-.025**

.607**

-.026**

.608**

1.00**

.012

.537**

.874**

.874**

.044**

.507**

.835**

.835**

.913**

.066**

.500**

.823**

.823**

.890**

.957**

** p < .001
Table 4.5 is a comparison of the standardized path coefficients between the Phase 1 and
Phase 2 models for the effects of the covariates on Wave 1 ARA and the outcome variables.
When Phase 1 was integrated into Phase 2, I added three more coefficients—EL status,
ethnic/racial minority status, and kindergarten repeater status. All three of these additional
covariates were used as dichotomous variables. Although the addition of the three covariates
could change how much variance the other covariates explain in the outcome or predictor
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variables, there was not a dramatic change in the estimates from Phase 1 to Phase 2. The
estimates of SES and gender on the Wave 1 outcomes at Phase 2 are not very different from
those in the Phase 1 model. The relationship between gender and the Wave 1 ARA remains
positive and statistically significant in Phase 2 (β = .112, p < .001). A more noticeable change in
the covariate path coefficients from the Phase 1 to the Phase 2 model is the relationship between
teacher ratings of academic performance and gender is no longer statistically significant in the
Phase 2 model (βPhase1 = -.168, p < .001; βPhase2 = -.086, p = n.s.). This means that after
controlling for SES, ARA, EL, ethnicity/race, and repeater status, gender is no longer a
statistically significant predictor of teachers’ ratings of academic performance.
After Wave 1, SES’s relationships with the outcome variables are largely not statistically
significant. The exceptions are SES’s relationship with teacher ratings of academic performance
at Waves 2 and 4 (βWave2 = -.121, p < .001; βWave4 = -.064, p < .001) and its relationship with
student achievement scores at Wave 7 (β = .034, p < .001). The direct effect between gender and
teacher ratings of learning behaviors is negative and statistically significant at Waves 1, 2, and 4,
meaning that after controlling for the other covariates and relative age, gender negatively
predicts learning behavior ratings (i.e., girls receive higher ratings) at the beginning and end of
kindergarten and the end of first grade. After Wave 1, the statistically significant relationships
between EL and the outcome variables are positive.
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Table 4.5
Standardized Path Estimates for Variables Regressed on Covariates
Phase 1
Variable
Wave 1 Achievement
Scores
Wave 1 Academic
Performance Rating
Wave 1 Learning Behavior
Ratings
Wave 1 ARA

Phase 2

SES

Gender

SES

Male

EL

.599**

-.080**

.567**

.002

-.126**

.345**

-.168**

.363**

-.086

.265**

-.516**

.263**

-.466**

-.019

.135**

-.030

Wave 2 Achievement
Scores
Wave 2 Academic
Performance Ratings
Wave 2 Learning Behavior
Ratings
Wave 4 Achievement
Scores
Wave 4 Academic
Performance Ratings
Wave 4 Learning Behavior
Ratings
Wave 6 Achievement
Scores
Wave 6 Academic
Performance Ratings
Wave 6 Learning Behavior
Ratings
Wave 7 Achievement
Scores
Wave 7 Academic
Performance Ratings
Wave 7 Learning Behavior
Ratings
* p = .001
** p < .001
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.112**

Racial 1st Time
Minority
in K
-.057**

-.014

-.041

.018

.016

.027

-.048

-.075*

-.081**

-.051**

.322**

-.027

-.024

-.039**

.037

-.007

-.121**

.042

.055**

.032

-.018

-.014

-.165**

.039*

-.021

-.033

.028

.065**

-.018

-.028*

-.012

-.064**

.066

.118**

.030

-.259**

.090**

-.012

-.029

-.006

.042

.028

-.028*

-.015

-.037

-.029

.077**

.027

-.020

.006

-.045

.078**

.040

-.042

.034**

.045

-.025**

-.019

.042

-.039

.049**

.030

-.020

.029

-.057

.027

-.024

.007

.020

.040*

-.053**

The model fit statistics for the Phase 1 and Phase 2 models are in Table 4.6. I reported the
χ2 statistic for the Phase 2 model; however, it cannot be used for the traditional chi-square
different tests because I used MLR estimation. For Phase 1, the RMSEA = .038 with a
confidence interval of [.037, .039], which is below the .060 threshold for good model fit. The
CFI = .981 and TLI = .973 also meet the standard of good fit, which is .950. The SRMR =.023
also indicates good model fit as it falls below the .06 threshold.
Table 4.6
Model Fit Statistics for Phase 1 and 2 Models
Phase 1

Phase 2 Post-cluster

χ2

2539.658

30503.97

df

107

1708

p value

.000

.000

RMSEA [CI]

.038 [.037, .039]

.033 [.033, .033]

CFI

.981

.950

TLI

.973

.941

SRMR

.023

.043

Structural Equation Modeling
In the rest of this chapter, I will present the results from the Phase 1 and Phase 2 models
organized through the framework of the Research Questions, as the focus of Research Question 1
is the Phase 1 model, and Research Questions 2 and 3 can be approached through the Phase 2
model.
Research question 1: How does relative age predict student performance on academic
assessments and teacher assessments of student behaviors in the primary grades after controlling
for student SES and gender?
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The school cutoff dates for kindergarten entry differ by almost 10 months across the
United States (NCES, 2017; Table 3.1), meaning that the range of actual ages in a kindergarten
classroom is dependent on the school entry age laws in that state or school district. While the
actual age range within a classroom differs across states depending on the cutoff date for
kindergarten entry, the range of relative ages does not. By using the youngest age at which a
student can enter kindergarten at a particular school compared to the student’s birthdate, we
calculate a relative age. Because the U.S. education system is organized around a cohort model,
the range of the relative ages remains constant across states, essentially standardizing the
kindergarten entry ages for statistical analyses.
With that said, determining an answer to this research question is wholly dependent on
confidently isolating the effect of relative age on the outcomes (student performance on
academic assessments and teacher assessments of student performance and behaviors). Isolating
or identifying this effect is made more difficult because of the potential endogeneity of the age at
which a student actually enters kindergarten. For students who enter kindergarten when they are
first eligible, the age at which they enter kindergarten is determined exogenously by their date of
birth and the school’s cutoff age for kindergarten entry. When students do not enter kindergarten
when first eligible (i.e., their PRAs are not equal to their ARAs), their ARAs are no longer
exogenously determined. The factors or variables that lead to students not entering kindergarten
when first eligible are likely related to the outcomes, which confounds the relationship between
relative age and the outcomes. For example, a precocious and intellectually mature student might
enter kindergarten earlier than predicted, which would change the student’s ARA. However, the
precocity and high level of cognitive development that led to the student’s entering school early
(and thus the discrepancy between his/her PRA and ARA) could also influence his/her outcomes
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(e.g., academic performance and assessment scores). Because the variables that lead to the
difference between PRAs and ARAs are also related to the outcome variables, it becomes
difficult to parse out the effect of relative age not related to the confounding variables. If the
confounding variables are all known, measurable, and measured without error, parsing out the
relative age effect becomes less difficult. However, even when confounding variables are
identified, they are not always easily measurable (e.g., opportunities to learn, parental
engagement, maturity) and therefore difficult to isolate. Instrumental variables are used to parse
out the effects of two closely related constructs on an outcome by using the relationship between
the two constructs to define one construct’s relationship to the outcome. Identifying a variable
that functions as an instrument can alleviate the difficulty in isolating the effect of the
confounding variables from the true effect of relative age.
When implementing an instrumental variable (IV) approach there are two conditions that
must be met before an IV can be a modeling option. The first is that the proposed instrument
must be correlated with the proposed predictor variable. The second requirement is that the
instrument must have no direct effect on the outcome variables except through the predictor. The
first requirement is easy enough to assess. As evidenced in Table 4.4, PRA is statistically
significantly correlated with ARA at every wave (rwave1 = .607, rwave2 = .608, rwave4 = .537, rwave6
= .507, rwave7 = .500). The second requirement for using an instrumental variable relies more on
theoretical conclusion than empirical evidence as discussed in Chapter 3.
Using this theoretically-derived model, I developed the measurement and structural
models of the relationship between the instrument, predictor, outcomes, and known covariates as
described in Chapter 3. This Phase 1 model is depicted in Figure 4.1. All of the standardized
estimates for Phase 1 are included in Table 4.7, but only the statistically significant estimates
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appear in the figures. Starting with the relationship of the age-related variables to one another,
the standardized path coefficient of entry age (ENTRYAGE) to the Wave 1 ARA (X1ARA) is
negative and statistically significant, indicating that with every one-unit increase in the standard
deviation of entry age (S.D.ENTRYAGE = 1.30), the ARA decreases by .023 standard deviation units
(S.D.X1ARA = 4.3). Said more practically, when entry age increases by 1.3 months, the ARA
decreases by approximately 3 days. As such, although the relationship between the entry age and
the ARA is statistically significant, it is not particularly practically significant. The estimate for
the relationship between the PRA and the ARA is .602, meaning that with every one standard
deviation-unit increase of the PRA (S.D.X1PRA = 3.50), the ARA (S.D.X1ARA = 4.30), increases by
.602 standard deviation units. For every 3.5-month increase in PRA, the ARA increases by a
little more than 2.5 months (about 78 days), which was evidenced in the differences in the means
presented earlier in this chapter. This relationship is evidence of two things. The first is that the
PRA and ARA are largely similar, which is a good indicator that PRA is a good instrument for
ARA with respect to the first requirement of an IV (the instrument is correlated with the
predictor). The second is that PRA and ARA are not the same, so students are not always
entering school when first eligible, indicating that ARA is endogenous.
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Figure 4.1. The Phase 1 structural model with standardized path coefficient estimates.
The covariates in Phase 1 were regressed on the ARA and the three latent outcome
variables. SES was a significant predictor of all three of the outcome variables—student
achievement scores (β = .599, p < .001), teacher ratings of student academic performance (β =
.345, p < .001), and teacher ratings of student learning behaviors (β = .265, p < .001). SES was a
continuous variable, so the relationships between SES and the latent variable outcomes mean that
students of higher SES have higher achievement scores, higher teacher ratings for academic
performance, and higher ratings of learning behaviors after controlling for relative age, gender,
and the other outcomes in the model than do lower SES students. Gender was a statistically
significant predictor of the ARA (β = .135, p < .001), student achievement scores (β = -.080, p <
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.001), teacher ratings of student learning behaviors (β = -.516, p < .001), and teacher ratings of
student academic performance (β = -.168, p < .001). Because gender is a dichotomous variable
(female = 0, male = 1), the interpretation of the path coefficients is a little different from how it
is interpreted for continuous variables. The positive path estimate for ARA means that after
controlling for SES, males are more likely than females to have higher ARAs (i.e., males are
entering school older than females). The negative path estimates for achievement scores and
ratings of learning behaviors and of academic performance means that after controlling for SES,
relative age, and the other two outcomes, females receive higher achievement, academic
performance, and learning behavior scores than males in the fall of kindergarten.
Table 4.7
Phase 1 Standardized and Unstandardized Path Estimates
PRA

Entry
Age

ARA

SES

Gender

Wave 1 Student Achievement Scores

--

.049**

.256**

.599**

-.080**

Wave 1 Academic Performance Ratings

--

.051**

.181**

.345**

-.168**

Wave 1 Learning Behavior Ratings

--

.019

.211**

.265**

-.516**

.602**

-.023**

--

Wave 1 Student Achievement Scores a

0.489**

0.595**

5.963**

-0.799

Wave 1 Academic Performance Ratings a

0.053**

0.043**

0.354**

-0.172**

Wave 1 Learning Behavior Ratings a

0.012

0.031**

0.165**

-0.322**

Variable

Wave 1 ARA

Wave 1 ARA a

-.019

.135**

0.738**

* p = .001
** p value < .001
a
Unstandardized coefficients

In the model, the three latent variable outcomes (student achievement, teacher ratings of
student academic performance, and teacher ratings of student learning behavior) were regressed
on the two covariates, entry age, and ARA. The path estimates of the relationships between entry
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age and the outcomes were all positive, indicating that with an increase in entry age, there was
also an increase in the latent variables representing the measured indicators. However, the
coefficients for these relationships, although statistically significant, were small and not
necessarily practically significant. For example, the path coefficient for the entry age-student
achievement relationship (β = .049, p < .001) means that with the SES, ARA, gender, and the
other outcome variables held constant, for every one-standard deviation unit change, there was a
.049-unit standard deviation change in the student achievement latent variable. This relationship
is translated (in unstandardized terms) as with SES, ARA, gender, and the other outcome
variables being equal, for every 1-month increase in the entry age, the latent variable of student
achievement increases by approximately half of a unit in the fall of kindergarten (EntryAge =
58.91, S.D.EntryAge = 1.30; Achieve1 = 51.50, S.D.Achieve1 = 11.30)
The relationship between ARA and each of the latent variable outcomes was statistically
significant, indicating that even after controlling for SES, school entry age, gender, and the other
outcome variables, relative age was a predictor of student outcomes in the fall of kindergarten.
The path coefficients for each of the three relationships was positive (student achievement, β =
.256, p < .001; ratings of academic performance, β = .181, p < .001; and ratings of learning
behaviors, β = .211, p < .001). Looking at the unstandardized coefficients, after controlling for
the other variables in the model, with every one-month increase in relative age, student
achievement increased by .595 units, the teacher ratings of academic performance increases by
.043 units, and the teacher ratings of learning behavior increased by .031 units.
From these results, we can conclude that holding all other variables constant, males were
more likely to be relatively older than females and receive lower teacher ratings of academic
performance and learning behaviors. In the fall of kindergarten, higher SES students were more
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likely to have higher achievement scores and higher ratings of academic performance and
learning behaviors. However, there was no evidence to suggest that there is a statistically
significant pattern in the increase or decrease of relative age that is related to or can be explained
by SES. These results also showed that after controlling for entry age, PRA, gender, and SES,
relative age had a positive and statistically significant effect on student achievement and teacher
ratings, with the effect on student achievement being much larger. Based on these results and to
answer Research Question 1, there is evidence that through the use of an IV, I can estimate the
effect of relative age on student outcomes after controlling for SES and gender. The effect of
relative age on latent variables representing student achievement, ratings of academic
performance, and ratings of learning behaviors, after controlling for SES and gender, was
positive and statistically significant. I also can conclude that relative age’s effect on the
outcomes is larger for student achievement than the other two outcome variables in the fall of
kindergarten. To determine whether this effect is persistent throughout the primary grades, I
moved on to the Phase 2 model, the results of which are framed through Research Question 2.
Research Question 2: How does the effect of relative age on measures of academic
performance and teacher ratings of student behaviors attenuate as students age?
This question essentially is an exploration of the sustainability or stability of the relative
age effect established in Research Question 1 and the Phase 1 model through the primary grades.
It requires review of the direct, indirect, and total effects of relative age on the outcomes at each
wave. The direct effects in a model are estimates of the influence of variable X on variable Y
that is not mediated by other variables, so all other variables in the model are held constant
(Pearl, 2005). The indirect effects are the effects of variable X on variable Y through other
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variables. The total effects are the combined direct and indirect effects and quantify the overall
effect of X on Y.
Figure 4.2 depicts the direct effect relationship of relative age to the outcome variables at
each wave, and the path coefficients corresponding to the figure are in Table 4.8. The path
coefficients for the covariates are included in the table, but not in the figure. The relationships of
the covariates to the relative age variables in the table are only shown for ARA at Wave 1.
During the modeling process, it became apparent that there were no statistically significant
effects of the covariates over and above the effect on Wave 1 ARA. Subsequently, the paths
between the covariates and ARA at Waves 4 through 7 were removed in favor of a more
parsimonious model. The direct, indirect, and total effects of the ARA on the outcome variables
at each wave are recorded in Table 4.9.
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Table 4.8
Phase 2 Model Coefficient Estimates on Age-related Variables

ARA

SES

Male

EL

Racial
Minority

.043**

.260**

.582**

-.076**

-.073**

-.050**

Wave 1 Academic Performance Ratings

.053*

.186**

.347**

-.173**

-.009

Wave 1 Learning Behavior Ratings

.026

.200**

.262**

-.511**

-.040**

.135**

Entry
Age

Wave 1 Student Achievement Scores

Variable 1

Wave 1 ARA

PRA

.602**

-.030**
.013

.019

.040*

.049**

-.042**

-.066**

-.060**

-.027**

.322**

-.020

-.031**

-.023**

-.035**

.031

.045**

.035**

-.035**

.045**

-.011

-.020

-.024*

-.033**

.032**

Wave 2 Academic Performance Ratings

-.013

-.017

Wave 2 Learning Behavior Ratings

.007

.026

-.016

-.155**

Wave 4 Student Achievement Scores

-.023**

-.049**

.047

.060**

Wave 4 Academic Performance Ratings

-.021

-.077**

Wave 4 Learning Behavior Ratings

-.029

-.036*

Wave 4 ARA

.031**

Wave 6 Student Achievement Scores

-.019**

-.036**

Wave 6 Academic Performance Ratings

-.004

Wave 6 Learning Behavior Ratings

-.017

Wave 6 ARA

.032**

Wave 7 Student Achievement Scores

.015**

Wave 7 Academic Performance Ratings
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Figure 4.2. Phase 2 model with highlighted instrumental variable and relative age pathways. X1PRA predicts Wave 1 ARA.
ENTRYAGE predicts ARA at Waves 1, 4, 6, and 7. X1ARA predicts Wave 1 outcomes and X4ARA. X4ARA predicts Wave 4
outcomes and X6ARA. X6ARA predicts Wave 6 outcomes and X7ARA. X7ARA predicts Wave 7 outcomes. The ARA variables
were also regressed on the ARA variables at all previous waves, but that is not depicted in this figure.
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On the left side of Figure 4.2 is the instrumental variable from Phase 1. The effects of
PRA and entry age on the ARA at Wave 1 in Phase 2 were slightly different from those in the
strictly Phase 1 model because clustering was not taken into account until Phase 2. The
coefficient of the path from entry age to ARA at Wave 1 was slightly lower in the Phase 2 model
than Phase 1 (βPhase1 = -.023, p < .001; βPhase2 = -.030, p < .001). The path coefficients from ARA
at Wave 1 to the Wave 1 outcomes of student achievement and ratings of academic performance
were higher in the Phase 2 model than in the Phase 1 model, likely due to the addition of the
subsequent waves of data. The effects of Wave 1 ARA on Wave 1 outcomes remained positive
and statistically significant. The Wave 2 outcomes were also regressed on the Wave 1 ARA
because the Wave 2 ARA was eliminated from the model due to its multicollinearity with the
Wave 1 ARA. The effect of relative age on the Wave 2 outcomes after accounting for SES,
gender, EL status, race, and kindergarten repeater status was not statistically significant for Wave
2 student achievement scores, teacher ratings of academic performance, and teacher ratings of
learning behaviors.
At Wave 2, the coefficient for the teacher ratings of academic potential became negative
whereas the other two outcome variables remained positively related. By Wave 4, the effect of
Wave 4 ARA was statistically significant and negative for all three outcomes, and the
magnitudes of the standardized coefficients were similar (βScore = -.049, p < .001; βAcad.Rate = .077, p < .001; βLearnBehave = -.036, p = .001). Holding the covariates and the values of the other
two outcomes constant, a decrease in ARA led to an increase in the outcome variable. Expressed
differently, with all other variables held constant including prior achievement and relative age,
relatively younger students had higher achievement scores, and the same can be said for the
ratings of academic performance and ratings of learning behaviors. These relationships stand in
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contrast to the same relationships at Wave 1, when all three path coefficients were positive and
statistically significant. In other words, after controlling for prior achievement, ARA negatively
predicted the outcomes. The relationships between relative age and ratings of learning behaviors
and achievement scores at Wave 2 were also not consistent with those at Wave 4. However, from
Wave 2 to Wave 4, the effect of relative age on ratings of academic performance was relatively
consistent. A change in the teacher assigning the ratings from Waves 1 and 2 to Wave 4 could be
a reason for the difference in the ratings, but not the difference in achievement scores, and it does
not explain the differential in consistency between the two types of ratings. There are two
alternative explanations for this difference. The first and most likely explanation is that at Wave
2 I am controlling for the Wave 1 ratings. The second reason is that there is a true difference in
how teachers perceive or rate students at the beginning of kindergarten versus the end of
kindergarten.
At Wave 6, the path coefficients between relative age and the outcome variables are all
statistically significant. The relationship to the achievement scores is similar to that at Wave 4
(βWave6 = -.036, p < .001), where relatively younger students had higher achievement scores. The
effect of relative age on ratings of academic performance is positive and statistically significant
(βWave6 = .262, p < .001), which is not consistent with the relationship at Wave 4. The effect of
relative age on ratings of learning behaviors is negative and not statistically significant (βWave6 =
-.014, p = n.s.), which is consistent with the ratings at Wave 4. In Wave 6 the dramatic changes
in the effect of relative age from Wave 4 were only seen for the teacher rating of academic
performance outcome and not the achievement scores or teacher ratings of learning behaviors.
This result means that after controlling for the covariates in the model and scores and ratings at
Wave 4, teachers rated relatively older students higher than they rated relatively younger
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students in academic performance; and relatively younger students earned higher achievement
scores and teacher ratings of learning behaviors than did the relatively older students. One
explanation is that second grade teachers are more aware of the differences between relatively
old and young students than are the first grade teachers. The inconsistent teacher rating of
academic performance relationship could be due to a change in teacher expectations related to
the increased academic demands of the curriculum between first and second grade. The change
in the level of teacher expectation could initiate the teacher’s awareness of relative age within the
classroom.
At Wave 7, the effect of relative age on the outcomes decreased in magnitude from Wave
6. Relative age’s effect on achievement scores is no longer statistically significant (β = -.008, p =
n.s.)., nor is its effect on ratings of learning behaviors (β= .011, p = n.s.). The effect of relative
age on ratings of academic performance is positive and statistically significant, although lower in
magnitude than the effect at Wave 6 (β = .025, p = .001).
The direct effects of relative age on outcomes, particularly those of teacher ratings, are
best summarized as a continued pattern of inconsistency. There were changes to the
predictability of all outcome variables by ARA between Waves 1 and 2 at least in part because at
Wave 2 I controlled for prior achievement. Additionally, because the majority of students had the
same teacher assigning their ratings at Waves 1 and 2, I expected ARA to be a stronger predictor
at Wave 2 than it was. However, it could be a function of the developmental changes in children
between the beginning and end of kindergarten, and the change in teacher expectations, due in
part to the developmental changes, from the fall to spring of kindergarten. Interestingly, the
waves at which the ratings of academic performance were similar were Waves 2 and 4 and Wave
1 and 6. Wave 2 and 4 are also the only waves in which relatively young students were more like
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to receive higher academic performance ratings. Wave 4 is also the only wave in which the effect
of relative age favors younger students for all three outcomes. At Waves 1 and 6 the teacher
ratings of academic performance are positive and similar in magnitude. The effect of relative age
favors the relatively older students for all three outcomes at Wave 1. At the remaining waves, the
effect of relative age is inconsistent across the three outcomes in magnitude and direction.
However, it is apparent that the direct effects of relative age on achievement scores and on
teacher ratings of learning behaviors decrease over time, becoming no longer statistically
significant by the spring of third grade.
Establishing that there are direct effects of relative age on the outcomes at each wave
only answers part of this research question—that relative age predicts academic outcomes in the
primary grades after controlling for prior achievement and teacher ratings, as well as the
covariates. To answer whether or how the relative age effect attenuates between kindergarten and
third grade, I examined the total effects of relative age on the outcomes. Total effects are the
combination of direct and indirect effects. Because there are three autoregressive pathways for
the outcome variables in this model, there are many potential indirect effects between relative
age at Wave 1 and the outcomes at Wave 7. The total, direct, and indirect effects of the ARA
variables on the outcomes are in Table 4.9.
Table 4.9
Phase 2 Standardized Total, Direct, and Indirect Effects.
Variable 1
Wave 1 Student Achievement Scores

Direct Effect Indirect Effect Total Effect
Variable 2 Estimate (SE) Estimate (SE) Estimate (SE)
Wave 1 ARA .260 (.013)**
-.260 (.013)**

Wave 1 Academic Performance Ratings

Wave 1 ARA

.186 (.015)**

--

.186 (.015)**

Wave 1 Learning Behavior Ratings

Wave 1 ARA

.200 (.014)**

--

.200 (.014)**

Wave 2 Student Achievement Scores

Wave 1 ARA

.013 (.008)

.243 (.012)**

.255 (.013)**

Wave 2 Academic Performance Ratings

Wave 1 ARA -.017 (.010)

.224 (.011)**

.207 (.013)**
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Wave 2 Learning Behavior Ratings

Wave 1 ARA

Wave 4 Student Achievement Scores

Wave 4 ARA -.049 (.006)**

Wave 4 Student Achievement Scores

Wave 1 ARA

Wave 4 Academic Performance Ratings

Wave 4 ARA -.077 (.008)**

Wave 4 Academic Performance Ratings

Wave 1 ARA

Wave 4 Learning Behavior Ratings

Wave 4 ARA -.036 (.011)*

Wave 4 Learning Behavior Ratings

Wave 1 ARA

Wave 6 Student Achievement Scores

Wave 6 ARA -.036 (.005)**

Wave 6 Student Achievement Scores

Wave 4 ARA

--

-.074 (.006)** -.074 (.006) **

Wave 6 Student Achievement Scores

Wave 1 ARA

--

.160 (.012)**

Wave 6 Academic Performance Ratings

Wave 6 ARA

.262 (.020)**

Wave 6 Academic Performance Ratings

Wave 4 ARA

--

.147 (.016)**

.147 (.016)**

Wave 6 Academic Performance Ratings

Wave 1 ARA -.278 (.019)** .392 (.021)**

.115 (.012)**

Wave 6 Learning Behavior Ratings

Wave 6 ARA -.014 (.011)

Wave 6 Learning Behavior Ratings

Wave 4 ARA

--

-.031 (.010)

Wave 6 Learning Behavior Ratings

Wave 1 ARA

--

.142 (.013)**

Wave 7 Student Achievement Scores

Wave 7 ARA -.008 (.005)

Wave 7 Student Achievement Scores

Wave 6 ARA

--

-.034 (.006)** -.034 (.006)**

Wave 7 Student Achievement Scores

Wave 4 ARA

--

-.072 (.007)** -.072 (.007)**

Wave 7 Student Achievement Scores

Wave 1 ARA

--

.146 (.012) **

Wave 7 Academic Performance Ratings

Wave 7 ARA

.025 (.007)*

--

Wave 7 Academic Performance Ratings

Wave 6 ARA

--

.087 (.011) **

.087 (.011) **

Wave 7 Academic Performance Ratings

Wave 4 ARA

--

.026 (.009)

.026 (.009)

Wave 7 Academic Performance Ratings

Wave 1 ARA

--

.152 (.012) **

.152 (.012) **

Wave 7 Learning Behavior Ratings

Wave 7 ARA

Wave 7 Learning Behavior Ratings

Wave 6 ARA

--

-.058 (.012)** -.058 (.012)**

Wave 7 Learning Behavior Ratings

Wave 4 ARA

--

-.059 (.010)** -.059 (.010)**

Wave 7 Learning Behavior Ratings

Wave 1 ARA

--

.132 (.011) **

* p = .001
** p < .001
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.026 (.010)

----

.011 (.009)

.176 (.011)**
-.199 (.012)**
-.152 (.012)**
-.162 (.013)**
--

--

--

--

--

.202 (.014)**
-.049 (.006)**
.199 (.012)**
-.077 (.008)**
.152 (.012)**
-.036 (.011)*
.162 (.013)**
-.036 (.005)**
.160 (.012)**
.262 (.020)**

-.014 (.011)
-.031 (.010)
.142 (.013)**
-.008 (.005)

.146 (.012) **
.025 (.007)*

.011 (.009)

.132 (.011) **

The total effect of ARA at Wave 1 on the achievement is .260, p < .001 at Wave 1; .255,
p < .001 at Wave 2; .199, p < .001 at Wave 4; .160, p < .001 at Wave 6; and .146, p < .001 at
Wave 7. The pattern of the total effects for the achievement is a decrease in effect that is first
evident between Waves 1 and 2. Taking into account that the time difference between Waves 1
and 2 is half the amount of time between the remaining consecutive waves (i.e., Wave 1 and
Wave 2 are about 7 months apart and the remaining waves 2 to 4, 4 to 6, and 6 to 7 are
approximately one year apart), we see the largest change in total effect between Waves 2 and 4
compared to any other waves and the least difference in total effect between Waves 6 and 7.
These results align with the pattern of inconsistency identified in the direct effects (i.e., the
inconsistent but overall decrease in the magnitude of the effects between Waves 1 and 7).
However, the total effects show that the effect of relative age remains positive through third
grade, meaning that relatively older students have achievement scores that are slightly higher
than those of the relatively younger students.
The total effect of ARA at Wave 1 on the teacher ratings of academic performance
outcomes is .186, p < .001 at Wave 1; .207, p < .001 at Wave 2; .152, p < .001 at Wave 4; .115, p
< .001 at Wave 6; and .152, p < .001 at Wave 7. The total effect decreases between Waves 1 and
6 and then increases at Wave 7. While there were changes in the magnitude and direction
(negative or positive) of the direct effects, the total effects remained positive across the waves.
The total effect of relative age on the ratings of academic performance is less than the total effect
of relative age on achievement scores at each wave until Wave 7. But as seen in the achievement
score effects, the relatively older students receive higher ratings of academic performance.
The total effect of relative age at Wave 1 on the teacher ratings of learning behaviors is
.200, p < .001 at Wave 1; .202, p < .001 at Wave 2; .162, p < .001 at Wave 4; .142, p < .001 at
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Wave 6; and .132, p < .001 at Wave 7. Relative age’s effect on learning behavior ratings follows
the same pattern as the effect of relative age on student achievement, as it continually decreases
across the waves, although not at a consistent rate.
To summarize these results and answer this research question, relative age has an effect
on at least one of the outcomes at each wave. There was no evidence of a consistent pattern in
the rate of attenuation in the direct effects of relative age on the outcomes, but the direct effects
of relative age on all three outcome variables (student achievement, teacher ratings of academic
performance, and teacher ratings of learning behaviors) saw an overall decrease from
kindergarten through third grade. The statistically significant direct effects that were largest in
magnitude were positive, indicating that relatively older students received higher and more
favorable ratings and scores than did the relatively young students holding all else constant. In
looking at the total effects on the outcomes, it is apparent that relative age has the largest effects
on student achievement scores and teacher ratings of learning behaviors in the fall and spring of
kindergarten, perhaps capturing the experiences and learning opportunities afforded by entering
school later. However, these effects begin declining before first grade and continue to decrease
through the spring of third grade. The total effect of relative age on teacher ratings of academic
performance also begins to attenuate before the end of kindergarten and continues to do so
through the end of second grade, but the effect increases at the end of third grade to close to the
magnitude of the total effect at the beginning of kindergarten. The results also evidence teachers
consistently rating relatively older students higher in academic performance and learning
behaviors throughout the primary grades. The patterns of the effects of relative age are more
similar between the teacher ratings of learning behaviors and the achievement scores than
between either of those with teacher ratings of academic performance. The similarity of the
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patterns of effects in the ratings of academic performance combined with the contrast to the
pattern in the effects on achievement scores might indicate an effect of a student’s relative age on
the teacher’s perception of the student rather than on the student’s actual academic performance.
Alternatively, these results might be indicative of the academic performance ratings capturing a
different aspect of academics, achievement, and learning not captured through the other two
outcome variables.
Research Question 3: What is the magnitude of the relationship between teacher
assessments of student behaviors and student performance on academic assessments in the
primary grades?
The focus of this research question is the exploration of the relationship between student
performance on achievement assessments and teacher ratings of student academic performance
and student behaviors. The determination of what patterns, if any, exist between the outcomes
and how stable the measurements of each latent variable are across time is dependent on the
results of the Phase 2 model, specifically the autoregressive paths of each latent variable and the
cross-lagged paths between latent variables at successive time points. It is important to keep in
mind when interpreting the relationships between variables after Wave 1 that the effects
represented by the path coefficients are reflective of the relationship between the two variables
after controlling for the other variables, including prior levels of the same variable. For example,
the path estimate between SES and teacher ratings of academic performance at Wave 4 is -.068,
p < .001. This relationship can be interpreted as lower SES students receive higher ratings of
academic performance, after controlling for the other covariates, the prior ratings of academic
performance at Wave 1 and 2, and the prior relationships between SES and ratings of academic
performance at Waves 1 and 2. In other words, it is an estimate of the relationship between SES
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and academic performance after controlling for the other covariates and over and above prior
values of the relationship and ratings of academic performance.
The results pertinent in answering this question are in the tables showing the correlations
between the latent variable outcomes (Table 4.10), the autoregressive path estimates (Table
4.11), and the cross-lag parameter estimates (Table 4.12). The structural models depicting these
estimates are in Figure 4.3, which highlights the standardized path estimates in the latent variable
autoregressive paths, and Figure 4.4, which depicts the path coefficients of the cross-lagged
paths between the three latent outcome variables.
The correlations between the latent variables can give an idea of the relationship between
the two variables. The student achievement assessment latent variable is highly correlated
between waves (r12 = .919, r24 = .948, r46 = .960, and r67 = .974, p < .001), and the correlations
between the Wave 1 student achievement variable and those at the other waves are also high,
potentially indicating a significant stability between the assessments over time, which is explored
through the autoregressive path coefficients later in this section.
Although not as strong in magnitude as the student achievement variables, the
correlations between the teacher ratings of academic performance variables indicate relatively
strong relationships between the variables at successive waves (r12 = .558, r24 = .714, r46 = .738,
and r67 = .791, p < .001). It is worth noting that the relationships between the Wave 1 academic
performance ratings and Waves 2, 4, 6, and 7 academic performance ratings are not as strong as
the correlations between ratings of academic performance at Wave 2 and Waves 4, 6, and 7. This
lowered correlation of the Wave 1 variable could be an indication of two things. The first is that
it could indicate that the specific academic performance ratings were not good predictors of the
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generalized performance ratings used at the remaining waves. It could also be an indication of
familiarity with the students playing a large role in the teacher ratings.
The correlations between the ratings of learning behavior indicate a strong relatedness
between measures of the ratings of learning behavior at different time points. In particular, the
correlation between the Wave 4 and Wave 6 variables is quite strong (r46 = .935, p < .001),
which indicates an increased similarity in the scores between Waves 4 and 6 compared to the
other waves. The Wave 1 measure and the measures of the variable at Waves 2, 4, 6, and 7 are
strongly correlated. The strength of the correlations between the learning behavior variables
could indicate stability in the autoregressive pathway.
Within a wave, the correlations between the student achievement assessment variables
and the ratings of academic performance variables are the highest. Their high relatedness is not
surprising, because they are essentially different measures of overlapping theoretical constructs
(academic achievement). Taking a closer look at how the two variable types correlate across
waves like in a cross-lag (i.e., Wave 1 academic performance and Wave 2 achievement
assessment, Wave 2 achievement assessment, and Wave 4 academic performance, etc.), it is
apparent that the correlations are strong as well (for example, rachieve2-perform4 = .785, p < .001).
From these correlations, it could be hypothesized that the coefficients of the cross-lags between
these two constructs might be high as well. The crossed correlations of learning behavior ratings
with achievement assessment and academic performance (i.e., learning behavior at wave t to
achievement assessment and academic performance at wave t + 1, or achievement assessment
and academic performance at wave t with learning behavior at wave t + 1) are only moderate in
magnitude. These correlations might indicate a lowered predictability between the latent
variables at alternating waves, which can be explored through the cross-lagged path coefficients.
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Table 4.10
Correlations Between Latent Variables
Wave 1

Wave 2

Wave 4

Wave 6

Wave 7

Wave Variable Achieve Perform Behave Achieve Perform Behave Achieve Perform Behave Achieve Perform Behave Achieve Perform Behave
1

Achieve

1

Perform .679**

1

Behave .472** .482**

2

Achieve .973** .573** .494**

2

Perform .741** .556** .527**

.767**

2

Behave .451** .377** .803**

.516** .602**

4

Achieve .907** .540** .496**

.939** .747** .531**

4

Perform .733** .466** .461**

.762** .709** .513**

.801**

4

Behave .540** .382** .639**

.590** .559** .760**

.637** .720**

6

Achieve .863** .512** .479**

.895** .717** .516**

.959** .777** .626**

6

Perform .703** .437** .457**

.730** .619** .506**

.774** .729** .640**

.770**

6

Behave .474** .339** .609**

.519** .480** .728**

.563** .566** .931**

.571** .703**

7

Achieve .841** .497** .465**

.872** .697** .502**

.935** .759** .612**

.975** .760** .561**

7

Perform .709** .436** .460**

.736** .611** .508**

.784** .685** .628**

.802** .787** .632**

.805**

7

Behave .399** .284** .509**

.437** .398** .606**

.473** .458** .770**

.487** .524** .810**

.498** .638**

** p < .001

.
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Figure 4.3. Phase 2 model with highlighted autoregressive pathways. The blue arrows are the student achievement autoregressive
pathways, the red arrows are the academic performance ratings autoregressive pathways, and the green arrows are the learning
behavior ratings autoregressive pathways.
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Table 4.11
Standardized Autoregressive Parameter Estimates
Predictor
Wave 1 Student Achievement
Wave 2 Student Achievement
Wave 4 Student Achievement
Wave 6 Student Achievement

Outcome
Wave 2 Student Achievement
Wave 4 Student Achievement
Wave 6 Student Achievement
Wave 7 Student Achievement

Wave 1 Academic Performance
Ratings
Wave 2 Academic Performance
Ratings
Wave 4 Academic Performance
Ratings
Wave 6 Academic Performance
Ratings

Wave 2 Academic Performance
Ratings
Wave 4 Academic Performance
Ratings
Wave 6 Academic Performance
Ratings
Wave 7 Academic Performance
Ratings

Wave 1 Learning Behavior Ratings
Wave 2 Learning Behavior Ratings
Wave 4 Learning Behavior Ratings
Wave 6 Learning Behavior Ratings

Wave 2 Learning Behavior Ratings
Wave 4 Learning Behavior Ratings
Wave 6 Learning Behavior Ratings
Wave 7 Learning Behavior Ratings

Wave 1 ARA
Wave 1 ARA
Wave 1 ARA
Wave 4 ARA
Wave 4 ARA
Wave 6 ARA

Wave 4 ARA
Wave 6 ARA
Wave 7 ARA
Wave 6 ARA
Wave 7 ARA
Wave 7 ARA

Estimate
.930**
.890**
.923**
.941**
.043
.184**
.136**
.325**
.745**
.601**
1.049**
.855**
.893**
.198**
.072**
.742**
.067*
.833**

** p < .001

The path estimates between the student achievement assessment latent variables are
evidence of a stable pathway, as all of the path coefficients are greater than or equal to .890
(Table 4.11, Figure 4.3). The interpretation of these paths is that after controlling for prior
achievement and the covariates in the model there is high predictability of the score at one wave
by the score at the wave prior. The sustained high level of stability in the student achievement
pathway is not surprising, as some items on the achievement assessments were overlapping,
depending on how the student performed on the initial routing questions. Additionally, the
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assessments were vertically scaled for continuity and easier interpretation of scores
(Tourageneau et al., 2016).
The path coefficients for the teacher ratings of academic performance autoregressive
pathway are less indicative of stability. The interpretation of the estimates in this pathway gives a
picture of just how much of the variable is explained by prior performance, relative age, and a
host of covariates. For example, the path coefficient for the Wave 6 variable regressed on the
Wave 4 variable is .136, p < .001. This estimate means that after controlling for the other
variables in the model, a 1 standard deviation unit increase in the Wave 4 variable corresponds to
only a .136 standard deviation unit change in the Wave 6 variable. Even after controlling for
prior levels of the ratings of academic performance, gender, SES, relative age, ethnicity/race, EL
status, and kindergarten repeater status, the relationship between these latent variables is low, but
the estimate does show an overall increase by Wave 7, even if that increase is not consistent.
This increase is at least partly due to the achievement cross-lag path is much lower from Wave 6
to 7. Considering the correlations between the variables at different waves, it is not surprising
that the level of stability between the ratings is so low, as the strong correlations between the
variable indicate an increased collinearity between the variables, which when controlled for,
lowers the predictability estimates. As mentioned earlier, the lack of a predictive or consistent
relationship between these two waves could be attributable to the different indicators used.
Unfortunately, using the same indicators for this latent variable at the remaining waves does not
lead to a dramatic increase in the predictability between the waves. Another explanation is that
because the first years of school are a time period during which a lot of cognitive development
happens quickly, the lack of stability in the teachers’ ratings of academic performance when
compared to the stability of assessments could be attributable to actual differences in students’
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academic performances. However, this is an unlikely explanation, as the path coefficients
between the other latent variables in this same time period of rapid development are eight to ten
times larger than those for ratings of academic performance. The incredibly low level of stability
in the beginning of this path to the increased stability between Waves 6 and 7 potentially could
be explained by the differences in the presentation of the curriculum and standards within the
primary grades. In kindergarten and first grade there is less separation of content areas than there
is at second and third grades, when students begin taking high-stakes standardized assessments
and teachers may begin specializing by content area rather than by grade level.
The teacher ratings of learning behaviors are far more stable than the ratings of academic
performance after controlling for achievement. From Wave 2 to Wave 4, the path coefficient (β =
.601, p < .001) means that after controlling for prior learning behavior ratings, relative age, and
the covariates, with every 1 standard deviation unit increase in the learning behavior latent
variable at Wave 2, there is a .601 standard deviation unit increase in the variable at Wave 4.
This relationship is indicative of more stability than the academic performance ratings, but still
lacks the stability of achievement score pathway. The other coefficients in this pathway indicate
an increased predictability between the latent variables. The estimate of the relationship between
Wave 4 and Wave 6 is over 1, which may seem counterintuitive. However, it is likely due to
multicollinearity between the variables, which in this case is made more likely because of the
lowered path coefficient between Waves 2 and 4. In other words, the Wave 2 variable was not
very predictive of the Wave 4 variable, which left a lot of unexplained variance in the Wave 4
variable unaccounted for by the Wave 2 variable, the covariates, and relative age. What was not
explained by the Wave 2 variable was explained by the Wave 6 variable, leading to the
multicollinearity and path estimate of greater than 1.
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The examination of the autoregressive pathways yielded evidence that the achievement
pathway was the most stable due to the high predictability between the latent variables at
adjacent time points. The ratings of learning behaviors pathway is not as stable as the
achievement score pathway, but the ratings of learning behaviors are more predictive of ratings
of learning behaviors at the following time point than are the teacher ratings of academic
performance variables. The autoregressive parameters describe the relationship between
variables of the same type, but the cross-lag parameters provide information about the
relationships between variables of different types (i.e., the relationship between achievement
assessment variables and ratings of academic performance variables).
The standardized path estimates for the cross-lags are recorded in Table 4.12 and
depicted in Figure 4.4. The cross-lags path coefficients from the achievement assessment
variables to the ratings of learning behaviors are low but relatively consistent as positive and
statistically significant. This relationship can be interpreted, using the relationship between
achievement scores at Wave 2 and learning behavior ratings at Wave 4 as an example, to mean
that after accounting for prior achievement scores, SES, gender, race, kindergarten repeater
status, and EL status, higher achievement assessment scores at Wave 2 are associated with higher
ratings of learning behaviors at Wave 4 over and above what is predicted by the prior learning
behavior ratings/achievement score relationship. The cross-lags between the achievement
assessment variables and the ratings of academic performance are also positive and statistically
significant, indicating in a similar fashion to the achievement assessment variables’ relationships
with the learning behavior ratings that higher achievement scores at time t predict higher ratings
of academic performance at time t + 1. These path coefficients show a slight initial decrease then
a larger decrease in the predictability of ratings of academic performance at Wave 7 by
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achievement assessment at Wave 6, which might be somewhat surprising considering the
strength of the correlations between the two variables. However, the cross-lagged path
coefficients estimate the predictive relationship between the two variables after controlling for
several covariates and prior levels of academic performance ratings, while the correlation just
describes the relatedness of the values of the variables. The predictability of teacher ratings of
academic performance by achievement assessment scores at the prior time point is probably at
least partially a testament to the inherent connection between prior achievement scores to current
ratings of academic performance because there is overlap in the underlying theoretical constructs
of the two variables. The teacher ratings of academic performance are less stable than the teacher
ratings of learning behaviors after controlling for achievement because teacher ratings of
academic performance are more related to achievement, as seen in the correlations. In other
words, after controlling for achievement, there is very little of the ratings of academic
performance left to be explained. The opposite is true for the ratings of learning behaviors in that
after controlling for achievement the path coefficients remain moderately strong because the
ratings of learning behaviors are less related to achievement than are the ratings of academic
performance.
The relationship of the learning behavior ratings to the achievement assessment scores at
the next time point is statistically significant (βlearn1-achieve2 = .113, p < .001; βlearn2-achieve4 = .057, p
< .001). The lack of sustained statistical significance in the predictive relationship of
achievement assessment scores by ratings of learning behaviors at the prior time point is not
necessarily surprising, because the variation in the achievement assessment variables is more
likely to be accounted for by previous measures of the achievement assessment variable, as
evidenced in the high stability of that autoregressive pathway. The path estimates for the
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relationship between ratings of learning behaviors to ratings of academic performance at the next
time point are positive and statistically significant, but not very large. Their relationship can be
interpreted to mean that after controlling for relative age, covariates, and prior performance
ratings, higher learning behavior ratings are predictive of higher ratings of academic
performance at the next time point.
The predictive relationship of the ratings of academic performance to the achievement
assessment and learning behavior rating latent variables is not particularly intuitive. The path
estimates indicate that with all other things being equal (controlling for the model covariates,
relative age, and prior levels of the latent variables), higher ratings of academic performance are
associated with lower ratings of learning behaviors and lower or not statistically significant
predictability of achievement assessment scores at the next time point. These path coefficients
for all of the cross-lags to the learning behavior ratings variables are statistically significant and
negative. For paths between academic performance and achievement assessment scores, the
estimate is only negative for the cross-lag between Wave 1 academic performance ratings and
Wave 2 achievement scores. The remaining cross-lags from academic performance to
achievement assessment scores are positive and not statistically significant. Because the majority
of the path coefficients for the cross-lags were small, there are not many substantive conclusions
that can be made with confidence.
To compile these results into an answer for this research question, the relationship
between student achievement assessments and teacher assessments of student behaviors and
performance is more complicated than the correlations between the variables suggest. The three
outcome variables are statistically significant and positively correlated with one another, but
after controlling for covariates and prior scores and ratings, the relationships are not as
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consistent. The predictive relationship between the two teacher ratings variables is relatively low.
It is statistically significant but not straightforward because ratings of academic performance
negatively predict learning behavior ratings at the next grade level, but learning behavior ratings
positively predict ratings of academic performance at the next grade level. Student achievement
is positively predictive of ratings of academic performance and learning behaviors at the next
grade level, but the predictability of academic performance ratings by achievement decreases
over time. Teacher ratings of academic performance negatively predicts ratings of learning
behaviors at the next grade level, but does not really predict achievement, which might seem
counterintuitive, particularly given the strong correlations between the achievement and ratings
of academic performance variables. However, as mentioned previously, correlations do not take
into account covariates or prior levels of performance. Additionally, while the cross-lags from
ratings of academic performance to achievement between grade levels are not statistically
significant, the cross-lags from achievement to the ratings of academic performance are positive
and statistically significant. This differential indicates that the relatedness between the two
variables can be described as being predicted by the prior level of achievement, but not by the
prior level of academic performance.
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Table 4. 12
Cross-lag Parameter Estimates
Predictor
Wave 1 Student Achievement

Outcome
Wave 2 Academic Performance Ratings

Wave 1 Student Achievement

Wave 2 Learning Behavior Ratings

Wave 1 Academic Performance Ratings

Wave 2 Student Achievement

-.112**

Wave 1 Academic Performance Ratings

Wave 2 Learning Behavior Ratings

-.095**

Wave 1 Learning Behavior Ratings

Wave 2 Academic Performance Ratings

.230**

Wave 1 Learning Behavior Ratings

Wave 2 Student Achievement

.109**

Wave 2 Student Achievement

Wave 4 Academic Performance Ratings

.635**

Wave 2 Student Achievement

Wave 4 Learning Behavior Ratings

.362**

Wave 2 Academic Performance Ratings

Wave 4 Student Achievement

.017

Wave 2 Academic Performance Ratings

Wave 4 Learning Behavior Ratings

Wave 2 Learning Behavior Ratings

Wave 4 Academic Performance Ratings

.090**

Wave 2 Learning Behavior Ratings

Wave 4 Student Achievement

.057**

Wave 4 Student Achievement

Wave 6 Academic Performance Ratings

.629**

Wave 4 Student Achievement

Wave 6 Learning Behavior Ratings

.149**

Wave 4 Academic Performance Ratings

Wave 6 Student Achievement

.015

Wave 4 Academic Performance Ratings

Wave 6 Learning Behavior Ratings

Wave 4 Learning Behavior Ratings

Wave 6 Academic Performance Ratings

.185**

Wave 4 Learning Behavior Ratings

Wave 6 Student Achievement

.024

Wave 6 Student Achievement

Wave 7 Academic Performance Ratings

.473**

Wave 6 Student Achievement

Wave 7 Learning Behavior Ratings

.148**

Wave 6 Academic Performance Ratings

Wave 7 Student Achievement

.026

Wave 6 Academic Performance Ratings

Wave 7 Learning Behavior Ratings

Wave 6 Learning Behavior Ratings

Wave 7 Academic Performance Ratings

Wave 6 Learning Behavior Ratings
** p < .001

Wave 7 Student Achievement
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Estimate
.654**
.171**

-.101**

-.306**

-.191**
.130**
-.002

Figure 4.4. Phase 2 model with highlighted cross-lagged pathways. The blue arrows represent the cross-lagged paths in which the
student achievement latent variables predict another latent variable at the next wave. The red arrows represent the cross-lagged
paths in which the academic performance ratings latent variables predict another latent variable at the next wave. The green arrows
represent the cross-lagged paths in which the learning behavior ratings latent variables predict another latent variable at the next
wave.

145

Conclusion
In this chapter, I have summarized and synthesized the results of this research study that
were pertinent to drawing conclusions about the research questions. I instrumented PRA to
isolate the exogenous relationship between ARA and student outcomes in the fall of
kindergarten. I used the results and path coefficients model to address Research Question 1 with
the conclusion that it is possible to estimate the effect of relative age on student outcomes in
kindergarten and that the effect is positive and statistically significant (i.e., relatively older
students earn higher scores). From there I was able to estimate the direct, indirect, and total
effects of relative age on outcomes through the end of third grade by integrating the instrumental
variable pathway into a cross-lagged autoregressive model. I used the model estimates to develop
answers to Research Questions 2 and 3. I was able to conclude that the total relative age effect on
student achievement and teacher ratings of learning behaviors begins a decrease before the end
of first grade that continues through third grade. The total relative age effect on the teacher
ratings of academic performance decreases from the spring of kindergarten through second grade
and then increases at the end of third grade. I also determined that the relationships between the
outcome variables are varied and that the teacher ratings were largely inconsistent from year to
year, but the student achievement scores were stable and could be predicted by prior
performance.
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CHAPTER FIVE
Discussion
The aims of this research study were to identify relative age effects in measures of
student achievement and teacher ratings of student performance and behavior, to track the
persistence of those age effects from kindergarten through third grade, and to explore the
relationship between the measures of student achievement and teacher ratings of student
performance and behavior. To investigate these relationships, I used an instrumental variable to
determine the causal effect of relative age and integrated that mechanism into an autoregressive
cross-lagged framework to explore the continued effects of relative age and the relationships
among the outcome variables. On the basis of the results from those analyses, I made
conclusions about the research questions and related hypotheses.
Research Question 1: How does relative age predict student performance on academic
assessments and teacher assessments of student behaviors in the primary grades after controlling
for student SES and gender?
I hypothesized that relative age would have an effect on students’ achievement
assessment scores and teachers’ assessments of students’ behaviors after controlling for SES and
gender. The results supported this hypothesis, as relative age had a positive and statistically
significant effect on all three of the outcome variables at the end of kindergarten, indicating that
at the beginning of kindergarten, being relatively older led to an increase in achievement test
scores, ratings of academic performance, and ratings of learning behaviors after controlling for
SES and gender. Relative age had a larger effect on students’ achievement assessment scores
than on both of the teacher ratings outcomes, and the effect on the ratings of learning behavior
was higher than the effect on academic performance ratings.
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There has been little prior research into how teachers’ judgments of student performance
are affected by a student’s relative age. The research on teacher judgments has not focused on
student age, only on student grade level as a predictor of accuracy in teachers’ judgments
(Paleczek et al., 2017; Valdez, 2013). The results of that research were inconsistent, as findings
supported both increased accuracy in elementary and secondary teachers when compared to each
other (Karing, 2009; Paleczek et al., 2017). I determined that at kindergarten entry, after
controlling for SES and gender, relative age had a positive, statistically significant effect on
teachers’ ratings of student academic performance and learning behavior. Although not
specifically addressed in the literature, this result is relatively intuitive, thus not surprising.
The difference in scores on achievement measures at the beginning of kindergarten
attributable to the relative age differential has been well-documented (Bedard & Dhuey, 2006;
Datar, 2006; Elder & Lubotsky, 2009; Puhani & Weber, 2007). This study adds support to the
findings that students who are relatively older when starting kindergarten have an academic
advantage, at least initially. Similar results have been used to bolster arguments for academic
redshirting and giving students “the gift of time” by delaying entry into kindergarten (Bassok &
Reardon, 2013). Historically, researchers have found that students more likely to be redshirted
are male, White, and high SES (Bassok & Reardon, 2012, 2013). From the results of this study, I
determined that males did have a higher average relative age than females. I also concluded that
those identifying as White or Asian, non-Hispanic were more likely to have an increased actual
relative age than were students identifying as a racial minority. However, I found no statistically
significant effect of SES on initial relative age. Language learner status has not been used
previously as a covariate of actual relative age, but I concluded that EL students were less likely
to be relatively old than were non-EL students. This exploration of demographic determinants of
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actual relative age adds clarification to the inconclusive research on whether SES, race, and EL
status differentially explain the decision to enter kindergarten on time or delay entry.
Research Question 2: How does the effect of relative age on measures of academic performance
and teacher ratings of student behaviors attenuate as students age?
Although the prior research on this aspect of the relative age effect is largely inconsistent
and variable, I hypothesized that age-related gaps in achievement scores would decrease through
the primary grades. The results of the current study are partially supportive of this hypothesis, as
I found positive and statistically significant direct effects of relative age on student achievement,
ratings of students’ academic performance, and ratings of students’ learning behaviors in the fall
of kindergarten, and with the exception of the effect on ratings of academic performance, the
direct effect of relative age on the outcomes dissipated by the Spring of kindergarten. The direct
effect of relative age reversed by the end of first grade, indicating that the relatively younger
students received more favorable ratings and achievement scores. However, by the end of second
grade, the direct effect of relative age was positive for both teacher rating outcomes, but
remained negative for the achievement scores. By the end of third grade, only the effect on
ratings of academic performance was statistically significant. Based on the direct effects of
relative age, I concluded that for academic assessments and ratings of students’ learning
behaviors, the effect of relative age attenuated by the end of third grade, but persisted, although
not as strongly, through third grade for ratings of students’ academic performance.
While direct effects are quite informative, they are calculated while everything else in the
model is held constant. The total effects of relative age on the outcomes at each point provide a
picture of the overall effect across time. From the calculated total effects, I determined that with
respect to achievement scores, relative age’s effect had decreased but remained statistically
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significant at the end of third grade. The total effects of relative age on ratings of academic
performance did not dissipate across the grades with increases and decreases between the waves.
While the direct effect of relative age at each wave had attenuated by third grade for achievement
scores and ratings of learning behaviors, the total effect of entering kindergarten as relatively
older decreased only for the achievement scores and actually increased for the learning behavior
ratings. Although seemingly a distinction without a difference, the direct effects of relative age
and the total effects of relative age are separate concepts, with the former often referred to as
“age at test effects” (Black et al., 2011; Datar, 2006; Elder & Lubotsky, 2009; McEwan &
Shapiro, 2008). The age at test effect is a function of how old the student is at the time of the test,
meaning if an assessment is taken by all children at the same time rather than at the same age
then there will always be younger and older children (McEwan & Shapiro, 2008). The age at test
effects are what I have referred to as direct effects of relative age throughout Chapters 3 and 4.
The total effects of relative entry age discussed in this study are more specifically the total effect
of having entered schools at an older or younger age and are related to a student’s absolute age.
It is in this section of literature on relative age effect persistence that the current study has the
most to add. To avoid introducing a confusion due to terminology, I will refer to the age at test
effects as AATE and the total effects of relative entry age as TERA.
In the past, researchers have had difficulty parsing out the AATE from the TERA as they
intertwine statistically and overlap conceptually but are often interpreted in combination simply
as relative age effects. Economists have a particular interest in the delineation of the two
concepts, as they have different implications for lifetime earnings, child care expenses, and
human capital (McEwan & Shapiro, 2008). The AATE theoretically decline over time because
they are susceptible to the influence of time spent in school (Bedard & Dhuey, 2006; Elder &
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Lubotsky, 2006). In other words, the more time students spend in school (i.e., they progress
through the grades), the less important their relative age standing becomes. The AATE are
represented in this study as the measurements of the direct effects of relative age at each wave. In
applying this conceptual framework to my results, I concluded that the AATE portion of the
relative age effect on achievement scores and teacher ratings of students’ learning behaviors
attenuates as students progress through elementary school. The AATE on teacher ratings of
student academic performance lessens by the end of third grade, but remains statistically
significant.
The TERA have increased longevity compared to AATE, and their persistence is
reminiscent of the Matthew Effect, in which students who enter school older receive
quantitatively and qualitatively improved opportunities beginning in kindergarten because of
their increased age and continue to receive such benefits throughout their education because of
prior standing. The TERA are represented in this study by the total effect of the Wave 1 relative
age on the outcomes at each wave. Analyzing the results through this lens I determined that the
effect of entering school as a relatively older or younger student remains significant, but
decreases by the end of third grade on measures of student achievement. For measures of
teachers’ perception of student performance, the TERA have a differential effect depending on
the grade level, but show no overall decrease at the end of third grade.
Because I was able to assign students an ARA at each wave, I was able to disentangle
AATE from TERA. There are only a handful of published research studies delineating the two
effects, as researchers have thought the two effects to be inseparable, arguing that a student’s age
at test and relative kindergarten entry age were “perfectly collinear” (Black et al., 2011).
Although the two effects are conceptually collinear, they are not collinear in practice as students
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move between schools with different cutoff dates and can be retained or accelerated in grade
level, both of which lead to changes in actual relative age. This practical separation is evident in
the path coefficients of the autoregressive actual relative age pathway (Chapter 4, Figure 4.2).
While the coefficients are indicative of strong predictability between the ages, they (with the
exception of relative age at Wave 2) are not collinear. As such, I was able to differentiate the
effect of being relatively young at an assessment point from the effect of entering kindergarten as
a relatively older or younger student. Prior researchers attempting to make a distinction between
the two effects did not account for changes in relative age due to moving or grade level retention
and acceleration, which complicated their ability to separate the effects statistically.
To provide a definitive answer to this research question, the effects of a student’s age at
test (AATE) begin to decline as soon as first grade, but the total effects of a student’s relative
entry age (TERA) persist through third grade, only showing a decline for student achievement
scores. The decline of the AATE is supportive of prior research that found initial effects of being
relatively older on achievement scores and academic measures begin to attenuate starting in the
primary grades (Elder & Lubotsky, 2009). The decrease in TERA on achievement measures and
lack of change on teacher ratings of academic performance and learning behaviors are supportive
of the inconsistent results of prior research on relative age, as it appears the effects are dependent
on the grade level when examined and type of outcome measure, although research on teacher
perception measures is scant (Bassok & Reardon, 2013; Crawford et al., 2017; McEwan &
Shapiro, 2008; Puhani & Weber, 2007).
To provide students with appropriate educational opportunities and services, schools
often use assessment data early in a student’s educational career to evaluate student performance
strengths and weaknesses. Educators and other decision makers use assessments of student
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ability and achievement combined with observation of student behaviors to place a student in
specific programs, advocate for educational services, and to assess student progress toward
learning goals (Cao, Jung, & Lee, 2017; Gredler, 2000). Special education and gifted education
are need-based interventions in which students must display and be identified with a need to
receive the services and supports. The current study’s results have important implications for
need-based programs in education in which teachers’ observations of student performance play a
large role. If teacher judgments and referrals are a main component of the identification for
services process and teacher judgments are affected by a student’s relative age, relatively older
students would be identified by teachers for gifted or high potential services while the relatively
younger students would be referred for special education services more often. A student’s
relative age must be taken into account when teacher judgments are used as part of the referral
process for need-based services.
The kindergarten entry age effect is an additional phenomenon not explicitly a focus of
this study, but worth mentioning nonetheless. It is a function of schools having an earlier or later
cutoff date for school entry and theoretically would affect everyone entering school under a
particular cutoff date guideline in the same way. It is represented by the effect of the entry age
variable on the outcomes. Based on the results of the current study, this cluster-level
kindergarten entry age effect on student outcomes starts out positive in the fall of kindergarten
(i.e., schools with cutoff dates early in the year have students that are relatively older), becomes
negative in first and second grades (i.e., schools with cutoff dates later in the year have students
that are relatively older), and then positive at the end of third grade. However, these results are
not statistically significant, and as such should not be used as a basis for policy implications.
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Research Question 3: What is the magnitude of the relationship between teacher
assessments of student behaviors and student performance on academic assessments in the
primary grades?
Large portions of the current research on teachers’ judgments focuses on the comparison
of the judgments to measures of academic performance rather than an analysis of the stability or
predictability of those judgments, which was the focus of this research question. From the results
of the current study I concluded that measures of student achievement are highly predictive of
student achievement at the next grade, measures of teacher perceptions of students’ learning
behaviors are moderately predictive of teacher perceptions of students’ learning behaviors at the
next grade, and measures of teacher perceptions of students’ academic performance are not very
predictive of teacher perceptions of students’ academic performance at the next grade. Student
achievement scores are predictive of academic performance ratings at the next grade level, but
the relationship does not work in the reverse direction (i.e., academic performance ratings are not
predictive of academic achievement at the next grade level). Ratings of academic performance
negatively predict ratings of student learning behaviors at the next grade level, and ratings of
student learning behaviors positively predict ratings of academic performance at the next grade
level. These results show that the relationships between teacher perceptions of student behaviors
and performance and student achievement scores are complicated, and the conclusion here is not
that one form of assessment is better than the other, but more that the assessments are capturing
different aspects of behavior or performance. If the goal of a program was to identify students for
some type of academic services based on achievement, it would be more advantageous to use
student achievement scores than teacher judgments of student achievement.
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Previous research on teacher ratings has had two areas of focus. The first is exploring
whether teachers rate students differently based on student, teacher, and assessment
characteristics. That research has produced evidence that teachers’ perceptions of student skill,
behavior, and performance vary by student race, gender, and SES, generally finding that teachers
assigned lower ratings to students who were racial minorities and from low SES backgrounds
than to White and Asian students and those from high SES backgrounds (Ready & Wright, 2011;
Valdez, 2013). The results of the current study show that the relationships between the teacher
ratings and SES were strongest in the fall of kindergarten where high SES students received
higher ratings. However, in the spring of kindergarten, first, and second grade lower SES
students receive higher teacher ratings of academic performance. The relationship of student
gender to teachers’ ratings differed by content area (Meissel et al., 2017; Pigott & Cowen, 2000;
Ready & Wright, 2011; Valdez, 2013). Additionally, researchers found significant differences in
how teachers rated student performance with students with special needs and ELs receiving
lower scores (Meissel et al., 2017). In the results of this study, teachers rated EL students higher
than non-EL students in academic performance and learning behaviors in the spring of
kindergarten, first, and second grades. Although statistically significant, the strength of the
relationships between the covariates and teacher judgment variables is low with the exception of
the SES relationship in the fall of kindergarten.
The second focus of teacher rating/judgment research is determining whether teachers are
accurate in their judgments of students’ performance. The research studies with this focus
usually compare teacher ratings of student performance to student performance on achievement
tests to determine whether there is systematic over- or under-estimation of student ability as
defined by a student’s performance on an achievement test. The overwhelming conclusion for
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these studies is that there is variability in accuracy by student demographic characteristics
(Feinberg & Shapiro, 2003, 2009; McKown & Weinstein, 2008; Rubie-Davies et al., 2012;
Südkamp et al., 2012). Researchers also found that the type of instrument used mediates
teachers’ accuracy. Teachers showed increased accuracy when using assessments that provided a
standard for comparison and have skill-specific questions (Hoge & Coladarci, 1989; Südkamp et
al., 2012). The achievement assessments used in this study were content and standards-based
with multiple-choice options for the student to indicate a definitively correct or incorrect answer.
The teacher ratings of academic performance consisted of questions asking the teacher to rate the
student’s general ability in a content area. The indicators for the teacher ratings of learning
behaviors variables were composite scores of questions on the frequency with which a student
displayed a specific behavior. The results of this study showed high consistency and stability
between years for the two measures that had either questions with correct answers (student
achievement assessments) or questions relating to very specific behaviors (teacher ratings of
student learning behaviors). Combined with evidence from prior research I conclude that a
reason for the decreased consistency in the teacher ratings is the lack of specificity in the
questions about students’ academic performance, which is more of a conclusion about the type of
assessment than the teacher’s ability to assess a student’s performance accurately. In this
research study, I analyzed the relationship between achievement scores and ratings of academic
performance and learning behaviors not to determine whether teachers were accurate in their
judgments, but rather to explore the relatedness of the measures being used as standard for
accuracy.
The results showed that the three measures were moderately to highly correlated with one
another, and the correlation between achievement scores and academic performance ratings was
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higher than the correlation between the rating scales and the correlation between achievement
scores and learning behavior ratings. Once I controlled for the demographic variables and prior
performance, the relationship between the variables was revealed as less positive than initially
concluded and provided little in the way of incremental validity. For example, the predictive
relationship between student achievement scores and academic performance ratings only worked
in one direction (i.e., student achievement scores predicted the academic performance ratings at
the next wave). Additionally, the academic performance ratings were negatively predictive of
ratings of learning behaviors at the next time point. In looking at the pattern of increase or
decrease in predictability between the assessments, it was apparent that the was a pattern of
decline in the ability of the achievement scores to predict both types of ratings at the next wave.
The learning behavior ratings failed to statistically significantly predict the next wave’s
achievement scores after kindergarten. Ratings of academic performance negatively predicted
the next wave’s learning behavior ratings. Based on only the correlations, I concluded the
measures were related and should be fairly predictive of one another, which would support their
combined use as measures of teacher accuracy, which aligns with other researchers’ examination
of the correlations (Begeny et al., 2008; Demaray & Elliott, 1998; Feinberg & Shapiro, 2003).
However, looking at the predictive relationships and longitudinal patterns in the relationships
between the three measures I do not find it advisable to use these particular assessments in
combination to determine a teacher’s judgment accuracy, particularly beyond the primary years.
The judgment of accuracy has the inherent implication that there is a correct or incorrect
answer. The achievement assessments used in this study and by prior researchers provide the
stability of a right or wrong answer and thus a standard for comparison. The teacher ratings were
measures of teacher perception, which do not have the benefit (or detriment, as the case may be)
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of a definitively right or wrong answer. A comparison of the two types of assessments yields
only an estimate of the precision or alignment between the two types of assessment. There is a
wealth of research that has concluded that teachers’ judgments, which are based on perceptions,
are subject to bias and those biases have been shown to inform teacher perceptions (Jamil et al.,
2018; McKown & Weinstein, 2008; Rubie-Davies et al., 2012; Südkamp et al., 2012). In the
current study the variables that influenced teacher ratings were students’ relative age, SES,
gender, and EL status. The teacher ratings of academic performance were more influenced by
these variables than were the ratings of learning behaviors. However, labeling teachers as
inaccurate because of their perceptions is a misrepresentation of the knowledge teachers possess
about their students and of the purposes of the assessments. Teachers are primary sources of
knowledge about student performance, strengths, and weaknesses (Ready & Wright, 2011;
Südkamp et al., 2012, 2014) and their perceptions of students’ behaviors and performance are
invaluable. Their judgments capture aspects of the student’s behavior and performance not
necessarily captured by achievement assessments, as evidenced by the misalignment of the
students’ scores and teachers’ ratings in the current study.
Limitations
The majority of the limitations for this study are the by-products of using data previously
collected by another research team. The first limitation was my lack of involvement and input as
to the kind of data collected, how it was collected, or the variables that were included in the
dataset. The second limitation was that changes were made to some of the instruments between
waves, which decreased the level of consistency I could maintain between assessments. Another
limitation was that some areas of the data were incomplete (e.g., school start dates and cutoff
dates), incorrect (e.g., grade levels reported at Wave 6), or not included (e.g., day of birth) and
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had to be accounted for independently and individually, which potentially limited the accuracy of
some variables. Additionally, although this nationally-representative sample was weighted to
account for non-compliance, attrition, and sub-group oversampling, the results of this study are
not generalizable beyond students who were in kindergarten in the United States in 2010-2011.
While a large sample size lends power to the conclusions made from a research study and affords
a large range of demographic subgroup representation, it decreases the applicability of traditional
tests and values of significance.
Implications
The findings from this research study have implications for policy surrounding
identification of students for educational services and are of particular interest to areas of
education that rely on teacher referrals and judgments for making decisions about student need
and placement in need-based programming (e.g., gifted education and special education). The
differences in persistence of the effects of age by type of assessment are both encouraging and
discouraging for need-based programming. It appears that any effect of relative age dissipates (or
is in a decline) by the end of third grade for measures of student achievement. This result is
positive for those areas of education that rely on achievement assessments to make decisions
about programming and instructional opportunities for students, as relative age lends less of an
influence as time passes. The aspect of the persistence of relative age effects on teacher report
measures is that the direction and strength of the effect are dependent on the type of measure and
the time/grade level at which a student is assessed. This result is less positive for areas of
education that rely on teacher referral for determining a student’s eligibility for educational
services. However, the results also show that teacher report measures that require teachers to
make judgments on the frequency or quality of specific skills and behaviors are far more
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predictive of one another at different time points than are measures requiring judgments of
generalized ability. The results of this study do not support the recommendation that teachers
nominate students for special education services. Teacher recommendations and evaluations of
student performance remain important, but teacher input might be better as one element of a
portfolio evaluation of student performance rather than the initiating piece of a process unless
advances are made to combat the systematic variation of the differential judgements.
Based on the results of the current study, students that start school as relatively young are
at a disadvantage in teacher judgments and academic achievement through third grade. However,
being relatively young is not a disadvantage within a grade level. It is only whether a student it
relatively old or young when starting kindergarten that has the lasting effect. The results of this
study do not necessarily support the practice of redshirting. To provide a recommendation
regarding redshirting, I would need to investigate the group differences between those not
entering school when first eligible compared to those who entered when first eligible. This
analysis is planned as an area for future research.
Areas for Future Research
An area of future research is one that focuses on the separation of the total effects of
kindergarten entry relative age from the age at test effects. By accounting for the changes in
relative age at each wave of testing it is possible to separate the two effects. The few studies that
have been published about analyzing the effects separately have employed a regression
discontinuity design, which, while effective, can sometimes have a disadvantage of a smaller
sample size as it is dependent on children of the same age being in different grade levels. An
additional area of future research is the measurement of teacher perceptions and investigation of
how to limit bias in the judgments made based on those perceptions. The current research on the
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topic does not provide conclusions for remedying the effects of bias due to age or demographic
characteristics. However, additional research could allow for alleviating the differential in
identification for and provision of need-based services that depend on teacher referral.
Conclusion
Children enter kindergarten as a part of an annual cohort in which there are relatively
younger students and relatively older students. This range of relative age is at least 11 months,
which is accompanied by a broad range of skills, abilities, strengths, and weaknesses. To
decrease this skill gap, teachers determine what a student needs academically, typically through
testing and observation. The results of these tests, coupled with teacher observations of student
behavior, can be used to identify a student’s need for remedial or accelerated classes, the receipt
of which could influence his/her ultimate educational attainment. Researchers have determined
that relative age has an effect on students’ academic achievement and performance, which could
further exacerbate the already wide range of skills at kindergarten entry.
In this study, I explored the mechanism of relative age effects in the primary grades. I
determined that the effect of relative age on student achievement attenuates as the grade level
increases, but the effect on teacher ratings of student behavior and performance continues into
the third grade. Because both types of assessments are used regularly in the identification of
students for additional educational programs in the early grades, it is important for educators and
decision-makers to consider the potential influence of a student’s relative age on his/her
assessment performance, particularly in the early grades.
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Appendix A
Summarized Review of Literature

Study

Date

Type of Study and
data used
Quasi-experimental;
Israel Ministry of
Education records
on fifth and eighth
grade students from
2002-2006
Quasi-experimental;
1995 and 1999
TIMSS, ECLS,
NELS
Quasi-experimental;
Norwegian Registry
Data up to 2006

Relative Age Relationship to
Achievement
Educational
Scores/ Cognitive
Attainment
Assessments
Increased scores
for old-for-grade
students

Attar &
Cohen-Zada

2017

Bedard &
Dhuey

2006

Black,
Devereux, &
Salvanes

2011

Carlsson,
Dahl, Ockert,
& Rooth

2015

Quasi-experimental;
Swedish National
Service
Administration data
from 1980 to 1994

Effect seen in early
grades may be due
to type of
intelligence tested

Cascio &
Schanzenbach

2016

Experimental;
Project STAR data
from 79 Tennessee
schools

Relatively old
students have lower
achievement;
young-for-grade
students are
advantaged by
spill-over effects
from being with
older students

Relative Age Differences by
Special/Gifted
Sex
SES
Education
Services
No effect
No effect

Increased scores
for old-for-grade
students on
achievement tests
No effect

Lasts into
adulthood

Old-forgrade boys
are more
likely to have
poor mental
health as
adults
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Persistence of
Relative Age
Effect
Lasts through
eighth grade

No long-term
benefit in being
old-for-grade

Effect on math
and reading
comprehension
exists in earlier
grades, but not
later
Gradual
decrease as
students age; but
effects of
absolute age last
longer than
relative age at
least through
eighth grade

Study

Date

Type of Study and
data used

Crawford,
Dearden, &
Greaves

2017

Quasi-experimental;
National Pupil
Database,
Millenium Cohort
Study, Avon
Longitudinal Study
of Parent and
Children,
Longitudinal Study
of Young People in
England
Quasi-experimental;
ECLS-K (1998-99)

Datar

2006

Dhuey &
Lipscomb

2010

Quasi-experimental;
ECLS-K (1998-99),
NELS 1988, and
ELS 2002

Dobkin &
Ferreira

2010

Quasi-experimental;
2000 Decennial
Census Long Form
data for California
and Texas

Relative Age Relationship to
Achievement
Educational
Scores/ Cognitive
Attainment
Assessments
Decreased
Lower grades for
for youngyoung-for-grade
for-grade
students
students

Increased scores
for old-for-grade
students on
achievement tests
and steeper growth
rates in 1st and 2nd

Relative Age Differences by
Special/Gifted
Sex
SES
Education
Services
Young-forgrade students
more likely to
be labeled as
Special
Education

Delaying
school entry
by one year
benefitted
boys
Effect is
apparent for
boys as early
at
kindergarten,
but not for
girls until
third grade

Increased
for youngfor-grade
students

Lower scores for
young-for-grade
students
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Low SES
students that
delayed entry
for one year,
had steeper
growth rates
No effect

Persistence of
Relative Age
Effect
For socialemotional
development,
effects do not
last into
adulthood; for
education,
effects lessen
with age, but
last into
adulthood
Lasts through
early grades

Young-forgrade are overreferred for
special
education
services;
Youngest in a
grade has a 24
to 60% of
being labeled
as Special
Education
Not necessarily
long-lasting

Study

Date

Type of Study and
data used

Elder &
Lubotsky

2009

Quasi-experimental;
ECLS-K (1998-99)
and NELS 1988

Fertig &
Kluve

2005

Fredriksson
& Ockert

2014

Quasi-experimental;
Young Adult
Longitudinal Survey
1991-1995/1996
from East and West
Germany
Quasi-experimental;
Statistics Sweden
administrative data
1935-1955

Lubotsky &
Kaestner

2016

Quasi-experimental;
ECLS-K (1998-99)
and NELS 1978

Relative Age Relationship to
Achievement
Educational
Scores/ Cognitive
Attainment
Assessments
Increased scores
for old-for-grade
students on
achievement tests;
having older
classmates
increases reading
and math
achievement

No effect

Increased
for old-forgrade
students

Old-for-grade
students initially
scored higher on
cognitive and noncognitive
measures; no
difference in
growth on noncognitive measures
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Relative Age Differences by
Special/Gifted
Sex
SES
Education
Services
Being oldHigher rates of
for-grade is
ADD and
more of an
ADHD
advantage for diagnoses in
high SES
relatively
students
young

Persistence of
Relative Age
Effect
Age-related
gaps gone by
third grade for
low SES and by
eighth grade for
high SES;
positive effect
for old-for-grade
students gone by
end of first
grade
Any effect
dissipates
quickly once
students start
school
When test
results are used
for grouping by
performance
early on, the
relative age
effect lasts
longer
Old-for-grade
students have
slower academic
growth on
cognitive tests
after first grade

Study

Date

McEwan &
Shapiro

2008

Puhani &
Weber

2007

Type of Study and
data used
Quasi-experimental;
1997-2004 National
School Assistance
and Scholarship
Board annual
survey of first
graders; 2002
National Sysstem of
Education Quality
Measurement
survey of fourth
graders; 1999
TIMSS
Quasi-experimental;
PIRLS 2001,
2004/2005
administrative
German school data

Relative Age Relationship to
Achievement
Educational
Scores/ Cognitive
Attainment
Assessments

Relative Age Differences by
Special/Gifted
Sex
SES
Education
Services
Being oldfor-grade is
more of an
advantage for
boys

Increased
for old-forgrade
students

Effect on test
scores is
larger for
girls than
boys

Increased for oldfor-grade students
on achievement
tests
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Persistence of
Relative Age
Effect
Lasts through
eighth grade

Appendix B
Unweighted number (percentages) of sampled children in school year 2010-11
Characteristic

Total

Public School

Private School

18,170

15,950 (87.8)

2,220 (12.2)

Census Region
Northeast
Midwest
South
West

3,010 (16.6)
3,870 (21.3)
6,640 (36.5)
4,660 (25.6)

2,540 (15.9)
3,220 (20.2)
6,070 (38.0)
4,130 (25.9)

470 (21.1)
650 (29.3)
570 (25.7)
530 (23.9)

Locale
City
Suburb
Town
Rural

6,010 (33.1)
6,790 (37.4)
1,410 (7.7)
3,960 (21.8)

5,250 (32.9)
5,750 (36.0)
1,250 (7.9)
3,700 (23.2)

760 (34.3)
1,050 (47.1)
150 (6.8)
260 (11.8)

Total
a

Religious affiliation
Catholic
Other religious
Nonreligious, private
Child’s race/ethnicity
White, non-Hispanic
Black, non-Hispanic
Hispanic
Asian, non-Hispanic
Native Hawaiian/Other
Pacific Islander, nonHispanic
American Indian or Alaska
Native,
non-Hispanic
Two or more races
Unknown
a

860 (4.7)
900 (5.0)
460 (2.5)

860 (4.7)
900 (5.0)
460 (2.5)

8,500 (46.7)
2,400 (13.2)
4,590 (25.2)
1,540 (8.5)

7,180 (45.0)
2,160 (13.5)
4,260 (26.7)
1,360 (8.5)

1,320 (59.2)
240 (10.7)
320 (14.5)
190 (8.3)

120 (0.6)

100 (0.6)

20 (0.8)

170 (0.9)

160 (1.0)

10 (0.4)

830 (4.5)
50 (0.2)

710 (4.4)
30 (0.2)

120 (5.3)
20 (0.8)

States in each region:
Northeast: Connecticut, Maine, Massachusetts, New Hampshire, New Jersey, New York, Pennsylvania, Rhode Island, and Vermont
Midwest: Illinois, Indiana, Iowa, Kansas, Michigan, Minnesota, Missouri, Nebraska, North Dakota, Ohio, South Dakota, and
Wisconsin
South: Alabama, Arkansas, Delaware, Florida, Georgia, Kentucky, Louisiana, Maryland, Mississippi, North Carolina, Oklahoma, South
Carolina, Tennessee, Texas, Virginia, West Virginia, and the District of Columbia
West: Alaska, Arizona, California, Colorado, Hawaii, Idaho, Montana, Nevada, New Mexico, Oregon, Utah, Washington, and
Wyoming
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