We prove the existence of the persistence exponent
1 n log Pµ(X0 ∈ S, . . . , Xn ∈ S)
for a class of time homogeneous Markov chains {Xi} i≥0 in a Polish space, where S is a Borel measurable set and µ is an initial distribution. Focusing on the case of AR(p) and MA(q) processes with p, q ∈ N and continuous innovation distribution, we study the existence of λ and its continuity in the parameters of the AR and MA processes, respectively, for S = R ≥0 . For AR processes with logconcave innovation distribution, we prove the strict monotonicity of λ. Finally, we compute new explicit exponents in several concrete examples.
1. Introduction. Let {X i } i≥0 be a time homogenous Markov chain on a Polish space with transition kernel P (x, dy). For a given Borel measurable set S, we are interested in the asymptotics of the persistence probability p n (P, S, µ) := P µ (X i ∈ S, 0 ≤ i ≤ n) = S n+1 P (x i , dx i+1 )µ(dx 0 ), where µ is the initial distribution, i.e. the law of X 0 . We stress that we shall be particularly interested in non-compact S. We will be interested in the existence of the persistence exponent λ = λ(P, S, µ), defined as (1.1)
− log λ(P, S, µ) := lim and theoretical physics. For recent surveys on persistence probabilities we refer the reader to [7] for a theoretical physics point of view and to [3] for a review of the mathematical literature. Our approach exploits the Markovian structure and relates the persistence exponent to an eigenvalue of an appropriate operator, via the Krein-Rutman theorem. Such ideas have been extensively employed to study general version of the persistence problem for Markov processes, under the name of quasistationary distributions (see Tweedie [23, 24] , and for more recent work, see e.g. [8, 9, 21] ). We work under somewhat different assumptions than is typical in that literature, for the sake of the applications that we have in mind. In particular, we do not assume that the operator is irreducible; and much of our effort lies in deriving the existence of the persistence exponent and its properties directly in terms of the kernel. The quasi-stationary approach developed in [23, 24] shows, under assumptions that are not always satisfied in the examples that we consider, the equivalence of the exponent's existence and properties of the eigenvalue equation determined by P S (c.f. (1.3) for the definition of P S ). One of our key observations is that, even in very natural examples as in Section 5, we often need to work not with P S but rather with a modification of it. In addition, the existing literature is focused on persistence exponents for Dirac initial conditions, whereas we in general require the initial distribution µ to charge all open sets. If the operator P S is assumed to be irreducible, then all our results apply to degenerate initial distributions. Even in the irreducible case, the persistence exponent need not exist for general initial distributions; see Proposition 2.2 for an example where the persistence exponent exists and is universal if the initial distribution is an atom, but needs not exist for general initial distributions.
One upshot of our approach is a study of monotonicity and continuity properties of the persistence exponent in parameters of the kernel P S . We illustrate this in the case of AR and MA processes, where the kernel (and thus the persistence exponent) depends on the coefficient vector. In this context, we derive a monotonicity lemma (Lemma 5.3) that might be of independent interest. As an application, we prove strict monotonicity of the persistence exponent for AR(p) processes with log concave innovation distributions. Finally, we demonstrate the strength of our approach by computing a number of new persistence exponents in concrete examples by solving the corresponding eigenvalue equation.
The outline of the paper is as follows: Section 1.1 contains our main abstract existence result. The short and technical Section 1.2 contains an abstract monotonicity lemma and a continuity lemma. The abstract framework is then applied in Section 2 to auto-regressive (AR) and moving-average (MA) processes, where existence of the exponent, continuity of the exponent, (strict) monotonicity results, and the question whether the exponent is degenerate are discussed. Finally, Section 3 contains a number of concrete cases where we are able to solve the eigenvalue equation, i.e. to find the leading eigenvalue explicitly. Sections 4-6 are devoted to the proofs corresponding to the former three topics, respectively.
1.1. Existence of the exponent. We begin with a definition. Note that the limit in (1.2) exists by sub-additivity, and that λ(K) ≤ ||K||. Note also that p n (P, S, µ) = S P n S 1(x)µ(dx), where P S is the linear operator on B(S) defined by We recall that an operator K from C b (S) to itself is called compact if for any sequence {g n } n≥1 in C b (S) with ||g n || ∞ ≤ 1 one finds a subsequence {n k } k≥1 such that {Kg n k } k≥1 converges in sup norm. (i) K is a non-negative linear operator which maps C b (S) into itself, and K k is compact for some k ≥ 1. (ii) µ is a probability measure such that µ(U ) > 0 for any non empty open set U ⊆ S.
Then,
Further, if λ(K) > 0, then λ(K) is the largest eigenvalue of the operator K, the corresponding eigenfunction ψ ∈ C b (S) is non-negative, and there exists a bounded, non-negative, finitely additive regular measure m on S which is a left eigenvector of K corresponding to the eigenvalue λ(K), i.e.
Remark 1.3. 1) Replacing K by P S in Theorem 1.2 yields a sufficient condition for the existence of a universal persistence exponent for all initial conditions µ satisfying condition (ii). As we will see in Section 2, this is not always the best choice.
2) The assumption of compactness of K k for some k (rather than the compactness of K itself ) is (a) sufficient for the proof to go through and (b) necessary for dealing with some concrete examples. For example, the MA(q) process has P S typically not compact, whereas P q+1 S is compact.
3) The left eigenvector m in Theorem 1.2 is only finitely additive. This is a consequence of the fact that S can be (and typically is, in our applications) non-compact. This complicates some of the following arguments. For example, the proof of Proposition 3.6 would be immediate if m were a measure.
Properties of exponents.
We begin with a definition. Definition 1.4. Suppose S is equipped with a partial order ≤ S . Let B +,> (S) denote the class of bounded, non-negative, non-decreasing (in the sense of this partial order) measurable functions on S.
A non-negative bounded linear operator K on B(S) is said to be nondecreasing with respect to the partial order ≤ S , if K maps B +,> (S) to itself.
The following lemma gives a sufficient condition for comparing λ(K 1 ) and λ(K 2 ) for two bounded non-negative linear operators K 1 , K 2 . Lemma 1.5. Let K 1 and K 2 be two bounded non-negative linear operators on B(S), such that the following conditions hold:
(i) There exists a non-negative measurable function h on S such that
Then for any g ∈ B +,> (S) we have
The next lemma, relating the continuity of exponents to continuity in operator norm, is useful when studying the continuity of exponents.
2. Results for AR and MA processes. In this section we consider auto-regressive processes and moving-average processes.
2.1. Auto-regressive processes. First we deal with auto-regressive (AR) processes of order p ∈ N, defined as follows. Let {ξ i } i≥p be a sequence of i.i.d. random variables of law F possessing a density function φ(·) with respect to the Lebesgue measure. Let a := (a 1 , . . . , a p ) ∈ R p be a vector, called coefficient vector. Given Z 0 := (Z 0 , . . . , Z p−1 ) ∈ R p independent of the sequence {ξ i }, we define an AR(p) process {Z i } i≥p by setting
The law of Z 0 is denoted by µ and called the initial distribution. Let K :
Under the above assumptions,
In handling the existence of persistence exponents for the AR(q) process, we have to distinguish the cases a ≤ 0, a ≥ 0, and
is the largest eigenvalue of the operator K from (2.1), viewed as an operator mapping C b [0, ∞) p to itself. The corresponding eigenvector ψ is non-negative and continuous.
is a sequence of vectors in (−∞, 0] p converging to a and a p < 0, then we have lim k→∞ θ F (a (k) ) = θ F (a).
As the next proposition shows, the persistence exponent may not exist for some initial distributions, if the coefficient vector a in Theorem 2.1 is allowed to have positive entries. Proposition 2.2. Suppose {Z i } is an AR(1) process with innovation distribution F = N (0, 1), and a 1 ∈ [0, 1).
(a) If the initial distribution is µ := N 0,
then there exist sequences {m k } k≥1 and {n k } k≥1 such that
where θ F (a 1 , µ) is as in part (a). In particular, the exponent θ F (a 1 , µ) does not exist for any a 1 ∈ (0, 1), whereas θ F (0) =
exists, and equals θ F (a 1 , µ) of part (a).
It follows that the AR(1) operator K = P S with a 1 ∈ (0, 1) and F = N (0, 1) is no longer compact on C b [0, ∞) , as otherwise Theorem 1.2 would be applicable with K = P S , giving the existence of an exponent in part (b). On the other hand, there does exist a universal exponent for initial distributions consisting of a single atom. This motivates our focus in this paper on studying nonatomic initial distributions.
In order to derive an existence result for situations where the operator P S is not compact, one needs to make a judicious choice of the operator K in Theorem 1.2. This requires additional assumptions on the initial measure and innovation. We focus below on the contractive case p j=1 |a j | < 1.
, and let {Z i } i≥0 be the associated AR(p) process. Further assume that there exists δ > 0 such that
The corresponding eigenfunction ψ is non-negative and continuous.
As mentioned before, the proof of Theorem 2.3 employs a modified version of the operator P S , which now turns out to be compact if p j=1 |a j | < 1. The motivation behind the modification of the operator borrows from [2, 5, 20] , who use a similar strategy to deal with AR(1) processes with Gaussian innovations starting at stationarity. An equivalent proof of Theorem 2.3 might be obtained by replacing the sup norm topology on C b ([0, ∞) p ) by a weighted sup norm with geometrically growing weights, which ensures that P S is compact with respect to this new topology.
2.1.1. Strict monotonicity of the exponent. If we restrict a to the non negative orthant [0, ∞) p , a simple coupling argument shows that the function a → P a (min 0≤i≤n Z i ≥ 0) is monotonically non decreasing in a. In particular, if both exponents exist then we have θ F (b, µ) ≥ θ F (a, µ) for b ≥ a. Note however that if in Proposition 2.2, the limit in (2.3) equals 0, then the same proof shows that the corresponding exponent θ F (a 1 , µ) exists and equals 0 for all a 1 ∈ (0, 1), and consequently the function a 1 → θ F (a 1 , µ) is not strictly monotone. Our next theorem shows that if F has a log concave density on R and the initial distribution has finite exponential moment, then the map a → θ F (a) is strictly increasing on the set {a ≥ 0 : p j=1 a j < 1}. The exponential decay of log concave densities ensures that (2.7) holds, and so Theorem 2.3 guarantees the existence of a non-trivial exponent which is free of the initial distribution.
Theorem 2.4. Assume that φ is a strictly positive log concave density over R, that a ≥ 0, p j=1 a j < 1, and that µ satisfies (2.6). Then b ≥ a with
We complete the picture on the positive orthant through the next proposition, which states that the persistence exponent θ F (a) = 1 for all a ≥ 0 such that p j=1 a j > 1, for any innovation distribution F . Proposition 2.5. Assume that a ≥ 0 and
Proposition 2.5, together with Theorems 2.3 and 2.4, gives an almost complete picture in terms of monotonicity on the positive orthant. The function a → θ F (a, µ) is continuous and non-decreasing on {a : p j=1 a j < 1}, and identically equal to 1 on the set {a : p j=1 a j > 1}. If further the innovation density is log concave and the initial distribution has finite exponential moment, then the exponent is strictly increasing on { p j=1 a j < 1}. In the critical case, the exponent is usually one, as shown in some specific examples in [6, 11] . 2.1.2. Positivity of the exponent. Part (b) of Theorem 2.1 and Theorem 2.3 give conditions ensuring that the exponent is non-trivial, i.e. the persistence probability decays at an exponential rate. The next proposition generalizes this to show that no matter what the coefficient vector a may be, the exponent can never be 0, i.e. the persistence probability can never decay at a super exponential rate. Proposition 2.6. Fix p ∈ N, parameters a, an innovation distribution such that 0 is an interior point of its support, and µ satisfying µ((0, δ) p ) > 0 for every δ > 0. Let {Z i } i≥0 be the associated AR(p) process. Then,
In particular, if θ F (a, µ) exists then it must be positive.
Remark 2.7. One cannot dispense completely of the assumptions in Proposition 2.6. Indeed, concerning the condition on initial distribution, when p = 1, 4) )) = 1 and P F ((0, 1)) = 1, one sees that Z 0 ≥ 2 forces Z 1 = − 1 2 Z 0 + ξ 1 < 0, and so θ F (a 1 , µ) = 0. On the other hand, concerning the condition on the innovation distribution, if p = 1, a 1 = 1, P F ((−1, −2)) = 1 and µ((x, ∞)) = e −x 2 for all x > 0, one obtains that P(min 0≤i≤n Z i ≥ 0) ≤ P(Z 0 ≥ n) = e −n 2 , and so again θ F (a 1 , µ) = 0.
2.2. Moving Average processes. Let {ξ i } i≥−q be a sequence of i.i.d. random variables from a continuous distribution function F . For a coefficient vector a := (a 1 , . . . , a q ) ∈ R q define the moving average (MA(q)) process {Z i } i≥0 by setting
Theorem 2.8. For all MA(q) processes with
is the largest eigenvalue of the operator K defined in (2.8), and the corresponding eigenfunction ψ(·) is non-negative and continuous.
The next theorem establishes the continuity of the MA(q) persistence exponent.
Theorem 2.9. In the setting of Theorem 2.8, the function a → β F (a) is continuous on R p . Theorem 2.8 shows that β F (a) ∈ [0, 1). As noted in [17, 19] , for the particular case q = 1 and a 1 = −1 and any innovation distribution with a continuous density, we have (2.10)
and so β F (−1) = 0. The next proposition gives a necessary and sufficient condition for β F (a) > 0.
Proposition 2.10. Suppose that {Z i } i≥0 is a MA(q) process such that
3. Exponents for concrete cases. Using our operator approach, we can compute the persistence exponent in a number of concrete examples.
3.1. AR(1) processes. We begin with the computation of the persistence exponent for AR(1) processes with uniformly distributed innovations.
Proposition 3.1. Let {Z i } i≥0 be an AR(1) process with a 1 = −1, arbitrary initial distribution µ, and with innovation density φ(
Our second example concerns exponential innovations.
Proposition 3.2. Let {Z i } i≥0 be an AR(1) process with a 1 < 0, arbitrary initial distribution µ, and standard exponential innovations. Then
MA(1) processes.
We next consider MA(1) processes, starting with uniform innovation density.
where λ is the largest real solution to the equation
For a = b in Proposition 3.3, one obtains β F (1) = 2/π. The next theorem shows that for continuous symmetric innovation distributions this value is universal.
Theorem 3.4. Let {Z i } i≥0 be a MA(1) process with a 1 = 1 and symmetric innovation density. Then
Theorem 3.4 first appears in [19] , where the proof technique is different.
We show in Proposition 3.5 below that the universality in Theorem 3.4 does not extend to discrete distributions. In fact, for discrete innovation distributions F , there can be non-trivial differences between the two quantities
and (1) process with a 1 = 1 and Rademacher innovations, i.e. ξ i equal ±1 with probability 1/2. Then
Our final example considers MA(1) processes with exponential innovation distribution.
Proposition 3.6. Let {Z i } i≥0 denote an MA(1) process with a 1 ∈ (−1, 0) and standard exponential innovations. Then
Proof of the results of Section 1.
Proof of Theorem 1.2. The upper bound is simple: using that 1(·) ∈ C b (S), we obtain from (1.2) that
We turn to the lower bound. We may and will assume that λ := λ(K) > 0 since otherwise there is nothing left to prove. Note that C b (S) equipped with the sup norm ||g|| ∞ := sup x∈S |g(x)| is a Banach space (even if S is not compact, see [14] , p. 257). Thus denoting by
and so an application of the Krein-Rutman theorem (see [10, Theorem 19.2] and [1, Problem 7.1.9]) yields the existence of a non-negative continuous functionψ ∈ C b (S),ψ = 0, such that
we note that ψ ∈ C b (S). Also note that ψ(x) ≥ λ k−1ψ (x), and so ψ is non-zero and non-negative. Finally a telescopic cancellation gives
and so Kψ = λψ. Thus, setting c := ||ψ|| ∞ > 0, we obtain
Integrating the last inequality with respect to µ gives
Since S ψ(x)µ(dx) > 0 by assumption (ii) on µ, the lower bound in (1.4) follows at once. Finally, the fact that λ = λ(K) is the largest eigenvalue of K follows from the fact that λ k is the largest eigenvalue of K k , another consequence of the Krein-Rutman theorem. Also, existence of the left eigenvector m follows from [ Proof of Lemma 1.5. Since g ∈ B +,> (S), using assumption (ii) we have
, which is the desired conclusion for i = 1. To verify the statement for general i, we proceed by induction:
In the last display, we use the fact that K i−1 1 (g) ∈ B +,> (S) along with condition (i) for the first inequality, and the induction hypothesis along with the fact that K 2,h preserves the ordering in the second inequality, which is true of any non negative operator.
Proof of Lemma 1.6. Since ||K ℓ − K ∞ || converges to 0, without loss of generality assume ||K ℓ − K ∞ || ≤ 1. Also without loss of generality by scaling all operators involved if neccessary, we can assume that ||K ∞ || ≤ 1. Thus, for any f ∈ B(S) with ||f || ∞ ≤ 1 and δ > 0 arbitrary we have
which upon taking sup over f and invoking (1.2) gives
Letting ℓ → ∞ followed by δ → 0 gives lim sup
which is the upper bound. The lower bound follows by a symmetric argument, reversing the roles of K ℓ and K ∞ .
5. Proofs of the results of Section 2.
Proof of the results of Section 2.1.
Proof of Theorem 2.1. The proof is based on Theorem 1.2 with S := [0, ∞) p ⊂ R p , K = P S and k = p, and consists in checking the assumptions there, and in particular the compactness of K p .
(a) If a = 0 then the process is i.i.d. for which all conclusions are trivial. Thus assume w.l.o.g. that a = 0, and that a p < 0 (otherwise we can reduce the value of p). Note that
and so given a sequence of functions {g n } n≥1 such that ||g n || ∞ ≤ 1 we have
On the other hand, for
where P p (x, .) is the law of X p given X 0 = x. Now given ε > 0 there exists a non negative continuous integrable functionφ : R → R such that R |φ(x) −φ(x)|dx < ε, which in particular implies Rφ (x)dx ≤ 1 + ε. Using this we have
Finally, using the continuity ofφ, the function 
and so we have proved the existence of a convergent subsequence in sup norm on [0, ∞), and thus the compactness of K p . An application of Theorem 1.2 then yields part (a).
(b) The fact that θ F (a) > 0 follows from Proposition 2.6 along with the assumption that µ has full support, and P F (ξ 1 > 0) > 0. For the other inequality, for any non-negative function g ∈ B([0, ∞) p ) such that ||g|| ∞ ≤ 1 we have
(c) By assumption we have lim k→∞ a (k) p = a p < 0, and so there exists δ > 0 such that a
which on taking a sup over f such that ||f || ≤ 1 and letting
a,S || = 0, which, using Lemma 1.6, gives the desired conclusion.
The proof of Proposition 2.2 uses the next lemma, which is an adaptation of [12, Theorem 1.6] and [13, Lemma 3.1] for discrete time Gaussian processes. Because of the discreteness of the involved processes, we are able to verify continuity of the persistence exponent of any stationary Gaussian process (with non negative correlations) in its levels (c.f. (5.5)), thereby removing one of the conditions of [12, Theorem 1.6].
Lemma 5.1. For all k ≥ 1 let {Z k (i)} i≥0 be a discrete time centered Gaussian sequence with non negative correlation function A k (·, ·), such that
for some function A(·). Suppose further that
Then for every r ∈ R we have
where {Z(i)} i≥0 is a centered stationary Gaussian sequence with covariance
Proof. To begin note that the proof of the continuous case [12, Theorem 1.6] goes through verbatim in the discrete case under (5.4) and the extra assumptions of [12, Theorem 1.6] , namely that for every r ∈ R we have
and that for every z ∈ R and positive integer M , we have
[12, Theorem 1.6] considers the case r = 0, but a similar argument applies for any r ∈ R. It thus remains to verify these two extra conditions, of which (5.6) follows from (5.3). Proceeding to verify (5.5), without loss of generality set r = 0. We will show that
Toward this end, fixing ε, δ > 0 and intersecting with the set {|i ∈ [0, n] : Z(i) ∈ (−ε, 0)| > nδ} and its complement, we have
where [0, n] ℓ is the set of all integer tuples in [0, n] ℓ+1 with all entries distinct. For estimating the first term in the RHS of (5.8), on the set {Z(i r ) ∈ (−ε, 0), 0 ≤ r ≤ ℓ} with ℓ ≥ nδ, there must be at least
where g is a summable function satisfying sup i≥0,k≥1
for all τ ≥ 0, the existence of which is guaranteed by (5.4). By choosing p large enough we can ensure that all eigenvalues of B lie within [1/2, 3/2], which gives
Plugging this in the first term of the RHS of (5.8) we get the bound
which on taking log, dividing by n and letting n → ∞ gives followed by ε → 0 gives −∞, for every δ > 0 fixed. Thus this term does not contribute to the limit. For estimating the second term in the RHS of (5.8), using the non negativity of the correlation function, we get
This gives the bound (n + 1) n + 1 ⌈nδ⌉
for the second term in the RHS of (5.8). Taking log, dividing by n and letting n → ∞ followed by δ → 0, we conclude that
To complete the proof, we need to show that
The argument is similar to the previous one: fixing ε, δ > 0 and intersecting with the set {|i ∈ [0, n] : Z(i) ∈ (0, ε)| > nδ} and its complement, we have if necessary, we can also assume that √ ε k log x k diverges to +∞. Setting m k := ⌊ √ ε k log x k ⌋ and fixing a 1 ∈ (0, 1), for any M < ∞, for all k large enough we have
Indeed, this is because on this set we have
Therefore, for k large enough (depending on a 1 and M )
Upon letting M → ∞, (2.4) follows. Proceeding to verifying (2.5), use (2.3) to get the existence of a sequence of positive reals {y k } k≥1 diverging to +∞, such that
where {N k } is a sequence of positive reals diverging to +∞. Set n k := ⌈ √ N k log y k ⌉, and for any δ > 0 set n ′ k := ⌈ log y k −log δ log(1/a 1 ) ⌉ to note that
where Y i := i ℓ=1 a i−ℓ 1 ξ ℓ for 1 ≤ i ≤ n, and we use the fact that n ′ k < n k for all k large enough. Since the first term in the RHS of (5.11) on taking log, dividing by n k and letting k → ∞ gives −∞, it suffices to consider the second term. To this effect, note that the sequence {Y i+n ′ k } i≥0 is a Gaussian sequence with non negative covariance
from which it is easy to verify that the corresponding correlation functions we have
where
An arguument similar to the proof of part (b), using Lemma 5.1 with r = −δ, then gives
For the lower bound, using Slepian's Lemma gives
Invoking Lemma 5.1 with r = δ controls the second factor in the RHS of the last display, whereas the first factor remains bounded away from 0 and therefore does not contribute to the limit.
Proof of Theorem 2.3. (a) By assumption there exists δ 1 > 0 such that Ee
We have the following lemma, whose proof is deferred.
Lemma 5.2. There exist k ≥ 1 and C, γ > 0 such that
Further, the constants C and γ can be chosen uniformly over the parameter space p j=1 a j ≤ 1 − η for any η > 0.
Continuing with the proof of Theorem 2.3, define the operator
Lemma 5.2 ensures that Q δ,k 1 is a bounded function, and hence Q δ,k is well defined on B([0, ∞) p ). Note that gh is bounded, and Q δ,k (g) = 
which, because of the assumption µ(h1
For the lower bound on the persistence probability, fixing M > 0 we have
where Q δ,k,M is the operator from B([0, ∞) p ) to itself given by
For any f ∈ B([0, ∞) p ) with ||f || ∞ ≤ 1, and max 1≤ℓ≤p x ℓ > M we have
On the other hand if max 1≤ℓ≤p x ℓ ≤ M , then
Combining these two estimates gives lim M →∞ ||Q δ,k,M − Q δ,k || = 0, and consequently Lemma 1.6 gives
and so the functions 
which along with (5.14) gives lim inf
from which the lower bound follows on noting that λ(Q δ,k,M ) = λ(Q δ,k,M ) and invoking (5.15). Thus we have verified that the log persistence exponent exists and equals λ(Q δ,k ) 1/kp , which a priori can depend on δ > 0. However the above argument works for any δ < min(δ 1 , δ 2 /p), and so the persistence exponent does not depend on δ 1 , and in particular does not depend on the initial distribution as long as the latter has finite exponential moment. For relating λ(Q δ,k ) to the eigenvalue equation, we will invoke Theorem 1.2, for which we need to show that Q δ,k is compact on C b ([0, ∞) p ). Since ||Q δ,k,M − Q δ,k || converges to 0 as M → ∞, it suffices to show that Q δ,k,M is compact on C b ([0, ∞) p ). Also as shown for the derivation of (5.15) we have
which converges to 0 as M → ∞. This along with the compactness ofQ
which is non-negative and satisfies 
Plugging this bound back in (5.16) gives
This, via an inductive argument gives thatψ(x 1 , · · · , x p ) has super exponential decay, and so the function hψ ∈ C b ([0, ∞) p ). Thus P kp S (hψ) is well defined, and (5.16) shows that hψ is an eigenfunction of P kp S with eigenvalue λ kp . It then follows by a telescopic argument similar to Theorem 1.2 that P S has an eigenvalue λ, and the corresponding eigenfunction ψ ∈ C b ([0, ∞) p ) is non-negative.
(b) As before, λ > 0 follows from Proposition 2.6. To show that λ < 1, assume by way of contradiction that λ = 1. Invoking part (a) there exists a non zero non-negative function ψ on [0, ∞) p such that ||ψ|| ∞ = 1 and ψ = P S ψ. This implies ψ = P p S ψ. By the proof of part (a), it follows that ψ has super exponential tails, and so ψ vanishes at ∞. Letting
we thus have that A is compact, and so max(x 1 , · · · , x p ) has a minimum on A. If the minimum equals 0, then (x 1 , · · · , x p ) = 0 is a global maximum, and so plugging in (x 1 , · · · , x p ) = 0 we have
which is a contradiction. Thus without loss of generality we may assume that the minimum of max(x 1 , · · · , x p ) over A is m > 0, and fix (
we must have
Since P(ξ 1 < 0) > 0, there exists c < 0 such that for every ε > 0 we have P(ξ 1 ∈ [c − ε, c + ε]) > 0 for every ε > 0, which along with (5.17) gives
Define the tuple (x p+1 , · · · , x 2p ) by inductively setting x ℓ := c+ p j=1 a j x ℓ−j for p + 1 ≤ ℓ ≤ 2p, and note that on the set {∩ 2p ℓ=p+1 |ξ ℓ − c| ≤ ε} we have |X ℓ+1 − x ℓ+1 | ≤ ε + max p+1≤j≤ℓ |X ℓ − x ℓ |, p + 1 ≤ ℓ ≤ 2p, which on using induction gives max
We now claim that (x p+1 . · · · , x 2p ) ∈ [0, ∞) p . Indeed, if x ℓ < 0 for some p + 1 ≤ ℓ ≤ 2p, then by choosing ε small we have x ℓ + pε < 0, and so X ℓ ≤ x ℓ + pε < 0, which is a contradiction to (5.19). Thus we must have
We finally claim that ψ(x p+1 , · · · , x 2p ) = 1. Indeed, if ψ(x p+1 , · · · , x 2p ) < 1, then there exists ε > 0 such that ψ(y p+1 , · · · , y 2p ) < 1 for all (y 1 , · · · , y p ) such that max p+1≤ℓ≤2p |y ℓ − x ℓ | ≤ pε. But then we have
which is a contradiction to (5.18). Thus we have (x p+1 , · · · , x 2p ) ∈ A, and using c < 0 along with induction it is easy to check that x 2p < x 2p−1 < . . . < x p+1 < max(x 1 , · · · , x p ) = m, i.e. max(x p+1 , . . . , x 2p ) < m, which is a contradiction. Thus we have verified that λ < 1. j | ≤ 1 − η for all r large enough. By Lemma 5.2 the constants C, γ depend only on η, and hence we can choose C, γ which works for all r ≥ 1, and so we have the bound 
If max 1≤ℓ≤p x ℓ ≤ M , then splitting the integral depending on whether the integration is over [0, M ] kp or not gives
where ε r,M := sup |a j |A ℓ−j < δ for all k large enough. Deferring the proof of the claim, we finish the proof of the lemma. To this end, invoking (5.21) and using the bound φ(t) ≤ C 2 e −A ℓ |t| for all t ∈ R and 1 ≤ ℓ ≤ kp we have
By the choice of (A 1 , · · · , A kp ) we have α ℓ > 0 for 1 ≤ ℓ ≤ (k + 1)p, which on setting C := C kp 2 and γ := min 1≤ℓ≤(k+1)p α ℓ > 0 gives the desired conclusion. The uniformity of the choice of C is immediate, and for the uniformity of γ, note that
and these parameters are uniform over the parameter space p j=1 a j ≤ 1 − η for any η > 0.
It thus remains to prove (5.21) and (5.22), which we break down into a few steps.
First we show by induction on ℓ that
Indeed, for ℓ = 1 we have A 1 = δ(1 + ε) by definition. If (5.23) holds for 1 ≤ j ≤ ℓ − 1, then using the formula for A ℓ gives
which completes the induction.
Next we show that
Indeeed, note that (5.24) follows from (5.23) for ℓ ≤ p. For larger ℓ, use the definition of A ℓ along with induction to note that, by the choice of ε,
Note that (5.23) and (5.24) together yield (5.21), since pδ(1 + ε) < δ 2 . We turn to the proof of (5.22) for which we first show that
where K = pδ(1 + ε)ρ −p as before. The choice of K and the observation that A ℓ ≤ ℓδ(1 + ε) yields (5.25) for 1 ≤ ℓ ≤ p. For ℓ > p, we proceed by induction. Assume (5.25) holds for all 1 ≤ ℓ ′ ≤ ℓ − 1, and note that
This yields (5.25), which for ℓ ∈ [kp + 1, (k + 1)p] gives
from which (5.22) follows trivially.
For the proof of Theorem 2.4, we need the following lemma.
Lemma 5.3. Suppose ξ has a strictly positive log-concave density φ with respect to the Lebesgue measure on R. Then, for any δ ≥ 0 and any bounded non-decreasing function g on R ,
We note that one can construct even unimodal densities for which the conclusion of Lemma 5.3 is false.
Proof. The lemma follows from the inequality in [22, Theorem 3] : one uses f 1 (x) := (
. One can check easily that the log concavity of φ implies the assumptions for f 1 , f 2 required by [22] .
We further remark that for finite subsets of R the lemma can be deduced from Holley's inequality for finite lattices [16] .
Proof of Theorem 2.4. For proving strict monotonicity we will invoke Lemma 1.5 with P = P b and Q = P a and
For any g ∈ B +,> (S), we have by Lemma 5.3,
showing that condition (i) holds. Proceeding to checking condition (ii), for any g ∈ B +,> (S) we have
Since b ≥ 0 we have that x → P(ξ + p j=1 b j x p+1−j ≥ 0) is non-decreasing in x, and so it suffices to show that P is non-decreasing. To this end, for any g ∈ B +,> (S) and x, y ∈ S with x ≤ y, write ξ x = ξ + p j=1 b j x p+1−j and ξ y = ξ + p j=1 b j y p+1−j . Then,
where the first inequality uses the fact that g is coordinate-wise increasing, and the second inequality uses Lemma 5.3 and the positivity of b.
Having verified that its conditions are satisfied, we apply Lemma 1.5 and
Multiplying both sides of the last display by 1 {min 0≤j≤p−1 Z j >0} , taking expectations with respect to µ and rearranging gives
By Proposition 2.6 we have θ F (a) > 0, and so it suffices to show that lim inf
For showing (5.26), we claim the existence of k > 1 such that lim sup
where L Z n := 1 n n i=p δ Z i is an empirical measure of total mass n−p+1 n . Indeed, given (5.27) and (5.28) we have
, since ξ has a strictly positive density on the whole of R, which implies that the continuous function h is strictly greater than 1 point wise on the compact set [1/k, k] p . (5.26) follows after applying log, normalizing by n and taking limits. It thus remains to prove (5.27) and (5.28). For this, recall that the initial distribution µ satisfies, for any λ ′ ∈ (0, δ),
Proceeding to showing (5.27), by the log concavity of φ there exist λ 0 > 0, λ 1 ∈ (0, δ) such that log φ(x) ≤ λ 0 − λ 1 |x| for all x ∈ R, and so with
we have
Integrating both sides with respect to 1{x
But this follows on invoking Sanov's theorem to note that L Y n satisfies a large deviation principle with a good rate function on M 1 (0, ∞), the set of probability measures on (0, ∞) with respect to the weak topology. Thus (5.27) holds, and a similar proof shows (5.28).
Proof of Proposition 2.5. Fix ε > 0 such that P((Z 0 , . . . , Z p−1 ) ∈ (ε, ∞) p ) > 0. This exists by the choice of the initial distribution. Define an associated AR process {Z ′ i } i≥1 on the same probability space by setting
Since a i ≥ 0, on the set {min 0≤i≤p−1 Z i > ε} we have Z n ≥ Z ′ n for all n ≥ p. Thus,
and so it suffices to show that inf n≥1 P(min p≤i≤n Z ′ i > 0) > 0. The proof will now be concluded in three steps:
Step 1: We note that by induction one can show that 
To see this, consider the function f (ρ) := p j=1 a j ρ −j . This function is strictly decreasing on [1, ∞) and satisfies f (1) = p j=1 a j > 1 and f (∞) = 0. Therefore, there must be a (unique) ρ > 1 with f (ρ) = 1. Using the definition of {b j } j∈Z , it is easy to see that for this ρ one can find α, β > 0 satisfying (5.31).
Step 3:
We now complete the proof of the proposition. To this end, set
with some fixed 0 < κ < εα(β ∞ k=1 k −2 ) −1 , and M > 0. We will show that on the set S n we have min 0≤i≤n+p−1 Z ′ i > 0 for any fixed M . Since P(S n ) ≥ P(ξ 1 > −M ) n and M is arbitrary we have θ F (a) = 1.
To show that persistence happens on S n , we use Steps 1 and 2 and note that
by the choice of κ, and so the proof is complete.
Proof of Proposition 2.6. Since 0 is in the interior of the support of F , there exists α < 0, β > 0 such that [α, β] is contained in the support. Then for any (a, b) ∈ (α, β) we have P F (ξ 1 ∈ (a, b)) > 0. Indeed, otherwise the complement of (a, b) is a closed set of probability 1, which implies (a, b) is not in the support of F , a contradiction.
Let N := max(1, ⌈ p j=1 |a j |⌉) be a positive integer, and set
Then we claim that P(Z i ∈ (0, L), 0 ≤ i ≤ n) grows at least at an exponential rate. Indeed, setting Y n := p j=1 a j Z n−j on this set we have |Y n | < N L. Now setting
). Also note that J k ⊂ (α, β) for any k ∈ {1, . . . , 4N } by the choice of L, as β ≥ LN and α ≤ −LN . An inductive argument then gives
, from which the desired conclusion follows.
Proof of results in Subsection 2.2.
Proof of theorem 2.8. The MA(q) process is q-dependent, and so with m = ⌊ n q+1 ⌋ we have
from which β F (a) < 1 follows. The sequence {Z i } i≥0 is well defined and stationary. We now show existence of the exponent using Theorem 1.2 with k = q + 1. Setting X(i) := (ξ i−q , . . . , ξ i ) we have that {X(i)} i≥0 is a time homogenous Markov chain on R q+1 . Thus, with
Thus for any sequence {g n } n≥1 such that ||g n || ∞ ≤ 1 we have
It thus suffices to show that H n is Cauchy in sup norm along a subsequence. To this end, we consider three sub cases depending on the value of s.
(
and so given ε > 0 there exists L = L(ε) < ∞ such that
is such that for some r ∈ {0, . . . , q − 1} the coordinates s ℓ 0 , . . . , s ℓr are in [−L, L], and the other coordinates s ℓ r+1 , . . . , s ℓq are larger than L, then setting H n,ℓ 0 ,...,ℓr (s ℓ 0 , . . . , s ℓr ) to equal
and so again by choosing L large enough we can ensure that
where ∆ is the symmetric difference between two sets. Since the right-hand side in the last display is continuous on the compact set [−L, L] q+1 , it follows that H n (.) is uniformly equicontinuous on that set. By the Arzelà-Ascoli theorem, we have that {H n } n≥1 is compact with respect to sup norm topology on [−L, L] q+1 , and so there exists a subsequence which is Cauchy in sup norm. A similar argument applies to each of the functions H n,ℓ 0 ,...,ℓr for all choices of r ∈ {0, . . . , q − 1} and {ℓ 0 , . . . , ℓ r } which are subsets of {0, . . . , q} of size r + 1. Thus by going through subsequences, we may assume all the functions H n,ℓ 0 ,...,ℓr are Cauchy in sup norm on [−L, L] q+1 .
Taking limits along the subsequence from step (c) and using (5.32) and (5.33) gives lim sup
and so {H n } n≥1 is Cauchy in sup norm on R q+1 . Thus it follows by an application of Theorem 1.2 that the operator P S has largest eigenvalue β F (a).
Finally note that [P S ](g)(x 0 , · · · , x q ) is by definition independent of x 0 , and so without loss of generality the eigenfunction ψ can be taken to be a function of q variables giving the eigenvalue equation
where K is as defined in the theorem. Thus, K satisfies the desired eigenvalue equation.
Finally it remains to check condition (ii) in Theorem 1.2. To this end, setting A to be the support of F , X is a Markov chain on A q+1 . Since sets of the form {x ∈ A q+1 :
with {U j , 0 ≤ j ≤ q} open sets in R form a base of the topology on A q+1 and since
it suffices to show that P(ξ 0 ∈ U ∩ A) > 0 for every open (in R) set U which intersects A; this follows at once from the assumption of a continuous distribution function.
We have verified that the conditions of Theorem 1.2 hold; an application of the latter yields the existence of β F (a), and hence completes the proof of the theorem.
Proof of Theorem 2.9. We recall the notation X(i) := (ξ i−q , . . . , ξ i ) and set S = S(a) := {(x 0 , . . . , x q )|x q + q i=1 a j x q−j > 0}. Let {a k } k≥1 be a sequence of vectors in R q converging to a. Then for any 1 ≤ m ≤ n setting M n := ⌊ n m+q ⌋ and I j := [(j − 1)(m + q) + 1, (j − 1)(m + q) + m] for j ≥ 1 we have
which upon taking log, dividing by n, and letting n → ∞ gives
Letting k → ∞ and noting that the distribution of (Z 1 , · · · , Z m ) under a k converges to the distribution of (Z 1 , · · · , Z m ) under a gives lim sup
which upon letting m → ∞ gives lim sup k→∞ λ(P S(a k ) ) ≤ log λ(P S(a) ), thus giving the upper bound. We now turn to the lower bound.
, and invoke Theorem 2.8 to obtain
. From this the lower bound will follow via Lemma 1.6 if we can show the following:
where ∆ denotes symmetric set difference, and
Setting s ℓ (a, x) := q j=ℓ−q−1 a j x ℓ−j for q + 2 ≤ ℓ ≤ 2q + 2 we have
Since a k converges to a we have max x∈[−M,M ] q+1 |s ℓ (a k , x) − s ℓ (a, x)| = 0, which along with the continuity of distribution functions gives that the RHS above converges to 0 as k → ∞, uniformly in (
, and so we have verified (5.34).
Proceeding to verify (5.35), fixing M, ε > 0 and invoking Theorem 2.8 there exists N := N (ε, M ) < ∞ such that for all n ≥ N we have
Thus with δ > 0, setting
where T (n, r) is the set of all distinct tuples of size r from the set {0, 1, · · · , n}; its size is n+1 r . Now fixing a set (i 1 , · · · , i r ) ∈ T (n, r) let j ℓ := i ℓ − i ℓ−1 for 1 ≤ ℓ ≤ r with i 0 = 0 we have
To estimate the exponent in the RHS above, first note that r ℓ=1 j ℓ = n + 1− r ≥ n − nδ, whereas ℓ:j ℓ −2q≤N j ℓ ≤ (2q + N )r ≤ (2q + N )nδ. Combining these two estimates gives
To estimate the first term in the right hand side of the last display, note that
and so
which on taking log, dividing by n and letting n → ∞ followed by M → ∞ gives −∞ for every fixed δ > 0, and so does not contribute. For the second term, taking log, dividing by n and letting n → ∞ gives (1 − δ(1 + 4q + N )) log(λ(P S M (a) ) + ε). On letting M → ∞ followed by δ → 0 this gives
which verfies (5.35) as ε > 0 is arbitrary, and hence completes the proof of the theorem.
Proof of Proposition 2.10. We start with the "if" part. Setting a 0 := 1, we have Since ξ has a continuous distribution with P(ξ 0 > 0) > 0, there exists x > 0, δ ∈ 0,
such that P(ξ j ∈ (x, x + δ)) > 0. This gives
and so P( min i∈{0,...,n}
Indeed, to see this note that ≤ P(Z kq <Z (k+1)q , k ∈ {0, . . . , ⌊n/q⌋}). Now note that the random variables {Z kq } k≥1 are independent (since {Z i } i≥1 is (q − 1)-dependent) and identically distributed (by the stationarity ofZ). Thus, (2.10) shows that the last probability equals 1/(⌊n/q⌋ + 1)! giving β F (a) = 0.
6. Proofs for the exponents in the concrete examples. We only give hints on how to solve the concrete eigenvalue equations. More details can be found in the preliminary version [4] . It is easy to check that the only solutions to this are given by multiples of g(t) = cos(α k t) with α k b = π 2 +πk for some k ∈ Z. This gives the corresponding eigenvalues λ k = (−1) k (α k (a + b)) −1 , the largest one of which is λ 0 .
Proof of Proposition 3.2. One can check that P S 1 = g with g(x) = e a 1 x . Therefore, the persistence probability can be computed as We split in cases.
(a) a ≤ b: In this case, we already know g on (−a, a) c from the above observations. For the range x ∈ (−a, a), the functions g(x) = κ(cos(αx)+sin(αx)) can be seen to be the only solutions (e.g. by differentiating (6.1) twice), where necessarily α = 1 (a+b)λ . The restrictions of the integral equation are equivalent to (3.1). Since α = 1 (a+b)λ and a, b are known, this is a non-linear equation for λ. It has several solutions, but we are interested in the smallest possible value for λ −1 , which corresponds to the unique non-negative eigenfunction, as one can check.
(b) a ≥ b: This case is actually simpler. We already know from the observations on distributions with bounded support that g is zero left of −b and constant right of b. Thus, it only remains to consider x ∈ (−b, b). One can check that the functions g(x) = κ(cos(αx) + sin(αx)) are the only solutions to the integral equation for x ∈ (−b, b) with α = 1/(λ(a + b)) (e.g. by differentiating (6.1) twice). The restrictions from the integral equation are equivalent to cos(αb) = sin(αb), which holds for α k b = π/4 + kπ, k ∈ Z. Since we are interested in the largest possible value for λ (which corresponds to the unique non-negative eigenfunction), the solution in this case is α 0 b = π/4. Proving the last assertion follows from a lengthy but straightforward computation using that the persistence probability equals E[K n 1(ξ 0 )] and that g n , g m = δ n−m with scalar product in L 2 (R, φ). Evaluating this equation at x = −1 and x = 1 gives a set of linear equations for g(1) and g(−1), which gives two eigenfunctions and the corresponding eigenvalues. Using that the persistence probability equals E[K n 1(ξ 0 )], the statement follows.
Proof of Proposition 3.6. By Theorem 2.8, the eigenvalue equation reads:
λg(x) = ∞ −a 1 x g(y)e −y dy, x ∈ R.
One checks easily that g(x) := e a 1 x/(1+a 1 ) 1 x≥0 + 1 x≤0 is a non-negative eigenfunction for the eigenvalue λ = 1 + a 1 . Note however that one needs to verify that λ = 1+a 1 is the largest eigenvalue of this operator. To this effect, let β ≥ λ > 0 denote the largest eigenvalue of K, and use Theorem 1.2 to get the existence of a non-negative, finitely additive measure m on R such that m(R) = 1 and for every ψ ∈ C b (R) we have which on taking limits as L → ∞ gives β = 0, which is a contradiction.
