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Abstract
A neural network is said to be over-specified if its representational power is more than
needed, and is said to be over-parameterized if the number of parameters is larger than
the number of training data. In both cases, the number of neurons is larger than what it
is necessary. In many applications, over-specified or over-parameterized neural networks
are successfully employed and shown to be trained effectively. In this paper, we study the
trainability of ReLU networks, a necessary condition for the successful training. We show
that over-parameterization is both a necessary and a sufficient condition for minimizing
the training loss. Specifically, we study the probability distribution of the number of
active neurons at the initialization. We say a network is trainable if the number of active
neurons is sufficiently large for a learning task. With this notion, we derive an upper bound
of the probability of the successful training. Furthermore, we propose a data-dependent
initialization method in the over-parameterized setting. Numerical examples are provided
to demonstrate the effectiveness of the method and our theoretical findings.
Keywords: ReLU networks, Trainability, Dying ReLU, Over-parameterization, Over-
specification, Data-dependent initialization
1. Introduction
Neural networks have been successfully used in various fields of applications. These in-
clude image classification in computer vision (Krizhevsky et al., 2012), speech recognition
(Hinton et al., 2012), natural language translation (Wu et al., 2016), and superhuman per-
formance in the game of Go (Silver et al., 2016). Modern neural networks are often severely
over-parameterized or over-specified. Over-parameterization means that the number of pa-
rameters is much larger than the number of training data. Over-specification means that
the number of neurons in a network is much larger than needed. It has been reported that
the wider the neural networks, the easier it is to train (Livni et al., 2014; Safran and Shamir,
2016; Nguyen and Hein, 2017).
In general, neural networks are trained by first- or second-order gradient-based optimiza-
tion methods from random initialization. Almost all gradient-based optimization methods
are stemmed from backpropagation (Rumelhart et al., 1985) and the stochastic gradient de-
scent (SGD) method (Robbins and Monro, 1951). Many variants of vanilla SGD have been
proposed. For example, AdaGrad (Duchi et al., 2011), RMSProp (Hinton, 2014), Adam
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(Kingma and Ba, 2015), AMSGrad (Reddi et al., 2019), and L-BFGS (Byrd et al., 1995), to
name just a few. Different optimization methods have different convergence properties. It
is still far from clear how different optimization methods affect the performance of trained
neural networks. Nonetheless, how to start the optimization processes plays a crucial role
for the success of training. Properly chosen weight initialization could drastically improve
the training performance and allow the training of deep neural networks, for example, see
(LeCun et al., 1998; Glorot and Bengio, 2010; Saxe et al., 2014; He et al., 2015; Mishkin
and Matas, 2016), and for more recent work see (Lu et al., 2019). Among them, when it
comes to the rectified linear unit (ReLU) neural networks, the ‘He initialization’ (He et al.,
2015) is one of the most commonly used initialization methods, due to its success in a visual
recognition challenge.
There are several theoretical works showing that under various assumptions, over-
parameterized neural networks can perfectly interpolate the training data. For the shallow
neural network setting, see (Oymak and Soltanolkotabi, 2019; Soltanolkotabi et al., 2019;
Du et al., 2018b; Li and Liang, 2018). For the deep neural network setting, see (Du et al.,
2018a; Zou et al., 2018; Allen-Zhu et al., 2018). Hence, over-parameterization can be viewed
as a sufficient condition for minimizing the training loss. Despite of the current theoretical
progress, there still exists a huge gap between existing theories and empirical observations
in terms of the level of over-parameterization. To illustrate this gap, let us consider the
problem of approximating f(x) = |x| with a shallow ReLU network using 10 training data
points. The training set is randomly uniformly drawn from [−1, 1]. To interpolate all 10
data points, the best existing theoretical condition requires the width of O(n2) (Oymak
and Soltanolkotabi, 2019). In this case, the width of 100 would be needed. Figure 1 shows
the convergence of the root mean square errors (RMSE) on the training data with respect
to the number of epochs for five independent simulations. On the left, the results of width
10 are shown. We observe that all five training losses converge to zero as the number of
epochs increases. It would be an ongoing challenge to bridge the gap of the degree of over-
parameterization. On the other hand, we know that f(x) = |x| can be exactly represented
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Figure 1: The root mean square errors on the training data of five independent simulations
with respect to the number of epochs. The standard L2-loss is employed. (Left)
Width 10 and depth 2. (Right) Width 2 and depth 2.
by only two ReLU neurons as |x| = max{x, 0}+ max{−x, 0}. Thus, we show the results of
2
width 2 on the right of Figure 1. In contrast to the theoretical guarantee, we observe that
only one out of five simulations can achieve zero training error. It turns out that there is
a probability greater than 0.43 that the network of width 2 fails to be trained successfully
(Theorem 9); see also (Lu et al., 2019).
In this paper, we study the trainability of ReLU networks, a necessary condition for
the successful training. Suppose a learning task requires a ReLU network to have at least
a certain number of active neurons, say, m. Given the learning task, the training is said
to be successful if the trained network has at least m active neurons and produces a small
training loss. Also, a network is said to be trainable if the number of active neurons is
greater than or equal to m. We first show that in order to achieve a successful training, an
initialized network should have at least m active neurons. This implies that a network being
trainable is a necessary condition for the successful training. If an initialized ReLU network
is not trainable, regardless of which gradient-based optimization method is selected, the
training will not be successful. Due to random initialization of weights and biases, however,
it is unlikely that all neurons are active at the beginning of the training. We thus study
the probability distribution of the number of active neurons at the initialization. Then,
we introduce the notion of trainability of ReLU networks. We refer to the probability
of a network being trainable as trainabilty. The trainability serves as an upper bound
of the probability of the successful training. The trainability can be calculated from the
probability distribution of the number of active neurons. Furthermore, by showing that
over-parameterization can be understood under the frame of over-specification, we prove
that over-parameterization is both a necessary and a sufficient condition for minimizing
the training loss, i.e., interpolating all training data.
In practice, it is important to maintain a high trainability for successful training. To
secure a high trainability, over-specification is inevitable. From this perspective, the zero-
bias initialization should be preferred over the random bias initialization. However, the
zero-bias locates all neurons at the origin. This could make the training slower and often
leads to a spurious local minimum, especially for a learning task which requires neurons
to be evenly distributed. For example, see Figure 3 in Section 5. On the other hand, if
the random bias initialization is used, all neurons are randomly distributed over the entire
domain and some neurons would never be activated. Thus, in order to maintain a high
trainability, a network needs to be severely over-parameterized. If not, the trained network
would lose its accuracy at some parts where neurons are dead. In order to overcome these
difficulties, we propose a new data-dependent initialization method. The new method is
for the over-parameterized setting, where the size of width is greater than or equal to the
number of training data. By adapting the trainability perspective, the proposed method is
designed to avoid both the clustered neuron problem and the dying ReLU neuron problem
at the same time. We remark that the idea of data-dependent initialization is not new. See
(Ioffe and Szegedy, 2015; Kra¨henbu¨hl et al., 2015; Salimans and Kingma, 2016). However,
our method is specialized to the over-parameterized setting.
The rest of this paper is organized as follows. Upon presenting the mathematical setup
in Section 2, we discuss the probability distribution of the number of active neurons in Sec-
tion 3. In Section 4, we present the trainability of ReLU networks. A new data-dependent
initialization is introduced in Section 5. Numerical examples are provided in Section 6,
before the conclusion in Section 7.
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2. Mathematical Setup
Let NL : Rdin 7→ Rdout be a feed-forward neural network with L layers and nj neurons in
the j-th layer (n0 = din = d, nL = dout). For 1 ≤ j ≤ L, the weight matrix and the bias
vector in the j-th layer are denoted by W j ∈ Rnj×nj−1 and bj ∈ Rnj , respectively; nj is
called the width of the j-th layer. We also denote the input by x ∈ Rdin and the output at
the j-th layer by N j(x). Given an activation function φ which is applied element-wise, the
feed-forward neural network is defined by
N j(x) = W jφ(N j−1(x)) + bj ∈ Rnj , for 2 ≤ j ≤ L, (1)
and N 1(x) = W 1x + b1. Note that NL(x) is called a (L− 1)-hidden layer neural network
or a L-layer neural network. Also, φ(N ji (x)), i = 1, · · · , nj , is called a neuron or a unit in
the j-th hidden layer. We use n = (n0, · · · , nL) to describe a network architecture.
Let θ be a collection of all weight matrices and bias vectors, i.e., θ = {V j}Lj=1 where
V j = [W j , bj ]. To emphasize the dependency on θ, we often denote the neural network
by NL(x;θ). In this paper, the rectified linear unit (ReLU) is employed as an activation
function, i.e,
φ(x) = ReLU(x) := (max{x1, 0}, · · · ,max{xdin , 0})T , where x = (x1, · · · , xdin)T .
In many machine learning applications, the goal is to train a neural network using a
set of training data Tm. Each datum is a pair of an input and an output, (x,y) ∈ X × Y.
Here X ⊂ Rdin is the input space and Y ⊂ Rdout is the output space. Thus, we write
Tm = {(xi,yi)}mi=1. In order to measure the discrepancy between a prediction and an
output, we introduce a loss metric `(·, ·) : Y × Y 7→ R to define a loss function L:
L(θ) = 1
m
m∑
i=1
`(NL(xi;θ),yi). (2)
For example, the squared loss `(yˆ,y) = ‖yˆ − y‖2, logistic `(yˆ,y) = log(1 + exp(−yyˆ)),
hinge, or cross-entropy are commonly employed. We then seek to find θ∗ which minimizes
the loss function L. In general, a gradient-based optimization method is employed for the
training. In its very basic form, given an initial value of θ(0), the parameters are updated
according to
θ(k+1) = θ(k) − ηk ∂L(θ)
∂θ
∣∣∣∣
θ=θ(k)
,
where ηk is the learning rate.
2.1 Weights and Biases Initialization and Data Normalization
Gradient-based optimization is a popular choice for training a neural network and requires
weights and biases to be initialized in the first place. How to initialize the network plays
a crucial role in the success of the training. Typically, the weight matrices are randomly
initialized from probability distributions.
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In this paper, we consider the following weights and biases initialization schemes. One
is the normal initialization. That is, all weights and/or biases in the (t + 1)-th layer are
independently initialized from zero-mean normal distributions.
(‘Normal’ without bias) W t+1j ∼ N
(
0, σ2t+1Int
)
, bt+1j = 0,
(‘Normal’ with bias) W t+1j ∼ N
(
0, σ2t+1Int
)
, bt+1j ∼ N(0, σ2b,t+1),
(3)
where Im is the identity matrix of size m×m. When σ2t+1 = 2nt and bt+1j = 0, it is known
as the ‘He initialization’ (He et al., 2015). The ‘He initialization’ is one of the most popular
initialization methods for ReLU networks. The other is the uniform distribution on the
unit hypersphere initialization. That is, each row of either V t+1 or W t+1 is independently
initialized from its corresponding the unit hypersphere uniform distribution.
(‘Unit hypersphere’ without bias) W t+1j ∼ Unif(Snt−1), bt+1j = 0,
(‘Unit hypersphere’ with bias) V t+1j = [W
t+1
j , b
t+1
j ] ∼ Unif(Snt).
(4)
Throughout this paper, we assume that the training input domain is
Br(0) = {x ∈ Rdin |‖x‖2 ≤ r},
for some r > 0. In practice, the training data is often normalized to have mean zero and
variance 1. Given a training data set Tm = {(xi,yi)}mi=1, the normalization makes ‖xi‖22 ≤ 1
for all i = 1, · · · ,m. This corresponds to set r = 1. The output of the 1st layer can be
written as N 1(x) = V 1z, where V 1 = [W 1, b1] and z = [x; 1]. Many theoretical works
(Allen-Zhu et al., 2018; Du et al., 2018a; Li and Liang, 2018; Soltanolkotabi et al., 2019;
Zou et al., 2018) assume ‖zi‖22 = 1 for all i and set the last entry of z to be a positive
constant µ > 0. This corresponds to set r =
√
1− µ2/µ.
2.2 Dying ReLU and Born Dead Probability
The dying ReLU refers to the problem when ReLU neurons become inactive and only output
a constant for any input. We say that a ReLU neuron in the t-th hidden layer is dead on
Br(0) if it is a constant function on Br(0). That is, there exists a constant c ∈ R+ ∪ {0}
such that
φ(wTφ(N t−1(x)) + b) = c, ∀x ∈ Br(0).
Also, a ReLU neuron is said to be born dead (BD) if it is dead at the initialization. In
contrast, a ReLU neuron is said to be active in Br(0) if it is not a constant function on
Br(0). The notion of born death was introduced in (Lu et al., 2019), where a ReLU network
is said to be BD if there exists a layer where all neurons are BD. We refer to the probability
that a ReLU neuron is BD as the born dead probability (BDP) of a ReLU neuron.
In the 1st hidden layer, once a ReLU neuron is dead, it cannot be revived during the
training.
Theorem 1 The dead neurons in a shallow ReLU network cannot be revived through gradient-
based training.
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Proof The proof can be found in Appendix A.
In the t-th hidden layer where t > 1, a dead neuron should be either a strictly positive
number or zero. If the former is the case, it readily follows from Lemma 10 of Lu et al.
(2019) that with probability 1, there exists a hidden layer such that all neurons are dead.
For the reader’s convenience, we present a variant of Lemma 10 of Lu et al. (2019) in the
below.
Theorem 2 Given a deep ReLU network, suppose the weight matrices and/or the bias
vectors are initialized from probability distributions which satisfy that for any fixed nonzero
vector z = [x; 1],
Pr(V tj z = 0) = 0, ∀t, j.
If either
• there exists a hidden layer such that all neurons are dead, or
• there exists a dead neuron in the t-th hidden layer whose value is positive,
with probability 1, all dead neurons cannot be revived through gradient-based training.
3. Probability Distribution of the Number of Active ReLU Neurons
Understanding how many neurons will be active at the initialization is not only directly
related to the trainability of a ReLU network, but also suggests how much over-specification
or over-parameterization would be needed. In this section, we investigate the probability
distribution of the number of active ReLU neurons for an initialized ReLU network.
Given a ReLU network having n = (n0, n1, · · · , nL) architecture, let (Ω,F , {Fj}Lj=1,Pr)
be a filtered probability space where Fj is the σ-algebra generated by {W i, bi}ji=1. Let mt
be the number of active neurons at the t-th hidden layer. Then, the distribution of mt is
defined as follows.
Definition 3 The probability distribution of the number of active neurons mj at the j-th
hidden layer is
pij = pi0P1P2 · · ·Pj , (pij)i = Pr(mj = i), (5)
where pi0 = [0, · · · , 0, 1], Pt is the stochastic matrix of size (nt−1 + 1) × (nt + 1) whose
(i+ 1, j + 1)-entry is Pr(mt = j|mt−1 = i).
For each t and i, let Ait−1 ∈ Ft−1 be the event where exactly i neurons are active at
(t−1)-th layer. Also, let pt(Ait−1) be the BDP of a single ReLU neuron at t-th hidden layer
given Ait−1. Then, the stochastic matrix Pt is expressed as
(Pt)(i+1,j+1) =
(
nt
j
)
Et−1
[
(1− pt(Ait−1))jpt(Ait−1)nt−j
]
, (6)
where Et−1 is the expectation with respect to Ft−1. Thus, it can be seen that pt(Ait−1) is a
fundamental quantity for the complete understanding of pij .
As a first step towards understanding pij , we calculate the exact probability distribution
pi1 of the number of active neurons in the 1st hidden layer.
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Theorem 4 Given a ReLU network having n = (n0, n1, · · · , nL) architecture, suppose the
training input domain is Br(0). If either the ‘normal’ (3) or the ‘unit hypersphere’ (4)
initialization without bias is used in the 1st hidden layer, we have
(pi1)j = Pr(m1 = j) = δj,n1 .
If either the ‘normal’ (3) or the ‘unit hypersphere’ (4) with bias is used in the 1st hidden
layer, m1 follows a binomial distribution with parameters n1 and 1− pˆn0(r), where
pˆd(r) =
1√
pi
Γ((d+ 1)/2)
Γ(d/2)
∫ αr
0
(sin θ)d−1dθ, αr = tan−1(r−1), (7)
and Γ(x) is the Gamma function.
Proof The proof can be found in Appendix B.
We now calculate pi2 for a ReLU network at din = 1. Since the bias in each layer can be
initialized in different ways, we consider some combinations of them.
Theorem 5 Given a ReLU network having n = (1, n1, n2, · · · , nL) architecture, suppose
the training input domain is Br(0).
• Suppose the ‘unit hypersphere’ (4) initialization with bias is used in the 1st hidden layer.
1. If the ‘normal’ (3) initialization without bias is used in the 2nd hidden layer and
n1 = 1, the stochastic matrix P2 is (P2)1,: = [1, 0, · · · , 0] and
(P2)2,: = Binomial(n2, 1/2).
2. If the ‘normal’ (3) initialization with bias is used in the 2nd hidden layers and
n1 = 1, the stochastic matrix P2 is (P2)1,: = [1, 0, · · · , 0] and
(P2)2,j+1 =
(
n2
j
)
Eω
[
(1− p2(ω))jp2(ω)n2−j
]
, 0 ≤ j ≤ n2,
where αr = tan
−1(r), ω ∼ Unif (0, pi2 + αr), g(x) = tan−1( 1√r2+1 cos(x)), and
p2(ω) =
{
1
4 +
g(ω−αr)
2pi , if ω ∈
[
pi
2 − αr, pi2 + αr
)
,
1
4 +
g(ω−αr)+tan−1(
√
r2+1 cos(ω+αr))
2pi , if ω ∈
[
0, pi2 − αr
)
.
• Suppose the ‘unit hypersphere’ (4) initialization without bias is used in the 1st hidden
layer.
1. If the ‘normal’ (3) initialization without bias is used in the 2nd hidden layer, the
stochastic matrix P2 is (P2)i,: = [1, 0, · · · , 0] for 1 ≤ i ≤ n1 and
(P2)n1+1,j+1 =
(
n2
j
)[(
1− 1
2n1−1
)
3j
4n2
+
1
2n1+n2−1
]
, 0 ≤ j ≤ n2.
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2. If the ‘normal’ (3) initialization with bias is used in the 2nd hidden layers, the
stochastic matrix P2 is (P2)i,: = [1, 0, · · · , 0] for 1 ≤ i ≤ n1 and
(P2)n1+1,j+1 =
(
n2
j
)
Es
[
(1− p2(s))jp2(s)n2−j
]
, 0 ≤ j ≤ n2,
where s ∼ B(n1, 1/2), αs = tan−1( sn1−s), g(x) = sin(tan−1(x)), and
p2(s) =
1
2
+
[∫ pi+αs
pi
2
g(r
√
s cos(θ))
4pi
dθ +
∫ 2pi
pi+αs
g(r
√
n1 − s sin(θ))
4pi
dθ
]
.
Then pi2 = pi1P2 where pi1 is defined in Theorem 4.
Proof The proof can be found in Appendix D.
Further characterization of pij will be deferred to a future study. Theorems 4 and 5
indicate that the bias initialization could drastically change the active neuron distributions
pij . Since pij = pi1P2 · · ·Pj = pi2P3 · · ·Pj , the behaviors of pi1 and pi2 affect the higher layer’s
distributions pij . In Figure 2, we consider a ReLU network with n = (1, 6, 4, 2, n4, · · · , nL)
architecture and plot the empirical distributions pij , j = 1, 2, 3, from 10
6 independent sim-
ulations at r = 1. On the left and the middle, the ‘unit hypersphere’ (4) initialization
without and with bias are employed, respectively, in all layers. On the right, the ‘unit
hypersphere’ initialization without bias is employed in the 1st hidden layer, and the ‘nor-
mal’ (3) initialization with bias is employed in all other layers. The theoretically derived
distributions, pi1, pi2, are also plotted as references. We see that all empirical results are
well matched with our theoretical derivations. When the 1st hidden layer is initialized with
bias, with probability 0.8, at least one neuron in the 1st hidden layer will be dead. On the
other hand, if the 1st hidden layer is initialized without bias, with probability 1, no neuron
will be dead. It is clear that the distributions obtained by three initialization schemes show
different behavior.
4. Trainability and Over-specification of ReLU Networks
We are now in a position to introduce tranability of ReLU neural networks.
4.1 Trainability of Shallow ReLU Networks
For pedagogical reasons, we first confine ourselves to shallow ReLU networks. Let Fn(r) be
a class of shallow ReLU neural networks of width n on Br(0);
Fn(r) =
{
n∑
i=1
ciφ(w
T
i x + bi) + c0
∣∣∣∣∀i, φ(wTi x + bi) is active in Br(0)
}
, (8)
where ci, bi ∈ R, ci 6= 0, i = 1, · · · , n, and wi ∈ Rdin . We note that Fj ∩ Fs = ∅ for j 6= s.
However, a function f ∈ Fj(r) could allow different representations in other function classes
Fs(r) for s > j in a compact domain Br(0). We say Fj∗ is the minimal function class for
8
0 1 2 3 4 5 6
The number of active neurons
10-4
10-3
10-2
10-1
100
Pr
ob
ab
ilit
y
1st hidden: Empirical
1st hidden: Theory
2nd hidden: Empirical
3rd hidden: Empirical
0 1 2 3 4 5 6
The number of active neurons
10-4
10-3
10-2
10-1
100
Pr
ob
ab
ilit
y
1st hidden: Empirical
1st hidden: Theory
2nd hidden: Empirical
2nd hidden: Theory
3rd hidden: Empirical
0 1 2 3 4 5 6
The number of active neurons
10-4
10-3
10-2
10-1
100
Pr
ob
ab
ilit
y
1st hidden: Empirical
1st hidden: Theory
2nd hidden: Empirical
2nd hidden: Theory
3rd hidden: Empirical
Figure 2: The probability distributions of the number of active neurons at different layers
are shown for a ReLU network having n = (1, 6, 4, 2, n4, · · · , nL) architecture.
(Left) All layers are initialized by the ‘unit hypersphere’ with bias. (Middle) All
layers are initialized by the ‘unit hypersphere’ without bias. (Right) The first
hidden layer is initialized by the ‘unit hypersphere’ without bias. All other layers
are initialized by the ‘normal’ with bias.
f if ∃g ∈ Fj∗(r) such that g = f on Br(0) and j∗ is the smallest integer. For example,
f(x) = x on Br(0) = [−r, r] can be expressed as either g1(x) = φ(x + r) − r ∈ F1(r), or
g2(x) = φ(x) − φ(−x) ∈ F2(r). However, it cannot be represented by F0(r). Thus, F1(r)
is the minimal function class for f(x) = x. We remark that g1 and g2 are not the same
function in R, however, they are the same on Br(0). We extend the notion of the minimal
function class and define the approximated minimal function class as follow.
Definition 6 Given a continuous function f and  > 0, a function class Fm is said to
be the -approximated minimal function class for f if m is the smallest number such that
∃g ∈ Fm(r) and |g − f | <  in Br(0). If  = 0, we say Fm0(r) is the minimal function
class for f .
Note that the existence of such m is guaranteed by the universal function approximation
theorem for shallow neural networks (Hornik, 1991; Cybenko, 1989). Any ReLU network
of width greater than m is then said to be over-specified for approximating f .
A network is said to be over-parameterized if the number of parameters is larger than
the number of training data. In this paper, we consider the over-parameterization, where
the size of width is greater than or equal to the number of training data. Then, over-
parameterization can be understood under the frame of over-specification by the following
theorem.
Theorem 7 For any non-degenerate (m + 1) training data, there exists a shallow ReLU
network of width m which interpolates all the training data. Furthermore, there exists non-
degenerate (m+ 1) training data such that any shallow ReLU network of width less than m
cannot interpolate all the training data. In this sense, m is the minimal width.
Proof The proof can be found in Appendix E.
9
Theorem 7 shows that any network of width greater or equal to m is over-specified for
interpolating m training data. Thus, we could regard over-parameterization as a kind of
over-specification.
We are now in a position to define the trainability of a neural network.
Definition 8 For a learning task which requires at least m active neurons, a shallow ReLU
network of width n is said to be trainable if the number of active neurons is greater than or
equal to m. We refer to the probability that a network is trainable at the initialization as
trainability.
Note that approximating a function whose minimal function class is Fm(r) and inter-
polating any non-degenerate (m+ 1) training data can be regarded as learning tasks which
requires at least m active neurons.
It was shown in Theorem 1 that once a ReLU neuron of the 1st hidden layer is dead,
it will never be revived during the training. Thus, given a learning task which requires at
least m active neurons, in order for the successful training, an initialized network should
have at least m active neurons in the first place. If the number of active neurons is less
than m, there is no hope to train the network successfully. Therefore, a network being
trainable is a necessary condition for the successful training. We remark that this condition
is independent of the choice of a loss metric `(·, ·) in (2).
Theorem 9 Given a learning task which requires a shallow ReLU network having at least
m active neurons, suppose the training input domain is Br(0) and a shallow ReLU network
of width n is employed with n ≥ m.
• If either the ‘normal’ (3) or the ‘unit hypersphere’ (4) initialization without bias is used
in the 1st hidden layer, with probability 1, the network is trainable.
• If either the ‘normal’ (3) or the ‘unit hypersphere’ (4) initialization with bias is used in
the 1st hidden layer, with probability,
Pr(m1 ≥ m) =
n∑
j=m
(
n
j
)
(1− pˆdin(r))j(pˆdin(r))n1−j ,
where pˆd(r) is defined in Theorem 4, the network is trainable. Furthermore, on average,
n
(
1−
√
din
2pi
αr(sinαr)
din−1
)
, where αr = tan
−1(1/r),
neurons will be active at the initialization.
Proof The probability of a network being trainable is Pr(m1 ≥ m), where m1 is the number
of active neurons in the 1st hidden layer at the initialization.
If the ‘He initialization’ without bias is used in the 1st hidden layer, by Theorem 4, we
have pi1 = [0, · · · , 0, 1]. Thus, Pr(m1 ≥ m) = 1.
If the ‘He initialization’ with bias is used in the 1st hidden layer, by Theorem 4, we have
m1 ∼ Binomial(n1, 1− pˆn0(r)). Thus, the proof is completed.
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Theorem 9 explains why over-specification is a necessary condition in training a shal-
low ReLU network if the bias is randomly initialized. It also suggests a degree of over-
specification whenever one has a specific width in mind to use for a learning task. That is,
if it is known (either theoretically or empirically) that a shallow network of width m can
achieve a good performance, one should use a network of width n = m1−pˆdin (r)
to guarantee
(on average) that m neurons are active at the initialization. For example, when din = 1,
r = 1/
√
3, m = 200, it is suggested to work on a network of width n = 300 in the first
place. Also, the example (Figure 1) given in Section 1 can be understood in this manner.
By Theorem 9, with probability at least 0.43, the network of width 2 fails to be trained
successfully for a learning task which requires at least 2 active neurons.
Theorem 10 In the shallow ReLU network, suppose either the ‘normal’ (3) or the ‘unit
hypersphere’ (4) initialization with bias is employed in the first hidden layer. Also, the
training input domain is Br(0). For any non-degenerate (m + 1) training data, which
requires a network to have at least m active neurons for the interpolation, suppose m and
the input dimension din satisfy
1− (1− δ)1/m < exp(−Crdin)
pidin
, Cr = − log(sin(tan−1(1/r))), (9)
where 0 < δ < 1. Then, over-parameterization is both a necessary and a sufficient condi-
tion for interpolating all the training data with probability at least 1 − δ over the random
initialization by the (stochastic) gradient-descent method.
Proof The proof can be found in Appendix F.
We remark that Theorem 10 assumes that the biases are randomly initialized. If the
biases are initialized to zero, over-parameterization or over-specification is not needed from
this perspective. Also, we note that, to the best of our knowledge, all existing theoretical
results assume that the biases are randomly initialized, e.g. Du et al. (2018b); Oymak and
Soltanolkotabi (2019); Li and Liang (2018).
4.2 Trainability of Deep ReLU Networks
We now extend the notion of trainability to deep ReLU networks. Unlike dead ReLU
neurons in the 1st hidden layer, a dead neuron in the t-th hidden layer for t > 1 could be
revived during the training if two conditions are satisfied. One is that for all layers, there
exists at least one active neuron. This condition is directly from Theorem 2. The other
is that the dead neuron in the t-th hidden layer should be in the condition of tentative
death. We remark that these two conditions are necessary conditions for the revival of a
dead neuron. We provide a precise meaning of the tentative death as follows.
Let us consider a neuron in the t-th hidden layer;
φ(wTxt−1 + b), xt−1 = φ(N t−1(x)).
Suppose the neuron is dead. For any changes in xt−1, but not in w and b, if the neuron is
still dead, we say a neuron is dead permanently. For example, if wj , b ≤ 0, since xt−1 ≥ 0,
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regardless of xt−1, the neuron will never be activated. Hence, in this case, there is no hope
that the neuron can be revived during the training. Otherwise, we say a neuron is dead
tentatively.
Given the event Ait−1 that exactly i neurons are active in the (t− 1)-th hidden layer, let
pt,b(A
i
t−1) and pt,g(Ait−1) be the conditional probabilities that a neuron in the t-th hidden
layer is born dead permanently and born dead tentatively, respectively. Then,
pt(A
i
t−1) = pt,b(A
i
t−1) + pt,g(A
i
t−1).
Let dgt and d
b
t be the number of tentatively dead and permanently dead neurons at the t-th
hidden layer. It then can be checked that
Pr(dgt = j1, d
b
t = j2|m1 = i)
=
(
nt
j1, j2, nt − j1 − j2
)
Et−1
[
(1− pt(Ait−1))nt−j1−j2(pt,g(Ait−1))j1(pt,b(Ait−1))j2
]
,
where Et−1 is the expectation with respect to Ft−1 and
(
n
k1,k2,k3
)
is a multinomial coefficient.
Also note that mt + d
g
t + d
b
t = nt and
Pr(mt = j|mt−1 = i) =
∑
j1+j2=nt−j
Pr(dgt = j1, d
b
t = j2|mt−1 = i).
With the notion of permanent death of a neuron, the above derivation gives the following
trainability theorem for deep ReLU networks.
Theorem 11 Given a learning task which requires a L-hidden layer ReLU network having
at least mt active neurons at the t-th layer, suppose we employ a L-hidden layer ReLU
network having nt neurons at the t-th layer such that nj ≥ mj for all j. Then, with
probability
Pr(mt ≥ 1, dbt ≤ nt −mt, ∀t = 1, · · · , L), (10)
the network is trainable at the initialization.
Note that there is no tentatively dead neuron in the first hidden layer. Thus, m1 ≥ 1 and
dbt ≤ n1 −m1 imply m1 ≥ m1. In one-dimensional case where the biases are initialized to
zero, an upper bound of the trainability can be derived.
Corollary 12 Suppose that all weights are independently initialized from continuous sym-
metric probability distributions around 0, all biases are zero, and din = 1. Then, the train-
ability of a L-hidden layer ReLU network having n neurons at each layer is bounded above
by
Pr(mt ≥ 1, dbt ≤ nt −mt, ∀t = 1, · · · , L) ≤ aL−11 −
(1− 2−n+1)(1− 2−n)
1 + (n− 1)2−n (−a
L−1
1 + a
L−1
2 ),
where a1 = 1− 2−n and a2 = 1− 2−n+1 − (n− 1)2−2n.
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Proof The proof can be found in Appendix G.
In principle, a single active neuron in the highest layer could potentially revive tenta-
tively dead neurons through back-propagation (gradient). However, in practice, it would
be better to have at least mt active neurons in the t-th hidden layer at the initialization for
both faster training and robustness. If we employ a L-hidden layer ReLU network having
nt neurons in the t-th hidden layer, with probability
Pr(mt ≥ mt, ∀t = 1, · · · , L), (11)
an initialized ReLU network has at least mt active neurons in the t-th hidden layer for
t = 1, · · · , L. Therefore, it is suggested to use a ReLU network with sufficiently large width
at each layer to secure a high probability of (11).
Remark: A trainable network is not guaranteed to be trained successfully. However,
if a network is not trainable, we have no hope for the successful training. Thus, a network
being trainable is a necessary condition for the successful training. Also, the probability that
a network is trainable, i.e., the trainability, serves as an upper bound of the probability of
the successful training.
5. Data-dependent Bias Initialization
In the previous section, we discuss the trainability of ReLU networks. In terms of trainabil-
ity, Theorem 9 indicates that the zero-bias initialization would be preferred over the random
bias initialization. In practice, however, the zero-bias initialization often finds a spurious
local minimum or gets stuck on a flat plateau. To illustrate this difficulty, we consider a
problem of approximating a sum of two sine functions f(x) = sin(4pix)+sin(6pix) on [−1, 1].
For this task, we use a shallow ReLU network of width 500 with the ‘He initialization’ with-
out bias. In order to reduce extra randomness in the experiment, 100 equidistant points on
[−1, 1] are used as the training data set. One of the most popular gradient-based optimiza-
tion methods, Adam (Kingma and Ba, 2015), is employed with its default parameters and
we use the full-batch size. The trained network is plotted in Figure 3. It is clear that the
trained network is stuck on a local minimum. A similar behavior is repeatedly observed in
all of our multiple independent simulations.
This phenomenon could be understood as follows. Since the biases are zero, all initialized
neurons are clustered at the origin. Consequently, it would take long time for gradient-
update to distribute neurons over the training domain to achieve a small training loss. In
the worst case, along the way of distributing neurons, it will find a spurious local minimum.
We refer to this problem as the clustered neuron problem. Indeed, this is observed in
Figure 3. The trained network well approximates the target function on a small domain
containing the origin, however, it loses its accuracy on the domain far from the origin.
On the other hand, if we randomly initialize the bias, as shown in Theorem 9, over-
specification is inevitable to guarantee, with high probability, a certain number of active
neurons. In this setting, at the initialization, only 375 neurons will be active among 500
neurons on average. In Figure 3, we also show the trained result by the ‘He initialization’
with bias. Due to the non-zero bias, neurons are randomly distributed. Accordingly, the
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Figure 3: The trained networks for approximating f(x) = sin(4pix) + sin(6pix) by the ‘He
initialization’ without bias and with bias. A shallow ReLU network of width 500
is employed. The target function f(x) is also plotted.
trained network quite well approximates the target function. However, due to dead neurons,
it loses its accuracy at some parts of the domain, e.g. in the intervals containing ±0.5.
In order to overcome such difficulties, we propose a new data-dependent initialization
method in the over-parameterized setting, where the size of width is greater than or equal
to the number of training data. By adapting the trainability perspective, the method
is designed to alleviate both the clustered neuron problem and the dying ReLU neuron
problem at the same time.
5.1 Data-dependent Bias Initialization
Let m be the number of training data and n be the width of a shallow ReLU network.
Suppose the network is over-parameterized so that n = hm for some positive number h ≥ 1.
We then propose to initialize the biases as follows;
bi = −wTi xji + |i|, i ∼ N(0, σ2e),
where i’s are iid and ji − 1 = (i − 1) mod m. We note that this mimics the explicit
construction for the data interpolation in Theorem 7. By doing so, the i-th neuron is
initialized to be located near xji as
φ(wTi (x− xji) + |i|).
The precise value of σ2e is determined as follows. Let q(x) be the expectation of the normal-
ized squared norm of the network, i.e., q(x) := E[‖N (x)‖22]/dout, where the expectation is
taken over weights and biases and N (x) is a shallow ReLU network having n = (din, n, dout)
architecture. Given a set of training input data Xm = {xi}mi=1, we define the average of
q(x) on Xm as
EXm [q(x)] :=
1
m
m∑
i=1
q(xi).
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We then choose our parameters to match EXm [q(x)] by our data-dependent initialization
to the one by the standard initialization method. For example, when the ‘normal’ (3)
initialization without bias is used, we have
EXm [q(x)] :=
nσ2outσ
2
in
2m
‖X‖2F , X = [x1, · · · ,xm],
where W 1j ∼ N(0, σ2inIdin) for 1 ≤ j ≤ n, W 2i ∼ N(0, σ2outIn) for 1 ≤ i ≤ dout, and ‖ · ‖F is
the Frobenius norm. When the ‘He initialization’ without bias is used, i.e., σ2in = 2/din and
σ2out = 2/n, we have EXm [q(x)] = 2dinm‖X‖2F .
Theorem 13 Suppose n = hm for some positive number h ≥ 1. Let Xm = {xi}mi=1 be the
set of training input data. If W 1j ∼ N(0, σ2inIdin) for 1 ≤ j ≤ n, W 2i ∼ N(0, σ2outIn) for
1 ≤ i ≤ dout, b2 = 0, and b1 is initialized by the proposed method, then
EXm [q(x)] =
hσ2outσ
2
in
mpi
m∑
k,i=1
[
(s2 + ∆2k,i)
(
tan−1(s/∆k,i) + pi/2
)
+ s∆k,i
]
,
where ∆k,i = ‖xk − xi‖2 and σe = σins.
Proof The proof can be found in Appendix H.
For example, if we set σin, σout and σe to be
σ2in =
2
din
, σ2e = 0, σ
2
out =
1
h
·
∑
j ‖xj‖2∑
k<i ‖xk − xi‖2
, (12)
EXm [q(x)] by the data-dependent initialization is equal to the one by the ‘He initialization’
without bias.
The proposed initialization makes sure that all neurons are equally distributed over the
training data points. Also, it would make sure that at least one neuron will be activated at
a training datum. By doing so, it would effectively avoid both the clustered neuron problem
and the dying ReLU neuron problem.
In Figure 4, we demonstrate the performance of the proposed method in approximating
the sum of two sine functions. On the left, the trained neural network is plotted and
on the right, the root mean square errors (RMSE) of the training loss are shown with
respect to the number of epochs by three different initialization methods. We remark that
since the training set is deterministic and the full-batch is used, the only randomness in
the training process is from the weights and biases initialization. It can be seen that the
proposed method not only results in the fastest convergence but also achieves the smallest
approximation error among others. The number of dead neurons in the trained network is
127 (He with bias), 3 (He without bias), and 17 (Data-dependent).
6. Numerical Examples
We present numerical examples to demonstrate our theoretical findings and effectiveness of
our new data-dependent initialization method.
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Figure 4: (Left) The trained network for approximating f(x) = sin(4pix) + sin(6pix) by the
proposed data-dependent initialization. A shallow ReLU network of width 500 is
employed. (Right) The root mean square error of the training loss with respect
to the number of epochs of Adam (Kingma and Ba, 2015).
6.1 Trainability of Shallow ReLU Networks
We present two examples to demonstrate the trainability of a ReLU neural network and
justify our theoretical results. Here all the weights and biases are initialized according to
the ‘He initialization’ (3) with bias. We consider two uni-variate test target functions:
f1(x) = |x| = max{x, 0}+ max{−x, 0},
f2(x) = |x| −
√
3√
3− 1 max{x− 1, 0} −
√
3√
3− 1 max{−x− 1, 0}.
(13)
We note that F2 is the minimal function class for f1(x) and F4 is the minimal function class
for f2(x). That is, theoretically, f1 and f2 should be exactly recovered by a shallow ReLU
network of width 2 and 4, respectively. For the training, we use a training set of 600 data
points uniformly generated from [−√3,√3] and a test set of 1,000 data points uniformly
generated from [−√3,√3]. The standard stochastic gradient descent with mini-batch of
size 128 with a constant learning rate of 10−3 is employed and we set the maximum number
of epochs to 106. Also, the standard L2 loss is used.
In Figure 5, we show the approximation results for approximating f1(x) = |x|. On the
left, we plot the empirical probability of the successful training with respect to the value of
width. The empirical probabilities are obtained from 1,000 independent simulations and a
single simulation is regarded as a success if the test error is less than 10−2. We also plot the
trainability from Theorem 9. As expected, it provides an upper bound for the probability
of the successful training. It is clear that the more the network is over-specified, the higher
trainability is obtained. Also, it can be seen that as the size of width grows, the empirical
training success rate increases. This suggests that a successful training could be achieved
(with high probability) by having a very high trainability. However, since it is a necessary
condition, although an initialized network is in Fj for j ≥ 2, i.e., trainable, the final trained
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result could be in either F1 or F0 as shown in the middle and right of Figure 5, respectively.
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Figure 5: (Left) The empirical probability that a network approximates f1(x) successfully
and the probability that a network is trainable (Theorem 9) with respect to the
size of width n. The trained network which falls in (middle) F1 and (right) F0.
Similar behavior is observed for approximating f2(x). In Figure 6, we show the approx-
imation results for f2(x). On the left, the empirical probability of the successful training
and the trainability (Theorem 9) are plotted with respect to the size of width. Again, the
trainability provides an upper bound for the probability of the successful training. Also, it
can be seen that the empirical training success rate increases, as the size of width grows. On
the middle and right, we plot two of local minima which a trainable network could end up
with. We remark that the choice of gradient-based optimization methods, well-tuned learn-
ing rate, and/or other tunable optimization parameters could affect the empirical training
success probability. However, the maximum probability one can hope for is bounded by the
trainability. In all of our simulations, we did not tune any optimization parameters.
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Figure 6: (Left) The empirical probability that a network approximates f2(x) successfully
and the probability that a network is trainable (Theorem 9) with respect to the
size of width n. The trained network which falls in (middle) F3 and (right) F2.
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6.2 Data-dependent Bias Initialization
Next, we compare the training performance of three initialization methods. The first
one is the ‘He initialization’ (He et al., 2015) without bias. This corresponds to W 1 ∼
N(0, 2/din),W
2 ∼ N(0, 2/n), b1 = 0, b2 = 0. The second one is the ‘He initialization’ with
bias (3). This corresponds to [W 1, b1] ∼ N(0, 2/(din +1)), [W 2, b2] ∼ N(0, 2/(n+1)). Here
n is the width of the 1st hidden layer. The last one is our data-dependent initialization de-
scribed in the previous section. We use the parameters from (12). All results are generated
under the same conditions except for the weights and biases initialization.
We consider the following din = 2 test functions on [−1, 1]2:
f3(x) = sin(pix1) cos(pix2)e
−x21−x22 ,
f4(x) = sin(pi(x1 − x2))ex1+x2 .
(14)
In all tests, we employ a shallow ReLU network of width 100 and it is trained over 25
randomly uniformly drawn points from [−1, 1]2. The standard L2 loss and the gradient-
descent method with moment are employed. The learning rate is set to be a constant of
0.005 and the momentum term is set to 0.9.
Figure 7 shows the mean of the RMSE on the training data from 10 independent simu-
lations with respect to the number of epochs by three different initialization methods. The
shaded area covers plus or minus one standard deviation from the mean. On the left and
right, the results for approximating f3(x) and f4(x) are shown, respectively. We see that
the data-dependent initialization not only results in the faster loss convergence but also
achieves the smallest training loss. Also, the average number of dead neurons in the trained
network is 11 (He with bias), 0 (He without bias), and 0 (Data-dependent) for f3, and 12
(He with bias), 0 (He without bias), and 0 (Data-dependent) for f4.
7. Conclusion
In this paper, we establish the trainability of ReLU neural networks, a necessary condition
for the successful training. Given a learning task which requires a ReLU network with at
least m active neurons, a network is said to be trainable if it has at least m active neurons.
We refer to the probability of a network being trainable as trainability. In order to calculate
the trainability, we first study the probability distribution pij of the number of active neurons
in the j-th layer. We completely characterize pi1 and by focusing on the one-dimensional
case, we derive pi2 for four different combinations of initialization schemes. With pij , we
derive the trainability of ReLU networks. The trainability serves as an upper bound of the
probability of the successful training. Also, by showing that over-parameterization can be
understood as a kind of over-specification, we prove that over-parameterization is both a
neccessary and a sufficient condition for interpolating all training data, i.e., minimizing the
loss.
Although the zero-bias initialization seems to be preferred over the random-bias ini-
tialization from the trainability perspective, the zero-bias initialization locates all neurons
in the origin at the initialization. This often deteriorates the training performance, espe-
cially, for a task which requires neurons to be located on the regime away from the origin.
On the other hand, the random-bias initialization suffers from the dying ReLU neuron
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Figure 7: The convergence of the root mean square error on the training data for approxi-
mating (left) f3 and (right) f4 with respect to the number of epochs of the gradient
descent with moment by three different initialization methods. A shallow ReLU
network of width 100 is employed. The shaded area covers plus or minus one
standard deviation from the mean.
problem and typically requires a severely over-parameterzed or over-specified network. To
alleviate such difficulties, we propose a new data-dependent initialization method in the
over-parameterized setting. The proposed method is designed to avoid both the dying
ReLU neuron problem and the clustered ReLU neuron problem at the same time. Numeri-
cal examples are provided to demonstrate the performance of our method. We found that
the data-dependent initialization method outperforms both the ‘He initialization’ with and
without bias in all of our tests.
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Appendix A. Proof of Theorem 1
Proof Suppose a ReLU neural network N (x) of width N is initialized to be
N (x; θ) =
n∑
i=1
ciφ(w
T
i x + bi) +
N∑
i=m+1
ciφ(w
T
i x + bi) + c0 ∈ Fn(Ω),
where θ = ((ci,wi, bi)
N
i=1, c0) and the second term on the right is a constant function on
Br(0). That is,
Z(x) =
N∑
i=n+1
ciφ(w
T
i x + bi) = a, ∀x ∈ Br(0),
for some a ∈ R. Given a training data set Tm = {(xi, yi)}mi=1 where {xi}mi=1 ⊂ Br(0), and a
loss metric ` : Rdout × Rdout 7→ R, the loss function is
L(θ; Tm) =
m∑
i=1
`(N (xi;θ), yi). (15)
The gradients of the loss function L with respect to parameters are
∂
∂θ
L(θ; Tm) =
∑
(x,y)∈Ω
`′(N (x;θ), y) ∂
∂θ
N (x;θ). (16)
Then for i = 1, · · · , N , we have
∂
∂wi
N (x;θ) = φ′(wTi x + bi)x,
∂
∂bi
N (x;θ) = φ′(wTi x + bi).
Since Z(x) = a for all x ∈ Ω, for i = n+1, · · · , N , we have φ(wTi x+ bi) = φ′(wTi x+ bi) = 0
for all x ∈ Br(0). Therefore, any gradient-based optimization method does not update
(ci,wi, bi)
N
i=n+1, which makes Z(x) = a in Br(0) during the training.
Appendix B. Proof of Theorem 4
The proof begins with the following lemma.
Lemma 14 Suppose all training data inputs are from Br(0) = {x ∈ Rd|‖x‖ ≤ r} and the
weights and the biases are independently initialized from a zero mean normal distribution
N(0, σ2). Then, the probability that a single ReLU neuron dies at the initialization is
pˆd =
1√
pi
Γ((d+ 1)/2)
Γ(d/2)
∫ αr
0
(sinu)d−1du <
1
2
, (17)
where αr = tan
−1(r−1). Furthermore,
1
pid
(sinα)d ≤ pˆd ≤
√
d
2pi
α(sinα)d−1. (18)
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Proof The proof can be found in Appendix C.
Proof of Theorem 4 Since pi0 = [0, · · · , 0, 1], it suffices to compute the last row of the
stochastic matrix P1. For completeness, we set (P1)i,: = [1, 0, · · · , 0] for i = 1, · · · , n0.
Suppose the ‘He initialization’ without bias is used. Since x ∈ Br(0), for any w, there
exists some x ∈ Br(0) such that wTx > 0. Therefore, no ReLU neuron will be born dead.
Hence, (P1)n0+1,: = [0, · · · , 1].
Suppose the ‘He initialization’ with bias is used. Since each hidden neuron is inde-
pendent, m1 follows a binomial distribution B(n1, p). Here p represents the born dead
probability of a single ReLU neuron in the 1st hidden layer. By Lemma 14, p = pˆn0(r) and
this completes the proof.
Appendix C. Proof of Lemma 14
Proof Let φ(wx + b) be a single ReLU neuron where wi, b ∼ N(0, σ2). Note that in order
for a single ReLU neuron to die in Br(0), for all x ∈ Br(0), wx + b < 0. Therefore, it
suffices to calculate
pˆdin = Pr(wx + b < 0,∀x ∈ Br(0)).
Let v = [w, b] ∈ Rdin+1. Since wi’s and b are iid normal, s := v/‖v‖ follows the uniform
distribution on the unit hypersphere Sdin , i.e., s ∼ U(Sdin). Also, since s d= −s, we have
pˆdin = Pr(〈s, [x, 1]〉 < 0,∀x ∈ Br(0)) = Pr(〈s, [x, 1]〉 > 0,∀x ∈ Br(0)).
Let
A =
{
s ∈ Sdin
∣∣∣∣〈s,v〉 > 0, ∀v ∈ Br(0)× {1}} . (19)
Then pˆdin = Pr(A). Let s ∈ Sdin . If sdin+1 ≤ 0, then s 6∈ A. This is because there
exists v = (0, · · · , 0, 1) ∈ Br(0) × {1} such that 〈s,v〉 ≤ 0. Suppose sdin+1 > 0 and let
rs = 1/sdin+1. Then s˜ :=
1
sdin+1
s ∈ Brs(0)× {1}.
We can express any x ∈ Br(0) in the spherical coordinate system, i.e.,
x1 = t cos(θ1),
x2 = t sin(θ1) cos(θ2),
...
xdin−1 = t sin(θ1) · · · sin(θdin−2) cos(θdin−1),
xdin = t sin(θ1) · · · sin(θdin−2) sin(θdin−1).
Since s is a uniform random variable from Sdin , it is coordinate-free. Thus, let s˜ =
(rs, 0, · · · , 0, 1) for some 0 ≤ rs and v = [x, 1] ∈ Br(0)× {1}. Then
〈s˜,v〉 = 1 + rst cos(θ1), 0 ≤ t ≤ r, 0 ≤ θ1 ≤ 2pi.
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In order for s ∈ A, rs < 1r has to be satisfied. Therefore,
A =
{
s˜
‖s˜‖ ∈ S
din
∣∣s˜ ∈ B1/r(0)× {1}} .
Let Surf(Sd) be the surface area of Sd. It is known that
Surf(Sd) =
2pi
d+1
2
Γ(d+12 )
,
where Γ is the gamma function. Then
pˆdin = Pr(A)
=
1
Surf(Sdin)
∫
A
ddin+1S
=
1
Surf(Sdin)
∫ 2pi
θdin=0
∫ pi
θdin−1=0
· · ·
∫ pi
θ2=0
∫ α
θ1=0
ddin+1S
=
Surf(Sdin−1)
Surf(Sdin)
∫ α
0
sind−1 θdθ,
where α = tan−1(1/r) and
ddin+1S = sindin−1 θ1 sindin−2 θ2 · · · sin θdin−1dθ1dθ2 · · · dθdin .
Note that g(d) = Surf(S
d−1)
Surf(Sd) is bounded above by
√
d
2pi for all d ≥ 1 (Leopardi, 2007) and
g(d) is monotonically increasing. Thus, we have an upper bound of pˆd as
pˆd ≤
√
d
2pi
α(sinα)d−1.
For a lower bound, it can be shown that for any θ ∈ [0, pi],∫ θ
0
(sinx)d−1dx ≥ 1
d
(sin θ)d.
Thus, we have
pˆd ≥ g(d)(sinα)
d
d
≥ g(1)(sinα)
d
d
=
(sinα)d
pid
,
which completes the proof.
Appendix D. Proof of Theorem 5
Proof Since pi1 is completely characterized in Theorem 4, it suffices to calculate the
stochastic matrix P2, as pi2 = pi1P2. From Equation 6, it suffices to calculate the BDP
p2(A
i
1) of a ReLU neuron at the 2nd layer given A
i
1.
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We note that if z = [x, 1] where x ∈ Br(0) = [−r, r] and v = [w, b] ∼ U(S1), then
P (φ(vTz) = vTz, ∀z ∈ Br(0)× {1}) = pˆ1(r) = tan
−1(1/r)
pi
,
P (φ(vTz) = vTzIx∈[a,b], ∀z ∈ Br(0)× {1}) =
1
4
+
tan−1(1/b) + tan−1(a)
2pi
.
(20)
First, let us consider the case where the ‘unit hypersphere’ initialization without bias is
used for the 1st hidden layer. Note that since x ∈ [−r, r], i.e., din = 1, we have Aj1 = ∅ for
0 ≤ j < n1 and An11 = {1,−1}n1 . Also, note that if wj ’s are iid normal,
∑s
j=1wj
d
=
√
sw
where w
d
= w1. For fixed ω ∈ An11 , a single neuron in the 2nd layer is
φ
 s∑
j=1
w21,jφ(x) +
n1∑
j=s+1
w21,jφ(−x) + b
 d= φ (√sw1φ(x) +√n1 − sw2φ(−x) + b) , (21)
where s is the number of 1’s in ω. If the ‘normal’ initialization without bias is used for the
2nd hidden layer, we have
p2(ω) =
{
1
2 , if ω = ±[1, · · · , 1]T ,
1
4 , otherwise.
Also, s ∼ Binomial(n1, 1/2). Thus, for j = 0, · · · , n2,
Pr(m2 = j|m1 = n1) =
(
n2
j
)
Es
[
(1− p2(An11 ))j(p2(An1−j1 )
]
=
(
n2
j
)[
1
2n1−1
1
2n2
+
(
1− 1
2n1−1
)
3j
4n2
]
.
Suppose the ‘normal’ initialization with bias is used for the 2nd hidden layer. It follows
from (21) that
p2(ω) = Pr(w1
√
sφ(x) + w2
√
n1 − sφ(−x) + b < 0,∀x ∈ [−r, r]|W 1 has s 1’s.).
Let z = (
√
sφ(x),
√
n1 − sφ(−x), 1) and v = (w1, w2, b). Without loss of generality, we
normalize v. Then v ∼ S2 and we write it as v = (cos θ sinα, sin θ sinα, cosα) where
θ ∈ [0, 2pi] and α ∈ [0, pi]. Since v d= −v, it suffices to compute
Pr(vTz > 0,∀z|W 1 has s 1’s).
Also, note that
vTz =
{√
sφ(x) cos θ sinα+ cosα, if x > 0,√
n1 − sφ(−x) sin θ sinα+ cosα, if x < 0,
=
{√
1 + sx2 cos2 θ cos(α− β), if x > 0,√
1 + (n1 − s)x2 sin2 θ cos(α− β), if x < 0,
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where tanβ =
√
sx cos θ if x > 0 and tanβ =
√
n1 − s sin θ if x < 0. Given W 1 which has
s 1’s, the regime in S2, where vTz > 0 for all z, is
For ω ∈ [0, pi
2
], α ∈ [0, pi
2
],
For ω ∈ [pi
2
, pi + ω∗], α ∈ [0, tan−1(√sr cos θ) + pi
2
],
For ω ∈ [pi + ω∗, 2pi], α ∈ [0, tan−1(√n1 − sr sin θ) + pi
2
],
where tanω∗ = sn1−s . By uniformly integrating the above domain in S
2, we have
p2(s) =
1
2
+
[∫ pi+αs
pi
2
g(r
√
s cos(θ))
4pi
dθ +
∫ 2pi
pi+αs
g(r
√
n1 − s sin(θ))
4pi
dθ
]
,
where g(x) = sin(tan−1(x)). Thus, we obtain
(P2)n1+1,j+1 =
(
n2
j
)
Es
[
(1− p2(s))jp2(s)n2−j
]
, 0 ≤ j ≤ n2.
Secondly, let us consider the case where the ‘unit hypersphere’ initialization with bias
is used for the 1st hidden layer and n1 = 1. Since [w1, b1] ∼ S1, we write it as (sinω, cosω)
for ω ∈ [−pi, pi]. Since x ∈ [−r, r], we have
A01 = {ω ∈ [−pi, pi]|φ(sinωx+ cosω) = 0,∀x ∈ [−r, r]} = [−pi + αr, pi − αr],
A11 = (A
0
1)
c = (−pi + αr, pi − αr),
where αr = tan
−1(r). If the ‘normal’ initialization without bias is used for the 2nd hidden
layer, since a single neuron in the 2nd layer is φ(w2φ(w1x + b1)), for given A11, we have
p2(A
1
1) =
1
2 . Thus,
Pr(m2 = j|m1 = 1) =
(
n2
j
)
(1/2)j(1/2)n2−j , j = 0, · · · , n2.
If the ‘normal’ initialization with bias is used for the 2nd hidden layer, it follows from
Lemma 15 that for ω ∈ A11,
p2(ω) =

1
4 +
tan−1
(
1√
r2+1 cos(|ω|−αr)
)
2pi , if |ω| ∈
[
pi
2 − αr, pi2 + αr
)
,
1
4 +
tan−1
(
1√
r2+1 cos(|ω|−αr)
)
+tan−1(
√
r2+1 cos(|ω|+αr))
2pi , if |ω| ∈
[
0, pi2 − αr
)
.
Thus, we have
Pr(m2 = j|m1 = 1) =
(
n2
j
)
Eω
[
(1− p2(ω))j(p2(ω))n2−j
]
, j = 0, · · · , n2,
where ω ∼ Unif(A11). Then the proof is completed once we have the following lemma.
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Lemma 15 Given a ReLU network having n = (1, 1, n2, · · · , nL), suppose (w1, b1), (w2, b2) ∼
S1. Given {w1, b1}, let ω be the angle of (w1, b1) in R2. Then, the BDP for a ReLU neuron
at the 2nd hidden layer is
p2(ω) =

1, if |ω| ∈ [pi2 + αr, pi] ,
1
4 +
tan−1
(
1√
r2+1 cos(|ω|−αr)
)
2pi , if |ω| ∈
[
pi
2 − αr, pi2 + αr
)
,
1
4 +
tan−1
(
1√
r2+1 cos(|ω|−αr)
)
+tan−1(
√
r2+1 cos(|ω|+αr))
2pi , if |ω| ∈
[
0, pi2 − αr
)
,
where αr = tan
−1(r).
Proof For a fixed v = [w, b] and z = [x, 1], we can write
φ(vTz) = ‖z‖φ(vTz/‖z‖) = ‖z‖φ(cos(ω − θ(x))), θ(x) = tan−1(x).
Since v is uniformly drawn from S1, it is equivalent to draw ω ∼ U(−pi, pi). Let 0 < θmax =
tan−1(r) < pi/2. Then,
φ(vTz) =
{
vTz, ∀θ(x), if ω ∈ (−pi2 + θmax, pi2 − θmax) ,
0, ∀θ(x), if ω ∈ [−pi, pi2 − θmax] ∪ [pi2 + θmax, pi] ,
and if ω ∈ (−pi2 − θmax,−pi2 + θmax]∪[pi2 − θmax, pi2 + θmax), we have φ(vTz) = vTzIA(ω)(θ(x)),
where A(ω) = {θ ∈ [−θmax, θmax]||θ(x) − ω| ≤ pi2 }. Due to symmetry, let us assume that
ω ∼ U(0, pi). Then, it can be checked that A01 =
[
pi
2 + θmax, pi
]
and A11 =
[
0, pi2 + θmax
)
.
Furthermore,
max
z
φ(vTz) =
{√
r2 + 1 cos(ω − θmax), if ω ∈
(
0, pi2 + θmax
)
,
0, if ω ∈ [pi2 + θmax, pi] ,
and
min
z
φ(vTz) =
{√
r2 + 1 cos(ω + θmax), if ω ∈
(
0, pi2 − θmax
)
,
0, if ω ∈ [pi2 − θmax, pi] .
For a fixed ω, let p2(ω) be the probability that a single neuron at the 2nd layer is born
dead, i.e.,
p2(ω) = Pr(w
2φ(w1x+ b1) + b2 < 0,∀x ∈ Br(0)|w1, b1).
Also, since (w2, b2)
d
= (−w2,−b2), we have
p2(ω) = Pr(w
2φ(w1x+ b1) + b2 > 0,∀x ∈ Br(0)|w1, b1).
It follows from (20) that
p2(ω) =
1
4
+
tan−1(1/maxz φ(vTz)) + tan−1(minz φ(vTz))
2pi
.
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Thus, we obtain
p2(ω) =

1, if ω ∈ [pi2 + θmax, pi] ,
1
4 +
tan−1
(
1√
r2+1 cos(ω−θmax)
)
2pi , if ω ∈
[
pi
2 − θmax, pi2 + θmax
)
,
1
4 +
tan−1
(
1√
r2+1 cos(ω−θmax)
)
+tan−1(
√
r2+1 cos(ω+θmax))
2pi , if ω ∈
[
0, pi2 − θmax
)
,
which completes the proof.
Appendix E. Proof of Theorem 7
Proof Given a set of non-degenerate m data, {xi, yi}mi=1, for din = 1, suppose x1 < x2 <
· · · < xm and for din > 1, we choose a vector w such that wTx1 < · · · < wTxm. We note
that one can always find such w. Let
Sij = {w ∈ Sdin−1 |aT (xi − xj) = 0}, i 6= j.
Since xi’s are distinct, Sij is a Lebesgue measure zero set. Thus, ∪1≤i<j≤mSij is also a
measure zero set. Therefore, the Lebesgue measure of ∩1≤i<j≤mScij is positive and thus, it
is nonempty. Then, any vector w ∈ ∩1≤i<j≤mScij satisfies the condition.
We recursively define shallow ReLU networks; for j = 0, · · · ,m,
N (x; j) = y1 +
j∑
i=1
ciφ(w
T (x− xi)), ci = yi+1 −N (xi+1; i− 1)
wT (xi+1 − xi) .
Then it can be checked that N (xj ;m−1) = yj for all j. Since wT (xj−xk) ≤ 0 for all k ≥ j,
N (xj ;m− 1) = N (xj ; j − 1). Also, since N (xj ; j − 1) = N (xj ; j − 2) + cj−1wT (xj − xj−1)
and cj−1 =
yj−N (xj ;j−2)
wT (xj−xj−1) , we have N (xj ;m− 1) = yj .
Let {(xi, yi)}mi=1 be the set of (m + 1) data such that xi = αix1 and αi’s are distinct.
Also let α1 < · · · < αm (after the reordering if necessary) and
yi+2 − yi+1
αi+1 − αi 6=
yi+1 − yi
αi+1 − αi 6=
yi − yi−1
αi − αi−1 ,∀i = 2, · · · ,m− 2. (22)
Suppose there exists a network N (x;m−2) of width (m−2) which interpolates all m data.
We note that a shallow ReLU network is a piece-wise linear function. That is, whenever a
slope in a direction needs to be changed, a new neuron has to be added. Since the number
of neurons is (m − 2), the number of slope changes is at most (m − 2). However, in order
to interpolate the data set satisfying (22), the minimum number of slope changes is m− 1.
To be more precise, the network in the direction of x1 can be viewed as a one-dimensional
network satisfying
N (xi;m− 2) = N (αix1;m− 2) = yi, ∀i.
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Since N (sx1;m− 2) is a network of width (m− 2) in 1-dimensional input space (i.e., as a
function of s) and it interpolates m data satisfying (22), there must be at least m− 1 slope
changes in the interval [α1, αm]. However, since N has only (m − 2) width, this is impos-
sible. Therefore, any shallow ReLU network of width less than (m− 2) cannot interpolate
m data points which satisfy (22).
Appendix F. Proof of Theorem 10
Proof It had been shown in several existing works (Du et al., 2018b; Oymak and Soltanolkotabi,
2019; Li and Liang, 2018) that with probability at least 1−δ over the initialization, an over-
parameterized shallow ReLU network can interpolate all training data by the (stochastic)
gradient-descent method. In other words, over-parameterization is a sufficient condition for
interpolating all training data with probability at least 1− δ.
By Theorem 7, in order to interpolate (m + 1) data points, a shallow ReLU network
having at least width m is required. However, the probability that an initialized ReLU
network of width m has m active neurons is
Pr(m1 = m) = (1− pˆdin(r))m,
which decays exponentially in m. It follows from Lemma C that pˆdin(r) >
(sinαr)din
pidin
where
αr = tan
−1(1/r). From the assumption of (9), we have
Pr(m1 = m) = (1− pˆdin(r))m <
(
1− (sinαr)
din
pidin
)m
< 1− δ.
That is, the trainable probability is less than 1 − δ. Therefore, over-parameterization is
required to guarantee, with probability at least 1− δ, that at least m neurons are active at
the initialization. Therefore, over-parameterization is a necessary condition for interpolat-
ing all training data.
Appendix G. Proof of Corollary 12
Proof Note that
Pr(mt ≥ 1, dbt ≤ nt −mt, ∀t = 1, · · · , L) ≤ Pr(mt ≥ 1, ∀t = 1, · · · , L),
and
1− Pr(mt ≥ 1,∀t = 1, · · · , L) = Pr(∃t, such that mt = 0) = Pr(NL+1(x) is born dead).
It was shown in Theorem 3 of Lu et al. (2019) that
Pr(NL(x) is born dead) ≥ 1− aL−21 +
(1− 2−n+1)(1− 2−n)
1 + (n− 1)2−n (−a
L−2
1 + a
L−2
2 ),
where a1 = 1− 2−n and a2 = 1− 2−n+1 − (n− 1)2−2n. Thus, the proof is completed.
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Appendix H. Proof of Theorem 13
Proof Since q(x) = E[‖N (x)‖2]/dout and the rows of W 2 are independent, without loss
of generality, let us assume dout = 1. The direct calculation shows that
E[‖N (xk)‖2] =
N∑
i=1
σ2outE
[
φ(wTi xk + bi)
2
]
=
Nσ2out
Ntrain
(
Ntrain∑
i=1
E
[
φ(wTi (xk − xi) + |i|)2
])
,
Let σ2k,i = σ
2
in‖xk − xi‖2 and k,i = |i|/σk,i. Note that wTi (xk − xi) ∼ N(0, σ2k,i). Then,
E
[
φ(wTi (xk − xi) + |i|)2|i
]
= I1(i) + I2(i),
where
I1() =
∫ ∞
0
(z + )2
e
− z2
2σ2
k,i√
2piσ2k,i
dz, I2() =
∫ 0
−
(z + )2
e
− z2
2σ2
k,i√
2piσ2k,i
dz.
Then, if i = |ei| where ei ∼ N(0, σ2e,i), we have
I1(i) =
1
2
σ2k,i +
√
2
pi
σk,ii +
1
2
2i =⇒ E[I1(i)] =
1
2
σ2k,i +
2
pi
σk,iσe,i +
1
2
σ2e,i.
Also, we have
I2() =
∫ 0
−
(z + )2
e
− z2
2σ2
k,i√
2piσ2k,i
dz
= σ2k,i
∫ 0
−k,i
(z + k,i)
2 e
− z2
2√
2pi
dz
= σ2k,i
(
1
2
(2k,i + 1)erf
(
k,i√
2
)
+
k,i(e
−2k,i/2 − 2)√
2pi
)
,
where
k,i = |ek,i|, where ek,i ∼ N(0, σ2e,i/σ2k,i).
Note that if z = |z′| where z′ ∼ N(0, σ2),
E[z2erf(z/
√
2)] =
2σ2 tan−1(σ)
pi
+
2σ3
pi(σ2 + 1)
,
E[erf(z/
√
2)] =
2 tan−1(σ)
pi
,
E[ze−z
2/2] =
2σ√
2pi(σ2 + 1)
,
E[z] =
2σ√
2pi
.
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Therefore,
E
[
1
2
(z2 + 1)erf(z/
√
2) +
ze−z2/2 − 2z√
2pi
]
=
(σ2 + 1) tan−1(σ)
pi
− σ
pi
.
By setting σ = σe,i/σk,i, we have
E[I2(i)] = σ
2
k,iEk,i
[
1
2
(2k,i + 1)erf
(
k,i√
2
)
+
k,i(e
−2k,i/2 − 2)√
2pi
]
,
=
(σ2e,i + σ
2
k,i) tan
−1(σe,i/σk,i)
pi
− σe,iσk,i
pi
:= γi.
Thus, we have
E
[
φ(wTi (xk − xi) + |i|)2
]
= E[I1(i)] + E[I2(i)]
=
1
2
σ2k,i +
2
pi
σk,iσe,i +
1
2
σ2e,i + γi,
and thus,
E[‖N (xk)‖2] = Nσ
2
out
Ntrain
(
Ntrain∑
i=1
[
1
2
(σ2k,i + σ
2
e,i) +
2
pi
σk,iσe,i + γi
])
.
Let σ2e,i = σ
2
e = σ
2
ins
2 for all i. Then we have
E[q(xk)] = E[‖N (xk)‖2]
=
Nσ2outσ
2
in
Ntrainpi
Ntrain∑
i=1
[
(s2 + ∆2k,i)
(
tan−1(s/∆k,i) + pi/2
)
+ s∆k,i
]
,
where ∆k,i = ‖xk − xi‖2. Thus, we obtain
EXm [q(x)] =
1
NNtrain
Ntrain∑
k=1
E[q(xk)]
=
Nσ2outσ
2
in
N2trainpi
Ntrain∑
k,i=1
[
(s2 + ∆2k,i)
(
tan−1(s/∆k,i) + pi/2
)
+ s∆k,i
]
,
which completes the proof.
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