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Abstract
The high cost of private vehicle ownership compared to its low utilization
rates, and the increase in parking requirements compared to the decrease in
available urban land, make private automobiles an unsustainable solution for
the future of dense urban environments.
One of the leading emerging paradigms for future urban mobility sys-
tems is vehicle-sharing, which eﬀectively merges private and public mobility,
and directly tackles the problems of parking spaces and current low vehicle
utilization rates.
In this thesis we consider one-way vehicle-sharing systems that are com-
posed of a ﬁnite group of shared vehicles that are located at a set of stations.
The user arrives at one station, picks up a vehicle, and drives to his/her
destination station where he/she drops the vehicle oﬀ. The particularity of
one-way systems is that a user may drop the vehicle oﬀ at any station in the
network, i.e., there is no need to return it to the same station from which it
was rented. Hence, when some origin and destination stations are more pop-
ular than others, the system will inevitably become out of balance: vehicles
will build up at some stations and become depleted at others.
In order to solve this problem we propose diﬀerent routing policies that
allow the vehicle-sharing company to operate eﬃciently by better managing
the distribution of the vehicles among the network stations by taking into
account customer demands.
Firstly, we describe a trip price selection mechanism to control the distri-
bution of vehicles among stations. The novelty of our balancing approach is
the use of user mobility demand preferences, i.e., the price customers are will-
ing to pay for selected trips, to control the ﬂow of vehicles between stations.
i
Through network-oriented arguments, we provide a pricing-based rental pol-
icy that ensures the system operating eﬃciently in the long term, without
employing human drivers or using autonomous empty vehicles.
Secondly, exploiting the idea of using autonomous empty robotic vehicles
to maintain the balance of the system, i.e., a uniform distribution of vehicles
among the network stations, we propose a model of a one-way electric-vehicle-
sharing system taking into account that vehicles need to be charged when
their battery level is low. Therefore, the battery constraints are such that
even if there is a vehicle at one station it might be unavailable to a customer
because its residual energy is not enough to reach the desired destination.
Considering diﬀerent scenarios we show that, without control policies,
the throughput of one-way vehicle-sharing systems plummets. On the other
hand, simulations attest the functionality of the reported policies and illus-
trate their ability to subvert limitations that can plague one-way sharing
systems. From the pricing-based routing policy we determine the optimal
prices of each route that maximize the long term network throughput while
ensuring the stability of the system. From the robotic solution of the balanc-
ing problem we prove that (i) there exists a minimum number of vehicles that
stabilizes the system, i.e., the waiting number of customers is bounded; (ii)
the minimum number of vehicles that stabilizes the system is a function of
the charger and discharger battery functions, and the network topology; (iii)
the minimum number of vehicles that stabilizes the system is greater than,
or equal to, the one obtained without considering the battery constraints.
ii
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Chapter 1
Introduction
Hundred percent owned vehicles spend most of the day parked, usually about
80% to 90% of it, since their owners want to spend most of their time doing
something other than driving. Fractional possession automobiles can have
much higher utilization rates, i.e, they can spend more time on the road
and less time parked: instead of one person owning an automobile 100% of
the time but only actively using it for 20%, ﬁve people might, with cleverly
managed allocation, each use it for 20%. This, combined with the high
cost of private vehicle ownership and the increase in parking requirements,
compared to the decrease in available urban land, makes private automobiles
an unsustainable solution for the future of dense urban environments.
Furthermore, capacity limitations in transportation roadways cause the
level of service to follow decreasing marginal gains as the quantity of ﬂowing
vehicles increases: more cars on the roads transport more commuters but
throughput speed decreases as roads get more congested.
Dense urban developed areas [1], such as Mumbai in India, Hong Kong
in China, Singapore in Singapore (see Figure 1.1), need to ﬁnd solutions
to subvert the trend of the last decade: the number of vehicles owned has
quickly increased while the road capacity has remained almost the same.
In Section 1.1 we describe why Vehicle-Sharing Systems (VSSs) could be
the right solution to the traﬃc congestion problem. Section 1.2 summarizes
the main results of this thesis, whose organization is given in Section 1.3.
1
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Figure 1.1: Traﬃc jam in dense urban developed areas: Mumbai (on the left),
Hong Kong (in the middle), and Singapore (on the right).
1.1 Why Vehicle-Sharing?
The current high traﬃc volumes and increasingly diverse travel demands
require a more eﬃcient use of environmental and ﬁnancial resources. It is
well known that current society imposes a heavy burden on companies in
terms of energy consumption and external costs such as accidents, noise
emissions, pollution, space consumption, etc.
Sharing is an eﬀective and popular method for sharing costs while in-
creasing resource utilization. Considering VSSs, they are made up of a de-
centralized network of parking stations and a ﬂeet of shared vehicles. A
sharing policy provides sharers with fractional ownership rights over the re-
sources allocated allowing them to pick up a vehicle from any station and
either return it to the same station from which it was rented (two-way trips)
or drop it oﬀ at any other one (one-way trips). If users do not ﬁnd a vehicle
available at the origin they switch to their best alternative option. If they
do not ﬁnd a parking place available at their destination they drive to the
nearest available station.
The ﬁrst car-sharing project was in the early 1970s in France, but it
lasted only about two years. A few years later a bike-sharing project was
launched in Amsterdam but in the mid-1980s it was abandoned. The 1980s
and the ﬁrst half of the 1990s was a coming of age for car-sharing systems:
they were small networks composed of only a few stations and a small ﬂeet
of vehicles. Only around 2005 VSSs began to pop up in cities around the
world, and recently they entered public transit systems as a complementary
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way of providing customized personal mobility.
Figure 1.2: A bike-sharing system (on the left) and a car-sharing system (on the
right).
The great diﬀusion of VSSs in the last decade has been driven by at least
two factors:
• eﬀorts to capture new segments of the transportation market;
• the ability to promote a more sustainable urban lifestyle and improve
environmental conditions.
Eﬀectively, VSSs have shown the potential to reduce the overall number of
vehicles in cities, and hence they could solve the emergency of urban traﬃc
congestion: customers split access to the ﬂeet of vehicles via an informal
time-share agreement so it may be possible to reduce the amount of land
allocated to parking structures.
Unlike more traditional vehicle-sharing services, the users of one-way
VSSs are not constrained to return the vehicle to the same station from
which it is rented once their mobility needs have been satisﬁed. On the one
hand, this added freedom oﬀers a number of advantages, both to the customer
and society as a whole, e.g., a customer needs not spend time and money
to return a vehicle to a speciﬁc station, and he/she is freed from the cost
(again in terms of both time and money) of parking in public spots if there
is a station nearby. On the other hand, accounts of one-way VSSs already in
place suggest they have the potential to suﬀer from at least one signiﬁcant
disadvantage: due to a variety of geo-urban factors (e.g., city layout and local
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geography), some selection stations within the network frequently prove to be
more popular destinations for dropping oﬀ vehicles than others. On its own,
this characteristic need not be overly concerning. However, when vehicles
are rented only infrequently from these same stations, there is a tendency
for vehicles to build up there. Concurrently, other stations experience pro-
longed vehicle shortages and are forced to turn away customers. Hence, due
to uncorrelated departure and arrival patterns, some stations end up having
no vehicles while others end up having no parking spaces. This inventory
imbalance not only decreases throughput, but it furthermore increases trip
time as drivers search for parking spaces.
To maintain the desired level of service, a mobility-on-demand (MOD)
system needs to constantly feed the origin with vehicles while draining des-
tinations from occupied parking spaces: a redistribution/balancing process
reallocates vehicles from stations with a surplus to those with a deﬁcit of
vehicles. To have a balanced system the vehicle redistribution ﬂow should,
on average, equal the net vehicle ﬂow between source and sink areas.
Thus far, the state of the art has investigated balancing solutions, that
we call balancing policies, that are based on the idea of:
• employing a team of human balancers to keep the system running by
manually driving vehicles between stations;
• exploiting the added functionality aﬀorded by autonomous vehicle ﬂeets.
However, redistribution solutions keep vehicles unutilized thus reducing ser-
vice capacity and eﬃciency. Moreover, managing the logistics and ﬁnancing
for both manual and autonomous balancing strategies are signiﬁcant compo-
nents of the overall operations. Not only is it diﬃcult to plan the balancing
trips but it is also expensive: the system requires either great capacity or
frequent redistributions.
The ﬁrst solutions for the balancing problem were based on the use of
trucks. Existing bike-sharing companies use trucks to balance the system by
manually redistributing bicycles among stations (see Figure 1.3).
However, trucks are not a feasible balancing solution for a car-sharing
system: while one or few trucks could be enough to maintain a bike-sharing
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Figure 1.3: Truck carrying bicycles during redistribution: Velib in Paris (on the
left) and Flickr in Oslo (on the right).
system balanced (because each one can carry hundreds of bicycles), with cars
there is a need for more trucks because of their limited capacity. Anyway,
there exist some car-sharing systems that have adopted this balancing policy
to improve their performance in terms of vehicle utilization: trucks move cars
between the network stations to maintain an even distribution of automobiles
(see Figure 1.4).
Figure 1.4: Truck carrying cars during redistribution: City Car Club in UK.
Today, many vehicle-sharing experts believe that the next generation of
MOD systems will rely signiﬁcantly on information technology and dynamic
pricing to mitigate its operation costs. In the past, various forms of incentive
mechanisms were implemented in resource allocation networks for demand
pattern regulation: congestion pricing zones, peak pricing in electricity grids,
electronic markets/auctions such as eBay or Amazon, carbon trading pro-
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grams, and recently water banking, are some of the current examples.
It is important to highlight that while qualitative incentives, that are not
easy to capture via a mathematical model, may have an impact on human
behavior, quantitative incentives such as market mechanisms and dynamic
pricing are particularly attractive because they translate directly into quan-
tiﬁable payoﬀs that can be studied by the tools and methods of economics
and the optimization theory.
In transportation networks, incentive mechanisms focus on two goals:
• to improve throughput performance at links;
• to prevent stock overﬂow at nodes.
However, as information technology comes at a cost, the resulting savings
from a policy must justify the costs and complexity of its implementation.
1.2 Statement of Contributions
The present work focuses on routing/balancing policies for one-way VSSs in
order to improve the future diﬀusion of these systems and therefore reduce
the number of vehicles on our roads. Especially, we consider:
• the use of a trip price selection mechanism to control the distribution
of vehicles among a network of rental stations via a better alignment
between the supply of vehicles and customer transportation demands.
We introduce customer fractional demand functions, that depend on
route prices between origin and destination stations, to regulate the
willingness of customers to pay that amount of money to make the
trip;
• the use of autonomous empty robotic electric vehicles to balance vehicle
distribution at network stations taking into account battery constraints.
The majority of the actual sharing systems use electric vehicles, so
it is important to understand how charging and discharging battery
functions, and network topology inﬂuences the overall system behavior
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in terms of (i) minimum number of vehicles needed for the existence of
equilibria and (ii) stability.
1.3 Outline
This dissertation is organized as follows:
A brief introduction of routing, smart grids and balancing problems, with
particular attention to the diﬀerence between our approach and already pre-
sented works, is given in Chapter 2.
Chapter 3 illustrates our pricing-based solution for the routing problem
in VSSs via a graph-network approach. In particular, the problem deﬁnition
is given in Section 3.1. Section 3.2 introduces the model of one-way VSSs
with the terminology and notation used, and its analysis. The control policy
is described in Section 3.3. Simulation results illustrating the functionality
of the control law are provided in Section 3.4.
A robotic solution for balancing problems in one-way electric VSSs (EVSSs)
is described in Chapter 4. Speciﬁcally, we consider robotic electric vehicles
that need to have the battery charged in order to perform their tasks. The
motivations that have pushed us to study how the battery dynamics can in-
ﬂuence the overall behavior of VSSs are reported in Section 4.1. The model
of one-way EVSSs, with its property analysis are reported in Section 4.2.
The linear problem that allows us to determine the optimal assignment for
autonomous balancing vehicles is introduced in Section 4.3. If we do not have
the information about customer demands, we can still ﬁnd an optimal as-
signment via a real-time balancing policy, which is illustrated in Section 4.4.
The results of the formulation are analyzed in Section 4.5.
Finally, Chapter 5 summarizes the main results and provides directions
for ongoing research.
The present work was carried out within an internship at the Singapore-
MIT Alliance for Research and Technology (SMART) Center, as part of the
Future Urban Mobility (FM) research project, an overview of which can be
found in Appendix A. Especially, the inspiration for all the contents of this
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thesis came after analyzing the data that SMOVE, an electric vehicle-sharing
company operating in Singapore, provided us. The Figure 1.5 shows the GPS
data of the SMOVE vehicles between January 2013 and June 2013. However,
Figure 1.5: GPS data from the SMOVE company operating in Singapore: the
vehicles' positions between January 2013 and June 2013 (yellow points) on the
road in Singapore (gray lines).
due to the limited number of stations (namely 5) and vehicles (namely 5) in
the SMOVE system, as well as the absence of recorded information about
customer demands, the mentioned data did not turn out a complete a signif-
icant testbed for our purposes.
Chapter 2
Literature Overview
This chapter presents a brief literature overview about the main research
branches related to the thesis: routing, smart grids, and balancing problems.
In Section 2.1 we describe the main ﬁeld where the routing problems are
tackled: TCP/IP networks. Since a one-way VSS can be modeled as a net-
work, our topic is very close to this. However there are a lot of diﬀerences
between the two models that do not allow us to use the same routing algo-
rithms. Section 2.2 introduces the concept of smart grids, putting emphasis
on the similarity and dissimilarity with one-way VSSs. A brief presentation
to the previously proposed balancing problem solutions, highlighting the dif-
ference with our approach, is given in Section 2.3.
2.1 Routing
Routing is the process of selecting paths in a network along which to send
network traﬃc. There exist diﬀerent kinds of networks, including electronic
data and transportation networks.
In packet switched networks, e.g. Internet, routing directs packet for-
warding through intermediate nodes usually based on routing tables. Gen-
erally, there are multiple routes that can be taken from deﬁned origin and
destination nodes (as shown in Figure 2.1), so there is the need to choose
between them taking into account device failures, dynamic network traﬃc
9
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congestions, changing physical obstruction, interference, etc. Diﬀerent per-
formance indexes can be considered so as to determine which route is the
optimal one.
Figure 2.1: An example of routing in packet switched networks: routing algorithms
compute the optimal path between source and destination nodes in function of a
deﬁned performance index (e.g., distance, congestion, etc.) taking into account
failures.
In transportation networks, also known as ﬂow networks, we can map
roads in arcs and intersections/stations in nodes. Then we can exploit the
graph theory to implement routing policies in order to optimize an objective
function while satisfying some constraints, e.g. road capacity, ﬂow conserva-
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tion, etc. An example of the translation from a transportation network to a
graph network is depicted in Figure 2.2: it is a graph of Singapore roads.
Figure 2.2: Singapore graph network: road intersections (blue dots) and roads
with diﬀerent capacity (gray lines of diﬀerent widths).
Using the graph theory, we can reduce both packet switched and trans-
portation networks to graph networks. However, due to diﬀerent dynamics
and constraints, the two models are diﬀerent. Therefore, routing algorithms
used in TCP/IP networks, such as [2, 3, 4], cannot be applied to transporta-
tion networks.
Generally, transportation networks are considered to have a set of source
and destination nodes, and they are connected by multiple routes from which
the best one based on a cost function must be determined. So, it is com-
pletely diﬀerent with respect to VSSs where each sharing station (i.e., each
node) is both source and destination: customers can arrive and depart from
each network station. Nevertheless, in [3] the authors have proposed an al-
gorithm to balance the network considering multiple source nodes but only
one destination. This situation is closer to the one that we have in VSSs but
it is still a simpliﬁed version of our problem.
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2.2 Smart Grids
Smart Grids (SGs) combine the use of traditional technologies with innova-
tive digital solutions, making the management of the electricity network more
ﬂexible thanks to a more eﬃcient exchange of information [5]. By applying
innovative digital technologies it is possible to monitor the entire network
for timely interventions in the case of outages, ensuring excellent electricity
supply. Customers become the protagonists thanks to the use of electronic
supports that make consumption transparent, encourage active participation
in the energy market and promote eﬃcient energy use.
A SG integrates the actions of all the actors involved, producers or con-
sumers, to distribute electricity in an eﬃcient, sustainable and cost-eﬀective
manner, as shown in Figure 2.3.
Figure 2.3: An example of how Smart Grids work.
A SG combines the most innovative devices and services with advanced
monitoring, control and communication technologies, in order to:
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• fully integrate renewable energy sources into electricity grids;
• engage customers, optimizing their consumption while improving the
operation of the overall system;
• enhance the reliability of the whole network;
• implement the charging infrastructure needed to develop electric mo-
bility.
Hence, SGs are improving the quality of service, by decreasing operating
costs, and increasing the competitiveness of network operators.
In [6] the authors have studied optimal dynamic prices of power in smart-
grid networks. They have proposed a discrete-time model of the system
both for a single-user and a multi-user and have deﬁned linear problems to
determine the best prices. A similar work is [7] where they have considered
the need to smooth the peak consumptions of power during the day.
While both ideas are interesting, they are only slightly applicable to our
problem because in SGs the power is always available, and users decide
whether or not to consume some energy to satisfy their needs in function
of the power price.
In VSSs, instead, a customer could not satisfy his/her travel demand
whenever he/she wants, because there might not be vehicles at the station
where he/she is. In this thesis the resources, represented by vehicles, are not
always available and we have to take into account the delays due to travel
time between stations. However, the idea of using diﬀerent prices to inﬂuence
user decisions is the central solution for the pricing-based routing policy.
2.3 Balancing Problems
We deﬁne as balanced system one where scarce resources are evenly dis-
tributed among network stations.
There exist diﬀerent solutions to eﬃciently allocate resources in order
to maximize/minimize a certain performance index which depends on their
utilization. In this work we consider shared vehicles as scarce resources, so
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Figure 2.4: An example of a one-way VSS with autonomous vehicles balancing the
system without considering battery constraints: the system parameters (at the top)
and a frame while the system is working (at the bottom). At each station the blue
bar shows the number of vehicles, and the green bar shows the number of waiting
customers. Blue vehicles are carrying customers, while red vehicles are performing
balancing trips.
we need to move them between stations in order to maximize their utilization
and, in the meantime, minimize customer waiting times. There are diﬀerent
approaches that have already tackled this problem:
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• using trucks. The problem is how to move trucks in order to minimize
traveled distance while maintaining the system balanced. As already
mentioned, the idea of using trucks can be applicable for bike-sharing
systems [8], where one truck can carry hundreds of bikes. However,
with cars, the company needs more than one truck and hence more
than one person to drive them;
• using drivers. The problem is that the drivers could become unbalanced
too, i.e., some drivers can accumulate at one station while others, where
there are a lot of vehicles, lack balancers. We have not only to balance
the vehicles but also the drivers [9];
• using autonomous robotic vehicles. Thinking about the future, vehicles
might be able to drive themselves wherever they want without a pilot.
Exploiting this added functionality, they can autonomously move be-
tween stations, as shown in Figure 2.4. This idea, is investigated in
[10, 11]. However, in these works the authors have not considered the
battery dynamics of the vehicles. In order to complete their tasks (i.e.,
travel between stations) vehicles have to be charged enough, so we have
to take into account the time that they spend in being charged.
One important issue, that has not been addressed in [8, 9, 10, 11] is the
economic aspect of the solutions provided:
• the cost for each truck and, consequently, the salary for each truck
driver;
• the salary of the drivers that perform the balancing trips;
• the cost of autonomous vehicles, that are more expensive than the nor-
mal ones. So, it is not only important to minimize the overall number
of vehicles, but also determine the minimum number of vehicles that
are able to drive themselves without a pilot.
Chapter 3
Pricing-Based Routing Policy in
One-Way VSSs
In this chapter we present a pricing-based mechanism to minimize the mis-
alignments between customer demands and vehicle supply. We explain the
idea of the proposed routing policy in Section 3.1. Then, in Section 3.2, we
introduce the notation and the terminology that we used to deﬁne the model
of the system, and we study its properties. The optimization problem that
allows us to set up the prices for each route of the network is introduced in
Section 3.3. Section 3.4 illustrates the results of our policy compared with
those where all the routes have no prices or the same prices.
3.1 Problem Statement
The highly uneven distribution of demand for urban roads and parking space,
both spatially and temporally, has traditionally made it very diﬃcult to
allocate these resources eﬃciently.
Vehicles tend to converge on popular destinations within cities, creat-
ing road congestion in the vicinity of these while leaving other roads nearly
empty. People want to park near these destinations, which has the eﬀect
of saturating nearby parking while leaving spaces elsewhere vacant. People
want to travel during peak hours, and are less inclined to do so at other
16
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times. An example of the time distribution of customer demands during a
week is illustrated in Figure 3.1. We can see that:
Figure 3.1: An example of daily customer demands during a week for the Velib
system: we can observe two diﬀerent trends between weekdays (i.e., from Monday
to Friday) and the weekend (i.e., Saturday and Sunday).
• during weekdays, there are two peaks around 6-7 a.m. and 5-6 p.m.;
• during the weekend, demand is smoother with a high request for vehi-
cles around the central hours of the day and a higher number of trips
during the early hours, i.e., from midnight to 3 a.m.
Comparing these trends with those reported in [12] and [13], we have veri-
ﬁed that customer demands are not completely random but follow a certain
distribution.
If roads and parking areas are sized for peak demands then they are un-
economical and underutilized at other times, but if they are sized for average
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demands then they cannot accommodate the peaks.
To smooth out demand peaks we can use the redundancy in road and
parking systems, and elasticity in travel behaviors. Unlike highways that are
designed for high throughput, urban street and road systems are typically
highly redundant, providing many alternative routes to most destinations.
Of course it is desirable to take the shortest route, but people might be
induced to take a slightly longer route if there are some incentives. This
provides an opportunity for employing price incentives to achieve more evenly
distributed, eﬃcient use of available road space: the success of this solution
depends on the structure of street and road networks.
It is the same with parking. There are many parking spaces distributed
throughout cities, some in close proximity to particular destinations and some
more distant. For a driver, the most desirable location of a parking space
is nearby his/her destination, but they might be induced to accept a more
distant one if it is suﬃciently less expensive.
3.1.1 Dynamic Pricing
Since demand for vehicles and parking spaces ﬂuctuates, there will always be
a tendency for the system to become unbalanced, with more vehicles than
necessary but too few parking spaces at some locations, and too few vehicles
but more empty parking spaces than necessary at others, (an example is
given in Figure 3.2). To keep pick up and drop oﬀ queues within acceptable
limits, some sort of system-balancing strategy is necessary.
At any moment, there will tend to be some areas of the city where vehicle
supply exceeds demand, other areas where vehicle supply is insuﬃcient to
meet demand, and yet other areas where vehicle supply and demand are
nicely balanced. A system operator should try to minimize the areas of
excess supply, which waste vehicle capacity that could be put to good use
elsewhere, minimize the areas of unsatisﬁed demand, which leave customers
frustrated, and maximize the areas of balanced supply and demand.
At any particular access point, both supply and demand will ﬂuctuate
over time as customers requiring vehicles arrive and as vehicles arrive and
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Figure 3.2: The origin-destination paths with diﬀerent pay-oﬀs: the prices are
related to the inventory needs of the origin and destination.
depart. Ideally, the supply and demand curves should match, but in practice
they will tend to be out of balance at some moments and in balance at others.
A system operator should try to minimize the times when the access point
is out of balance and maximize the times when it is balanced.
One approach to system balancing is simply to provide a large margin of
safety, i.e., many more vehicles and spaces than one normally necessary, to
absorb demand ﬂuctuations. If this margin is suﬃciently wide, then vehicle
and space stocks will never be driven down to unacceptable levels at any
location, but this increases space and vehicle costs.
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Instead, the management goal should be to control pick up and drop oﬀ
queues without incurring excessive space and vehicle costs: dynamic pricing
of vehicle possession can eﬀectively keep the spatial and temporal distribution
of shared-use vehicle and parking space supply in equilibrium with demand.
The application of dynamic pricing provides many advantages for both in-
dividual decision making and the optimization of the overall system behavior
for society as a whole:
• from a driver's perspective, it makes the total cost of trips accurately
and clearly evident and enables well-informed choices among alternative
trip departure times, routes, and destinations;
• from an urban system perspective, it enables the eﬀective management
by price of available urban space and infrastructure while providing
tools for achieving social equity and other policy objectives;
• from a business perspective, it opens up new opportunities to attract
customers through context-sensitive advertising and price incentives.
The overall result is a self-organizing personal urban mobility system that
responds to varied needs while eﬀectively minimizing demands on energy
supply systems, urban space, vehicle ﬂeets, and drive time.
3.2 Model of One-Way VSSs
Our model of one-way VSSs diﬀers from the MOD model in [10, 11] because
we do not use autonomous empty robotic vehicles to align the transportation
demands of customers with the supply of vehicles. We use diﬀerent costs for
diﬀerent routes to inﬂuence customer decisions in taking the desired trips.
Failure to manage the ﬂow of vehicles in a manner that reﬂects the vehicle
and customer distributions has the potential to cause a pronounced majority
of the vehicles to spend the bulk of their time sitting idly at a subset of
network stations.
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3.2.1 Notation and Terminology
Vehicle rental locations are modeled as a collection of N stations, S =
{s1, . . . , sN}. These stations are interconnected by means of a strongly-
connected network G = (V,E), with V = S that represents the set of the
nodes, and E = V × V that represents the set of the edges.
Customers arrive at si according to a Poisson arrival process with rate
λi ∈ R≥0. The probability that a customer arriving at si wishes to travel to
sj is pij ∈ R≥0, with i 6= j, and i, j ∈ {1, . . . , N}. It is assumed pii = 0, for
each i ∈ {1, . . . , N}.
The time required to travel from si to sj is Tij ∈ R≥0. Travel between
stations is accomplished by renting one of m ∈ R>0 vehicles. The number of
vehicles at si at time t is denoted by
svi(t) ∈ R≥0, and the number of vehicles
en route from sj to si at time t is vj→i(t) ∈ R≥0. Hence, we refer to the total
number of vehicles attributed to si at time t as
vi(t) =
svi(t) +
∑
j
vj→i(t). (3.1)
Let v(t) := (v1(t), . . . , vN(t))
T with v1(t) + . . . + vN(t) = m. For t > 0
the variable v(t) is a reﬂection of v(0), the past trips taken between stations,
and trips currently in progress.
Let qi(t) ∈ R≥0 denote the number of customers waiting at si at time t
to travel to some other stations, and let q(t) := (q1(t), . . . , qN(t))
T .
A key feature of our formulation is the incorporation of the eﬀect trip
pricing on a customer's willingness to travel. To this end, renting a vehicle
to travel from si to sj at time t costs cij(t). Customers arriving at one station
decide whether to pay the trip cost and then enter a ﬁrst-come ﬁrst-served
(FCFS) station queue before departing for the desired destination, or leave
the system and then take another means of transport to get to the ﬁnal
destination. Naturally, the demand for travel between si and sj decreases
when cij increases and increases when cij decreases. To model this eﬀect, we
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introduce the fractional demand function
g (cij) : R≥0 → [0, 1], (3.2)
where g (cij) represents the probability that customers interested in traveling
from si to sj are willing to pay cij to do so.
Customers interested in traveling from si to sj but unwilling to pay g (cij)
are assumed to ﬁnd another means of transport, and hence they leave the
system. In this way, λipijg (cij) is the eﬀective rate at which customers that
ultimately travel to sj appear at si. It is assumed that g(0) = 1, g (cij) is a
strictly monotonic decreasing function in cij, and g (cij)→ 0 as cij →∞.
Finally, let c(t) := (cij(t), i ∈ {1, . . . , N} , j ∈ {1, . . . , N} \ i), the costs
to travel from each station to every other station in the network.
The objective of the pricing-based routing policy can be summarized as
follows: to manage the ﬂow of vehicles between stations by regulating trip
prices using a control law of the form c(t) = pi (v(t), q(t), g)
A summary of the notation used is provided in Table 3.1.
symbol meaning
si station i
svi number of vehicles at si∑
j vj→i number of vehicles en route to si
vi number of vehicles at or en route to si
v (v1, . . . , vN)
qi number of customers at si
q (q1, . . . , qN)
m total number of vehicles
N total number of stations
λi rate of arrival of customers at si
µi departure rate of customers (and vehicles) from si
pij probability customer at si is destined for sj
cij cost of traveling from si to sj
γij := g (cij) fraction of customers willing to pay cij
Tij travel time from si to sj
Table 3.1: Commonly used notation in modeling VSSs.
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3.2.2 Dynamics
To describe the diﬀerential equations governing the evolution of the number
of vehicles and customers at each station in a compact way, we introduce the
following notation:
svi :=
svi(t),
svij :=
svj (t− Tji) ,
qi := qi(t), q
i
j := qj (t− Tji) .
The svij denotes the number of vehicles that were present at station sj, speciﬁ-
cally Tji time units prior to the current time. Similarly, q
i
j denotes the number
of customers that were present at station sj, speciﬁcally Tji time units prior
to the current time.
Then, we deﬁne the Heaviside function as:
H(x) :=
1, if x > 0,0, otherwise.
Now, we are ready to write the customer and the vehicle dynamics.
Customer Dynamics
Considering station si, we can write the variation of the customer as
q˙i =

λi
∑
j pijγij, if
svi = 0,
0, if svi > 0 and qi = 0,
(λi − µi)
∑
j pijγij, if
svi > 0 and qi > 0,
and using the Heaviside function the customer dynamics can be rewritten as
q˙i = [λi (1−H (svi)) + (λi − µi)H (qi)H (svi)]
∑
j
pijγij. (3.3)
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Vehicle Dynamics
The rate of change of vehicles at si can be written as the sum of two com-
ponents:
1. the rate at which customer-carrying vehicles depart si
0, if svi = 0,
−λi
∑
j pijγij, if
svi > 0 and qi = 0,
−µi
∑
j pijγij, if
svi > 0 and qi > 0,
which can be written more compactly as
[−λiH (svi) + (λi − µi)H (qi)H (svi)]
∑
j
pijγij;
2. the rate at which customer-carrying vehicles arrive at si
0, if svij = 0,∑
j λjpjiγji, if
svij > 0 and q
i
j = 0,∑
j µjpjiγji, if
svij > 0 and q
i
j > 0,
which can be written more compactly as∑
j
pjiγji
[
λjH
(
svij
)− (λj − µj)H (svij)H (qij)] .
Thus, the vehicle dynamics can be rewritten as
sv˙i = [−λiH (svi) + (λi − µi)H (qi)H (svi)]
∑
j
pijγij
+
∑
j
pjiγji
[
λjH
(
svij
)− (λj − µj)H (svij)H (qij)] . (3.4)
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System Dynamics
Putting everything together, we can write a set of nonlinear, time-delayed
diﬀerential equations describing the evolution of customers and vehicles in
the system as
q˙i = [λi (1−H (svi)) + (λi − µi)H (qi)H (svi)]
∑
j
pijγij.,
sv˙i = [−λiH (svi) + (λi − µi)H (qi)H (svi)]
∑
j
pijγij
+
∑
j
pjiγji
[
λjH
(
svij
)− (λj − µj)H (svij)H (qij)] . (3.5)
The problem we wish to solve is as follows: to ﬁnd a pricing-based policy c
(i.e., the price for each route) that maximizes the number of vehicles traveling
in the network, and hence the network ﬂow, and ensures the existence of
stable equilibria for the model (3.5).
3.2.3 Well-posedness
We discuss the well-posedness of (3.5) by showing two important properties:
• existence of solutions;
• invariance of the total number of vehicles.
Since the ﬂuid model (3.5) is nonlinear, time-delayed, and the right-hand
side is discontinuous, we need to analyze it within the framework of Filippov
solutions [14].
Proposition 3.2.1 (Well-posedness of the VSS model). For the ﬂuid model
(3.5), the following holds:
1. for every initial condition, there exist continuous functions qi(t) : R→
R≥0, and svi(t) : R → R≥0, i ∈ {1, . . . , N}, satisfying the diﬀerential
equations (3.5) in the Filippov sense;
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2. the total number of vehicles is invariant for t ≥ 0 and is equal to
m =
∑
i vi(0).

Proof of Proposition. To prove the ﬁrst claim, it can be checked that all
assumptions for the existence of Filippov solutions to time-delayed diﬀerential
equations with a discontinuous right-hand side are satisﬁed, and the claim
follows.
To prove the second claim, the number of en route vehicles at time t is
given by the integral over the last Tji time (i.e., the time to get from sj to
si) units of the vehicle departure rate from sj to si. Such a departure rate is
the sum of the departure rate of customer-carrying vehicles:
vj→i(t) =
∫ t
t−Tji
pjiγji [λjH (
svj(τ))− (λj − µj)H (qj(τ))H (svj(τ))] dτ.
(3.6)
By applying the Leibniz integral rule,we can write the variation over time of
the number of en route vehicles at time t as
v˙j→i(t) =pjiγji [λjH (svj)− (λj − µj)H (qj)H (svj)]
− pjiγji
[
λjH
(
svij
)− (λj − µj)H (qij)H (svij)] . (3.7)
Therefore, considering the variation of the total number of vehicles over time,
for t ≥ 0 we have
m˙(t) =
∑
i
v˙i(t) =
∑
i
sv˙i(t) +
∑
i
∑
j
v˙j→i(t), (3.8)
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and substituting (3.4), and (3.7) in (3.8) we obtain
m˙(t) =
∑
i
{
[−λiH (svi) + (λi − µi)H (qi)H (svi)]
∑
j
pjiγji
+
∑
j
pjiγji
[
λjH
(
svij
)− (λj − µj)H (svij)H (qij)]
}
+
∑
i
∑
j
{
pjiγji [λjH (
svj)− (λj − µj)H (qj)H (svj)]
− pjiγji
[
λjH
(
svij
)− (λj − µj)H (qij)H (svij)]
}
.
Noticing that each term has its opposite one, by simplifying we ﬁnd
m˙(t) = 0 (3.9)
which proves the second claim of the proposition.

3.2.4 Equilibria
We study the equilibria, we determine the minimum number of vehicles re-
quired to ensure the existence of equilibria, we show that without using a
pricing mechanism to regulate the customer arrivals at each station the sys-
tem is unstable, and, ﬁnally we discuss how to optimally compute c, i.e.,
the cost to travel between each diﬀerent station. The equilibria of (3.5) are
characterized by the following theorem.
Theorem 3.2.2 (Existence of equilibria). Let Γ be the set of assignments γ
that verify the equation
−λi
∑
j
pijγij +
∑
j
pjiγjiλj = 0 (3.10)∑
j
pijγij > 0 (3.11)
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for each i ∈ {1, . . . , N}, and let
mγ :=
∑
i
∑
j
Tijpijγijλi. (3.12)
If γ /∈ Γ, then no equilibrium exists. If γ ∈ Γ, there are two cases:
1. if m > mγ, then the set of equilibria isqi = 0svi > 0 ,
for each i ∈ {1, . . . , N}, where∑
i
svi = m−
∑
i
∑
j
Tijpijγijλi︸ ︷︷ ︸
mα
;
2. if m ≤ mα, then no equilibrium exists.

Proof of Theorem. To prove the theorem we set q˙i = 0 and
sv˙i, for all
i ∈ {1, . . . , N}. From q˙i = 0 we have
0 = [λi (1−H (svi)) + (λi − µi)H (qi)H (svi)]
∑
j
pijγij,
from which we obtain the following conditions:
λi − λiH (svi) + (λi − µi)H (qi)H (svi) = 0, (3.13)
or/and ∑
j
pijγij = 0. (3.14)
The equation (3.14) means that customers arriving at station si will have
probability zero of going to any other station in the network: nobody will
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depart from station si therefore there is no way of controlling si. For this
reason we assume ∑
j
pijγij > 0. (3.15)
Under this reasonable conjecture, from (3.13) we have
λi = λiH (
svsi )− (λi − µi)H (qi)H (svi) (3.16)
that can have four diﬀerent possible solutions:
1.
{
qi = 0
svi = 0
∀ i = 1, . . . , N ⇒ λi = 0,
2.
{
qi = 0
svi > 0
∀ i = 1, . . . , N ⇒ λi = λi,
3.
{
qi > 0
svi = 0
∀ i = 1, . . . , N ⇒ λi = 0,
4.
{
qi > 0
svi > 0
∀ i = 1, . . . , N ⇒ λi = λi − (λi − µi) = µi.
Now, since λi < µi, the equation (3.16) is veriﬁed only ifqi = 0svi > 0 ∀ i ∈ {1, . . . , N} .
Then, setting sv˙i = 0, combined with (3.16), we have
0 = [−λiH (svi) + (λi − µi)H (qi)H (svi)]︸ ︷︷ ︸
−λi
∑
j
pijγij
+
∑
j
pjiγji
[
λjH
(
svij
)− (λj − µj)H (svij)H (qij)] .
In a stationary equilibrium qi and
svi are constants, so q
j
i = qi and
svji =
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svi. Hence we can rewrite the previous equation as
0 = −λi
∑
j
pijγij +
∑
j
pjiγji
[
λjH
(
svij
)− (λj − µj)H (svij)H (qij)]︸ ︷︷ ︸
λj
.
thus we obtain
− λi
∑
j
pijγij +
∑
j
pjiγjiλj = 0 (3.17)
Therefore we ﬁnd that a necessary condition for the existence of equilibria is
that the assignment γ can be chosen such that∑
j
pijγij > 0., (3.18)
−λi
∑
j
pijγij +
∑
j
pjiγjiλj = 0, (3.19)
for each i ∈ {1, . . . , N}. Hence, if γ /∈ Γ, no equilibrium exists and the ﬁrst
claim is proven.
Assume now that γ ∈ Γ and assume m > mγ: we now want to show
that the candidate equilibria qi = 0 and
svi > 0 for all i ∈ {1, . . . , N} are
indeed valid (note that these are the only equilibria possible because the other
three combinations of qi and
svi do not verify (3.13), as shown before). Since
γ ∈ Γ, then the necessary conditions for the existence of equilibria in (3.10)
and (3.11) are satisﬁed: the only condition that still needs to be veriﬁed is that
the overall number of vehicles is suﬃcient to sustain the equilibrium system
traﬃc, i.e., the equilibrium ﬂow of transit vehicles. Indeed, when qi = 0 and
svi > 0 for all i ∈ {1, . . . , N}, from (3.6) we ﬁnd that the equilibrium number
of transit vehicles is given by mγ.
Hence, in order to satisfy the conditions svi > 0 for all i ∈ {1, . . . , N},
one needs a number of vehicles larger than mγ, which is veriﬁed by assump-
tion. This, together with the invariance result in Proposition 3.2.1, proves
the second claim.
Finally, by using similar arguments, one can show that when γ ∈ Γ but
m < mγ no equilibrium exists.
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
Equation (3.11) implies that without a pricing policy, i.e., c = 0 and
hence γ = 1, the system does not generally have equilibria. Also, it can be
shown that in the absence of equilibria the number of waiting customers will
grow without bounds: pricing-based mechanisms are generally necessary to
ensure equilibria and stability.
Theorem 3.2.2 shows that if the set of assignments Γ is empty, then no
equilibrium can exist.
A direct consequence of Theorem 3.2.2 is the following result about the
minimum number of vehicles required to ensure the existence of equilibria.
Corollary 3.2.3 (Minimum number of vehicles for the existence of equilib-
ria). Model (3.5) admits equilibria if and only if
m > m := min
γ∈Γ
mγ. (3.20)

3.3 Fixed-Price Routing Policy
We set a ﬁxed price for each trip, i.e., cij(t) = cij for t ≥ 0. When a solution
exists, the following linear program problem provides a means to compute
prices that prevent vehicles from building up at any station.
maximize
γij
∑
i
∑
j
λipijγijTij (3.21)
subject to
∑
j
λipijγij =
∑
k
λkpkiγki i ∈ {1, . . . , N} , (3.22)∑
j
pijγij > 0 i ∈ {1, . . . , N} , (3.23)∑
i
∑
j
λijpijγijTij ≤ m (3.24)
0 ≤ γij ≤ 1 i, j ∈ {1, . . . , N} . (3.25)
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The objective function (3.21) represents the throughput of the system,
i.e., the number of trips in progress at any given time. Since we want to
maximize system utilization, we have to maximize the throughput with re-
spect to the control variable γ. The ﬂow equilibrium constraints are imposed
by (3.22), while (3.23) are the conditions on the controllability of each station.
The (3.24) ensures thatthe number of vehicles in the system does not exceed
the ﬂeet size. Finally, (3.25) reﬂects the conditions about the co-domain of
the fractional demand function g (cij) : R≥0 → [0, 1].
Assuming the LP problem ((3.21)(3.25)) has a solution, γ∗ij, from the
assumption that g (cij) is strictly monotonic decreasing functions in cij we
can compute the optimal cost at which to price trips from si to sj as
c∗ij = γ
−1
ij i, j ∈ {1, . . . , N} , (3.26)
which is shown in Figure 3.3. The use of diﬀerent fractional demand functions
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Figure 3.3: An example of diﬀerent fractional demand functions: we have con-
sidered γij = exp(−( cijσ )2) for diﬀerent values of σ.
can be seen as diﬀerent customer behaviors with respect to price changes:
• poor customers leave the system for little variation in price;
• rich customers join the system even if price changes are high.
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Pricing trips at cij will, in the long run, prevent the build up of vehicles.
However, a ﬁxed pricing scheme may perform poorly when parameters are
poorly known or evolve with time.
3.4 Simulation Results
We have developed a simulation environment in MATLABr for testing the
routing policy previously introduced. An example of an environment with 5
stations is shown in Figure 3.4. In this environment customers arrive stochas-
tically at each station si according to a Poisson process with parameter λi.
Each customer's destination is sampled from the distribution pij. The travel
time Tij between stations is given by the Euclidean distance. We solve the
optimization program (3.21)(3.25) using the freely available SeDuMi (Self-
Dual-Minimization) toolbox.
This section presents results for a 20 by 20 dimensionless unit environment
with randomly distributed stations. Each vehicle moves 0.2 units per time
step. The arrival rates at each station were uniformly randomly selected in
the interval of [0; 0.04], and have the units of arrivals per time step. The
destination distribution pij was also uniformly randomly generated.
3.4.1 No-Price Routing Policy
In the event no cost is associated with traveling from si to sj, every customer
that enters at si will join the queue qi to go to sj with probability pij. In this
setting it is not diﬃcult to construct scenarios in which vehicles build up at
some stations.
We can note that increasing the total number of vehicles m does not
remedy this problem: doing so only leads to larger build ups in a longer
time, as we see from the vehicle distribution in Figure 3.5.
Actually, a similar situation is reached in the case that all the routes have
the same price: the diﬀerence with respect to no-price routing policy is only
in the number of customers joining the system, that depends on the price.
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Figure 3.4: An example of one-way VSSs with 4 stations: at each station there is
a queue of customers (green dots) and a queue of vehicles (small white cars). The
customer at the head of the queue gets into the vehicle at the head of the vehicle
queue (as shown as station s2). At station s3 there are no vehicles, and at station
s4 there are no customers.
3.4.2 Fixed-Price Routing Policy
In order to compare the performance of the ﬁxed-price routing policy with the
no-price routing policy, we consider the percentage of customers that join the
system and complete their trips in a ﬁnite time interval. Figure 3.6 presents
the 20 randomly scenarios for each diﬀerent number of stations (generated as
above mentioned) from which we have extracted the information summarized
in Table 3.2.
From Figure 3.6, we can see that the upper bound of the ﬁxed-price policy,
given by the fraction of customers that joins the system, is almost reached.
On the other hand, for the no-price policy, all customers enter in the system
but, even if their number is greater than the one using the pricing policy, the
fraction of completed trips is lower.
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N NP (mean) NP (max) NP (min) FP (mean) FP (max) FP (min)
5 0.3223 0.6169 0.0771 0.5895 0.8208 0.3032
10 0.2728 0.6088 0.0382 0.6550 0.8155 0.5069
15 0.1649 0.6111 0.0299 0.6032 0.7773 0.4947
20 0.1226 0.2389 0.0407 0.6081 0.6928 0.4672
Table 3.2: Comparison between no-price (NP) and ﬁxed price (FP) routing poli-
cies in terms of the fraction of completed trips in function of the number of stations
(N): we have computed the mean, maximum and minimum values.
It is worth highlighting that a ﬁxed-price routing policy may perform
poorly when parameters (i.e., the rate of arrival of customers λi, and the
probability distribution of customer destinations pij) are uncertain or not
exactly known or evolve with time. Figure 3.7 shows the latter example: we
change the probability distribution of customer destinations after the 15000
time step, that is highlighted with a vertical red line. We can verify that after
this instant, the vehicles tend to build up at some stations and the number
of waiting customers grows without bound.
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Figure 3.5: An example of a no-price routing policy in one-way VSSs: the vehicle
distribution (at the top) and the number of waiting customers (at the bottom) at
each station for diﬀerent values of total number of vehicles.
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Figure 3.6: Comparison between no-price and ﬁxed price routing policies, in terms
of the fraction of completed trips in function of the number of stations: 5 (at the
top left), 10 (at the top right), 15 (at the bottom left), and 20 (at the bottom
right) stations. For each diﬀerent number of station we have generated 20 diﬀerent
instances of the environment.
3.4. Simulation Results 38
0 0.5 1 1.5 2 2.5 3
x 104
0
50
100
s 
1
 
 
0 0.5 1 1.5 2 2.5 3
x 104
0
20
40
s 
2
0 0.5 1 1.5 2 2.5 3
x 104
0
20
40
s 
3
0 0.5 1 1.5 2 2.5 3
x 104
0
50
s 
4
0 0.5 1 1.5 2 2.5 3
x 104
0
50
100
s 
5
Time step
Static parameters Evolving parameters
0 0.5 1 1.5 2 2.5 3
x 104
0
100
200
s 
1
 
 
0 0.5 1 1.5 2 2.5 3
x 104
0
200
400
s 
2
0 0.5 1 1.5 2 2.5 3
x 104
0
100
200
s 
3
0 0.5 1 1.5 2 2.5 3
x 104
0
200
400
s 
4
0 0.5 1 1.5 2 2.5 3
x 104
0
20
40
Time step
s 
5
Static parameters	 Evolving parameters
Figure 3.7: An example of a ﬁxed-price routing policy in one-way VSSs with
(green lines) and without (blue lines) changes in probability distribution of customer
destination at the time step 15000 (red line): the vehicle distribution (at the top)
and the number of waiting customers (at the bottom) at each station.
Chapter 4
Robotic Solution for Balancing
Problems in One-Way EVSSs
In the previous chapter we have proposed a routing policy that does not con-
sider the use of robotic vehicles, i.e., their capability to drive autonomously
between stations. This is due to the fact that we were looking for solutions to
one-way VSS problems that could be applicable nowadays, while the prospect
of deploying robotic vehicle ﬂeets on the road is not so close. Eﬀectively, even
if the technology to drive autonomous cars without a pilot is almost ready (as
some recent experiments have shown, e.g., in the DARPA Urban Challenge
in 2007 [15], and in Singapore at the SMART Center in 2012 [16]), there are
still two main drawbacks:
• safety, because it is necessary to deﬁne who is the person in charge in
case of fault in the robot's behavior, from violations of the road rules
to crashes with other cars both human and autonomously driven. The
temporary solution, in cities where this technology is already in place
(e.g., Nevada, Florida, and California), always requires the presence
of a human driver on-board because that person is responsible if the
vehicle goes wrong, even if it is autonomously driven;
• cost, because the car must have on-board sensors in order to be able to
drive autonomously. To obtain good performance these sensors should
have very high resolution and usually they are expensive. Furthermore,
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they should be redundant to minimize the risk of failure, but in this
way the cost increases.
However, we have to consider the beneﬁts that autonomous features can
introduce:
• fewer traﬃc collisions, due to an autonomous system's increased relia-
bility and faster reaction time compared to human drivers;
• reduced traﬃc congestion, by the ability to better manage traﬃc ﬂow;
• removal of constraints on occupants' state, because it would not matter
if the occupants were under age, over age, blind, distracted, intoxicated,
etc;
• alleviation of parking scarcity, since cars could drop oﬀ passengers, park
far away where space is not scarce, and return as needed to pick up
passengers;
• elimination of redundant passengers, because humans are not required
to take the car anywhere, since the robotic car can drive independently
to wherever it is required.
From the last decade almost all VSSs are using electric vehicles, both
bicycles and cars. However, they require an infrastructure of charging loca-
tions. This creates a chicken and egg situation: electric vehicles require a
charging infrastructure in order to become attractive and grow in numbers,
while investment in a charging infrastructure must be justiﬁed by having
electric vehicles on the road in suﬃcient numbers. This is one of the biggest
problems in developing an Electric-VSS (EVSS).
4.1 Problem Statement
Previous works [10, 11] presented a ﬂuid model of a MOD system without tak-
ing into account the information about the battery level of the cars. Hence,
vehicles did not need to spend any time in being charged: they were always
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available for customers that arrived at stations. For this reason the only
relevant information about vehicles was their position on the road. However,
this is an assumption that should be carefully analyzed because it could in-
ﬂuence the behavior of the overall system, especially the stability. In fact,
nowadays the battery dynamics of electric vehicles is not negligible:
• it requires around 8 hours to be fully charged when it is ﬂat;
• it works for hundreds of kilometers when it is fully charged.
In small cities, where the distance between stations is not greater than
the battery life time (i.e., fewer than hundreds of kilometers), the vehicles
can work all day without needing to be charged, but as soon as we consider
big towns we have to analyze how the charge and discharge battery functions
inﬂuence the system dynamics. To do so, we cannot base our balancing policy
only on vehicle position information: during the time evolution of EVSSs the
status of the battery of each vehicle is diﬀerent. Hence, we have to take into
account the data about their battery level to verify the battery constraints.
The main consequence of these constraints is the following: if a vehicle is
at one station but it has not enough power to reach the customer destination,
the customer has to either wait for another vehicle or wait until that vehicle
is charged enough to satisfy his/her demands. An example of this situation
is illustrated in Figure 4.1.
4.2 Model of One-Way EVSSs
In order to capture the additional information about the vehicle battery level,
we have modiﬁed the ﬂuid model for the MOD system proposed in [10, 11]:
we have classiﬁed the vehicles as fully charged and charging.
We have assumed that:
• customers can pick up vehicles at one station only when they are fully
charged;
• charging/discharging battery characteristics of vehicles are strictly mono-
tonic increasing/decreasing functions, e.g, those in Figure 4.2.
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Figure 4.1: An example of a one-way EVSS: at each station there is a queue of
customers (green dots), a queue of fully charged vehicles (small white cars), and
a queue of charging vehicles (small yellow cars). The customer at the head of the
queue gets into the vehicle at the head of the queue of fully charged vehicles: this is
shown in the circles at s2. Notice that at s3 there are no vehicles, and at s4 there
are no customers. Using the balancing policy, we send empty vehicles (small red
cars) from s4 to s1 and s3.
4.2.1 Notation and Terminology
Vehicle rental locations are modeled as a collection of N stations, S =
{s1, . . . , sN}. These stations are interconnected by means of a strongly-
connected network G = (V,E), with V = S that represents the set of the
nodes, and E = V × V that represents the set of the edges.
Customers arrive at si according to a Poisson arrival process with rate
λi ∈ R≥0. The probability that a customer arriving at si wishes to travel to
sj is pij ∈ R≥0, with i 6= j, and i, j ∈ {1, . . . , N}. It is assumed pii = 0, for
each i ∈ {1, . . . , N}.
The time required to travel from si to sj is Tij ∈ R≥0, and the time that
vehicles arriving at sj from si spend at sj to be charged is indicated with
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T cij ∈ R≥0. Speciﬁcally, knowing the charging and discharging battery char-
acteristics, denoted with fc and fd, respectively, and from the aforementioned
assumptions, we are able to compute T cij (see Figure 4.2):
T cij = T
c
max − T cact = T cmax − f−1c (fd (Tij)︸ ︷︷ ︸
BLact
), (4.1)
where BL is the battery level of the vehicle, T cmax and T
d
max are the times
needed to completely charge and discharge the battery when the initial BL
is equal to 0 and 1, respectively.
Figure 4.2: An example of discharging (on the left) and charging (on the right)
battery functions of electric vehicles. The blue dash line shows how to compute T cij:
starting from Tij, and knowing fd and fc, we can obtain T
c
act from which we ﬁnd
the required charging time.
From this consideration, we ﬁnd that another assumption is that a fully
charged vehicle at si is able to reach sj, for each j ∈ {1, . . . , N}, j 6= i,
i.e., T dmax ≥ Tij for each i ∈ {1, . . . , N}, i 6= j. In the hypothesis that this
last assumption is not veriﬁed, a vehicle could be stuck on the road before
reaching the desired destination because BL = 0 .
Travel between stations is accomplished by renting one of m ∈ R>0 ve-
hicles. The number of fully charged vehicles at si at time t is denoted by
4.2. Model of One-Way EVSSs 44
svi(t) ∈ R≥0, the number of vehicles en route from sj to si at time t is
vj→i(t) ∈ R≥0, and the number of charging vehicles at si at time t coming
from sj is
cvji(t) ∈ R≥0. Hence, we refer to the total number of vehicles
attributed to si at time t as
vi(t) =
svi(t) +
∑
j
vj→i(t) +
∑
j
cvji(t). (4.2)
Let v(t) := (v1(t), . . . , vN(t))
T with v1(t) + . . .+vN(t) = m. For t > 0 the
variable v(t) is a reﬂection of v(0), past trips taken between stations, trips
currently in progress, and currently charging vehicles.
Let qi(t) ∈ R≥0 denote the number of customers waiting at si at time t
to travel to some other stations, and let q(t) := (q1(t), . . . , qN(t))
T .
When there are both customers and available vehicles at si (i.e., qi(t) > 0
and svi(t) > 0), then the rate at which customers (and hence vehicles) leave
station si is µi. When there are available vehicles but no customers at si
(i.e., svi(t) > 0 and qi(t) = 0) the departure rate is λi. A necessary condition
for the total number of customers at si to remain bounded is that µi ≥ λi.
We will assume µi > λi throughout the paper.
For the following analysis, it is useful to indicate the rate at which charg-
ing vehicles at si coming from sj become fully charged as φji ∈ R≥0.
Finally, in order to balance the number of vehicles at each station au-
tonomous empty electric vehicles, called balancing vehicles, will be sent be-
tween stations: the rate at which si sends balancing vehicles to sj is denoted
by αij ∈ R≥0, and the total rate at which si sends balancing vehicles is
ηi :=
∑
j αij with αii = 0, i ∈ {1, . . . , N}.
A summary of the notation used is provided in Table 4.1.
4.2.2 Dynamics
To describe the diﬀerential equations governing the evolution of the number
of vehicles and customers at each station in a compact way, we introduce the
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Symbol Deﬁnition
si station i
svi number of fully charged vehicles at si∑
j vj→i number of vehicles en route to si
cvji number of charging vehicles at si coming from sj∑
j
cvji total number of charging vehicles at si
vi number of fully charged, charging or en route vehicles to si
v (v1, . . . , vN)
qi number of customers at si
q (q1, . . . , qN)
m total number of vehicles
N total number of stations
λi rate of arrival of customers at si
µi
departure rate of customers from si when there
are both customers and fully charged vehicles at si
φji
rate at which charging vehicles at si
coming from sj become fully charged
pij probability customer at si is destined for sj
αij rate of balancing vehicles from si to sj
ηi total rate at which si sends balancing vehicles
Tij travel time from si to sj
T cij charging time at sj for vehicles coming from si
BL vehicle battery level
Table 4.1: Commonly used notation in modeling EVSSs.
following notation:
svi :=
svi(t),
svij :=
svj (t− Tji) ,
cvji :=
cvji(t),
cvjji :=
cvji
(
t− T cji
)
,
qi := qi(t), q
i
j := qj (t− Tji) .
The svij denotes the number of fully charged vehicles that were present at sj,
speciﬁcally Tji time units prior to current time. Similarly,
cvjji denotes the
number of charging vehicles that were at station si coming from sj, speciﬁ-
cally T cji time units prior to current time. Finally, q
i
j denotes the number of
customers that were present at sj, speciﬁcally Tji time units prior to current
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time.
Then, we deﬁne the Heaviside function as:
H(x) :=
1, if x > 0,0, otherwise.
Now, we are ready to write the customer and vehicle dynamics.
Customer Dynamics
Considering station si, we can write the variation of the customer as
q˙i =

λi, if
svi = 0,
0, if svi > 0 and qi = 0,
λi − µi, if svi > 0 and qi > 0,
and using the Heaviside function the customer dynamics can be rewritten as
q˙i = λi (1−H (svi)) + (λi − µi)H (qi)H (svi) . (4.3)
Fully Charged Vehicle Dynamics
The rate of change of fully charged vehicles at si can be written as the sum
of three components:
1. the rate at which customer-carrying vehicles depart si
0, if svi = 0,
−λi, if svi > 0 and qi = 0,
−µi, if svi > 0 and qi > 0,
which can be written more compactly as
−λiH (svi) + (λi − µi)H (qi)H (svi) ;
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2. the rate at which charging vehicles at si become fully charged, given
by
∑
j φjiH
(
cvjji
)
;
3. the rate at which empty balancing vehicles depart si, given by ηiH (
svi).
Thus, the fully charged vehicle dynamics can be written as
sv˙i = −λiH (svi) + (λi − µi)H (qi)H (svi) +
∑
j
φjiH
(
cvjji
)− ηiH (svi) .
(4.4)
Charging Vehicle Dynamics
The rate of change of charging vehicles at si can be written as the sum of
three components:
1. the rate at which customer-carrying vehicles arrive at si
0, if svij = 0,∑
j
λjpji, if
svij > 0 and q
i
j = 0,∑
j
µjpji, if
svij > 0 and q
i
j > 0,
which can be written more compactly as∑
j
pji
[
λjH
(
svij
)− (λj − µj)H (svij)H (qij)] ;
2. the rate at which charging vehicles at si become fully charged, given
by
∑
j φjiH
(
cvjji
)
;
3. the rate at which empty balancing vehicles arrive at si, given by
∑
j
αjiH
(
svij
)
.
Thus, the charging vehicle dynamics can be written as
cv˙i =
∑
j
pji
[
λjH
(
svij
)− (λj − µj)H (svij)H (qij)]
−
∑
j
φjiH
(
cvjji
)
+
∑
j
αjiH
(
svij
)
. (4.5)
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System Dynamics
Putting everything together, we can write a set of nonlinear, time-delayed
diﬀerential equations describing the evolution of customers and vehicles in
the system as
q˙i =λi (1−H (svi)) + (λi − µi)H (qi)H (svi) ,
sv˙i =− λiH (svi) + (λi − µi)H (qi)H (svi) +
∑
j
φjiH
(
cvjji
)− ηiH (svi) ,
cv˙i =
∑
j
pji
[
λjH
(
svij
)− (λj − µj)H (svij)H (qij)]
−
∑
j
φjiH
(
cvjji
)
+
∑
j
αjiH
(
svij
)
. (4.6)
The problem we wish to solve is as follows: to ﬁnd a balancing assignment
α that minimizes the number of balancing vehicles traveling in the network
and ensures the existence of stable equilibria for the model (4.6).
4.2.3 Well-posedness
We discuss the well-posedness of (4.6) by showing two important properties:
• existence of solutions;
• invariance of the total number of vehicles.
Since the ﬂuid model (4.6) is nonlinear, time-delayed, and the right-hand
side is discontinuous, we need to analyze it within the framework of Filippov
solutions [14].
Proposition 4.2.1 (Well-posedness of the EVSS model). For the ﬂuid model
(4.6), the following holds:
1. for every initial condition, there exist continuous functions qi(t) : R→
R≥0, svi(t) : R→ R≥0, and cvi(t) : R→ R≥0, i ∈ {1, . . . , N}, satisfying
the diﬀerential equations (4.6) in the Filippov sense;
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2. the total number of vehicles is invariant for t ≥ 0 and is equal to
m =
∑
i vi(0).

Proof of Proposition. To prove the ﬁrst claim, it can be checked that all
assumptions for the existence of Filippov solutions to time-delayed diﬀerential
equations with a discontinuous right-hand side are satisﬁed, and the claim
follows.
To prove the second claim, the number of en route vehicles at time t is
given by the integral over the last Tji time (i.e., the time to get from sj to si)
units of the vehicle departure rate from sj to si. Such a departure rate is the
sum of the departure rate of customer-carrying vehicles and of the departure
rate of balancing vehicles:
vj→i(t) =
∫ t
t−Tji
{
pji [λjH (
svi(τ))− (λj − µj)H (qj(τ))H (svj(τ))]︸ ︷︷ ︸
rate of customer-carrying vehicles
+ αjiH (
svj(τ))︸ ︷︷ ︸
rate of rebalancing vehicles
}
dτ. (4.7)
By applying the Leibniz integral rule, we can write the variation over time of
the number of en route vehicles at time t as
v˙j→i(t) =pji [λjH (svj)− (λj − µj)H (qj)H (svj)] + αjiH (svj)
− pji
[
λjH
(
svij
)− (λj − µj)H (qij)H (svij)]+ αjiH (svij) . (4.8)
Therefore, considering the variation of the total number of vehicles over time,
for t ≥ 0 we have
m˙(t) =
∑
i
v˙i(t) =
∑
i
sv˙i(t) +
∑
i
∑
j
v˙j→i(t) +
∑
i
cv˙i(t), (4.9)
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and substituting (4.4), (4.5), and (4.8) in (4.9) we obtain
m˙(t) =
∑
i
[
−λiH (svi) + (λi − µi)H (qi)H (svi) +
∑
j
φjiH
(
cvjji
)− ηiH (svi)]
+
∑
i
∑
j
{
pji [λjH (
svj)− (λj − µj)H (qj)H (svj)] + αjiH (svj)
− pji
[
λjH
(
svij
)− (λj − µj)H (qij)H (svij)]+ αjiH (svij)}
+
∑
i
{∑
j
pji
[
λjH
(
svij
)− (λj − µj)H (svij)H (qij)]
−
∑
j
φjiH
(
cvjji
)
+
∑
j
αjiH
(
svij
)}
.
Simplifying the opposite terms, and since
∑
j pij = 1,we can rewrite the last
equation as
m˙(t) =
∑
j
pij
∑
i
[−λiH (svi) + (λi − µi)H (qi)H (svi)− ηiH (svi)]
+
∑
i
∑
j
{
pji [λjH (
svj)− (λj − µj)H (qj)H (svj)] + αjiH (svj)
}
.
Finally, since ηi =
∑
j αij, we obtain
m˙(t) = 0, (4.10)
which proves the second claim of the proposition.

4.2.4 Equilibria
We study the equilibria, we determine the minimum number of vehicles re-
quired to ensure the existence of equilibria, we show that without balancing
vehicles the system is unstable, and, ﬁnally we discuss how to optimally com-
pute α, i.e., the number of balancing vehicles traveling between each station.
The equilibria of (4.6) are characterized by the following theorem.
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Theorem 4.2.2 (Existence of equilibria). Let A be the set of assignments α
that verify the equation∑
j
αij −
∑
j
αji = −λi +
∑
j
λjpji, (4.11)
for each i ∈ {1, . . . , N}, and let
mα :=
∑
i
∑
j
Tij (pijλi + αij) , (4.12)
cmα :=
∑
i
∑
j
T cij (pjiλj + αji) . (4.13)
If α /∈ A, then no equilibrium exists. If α ∈ A, there are two cases:
1. if m > mα +
cmα, then the set of equilibria is
qi = 0
svi > 0
cvi =
∑
j T
c
ji (pjiλj + αji)
,
for each i ∈ {1, . . . , N}, where∑
i
svi = m−
∑
i
∑
j
Tij (pijλi + αij)︸ ︷︷ ︸
mα
−
∑
i
∑
j
T cji (pjiλj + αji)︸ ︷︷ ︸
cmα
;
2. if m ≤ mα + cmα, then no equilibrium exists.

Proof of Theorem. To prove the theorem we set q˙i = 0,
sv˙i, and
cv˙i, for all
i ∈ {1, . . . , N}. From q˙i = 0 we obtain
0 = λi (1−H (svi)) + (λi − µi)H (qi)H (svi) ,
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or equivalently
λi = λiH (
svi)− (λi − µi)H (qi)H (svi) , (4.14)
that can have four diﬀerent possible solutions:
1.
{
qi = 0
vsi = 0
∀ i = 1, . . . , N ⇒ λi = 0,
2.
{
qi = 0
vsi > 0
∀ i = 1, . . . , N ⇒ λi = λi,
3.
{
qi > 0
vsi = 0
∀ i = 1, . . . , N ⇒ λi = 0,
4.
{
qi > 0
vsi > 0
∀ i = 1, . . . , N ⇒ λi = λi − (λi − µi) = µi.
Now, since λi < µi the (4.14) is veriﬁed only ifqi = 0svi > 0 ∀ i ∈ {1, . . . , N} .
Then, setting sv˙i = 0, combined with (4.14), we have
−λi +
∑
j
φjiH
(
cvjji
)− ηiH (svi) = 0,
that can be rewritten as
− λi +
∑
j
φjiH
(
cvjji
)−∑
j
αijH (
svi) = 0. (4.15)
Finally, setting cv˙i = 0, we ﬁnd∑
j
pji
[
λjH
(
svij
)− (λj − µj)H (svij)H (qij)]
−
∑
j
φjiH
(
cvjji
)
+
∑
j
αjiH
(
svij
)
= 0. (4.16)
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In a stationary equilibrium qi,
svi, and
cvi are constants; moreover, for
every equilibrium we require svi > 0, and thus H
(
svij
)
= H (svj) = 1. There-
fore, (4.15) and (4.16) can be rewritten respectively as
− λi +
∑
j
φjiH
(
cvjji
)−∑
j
αij = 0,∑
j
pjiλj −
∑
j
φjiH
(
cvjji
)
+
∑
j
αji = 0,
from which we obtain∑
j
φjiH
(
cvjji
)
=λi +
∑
j
αij, (4.17)∑
j
φjiH
(
cvjji
)
=
∑
j
pjiλj +
∑
j
αji. (4.18)
Combining (4.17) and (4.18) we ﬁnd that a necessary condition for the ex-
istence of equilibria is that the balancing assignment α can be chosen such
that
λi +
∑
j
αij =
∑
j
pjiλj +
∑
j
αji ∀ i ∈ {1, . . . , N} , (4.19)
or equivalently∑
j
αij −
∑
j
αji = −λi
∑
j
pjiλj ∀ i ∈ {1, . . . , N} . (4.20)
Hence, if α /∈ A, no equilibrium exists and the ﬁrst claim is proven.
Assume now that α ∈ A and assume m > mα+cmα: we now want to show
that the candidate equilibria qi = 0,
svi > 0, and
cvi =
∑
j T
c
ji (pjiλj + αji)
for all i ∈ {1, . . . , N} are indeed valid (note that these are the only possible
equilibria because the other three combinations of qi and
svi do not verify
(4.14), as shown before). Since α ∈ A, then the necessary condition for the
existence of equilibria in (4.11) is satisﬁed: the only condition that still needs
to be veriﬁed is that the overall number of vehicles is suﬃcient to sustain the
equilibrium system traﬃc, i.e., the equilibrium ﬂow of transit vehicles plus
the equilibrium number of charging vehicles. Indeed, when qi = 0 and
svi > 0
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for all i ∈ {1, . . . , N}, from (4.7) we ﬁnd that the equilibrium number of
transit vehicles is given by mα. Moreover, once we determine α ∈ A we can
compute cvi: since φjiH (
cvji) > 0 only if
cvji > 0, then if we obtain
φjiH (
cvji) = κ > 0⇒ φji = κ,
because H (cvji) = 1. Therefore, knowing φji and integrating over time we
can compute the equilibrium number of charging vehicles at each station
cvi =
∑
j
T cjiφji. (4.21)
Combining (4.21) with (4.18), gives us
cvi =
∑
j
T cji (pjiλj + αji) , (4.22)
and summing over all stations we obtain cmα.
Hence, in order to satisfy the conditionssvi > 0cvi = ∑j T cji (pjiλj + αji)
for all i ∈ {1, . . . , N}, one needs a number of vehicles larger than mα + cmα,
which is veriﬁed by assumption. This, together with the invariance result in
Proposition 4.2.1, proves the second claim.
Finally, by using similar arguments, one can show that when α ∈ A but
m < mα +
cmα no equilibrium exists.

Equation (4.11) implies that without balancing vehicles, i.e., α = 0, the
system does not generally have equilibria. Also, it can be shown that in
the absence of equilibria the number of waiting customers will grow without
bounds: balancing vehicles are generally necessary to ensure equilibria and
stability.
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Theorem 4.2.2 shows that if the set of assignments A is empty, then no
equilibrium can exist. The next lemma shows that there always exists at
least one balancing assignment that satisﬁes (4.11), i.e. the set A is always
non-empty.
Lemma 4.2.3 (Existence of assignments satisfying (4.11)). There always
exists an assignment α such that (4.11) is satisﬁed, i.e., set A is always
non-empty.

The proof of Lemma 4.2.3 is the same as in [11] because the conditions
for the assignments α, given by∑
j
αij −
∑
j
αji = −λi +
∑
j
λjpji,
for each i ∈ {1, . . . , N}, are equal to the one in [11].
A direct consequence of Theorem 4.2.2 and Lemma 4.2.3 is the following
result about the minimum number of vehicles required to ensure the existence
of equilibria.
Corollary 4.2.4 (Minimum number of vehicles for the existence of equilib-
ria). Model (4.6) admits equilibria if and only if
m > m := min
α∈A
(mα +
cmα) . (4.23)

4.3 Optimal Balancing
Our objective is to ﬁnd a balancing assignment α that minimizes the num-
ber of empty vehicles traveling in the network and ensures the existence of
equilibria for the model (4.6). Since from the previous section we already
know that the set of assignments ensuring the existence of equilibria is A,
provided that the total number of vehicles m is large enough, we are only left
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with the problem of ﬁnding the balancing assignment in A that minimizes
the number of empty vehicles traveling in the network.
The time-average number of balancing vehicles is given by∑
i
∑
j
Tijαij.
Note that in minimizing this quantity we are also minimizing the lower bound
on the necessary number of vehicles m (Corollary 4.2.4). Combining this
objective with the existence of equilibria (i.e., the constraints in (4.11)), we
see that α should be chosen as the solution of the following minimum cost
ﬂow problem:
minimize
αij
∑
i
∑
j
Tijαij
subject to
∑
j
(αij − αji) = −λi +
∑
j
λjpji i, j ∈ {1, . . . , N} ,
αij ≥ 0 i, j ∈ {1, . . . , N} .
(4.24)
The two constraints ensure that the optimization is over the set A.
From Lemma 4.2.3, this linear program is feasible, and thus an optimal
solution α∗ exists: the balancing policy is given by sending empty vehicles
from si to sj at a rate α
∗
ij.
Remark 4.3.1 (Minimizing the vehicle utilization rate). For a given balanc-
ing assignment α ∈ A, the time-average number of balancing vehicles and the
time-average number of vehicles carrying customers is respectively given by∑
i
∑
j
Tijαij,∑
i
∑
j
Tijpijλi.
Thus, the time-average number of vehicle trips (both empty and customer
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carrying) is
mα :=
∑
i
∑
j
Tij (pijλi + αij) .
Therefore, in minimizing the number of balancing trips we also minimize
the total number of vehicles on the road, or equivalently, the total vehicle
utilization rate.
Remark 4.3.2 (Minimizing the vehicle charging rate). For a given balancing
assignment α ∈ A, the time average number of charging vehicles is given by
cmα :=
∑
i
∑
j
T cji (pjiλj + αji) .
Therefore, in minimizing the number of balancing trips we also minimize the
total number of charging vehicles, or equivalently the total vehicle charging
rate.
4.4 Real-Time Balancing Policy
Up to now, we have required knowledge of the arrival rate λi, and the des-
tination distribution pij. Here, we propose a policy that does not require
any a priori information. The idea is to repeatedly solve the optimization
problem described in Section 4.3, but considering the actual distribution of
customers, fully charged and charging vehicles.
If station si has qi(t) customers and
svi(t) fully charged vehicles, then the
minimum between qi(t) and
svi(t) vehicles will leave si to serve the waiting
customers.
We deﬁne the excess vehicles at station si as the vehicles attributed to si
that are available to be sent to other stations in need:
vexci (t) := vi(t)− qi(t).
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Hence, the total number of excess vehicles in the system is∑
i
vexci (t) = m−
∑
i
qi(t),
and it might be negative. We would like to split these excess vehicles among
the N stations according to some desired distribution: for each station we
have a desired number of vehicles vdesi (t) such that∑
i
vdesi (t) ≤ m−
∑
i
qi(t),
for all t. Our goal is to have vexci (t) ≥ vdesi (t) for all t.
Let us deﬁne an optimization horizon thor > 0. At time instants kthor,
with k ∈ N, we balance the excess vehicles by solving the following integer
linear program problem
minimize
βij
∑
i
∑
j
Tijβij
subject to vexci +
∑
j
(βji − βij) ≥ vdesi , i ∈ {1, . . . , N}
βij ∈ N, i, j ∈ {1, . . . , N} .
(4.25)
Each time the optimization problem is solved, the system send betaij balanc-
ing vehicles form si to sj
4.5 Simulation Results
We have developed a simulation environment in MATLABr to the balanc-
ing policies previously introduced. An example of an environment with 10
stations is shown in Figure 4.3. In this environment customers arrive stochas-
tically at each station si according to a Poisson process with parameter λi.
Each customer's destination is sampled from the distribution pij. The travel
time Tij between stations is given by the Euclidean distance. For each pol-
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icy, we solve the optimization programs (4.24) and (4.25) using the freely
available SeDuMi (Self-Dual-Minimization) toolbox.
Figure 4.3: An example of a onw-way EVSS: the system parameters (at the top)
and a frame while the system is working (at the bottom). At each station the blue
bar shows the number of fully charged vehicles, the yellow bar shows the number of
charging vehicles, and the green bar shows the number of waiting customers. Blue
vehicles are carrying customers, while red vehicles are performing balancing trips.
This section presents results for a 20 by 20 dimensionless unit environment
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with randomly distributed stations. Each vehicle moves 0.25 units per time
step. The arrival rates at each station were uniformly randomly selected in
the interval of [0; 0.04], and have the units of arrivals per time step. The
destination distribution pij was also uniformly randomly generated.
4.5.1 Optimal Balancing
Initially we have considered linear charging and discharging battery func-
tions, such as those in Figure 4.4, for three diﬀerent combinations of max-
imum charging and discharging times, T cmax and T
d
max, whose values are re-
ported in Table 4.2.
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Figure 4.4: An example of linear battery functions: the discharging characteristic
(on the left) and the charging characteristic (on the right).
T dmax T
c
max Color
800 240 blue
400 120 green
400 240 red
Table 4.2: Maximum charging and discharging times used in the optimal balancing
problem.
Figure 4.5 shows the results for numbers of stations ranging from 10
up to 200. For each number of stations we generate 50 random problem
instances of the form described above. Since we have assumed that customers
can pick up vehicles at one station only when they are fully charged, the
fundamental parameter that determines the minimum number of vehicles,
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both fully charged and charging, is the ratio between T dmax and T
c
max. In fact,
comparing the ﬁrst two rows of Table 4.2, we can see that the values in the
ﬁrst row are double those in the second row but the minimum number of
fully charged and charging vehicles is exactly the same (see blue and green
line in Figure 4.5).
Actually, this trend is not completely realistic (but it accurately reﬂects
the assumptions in the model of one-way EVSSs previously introduced) be-
cause If we consider a vehicle arriving at one station that has enough power to
satisfy a customer demand without charging, it does not need charging before
leaving the station. In this case, we will obtain a lower number of vehicles as
the T dmax increases because the life-time of vehicles increases. However, the
model of one-way EVSSs would be more complex than the actual one.
Subsequently, we have considered nonlinear charging and discharging bat-
tery functions, e.g., the functions in Figure 4.6, with the same times as those
in Table 4.2.
4.5.2 Real-Time Balancing Policy
For the real-time balancing policy we have chosen the desired number of
vehicles at each station as
vdesi (t) =
⌊
m−∑j qj(t)
N
⌋
(4.26)
for each i ∈ {1, . . . , N}, i.e., the excess vehicles are evenly split among the
stations.
Similarly to the results in [11], we have veriﬁed that the number of bal-
ancing vehicles and the number of waiting customers are a function of the
optimization horizon thor: as th optimization horizon increases, the number of
balancing vehicles decreases, but the number of waiting customers increases.
In the real-time balancing policy, since we have the information about
the battery level of each vehicle, we can assume that a customer can pick up
a vehicle even if it is not fully charged but it has to have enough power to
reach the customer destination station. In this case, the minimum number
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of vehicles that stabilizes the system is lower than, or equal to, that obtained
assuming only fully charged vehicles available to customers.
A simulated environment, with its parameters and the frames showing
how it evolves, is represented in Figure 4.7.
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Figure 4.6: An example of nonlinear battery functions: the discharging charac-
teristic (on the left) and the charging characteristic (on the right).
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Figure 4.7: A simulated environment of one-way EVSSs while it is evolving: we
have depicted the system parameters (at the top) and frames while the system is
evolving. At each station the blue bar shows the number of fully charged vehicles,
the yellow bar shows the number of charging vehicles, and the green bar shows
the number of waiting customers. Blue vehicles are carrying customers, while red
vehicles are performing balancing trips. The ﬁrst frame shows the initial condition,
with 7 vehicles at each station.
Chapter 5
Conclusions
This thesis investigates the use of routing/balancing policies to solve the main
problem that is limiting the diﬀusion of one-way vehicle-sharing systems, i.e.,
the diﬀerence between the spatial-temporal distribution of customer demands
and vehicle supply. It introduces two diﬀerent approaches to tackle this
issue, analyzes the property of the proposed solutions, and ﬁnally studies
performance in simulated environments.
Section 5.1 summarizes the contents of the thesis. In order to have a
better description of the reality, in Section 5.2 we have proposed some im-
provements for the models described.
5.1 Summary
An introductory overview that illustrates why vehicle-sharing systems should
be the future of mobility transportation needs is initially given. Especially,
we classify vehicle-sharing systems in two-way and one-way trips, studying
the advantages and disadvantages that each one can provide. Above all, we
focus on one-way systems because of the beneﬁts that they can introduce
both for customers and society:
• a customer does not need to return the vehicle to the same station from
which it is rented, so saving time and money;
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• the overall number of vehicles on the road and the parking demand
decrease providing a more sustainable urban lifestyle.
However, when some network stations are more popular than others, the
system will become unbalanced because most of the vehicles will build up at
some stations and there will be others that are depleted. So, we are looking
for solutions that prevent these undesired situations.
Modeling one-way vehicle-sharing systems via a fully-connected graph,
allows us to exploit well deﬁned theories in diﬀerent research ﬁelds: routing
policies in TCP/IP networks, pricing mechanisms to smooth scarce resource
demands in smart grids, and balancing policies in mobility-on-demand sys-
tems. A brief presentation of each one of these topics is given.
Starting from these ideas, we propose two diﬀerent solutions:
• the ﬁrst one uses a pricing-based policy;
• the second one exploits autonomous electric vehicles.
Firstly, we introduce a pricing-based mechanism to inﬂuence customer
willingness to make a trip in order to control distribution of vehicles among
the network stations. The idea is similar to the one in smart-grids but it
diﬀers from that because we have to take into account availability of vehicles
at each station: customers cannot use the scarce resources (i.e., vehicles in
our case) whenever they want, (as they can do with electricity, water, etc.),
but they are constrained by the presence of vehicles at stations. From Monte-
Carlo simulations, we can verify that this policy provides better performance
in the long term than using the same price for each route, avoiding vehicles
to build up at some stations.
Secondly, we extend the idea of using autonomous empty robotic balanc-
ing vehicles to maintain a desired distribution of vehicles among the network
stations: we consider electric vehicles, so they need to be charged to complete
their tasks. We study how the minimum number of vehicles needed to ensure
the existence of equilibria changes with respect to charging and discharging
battery functions, and network topology. Then, considering charging time
equal to zero and discharging time equal to inﬁnity, we can verify that our
results are exactly the same as those without battery constraints.
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5.2 Future Directions
From real data analysis of vehicle-sharing systems already deployed around
the world, it is possible to ﬁnd a daily pattern of customer demands. Hence,
instead of using average parameters, it is interesting to analyze the stochastic
queuing model and characterize the performance of real-time policies. Fur-
thermore, since there could be a ﬂuctuation in customer demands, e.g., due
to suddenly unexpected events, it is important to implement a dynamic-price
routing policy, i.e., a price mechanism where the cost of each route is not
ﬁxed but can change during the day.
In the model of one-way VSSs presented we have assumed that customer
origins and destinations are network stations. However, in real situations,
they join/leave the sharing system after/before traveling with other means
of transportation (bus, car, walking, etc.). Thinking about this, it is possible
to inﬂuence customer origin and destination stations by varying pick up and
drop oﬀ prices. Furthermore, instead of considering a ﬁxed rental price (e.g.,
a certain amount of money an hour), we can think about modifying it in
function of route congestions.
It is also interesting to study how having a limited capacity in the number
of charging spots for each station can inﬂuence the system dynamics. Eﬀec-
tively, we would like to ﬁnd the minimum number of charging places for each
station that ensures the stability of the system, i.e., only a ﬁnite number of
vehicles has the possibility of being charged due to the limited capacity of
the station charging spots.
Appendix A
SMART-FM Project Overview
The present work has to be contextualized within a wider research frame-
work, the Future Urban Mobility (FM) project. This is a joint project be-
tween Massachusetts Institute of Technology (MIT) and National Research
Foundation of Singapore, through the Singapore-MIT Alliance for Research
and Technology (SMART) Center.
The challenge of the SMART-FM project is to develop innovative mobility
solutions that simultaneously tackle two opposing objectives [17]:
• to improve safety, comfort and time associated with transportation,
getting individuals and goods where and when they need to be;
• to reverse the alarming, unsustainable energy and environment trends
associated with transportation, and devise transport systems that ma-
terially enhance sustainability and social well-being.
With this general vision, a speciﬁc direction of research investigates the
concept of Mobility-on-Demand systems. These are ﬂeets of vehicles, usu-
ally composed of cheap lightweight electric vehicles with autonomous driving
capabilities located at strategically distributed electrical charging stations,
that are spread throughout a city and should satisfy customer demand .
The obstacles to the deployment of these systems in real life are the cost
of the technology to develop the vehicles and safety, as previously described.
The whole project promotes the coexistence of autonomous vehicles and
human drivers to optimize the eﬃciency of a transport system.
69
Bibliography
[1] DEMOGRAPHIA. http://www.demographia.com/, 2013.
[2] F.Paganini and E.Mallada. A Uniﬁed Approach to Congestion Con-
trol and Node-Based Multipath Routing. IEEE/ACM Transactions on
Networking (TON), 2009.
[3] J.P.Saibene, R.Lempert, and F.Paganini. An Implementation of Opti-
mal Dynamic Load Balancing Based on Multipath IP Routing. In Global
Telecommunications Conference (GLOBECOM), 2010.
[4] F.Paganini and E.Mallada. Congestion Pricing for Flow Control and
Multipath Routing in TCP/IP Networks, 2007.
[5] ENEL/Smart Grids. http://www.enel.com/en-GB/innovation/
smart_grids/, 2013.
[6] Q.Wang, M.Liu, and R.Jain. Dynamic Pricing of Power in Smart-Grid
Networks. In IEEE Annual Conference on Decision and Control (CDC),
2012.
[7] A.Barbato, A.Capone, G.Carello, M.Delfanti, and A.Zaminga. House
Energy Demand Optimization in Single and Multi-User Scenarios.
In IEEE International Conference on Smart Grid Communications
(SmartGridComm), 2011.
[8] C.Fricker and N.Gast. Incentives and Redistribution in Bike-Sharing
Systems with Stations of Finite Capacity. ArXiv e-prints, 2012.
70
Bibliography 71
[9] S.L.Smith, M.Pavone, M.Schwager, E.Frazzoli, and D.Rus. Rebalancing
the Rebalancers: Optimally Routing Vehicles and Drivers in Mobility-
on-Demand Systems. In American Control Conference (ACC), 2013.
[10] M.Pavone, S.L.Smith, E.Frazzoli, and D.Rus. Robotic Load Balanc-
ing for Mobility-on-Demand Systems. Interantional Journal of Robotics
Reserach, 2012.
[11] M.Pavone, S.L.Smith, E.Frazzoli, and D.Rus. Load Balancing for
Mobility-on-Demand Systems. In Robotics: Science and Systems (RSS),
2011.
[12] W.J.Mitchell, C.E.Borroni-Bird, and L.D.Burns. Reinventing the Au-
tomobile: Personal Urban Mobility for the 21st Century. MIT Press,
2010.
[13] F.Ciari. Sharing as a Key to Rethink Urban Mobility: Investigating and
Modeling Innovative Transport Systems. PhD thesis, ETH, 2012.
[14] A.F.Filippov. Diﬀerential Equations with Discontinuous Righthand
Sides. Kluwer Academic Publishers, 1988.
[15] Y.Kuwata, G.A.Fiore, J.Teo, E.Frazzoli, and J.P.How. Motion Planning
for Urban Driving using RRT. In IEEE/RSJ International Conference
on Intelligent Robots and Systems (IROS), pages 16811686, 2008.
[16] Z.J.Chong, B.Qin, T.Bandyopadhyay, T.Wongpiromsarn, B.Rebsamen,
P.Dai, S.Kim, M.H.Ang, D.Hsu, D.Rus, and E.Frazzoli. Autonomy for
Mobility-on-Demand. In IEEE/RSJ International Conference on Intel-
ligent Robots and Systems (IROS), 2012.
[17] Singapore-MIT Alliance for Research and Technology (SMART). http:
//smart.mit.edu/home.html, 2013.
[18] R.C.Larsson and A.R.Odoni. Urban Operations Research. Prenctice-
Hall, 1981.
Bibliography 72
[19] S.Boyd and L.Vandenberghe. Convex Optimization. Cambridge Univer-
sity Press, 2004.
[20] A.Waserhole, V.Jost, and N.Brauner. VehicleSharingSystemPricingReg-
ulation: Deterministic Approach, Complexity Results. Hyper Articles
en Ligne (HAL), 2013.
[21] K.Uesugi, N.Mukai, and T.Watanabe. Optimization of Vehicle Assign-
ment for Car Sharing System. In Knowledge-Based Intelligent Informa-
tion and Engineering Systems and the XVII Italian Workshop on Neural
Netwokrs, 2007.
[22] Land Transport & Authroity (LTA). http://www.lta.gov.sg, 2013.
[23] Velib. http://cyrille.rossant.net/velib-open-data/, 2013.
