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Abstract
The linearization problem by use of the Cartan equivalence method for scalar
third-order ODEs via point transformations was solved partially in [1, 2]. In order
to solve this problem completely, the Cartan equivalence method is applied to pro-
vide an invariant characterization of the linearizable third-order ordinary differential
equation u′′′ = f(x, u, u′, u′′) which admits a four-dimensional point symmetry Lie
algebra. The invariant characterization is given in terms of the function f in a com-
pact form. A simple procedure to construct the equivalent canonical form by use
of an obtained invariant is also presented. The method provides auxiliary functions
which can be utilized to efficiently determine the point transformation that does the
reduction to the equivalent canonical form. Furthermore, illustrations to the main
theorem and applications are given.
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1 Introduction
The Lie algebraic criteria for linearization for scalar nth-order (n > 2) ordinary differential
equations (ODEs) by means of point transformations were uncovered in [3]. The canonical
forms for scalar third-order ODEs are listed in [8]. Three canonical forms occur for scalar
linear third-order ODEs. The maximal Lie algebra case for such ODEs is of dimension
seven and corresponds to the simplest equation u′′′ = 0.
The Laguerre-Forsyth (see [9]) canonical form for scalar linear third-order ODEs is
u′′′ + a(x)u = 0. (1.1)
If a 6≡ 0, then (1.1) has a five- or four-dimensional symmetry Lie algebra.
Chern [4] pioneered the use of the Cartan equivalence method to solve the linearization
problem of scalar third-order ODEs via contact transformations. He determined condi-
tions for equivalence to (1.1) in the cases a ≡ 0 and a ≡ 1. Neut and Petitot [5] in
contemporary times then obtained criteria for equivalence to (1.1) by contact transforma-
tions for arbitrary a(x). Grebot [6] investigated linearization of third-order ODEs via fibre
preserving invertible transformations. In recent work, Ibragimov and Meleshko [7] studied
the linearization problem by utilizing a direct Lie approach for such third-order ODEs
by both point and contact transformations. These authors also presented conditions on
the linearizing maps. In the works [1, 2], the authors very recently applied the Cartan
equivalence method to deduce an invariant characterization of the scalar third-order ODE
u′′′ = f(x, u, u′, u′′) which possesses both five- and seven-dimensional point symmetry Lie
2
algebras. Moreover, we provided auxiliary functions which can be utilised to efficiently
obtain the point transformation.
Therefore, in [1, 2], the authors have partially solved the linearization problem for third-
order ODEs u′′′ = f(x, u, u′, u′′) via invertible point transformations
x¯ = φ (x, u) , u¯ = ψ (x, u) , φxψu − φuψx 6= 0 (1.2)
by the Cartan equivalence method. In order to complete the previous studies, we in-
vestigate herein the linearization problem by the Cartan approach for scalar third-order
ODEs, via invertible point transformation, which admit a four dimension point symmetry
algebra.
It is prudent to mention here that the invariant characterization of u′′′ = f(x, u, u′, u′′)
that admits both five and seven point symmetry algebra was found in terms of the function
f in the following theorems. We denote u′, u′′ by p, q respectively, in the following and
hereafter.
Theorem 1.1. [1]. The necessary and sufficient conditions for equivalence of a scalar
third-order ODE u′′′ = f(x, u, u′, u′′) via point transformation (1.2) to its canonical form
u¯′′′ = 0, with seven point symmetries, are the identical vanishing of the relative invariants
I1 = fq,q,q
I2 = f
2
q,q + 6 fp,q,q
I3 = 4 f
3
q + 18 fq (fp −Dxfq) + 9D2xfq − 27Dxfp + 54 fu
I4 = fq,q
(
f 2q + 9 fp − 3Dxfq
)− 9 fp,p + 18 fu,q − 6 fqfp,q.
(1.3)
Given that the the system of relative invariants (1.3) is zero, the linearizing point trans-
formation (1.2) is defined by
Dxφ =
a1
a3
,
φxψu − φuψx = a
2
1
a3
,
(1.4)
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where a1(x, u, p), a2(x, u, p, q), a3(x, u, p) are auxiliary functions given by
Dxa3 = −13fqa3,
Dxa2 =
1
2
1
a3
a22 − 118a3
(
2f 2q + 9 fp − 3Dxfq
)
,
Dxa1 =
a2
a3
a1,(
a1
a3
)
p,p
= 0,(
a2
1
a3
)
p
= 0.
(1.5)
Remark 1.2. [1]. The system (1.5) provides
a2(x, u, p, q) = −16a3fq,q q + A(x, u, p), (1.6)
for some function A(x, u, p).
Theorem 1.3. [2]. The necessary and sufficient conditions for equivalence of a third-
order equation u′′′ = f(x, u, u′, u′′) via point transformation (1.2) to the canonical form
u¯′′′ = s u¯′ + u¯, s = constant, with five point symmetries, are the identically vanishing of
the relative invariants
I1 = fq,q,q
I2 = f
2
q,q + 6 fp,q,q
I4 = Jq
I5 = fq,q J − 6 Jp
I6 = Ju −DxJp
I7 = fq,q
(
9 fp + f
2
q − 3Dxfq
)− 9 fp,p + 18 fu,q − 6 fqfp,q
I9 = Kq
I10 = Kp
I11 = Ku
I12 = Kx,
(1.7)
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where
I3 = J
3 = 1
54
(
4 f 3q + 18 fq (fp −Dxfq) + 9D2xfq − 27Dxfp + 54 fu
) 6= 0,
I8 =
1
3
((
f 2q + 3 fp − 3Dxfq
)
J2 + 6 J D2xJ − 9 (DxJ)2
)
,
K = I8
J4
.
(1.8)
Provided that the the system of relative invariants (1.7) is zero, the linearizing point
transformation (1.2) is defined by
Dxφ = J,
φxψu − φuψx = Ja1,
(1.9)
where the auxiliary function a1(x, u, p) satisfies
Dxa1
a1
= 1
3
(
3DxJ−Jfq
J
)
. (1.10)
Finally, the constant s of the resulting canonical form is given by the equation s = K.
Corollary 1.4. The linearizable third-order ODEs with four point symmetries have the
Laguerre-Forsyth canonical form
u′′′ = a3(x)u, a(x) 6= 0,
(
2aa′′−3a′2
a4
)
x
6= 0. (1.11)
Proof. It is well-known that linear third-order ODEs can be transformed to the Laguerre-
Forsyth canonical form u′′′ = a3(x)u via the Laguerre transformations.
By using Theorem 1.1, the Laguerre-Forsyth canonical form u′′′ = a3(x)u admits seven
point symmetries if and only if a(x) = 0.
Also by utilizing Theorem 1.3, the Laguerre-Forsyth canonical form u′′′ = a3(x)u admits
five point symmetries if and only if a(x) 6= 0 but
(
2aa′′−3a′2
a4
)
x
= 0.
Finally, it is well-known that the linear third-order ODEs admit seven, five or four point
symmetries.
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In this paper, we consider the canonical form (1.11) and Yumaguzhin’s canonical form
[11] for linearizable third-order ODEs with four point symmetries. In section 2, the
Cartan equivalence method is applied to obtain an invariant characterization of the scalar
third-order ODE u′′′ = f(x, u, u′, u′′) with four point symmetries. Moreover, an efficient
algorithm is given to determine the point transformation that does the reduction to the
equivalent canonical form (1.11). Section 3 provides illustrations of the result of section
2. In section 4, we give an efficient algorithm to determine the point transformation
that does the reduction to Yumaguzhin’s canonical form. Section 5 is devoted to the
illustration of the result of section 4. In section 6, we apply our main results to solve the
point symmetry group classification problem of third-order linear ODE.
2 Linearizable third-order ODEs with four point sym-
metries
Let x := (x, u, p = u′, q = u′′) ∈ R4 be local coordinates of J2, the space of the second
order jets. In local coordinates, the equivalence of
u′′′ = f(x, u, u′, u′′), u¯′′′ = f¯(x¯, u¯, u¯′, u¯′′), (2.12)
under a point transformation (1.2) is expressed as the local equivalence problem for the
G-structure
Φ∗


ω¯1
ω¯2
ω¯3
ω¯4


=


a1 0 0 0
a2 a3 0 0
a4 a5 a6 0
a7 0 0 a8




ω1
ω2
ω3
ω4


, (2.13)
where
ω¯1 = du¯− p¯dx¯, ω¯2 = dp¯− q¯dx¯, ω¯3 = dq¯ − f¯dx¯, ω¯4 = dx¯,
ω1 = du− pdx, ω2 = dp− qdx, ω3 = dq − fdx, ω4 = dx.
(2.14)
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One can evaluate the functions ai = ai(x, u, p, q), i = 1 . . . 8, explicitly. For instance,
a1 =
φxψu−φuψx
Dxφ
.
Now, we define θ to be the lifted coframe with an eight-dimensional group G as

θ1
θ2
θ3
θ4


=


a1 0 0 0
a2 a3 0 0
a4 a5 a6 0
a7 0 0 a8




ω1
ω2
ω3
ω4


. (2.15)
Cartan’s method, when applied to this equivalence problem, leads to an e-structure, which
is invariantly associated to the given equation.
We note that the canonical form (1.11) of the linearizable third-order ODEs with four
point symmetries belongs to the branch I1 = I2 = 0, I3 6= 0, I4 = I5 = I6 = 0, where
I1 = fq,q,q
I2 = f
2
q,q + 6 fp,q,q
I3 = J
3 = 1
54
(
4 f 3q + 18 fq (fp −Dxfq) + 9D2xfq − 27Dxfp + 54 fu
)
I4 = Jq
I5 = fq,q J − 6 Jp
I6 = Ju −DxJp
(2.16)
are system of relative invariants derived in the work [2].
As it was shown in the work [2], the fifth-order normalizations reduces the lifted coframe
(2.15) to an adapted coframe with the one-dimensional group G5

θ1
θ2
θ3
θ4


=


a1 0 0 0
1
3
a1
J2
s4
a1
J
0 0
1
18
a1
J4
s24 − a118J2s2 13 a1J3s4 − a13J2 s1 a1J2 0
1
6
Js3 0 0 J




ω1
ω2
ω3
ω4


, (2.17)
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where s1 = fq, s2 = 2f
2
q + 9 fp − 3Dxfq, s3 = fq,q, s4 = 3DxJ − Jfq.
This results in the structure equation
d


θ1
θ2
θ3
θ4


=


α1 0 0 0
0 α1 0 0
0 0 α1 0
0 0 0 0


∧


θ1
θ2
θ3
θ4


+


−θ2 ∧ θ4
T 214 θ
1 ∧ θ4 − θ3 ∧ θ4
T 312 θ
1 ∧ θ2 − θ1 ∧ θ4 + T 214 θ2 ∧ θ4
0


.
(2.18)
where the invariants T 214 and T
3
12
T 214 = − I82 J4 ,
T 312 = − I79a1 J ,
(2.19)
are given in terms of the following relative invariants
I7 = fq,q
(
f 2q + 9 fp − 3Dxfq
)− 9 fp,p + 18 fu,q − 6 fqfp,q,
I8 =
1
3
((
f 2q + 3 fp − 3Dxfq
)
J2 + 6 J D2xJ − 9 (DxJ)2
)
.
(2.20)
It should be remarked here that the relative invariant I7 = 0 and that the invariant
K = I8
J4
= 2a(x)a
′′(x)−3a′(x)2
a(x)4
6= 0, (2.21)
for the canonical form (1.11).
Branch 1. I7 = 0 and I8 6= 0
In this branch, there are no group-dependent invariants among the remaining unab-
sorbable torsion (2.19). Hence, one needs to be careful that there are no group-dependent
invariants among coframe derivatives of the torsion (2.19) before checking the involutivity.
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Dual to the lifted coframe (2.17) are the invariant derivations
∂
∂θ1
= − s3
6a1
Dx +
1
a1
∂
∂u
− s4
3Ja1
∂
∂p
+ 1
18J2a1
(s2J
2 − 2s1s4J + s24) ∂∂q ,
∂
∂θ2
= J
a1
∂
∂p
+ 1
3a1
(s1J − s4) ∂∂q ,
∂
∂θ3
= J
2
a1
∂
∂q
,
∂
∂θ4
= 1
J
Dx.
(2.22)
It should be noted here that the invariants
∂K
∂θ1
= ∂K
∂θ2
= ∂K
∂θ3
= 0, ∂K
∂θ4
6= 0, (2.23)
hold for the canonical form (1.11). Thus, we choose the following branch.
Branch 1.1. Kq = Kp = fq,qDxK − 6Ku = 0, DxK 6= 0
In this branch, there are no group-dependent invariants among the non-zero coframe
derivative ∂K
∂θ4
, so the final remaining group variable a1 cannot be normalized. Moreover,
α1 is now uniquely defined, so the problem is determinant. This results in the following
e-structure on the five-dimensional prolonged space M (1) =M ×G5
θ1 = a1ω
1,
θ2 = 1
3
a1
J2
s4ω
1 + a1
J
ω2,
θ3 = 1
18
( a1
J4
s24 − a1J2s2)ω1 + 13( a1J3 s4 − a1J2s1)ω2 + a1J2ω3,
θ4 = 1
6
Js3ω
1 + Jω4,
θ5 = α1 =
da1
a1
+ 1
36J
(4s3s4 − 18s4p + Js1s3 − 6Js1p)ω1 + 16s3ω2 − 13 s4J ω4.
(2.24)
This gives rise to the structure equations
dθ1 = −θ1 ∧ α1 − θ2 ∧ θ4
dθ2 = −K
2
θ1 ∧ θ4 − θ2 ∧ α1 − θ3 ∧ θ4
dθ3 = −θ1 ∧ θ4 − K
2
θ2 ∧ θ4 − θ3 ∧ α1
dθ4 = 0
dα1 = 0.
(2.25)
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Dual to the invariant coframe (2.24) are the invariant derivations
∂
∂θ1
= − s3
6a1
Dx +
1
a1
∂
∂u
− s4
3Ja1
∂
∂p
+ 1
18J2a1
(s2J
2 − 2s1s4J + s24) ∂∂q
+ 1
36J
(
18s4p + 6Js1p − s1s3J − 4s3s4
)
∂
∂a1
,
∂
∂θ2
= J
a1
∂
∂p
+ 1
3a1
(s1J − s4) ∂∂q − 16Js3 ∂∂a1 ,
∂
∂θ3
= J
2
a1
∂
∂q
,
∂
∂θ4
= 1
J
Dx +
s4a1
3J2
∂
∂a1
,
∂
∂θ5
= a1
∂
∂a1
.
(2.26)
By using the dual Lie brackets identities formulae (see [10, Equation 8.20, page 261])
[
∂
∂θj
,
∂
∂θk
]
=
∂2
∂θj∂θk
− ∂
2
∂θk∂θj
= −
5∑
i=1
T ijk
∂
∂θi
, , 1 ≤ j < k ≤ 5, (2.27)
the invariant derivations (2.26) have the non-zero Lie brackets
[
∂
∂θ1
, ∂
∂θ4
]
= K
2
∂
∂θ2
+ ∂
∂θ3
,
[
∂
∂θ1
, ∂
∂θ5
]
= ∂
∂θ1
,
[
∂
∂θ2
, ∂
∂θ4
]
= ∂
∂θ1
+ K
2
∂
∂θ3
,[
∂
∂θ2
, ∂
∂θ5
]
= ∂
∂θ2
,
[
∂
∂θ3
, ∂
∂θ4
]
= ∂
∂θ2
,
[
∂
∂θ3
, ∂
∂θ5
]
= ∂
∂θ3
.
(2.28)
In this branch, the invariant K satisfies ∂K
∂θ1
= ∂K
∂θ2
= ∂K
∂θ3
= ∂K
∂θ5
= 0. Then the first-order
classifying set is
C(1) = {K, ∂K
∂θ4
}. (2.29)
By utilizing the dual Lie brackets (2.28), the sth-order classifying set for s ≥ 2 is
C(s) = {K, ∂K
∂θ4
, ∂
2K
∂(θ4)2
, ..., ∂
sK
∂(θ4)s
}. (2.30)
The invariants K and ∂K
∂θ4
are functionally dependent, where
dK ∧ d
(
∂K
∂θ4
)
=
(
5∑
i=1
∂K
∂θi
dθi
)
∧
(
5∑
j=1
∂2K
∂θj∂θ4
dθj
)
=
∂K
∂θ4
dθ4 ∧ ∂
2K
∂(θ4)2
dθ4 = 0. (2.31)
Similarly, one can show that the invariants K and ∂
sK
∂(θ4)s
are functionally dependent for
s ≥ 2. Therefore, if ρs denotes the number of functionally independent structure invariants
up to order s, then ρ0 = ρ1 = ρ2 = ... = ρs = 1 for s ≥ 2. That is, the stabilizing rank of
the coframe (2.24) is one and the order of this coframe is zero.
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Therefore, we have produced an invariant coframe (2.24) with rank one on the five-
dimensional space coordinates x, u, p, q, a1. Any such differential equation admits a four-
dimensional symmetry group of point transformations (see [10, Theorem 8.22, page 275]).
Finally, the necessary and sufficient conditions for equivalence of a third-order equation
u′′′ = f(x, u, u′, u′′) via point transformation (1.2) to the canonical form u¯′′′ = a¯3(x¯)u¯
with four point symmetries is that it belongs to this branch and its first-order classifying
set C(1)(θ) overlaps with the first-order classifying set C(1)(θ¯) of the canonical form u¯′′′ =
a¯3(x¯)u¯ (see [10, Theorem 8.19, page 271]).
The overlapping of their first-order classifying sets C(1)(θ) and C(1)(θ¯) gives the conditions
K = K¯ = 2a¯(x¯)a¯
′′(x¯)−3a¯′(x¯)2
a¯(x¯)4
,
1
J¯
DxK =
1
a¯(x¯)
Dx¯K¯.
(2.32)
Now, we need to answer two main questions. How can one obtain the function a¯′(x¯) of the
equivalent canonical form u¯′′′ = a¯3(x¯)u¯ by use of the obtained invariant K? How can one
determine the point transformation (1.2) that does the reduction of u′′′ = f(x, u, u′, u′′)
to the equivalent canonical form u¯′′′ = a¯3(x¯)u¯ efficiently?
To answer these two questions, we need to look at the invariant coframe (2.24) mod (ω1, ω2, ω3)
and introduce some auxiliary functions. The symmetrical version of the Cartan formula-
tion mod (ω1, ω2, ω3) is
Jdx = J¯dx¯,
da1
a1
− 1
3
s4
J
dx = da¯1
a¯1
− 1
3
s¯4
J¯
dx¯.
(2.33)
Inserting the point transformation (1.2) into (2.33) and by use of J¯ = a¯(x¯), s¯4 = 3Dx¯a¯(x¯)
for f¯ = a¯3(x¯)u¯ and a¯1 = 1, results in
J = a¯(x¯)Dxφ,
Dxa1
a1
− 1
3
(
3DxJ−Jfq
J
)
= −Dx¯a¯(x¯)
a¯(x¯)
Dxφ,
(2.34)
where the auxiliary function a1(x, u, p) =
φxψu−φuψx
Dxφ
.
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Invoking system (2.34), we introduce another auxiliary function H(x, u) as
H = Dx¯a¯(x¯)
a¯(x¯)2
= 1
3J
(
3DxJ−Jfq
J
)
− 1
J
Dxa1
a1
. (2.35)
Thus, the first equation in the system (2.32) reads
K = 2
J
DxH +H
2. (2.36)
By utilizing the fact Dx = (Dxφ)Dx¯ =
J
a¯(x¯)
Dx¯, equations (2.35) can be rewritten as
Dxb = (JH)b,
Dxa1 =
(
DxJ
J
− 1
3
fq − JH
)
a1,
(2.37)
where a¯(x¯) = a¯(φ(x, u)) = b(x, u).
Thus, one can start solving equation (2.36) for H(x, u). Then solve (2.37) for b(x, u) and
a1(x, u, p). Finally, one can determine the point transformation (1.2) by solution of the
following system
Dxφ =
J
b
,
φxψu − φuψx = Ja1b .
(2.38)
This proves the following theorem.
Theorem 2.1. The necessary and sufficient conditions for equivalence of a third-order
equation u′′′ = f(x, u, u′, u′′) via point transformation (1.2) to the canonical form u¯′′′ =
12
a¯3(x¯)u¯, with four point symmetries, are the identically vanishing of the relative invariants
I1 = fq,q,q
I2 = f
2
q,q + 6 fp,q,q
I4 = Jq
I5 = fq,q J − 6 Jp
I6 = Ju −DxJp
I7 = fq,q
(
9 fp + f
2
q − 3Dxfq
)− 9 fp,p + 18 fu,q − 6 fqfp,q
I9 = Kq
I10 = Kp
I11 = fq,qDxK − 6Ku
(2.39)
where
I3 = J
3 = 1
54
(
4 f 3q + 18 fq (fp −Dxfq) + 9D2xfq − 27Dxfp + 54 fu
) 6= 0,
I8 =
1
3
((
f 2q + 3 fp − 3Dxfq
)
J2 + 6 J D2xJ − 9 (DxJ)2
) 6= 0,
K = I8
J4
,
DxK 6= 0,
(2.40)
Given that the the system of relative invariants (2.39) is zero and conditions (6.75) are
satisfied, the linearizing point transformation (1.2) is defined by
Dxφ =
J
b
,
φxψu − φuψx = Ja1b ,
(2.41)
where H(x, u), b(x, u), a1(x, u, p) are auxiliary functions given by
2
J
DxH +H
2 = K,
Dxb = (JH)b,
Dxa1 =
(
DxJ
J
− 1
3
fq − JH
)
a1.
(2.42)
Finally, the function a¯(x¯) of the resulting canonical form is given by the equation
a¯(x¯) = a¯(φ(x, u)) = b(x, u). (2.43)
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3 Illustration of Theorem 2.1
Example 3.1. Consider the nonlinear ODE
u′′′ = 3u
′′2
u′
− xu3u′4. (3.44)
The relative invariants (2.39) are equal to zero while the relative invariants (6.75) are not
equal to zero for the function
f(x, u, p, q) = 3 q
2
p
− xu3p4. (3.45)
As a consequence, this equation via point transformation (1.2) is equivalent to the canon-
ical form u¯′′′ = a¯3(x¯)u¯, with four point symmetries. We outline the steps for constructing
this point transformation and finding the function a¯(x¯) of the resulting canonical form.
Step 1 Solve the system (2.42) for the auxiliary functions H(x, u), b(x, u), a1(x, u, p) as
shown below.
By using the total derivative definition and comparing the coefficients in the first
equation of the system (2.42)
2
up
DxH +H
2 = − 3
u4
, (3.46)
yields that H = H(u) which satisfies the Riccati equation
2∂H
∂u
+ uH2 = − 3
u3
, (3.47)
with a solution H = 1
u2
.
The second equation of the system (2.42) reads
Dxb = (
p
u
)b. (3.48)
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Now by utilizing the total derivative definition and comparing the coefficients of
equation (3.48), results in
∂b
∂u
= ( 1
u
)b, ∂b
∂x
= 0, (3.49)
which has a solution b = u.
Now, the third equation of the system (2.42) is
Dxa1 = −
(
q
p
)
a1. (3.50)
Now, utilizing the total derivative definition and comparing the coefficients of of the
variable q in equation (3.50), yield
∂a1
∂p
= −1
p
a1, (3.51)
which gives a1 =
F (x,u)
p
. Substituting a1 back into equation (3.50) and then com-
paring the coefficients, one arrives at
∂F
∂u
= 0, ∂F
∂x
= 0, (3.52)
which gives a solution F = 1. Thus, a1 =
1
p
is a solution of equation (3.50).
Step 2 Obtain the linearizing transformation (1.2) by solving the system (2.41) as shown
below.
The first equation of the system (2.41) reads
Dxφ = p, (3.53)
which has a solution φ(x, u) = u.
Now, the second equation of the system (2.41) is
ψx = −1, (3.54)
which has a solution ψ(x, u) = −x.
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Finally, the function a¯(x¯) of the resulting canonical form is given by the equation
(2.43) as a¯(x¯) = a¯(u) = u. Therefore, a¯(x¯) = x¯ and the canonical form u¯′′′ = x¯3u¯
can be found for the ODE (3.44) via the point transformation
x¯ = u, u¯ = −x.
4 Equivalence to to Yumaguzhin’s canonical form
Yumaguzhin [11] showed that a scalar third-order linear ODE with a four-dimensional
symmetry algebra is equivalent via point transformation to
u′′′ =
(
hg2 − 2
(
g′
g
)′
+
(
g′
g
)2)
u′ +
1
2
((
hg2 − 2
(
g′
g
)′
+
(
g′
g
)2)′
− g3
)
u, (4.55)
where g is an arbitrary nowhere vanishing smooth function of x and h is a function of x
with non-zero first derivative.
Using the point transformation x¯ = ±h, u¯ = ±h′u, equation (4.55) is transformed to the
canonical form
u¯′′′ =
(
±x¯g¯2 − 2
(
g¯′
g¯
)′
+
(
g¯′
g¯
)2)
u¯′ +
1
2
((
±x¯g¯2 − 2
(
g¯′
g¯
)′
+
(
g¯′
g¯
)2)′
− g¯3
)
u¯.
(4.56)
Now, if we scale J to be
I3 = J
3 = − 1
27
(
4 f 3q + 18 fq (fp −Dxfq) + 9D2xfq − 27Dxfp + 54 fu
)
, (4.57)
then J¯ = g¯(x¯), s¯4 = 3Dx¯g¯(x¯) for f¯ of the canonical form (4.56).
Inserting the point transformation (1.2) into (2.33) and using J¯ = g¯(x¯), s¯4 = 3Dx¯g¯(x¯)
and a¯1 = 1, gives rise to
J = g¯(x¯)Dxφ,
Dxa1
a1
− 1
3
(
3DxJ−Jfq
J
)
= −Dx¯g¯(x¯)
g¯(x¯)
Dxφ,
(4.58)
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where the auxiliary function a1(x, u, p) =
φxψu−φuψx
Dxφ
.
Moreover, the invariants K and 1
J¯
DxK can be given simply as
K = K¯ = ±x¯,
1
J¯
DxK = ± 1g¯(x¯) .
(4.59)
This proves another version of Theorem 2.1.
Theorem 4.1. The necessary and sufficient conditions for equivalence of a third-order
equation u′′′ = f(x, u, u′, u′′) via point transformation (1.2) to the canonical form (4.56),
with four point symmetries, are the identically vanishing of the relative invariants
I1 = fq,q,q
I2 = f
2
q,q + 6 fp,q,q
I4 = Jq
I5 = fq,q J − 6 Jp
I6 = Ju −DxJp
I7 = fq,q
(
9 fp + f
2
q − 3Dxfq
)− 9 fp,p + 18 fu,q − 6 fqfp,q
I9 = Kq
I10 = Kp
I11 = fq,qDxK − 6Ku
(4.60)
where
I3 = J
3 = − 1
27
(
4 f 3q + 18 fq (fp −Dxfq) + 9D2xfq − 27Dxfp + 54 fu
) 6= 0,
I8 =
1
3
((
f 2q + 3 fp − 3Dxfq
)
J2 + 6 J D2xJ − 9 (DxJ)2
) 6= 0,
K = I8
J4
.
DxK 6= 0,
(4.61)
Given that the the system of relative invariants (4.60) is zero and conditions (4.61) are
satisfied, the linearizing point transformation (1.2) is defined by φ = ±K and the linear
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equation
Kxψu −Kuψx = a1DxK, (4.62)
where a1(x, u, p) are auxiliary functions given by
Dxa1 =
(
DxJ
J
− 1
3
fq − DxKJ Dx
(
J
DxK
))
a1. (4.63)
Finally, the function g¯(x¯) of the resulting canonical form is given by the equation
g¯(x¯) = g¯(±K) = ± J
DxK
. (4.64)
5 Illustration of Theorem 4.1
Example 5.1. Consider the nonlinear ODE
u′′′ = 3u
′′2
u′
− xu3u′4. (5.65)
As explained in example 3.1, this equation admits four point symmetries. Using (4.64),
since J = − 3√2 up, I8 = −3 3
√
4 p4, K = − 33√4 u−4, JDxK = −16u6, the ODE (5.65)
is equivalent via point transformation (1.2) to Yumaguzhin’s canonical form (4.56) with
positive sign and the complex function g¯(x¯) = i
√
3
4
x¯−
3
2 . Notwithstanding, the ODE (5.65)
is equivalent via point transformation (1.2) to Yumaguzhin’s canonical form (4.56) with
negative sign and real function g¯(x¯) =
√
3
4
x¯−
3
2 .
We outline the steps for constructing the point transformation for Yumaguzhin’s canonical
form (4.56) with negative sign and the real function g¯(x¯) =
√
3
4
x¯−
3
2 .
Step 1 Solve the equation (4.63) for the auxiliary functions a1(x, u, p).
The equation (4.63) reads
Dxa1 = −
(
q
p
+ 5 p
u
)
a1. (5.66)
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Now, utilizing the total derivative definition and comparing the coefficients of of the
variable q in equation (5.66), yield
∂a1
∂p
= −1
p
a1, (5.67)
which gives a1 =
F (x,u)
p
. Substituting a1 back into equation (5.66) and then com-
paring the coefficients, result in
∂F
∂u
= − 5
u
F, ∂F
∂x
= 0, (5.68)
which gives rise to a solution F = 1
u5
. Thus, a1 =
1
u5p
is a solution of equation
(5.66).
Step 2 Solve the system (4.62) for ψ(x, u).
The equation (4.62) reads
ψx = − 1u5 , (5.69)
which has a solution ψ(x, u) = − x
u5
.
Therefore, the Yumaguzhin’s canonical form (4.56) with negative sign and the real func-
tion g¯(x¯) =
√
3
4
x¯−
3
2 can be obtained for the ODE (5.65) via the point transformation
x¯ =
3
3
√
4 u4
, u¯ = − x
u5
. (5.70)
Remark 5.2. The Yumaguzhin’s canonical form (4.56) with negative sign and the real
function g¯(x¯) =
√
3
4
x¯−
3
2 can be further transformed via the point transformation
x¯ =
3
3
√
4 t4
, u¯ = −y(t)
t5
, (5.71)
to the ODE
y′′′(t) = t3y(t). (5.72)
It is clear that the composition of the transformation (5.70) and the transformation (5.71)
is the transformation
x = y(t), u = t. (5.73)
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6 Application for point symmetry group classifica-
tion of third-order linear ODE
Corollary 6.1. The point symmetry group classification of the third-order linear ODE
u′′′ = a1(x)u′′ + a2(x)u′ + a3(x)u+ a4(x) (6.74)
is given as follows:
• Seven point symmetries: J = 0
• Five point symmetries: J 6= 0, DxK = 0
• Four point symmetries: J 6= 0, DxK 6= 0
where
f = a1(x)q + a2(x)p+ a3(x)u+ a4(x),
J3 = 1
54
(
4 f 3q + 18 fq (fp −Dxfq) + 9D2xfq − 27Dxfp + 54 fu
)
,
I8 =
1
3
((
f 2q + 3 fp − 3Dxfq
)
J2 + 6 J D2xJ − 9 (DxJ)2
)
,
K = I8
J4
.
(6.75)
Proof. It is well-known that the linear third-order ODEs admit seven, five or four point
symmetries.
By using Theorem 1.1, the ODE (6.74) admits seven point symmetries if and only if
J = 0. Also by utilizing Theorem 1.3, the ODE (6.74) admits five point symmetries if
and only if J 6= 0, DxK = 0. Finally, by utilizing Theorem 2.1, the ODE (6.74) admits
four point symmetries if and only if J 6= 0, DxK 6= 0.
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Example 6.2. [12, page 285] Regulation of a steam turbine
The motion x(t) of a steam supply control slide valve is governed by the third-order dif-
ferential equation
mx′′′ + fx′′ + kx′ + hα
I
x = 0, (6.76)
where m is the mass of the valve, f is friction, k is a constant characterizing the properties
of the slide valve spring, h is a constant depending on the dimensions of the equipment, α
is a proportionality constant relating the motion and the acceleration of the control valve,
and I is the moment of inertia of the turbine.
By using Corollary 6.1, the ODE (6.76) admits seven or five point symmetries. There
are seven point symmetries for α = 1
27
fI (9 km−2 f2)
m2h
and five point symmetries for α 6=
1
27
fI (9 km−2 f2)
m2h
.
Example 6.3. [12, page 248] Deflection of a Curved Beam having a constant
or varying cross-section
Consider the curved beam in the form of a circular arc with diameter a (0 ≤ θ ≤ γ,
γ > 0). In the case of an equally distributed load on the beam, the corresponding equation
for the bending moment M takes the form
1
a3
(
d2
dξ2
+ 1
)
dM
dξ
+ p d
dξ
(
M
B
)
= 0, (6.77)
where p is the force acting on a unit length, B is the flexured rigidity (if the cross-section is
constant, then B is constant) and ξ is an introduced independent variable given explicitly
in terms of the angular coordinate θ as ξ = θ − γ
2
.
By using Corollary 6.1, the ODE (6.77) admits seven point symmetries for constant flex-
ured rigidity B whereas it admits five point symmetries for non-constant B given by the
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following differential constraint
18B3Bξ
2Bξ,ξ − 36B2Bξ4 + 18pa3B2Bξ2Bξ,ξ − 9pa3BBξ4 + 24BBξ4Bξ,ξ
−12B2Bξ2Bξ,ξ2 − 72B3BξBξ,ξBξ,ξ,ξ + 18B3Bξ2Bξ,ξ,ξ,ξ − 16Bξ6 + 56B3Bξ,ξ3 = 0.
(6.78)
Finally, the ODE (6.77) admits four point symmetries for any B not satisfying the dif-
ferential constraint (6.78).
Remark 6.4. One can verify that B (ξ) = −pa3 ξ2
ξ2−1 is a solution for the differential
constraint (6.78). Therefore, the ODE (6.77) with this B admits five point symmetries.
Hence, it can be transformed to an ODE with constant coefficients and its solution can be
given explicitly.
7 Conclusion
In this work we have completed the solution to the invariant characterization of the
linearizable scalar third-order ODE u′′′ = f(x, u, u′, u′′) which admits a four-dimensional
point symmetry Lie algebra via the Cartan equivalence method. Earlier [1, 2] a study
was made of the linearization of such ODEs for five- and seven-dimensional symmetry
algebras. Our invariant characterization here is given compactly in terms of a function.
Moreover, we provide a method for the determination of the maps to the canonical form.
Furthermore, we gave relevant applications of our main results.
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