This paper proposes the use of Multirate Partial Differential Equations (MPDEs) for the efficient solution of low-frequency applications with pulsed excitation. The system of differential equations describing the application is reformulated as MPDEs which are solved by a Galerkin approach and time discretization. For the solution expansion two types of basis functions are proposed, namely classical Finite Element (FE) nodal functions and the recently introduced pulse width modulated (PWM) basis functions. The method is applied to the example of a simplified buck converter. Convergence, accuracy of the solution and computational efficiency of the method are numerically analyzed.
Introduction
Multirate behaviour can be observed in a number of technical applications. In high-frequency electrical circuit simulation, e.g., [1] [2] [3] , the solution often consists of widely separated frequencies with slow and fast varying components. Furthermore, a division of the circuit into subcircuits whose state variables are either latent or active is often possible, especially in highly integrated circuits with many electrical elements [4] . The same holds for field-circuit coupled simulations describing the same physical phenomenon, e.g. an electrical circuit coupled to a magnetoquasistatic field model of an electrical machine. In coupled multiphysical simulations, different physical phenomena exhibit different characteristic time constants (e.g. electro-thermal problems) and thus also lead to different rates of variation in the unknowns [5] .
The solution of the abovementioned problems by conventional time discretization is challenging as conventional time discretization will enforce a step size to resolve the dynamics of the most active components of the system. Thus, the latent parts of the system are resolved with a much smaller time step size than necessary. This results in long simulation intervals and high computational effort. To solve these problems efficiently, various multirate methods have been developed.
Problems described by ordinary differential and differential algebraic equations (ODEs and DAEs), like electrical circuits, can be split into subsystems [4, [6] [7] [8] , i.e., into several systems of equations describing the latent and active components, respectively. The subsystems are coupled, e.g., by extrapolation and interpolation of the state variables and resolved by different time step sizes and/or methods according to the activity of the components. In [5, 9] , a weak coupling is proposed to cope with multirate phenomena in machine simulation. The circuit and the machine model are simulated separately and coupled (iteratively) by a temporary lumped-parameter model. This increases the numerical efficiency of the circuit simulation but comes with the drawback that high-frequency effects within the machine model are disregarded.
Another recent concept to deal with multirate phenomena is the reformulation of the ODEs or DAEs describing the problem into multirate partial differential equations (MPDEs). The concept of the MPDEs allows to split the solution into components associated with different explicitly stated time scales t 1 , t 2 , . . . , t m . MPDEs have already been successfully applied in high-frequency circuit simulation using different solution approaches, e.g. multivariate finite difference time domain, multi-tone harmonic balance, hierarchical shooting [1] [2] [3] .
In this paper we focus on the efficient simulation of electrical circuits which are excited by pulsed (control) signals, as is often the case in power electronics [10] . For this purpose, the system of differential equations describing the circuit is reformulated into a system of MPDEs. In case of constant switching and duty cycle we propose to solve the MPDEs by a combination of a Ritz-Galerkin approach and conventional adaptive time discretization. Two types of basis functions are used for the solution expansion of the unknowns: First, the commonly known nodal basis functions as used in standard finite element (FE) approaches. Secondly, the recently introduced pulse width modulation (PWM) basis functions, which were proposed in [11] and are specifically designed to represent the solution of circuits with pulsed excitation. These are, for the first time, interpreted in the context of an MPDE approach. The MPDE approach is validated in the example of a buck converter [11] in continuous conduction mode, as depicted in Figure 3 . Its solution, shown in Figure 4a , consists of a fast periodic ripple component and a slowly varying envelope.
The paper is structured as follows. Section 2 introduces the concept of MPDEs as described in the literature and establishes a link between the original system and the MPDEs. Section 3 is devoted to the solution of the MPDEs using a combination of a Ritz-Galerkin approach and conventional time discretization. In Section 4 the two different types of basis functions for the solution expansion of the unknowns are presented. Finally in Section 5 the method is numerically validated on the simplified buck converter and convergence, accuracy and computational efficiency are analyzed. Section 6 concludes the work by summarizing the proposed approach and the main results.
Introduction to Multirate Partial Differential Equations
In the following the proposed method is developed starting from a general linear circuit model. Let the vector of N s unknown state variables consisting of node voltages and branch currents be given as
. . .
Modified nodal analysis [12] can be used to determine the system of N s first-order linear DAEs or ODEs governing the circuit. This leads to the initial value problem (IVP)
where A, B ∈ R Ns×Ns are matrices, c(t) ∈ R Ns is the vector of excitations. For x(t) ∈ C 1 , (2) can be written equivalently as system of MPDEs [1, 2] , introducing m different time scales t 1 , t 2 , . . . , t m
where x = x(t 1 , . . . , t m ), c = c(t 1 , . . . , t m ) are the multivariate forms of x(t), c(t), respectively. The vector of state variables x is given by
The following theorem establishes a relation between the solution and excitation of (2) and (3), and was first introduced by Brachtendorf et al. [1] .
Theorem 1 (adapted from [1, 13] ). Let x(t 1 , . . . , t m ) ∈ C 1 be a solution of the MPDEs (3) and c(t 1 , . . . , t m ) the corresponding excitation. Then the solution and excitation of the DAEs or ODEs (2) and MPDEs (3) are related by x(t) = x(t + α 1 , . . . , t + α m ) and c(t) = c(t + α 1 , . . . , t + α m ), respectively, for any fixed α 1 , . . . , α m ∈ R.
Proof. Applying the chain rule of differentiation to (2) yields
Thus if a solution of the MPDEs (3) can be found for a multivariate right-hand side fulfilling c(t) = c(t + α 1 , . . . , t + α m ), the solution of the DAEs or ODEs (2) can be extracted from the multivariate solution using x(t) = x(t + α 1 , . . . , t + α m ). To solve the MPDEs (3), initial and boundary conditions have to be imposed. As only IVPs with periodic behaviour are considered in this work, the setting of envelope-modulated solutions [2] is appropriate. We therefore define the boundary conditions to the MPDEs (3) as
where h(t 2 , . . . , t m ) is a function specifying the initial conditions and T 2 , . . . , T m are time intervals of periodicity. Note that the well-posedness of the MPDEs was analyzed in [13] . For the sake of simplicity, hereafter, we restrict m to two time scales (m = 2) leading to the mixed initial boundary value problem
3 Solution of the Multirate Partial Differential Equations
In this section we focus on the solution of the MPDEs for applications with PWM (pulsed) excitation. The switching cycle T s and duty cycle D are assumed to be constant. We propose the following procedure for solving: 1.) a Ritz-Galerkin approach is applied to one dimension of the MPDEs (7); 2.) the remaining linear system of DAEs is solved with conventional time discretization.
Solution expansion by basis functions
In a first step the multivariate solution x(t 1 , t 2 ) is expanded into a finite set of basis functions and coefficients. It reads
where x h j , 1 ≤ j ≤ N s is the j-th approximated state variable, p k (t 2 ), 0 ≤ k ≤ N p are periodic basis functions and w j,k (t 1 ) are coefficients. The superscript h in x h j (t 1 , t 2 ) denotes that it is an approximation to x j (t 1 , t 2 ). By defining the expansion as above we associate the slowly varying envelope with the time scale t 1 , which will be therefore referred to as the slow time scale, and the fast periodically varying ripples with the time scale t 2 , which will be referred to as fast time scale. The basis functions are periodic p k (t 2 ) = p k (t 2 + T s ) with switching cycle T s , which can be accounted for by introducing the relative time τ ∈ [0, 1]
The switching cycle T s is related to the switching frequency by T s = 1 fs . For simplicity the basis functions will in the following be expressed as functions of the relative time p k (τ ).
Inserting the solution expansion into the partial derivatives from (7) yields
The solution expansion in matrix form is
where p and w j are column vectors of length N p + 1
The sum of the partial derivatives (10) and (11) can finally be written as
Galerkin approach
The Ritz-Galerkin approach is applied to the MPDEs with respect to the fast time scale t 2 in the interval [0,
i.e., the MPDEs are weighted by the same basis functions used for the solution expansion. Let the matrices I and Q be given as
Inserting the relation (15) into (16) leads to
where
is the unknown vector of N s (N p +1) coefficients and A, B ∈ R Ns(Np+1)×Ns(Np+1) and C ∈ R Ns(Np+1) are, using the Kronecker product, given by
Note that the sparsity pattern of the matrices I and Q depends on the choice of the basis functions.
Time discretization
The equations (18) are now formulated only in t 1 . According to (22) their right-hand side naturally depends on the right-hand side of the MPDEs, which only needs to satisfy Theorem 1. As a result infinitely many choices for c(t 1 , t 2 ) are possible. However to minimize the dynamic of the DAEs (18) and thus maximizing the efficiency of the approach, it is reasonable to head for a constant right hand-side. As c(t) is periodic with switching cycle T s for the considered problems, we choose c(t 1 , t 2 ) = c(t 2 ). Inserting this into (22), the time scales t 1 and t 2 vanish which leads to
Note that the system (18) is N p + 1 times larger than the original one (2).
Choice of basis functions for solution expansion
We propose the use of standard FE nodal functions as in classical finite element methods (FEM) or the PWM basis functions introduced in [11] . 
Finite element nodal basis functions
To start with the FE nodal functions of first order, let us introduce a division of the relative time interval [0, 1] into elements, such that 0 < τ 1 < τ 2 < · · · < τ Np < 1, where the τ k are the nodes defining the elements. The nodal basis functions are piecewise linear functions defined as
To enforce periodicity on the interval [0, 1] we set the basis functions at the boundary, i.e., p 1 (τ ) and p Np (τ ), to zero
To resolve the envelope, we introduce an additional constant basis function
The FE nodal basis as defined above is depicted in Fig. 1a . As the FE nodal functions offer local support, except p 0 (τ ), the matrices I, Q are sparsely populated matrices. Due to the constant basis function p 0 (τ ) supporting the entire relative time interval [0, 1], the matrices are not purely banded matrices as in classical FE methods. Instead of setting the boundary functions to zero and defining an additional constant basis function, it is also possible to enforce periodic boundary conditions on the set of standard FE nodal functions in the final system of equations.
PWM basis functions
A problem-specific choice of basis functions in case of a-priori known duty cycle is the PWM basis functions, which were developed in [11] . The a-priori knowledge enables us to build the basis functions such that they resemble the shape of the ripple components in the solution by construction. The zero-th basis function is p 0 (τ ) = 1 which resolves the envelope as in the case of nodal basis functions. The PWM basis is iteratively built starting from the normalized, zero average, piecewise linear basis function p 1 (τ ) defined as [11] 
The higher-order basis functions p k (τ ), 2 ≤ k ≤ N p are obtained recursively by integrating the basis functions of lower order p k−1 (τ ) ensuring C 0 -continuity
This extended set of basis functions is successively orthonormalized, starting from k = 2, by orthogonalizing
and normalizing
which corresponds to a Gram-Schmidt orthonormalization [14] . Note that it is possible to calculate the PWM basis functions analytically. The basis functions of order up to 3 are depicted in Figure  1b .
Opposed to the FE nodal functions, the PWM basis functions are global on the relative time interval [0, 1] as in spectral methods and offer the same accuracy with less degrees of freedom compared to the nodal basis functions [15] . Due to the orthonormality of the PWM basis functions the matrix I is the unity matrix. The matrix Q is dense, however only 25% are non-zero elements.
Numerical results
In this section the method is numerically validated and computational efficiency, accuracy and convergence results are presented. All calculations have been performed in GNU Octave [16] . For solving equation (18), an implicit Runge-Kutta method of order 5 with 6 stages is used. For step size prediction the estimated error is measured in the infinity norm instead of the 2-norm as originally proposed in [17] , p. 124, i.e.,
where N is the dimension of the equation system and err i is the estimated error of the i-th solution component in each step. The quantity sc i depends on the relative and absolute tolerance. For more information the reader is referred to [17] . The absolute tolerance is fixed at abstol = 10 −10 so that the error estimation is controlled by the relative tolerance reltol . The solver supports dense output which is used in reconstructing the MPDE solution.
Test case
The test case is a buck converter circuit [11] as depicted in Figure 2 . The buck converter consists of a DC voltage source V i , a switch (e.g. an IGBT), a diode, an inductor (consisting of inductance L and resistance R L ) and a capacitor (capacitance C). At the output a load resistance R is connected.
Figure 2: Circuit of a step-down buck converter. The switch is controlled by a 2-level pulsed signal, which closes and opens the switch at switching frequency f s and with a duty cycle D. Assuming continuous conduction mode (i L > 0), an ideal switch, and an ideal diode, the buck converter can be simplified as depicted in Figure 3 [10] . The switch and diode have been removed and the voltage source has been replaced by a pulsed voltage source v i (t), which output voltage alternates between v i,off = 0 V and v i,on = V i , i.e.
The circuit can be described by two state variables, namely the current through the coil i L (t) and the voltage across the capacitor v C (t), which is also the output voltage of the buck converter. Using Kirchhoff's circuit laws leads to the first-order linear ODEs
where the following parameter values are chosen:
• f s = 500 Hz;
• D = 0.7;
• L = 1 mH, R L = 10 mΩ;
• C = 100 µF;
• R = 0.8 Ω. The initial conditions are set to v C (0) = 0 and i L (0) = 0.
As reference solution a closed-form analytic solution of the buck converter ODE (34) is used. Figures 4a and 4b show the voltage at the capacitor and current through the coil of the buck converter for f s = 500 Hz and f s = 5000 Hz, respectively. The solution consists of a slowly varying envelope and ripple components which are periodic. Increasing the switching frequency, the magnitude of the ripples decreases.
Multirate solution
To obtain the multirate solution of the buck converter circuit the MPDE approach as described before is applied. For the FE nodal functions equidistant spacing between the nodes dividing the relative time interval [0, 1] into elements is used. The number of basis functions is always chosen such that the jump of the excitation as defined in (33) occurs at a time instant which coincides with a node. Thereby the C 0 continuity in the solution coincides exactly with a node and is properly represented. For a duty cycle of D = 0.7 this corresponds to N p ∈ {11, 21, 31, 41, ...}. For the PWM basis functions no special care is needed to choose N p as they take the duty cycle D into account by construction.
The equation system (18) is solved for the vector of coefficients w(t 1 ). To find the initial values w(0), the steady-state solution of the system is calculated
The coefficients w j,0 corresponding to the constant basis function p 0 (t 2 ) are set as such that the solution satisfies the initial condition v C (0) = 0 and i L (0) = 0. The coefficients for 12 basis functions (11 FE nodal functions + 1 constant function), i.e., N p = 11, are exemplary depicted in Figure 5 for the capacitor voltage after solving. All coefficients except w j,0 stay constant during the simulation time, i.e. the coefficients controlling the shape of the ripples do not change.
The multivariate solution is reconstructed using the solution expansion (8) . As the solver often uses less time steps than for the original equations (34), it is taken advantage of dense output to extract a reasonably fine sampled solution. Figure 6 shows the result x(t 1 , t 2 ) in a 3D plot. Along the time axis t 1 the slow dynamic resolved by time discretization can be observed while along the time axis t 2 the high dynamic resolved by the Galerkin approach is visible. The solution of the original equations (34) is marked as black line and can be extracted using x(t) = x(t, t) according to Theorem 1. 
Convergence
To compare the two types of basis functions used for the solution expansion, the convergence of the solution with respect to N p and the tolerance of the solver is examined. We consider the simulation time interval Ω = [0, 10] ms. As reference solution for the buck converter, a closed-form analytic solution is calculated. The following analysis is restricted to the output voltage of the buck converter, i.e., the voltage at the capacitor. The convergence behaviour of the current through the inductor is similar. Let t ∈ Ω and define the relative L 2 -error of the solution by
where v h C (reltol , n, t) is the voltage at the capacitor calculated by the MPDE approach for different relative tolerance, number of basis functions and time instants and reference solution. The L 2 -norm is approximated by numerical quadrature using the mid-point rule. In the following (reltol , n) will simply be referred to as error. The error is evaluated at a fixed number of 500 samples per period T s . For this, again, the dense output feature of the solver is used. Fig. 7 shows the convergence of the error (reltol , n) using nodal basis functions (nodal BFs) with h-refinement and the PWM basis functions (PWM BFs) with p-refinement for a fixed relative tolerance of reltol = 10 −6 for the time stepper. It's tolerance reltol determines a limit for the accuracy of the solution. To ensure that the employed tolerance is small enough, the error is compared for reltol = 10 −6 and reltol = 10 −8 . The absolute difference between the errors for a maximum number of basis functions, N p = 12 for the PWM basis, and N p = 131 for the FE basis, is several orders of magnitude smaller than the obtained error . A relative tolerance of reltol = 10 −6 is therefore adequate for all calculations.
According to Fig. 7 , the solution using PWM basis functions converges significantly faster than the solution using nodal basis functions with respect to the number of basis functions N p .
Computational efficiency
To validate the efficiency of the method, the MPDE approach with nodal and PWM basis functions is compared to classical time discretization of the original ODEs (34). For the time discretization the accuracy is controlled by varying the relative tolerance of the solver while for the MPDE approach we fix the relative tolerance (at reltol = 10 −6 ), and vary the number of basis functions N p to achieve a certain accuracy. Figure 8 shows that the efficiency in terms of time for solving the differential equation systems of the MPDE approach depends on the choice and number of basis functions. While the PWM basis functions yield excellent efficiency, the MPDE approach using nodal functions becomes inferior than time discretization for about N p = 71. To better understand this effect, two additional quantities are examined. Figure 9 shows the error versus number of function evaluations. For the time discretization this number increases to reach higher accuracy as more time steps are necessary. For the MPDE approach, due to the slow dynamics of the equation system (18), much less time steps and thus less function evaluations are needed. For higher accuracy (i.e. increasing N p ) the number of function evaluations even decreases. This effect results from adding additional basis functions by which there is more a-priori information on the solution already taken into account. The envelope stored The MPDE approach with nodal and PWM basis functions is faster than conventional time discretization for a small number of basis functions yielding the same accuracy.
in the zero-th coefficient w j,0 including its initial value to ensure the initial conditions of the buck converter therefore varies with different N p and the ODE solver needs less time steps and thus less function evaluations. In Figure 10 the error versus the average time per function evaluation is shown. In this plot the effect of larger equation system in the MPDE approach becomes visible. The average time increases dramatically for the MPDE approach with nodal basis functions as the number of basis functions N p ∈ {11, . . . , 131} is large while for the PWM basis functions the effect is much smaller due to smaller N p ∈ {1, . . . , 12}. For conventional time discretization the average time per function evaluation is constant as the size of the equation system does not change and therefore the computational effort per step is constant. The effects visible in Figures 9 and 10 determine the overall efficiency depicted in Figure 8 . In conclusion, for the FE nodal functions this means that the effect of increasing size of equation systems and therefore more effort per step begins to outweigh the advantage of less required time steps for N p = 71 and larger. The reconstruction of the solution using the solution expansion (8) is not taken into account in the above efficiency measurements. The time for evaluation depends mainly on the number of samples at which the solution is reconstructed. If the number of samples per period is known, the evaluation of the basis functions can be done a-priori. As a result, the reconstruction of the solution is cheap. In the case of 500 samples per period it takes considerably less than 1 ms and can therefore be neglected.
Note that the speedup of the MPDE approach compared to time discretization can be expected to increase if larger time intervals are considered or higher switching frequencies f s are used. The higher the frequency, the more ripples have to be resolved. Time discretization therefore needs more and more time steps in the same time interval while for the MPDE approach the number of time steps do not change as the periodically varying ripples are resolved by the Galerkin approach. The same happens for increasing time intervals and fixed switching frequency. functions and the time discretization only resolves the dynamics of the envelope. This leads to a reduced number of time steps. For the solution expansion two types of basis functions have been proposed, namely FE nodal functions and PWM basis functions. The MPDE approach has been validated on the example of a simplified buck converter. The convergence of the solution in terms of solver tolerance and number of basis functions has been examined. The solution using PWM basis functions converges much faster than when using FE nodal functions. The computational efficiency of the method strongly depends on the choice and number of basis functions. By using the Galerkin approach, the size of the resulting equation system is determined by how many basis functions are used. To solve the final equation system a much smaller number of time steps is necessary however with the drawback of more time spent in each step due to the larger equation systems. A tradeoff between accuracy and speedup is therefore necessary. This becomes particularly visible for the FE nodal functions. When a large number of basis functions are used, the drawback of the approach begins to outweigh the advantage which leads to inefficient simulation. For small number of basis functions the MPDE approach is highly efficient on the presented example of the buck converter.
