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Wprowadzenie
Rynek nieruchomoci stanowi dziedzinŒ gospodarcz„ i naukow„, która dotychczas roz-
wija‡a siŒ ca‡kowicie niezale¿nie od rozwoju technologii informatycznych. Okazuje siŒ jed-
nak, ¿e ze wzglŒdu na charakter przestrzenny i jednoczenie du¿„ aplikacyjnoæ badania tego
rynku znalaz‡y one swoje miejsce w geomarketingu, a do jego analizy mo¿na z powodzeniem
wykorzystywaæ metody z zakresu GIS&T. wiadcz„ o tym miŒdzy innymi polskie publika-
cje Bieleckej i wspó‡autorów (2011a, 2011b, 2011c) oraz Cichociæskiego (2006, 2007, 2009).
Pokazuj„ one ró¿ne aspekty zastosowania narzŒdzi geoinformatycznych w zarz„dzaniu nie-
ruchomociami, od budowania regu‡ topologicznych czy dostŒpnoci komunikacyjnej, po
wykorzystanie metod geostatystycznych oraz budowŒ schematu aplikacyjnego. Schemat w
postaci serwisu internetowego równie¿ proponuje Fan Yao-Min i inni (2009), aby zwiŒkszyæ
efektywnoæ wyszukiwania informacji o nieruchomociach.
Pomimo tak szerokiego traktowania zagadnienia rynku nieruchomoci, w literaturze pol-
skiej nie mo¿na znaleæ przyk‡adu podjŒcia tematu zale¿noci cen nieruchomoci od ich
lokalizacji, a na podstawie opublikowanych badaæ rynku (Raport, 2008) okazuje siŒ, ¿e spo-
* Artyku‡ powsta‡ w ramach przedmiotu Projekt grupowy na studiach podyplomowych UNIGIS na
Uniwersytecie Jagielloæskim.
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ród czynników decyduj„cych o wyborze mieszkania równolegle z cen„ pojawia siŒ w‡anie
jego lokalizacja. Lokalizacja rozumiana jest tutaj jako grupa czynników przestrzennych deter-
minuj„ca ceny nieruchomoci, które stanowi„ przedmiot sprzeda¿y w ostatnim roku. Takie
podejcie mo¿na natomiast znaleæ w literaturze zagranicznej. Ciekawe zestawienie czynni-
ków prezentuj„ Ismail i Buyong (1998). Okazuje siŒ, ¿e mo¿na wyznaczyæ ich od kilku
bardzo podstawowych do 21 szczegó‡owych i w efekcie utworzyæ system s‡u¿„cy przede
wszystkim do aktualizacji danych, wyszukiwania i wizualizacji obiektów wed‡ug atrybutów
ich lokalizacji, do analizy podobieæstw oraz wyliczania najwy¿szej mo¿liwej wartoci nieru-
chomoci (ang. open market value). Przegl„d mo¿liwoci wykorzystania GIS w analizach
rynku nieruchomoci zosta‡ zamieszczony w pracy Zantuck (2004), w której autorka kon-
centruje siŒ na aktualizacji bazy danych oraz wyborze obiektów wed‡ug zadanych cech.
PrzyjŒte za‡o¿enia
W przeprowadzonych badaniach skoncentrowano siŒ na przeanalizowaniu zale¿noci,
jakie zachodz„ pomiŒdzy cenami nieruchomoci w gminie miejskiej Kraków, a ich prze-
strzennym rozmieszczeniem. Wybór obszaru zdeterminowa‡a dostŒpnoæ danych, ale rów-
nie¿ zaobserwowane przez autorów w ci„gu ostatnich lat ciekawe procesy zachodz„ce na
tym obszarze w analizowanym zakresie. Nale¿y jednak zwróciæ uwagŒ na fakt, ¿e poniewa¿
za‡o¿ono utylitaryzm i uniwersalnoæ metody badawczej, istnieje mo¿liwoæ zastosowania jej
na dowolnym obszarze, oczywicie pod warunkiem dostŒpnoci odpowiednich danych. Ze
wzglŒdów utylitarnych uznano, ¿e projekt musi zostaæ przygotowany w sposób stosunkowo
zrozumia‡y dla przeciŒtnego, niewykwalifikowanego w zakresie GIS u¿ytkownika oraz ‡atwy
do wdro¿enia bez wykorzystania specjalistycznych narzŒdzi sprzŒtowych i programowych.
Wa¿ny element stanowi tak¿e przejrzysta, interesuj„ca wizualizacja wyników. Wydaje siŒ, ¿e
w podobnych pracach nale¿y du¿„ wagŒ nadaæ skalowalnoci rozwi„zania, projekt bowiem
musi siŒ ‡atwo rozbudowywaæ przez dostosowanie analizy do nowych obszarów oraz zwiŒk-
szenie liczby analizowanych czynników.
Projekt badawczy ma charakter o tyle nowatorski, ¿e niewiele mo¿na znaleæ publikacji
wiadcz„cych o podejmowaniu prób zmierzaj„cych do okrelenia najlepszej metody wyzna-
czenia czynników przestrzennych wp‡ywaj„cych na ceny nieruchomoci, z drugiej za strony
ukazuje potencja‡ zastosowania podobnego projektu w tworzeniu nowatorskiego na polskim
rynku portalu rynku nieruchomoci. Obecnie bowiem nie jest mo¿liwe wyszukanie w interne-
cie ofert sprzeda¿y nieruchomoci w odniesieniu do innych obiektów przestrzennych, które
odgrywaj„ znaczn„ rolŒ w handlu nieruchomociami, to jest obiektów handlowych i us‡ugo-
wych, placówek owiatowych czy s‡u¿by zdrowia, jak równie¿ dogodnej komunikacji.
Dane wykorzystane w analizie
Wykonalnoæ analiz zale¿noci miŒdzy czynnikami lokalizacyjnymi a cen„ nieruchomoci
zale¿y od dostŒpnoci danych wejciowych, na co zwracaj„ uwagŒ te¿ autorzy wspomnia-
nych wy¿ej publikacji. Szczególnie istotnym wydaje siŒ koniecznoæ dysponowania mo¿li-
wie jak najbardziej obszern„ baz„ danych nieruchomoci. Dane brane pod uwagŒ w analizie
dotyczy‡y charakterystyk nieruchomoci oraz ich lokalizacji w stosunku do wybranych obiek-
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tów u¿ytecznoci publicznej i odleg‡oci od centrum miasta. Do g‡ównych róde‡ danych
nale¿y zaliczyæ:
m BazŒ Danych Obiektów Topograficznych (BDOT) pozyskan„ z Wojewódzkiego Orod-
ka Dokumentacji Geodezyjnej i Kartograficznej w Krakowie, w której warstwy za-
wieraj„ nastŒpuj„ce informacje: punkty adresowe; ulice; tory kolejowe i tramwajowe;
jezdnie; obszary wód stoj„cych i p‡yn„cych; budynki z informacjami o ich funkcji;
granice administracyjne miasta; granicŒ centrum miasta;
m bazŒ ofert nieruchomoci zebran„ z serwisów internetowych zawieraj„cych og‡osze-
nia o nieruchomociach (z dok‡adnoci„ przestrzenn„ ograniczon„ do nazwy ulicy),
która sk‡ada‡a siŒ z 743 obiektów; zosta‡y one wyznaczone sporód 260 tys. mieszkaæ
ze spisu z 2002 r., dodatkowo za‡o¿ono, ¿e rednio w latach 2008-2011 oddawano do
u¿ytku 6700 mieszkaæ rocznie (BDL, GUS), co zwiŒksza liczebnoæ do ok. 320 tys.
(przy przyjŒtych za‡o¿eniach: poziom ufnoci 0,95, b‡„d statystyczny 0,036, wielkoæ
frakcji 0,5); oraz ich atrybutów: dzielnica, ulica, cena za metr kwadratowy i ca‡kowi-
ta, stan mieszkania (deweloperski/wykoæczony), powierzchnia, liczba pokoi, kuchnia
(aneks kuchenny/osobne pomieszczenie), piŒtro, rok budowy, liczba piŒter w budyn-
ku, winda (wystŒpuje/nie wystŒpuje), preferencje dzielnicy (wg ankiety: Home Bro-
ker, 2010). Zosta‡y podjŒte starania o BazŒ Rynku Nieruchomoci, ale ze wzglŒdu na
poufnoæ danych nie zosta‡a ona nam udostŒpniona;
m OpenStreetMap (OSM)  cmentarze, parki i skwery (skorygowane na podstawie or-
tofotomapy i mapy topograficznej w skali 1:10 000), cieki;
m bazŒ danych kodów pocztowych oraz miejscowoci i ulic;
m mapŒ topograficzn„ w skali 1:25 000  obszar Nowej Huty;
m Krajowy System Obszarów Chronionych  obszary chronione.
Nie uda‡o siŒ pozyskaæ pe‡nych i wiarygodnych danych dla przystanków komunikacji
publicznej. PodjŒto wiŒc próbŒ wykorzystania OSM, jednak dane uzyskane w ten sposób
by‡y niepe‡ne. KomunikacjŒ publiczn„ wy‡„czono ostatecznie z opracowania. Stwierdzono
tak¿e brak rezerwatu przyrody Ska‡ki Przegorzalskie, co zosta‡o uzupe‡nione. Natomiast w
przypadku budynku, który spe‡nia‡ kilka funkcji, np. sklepy w bloku na parterze, wówczas
jako funkcjŒ szczegó‡ow„ ustalono budynek wielorodzinny, a informacja o sklepie za‡„czono
w polu informacja dodatkowa. Wykonano tak¿e obliczenia odleg‡oci od ka¿dej z ofert,
które poddano procesowi geokodowania do najbli¿szego z obiektów przestrzennych zawar-
tych w tych warstwach.
Zmienne brane pod uwagŒ w analizach dotyczy‡y charakterystyk nieruchomoci, tj.: roku
budowy, liczby kondygnacji, powierzchni, dostŒpnoci windy oraz lokalizacji konkretnych
nieruchomoci w stosunku do centrum miasta, placówek u¿ytecznoci publicznej, dostŒpu do
komunikacji miejskiej i atrakcyjnoci otoczenia. Integracja danych obejmowa‡a dwa etapy:
1) geokodowanie bazy ofert (poprzez odpowiednie przekszta‡cenie warstwy odcinki jezdni)
z tabel„ ulice oraz baz„ kodów pocztowych;
2) przygotowanie warstw oraz ich atrybutów niezbŒdne do prawid‡owego obliczenia regre-
sji (Geographically Weighted Rregression  GWR), a nastŒpnie konwersjŒ do odpowied-
niego formatu i uk‡adu wspó‡rzŒdnych.
Wykaz nazw ulic z GUS przekodowano do standardu z bazy TERYT, a nastŒpnie zazna-
czono na mapie ich lokalizacjŒ. Proces geokodowania podzielono na trzy etapy. Etap pierw-
szy to geokodowanie automatyczne czyli po‡„czenie bazy ofert z warstw„ ulic wed‡ug ich
nazwy, w wyniku czego otrzymano warstwŒ punktow„ ofert rozmieszczonych w rodkach
32 J. BRANNA, K. MADEJ, M. B˚DKOWSKI, M. SERDEÑ, P. SOSIÑSKI, M. LUC
odcinków ulic. W ten sposób wiele  poddanych geokodowaniu ofert nak‡ada‡o siŒ na siebie,
a ich lokalizacja nie nawi„zywa‡a do zabudowy wielorodzinnej w miecie. W drugim etapie
przeprowadzono korektŒ rŒczn„. Wokó‡ budynków wielorodzinnych utworzono bufory o wiel-
koci 100 m w taki sposób, aby w obrŒbie strefy punktu znajdowa‡o siŒ mo¿liwie najwiŒcej
budynków wielorodzinnych po‡o¿onych przy ulicy o tej samej nazwie, która wystŒpowa‡a w
ofercie. Korekta polega‡a na przesuniŒciu punktów w miejsca zabudowy wielorodzinnej. Trzeci
etap wi„za‡ siŒ z weryfikacj„ i okreleniem dok‡adnoci. Na podstawie kilkunastu ofert, dla
których uda‡o siŒ ustaliæ adres nieruchomoci (adres by‡ podany, lub na podstawie zdjŒæ w
ofertach) zweryfikowano proces geokodowania i ustalono ich dok‡adnoæ do 400 m. Osta-
tecznie przygotowano mapy prezentuj„ce lokalizacje wybranych obiektów infrastruktury miej-
skiej oraz dokonano wizualnej oceny wp‡ywu lokalizacji na ceny (rys. 1).
Analiza przestrzenna i statystyczna
Jak ju¿ wspomniano, lokalizacjŒ uwa¿a siŒ za jeden z najwa¿niejszych czynników wp‡y-
waj„cych na cenŒ za metr kwadratowy nieruchomoci. Nale¿y jednak zwróciæ uwagŒ na
wysoki wspó‡czynnik subiektywizmu, jakim jest obarczone takie podejcie. Dobra lokaliza-
cja, bowiem, to pojŒcie wzglŒdne, którego ocena zale¿y od po‡o¿enia w stosunku do obiek-
tów przestrzennych uznanych za dobre czy te¿ korzystne. Bior„c pod uwagŒ powy¿sze
oraz treæ powszechnie znanego pierwszego prawa Toblera: wszystko [w przestrzeni] jest
zwi„zane ze wszystkim innym, przy czym bli¿sze rzeczy s„ bardziej zwi„zane ni¿ rzeczy odleg‡e
(Miler, 2004), przyjŒto za‡o¿enie, ¿e istniej„ czynniki przestrzenne, które wp‡ywaj„ na cenŒ
nieruchomoci mocniej lub s‡abiej. Wp‡yw na kszta‡towanie siŒ koæcowej ceny nieruchomo-
ci przeanalizowano w dwóch grupach elementów:
1) charakterystyka mieszkania
m liczba pokoi w mieszkaniu
m powierzchnia mieszkania
m piŒtro, na którym mieszkanie jest po‡o¿one
m liczba kondygnacji budynku, w którym mieszkanie jest zlokalizowane
m rok budowy nieruchomoci
m wystŒpowanie windy (tak/nie)
m rodzaj kuchni (aneks kuchenny, osobna kuchnia)
m stan danej nieruchomoci (wykoæczony, developerski)
m preferencje danej dzielnicy wg ankiety
2) po‡o¿enie danej nieruchomoci w stosunku do (dane odleg‡ociowe)
m centrum
m obiektów handlowych (centra handlowe, sklepy spo¿ywcze, supermarkety-dyskon-
ty, targowiska)
m placówek owiatowych (¿‡obki, przedszkola, szko‡y podstawowe)
m placówek s‡u¿by zdrowia (przychodnie zdrowia, szpitale)
m obszarów przemys‡owych (w tym huty ArcelorMittal)
m istotnych linii komunikacyjnych (ruchliwe ulice, czynne linie kolejowe)
m terenów zielonych (parki-skwerki, obszary chronione, wody powierzchniowe)
m cmentarzy.
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Wp‡yw czynnika przestrzennego na cenŒ nieruchomoci zbadano pos‡uguj„c siŒ analiz„
wieloczynnikow„ przy u¿yciu regresji liniowej metod„ najmniejszych kwadratów (OLS) oraz
regresj„ wa¿on„ geograficznie (GWR) (Kluczycki, Ligas, 2007; Charlton, Fotheringham,
2009). Za‡o¿ono, ¿e lepsze dopasowanie modelu dla tego typu danych uzyska siŒ przy wyko-
rzystaniu modelu regresji GWR. Ponadto, z uwagi na to, ¿e dysponowano dwoma rodzajami
danych, odleg‡oci„ i opisem nieruchomoci, zdecydowano siŒ na porównanie regresji z
wy‡„czonymi/w‡„czonymi zmiennymi odleg‡ociowymi. St„d drugie za‡o¿enie badaæ mówi„-
ce, ¿e po porównaniu parametrów obu regresji dla modelu z danymi odleg‡ociowymi i bez
nich, lepsze parametry uzyskuje regresja zbudowana na modelu wraz z tego typu danymi.
Model OLS stosuje siŒ do oszacowania najlepszego liniowego zwi„zku pomiŒdzy zmiennymi.
Natomiast model GWR zak‡ada, ¿e parametry mo¿na oszacowaæ w dowolnym miejscu ob-
szaru badaæ, a lokalizacja zmiennych zale¿nych i niezale¿nych jest znana. Za‡o¿ono te¿, ¿e
obiekty, które znajduj„ siŒ bli¿ej tej lokalizacji przyjmuj„ wiŒksz„ wagŒ w obliczeniach ni¿ te,
które znajduj„ siŒ w dalszej odleg‡oci. Wyniki analizy zestawiono z regresj„ liniow„, która
pomija‡a zale¿noci regresji wa¿onej geograficznie. Maj„ one potwierdziæ za‡o¿enie o wystŒ-
powaniu wp‡ywu czynników przestrzennych na kszta‡towanie siŒ cen nieruchomoci oraz
okreliæ, które z nich odgrywaj„ najistotniejsz„ rolŒ.
Analizy wykonano w czterech podstawowych etapach:
1) korelacja 28 zmiennych zale¿nych (9 opisuj„cych nieruchomoci wystawione do sprze-
da¿y, 19 zmiennych przestrzennych tj. odleg‡oci obliczonych przy u¿yciu oprogramo-
wania GIS) z cen„ na podstawie wspó‡czynnika korelacji Pearsona oraz korelacja zmien-
nych niezale¿nych w celu zidentyfikowania ewentualnych wspó‡liniowoci; dla ka¿dej ze
zmiennych wykonano autokorelacjŒ przestrzenn„ Moran I i zidentyfikowano wskanik
Morana;
2) testowanie i budowanie modeli dla regresji OLS oraz GWR w celu utworzenia par regresji
z tym samym zestawem zmiennych, w wyniku czego powsta‡y nastŒpuj„ce trzy pary
regresji OLS i GWR oraz jedna regresja OLS:
I. regresje charakterystyka mieszkaæ  z wykorzystaniem zmiennych opisuj„cych nie-
ruchomoæ bez zmiennych odleg‡ociowych,
II. regresje z Centrum  z wykorzystaniem zmiennych opisuj„cych nieruchomoæ
z odleg‡oci„ do centrum jako kluczow„ zmienn„ przestrzenn„,
III. regresje przestrzenna  z wykorzystaniem zmiennych opisuj„cych nieruchomoæ z
wyselekcjonowanymi zmiennymi przestrzennymi,
IV. regresja OLS max  z wykorzystaniem zmiennych opisuj„cych nieruchomoæ
z wyselekcjonowanymi zmiennymi przestrzennymi oraz zmiennymi odrzuconymi przez
wczeniejsze GWR (przedstawia wykorzystanie 14 czynników istotnych statystycznie);
3) zestawienie parametrów opisuj„cych powsta‡e modele, do porównania których wyko-
rzystano parametry opisuj„ce zmienne w modelu oraz opisuj„ce sam model, przy czym w
pierwszym przypadku mamy do czynienia ze wspó‡czynnikiem B oraz standaryzowanym
Beta (dla OLS), nastŒpnie wród wskaników opisuj„cych model wybrano indeksy:
wspó‡czynniki determinacji R2 i skorygowane R2, istotnoæ statystyczn„ testu F, Cen-
trum Informacyjne Akaikego AIC, wskanik przestrzennej autokorelacji Moran I (dla
reszt regresji OLS);
4) wykonanie 7 rastrowych map resztowych (2 przyk‡adowe zosta‡y zaprezentowane na
rysunkach 2 i 3) na podstawie wytworzonych reszt standaryzowanych GWR i OLS przy
zastosowaniu interpolacji IDW, Power 3.
34 J. BRANNA, K. MADEJ, M. B˚DKOWSKI, M. SERDEÑ, P. SOSIÑSKI, M. LUC
Na potrzeby utworzenia obu modeli regresji, dane pozbawiono wartoci ekstremalnych
oraz zbadano istotnoæ, wp‡yw i dopasowanie poszczególnych zmiennych. Wspó‡czynniki
opisuj„ce oba modele porównano ze sob„ w celu ustanowienia wp‡ywu czynnika przestrzen-
nego na cenŒ mieszkaæ. Przeprowadzono analizŒ przestrzenn„ i prezentacjŒ reszt dla obu
modeli regresji. Badanie to mia‡o potwierdziæ za‡o¿enie o wystŒpowaniu wp‡ywu czynnika
przestrzennego na kszta‡towanie siŒ ceny nieruchomoci dla rynku wtórnego (zwi„zanego ze
wspomnianym prawem Toblera).
Wyniki
AnalizŒ zwi„zku zmiennych niezale¿nych z cen„ przeprowadzono przy pomocy wskani-
ka korelacji Pearsona (tab. 1).
Wród zmiennych zwi„zanych z charakterystyk„ mieszkania najwiŒksz„ ujemn„ korela-
cjŒ ze zmienn„ zale¿n„ tj. cena za m2 wykazuj„ zmienne liczba pokoi i powierzchnia.
Wartoci wspó‡czynnika korelacji (r) tych zmiennych s„ zbli¿one do siebie, co oznacza, ¿e
ich wp‡yw na cenŒ mieszkania jest podobny. Znacznie mniejszy wp‡yw na cenŒ (okrelony
ujemn„ wartoci„ r) ma liczba piŒter znajduj„cych siŒ w budynku i piŒtro, na którym znajduje
siŒ mieszkanie, przy czym ten pierwszy charakteryzuje nieco wiŒkszy wp‡yw. Bardzo nie-
wielkie znaczenie (okrelone nisk„ ujemn„ wartoci„ r) dla ceny mieszkania ma równie¿ rok
Tabela 1. Wspó‡czynnik korelacji Pearsona
*korelacja jest istotna na poziomie istotnoci 0,05; **korelacja jest istotna na poziomie istotnoci 0,01; ***korelacja nieistotna staty-
stycznie
ikinaksW anosraeP.‡ópsW
"anec"jenneimzod
ikinaksW anosraeP.‡ópsW
"anec"jenneimzod
ainhczreiwoP **762,0- ewowatsdopy‡okzS 210,0-
iokopabzciL **182,0- latipzS **751,0-
ortŒiP 650,0- oksiwograT 620,0-
retŒipabzciL *770,0- ikbo‡fl 200,0
ywodubkoR 530,0- zratnemC **332,0-
adniW 200,0- murtneC **374,0-
natS *690,0 ‡symezrP 410,0-
ejcnereferP **381,0 atuHawoN **272,0
ewoldnahartneC 500,0 ewilhcurecilU 120,0
ajzanmiG 950,0- annyzcjeloK ***100,0
alokzsdezrP 910,0 enoinorhcyrazsbO **433,0-
aiwordzeindohcyzrP **301,0- ewoinhczreiwopydoW **531,0
ezcwy¿opsypelkS *280,0- ikrewksikraP **301,0-
ytnoksyd-ytekramrepuS 170,0
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budowy. Z analizy wartoci wskanika korelacji wynika tak¿e, ¿e w zakresie charakterystyki
mieszkania wiŒkszy wp‡yw na jego cenŒ ma jego stan ni¿ wiek.
Analizuj„c znaczenie zmiennych odleg‡ociowych w wietle wskaników korelacji, nale¿y
zaznaczyæ, ¿e cena mieszkania (a konkretnie jej spadek) zale¿y w znacznym stopniu od odle-
g‡oci od centrum, którego wartoæ (r) jest najwiŒksza ze wszystkich badanych zmiennych.
Du¿y wp‡yw na spadek ceny ma tak¿e odleg‡oæ od obszarów chronionych, szpitali, przy-
chodni zdrowia i, co ciekawe, od cmentarzy. Cena mieszkania ronie natomiast najbardziej
wraz ze wzrostem odleg‡oci od Nowej Huty, wód powierzchniowych i supermarketów.
Do porównania si‡y oddzia‡ywania poszczególnych zmiennych niezale¿nych na zmienn„
zale¿n„ wykorzystano standaryzowany wspó‡czynnik Beta (generowany tylko dla regresji
OLS). Najbardziej stabiln„ zmienn„ okazuje siŒ powierzchnia. WystŒpuje ona w obu regre-
sjach i oddzia‡uje na model z podobn„ si‡„. Ponadto wspó‡czynnik Beta standaryzowany jest
w sposób zbli¿ony do wspó‡czynnika korelacji, co mo¿e wiadczyæ o doæ niewielkiej szan-
sie na skorelowanie tego wspó‡czynnika z innymi zmiennymi. Podobn„ sytuacjŒ wykazuje
tak¿e odleg‡oæ od centrum, choæ tutaj ró¿nice wskanika Beta we wszystkich regresjach s„
nieco bardziej zró¿nicowane. Pozosta‡e zmienne wykazuj„ mniejsze lub wiŒksze odchylenia,
co mo¿e wiadczyæ o wspó‡liniowoci, jednak ze wzglŒdu na istotny wp‡yw na wyniki
regresji pozostaj„ one w modelu. Wspó‡czynnik B stanowi parametr równania regresji dla
poszczególnych zmiennych, a jego interpretacjŒ zaprezentowano w tabeli 2.
Natomiast wspó‡czynnik determinacji R2 odzwierciedla dopasowanie funkcji liniowej do
danych rzeczywistych, wystŒpuje na poziomie od 25% i osi„ga maksymaln„ wartoæ w
ostatniej regresji tj. 48% danych. Ró¿nica pomiŒdzy wspó‡czynnikiem R2 a skorygowanym
R2 wiadczy o reprezentatywnoci modelu. RegresjŒ OLS charakteryzuje wiŒc wiŒksza re-
prezentatywnoæ ani¿eli GWR. AIC bierze pod uwagŒ z‡o¿onoæ modelu, przy okrelonej
liczbie zastosowanych zmiennych, czyli im ni¿sza wartoæ AIC tym lepszy model. AIC w
parach regresyjnych uzyska‡o lepsze rezultaty dla regresji GWR, jednak¿e to regresja OLS
Max (nieposiadaj„ca odpowiednika GWR) prezentuje najni¿sze wartoci tego wspó‡czynni-
ka, co t‡umaczy najwiŒksz„ liczbŒ zmiennych zastosowanychw tym modelu. Wskanik prze-
strzennej autokorelacji Morana wykonano tylko dla reszt regresji OLS, a jego wysokie war-
toci (bliskie 1) mog„ wiadczyæ o pominiŒciu znacz„cych zmiennych kluczowych (ESRI
forum). Potwierdzaj„ to regresje tutaj prezentowane, dla których wskanik Morana maleje
wraz ze zwiŒkszeniem siŒ liczby zmiennych wyjaniaj„cych. Interesuj„ce zale¿noci mo¿na
tak¿e zauwa¿yæ porównuj„c ró¿nice wspó‡czynników R2, AIC w poszczególnych parach
regresji OLS i GWR. W pierwszej regresji oprócz gorszych rezultatów wartoci samych
wspó‡czynników widoczne s„ wyranie ró¿nice miŒdzy tymi wspó‡czynnikami. Wraz z do-
daniem do kolejnych modeli zmiennych przestrzennych ró¿nice malej„. Mo¿na wiŒc wyci„-
gn„æ z tego wniosek, ¿e wraz z w‡„czeniem do modelu wiŒkszej liczby zmiennych, ró¿nice
pomiŒdzy dopasowaniem modeli GWR i OLS malej„. Zale¿noci te prezentuje tabela 3.
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Tabela 2. Interpretacja wspó‡czynnika B dla ró¿nych modeli regresji
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Analiza map reszt
Mapy reszt przedstawiaj„ rozmieszczenie ró¿nic pomiŒdzy obserwowan„ wartoci„ zmien-
nej zale¿nej i wartoci„ przewidywan„ przez model regresji w wersji standaryzowanej. Za-
warte s„ w nich wszystkie te informacje, które nie zosta‡y ujŒte w regresjach. Przegl„daj„c
powsta‡e w ten sposób mapy nale¿y zwróciæ uwagŒ na nastŒpuj„ce zale¿noci:
m zaznacza siŒ lokalnoæ regresji GWR  mapy reszt GWR dla tych samych zmiennych
w mniejszym stopniu przejawiaj„ radykalne wartoci i bardziej d„¿„ w kierunku war-
toci zerowej;
m widoczny jest wp‡yw punktów, na bazie których wykonano interpolacjŒ  wiŒksza
liczba punktów umo¿liwi‡aby bardziej dog‡Œbn„ analizŒ, mniejsza liczba obserwacji na
obrze¿ach w porównaniu z obszarami centralnymi miasta tak¿e zniekszta‡ca obraz;
m du¿a ró¿nica w wartociach reszt pojawia siŒ po w‡„czeniu do równania regresji da-
nych o odleg‡oci z centrum, szczególnie w rejonie Nowej Huty;
m dodanie zmiennej obszary chronione do regresji przestrzennych mog‡o wp‡yn„æ na
wy‡„czenie wartoci ekstremalnych reszt z obrze¿y miasta.
Na rysunkach 2 i 3 zaprezentowano przyk‡adowe wyniki poszczególnych regresji w posta-
ci mapy reszt.
Potencja‡ wykorzystania zaproponowanego rozwi„zania
Wydaje siŒ, ¿e wyniki zaproponowanej metody, ze wzglŒdu na swoj„ specyfikŒ, mog„
znaleæ wielu odbiorców koæcowych w obszarach zwi„zanych z rynkiem nieruchomoci.
Do tego grona zaliczyæ mo¿na nastŒpuj„ce grupy:
m nabywcy lub sprzedaj„cy nieruchomoci  metoda umo¿liwia zdobycie informacji
o kszta‡towaniu siŒ cen nieruchomoci w zale¿noci od czynników przestrzennych;
m deweloperzy i inwestorzy  metoda mo¿e wspomagaæ analizŒ kosztów oraz korzyci
dla procesu wyszukiwania nowych miejsc pod inwestycje mieszkaniowe, jak rów-
nie¿, gdy jest przeprowadzana regularnie, wskazaæ trendy zmian;
m rzeczoznawcy maj„tkowi  obecnie lista czynników uwzglŒdnianych przez rzeczo-
znawców jest ograniczona;
Tabela 3. Porównanie wspó‡czynników: R2 (dopasowanie funkcji liniowej do danych rzeczywistych),
Skorygowane R2 (dopasowanie do innej próby z tej samej populacji), AIC (kryterium wyboru pomiŒdzy
modelami statystycznymi o ró¿nej liczbie predyktorów) i Morgan I
(okrelaj„cy skoncentrowanie przestrzennie obiektów) dla poszczególnych modeli regresji
kinnyzc‡ópsW "nakzseimakytsyretkarahC" "murtecZ" "annezrtsezrP" xamSLO
SLO RWG SLO RWG SLO RWG SLO
2R 852,0 314,0 963,0 254,0 924,0 354,0 094,0
2RenawogyrokS 152,0 483,0 363,0 224,0 224,0 134,0 084,0
CIA 91,47021 59,74911 66,06911 38,50911 70,49811 93,09811 10,32811
InaroM 451,0 0 280,0 0 930,0 0 120,0
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Tabela 4. Cechy modeli w poszczególnych typach regresji
m banki  wspomaganie w procesie analizy ryzyka przyznawanego kredytu hipoteczne-
go za pomoc„ weryfikacji wartoci obszaru kredytowanej inwestycji;
m urzŒdy statystyczne  analiza wykonywana w sposób regularny umo¿liwia okrelenie
trendów zmian cen nieruchomoci w zale¿noci od czynników lokalizacyjnych;
m biura nieruchomoci  metoda umo¿liwia wyszukanie lokalizacji odpowiadaj„cej spe-
cyficznym wymaganiom klienta.
Podsumowanie
Na podstawie przeprowadzonej analizy poszczególnych wspó‡czynników modelu zosta‡y
wyci„gniŒte wnioski zaprezentowane graficznie w tabeli 4.
Okazuje siŒ, ¿e regresja GWR poprawia dopasowanie modelu do wartoci obserwowa-
nych okrelane przez parametr R kwadrat oraz wi„¿e siŒ ze z‡o¿onoci„ modelu charakte-
ryzowan„ za pomoc„ parametru AIC. Z kolei regresja OLS wykazuje wiŒksz„ reprezenta-
tywnoæ wród hipotetycznych modeli tworzonych na tej samej populacji, co wyra¿a
parametr skorygowany R2. Za wiŒkszoæ ró¿nic pomiŒdzy parametrami modeli GWR i
OLS odpowiada lokalnoæ modelu GWR. Szacuj„c parametry modelu dla danej lokalizacji
zak‡ada siŒ, ¿e wartoci obiektów, które znajduj„ siŒ bli¿ej tej lokalizacji powinny przyj„æ
wiŒksz„ wagŒ w obliczeniach ni¿ te, które znajduj„ siŒ w dalszej odleg‡oci (Charlton,
Fotheringham, 2009). Poniewa¿ wspó‡czynniki R2 oraz AIC (wy¿sze dla modeli GWR)
identyfikuj„ lepsze dopasowanie modelu, to mo¿na potwierdziæ przyjŒte na pocz„tku za‡o-
¿enie, ¿e lepsze dopasowanie modelu dla tego typu danych uzyska siŒ przy wykorzystaniu
modelu regresji GWR. Natomiast drug„ hipotezŒ  mówi„c„ ¿e po porównaniu parame-
trów regresji OLS i GWR dla modelu z danymi odleg‡ociowymi i bez nich, lepsze parame-
try uzyskuje regresja zbudowana na modelu wraz z tego typu danymi  potwierdzaj„ za-
równo wysokie wspó‡czynniki korelacji niektórych zmiennych przestrzennych (odleg‡oæ
od centrum), wspó‡czynniki standaryzowane BETA w regresjach OLS, jak równie¿ lepsze
wyniki regresji ze zmiennymi odleg‡ociowymi.
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Abstract
The paper presents only one aspect of a broad issue of the real estate market analysis, that is the
relationship between the price of the property and its location. The study used a geographically
weighted regression. Parameters in this method can be estimated anywhere in the area of the research,
and location of independent and dependent variables is known. The data taken into account in the
analyses were related to the characteristics of the properties and their location in relation to certain
public facilities as well as to the distance from the city center. The results have been weighted. When
estimating the parameters established for a given location, it was assumed that the objects that are
closer to this location should adopt a greater weight in the calculations than those that are further
away. The analysis results were compared with the linear regression, which omitted those relation-
ships of geographically weighted regression. The obtained results confirm the assumption of the
existence of spatial factors that influence the property prices and determine which ones are the most
important.
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Rys. 1. Mapa rozmieszczenia
ofert nieruchomoci wzglŒdem:
a  punktów us‡ugowych
i u¿ytecznoci publicznej,
b  obiektów przyrodniczych,
c  uci„¿liwego s„siedztwa
a
b
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Rys. 3. Wynik regresji GWR Charakterystyka mieszkaæ
Rys. 2. Wynik regresji OLS Charakterystyka mieszkaæ
