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Abstract
Fractional diffusion equations (FDEs) are a mathematical tool used for describing some special diffusion phe-
nomena arising in many different applications like porous media and computational finance. In this paper, we focus
on a two-dimensional space-FDE problem discretized by means of a second order finite difference scheme obtained
as combination of the Crank-Nicolson scheme and the so-called weighted and shifted Gru¨nwald formula.
By fully exploiting the Toeplitz-like structure of the resulting linear system, we provide a detailed spectral
analysis of the coefficient matrix at each time step, both in the case of constant and variable diffusion coefficients.
Such a spectral analysis has a very crucial role, since it can be used for designing fast and robust iterative solvers.
In particular, we employ the obtained spectral information to define a Galerkin multigrid method based on the
classical linear interpolation as grid transfer operator and damped-Jacobi as smoother, and to prove the linear
convergence rate of the corresponding two-grid method. The theoretical analysis suggests that the proposed grid
transfer operator is strong enough for working also with the V-cycle method and the geometric multigrid. On this
basis, we introduce two computationally favourable variants of the proposed multigrid method and we use them as
preconditioners for Krylov methods. Several numerical results confirm that the resulting preconditioning strategies
still keep a linear convergence rate.
Keywords: fractional diffusion equations; CN-WSGD scheme; spectral analysis; GLT theory; multigrid methods
1 Introduction
Fractional diffusion equations (FDEs) are a special class of partial differential equations (PDEs) used for describing
subdiffusion and superdiffusion phenomena. Among their applications: finance, biology, turbulent flow, and image
processing [24, 15, 5, 4]. In more detail, a standard diffusion equation becomes a time-FDE when the first order
derivative in time is replaced by a fractional derivative in the Caputo form (see e.g., [23] for a precise definition)
and/or a space-FDE when the second order derivatives in space are replaced by the fractional Riemann-Liouville
derivatives (to be defined below). In this paper, we deal with space-FDEs and we refer to them simply as FDEs.
Closed-form solutions for FDEs are rarely available, then various numerical discretization methods have been
proposed in the last decades. Among them, finite difference schemes have been widely studied. For instance, in 2004
and 2006, Meerschaert and Tadjeran proposed a first order accurate finite difference scheme obtained combining an
implicit Euler method in time with a first order approximation of the space derivatives called shifted Gru¨nwald formula
[18, 19]. In 2006, together with Scheffler the same authors proposed a finite difference discretization method based
on the classical Crank-Nicolson (CN) and the Richardson extrapolation, which guarantee the second order accuracy
in time and space, respectively [17]. Both methods were proved to be consistent and unconditionally stable. More
recently, in [31] the authors, inspired by the shifted Gru¨nwald difference operator and the CN technique, defined a
more general and flexible class of second order accurate methods combining the CN discretization in time with a second
order approximation of the Riemann-Liouville fractional derivatives called weighted and shifted Gru¨nwald difference
(WSGD). Such methods are briefly referred to as CN-WSGD.
Email addresses: hmoghaderi@yahoo.com; hamidm91@aut.ac.ir (Hamid Moghaderi), mdehghan@aut.ac.ir; mdehghan.aut@gmail.com
(Mehdi Dehghan), marco.donatelli@insubria.it (Marco Donatelli), mariarosa.mazza@ipp.mpg.de (Mariarosa Mazza)
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From a numerical linear algebra viewpoint, it is worth noticing that, if one of the previously described finite
difference schemes is chosen, then the resulting linear system shows a strong structure and indeed the related co-
efficient matrices can be seen as a sum of diagonal times Toeplitz matrices (see e.g., [36]). As a consequence, the
storage requirement is reduced from OpN2q to OpNq and the complexity of the matrix-vector product from OpN2q to
OpN logNq, where N is the mesh-size at each time step.
Recently, several fast iterative solvers which exploit the aforementioned Toeplitz-like structure have been proposed
for solving linear systems coming from a finite difference discretization of one-dimensional FDEs. Among them, a
circulant preconditioning strategy for Conjugate Gradient for Normal Residual method (CGNR) [16], and an efficient
multigrid method [21]. The former has been proven to be superlinearly convergent when the diffusion coefficients
are constant, the latter has been shown to be optimal when they are also equal. In paper [8], the authors recognize
in the Toeplitz-like structure of the FDEs linear systems a Generalized Locally Toeplitz (GLT) sequence and then
use the GLT machinery to study its singular value/eigenvalue distribution as the matrix size diverges. The obtained
spectral information is employed to propose two competitive tridiagonal structure preserving preconditioners for Krylov
methods and to show that the superlinear convergence of the CGNR method with the circulant preconditioner in [16]
cannot be replicated by any Krylov method in the nonconstant coefficient case, while the multigrid in [21] is optimal
also for nonconstant coefficients under the only hypothesis that they are uniformly bounded and positive.
Of course, fast solvers for multidimensional FDE problems are of crucial interest. In the two-dimensional setting,
we mention the ones proposed in [35, 14, 7]. The first reference deals with an alternating-direction finite difference
method for two-dimensional FDEs by fully decoupling the linear systems in x-direction and y-direction. In [14]
a preconditioner defined by the incomplete LU factorization of a block-banded-banded-block approximation of the
coefficient matrix is introduced, and the linear systems are solved by a preconditioned Generalized Minimal Residual
(GMRES) method and a preconditioned CGNR method. In [7] the authors propose a Locally One Dimensional (LOD)
finite difference method for two-dimensional (and three-dimensional) Riesz FDE problem and use the LOD-multigrid
method to solve the resulting linear systems. As for the one-dimensional case, also in the multidimensional setting the
spectral analysis of the coefficient matrix is crucial to fully understand the behaviour of preconditioned Krylov and
multigrid methods when used for solving the associated linear system. However, for multidimensional FDEs such a
spectral study is missing even in the case of constant diffusion coefficients.
In this paper, we focus on a two-dimensional FDE problem discretized by means of the CN-WSGD scheme, and
we provide a detailed spectral analysis of the resulting coefficient matrix at each time step, both in the constant and
variable diffusion coefficients case. The obtained spectral information suggests that classical preconditioners based on
multilevel circulant matrices are not suited for solving the involved linear systems, while multigrid methods can be
effective and robust solvers. On this basis, we propose a Galerkin multigrid method with classical linear interpolation
as grid transfer operator and damped-Jacobi as smoother, and we prove that the corresponding two-grid method has a
linear convergence rate. More precisely, we compute the spectral symbol of the involved matrix-sequences both in the
constant and variable coefficients case and use this knowledge to formally prove the convergence and the optimality
of the two-grid method, i.e., we prove that the number of iterations required to reach a prescribed accuracy depends
neither on the discretization step nor on the order of the fractional derivatives. The analysis of the symbol is also used
for defining the parameter of the damped Jacobi such that it satisfies the smoothing property [25].
Concerning the V-cycle, its linear convergence rate has been proven only for sequences of matrices in some trigono-
metric algebras [2, 1]. In spite of this, we show that the linear interpolation operator reveals powerful enough to work
also under some perturbations and then we introduce two computationally favourable variants of the proposed multi-
grid, especially suited in the variable coefficients case. Indeed, in such a case, the setup phase of a multigrid based on
the Galerkin approach is computationally too expensive because the structure of the coefficient matrix cannot be pre-
served, and this prevents a fast computation of the matrix-vector product. Therefore, we propose two preconditioning
alternatives:
1) a Galerkin multigrid applied to a band preconditioner built using the Laplacian;
2) a geometric multigrid applied to the full coefficient matrix.
The first strategy is computationally very attractive because it involves matrices with only five nonzero diagonals
and hence has a linear cost, with a small constant, in N . However, its effectiveness reduces when both the fractional
derivative orders are far from 2. On the contrary, the second strategy is reliable for every fractional order, does not
need the setup phase and is such that each iteration has a computational cost only about 4/3 times higher than the
Jacobi smoother (see [33]). Moreover, it is also well suited as a stand alone solver.
The paper is briefly summarized as follows. In Section 2 we introduce the two-dimensional FDEs equations and
recall the CN-WSGD scheme. In Section 3 we firstly describe the notion of symbol and of spectral distribution of a
matrix-sequence, as well as the idea behind the GLT. Later, we use these tools to retrieve spectral information on the
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involved matrices. Such spectral information is then used in Section 4 to study the convergence and the optimality of
the proposed multigrid. Finally, Section 5 is devoted to numerical examples and Section 6 contains conclusions and
open problems.
2 Problem setting: the CN-WSGD scheme for 2D space-FDEs
In this paper, we are interested in the following initial-boundary value problem of two-dimensional space-FDE$’’’&’’’%
Bupx,y,tq
Bt “ d`px, y, tqB
αupx,y,tq
B`xα
` d´px, y, tqB
αupx,y,tq
B´xα
` e`px, y, tqB
βupx,y,tq
B`yβ
` e´px, y, tqB
βupx,y,tq
B´yβ
` vpx, y, tq, px, y, tq P Ωˆ p0, T s,
upx, y, tq “ 0, px, y, tq P BΩˆ r0, T s,
upx, y, 0q “ u0px, yq, px, yq P Ω¯,
(2.1)
where Ω “ pa1, b1q ˆ pa2, b2q is the space domain, and α, β P p1, 2q are the fractional derivative orders with respect to
x and y, respectively. The nonnegative functions d˘px, y, tq and e˘px, y, tq are the diffusion coefficients and vpx, y, tq
is the forcing term. The left-sided p`q and the right-sided p´q fractional derivatives in (2.1) are defined in Riemann-
Liouville form as follows
Bαupx, y, tq
B`xα “
1
Γp2´ αq
d2
dx2
ż x
a1
upξ, y, tq
px´ ξqα´1 dξ,
Bαupx, y, tq
B´xα “
1
Γp2´ αq
d2
dx2
ż b1
x
upξ, y, tq
pξ ´ xqα´1 dξ,
Bβupx, y, tq
B`yβ “
1
Γp2´ βq
d2
dy2
ż y
a2
upx, η, tq
py ´ ηqβ´1 dη,
Bβupx, y, tq
B´yβ “
1
Γp2´ βq
d2
dy2
ż b2
y
upx, η, tq
pη ´ yqβ´1dη.
For the discretization of the FDE problem (2.1) we apply the second order accurate CN-WSGD scheme (see [31]). In
order to introduce such a scheme, let us fix three positive integers M, n1, n2 and discretize the domain Ω ˆ r0, T s
with
xi “ a1 ` ihx, hx “ pb1´a1qn1`1 , i “ 0, 1, . . . , n1,
yj “ a2 ` jhy, hy “ pb2´a2qn2`1 , j “ 0, 1, . . . , n2,
tpmq “ m△t, △t “ T
M
, m “ 0, 1, . . . ,M,
tpm´1{2q :“ t
pmq ` tpm´1q
2
, m “ 1, 2, . . . ,M.
Let us define
LD
α
hx
upxi, yj, tpmqq “ 1
hαx
iÿ
k“0
w
pαq
k upxi´k`1, yj , tpmqq, RDαhxupxi, yj , tpmqq “
1
hαx
n1´i`1ÿ
k“0
w
pαq
k upxi`k´1, yj, tpmqq,
LD
β
hy
upxi, yj, tpmqq “ 1
h
β
y
jÿ
k“0
w
pβq
k upxi, yj´k`1, tpmqq, RDβhyupxi, yj , tpmqq “
1
h
β
y
n2´j`1ÿ
k“0
w
pβq
k upxi, yj`k´1, tpmqq.
Using the WSGD formula with shifting parameters pp, qq “ p1, 0q, we obtain the following expression for the fractional
derivatives
Bαupxi, yj , tpmqq
B`xα “ LD
α
hx
upxi, yj , tpmqq `Oph2xq,
Bαupxi, yj, tpmqq
B´xα “ RD
α
hx
upxi, yj , tpmqq `Oph2xq,
Bβupxi, yj , tpmqq
B`yβ “ LD
β
hy
upxi, yj , tpmqq `Oph2yq,
Bβupxi, yj , tpmqq
B´yβ “ RD
β
hy
upxi, yj, tpmqq `Oph2yq.
where upa1, y, tq “ upx, a2, tq “ upb1, y, tq “ upx, b2, tq “ 0, because of the Dirichlet boundary conditions. Here the
coefficients w
pγq
k are given by
w
pγq
0
“ γ
2
g
pγq
0
, w
pγq
k “
γ
2
g
pγq
k `
2´ γ
2
g
pγq
k´1, k ě 1, (2.2)
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where g
pγq
k are the alternating fractional binomial coefficients defined as
g
pγq
k “ p´1qk
ˆ
γ
k
˙
“ p´1q
k
k!
γpγ ´ 1q . . . pγ ´ k ` 1q, k “ 0, 1, . . . , (2.3)
with the formal notation
`
γ
0
˘ “ 1. For γ “ α, β, the fractional binomial coefficients gpγqk have the following properties$’’&’’’%
g
pγq
0
“ 1, gpγq
1
“ ´γ, gpγq
2
ą gpγq
3
ą ¨ ¨ ¨ ą 0,
8ř
j“0
g
pγq
j “ 0,
nř
j“0
g
pγq
j ă 0, n ě 1,
g
pγq
j “ Opj´pγ`1qq,
proved in [18, 19, 21].
Similarly, the coefficients w
pγq
k satisfy few properties, summarized in the following proposition (see [31]).
Proposition 2.1. Let w
pγq
k , 1 ă γ ă 2 be defined as in (2.2). Then the coefficients wpγqk satisfy the following properties$’’’&’’%
w
pγq
0
“ γ
2
, w
pγq
1
“ 2´γ´γ2
2
ă 0, wpγq
2
“ γpγ2`γ´4q
4
, 1 ě wpγq
0
ě wpγq
3
ě wpγq
4
¨ ¨ ¨ ě 0,
8ř
j“0
w
pγq
j “ 0,
nř
j“0
w
pγq
j ă 0, n ě 2,
w
pγq
j “ Opj´pγ`1qq.
The CN-WSGD scheme is obtained combining the CN scheme in time with the WSGD formula for the fractional
derivatives and can be written as follows
p1 ´ δα,pmqx ´ δβ,pmqy qupmqi,j “ p1` δα,pm´1qx ` δβ,pm´1qy qupm´1qi,j `△tvpm´1{2qi,j , (2.4)
where u
pmq
i,j « upxi, yj , tpmqq, vpm´1{2qi,j “ vpxi, yj, tpm´1{2qq, and
δα,pmqx “
d
`,pmq
i,j △t
2
LD
α
hx
` d
´,pmq
i,j △t
2
RD
α
hx
, δβ,pmqy “
e
`,pmq
i,j △t
2
LD
β
hy
` e
´,pmq
i,j △t
2
RD
β
hy
,
with
d
˘,pmq
i,j “ d˘pxi, yj , tpmqq, e˘,pmqi,j “ e˘pxi, yj, tpmqq.
Now, we can write the matrix form of the above discretization. First, we need to introduce the following notations.
Let N “ n1n2 and define the following objects:
1. The N -dimensional vectors
upmq “ rupmq
1,1 , . . . , u
pmq
n1,1
, u
pmq
1,2 , . . . , u
pmq
n1,2
, . . . , u
pmq
1,n2
, . . . , upmqn1,n2sT ,
d
pmq
˘ “ rd˘,pmq1,1 , . . . , d˘,pmqn1,1 , d
˘,pmq
1,2 , . . . , d
˘,pmq
n1,2
, . . . , d
˘,pmq
1,n2
, . . . , d˘,pmqn1,n2 sT ,
e
pmq
˘ “ re˘,pmq1,1 , . . . , e˘,pmqn1,1 , e
˘,pmq
1,2 , . . . , e
˘,pmq
n1,2
, . . . , e
˘,pmq
1,n2
, . . . , e˘,pmqn1,n2 sT ,
vpm´1{2q “ rvpm´1{2q
1,1 , . . . , v
pm´1{2q
n1,1
, v
pm´1{2q
1,2 , . . . , v
pm´1{2q
n1,2
, . . . , v
pm´1{2q
1,n2
, . . . , vpm´1{2qn1,n2 sT .
2. The N ˆN diagonal matrices
D
pmq
˘ “ diagpdpmq˘ q, Epmq˘ “ diagpepmq˘ q.
3. The N˜ ˆ N˜ Toeplitz matrix
A
γ
N˜
“ ´
¨˚
˚˚˚˚
˚˚˚˚
˚˝˚
w
pγq
1
w
pγq
0
0 ¨ ¨ ¨ 0 0
w
pγq
2
w
pγq
1
w
pγq
0
. . .
. . . 0
... w
pγq
2
w
pγq
1
. . .
. . .
...
...
. . .
. . .
. . .
. . .
...
w
pγq
N˜´1
. . .
. . .
. . . w
pγq
1
w
pγq
0
w
pγq
N˜
w
pγq
N˜´1
¨ ¨ ¨ ¨ ¨ ¨ wpγq
2
w
pγq
1
‹˛‹‹‹‹‹‹‹‹‹‹‚
. (2.5)
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4. The N ˆN matrices
Apmqx “ Dpmq`
`
In2 bAαn1
˘`Dpmq´ `In2 b pAαn1qT ˘ , Apmqy “ Epmq` `Aβn2 b In1˘` Epmq´ `pAβn2qT b In1˘ , (2.6)
where b denotes the usual Kronecker product.
Thus the CN-WSGD method (2.4) can be written in the following matrix form´
IN ` rApmqx ` sApmqy
¯
upmq “
´
IN ´ rApm´1qx ´ sApm´1qy
¯
upm´1q `△tvpm´1{2q, (2.7)
where r “ △t
2hαx
, s “ △t
2h
β
y
, and IN denotes the N ˆN identity matrix. Multiplying both sides by 1r , we obtainˆ
1
r
IN `Apmqx `
s
r
Apmqy
˙
upmq “
ˆ
1
r
IN ´Apm´1qx ´
s
r
Apm´1qy
˙
upm´1q ` 2hαxvpm´1{2q.
By defining
M
pmq
pα,βq,N “
1
r
IN `Apmqx `
s
r
Apmqy , (2.8)
bpmq “
ˆ
1
r
IN ´Apm´1qx ´
s
r
Apm´1qy
˙
upm´1q ` 2hαxvpm´1{2q,
the linear system (2.7), which has to be solved at each time step tpmq, can be written as
M
pmq
pα,βq,Nu
pmq “ bpmq. (2.9)
Let γ0 “ p´1`
?
17q{2 « 1.562, then the following results are proved in [31]. If γ P rγ0, 2q, from Proposition 2.1 it
follows that w
pγq
2
ě 0, then the coefficient matrix Mpmqpα,βq,N is a strictly diagonally dominant M-matrix. In addition,
when the diffusion coefficients are time independent, the CN-WSGD scheme is unconditionally stable and the trunca-
tion error is Oph2x ` h2y `△t2q. On the other side, when d`px, y, tq “ d´px, y, tq “ d and e`px, y, tq “ e´px, y, tq “ e,
with d and e nonnegative constants, then the matrixM
pmq
pα,βq,N is a symmetric positive definite Block-Toeplitz-Toeplitz-
Blocks (BTTB) matrix, cf. Definition 3.1.
3 Spectral analysis of the coefficient matrix
Given the notion of symbol and of spectral distribution in the eigenvalue and singular value sense, in this section
we provide a spectral analysis of the coefficient matrix-sequence tMpmqpα,βq,NuNPN . In the constant coefficient case, as
already observed in other papers (see e.g., [16]), the coefficient matrix-sequence is a BTTB sequence: then using
well-known spectral tools for BTTB sequences we determine its symbol and study its spectral distribution. In the
nonconstant coefficients case, under appropriate conditions, we show that, tMpmqpα,βq,NuNPN belongs to the GLT class
and use the GLT machinery to analyse its singular value/eigenvalue distribution. The resulting spectral information
will be then used in Section 4 for the analysis and the design of numerical solvers to be applied to the considered
linear systems.
3.1 Constant diffusion coefficients case
Let us assume that the diffusion coefficients are constant. Under this condition, tMpmqpα,βq,NuNPN is a sequence of BTTB
matrices, or equivalently of 2-level Toeplitz matrices according to the following definition.
Definition 3.1. Let f P L1pr´π, πsdq and let tfku
kPZd
be the sequence of its Fourier coefficients defined as
fk :“ 1p2πqd
ż
r´π,πsd
fpθqe´iăk,θądθ,
where xk, θy “ řdt“1 ktθt. Then the d-level Toeplitz matrix of partial orders n “ pn1, n2, . . . , ndq associated with f is
T
pdq
N pfq :“ rfi´jsni,j“1 “
„
¨ ¨ ¨
”
rfi1´j1,i2´j2,...,id´jdsndid,jd“1
ınd´1
id´1,jd´1“1
¨ ¨ ¨
n1
i1,j1“1
,
where N “śdi“1 ni is the order of the matrix. The function f is called the symbol of the matrix-sequence tT pdqN pfquN .
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To clarify the notation for the case d “ 2 of interest, the BTTB matrix of order N associated with f is
T
p2q
N pfq “
„„
fri1´j1,i2´j2s
n1
i1,j1“1
n2
i2,j2“1
,
or equivalently,
T
p2q
N pfq “
ÿ
|j1|ďn1
ÿ
|j2|ďn2
frj1,j2sJ
rj1s
n1
b J rj2sn2 ,
where J
rjis
ni P Rniˆni are matrices whose entry ps, tq-th equals 1 if s´ t “ ji and is 0 elsewhere.
When d “ 1, i.e., for Toeplitz matrices, we simplify the notation using
TN pfq :“ T p1qN pfq.
Definition 3.2. The Wiener class is the set of functions
fpθq “
ÿ
kPZd
fke
iăk,θą such that
ÿ
kPZd
|fk| ă 8.
We determine the sequence of symbols associated to tMpmqpα,βq,NuNPN as a corollary of the following proposition.
Proposition 3.3. Let γ P p1, 2q and let Aγ
N˜
be defined as in (2.5). Then the symbol associated to the matrix-sequence
tAγ
N˜
u
N˜PN
belongs to the Wiener class and its formal expression is given by
fγpξq “ ´
8ÿ
k“´1
w
pγq
k`1e
ikξ “ ´
„
2´ γp1´ e´iξq
2
ˆ
1` eipξ`πq
˙γ
. (3.1)
Proof. Let us observe that Aγ
N˜
“ r´wpγqi´j`1sN˜i,j“1, with wpγqk “ 0 for k ă 0, and let us define the function
fγpξq “ ´
8ÿ
k“´1
w
pγq
k`1e
ikξ. (3.2)
Then, by Definition 3.1, it holds that Aγ
N˜
“ TN˜pfγq. When γ P p1, 2q, it is easy to see that fγpξq lies in the Wiener
class. In detail, from Proposition 2.1 we know that w
pγq
1
“ 2´γ´γ2
2
ă 0, wpγq
2
“ γpγ2`γ´4q
4
, w
pγq
k ą 0 for k ě 0 and
k ‰ 1, 2, and wpγqk “ 0 for k ă 0. Then
8ÿ
k“´1
|wpγqk`1| “
8ÿ
k“´1
k‰0,1
w
pγq
k`1 ` |wpγq1 | ` |wpγq2 | “
8ÿ
k“´1
k‰0,1
w
pγq
k`1 `
γ2 ` γ ´ 2
2
` |γpγ
2 ` γ ´ 4q|
4
.
Again from Proposition 2.1, we deduce that
8ÿ
k“0
w
pγq
k “ 0ô
8ÿ
k“´1
k‰0,1
w
pγq
k`1 “ ´wpγq1 ´ wpγq2 “ ´
2´ γ ´ γ2
2
´ γpγ
2 ` γ ´ 4q
4
“ γ
2 ` γ ´ 2
2
´ γpγ
2 ` γ ´ 4q
4
,
that is
8ÿ
k“´1
|wpγqk`1| “ γ2 ` γ ´ 2`
γ
4
„
|γ2 ` γ ´ 4| ´ pγ2 ` γ ´ 4q

.
The righthand side of the previous relation is a positive constant for γ P p1, 2q, then we can conclude that fγpξq belongs
to the Wiener class. An explicit formula for the symbol fγpξq can be obtained combining the definition of wpγqk given
in (2.2) with the one of g
pαq
k in (2.3) as follows
fγpξq “ ´
8ÿ
k“0
w
pγq
k e
ipk´1qξ “ ´γ
2
g
pγq
0
e´iξ ´
8ÿ
k“1
ˆ
γ
2
g
pγq
k `
2´ γ
2
g
pγq
k´1
˙
eipk´1qξ
“ ´γ
2
8ÿ
k“0
p´1qk
ˆ
γ
k
˙
eipk´1qξ ´ 2´ γ
2
8ÿ
k“0
p´1qk
ˆ
γ
k
˙
eikξ “ ´γ
2
e´iξ
8ÿ
k“0
ˆ
γ
k
˙
eikpξ`πq ´ 2´ γ
2
8ÿ
k“0
ˆ
γ
k
˙
eikpξ`πq.
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Applying the well-known binomial series
p1` zqγ “
8ÿ
k“0
ˆ
γ
k
˙
zk, z P C, |z| ď 1, γ ą 0,
with z “ eipξ`πq, the thesis follows.
Corollary 3.4. Let α, β P p1, 2q and let us assume that d`px, y, tq “ d` ą 0, d´px, y, tq “ d´ ą 0, e`px, y, tq “ e` ą
0, e´px, y, tq “ e´ ą 0. Then the matrix Mpmqpα,βq,N defined as in (2.8) is the BTTB matrix M
pmq
pα,βq,N “ T
p2q
N pϕpα,βqq
with
ϕpα,βqpθ1, θ2q “
1
r
` d`fαpθ1q ` d´fαp´θ1q ` s
r
e`fβpθ2q ` s
r
e´fβp´θ2q, (3.3)
where r “ △t
2hαx
and s “ △t
2h
β
y
.
Proof. According to Definition 3.1 and thanks to Proposition 3.3, the BTTB terms of A
pmq
x and A
pmq
y in equation (2.6)
can be written as
In2 bAαn1 “ Tn2p1q b Tn1pfαq “ T p2qN pf˜αq,
Aβn2 b In1 “ Tn2pfβq b Tn1p1q “ T
p2q
N pf˜βq.
where f˜αpθ1, θ2q “ fαpθ1q and f˜βpθ1, θ2q “ fβpθ2q.
Finally, recalling that for a real function f it holds T
pdq
N pfpθqqT “ T pdqN pfp´θqq and replacing equations (2.6) in
(2.8), we obtain M
pmq
pα,βq,N “ T
p2q
N pϕpα,βqq with ϕpα,βq defined as in (3.3).
Now we focus our attention on the spectral distribution of tMpmqpα,βq,NuNPN , under the further assumption that the
diffusion coefficients are equal on both sides. By this hypothesis, tMpmqpα,βq,NuNPN is a sequence of symmetric BTTB
matrices. Let us start with the definition of the spectral distribution in the sense of the eigenvalues and of the singular
values.
Definition 3.5. Let f : G Ñ C be a measurable function, defined on a measurable set G Ă Rk with k ě 1, 0 ă
mkpGq ă 8. Let C0pKq be the set of continuous functions with compact support over K P tC,R`0 u and let tANu be a
sequence of matrices of size N with eigenvalues λjpAN q, j “ 1, . . . , N and singular values σjpAN q, j “ 1, . . . , N .
• tANu is distributed as the pair pf,Gq in the sense of the eigenvalues, in symbols tANu „λ pf,Gq, if the following
limit relation holds for all F P C0pCq
lim
NÑ8
1
N
Nÿ
j“1
F pλjpAN qq “ 1
mkpGq
ż
G
F pfptqqdt.
• tANu is distributed as the pair pf,Gq in the sense of the singular values, in symbols tANu „σ pf,Gq, if the
following limit relation holds for all F P C0pR`0 q
lim
NÑ8
1
N
Nÿ
j“1
F pσjpAN qq “ 1
mkpGq
ż
G
F p|fptq|qdt.
For Hermitian d-level Toeplitz matrix-sequences, the following theorem due to Szego¨ and Tilli holds (see [11, 32]).
Theorem 3.6. Let f P L1pr´π, πsdq be a real-valued function, then!
T
pdq
N pfq
)
NPN
„λ
ˆ
f, r´π, πsd
˙
.
Now, we recall a property of the spectral norm of d-level Toeplitz matrices and we state a relevant theorem
contained in [12]. Given a square matrix A of order N , we denote its spectral norm by }A} “ σ1pAq and its trace
norm by }A}1 “
Nř
i“1
σipAq. For the spectral norm of a d-level Toeplitz sequence tT pdqN pfquNPN generated by f it holds
(see Corollary 3.5 in [26])
f P L8p´π, πsd ñ }T pdqN pfq} ď }f}8, @N P N. (3.4)
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Theorem 3.7. (Theorem 3.4 in [12]) Let tANuNPN be a matrix-sequence with AN “ BN ` CN and BN Hermitian
@N P N. Assume that
• tBNuNPN „λ pf,Gq,
• }BN}, }CN} are bounded by a constant independent of N ,
• }CN }1 “ opNq.
Then tANuNPN „λ pf,Gq.
The following proposition concerns the eigenvalue distribution of the coefficient matrix-sequence tMpmqpα,βq,NuNPN
when the diffusion coefficients are constant and equal.
Proposition 3.8. Let us assume that d˘px, y, tq “ d ą 0, e˘px, y, tq “ e ą 0, that 1r “ op1q, and sr “ h
α
x
h
β
y
“ Op1q.
Let fγ be defined as in (3.1) and define
qγpξq “ fγpξq ` fγp´ξq “ fγpξq ` fγpξq.
Given the matrix-sequence tMpmqpα,βq,NuNPN, we have!
M
pmq
pα,βq,N
)
NPN
„λ
`
Fpα,βqpθ1, θ2q, r´π, πs2
˘
,
where
Fpα,βqpθ1, θ2q “ d qαpθ1q ` e
s
r
qβpθ2q, (3.5)
is a real-valued continuous function and it is nonnegative for α, β P p1, 2q.
Proof. Since the diffusion coefficients d˘px, y, tq and e˘px, y, tq are constant and equal to real positive numbers d and
e, respectively, the matrices of the sequence tApmqx ` srApmqy uNPN (see relation (2.6)) are symmetric. The function
Fpα,βqpθ1, θ2q “ d qαpθ1q ` e
s
r
qβpθ2q,
qγpξq “ fγpξq ` fγp´ξq “ fγpξq ` fγpξq,
belongs to the Wiener algebra since fγpξq itself is in the same algebra (see Proposition 3.3). Furthermore, from its
expression, it also follows that qγpξq is real-valued and globally continuous. Hence, Fpα,βqpθ1, θ2q is real-valued and
globally continuous. Similarly, the nonnegativity of Fpα,βqpθ1, θ2q follows from the nonnegativity of qγpξq which in
turn can be easily derived from the expression of fγpξq in (3.1) for γ P p1, 2q and ξ P tθ1, θ2u.
From Theorem 3.6 with d “ 2 and since s
r
“ hαx
h
β
y
“ Op1q, it follows that tApmqx ` srA
pmq
y uNPN „λ pFpα,βqpθ1, θ2q, r´π, πs2q.
Furthermore, using (3.4) with d “ 2, we have that›››Apmqx ` srApmqy ››› ď C}Fpα,βqpθ1, θ2q}8
ď C
”
d}qαpθ1q}8 ` es
r
}qβpθ2q}8
ı
ď Cpdpα´ 1q2α`1 ` es
r
pβ ´ 1q2β`1q,
with C independent of N . Moreover, under the hypothesis that 1
r
“ op1q, the remaining term 1
r
IN is such that
} 1
r
IN }1 “ opNq and } 1r IN } “ 1r ă C˜ for some constant C˜ independent of N . By Theorem 3.7, we conclude that the
distribution of tMpmqpα,βq,NuNPN is decided only by Fpα,βqpθ1, θ2q.
Let us recall that both qαpθ1q and qβpθ2q are nonnegative functions. Moreover, as a straightforward consequence
of Proposition 4 in [8], it is easy to prove that qαpθ1q and qβpθ2q have a zero at 0 of order α and β, respectively. With
this result in mind, in the following proposition we prove that the superior limit of
Fpα,βqpθ1,θ2q
|θ|γ , with γ “ mintα, βu,
is bounded as pθ1, θ2q Ñ p0, 0q. Such a proposition will be used in Section 4 for proving the constant converge rate of
the two-grid and the V-cycle.
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Proposition 3.9. Let α, β P p1, 2q, with α ‰ β, and let γ “ mintα, βu, then there exist two real constants C1, C2 ą 0
such that
C1 ă lim sup
θÑ0
Fpα,βqpθ1, θ2q
|θ|γ ă C2,
where 0 “ p0, 0q and θ “ pθ1, θ2q.
Proof. Let us rewrite 1` eipθk`πq and 1´ e´iθk in polar form
1` eipθk`πq “
a
2´ 2 cos θk eiφk , 1´ e´iθk “
a
2´ 2 cos θk e´iφk ,
where
φk “
$&% arctan
´
´ sin θk
1´cos θk
¯
, θk ‰ 0
limθkÑ0` arctan
´
´ sin θk
1´cos θk
¯
“ ´π
2
, θk “ 0
(3.6)
for k “ 1, 2. According to the polar form we have that
lim sup
θÑ0
Fpα,βqpθ1, θ2q
|θ|γ ď lim supθÑ0
d qαpθ1q
pθ2
1
` θ2
2
q γ2 ` lim supθÑ0
e s
r
qβpθ2q
pθ2
1
` θ2
2
q γ2
“ ´2d lim sup
θÑ0
p2´ 2 cos θ1qα2 cospαφ1q ´ α2 p2´ 2 cos θ1q
α`1
2 cosppα´ 1qφ1q
pθ2
1
` θ2
2
q γ2
´2es
r
lim sup
θÑ0
p2´ 2 cos θ2qβ2 cospβφ2q ´ β2 p2´ 2 cos θ2q
β`1
2 cosppβ ´ 1qφ2q
pθ2
1
` θ2
2
q γ2
ď ´2d lim sup
θÑ0
p2´ 2 cos θ1qα2
pθ2
1
` θ2
2
q γ2 cospαφ1q ` dα lim supθÑ0
p2´ 2 cos θ1qα`12
pθ2
1
` θ2
2
q γ2 cosppα ´ 1qφ1q
´2es
r
lim sup
θÑ0
p2´ 2 cos θ2qβ2
pθ2
1
` θ2
2
q γ2 cospβφ2q ` e
s
r
β lim sup
θÑ0
p2 ´ 2 cos θ2qβ`12
pθ2
1
` θ2
2
q γ2 cosppβ ´ 1qφ2q. (3.7)
Moreover, we have that
lim sup
θÑ0
p2 ´ 2 cos θ1qα2
pθ2
1
` θ2
2
q γ2 ď lim supθ1Ñ0
p2´ 2 cos θ1qα2
pθ2
1
q γ2 , (3.8)
and
lim sup
θÑ0
p2 ´ 2 cos θ2qβ2
pθ2
1
` θ2
2
q γ2 ď lim supθ2Ñ0
p2´ 2 cos θ2qβ2
pθ2
2
q γ2 . (3.9)
Note that if α´ γ ě 0 and β ´ γ ě 0, i.e., γ “ mintα, βu, then both limits (3.8) and (3.9) are finite. Moreover, since
lim
θkÑ0
cospηφkq “ cos
´
η
π
2
¯
ă 0, η P p1, 2q, k “ 1, 2,
from relation (3.7) it holds that
1. if γ “ α, then
lim sup
θÑ0
Fpα,βqpθ1, θ2q
|θ|γ ď ´2d cos
ˆ
α
π
2
˙
P p0, 2dq;
2. if γ “ β, then
lim sup
θÑ0
Fpα,βqpθ1, θ2q
|θ|γ ď ´2e
s
r
cos
ˆ
β
π
2
˙
P
´
0, 2e
s
r
¯
.
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It is to convince the reader that lim
θÑ0
Fpα,βqpθ1,θ2q
|θ|γ does not exists. Indeed, if w.l.o.g. we fix γ “ α ă β, then along the
lines θ1 “ 0 and θ2 “ 0 we get
lim
θ1Ñ0
Fpα,βqpθ1,0q
|θ1|α
“ lim
θ1Ñ0
d qαpθ1q
|θ1|α
p△q“ C,
lim
θ2Ñ0
Fpα,βqp0,θ2q
|θ2|α
“ lim
θ2Ñ0
e s
r
qβpθ2q
|θ2|α
p△q“ 0,
where C is a positive constant. The equalities p△q are due to the fact that qαpθ1q and qβpθ2q have a zero at 0 of order
α and β, respectively, with α ă β by hypothesis. Therefore, it yields that
lim inf
θÑ0
Fpα,βqpθ1, θ2q
|θ|γ ă lim supθÑ0
Fpα,βqpθ1, θ2q
|θ|γ ,
and this, observing that lim inf
θÑ0
Fpα,βqpθ1,θ2q
|θ|γ is nonnegative, completes the proof.
3.2 Nonconstant diffusion coefficients case
Now we focus on the symbol associated to tMpmqpα,βq,NuNPN and on its spectral distribution, when d`px, y, tq, d´px, y, tq,
e`px, y, tq and e´px, y, tq are nonconstant functions. For this purpose we need the notion of GLT class and the
related theory, starting from the pioneering work by Tilli [30] and widely generalized in [28]. In short, the GLT
class is an algebra virtually containing any sequence of matrices coming from “reasonable” approximations by local
discretization methods (finite differences, finite elements, isogeometric analysis, etc) of partial differential equations
(see [10]), containing the multilevel Toeplitz sequences with Lebesgue integrable generating functions. The formal
definition is rather technical and involves a heavy notation: therefore we just give and briefly discuss the notion in
two dimensions, which is the case of interest in our setting, and we report few properties of the GLT class [10] , which
are sufficient for studying the spectral features of the matrices
!
M
pmq
pα,βq,N
)
NPN
Since a GLT sequence is a sequence of matrices obtained from a combination of some algebraic operations on
multilevel Toeplitz matrices and diagonal sampling matrices, we need the following definition.
Definition 3.10. Given a Riemann-integrable function a : r0, 1s2 Ñ C, by diagonal sampling matrix of order N “
n1n2 we mean DN paq “ diag j1“1,...,n1
j2“1,...,n2
a
ˆ
j1
n1
, j2
n2
˙
.
Throughout, we use the following notation
tANuNPN „GLT κpx, θq,
to say that the sequence tANuNPN is a GLT sequence with symbol κpx, θq.
Here we report four main features of the GLT class in two dimensions.
GLT1 Let tANuNPN „GLT κpx, θq with κ : GÑ C, G “ r0, 1s2 ˆ r´π, πs2, then tANuNPN „σ pκ,Gq. If the matrices
AN are Hermitian, then it holds also tANuNPN „λ pκ,Gq.
GLT2 The set of GLT sequences form a ˚-algebra, i.e., it is closed under linear combinations, products, inversion
(whenever the symbol vanishes, at most, in a set of zero Lebesgue measure), conjugation: hence, the sequence
obtained via algebraic operations on a finite set of input GLT sequences is still a GLT sequence and its symbol
is obtained by following the same algebraic manipulations on the corresponding symbols of the input GLT
sequences.
GLT3 Every BTTB sequence tT p2qN pfquNPN generated by an L1pr´π, πs2q function fpθq is such that tT p2qN pfquNPN „GLT
fpθq, with the specifications reported in item rGLT1s. Every diagonal sampling sequence tDNpaquNPN, where
apxq is a Riemann integrable function, is such that tDN paquNPN „GLT apxq.
GLT4 Let tANuNPN „σ p0, Gq, G “ r0, 1s2 ˆ r´π, πs2, then tANuNPN „GLT 0.
Proposition 3.11. Let us assume that 1
r
“ op1q and s
r
“ hαx
h
β
y
“ Op1q and that, fixed the instant of time tm,
d`px, yq :“ d`px, y, tmq, d´px, yq :“ d´px, y, tmq, e`px, yq :“ e`px, y, tmq and e´px, yq :“ e´px, y, tmq are Riemann
integrable over ra1, b1s ˆ ra2, b2s. For the matrix Mpmqpα,βq,N it holds!
M
pmq
pα,βq,N
)
NPN
„GLT hˆpα,βqpxˆ, θq, xˆ “ pxˆ, yˆq, θ “ pθ1, θ2q,
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with
hˆpα,βqpxˆ, θq “ hpα,βqpa1 ` pb1 ´ a1qxˆ, a2 ` pb2 ´ a2qyˆ, θq,
hpα,βqpx, θq “ gαpx, θ1q `
s
r
gβpx, θ2q, x “ px, yq, (3.10)
where
gαpx, θ1q “ d`px, yqfαpθ1q ` d´px, yqfαp´θ1q,
gβpx, θ2q “ e`px, yqfβpθ2q ` e´px, yqfβp´θ2q,
(3.11)
and pxˆ, θq P r0, 1s2 ˆ r´π, πs2, px, θq P ra1, b1s ˆ ra2, b2s ˆ r´π, πs2. Furthermore,!
M
pmq
pα,βq,N
)
NPN
„σ
`
hpα,βqpx, θq, ra1, b1s ˆ ra2, b2s ˆ r´π, πs2
˘
,
and whenever d`px, yq “ d´px, yq “ e`px, yq “ e´px, yq, we also have!
M
pmq
pα,βq,N
)
NPN
„λ
`
hpα,βqpx, θq, ra1, b1s ˆ ra2, b2s ˆ r´π, πs2
˘
,
with hpα,βqpx, θq real-valued and indeed all the matrices Mpmqpα,βq,N have only real eigenvalues.
Proof. Let us observe that, fixed the instant of time tm, the diagonal elements of the matrices D
pmq
˘ and E
pmq
˘ are
a uniform sampling of the functions d˘pxq, and e˘pxq, respectively, with x “ px, yq P ra1, b1s ˆ ra2, b2s. Therefore,
thanks to [GLT3] and to the Riemann integrability of the diffusion coefficients it yields!
D
pmq
˘
)
NPN
„GLT dˆ˘pxˆq “ d˘pa1 ` pb1 ´ a1qxˆ, a2 ` pb2 ´ a2qyˆq, xˆ “ pxˆ, yˆq P r0, 1s2,!
E
pmq
˘
)
NPN
„GLT eˆ˘pxˆq “ e˘pa1 ` pb1 ´ a1qxˆ, a2 ` pb2 ´ a2qyˆq, xˆ “ pxˆ, yˆq P r0, 1s2.
Since the GLT class is stable under linear combinations and products [GLT2] and since BTTB sequences with
L1pr´π, πs2q symbols lie in the GLT class [GLT3], it is immediate to see that, under the hypothesis that s
r
“ hαx
h
β
y
“
Op1q, the matrix-sequence tApmqx ` srApmqy uNPN is still a member of the GLT class and
tApmqx `
s
r
Apmqy uNPN „GLT hˆpα,βqpxˆ, θq “ gαpxˆ, θ1q `
s
r
gβpxˆ, θ2q, (3.12)
where gα, gβ are defined as in (3.11) and pxˆ, θq P r0, 1s2 ˆ r´π, πs2. Moreover, the sequence t 1r IN uNPN (under
the hypothesis that 1
r
“ op1q) is a GLT sequence with zero symbol, item [GLT4]. This together with [GLT2]
and (3.12) implies that tMpmqpα,βq,NuNPN „GLT hˆpα,βqpxˆ, θq. Then by [GLT1] we can conclude tM
pmq
pα,βq,NuNPN „σ
phˆpα,βqpxˆ, θq, r0, 1s2ˆ r´π, πs2q and hence tMpmqpα,βq,NuNPN „σ phpα,βqpx, θq, ra1, b1s ˆ ra2, b2s ˆ r´π, πs2q, after an affine
change of variable.
Now, by exploiting Proposition 3.3 and Proposition 3.8, since Fpα,βqpθq is real-valued, it is clear that if d`pxq “
d´pxq “ e`pxq “ e´pxq then hpα,βqpx, θq is real-valued. Furthermore, under the hypothesis d`pxq “ d´pxq “ e`pxq “
e´pxq we deduce that Dpmq` “ Dpmq´ “ Epmq` “ Epmq´ is a positive definite diagonal block matrix, and choosing G as the
positive definite square root ofD
pmq
` , we find thatG
´1M
pmq
pα,βq,NG is similar toM
pmq
pα,βq,N and real symmetric. Therefore,
all the eigenvalues ofM
pmq
pα,βq,N are real and we plainly have tM
pmq
pα,βq,NuNPN „λ phpα,βqpx, θq, ra1, b1sˆra2, b2sˆr´π, πs2q,
by exploiting again the GLT machinery, as done before but in the Hermitian setting.
Now, let us assume that all the diffusion coefficients are uniformly bounded and positive. Under this hypothesis,
the following proposition can be seen as an extension to the nonconstant coefficients case of the result for constant
coefficients shown in Proposition 3.9.
Proposition 3.12. Let us assume that α ‰ β. Given Fpα,βqpθq as in (3.5) and hpα,βqpx, θq as in (3.10), the following
limit relation holds
lim sup
θÑ0
hpα,βqpx, θq
Fpα,βqpθq
“
#
d`px,yq`d´px,yq
2d
´ i tanpαπ
2
qd`px,yq´d´px,yq
2d
, γ “ α,
e`px,yq`e´px,yq
2e
´ i tanpβ π
2
q e`px,yq´e´px,yq
2e
, γ “ β,
where γ “ mintα, βu, x “ px, yq, 0 “ p0, 0q and θ “ pθ1, θ2q.
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Proof. As in the proof of Proposition 3.9, we exploit the polar form of 1 ` eipθk`πq and 1 ´ e´iθk , for k “ 1, 2, and
rewrite hpα,βqpx, θq and Fpα,βqpθq as follows
hpα,βqpx, θq “
“ ´ d`px, yq
ˆ
p2´ 2 cos θ1qα2 eiαφ1 ´ α
2
p2´ 2 cos θ1q
α`1
2 eipα´1qφ1
˙
´ d´px, yq
ˆ
p2´ 2 cos θ1qα2 e´iαφ1 ´ α
2
p2´ 2 cos θ1q
α`1
2 e´ipα´1qφ1
˙
´ s
r
e`px, yq
ˆ
p2´ 2 cos θ2q
β
2 eiβφ2 ´ β
2
p2 ´ 2 cos θ2q
β`1
2 eipβ´1qφ2
˙
´ s
r
e´px, yq
ˆ
p2´ 2 cos θ2q
β
2 e´iβφ2 ´ β
2
p2 ´ 2 cos θ2q
β`1
2 e´ipβ´1qφ2
˙
“´ p2 ´ 2 cos θ1qα2
„
d`px, yq
ˆ
eiαφ1 ´ α
2
p2´ 2 cos θ1q 12 eipα´1qφ1
˙
` d´px, yq
ˆ
e´iαφ1 ´ α
2
p2´ 2 cos θ1q 12 e´ipα´1qφ1
˙
´ s
r
p2´ 2 cos θ2q
β
2
„
e`px, yq
ˆ
eiβφ2 ´ β
2
p2´ 2 cos θ2q 12 eipβ´1qφ2
˙
` e´px, yq
ˆ
e´iβφ2 ´ β
2
p2 ´ 2 cos θ2q 12 e´ipβ´1qφ2
˙
, (3.13)
Fpα,βqpθq “ ´2d
ˆ
p2´ 2 cos θ1qα2 cospαφ1q ´ α
2
p2 ´ 2 cos θ1q
α`1
2 cosppα ´ 1qφ1q
˙
´2es
r
ˆ
p2´ 2 cos θ2q
β
2 cospβφ2q ´ β
2
p2 ´ 2 cos θ2q
β`1
2 cosppβ ´ 1qφ2q
˙
“ ´2p2´ 2 cos θ1qα2
„
d
ˆ
cospαφ1q ´ α
2
p2´ 2 cos θ1q 12 cosppα´ 1qφ1q
˙
`es
r
ˆ p2´ 2 cos θ2qβ2
p2 ´ 2 cos θ1qα2
cospβφ2q ´ β
2
p2´ 2 cos θ2qβ`12
p2´ 2 cos θ1qα2
cosppβ ´ 1qφ2q
˙
“ ´2p2´ 2 cos θ2q
β
2
„
d
ˆ p2´ 2 cos θ1qα2
p2 ´ 2 cos θ2qβ2
cospαφ1q ´ α
2
p2´ 2 cos θ1qα`12
p2 ´ 2 cos θ2qβ2
cosppα ´ 1qφ1q
`es
r
ˆ
cospβφ2q ´ β
2
p2´ 2 cos θ2q 12 cosppβ ´ 1qφ2q
˙
. (3.14)
According to the definition of φk in (3.6), it is easy to see that for γ P p1, 2q and k “ 1, 2, we have
lim sup
θkÑ0
tanpγφkq “ lim
θkÑ0`
tanpγφkq “ ´ tan
ˆ
γ
π
2
˙
ą 0,
lim inf
θkÑ0
tanpγφkq “ lim
θkÑ0´
tanpγφkq “ tan
ˆ
γ
π
2
˙
ă 0.
(3.15)
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Combining relations (3.13) and (3.14), we obtain
hpα,βqpx, θq
Fpα,βqpθq
“
d`px, yq
ˆ
eiαφ1 ´ α
2
p2´ 2 cos θ1q 12 eipα´1qφ1
˙
` d´px, yq
ˆ
e´iαφ1 ´ α
2
p2´ 2 cos θ1q 12 e´ipα´1qφ1
˙
2
„
d
ˆ
cospαφ1q ´ α2 p2 ´ 2 cos θ1q
1
2 cosppα´ 1qφ1q
˙
` e s
r
ˆ
p2´2 cos θ2q
β
2
p2´2 cos θ1q
α
2
cospβφ2q ´ β2 p2´2 cos θ2q
β`1
2
p2´2 cos θ1q
α
2
cosppβ ´ 1qφ2q
˙`
s
r
e`px, yq
ˆ
eiβφ2 ´ β
2
p2´ 2 cos θ2q 12 eipβ´1qφ2
˙
` s
r
e´px, yq
ˆ
e´iβφ2 ´ β
2
p2´ 2 cos θ2q 12 e´ipβ´1qφ2
˙
2
„
d
ˆ
p2´2 cos θ1q
α
2
p2´2 cos θ2q
β
2
cospαφ1q ´ α2 p2´2 cos θ1q
α`1
2
p2´2 cos θ2q
β
2
cosppα ´ 1qφ1q ` e sr
ˆ
cospβφ2q ´ β2 p2´ 2 cos θ2q
1
2 cosppβ ´ 1qφ2q
˙
(3.16)
Now, we calculate the limit of the quotient
hpα,βqpx,θq
Fpα,βqpθq
. If γ “ α, we have
lim
θÑ0
p1´ cos θ2qβ
p1 ´ cos θ1qα “ 0, limθÑ0
p1´ cos θ1qα
p1´ cos θ2qβ “ 8, (3.17)
and then thanks to relations (3.15), (3.16), and (3.17), we conclude that
lim sup
θÑ0
hpα,βqpx, θq
Fpα,βqpθq
“ lim sup
θ1Ñ0
d`px, yqeiαφ1 ` d´px, yqe´iαφ1
2d cospαφ1q
“ d`px, yq ` d´px, yq
2d
` ip lim
θ1Ñ0`
tanpαφ1qqd`px, yq ´ d´px, yq
2d
.
If γ “ β, we obtain an analogous result with β, e˘, θ2 in place of α, d˘, θ1, respectively, and the thesis is proved.
4 Multigrid methods
Multigrid methods have shown to be a valid alternative to preconditioned Krylov methods also for FDEs [21]. Using
the Ruge-Stu¨ben theory [25], Theorem 4 in [8] and in [21] for one-dimensional case shows that, in the constant and
varying coefficients cases, i.e., d˘px, tq “ d ą 0 and d`px, tq “ d´px, tq ą 0, respectively, the two-grid method converges
with a linear convergence rate independent of N and m. Since in this case the matrix M
pmq
pα,βq,N is a BTTB matrix,
the classical multigrid theory for BTTB matrices developed in [9, 6, 27, 2] can be directly applied when the symbol is
known. Under the assumptions that d˘px, y, tq “ d ą 0, e˘px, y, tq “ e ą 0, 1r “ op1q and sr “ h
α
x
h
β
y
“ Op1q, according
to our previous analysis in Subsection 3.1, the symbol of the BTTB sequence tMpmqpα,βq,NuNPN is d qαpθ1q ` sre qβpθ2q
(cf. Proposition 3.8).
Consider the stationary iterative method
xpj`1q “ SNxpjq ` b1 :“ SN pxpjq, b1q (4.1)
for the solution of the linear system ANx “ b where AN ,WN , SN :“ I ´W´1N AN P CNˆN , and b, b1 :“ W´1N b P
CN . Given a full-rank matrix PN P CNˆk, with k ă N , a Two-Grid Method (TGM) is defined by the following
algorithm [13].
TGMpSN , PN q
1) rN “ b´ANxpjq
2) dk “ PTN rN
3) Ak “ PTNANPN
4) Solve Aky “ dk
5) xˆpjq “ xpjq ` PNy
6) xpj`1q “ SνN pxˆpjq, b1q
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Step 6) consists in applying the “post-smoothing iteration” (4.1) ν times while steps 1)Ñ 5) define the “coarse grid
correction” which depends on the grid transfer operator PN . The iteration matrix of TGM is then given by
TGM “ SνN
„
I ´ PN
ˆ
PTNANPN
˙´1
PTNAN

.
It could be possible also to add a “pre-smoothing” iteration in the TGM algorithm before the step 1). We do not add it
here for keeping the theoretical analysis as simple as possible. Nevertheless, the addition of a convergent pre-smoother,
obviously, cannot deteriorate the convergence of the algorithm but only accelerate the convergence.
Here we want to give a formal proof of convergence and of the optimality of TGM. We recall some convergence
results in [25] from the theory of the algebraic multigrid method which are the main theoretical tools for giving our
convergence proof. By } ¨ }2 we denote the Euclidean norm and whenever X is positive definite, } ¨ }X “ }X1{2 ¨ }2
denotes the energy norm of X . Finally if X and Y are Hermitian matrices, then X ď Y is equivalent to write that
Y ´X is nonnegative definite.
Theorem 4.1. [25] Let AN be a positive definite matrix of size N and let SN be defined as in the TGM algorithm.
Suppose that D δ ą 0 independent of N such that
}SNxN }2AN ď }xN }2AN ´ δ}xN }2AND´1N AN , @xN P C
N , (4.2)
where DN is the diagonal matrix having the same diagonal of AN . Assume that D ξ ą 0 independent of N such that
min
yPCk
}xN ´ PNy}2DN ď ξ}xN }2AN , @xN P CN . (4.3)
Then ξ ě δ and
}TGM}AN ď
a
1´ δ{ξ.
When N is huge also the coarser problem can be too large to be solved directly. Hence, the point 4) in the TGM
should be replaced by a recursive application of the same strategy until we reach a sufficiently small size. A reliable
initial guess for the coarser linear system is the zero vector. Indeed, at the coarser levels the linear system to be
solved in the error equation and hence the solution goes to zero whenever the whole iteration converges. The resulting
algorithm is usually referred as V-cycle.
4.1 Two-grid convergence analysis
The convergence analysis of the TGM is firstly developed in the constant coefficient case, i.e., in the case AN “
T
p2q
N pFpα,βqq. The variable coefficient case will be discussed at the end of the subsection.
Let us start showing that damped Jacobi, with a proper choice of the relaxation parameter, satisfies the smoothing
property (4.2).
Lemma 4.2. Let AN :“ T p2qN pFpα,βqq with Fpα,βq defined as in (3.5) and let SN :“ IN ´ ωD´1N AN , where ω is a
real number and DN “ a0IN with a0 the Fourier coefficient of Fpα,βq of order zero. Moreover, let us assume that
1
r
“ 2hαx
△t
“ op1q and s
r
“ hαx
h
β
y
“ Op1q. If we choose 0 ă ω ă 2a0}Fpα,βq}8 , then D δ ą 0 such that inequality (4.2) holds
true.
Proof. By recalling that Fpα,βq is nonnegative, it follows that a0 “ }Fpα,βq}12π . Hence the relation given in (4.2) is
equivalent to the inequality `
IN ´ ωD´1N AN
˘
AN
`
IN ´ ωD´1N AN
˘ ď AN ´ δAND´1N AN ,
which can be rewritten as `
IN ´ ωD´1N AN
˘2 ď IN ´ δA 12ND´1N A 12N , (4.4)
using a congruence transformation with A´
1
2 . Since DN “ a0IN , where a0 “ 1r ´ 2pdw
pαq
1
` s
r
ew
pβq
1
q and a0 ą 0
(cf. (2.1)), under the hypothesis that 1
r
“ 2hαx
△t
“ op1q and s
r
“ hαx
h
β
y
“ Op1q, we have that a0 is independent of N . The
inequality (4.4) reads as ˆ
IN ´ ω
a0
AN
˙2
ď IN ´
ˆ
δ
a0
˙
AN ,
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which is implied by the function inequality p1 ´ ω
a0
Fpα,βqq2 ď 1 ´ p δa0 qFpα,βq. From the latter inequality, if 0 ă ω ă
2a0
}Fpα,βq}8
then it exists δ ą 0 such that equation (4.2) holds and the thesis is proved (see Proposition 3 in [1] for more
details).
In order to prove the approximation property (4.3), we define the projector PN as
PN “ T p2qN ppqUkN ,
where the function p will be defined later and UkN “ Kk1n1 b Kk2n2 is the bidimensional down-sampling operator. Let
kℓ “ pnℓ ´ pnℓmod 2qq{2 with ℓ “ 1, 2, the one-dimensional down-sampling matrix Kkn P Rnˆk is defined as
rKknsi,j “
"
1 if i “ 2j ´ pn` 1qmod2,
0 otherwise,
j “ 1, . . . , k.
Lemma 4.4 gives the theoretical conditions that p has to meet in order to satisfy (4.3). A preliminary proposition is
necessary to extend the theoretical analysis usually done matrix algebras, like circulant or τ matrices (see e.g. [1, 2])
also to (multilevel) Toeplitz matrices.
Proposition 4.3. [29] Given a matrix A, let us denote by diagpAq the diagonal matrix having the same diagonal of
A. Moreover, let us assume that the property (4.3) is fulfilled by a matrix-sequence tANuN . If there exists another
matrix-sequence tBNuN such that
AN ď ϑBN , (4.5)
diagpANq ě η diagpBNq, (4.6)
η, ϑ ą 0, then property (4.3) is fulfilled by tBNuN with the same PN as well.
Lemma 4.4. Let AN :“ T p2qN pFpα,βqq with Fpα,βq defined as in (3.5) and nℓ “ 2kℓ ´ 1 for ℓ “ 1, 2. Moreover, let
PN “ T p2qN ppqUkN with p the following polynomial
ppθ1, θ2q “ p1 ` cospθ1qqp1 ` cospθ2qq, (4.7)
and assume that 1
r
“ 2hαx
△t
“ op1q and s
r
“ hαx
h
β
y
“ Op1q. Then there exists ξ ą 0 such that relation (4.3) holds true.
Proof. The proof combines classical results on multigrid methods for Toeplitz matrices with the spectral results in
Section 3. According to Proposition 3.8, the function Fpα,βq is nonnegative and vanishes only at the origin. Moreover,
thanks to Proposition 3.9, the polynomial p in (4.7) satisfies the classical condition
lim sup
xÑp0,0q
ppyq2
Fpα,βqpxq
“ c ă `8, @y PMpxq, (4.8)
with Mpxq being the set of the “mirror points” of x defined as Mpxq “ tpx1, π ´ x2q, pπ ´ x1, x2q, pπ ´ x1, π ´ x2qu,
see [27] for the derivation of condition (4.8). In particular, the condition (4.8) holds with c “ 0. Therefore, the TGM
defined in the two-level τ algebra would be convergent.
The result for BTTB matrices follows from Proposition 4.3. Note that T
p2q
N ppq is a two-level τ matrix and nℓ “
2kℓ ´ 1 for ℓ “ 1, 2. Hence the projector PN is exactly the same projector used in TGM defined in the two-levels
τ algebra, cf. [27]. Finally, Proposition 4.3 can be applied replacing the sequences tANuN and tBNuN with the
sequences of two-levels τ and BTTB matrices generated by Fpα,βq, respectively. Indeed the condition (4.5) follows
from Theorem 7.1 in [27], while the condition (4.6) is a trivial consequence of Proposition 2.1 with η “ 1.
Remark 4.5. The grid transfer operator associated to the symbol p defined as in (4.7) is, up to a constant factor, the
classical bilinear interpolation.
By Lemmas 4.2 and 4.4, it follows that there exist δ and ξ such that inequalities (4.2) and (4.3) hold, respectively.
Therefore, by Theorem 4.1, ξ ě δ and }TGMpSN , PN q}AN ď
a
1´ δ{ξ. The result can be summarized as follows.
Theorem 4.6. Let AN :“ T p2qN pFpα,βqq with Fpα,βq defined as in (3.5).
• Let SN :“ IN ´ ωD´1N AN , where 0 ă ω ă 2a0}Fpα,βq}8 and DN “ a0IN with a0 the Fourier coefficient of Fpα,βq of
order zero (Jacobi smoother).
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• Let PN “ T p2qN ppqUkN with p defined as in (4.7) (bilinear interpolation).
Moreover, let us assume that 1
r
“ 2hαx
△t
“ op1q and s
r
“ hαx
h
β
y
“ Op1q. Then the assumptions of Theorem 4.1 are satisfied
and it holds
}TGMpSN , PN q}AN ď c ă 1,
with c a constant independent of N,α, and β.
The variable coefficients case can be addressed thanks to the extension of the previous results given in [27]. Let d˘
and e˘ be four uniformly bounded and positive functions. Then the linear convergence rate of the two-grid method is
preserved combining Proposition 3.12 with Lemma 6.2 in [27].
4.2 V-cycle and geometric mulgrid
The convergence analysis of the V-cycle is much more involved and a linear convergence rate has been proven, under
a condition stricter than (4.8), only for sequences of matrices in some trigonometric algebras, like the τ algebra used
in the proof of Lemma 4.4, see [2]. In details, the symbol p of the grid transfer operator has to satisfy
lim sup
xÑp0,0q
ppyq
Fpα,βqpxq
“ c ă `8, @y PMpxq. (4.9)
With respect to (4.8), the numerator does not have the power two and hence p has to vanish at the mirror points with
double order.
Remark 4.7. Similarly to Lemma 4.4, for p defined as in (4.7) the condition (4.9) holds true with c “ 0.
The previous remark suggests that the bilinear interpolation is powerful enough to work also under some perturba-
tions. In particular, we could use the geometric multigrid instead of the Galerkin approach. The geometric multigrid
defines the coarser matrix Ak rediscretizing the original differential operator on the coarser grid instead of computing
Ak by Ak “ PTNANPN . This saves some computational costs with respect to Galerkin approach which requires the
computation of the coarser matrices at each recursion level in a precomputing phase. In particular, in the variable
coefficient case the coarser matrices lose the GLT structure in terms of diagonal and BTTB matrices. Therefore we
should memorize all the coefficients of the two-level lower Hessenberg coefficient matrices and the computational cost
of the precomputing phase is much higher than the OpN logNq arithmetic operations required for the matrix-vector
product with the matrix M
pmq
pα,βq,N .
In conclusion, the Galerkin approach is useful for the theoretical analysis in Subsection 4.1, but it is not com-
putationally feasible. Therefore, we implement the geometric approach and we denote by P
pmq
MGM,N one iteration of
the geometric multigrid algorithm applied to the linear system with coefficient matrix M
pmq
pα,βq,N and defined by the
following setting:
• V-cycle with a number of recursion levels depending on the size N (coarsest grid fixed to 8ˆ 8).
• The smoother is one step of pre- and post-smoother for the classical Jacobi method (according to Lemma 4.2).
• The grid transfer operator is the standard bilinear interpolation and full-weighting corresponding to a proper
scaling of the symbol p defined as in (4.7) (according to Lemma 4.4).
4.3 Preconditioning
According to the theoretical analysis in Subsection 4.1 and the discussion at the end of Subsection 4.2, our geometric
multigrid can be effectively used as a stand alone solver. Nevertheless, in order to increase their robustness, multigrid
methods are often applied as preconditioners for Krylov methods. Moreover, the application of multigrid methods as
preconditioners allows a simple comparison with existing strategies based on (inverse) band or circulant preconditioners,
see e.g., [14, 16, 34].
A further possibility is the combination of a band preconditioner with a multigrid method based on the Galerkin
approach. The resulting strategy keeps the computational cost of the precomputing phase to OpNq. A simple band
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preconditioner suitable for Galerkin multigrid methods is the Laplacian preconditioner (α “ β “ 2). Such precondi-
tioner is inspired by the 1D analysis in [8], where the use of the Laplacian was introduced for fractional derivatives of
order greater than 1.5. In this paper, independently of the values of α and β, we propose the preconditioner$’’&’’’%
P
pmq
x “ Dpmq` pIn2 bA2n1q `D
pmq
´ pIn2 b pA2n1 qT q,
P
pmq
y “ Epmq` pA2n2 b In1q ` Epmq´ ppA2n2qT b In1q,
P
pmq
2,N “ 1r IN ´
ˆ
P
pmq
x ` srP
pmq
y
˙
,
where A2nj , for j “ 1, 2 is the Laplacian matrix. The subscript 2 in P
pmq
2,N recall the order of the derivative used in
the preconditioner. Note that the matrix P
pmq
2,N has only five nonzero diagonals. On the other hand, due to fill-in,
the direct solution of the linear system with coefficient matrix P
pmq
2,N is not feasible. Therefore, instead of solving the
corresponding linear system, we apply only one step of our multigrid consisting of the standard Galerkin approach
with Jacobi smoothing and bilinear interpolation as grid transfer operator. Note that Theorem 4.6 holds also with
α “ β “ 2 and the resulting preconditioner has a computational cost linear in N .
The goodness of this preconditioner depends on the values of α and β. To define a preconditioner with the
same structure of the matrix M
pmq
pα,βq,N and keeping at the same time a small bandwidth, the symbol of a banded
BTTB matrix has to be a trigonometric polynomial and hence the zero of the symbol cannot be of fractional order.
Nevertheless, the condition number of the preconditioned matrix pPpmq
2,N q´1Mpmqpα,βq,N is asymptotical to N
2´γ
2 , with
γ “ maxtα, βu s.t. 0 ă 2´ γ ă 1, and hence the number of iterations of a conjugate gradient type method grows as
OpN 2´γ4 q, see [3]. In conclusion the preconditioner Ppmq
2,N is a good choice whenever α or β are close to 2, as confirmed
by the numerical results in the next section.
5 Numerical results
In this section we test the effectiveness of our new multigrid preconditioners P
pmq
2,N and P
pmq
MGM,N defined in the pre-
vious section. Since two of the three proposed examples are taken from [14] we compare the performances of our
preconditioners with the proposal therein (same Krylov method and same tolerance are used).
In the following tables, according to the notation defined in Section 1, n1 and n2 denote the numbers of spatial
partitions in x-direction and y-direction, respectively, while M denotes the number of time steps. In all our examples
we simply fix n1 “ n2 “M . The infinite norm of the difference between the exact solution and the numerical solution
at the last time step is denoted by “Error”. The number of iterations is computed as the arithmetic average of the
number of iterations required for solving (2.9) at each time step tpmq. For this reason our multigrid preconditioners
will be simply denoted by P2 and PMGM. We use the GMRES method to solve the discretized linear systems (2.9).
The GMRES method is computationally performed using the built-in gmres Matlab function with tolerance 10´7 with
a restarting every 20 iterations, even if for the preconditioned iterations it is not necessary. The initial guess at each
time step is chosen as the zero vector. Our computations are performed using Matlab 7.10 software on a Pentium IV,
3.50 GHz CPU machine with 4 Gbyte of memory.
5.1 Example 1
The first example is taken from [22]. We consider a FDE of type (2.1) with α “ 1.8, β “ 1.6. The nonconstant
diffusion coefficients are given by
d`px, y, tq “ Γp3´ αqp1 ` xqαp1` yq2, d´px, y, tq “ Γp3´ αqp3 ´ xqαp3´ yq2,
e`px, y, tq “ Γp3 ´ βqp1` xq2p1 ` yqβ, e´px, y, tq “ Γp3´ βqp3 ´ xq2p3´ yqβ .
The spatial domain is Ω “ r0, 2s ˆ r0, 2s, while the time interval is r0, T s “ r0, 1s. The initial condition is
upx, y, 0q “ u0px, yq “ x2y2p2 ´ xq2p2´ yq2
and the source term is such that the solution to the FDE is given by upx, y, tq “ 16e´tx2p2´ xq2y2p2´ yq2.
Let h “ hx “ hy “ 2{pn` 1q, with n “ n1 “ n2 “M . Therefore, we have
1
r
“ 2h
α
△t
“ 2
α`1M
pn` 1qα “
2α`1n
pn` 1qα ,
s
r
“ h
α
hβ
“ 2α´βpn` 1qβ´α.
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Table 1: Comparison of average number of iterations for the GMRES methods with different preconditioners for Example 5.1.
n1 “ n2 GMRES Ppmq2,N rPpmq2,N PpmqMGM,N rPpmqMGM,N Error
24 37.000 21.000 9.000 10.000 10.000 9.3706ˆ 10´2
25 73.000 18.781 9.000 11.000 11.000 2.4747ˆ 10´2
26 137.000 17.000 9.000 11.000 11.000 6.3630ˆ 10´3
27 251.000 17.000 10.000 10.000 10.000 1.6053ˆ 10´3
Since α “ 1.8 and β “ 1.6 we obtain 1
r
“ Opn´0.8q and s
r
“ Opn´0.2q. Then when nÑ 8, both 1
r
and s
r
tend to zero.
As a consequence, the term in β goes slowly to zero and for large n the term in α becomes dominant.
Table 1 compares the iterations and the accuracy of numerical solutions provided by the GMRES without pre-
conditioning and by the GMRES preconditioned with our proposals. For comparison we report also the number of
iterations required by the “exact” preconditioners rP2 and rPMGM, where rP2 denotes the preconditioner P2 with the di-
rect solution of the resulting linear system and rPMGM denotes the proposed multigrid applied to the matrixMpmqpα,βq,N ,
but using the Galerkin approach instead of the rediscretization. Note that the geometric approach is as effective as the
Galerkin approach (PMGM and rPMGM provide the same number of iterations). On the contrary, one step of V-cycle
for the preconditioner P2 is not as good as its direct inversion, i.e., rP2. Nevertheless, it shows a linear convergence
rate and it is computationally very cheap since it is a pentadiagonal matrix. A good compromise could be to increase
the number of iterations of the preconditioner P2, for instance, fixing n “ 27 and applying two steps of V-cycle instead
of one, the number of iterations reduces from 17 to 14.
5.2 Example 2
This example is taken from [14]. We consider a FDE of type (2.1) with α “ 1.8, β “ 1.9. The nonconstant diffusion
coefficients are given by
d`px, y, tq “ 4p1` tqxαp1` yq, d´px, y, tq “ 4p1` tqp1´ xqαp1` yq,
e`px, y, tq “ 4p1` tqp1 ` xqyβ , e´px, y, tq “ 4p1` tqp1 ` xqp1´ yqβ .
The spatial domain is Ω “ r0, 1s ˆ r0, 1s, while the time interval is r0, T s “ r0, 1s. The initial condition is
upx, y, 0q “ u0px, yq “ x3y3p1 ´ xq3p1´ yq3
and the source term is such that the solution to the FDE is given by upx, y, tq “ e´tx3p1´ xq3y3p1´ yq3.
Note that
1
r
“ 2h
α
△t
“ 2Mpn` 1qα “
2n
pn` 1qα ,
s
r
“ h
α
hβ
“ pn` 1q
β
pn` 1qα “ pn` 1q
β´α.
Since α “ 1.8 and β “ 1.9 we obtain 1
r
“ Opn´0.8q and s
r
“ Opn0.1q, i.e., when nÑ8, 1
r
goes to zero and s
r
tends to
infinity. On the other hand, s
r
grows very slowly and the numerical results are not affected by this small grow.
In Table 2 we compare the average number of iterations obtained by the GMRES and by our preconditioners with
the performances of the preconditioner proposed in [14] and denoted by PJLZ . Moreover, we show the accuracy of
the numerical solution. We observe that in this example the average number of iterations for the preconditioner PJLZ
grows with the algebraic size of the problem. Conversely, our preconditioners show a linear convergence rate with a
lower computational cost per iteration, especially the preconditioner P2 which has only five nonzero diagonals and
applies only two Jacobi iterations on each grid.
5.3 Example 3
Also this third example is taken from [14] and α, β are the same as in Example 2. The nonconstant diffusion coefficients
are given by
d`px, y, tq “ 6xα, d´px, y, tq “ 6p1´ xqα, e`px, y, tq “ 6yβ, e´px, y, tq “ 6p1´ yqβ.
The spatial domain is Ω “ r0, 1s ˆ r0, 1s, while the time interval is r0, T s “ r0, 1s. The initial condition is
upx, y, 0q “ u0px, yq “ x3y3p1 ´ xq3p1´ yq3
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Table 2: Comparison of average number of iterations for the GMRES methods with different preconditioners for Example 5.2. The
preconditioner PJLZ has been proposed in [14].
n1 “ n2 GMRES PJLZ P2 PMGM Error
24 48.750 11.000 18.063 9.000 1.1386ˆ 10´6
25 81.594 12.406 15.813 9.000 3.0206ˆ 10´7
26 157.750 14.250 11.531 10.000 7.6925ˆ 10´8
27 273.914 17.055 12.000 9.891 1.9392ˆ 10´8
Table 3: Comparison of average number of iterations for the GMRES methods with different preconditioners for Example 5.3. The
preconditioner PJLZ has been proposed in [14].
n1 “ n2 GMRES PJLZ P2 PMGM Error
24 36.000 11.000 17.000 9.000 1.1486ˆ 10´6
25 63.694 12.250 15.000 9.000 2.9187ˆ 10´7
26 113.234 13.813 11.000 8.000 7.4461ˆ 10´8
27 173.008 15.465 11.000 8.000 1.8782ˆ 10´8
and the source term is such that the solution of the FDE is given by upx, y, tq “ e´tx3p1´ xq3y3p1´ yq3.
The behaviour of 1
r
and s
r
is the same of the previous example. The results in Table 3 are comparable to those of
the previous example and again our preconditioners lead to a fast convergence with a number of iterations independent
of the size N .
6 Conclusions
In this paper we have investigated two-dimensional space-FDE problems discretized by means of a second order
finite difference scheme obtained as combination of the Crank-Nicolson scheme and the so-called weighted and shifted
Gru¨nwald formula. We have provided a detailed spectral analysis of the coefficient matrix by means of its symbol,
both in the constant and variable coefficients case. Thanks to the symbol analysis and the theory of multigrid methods
for BTTB matrices, we have designed a classical multigrid method particularly effective for the considered problem.
Two multigrid preconditioners for GMRES has been proposed and some numerical examples taken from the literature
show that they provide a fast convergence independent of the algebraic size of the problem.
Multigrid methods have shown a good scalability in the dimensionality of the problem and they could be a good
choice also for 3D and 4D problems since their extension is straightforward. Moreover, they could be effectively applied
also to other discretization strategies, like the finite volume method proposed in [20].
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