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a b s t r a c t
A string S ∈ Σm can be viewed as a set of pairs S = {(σi, i) : i ∈ {0, . . . ,m − 1}}. We
consider approximate patternmatching problems arising from the settingwhere errors are
introduced to the location component (i), rather than the more traditional setting, where
errors are introduced into the content itself (σi). In this paper, we consider the case where
bits of imay be erroneously flipped, either in a consistent or transientmanner.We formally
define the corresponding approximate pattern matching problems, and provide efficient
algorithms for their resolution, while introducing some novel techniques.
© 2009 Published by Elsevier B.V.
1. Introduction
1.1. Background
Consider a text T = t0 · · · tn−1 and pattern P = p0 · · · pm−1, both over an alphabet Σ . Traditional pattern matching
regards T and P as sequential strings, provided and stored in sequence (e.g. from left to right). Therefore, implicit in the
conventional approximate pattern matching is the assumption that there may indeed be errors in the content of the data,
but the order of the data is inviolate. However, some non-conforming problems have been gnawing at the walls of this
assumption. Some examples are:
Text editing: The swap error, motivated by the common typing error where two adjacent symbols are exchanged [13,3],
does not assume errors in the content of the data, but rather, in the order. The data content is, in fact, assumed to
be correct. The swap error seemed initially to be akin to the other Levenshtein errors, in that it could be added to
the other edit operations and solved with the same dynamic programming [13]. However, when isolated, it turned
out to be surprisingly simple to handle [5]. This scarcely seems to be the case for indels or mismatch errors. We
stress that the main importance of this work is in the theoretical understanding of the combinatorics involved
since spell-checking is an easier practical solution to the problem.
Computational biology: During the course of evolution areas of a genome may be shifted from one location to another.
Considering the genome as a string over the alphabet of genes, these cases represent a situation where the
difference between the original string and resulting one is in the locations rather than contents of the different
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elements. Several works have considered specific versions of this biological setting, primarily focusing on the
sorting problem (sorting by reversals [7,8], sorting by transpositions [6], and sorting by block interchanges [9]).
Bit torrent and video on demand: The inherently distributed nature of the web is already causing the phenomenon of
transmission of a streamof data in tiny pieces fromdifferent sources. This creates the problemof putting scrambled
data back together again.
Computer architecture: In computer architecture, it is by no means taken for granted that when seeking a word from a
given address, no errors will occur in the address bits [11]. This problem is relevant even when reading a buffer of
consecutive words since these words are not necessarily consecutive in the disk or in an interleaved cache.1
Therefore, the traditional view of strings is becoming, at times, less natural. Motivated by these questions a new pattern
matching paradigm – pattern matching with address errors – was proposed by [1]. In this model, the pattern content
remains intact, but the relative positions (addresses) may change. Efficient algorithms for several different natural types
of rearrangement errors are presented in [1]. These types of address errors are inspired by biology, i.e. pattern elements
exchanging their locations due to some external process.
In this paper we tackle some theoretical questions that evolve from a novel consideration of the string as a set of pairs
(σ , i), where i denotes a location in the string, and σ is the value appearing at this location. Given this view of strings, we
reconsider the problem of approximate pattern matching. The traditional Hamming distance search algorithms assume that
all errors are in the value part of the symbol, and the location part is correct. From a theoretical point of view, it would be
interesting to consider searching where addresses are corrupted. What are the types of uncorrected address errors that can
still be reasonably handled by a search application? Is the address error similar to content error from a pattern matching
point of view? Can it be solved by the same means?
In this paper we suggest a broad class of address errors that still allow for efficient search. Specifically, we consider errors
which arise from a process of flipping some or all of the bits in the binary representation of [0..m− 1]. Following [1], in this
paper we do not consider content errors at all, since our aim is to analyze whether there is novelty in the address error
scheme.
1.2. The problem definition
Consider a string S ∈ Σm. Using the alternate view of strings described above we write S = {(σ , i) : i ∈ {0, 1}logm}. We
consider two types of errors in the bits of the i entries:
Flipped bits: there exists a subset of bit positions F ⊆ {0, . . . , logm− 1}, such that in each i, all bits in positions f ∈ F are
flipped (i.e. 1 is turned into a 0 and visa versa).
For example, for the string S = 1234 = {(1, 00), (2, 01), (3, 10), (4, 11)} and F = {1}, the resulting string is
S ′ = 3412 = {(1, 10), (2, 11), (3, 00), (4, 01)}.
Faulty bits: there exists a subset of bit positions F ⊆ {0, . . . , logm− 1}, such that in each i, the bits in positions f ∈ F may
be flipped, or may not be.
For example, for the string S = 1234 = {(1, 00), (2, 01), (3, 10), (4, 11)} and F = {1}, the resulting string may
be S ′ = {(1, 10), (2, 01), (3, 10), (4, 01)} (the bit was flipped for 1 and 4 but not for 2 and 3).
Note that in this case the resulting set is actually amulti-set, andmay not represent a valid string, as some locations
may appear multiple times, while others not at all.
We consider approximate patternmatching problems associatedwith each of the above types of error. Specifically, given
a pattern P and text T , we wish to find:
• The smallest set F such that if the bits of F are consistently flipped, then P has a match in T . We call this problem the
flipped bits problem.
• The smallest set F such that if the bits of F may be transiently flipped, then P has a match in T . We call this problem the
faulty bits problem.
We prove:
• For pattern and text of sizem, the flipped bits problem can be solved in O(m logm) steps.
• For pattern and text of sizem, the faulty bits problem can be solved deterministically inO(mlog2 3|Σ |) steps and randomly
in O(m logm) steps.
• For pattern and text of size m, the faulty bits problem can be deterministically approximated to a constant c > 1 in
O(|Σ | mlog 3
logc−1 m ).• For text and pattern of sizes n andm, respectively,m power of 2, the faulty bits problem can be solved deterministically
in O(|Σ |nmlogm) steps.
1 Practically, these problems are solved bymeans of redundancy bits, checksumbits, error detection and correction codes, and communication protocols.
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2. Flipped bits errors
In this section we consider the flipped bits problem. In this setting, one or more of the bit positions may exhibit a faulty
behavior whereby the bit at this position is consistently flipped. Given two strings P, T ∈ Σm, the distance between the
two is the least number of flipped bits positions that can explain the differences between the two, and∞ if no such set of
position can explain the difference. Formally,
Definition 1. For an index k ∈ [0..m − 1],2 we view k as a binary string, i.e. k = k[0] · · · k[logm − 1] ∈ {0, 1}logm
(w.l.o.g. m is a power of 2). Consider F ⊆ [0.. logm − 1]. The bit flip transformation induced by F , denoted fF , is a function
fF : {0, 1}logm → {0, 1}logm, such that for any k and i
fF (k)[i] =
{
1− k[i] i ∈ F
k[i] i 6∈ F
i.e. the value of fF (k) is flipped at bits of F and identical on other bits.
For strings P, T ∈ Σm we say that T is a F-flip-bits match of P if for all k ∈ {0, 1}logm, T [k] = P[fF (k)]. The flip-bit distance
between P and T is the cardinality of the smallest F such that T is an F-flip-bits match of P . If no such F exists, then the
distance is∞.
Note that there are 2logm possible faulty sets F . Checking each possibility separately takes O(m), so a naive algorithm
takes a time of O(m2) per position. We show how to reduce this to O(m logm). We begin with an efficient solution for the
caseΣ = {0, 1}, and then use it to obtain an efficient solution for general alphabets.
Let k, j ∈ {0, 1}logm, denote k⊕ j to be the result of the bitwise XOR of the two, i.e. for each i, (k⊕ j)[i] = k[i]⊕ j[i] (where
⊕ is the XOR operation, i.e. addition over Z2). For strings T , P ∈ Zm, define the binary convolution of the two to be a vector,
also of sizem, T ⊗ P ∈ Zm, such that for all k ∈ {0, 1}logm: (T ⊗ P)[k] =∑j∈{0,1}logm T [j] · P[k⊕ j].
Lemma 2.1. For a set F ⊆ 0.. logm− 1, let χF ∈ {0, 1}logm be the characteristic vector of F . Consider binary P and T , both of
size m, and let αP be the number of ones in P and αT be the number of ones in T . Then, T is an F-flip-bits match of P iff αT = αP
and (T ⊗ P)[χF ] = αT .
Proof. For any index j, T [j] · P[χF ⊕ j] = 1 iff both T [j] = 1 and P[χF ⊕ j] = P[fF (j)] = 1. Thus, (T ⊗ P)[χF ] counts the
number of ones in T that are mapped to ones in P under the transformation fF . Since, (T ⊗ P)[χF ] = αT , then all ones in T
are mapped to ones in P . But, αT = αP , so also all zeros in T are mapped to zeros in P . 
Thus, in order to find the flip-bit distance between P and T we compute the entire vectors T⊗P . We then seek all locations
k for which (T ⊗ P)[k] = αT , and among these k’s, find the one with the minimum weight (i.e. least number of 1’s).
It thus remains to explain how to efficiently compute the binary convolution. The convolution can easily be computed in
O(m2) time. We explain how to compute it in O(m logm) time.
For a vector v ∈ Zt (t power of 2), define two vectors v+, v− ∈ Zt/2, as follows. For each k ∈ {0, 1}log t−1, v+[k] =
v[0k] + v[1k] and v−[k] = v[0k] − v[1k]. The key lemma for the computation is:
Lemma 2.2. For any v,w ∈ {0, 1}t , and k ∈ {0, 1}log t−1:
(v ⊗ w)[0k] = (v
+ ⊗ w+)[k] + (v− ⊗ w−)[k]
2
, (v ⊗ w)[1k] = (v
+ ⊗ w+)[k] − (v− ⊗ w−)[k]
2
.
Proof. Set h = v ⊗ w, h+ = v+ ⊗ w+, and h− = v− ⊗ w−. Then, for any k ∈ {0, 1}log t−1:
h[0k] =
∑
j∈{0,1}log t−1
v[0j]w[0j⊕ 0k] +
∑
j∈{0,1}log t−1
v[1j]w[1j⊕ 0k]
=
∑
j∈{0,1}log t−1
v[0j]w[0(j⊕ k)] +
∑
j∈{0,1}log t−1
v[1j]w[1(j⊕ k)].
Similarly,
h[1k] =
∑
j∈{0,1}log t−1
v[0j]w[0j⊕ 1k] +
∑
j∈{0,1}log t−1
v[1j]w[1j⊕ 1k]
=
∑
j∈{0,1}log t−1
v[0j]w[1(j⊕ k)] +
∑
j∈{0,1}log t−1
v[1j]w[0(j⊕ k)].
2 For integers i, j, we denote by [i..j] the set of integers from i to j. Thus, [0..m− 1] is the set {0, 1, . . . ,m− 1}.
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On the other hand,
h+[k] =
∑
j∈{0,1}log t−1
v+[j]w+[j⊕ k]
=
∑
j∈{0,1}log t−1
(v[0j] + v[1j])(w[0(j⊕ k)] + w[1(j⊕ k)])
=
∑
j∈{0,1}log t−1
v[0j] · w[0(j⊕ k)] +
∑
j∈{0,1}log t−1
v[0j] · w[1(j⊕ k)]
+
∑
j∈{0,1}log t−1
v[1j] · w[0(j⊕ k)] +
∑
j∈{0,1}log t−1
v[1j] · w[1(j⊕ k)]
= h[0k] + h[1k].
Similarly,
h−[k] =
∑
j∈{0,1}log t−1
v−[j]w−[j⊕ k]
=
∑
j∈{0,1}log t−1
(v[0j] − v[1j])(w[0(j⊕ k)] − w[1(j⊕ k)])
=
∑
j∈{0,1}log t−1
v[0j] · w[0(j⊕ k)] −
∑
j∈{0,1}log t−1
v[0j] · w[1(j⊕ k)]
−
∑
j∈{0,1}log t−1
v[1j] · w[0(j⊕ k)] +
∑
j∈{0,1}log t−1
v[1j] · w[1(j⊕ k)]
= h[0k] − h[1k]
and the result follows. 
Thus, in order to compute T ⊗ P , our algorithm recursively computes T+ ⊗ P+ and T− ⊗ P−, and then uses Lemma 2.2
in order to compute the convolution T ⊗ P . In each recursion level we need to compute O(m) values, each taking O(1) time.
Thus, we get a recursive recurrence time(m) = 2 · time(m/2)+ cm, for a total time(m) = O(m logm). We obtain:
Theorem 1. The flipped bit problem can be solved in O(m logm) time for binary text and pattern of size m.
For a general alphabet, the same techniques as in [10] can be used to handle with only one convolution. Hence,
Theorem 2. The flipped bit problem can be solved in O(m logm) time for text and pattern of size m and alphabetΣ .
Remark 1. The above algorithm can also be viewed as a form of Fast Fourier Transform over Z2 (rather than over the
complexes). We omit the details.
3. The faulty bits problem
This section studies the faulty bits problem. In this model a faulty position inconsistently produces errors. It may
sometimes hold the correct value and sometimes the wrong one. Given two strings, the objective is to find the least number
of faulty positions that explains the differences between the two. We begin by formally defining the faulty bits distance
problem.
3.1. Problem definition
Let Σ be a finite alphabet. Let P, T ∈ Σm be two strings of length m, such that P is the query string and T is the stored
string. Denote P = p[0]p[1] · · · p[m− 1] and similarly for T . Consider F ⊆ {0, . . . , logm− 1}, and suppose that the address
bits carrying bits in the set F are faulty. We now formulate the criterion that determines if the stored string T matches the
query string P , assuming that the bits of F are faulty.
Consider an address k, and let k = k[0]k[1] · · · k[logm − 1] be the binary representation of k. Let [k]F be the set of all
the addresses ` such k[i] = `[i] for all i 6∈ F , i.e. k and ` agree on all bits not in F . Note that [k]F is an equivalence class, so
[`]F = [k]F if ` ∈ [k]F . Then, if the address bits in F are faulty, a value intended to location k can end up in any location
` ∈ [k]F . Thus, we obtain the following criterion for a match of T to the query string P while using the faulty bits of F :
Definition 2. For strings P and T and set F ⊆ {0, . . . , logm − 1} we say that T is an F-faulty-bit match of P if for each
equivalence class [k]F and for each σ ∈ Σ
|{` : ` ∈ [k]F , P[`] = σ }| = |{` : ` ∈ [k]F , T [`] = σ }|.
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The optimization problem. Given any of the abovematch conditions and strings P and T , wewish to find the set F of minimal
cardinality such that T is an F-faulty-bit match of P . We call this the faulty-bits problem.
3.2. A deterministic algorithm
For each equivalence class [k]F and σ ∈ Σ let
bucket(P, [k]F , σ ) = {` : ` ∈ [k]F , P[k] = σ }
the elements of P with locations in [k]F that have value σ . Similarly,
bucket(T , [k]F , σ ) = {` : ` ∈ [k]F , T [`] = σ }
the elements of T with locations in [k]F that have value σ . The criteria for an F-faulty-bit match is that for all k:
|bucket(P, [k]F , σ )| = |bucket(T , [k]F , σ )|
for all σ . Thus, it remains to explain how to compute the sizes of the buckets.
For any fixed F , all buckets can be computed in a total of O(m) steps, with a single pass over the strings T and P . Thus, for
a given F , the condition can be tested in O(m) steps. There are 2logm = m different possible sets F , which provides a naive
O(m2) algorithm. We now show how to reduce this to O(mlog 3|Σ |).
For an address k and index i ∈ {0, . . . , logm − 1}, let k(i) be the address which has the same representation as k
except for the i-th bit which is flipped. Then, it is easy to see that for any i, σ and X ∈ {T , P}, bucket(X, [k]F , σ ) =
bucket(X, [k]F−{i}, σ )∪ bucket(X, [k(i)]F−{i}, σ ). That is, the bucket with faults at F can be obtained as the union of buckets
with one less fault, and fixing the two possible values for this bits. In particular,
|bucket(X, [k]F , σ )| = |bucket(X, [k]F−{i}, σ )| + |bucket(X, [k(i)]F−{i}, σ )|. (1)
Note that for F = ∅,
|bucket(X, [k]F , σ )| =
{
1 X[k] = σ
0 X[k] 6= σ . (2)
Thus, combining (2) and (1), we obtain that for any σ all sizes of all buckets can be computed in an inductive fashion, with
O(1) steps per bucket.
For a given σ , the overall total number of buckets — for all fault patterns F , is the overall total number of equivalence
classes [k]F for all F . Each equivalence class can be identified with a stringw ∈ {0, 1, ∗}logm such thatw[i] = ∗ denotes a bit
in F and the otherw[i]’s are fixed as in k. Thus, the number of equivalence classes is: |{w ∈ {0, 1, ∗}logm}| = 3logm = mlog 3.
We thus obtain:
Theorem 3. The faulty-bits problem can be solved in O(|Σ |mlog 3) time.
3.3. A randomized algorithm
We now describe how to solve the faulty-bits problem in O(m logm) time for unbounded alphabet using formal
polynomials and the Schwartz-Zippel Lemma [15,16]. A pseudo-code of the algorithm is given in Fig. 2. The intuition behind
the algorithm is to save time by computing buckets together. In order to do that the algorithm does not use counting but
rather computes sums of random values given to the alphabet symbols. In addition, in order to distinguish between sums
computed for a faulty or a non-faulty bit, in the latter case amultiplication by a random value is used (see example in Fig. 1).
This intuition is formalized by the definition of a different formal polynomial for each subset of faulty bits, overall m
different polynomials which are computed together in logm steps, as follows. Every fault pattern F can be regarded as a
logm-length mask with values in {∗,+}, where ∗ specifies that this bit is faulty therefore its specific value is insignificant,
and+ specifies that this bit is non-faulty and its specific value is significant. Given anm-length array A (T or P) and a mask
M , we inductively define a formal polynomial PM(A) as follows (Lemma 3.1 describes the explicit form of the polynomial).
The definition of the formal polynomial. For i = 0, let j be any index of the array A, then PM(Aj) = XA[j], where Aj is a sub-array
of A of length 1.
Let PM(Aj) be the polynomials for sub-arrays of size 2i (the indices j have length logm− i) and define the polynomials PM(Aj′)
for sub-arrays of size 2i+1 (the index j′ has length logm− i− 1, and the indices j are j′0 and j′1). ConsiderM[i+ 1], the i+ 1
bit of the maskM , then:
PM(Aj′) =
{
PM(Aj′0)+ Xi+1 · PM(Aj′1), ifM[i+ 1] = +
PM(Aj′0)+ PM(Aj′1), ifM[i+ 1] = ∗.
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P
A
5 2 14 5 7 4 14 5
33
138 54 82 34 68 26
F= φ , {0}, {1}, {0,1}, {2}, {0,2}, {1,2},{0,1,2}
40 16 132 54 79 34 62 26 37 16
12 19 7 35 14 21 9 27 12 16 7 35 14 21 9
5 2 11 5 7 4 14 5
1 2 3 3 1 32 1 1 3 2 3 1 32
A B C C A B C A A C B C A B C
T
x4
x2
x3
000 001 010 011 100 101 111110 000 001 010 011 100 101 111110
Fig. 1. Example of the faulty-bit randomized algorithm, assuming that r(A) = 1, r(B) = 2, r(C) = 3, r1 = 4, r2 = 2, r3 = 3.
Faulty-Bit Randomized Algorithm
Input: P ∈ Σm, T ∈ Σm
1 Assign a random value r(σ ) ∈ {1, . . . ,m3} to every σ ∈ Σ .
2 for j = 0 tom− 1 do
3 P (0)[j] ← r(P[j])
4 T (0)[j] ← r(T [j])
5 for i = 0 to logm− 1 do
6 Assign a random value ri ∈ {1, . . . ,m3}.
7 for j = 0 to m−12 do
8 P (i+1)[j] ← P (i)[j] + P (i)[j+ 2i]
9 T (i+1)[j] ← T (i)[j] + T (i)[j+ 2i]
10 P (i+1)[j+ 2i] ← P (i)[j] + ri · P (i)[j+ 2i]
11 T (i+1)[j+ 2i] ← T (i)[j] + ri · T (i)[j+ 2i]
Output:
12 for j = 0 tom− 1 do
13 if P (logm)[j] = T (logm)[j] then
14 Report ‘‘there is an F match of P and T ,
where F is the set of indices of 0-bits in the binary
representation of j’’
Fig. 2. A butterfly design of the faulty bit randomized algorithm.
Lemma 3.1. Given an array A and a logm-bit mask M, define
fM(i) =
{
0, if M[i]=*
1, if M[i]=+.
Then, PM(A) =∑m−1j=0 XA[j] ·∏logmi=1 X j[i−1]·fM (i)i .
Proof. We show by induction on k, the bit in the mask M , that the j-th monomial of PM(A) after k steps of the polynomial
definition is
XA[j] ·
k∏
i=1
X j[i−1]·fM (i)i
the lemma then follows. For k = 0 the claim follows directly from the definition since PM(Aj) = XA[j].
Suppose by induction that the claim is true for k and consider the bit k+ 1 in the maskM . Let PM(A′j) be the polynomial
with the prefix of j with length logm − k. Since in each step of the definition one more bit is removed from the right of
the address jwe know that a monomial containing XA[j] appears in the polynomial PM(A′j). By the induction hypothesis this
monomial is XA[j] ·∏ki=1 X j[i−1]·fM (i)i . By the induction step in the polynomial definition this monomial in PM(A′j) is multiplied
by Xk+1 iff both conditions hold:
• M[k+ 1] = +, and
• the k+ 1 bit in the address j (i.e. j[k]) is 1,
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which happens iff j[k] · fM(k + 1) = 1. Thus, the j-th monomial of PM(A) after k + 1 steps of the polynomial definition is
XA[j] ·∏k+1i=1 X j[i−1]·fM (i)i . 
Lemma 3.2. Given two arrays A and B and a logm-bit mask M. Let
FM = {k ∈ {0, . . . , logm− 1}|M[k+ 1] = ∗}
(i.e., the set of assumed faulty-bits according to the mask M), then PM(A) ≡ PM(B) iff A is an FM-faulty-bit match of B.
Proof. Assume that PM(A) ≡ PM(B). By Lemma 3.1
PM(A) =
m−1∑
j=0
XA[j] ·
logm∏
i=1
X j[i−1]·fM (i)i
and
PM(B) =
m−1∑
j=0
XB[j] ·
logm∏
i=1
X j[i−1]·fM (i)i .
The criterion for an FM-faulty-bit match of A and B is that for all k:
|bucket(A, [k]FM , σ )| = |bucket(B, [k]FM , σ )|
for all σ . Assume to the contrary that there exists a σ such that
|bucket(A, [k]FM , σ )| 6= |bucket(B, [k]FM , σ )|,
then there is at least one appearance of σ in bucket(A, [k]FM , σ ) that does not appear in bucket(B, [k]FM , σ ). Let j be the
index of that appearance of σ in A. Consider the j-th monomial of PM(A) and PM(B). Since A[j] = σ 6= B[j],
XA[j] ·
logm∏
i=1
X j[i−1]·fM (i)i 6= XB[j] ·
logm∏
i=1
X j[i−1]·fM (i)i .
Furthermore, every other monomial in PM(B) in which the variable Xσ appears, (for positions j′) is either different from
PM(A)’s j-th monomial because there exists an address position iwhere j[i− 1] · fM(i) 6= j′[i− 1] · fM(i) (positions j′ /∈ [j]FM )
or has an equal monomial in PM(A). This implies that PM(A) 6≡ PM(B), a contradiction.
Assume that A is an FM-faulty-bit match of B. This implies that for all k:
|bucket(A, [k]FM , σ )| = |bucket(B, [k]FM , σ )|
for all σ . Consider a monomial j in PM(A). Then, there exists a unique j′ ∈ {1, . . . , logm} such that the j′ monomial in
PM(B) is identical to the j-th monomial of PM(A). Let j′ ∈ [j]FM such that B[j′] = A[j]. Since |bucket(A, [j]FM , σ )| =|bucket(B, [j]FM , σ )| for all σ , there exists such j′. Furthermore, for each j, j′ can be chosen uniquely. Since j′ ∈ [j]FM ,
j[i− 1] · fM(i) for every i, and since A[j] = B[j′],
XA[j] ·
logm∏
i=1
X j[i−1]·fM (i)i = XB[j′] ·
logm∏
i=1
X j[i−1]·fM (i)i .
This is true for every j, thus, PM(A) ≡ PM(B). 
Theorem 4. The faulty-bits problem can be solved in O(m logm) time with high probability.
Proof. By Lemma 3.2, T is an FM-faulty-bit match of P iff PM(T ) ≡ PM(P). Thus, it is enough to show how to efficiently
check the equivalence of these two formal polynomials. Note that the polynomials have degree at most logm + 1. Assign
random numeric values from {1, . . . ,m3} to the symbolic variables and compute the value of the polynomials PM(P) and
PM(T ) using the inductive definition. Let r be the random assignment. Then by the Schwartz-Zippel lemma, for any P , T and
a maskM ,
Pr[PM(T )(r) = PM(P)(r)|PM(T ) 6≡ PM(T )] ≤ deg(PM(T ))m3 ≤
1
m2
.
Clearly, if PM(T ) ≡ PM(P) then PM(T )(r) = PM(P)(r) for all r . The formal polynomials are checked for every mask M and
there are 2logm = m possible masks, thus, the overall error probability is:
Pr[∃M : PM(T )(r) = PM(P)(r), PM(T ) 6≡ PM(P)] ≤
m∑
i=1
Pr[PM(T )(r) = PM(P)(r)|PM(T ) 6≡ PM(P)] ≤ 1m .
Since the induction has logm steps at costO(1) it can be done in timeO(logm) for any givenmaskM . There arem possible
masks, therefore, the time complexity of this algorithm is O(m logm). 
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4. Approximate faulty bits problem
In this section we describe a scheme to reduce the cost of the deterministic algorithm while paying in some loss of
precision. The general idea is to avoid checking all possible subsets F with a guarantee that the deviation of the resulting F
from the minimal F is bounded. The following is the crucial observation enabling such a scheme.
Observation 1. Let F ⊆ {0, . . . , logm− 1} such that T is an F-faulty-bit match of P and let F ′ ⊆ {0, . . . , logm− 1} such that
F ⊂ F ′, then T is an F ′-faulty-bit match of P.
Let F ⊆ {0, . . . , logm− 1}, and F ′ ⊆ {0, . . . , logm− 1} such that F ⊂ F ′, we call F ′ an ancestor of F , and F a descendent
of F ′. Our algorithm then, for any k ∈ {1, . . . , logm}, checks only a part (that depends on k) of the subsets F of size k. By
Observation 1, if wemissed a subset F of size k such that T is an F-faulty-bitmatch of P (these are the only interesting subsets
that we care about missing) then we can still detect an F ′-faulty-bit match between T and P , but with a loss of minimality,
since |F ′| > |F |. The important property is that the greater the precision we are willing to lose, the greater is the number
of ancestors F ′ that by Observation 1 are an F ′-faulty-bit match between T and P . Lemma 4.1 characterizes the number of
ancestors of a given set F .
Lemma 4.1. Given F ⊆ {0, . . . , logm− 1} of size k, 0 ≤ k < i ≤ logm, the number of ancestors F ′ of size i of F is (logm−ki−k ).
Denote by |Lk| the number of subsets of size k. Given a function f : N 7→ N, we define the following scheme for subsets to
be checked by the algorithm of Section 3.2:
f -scheme
For k = 1 to logm2 − 1
Randomly choose |Lk|f (k) subsets from all subsets of size k.
Lemma 4.2. Given a function f , and a subset F of size k, for any i ≥ k denote α = (
logm−k
i−k )
f (i) . Then, under the f -scheme the
probability that there is no ancestor of F with size i is at most exp−α .
Proof. Let F be a subset of size k, and F ′ be a subset of size i ≥ k, then from Lemma 4.1 it follows that the probability that
F ′ is an ancestor of F is (
logm−k
i−k )
|Li| . Since under the f -scheme we choose
|Li|
f (i) subsets from all subsets of size i, we get that the
probability that there is no ancestor of F with size i is: (1 − (
logm−k
i−k )
|Li| )
|Li |
f (i) . Since, (1 − (
logm−k
i−k )
|Li| )
|Li |
(logm−ki−k ) ≤ exp−1 the lemma
follows. 
Theorem 5 can now be proved.
Theorem 5. There exists a deterministic algorithm for the faulty-bits problem that, for any constant c ∈ N, c > 1, runs in
O(|Σ | mlog 3
logc−1 m ) time and returns a subset F that is greater than the minimum by at most c.
Proof. We show the existence of a deterministic algorithm by considering a randomized algorithm and bounding its error
probability. Take f (k) = kc
β logm in the f -scheme, where β is any chosen constant such that β > c! · 3c . Run the algorithm
for the faulty-bits distance problem from Section 3.2, but for subsets of size k < logm2 do the buckets computation only for
the subsets chosen by the f -scheme. For sizes k ≥ logm2 compute all subsets buckets. We now prove the probability bound
of this algorithm.
Let F be of minimal cardinality such that T is an F-faulty-bit match of P , and let |F | = k. If k ≥ logm/2 then it is always
checked by the algorithm, and therefore detected with probability 1. Assume, then, that k < logm/2. By Lemma 4.2, the
probability that F has no ancestor of size k + c under the f -scheme is at most exp−α where α = β logm (logm−kc )
(k+c)c . Since(logm−k
c
) ≥ (logm/2−c)cc! , then α = γ logm, where3 γ ≥ β · (logm/2−c)cc!(logm/2+c)c ≥ β · 1c!·3c > 1 (which assures that α cannot be too
close to 0, and therefore the probability exp−α is indeed small).
Denote the event that this algorithm errs for a given subset F by Algerr(F). We want to show the existence of a
deterministic algorithm, thus, we bound the probability that there exists an F that the algorithmwill not approximate to an
additive constant c . Since there are in total m possibilities for subsets F (since each of the logm bits can be either faulty or
not), the overall error probability is:
Pr[∃F : Algerr(F)] ≤
m∑
i=1
Pr[Algerr(F)] ≤ m · exp−α ≤ 1mγ−1 .
3 Since c is a constant, it can be assumed that c < logm4 .
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Wehave therefore shown that a random choice in the f -scheme of the sets to be checked by the algorithm is very likely to
approximate F to a constant c for all possible inputswith any possibility of a subset F of faulty bits. By a standard probabilistic
method argument this means that there exists a deterministic choice for such an f -scheme, though we do not show its
structure explicitly (see remark below about finding the explicit deterministic structure of the f -scheme). Moreover, the
small value of the error probability means that most of the f -schemes possibilities (for f (k) = kc
β logm ) are good.
4
We now show the complexity of the algorithm. We first show that a computation of a bucket can still be done in O(1)
time. Recall that in the algorithm a bucket of a subset F of size k is computed from two buckets of any descendent of F of
size k−1. Note that this holds also for the computation of the descendants of size k−1, and so forth. Thus, it will be enough
to show that, for any subset F of size k the probability that F has no descendent of size k− c is small. Note that the number
of (k − c)-size descendants of F is ( kk−c). Thus, as in Lemma 4.2, the probability that F has no descendent of size k − c is at
most exp−α , for α = β logm (
k
k−c)
(k−c)c > β logm · 1c! = γ ′ logm, where γ ′ > 1. Using the same arguments as above, we get
that the probability that there exists a subset F that has no descendent of size k − c is at most m−γ ′+1. Again, by standard
probabilistic arguments this means that the randomized chosen scheme is also very likely to enable O(1) computation of
buckets as done in the original deterministic algorithm. We thus conclude that there exists a deterministic f -scheme for
f (k) = kc
β logm that assures both the approximation and the constant computation of buckets.
The algorithm running time is, therefore:
O
(
logm∑
k=0
(logm
k
)
f ′(k)
2logm−k
)
,
where
f ′(k) =
{
f (k), 0 < k < logm2
1, otherwise.
This can be rewritten as
2logm +
logm
8 −1∑
k=1
(logm
k
)
kc/β logm
2logm−k +
logm
2 −1∑
k= logm8
(logm
k
)
kc/β logm
2logm−k +
logm∑
k= logm2
(
logm
k
)
2logm−k.
Bounding each of the parts separately we get the upper bound
m+ β logm ·
logm
8 −1∑
k=1
mH(1/8)2logm + β logm ·
logm
2 −1∑
k= logm8
(logm
k
)
(
logm
8 )
c
2logm−k +
logm∑
k= logm2
mH(1/2)2
logm
2
< m+ β ·m1.544 log2m+ β logm · 8
cmlog 3
logc m
+m1.5 logm = O
(
mlog 3
logc−1m
)
where H(λ) = −λ log λ− (1−λ) log(1−λ) is the binary entropy function. Multiplying all by the |Σ |-factor of the original
deterministic algorithm we get the result. 
Remark 2. Using standard de-randomization techniques the explicit structure of the deterministic scheme can be found
(see [14]).
5. The faulty bits problem with text longer than the pattern
In this section we show how to solve a variant of theminimum faulty-bits match problemwhere, the stored string T is of
length n and the query string P is of lengthm, wherem < n. Denote by T (i) them-long string starting at position i in T . We
wish to find for each position i in the stored string T , the set F of minimal cardinality such that T (i) is an F-faulty-bit match
of P . Using the algorithms from Section 3 for each position in T separately give an O(|Σ |nmlog 3) deterministic algorithm or
an O(nm logm) randomized algorithm. For the case that m is a power of 2, we show how to construct an O(|Σ |nm logm)
deterministic algorithm. The algorithm is based on a core algorithm which, given a specific set F ⊆ [0.. logm − 1] and
binary pattern and text, finds all locations i, such that T (i) is an F-faulty-bit match of P in O(n logm) steps. Since there
are 2logm = m possible sets F , we obtain a solution for the binary case in O(nm logm) steps. This translates into an
O(|Σ |nm logm) algorithm for a general alphabetΣ , by counting each symbol separately.
4 To ensure the existence of a deterministic scheme it is only needed that the error probability of the randomized scheme will be strictly less than one.
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General structure. Consider a binary alphabet and a set F . We find all locations i, such that T (i) is an F-faulty-bit match of P
using a variant of the Karp–Miller–Rosenberg [12] stringmatching algorithm. The KMR-algorithm solves the exactmatching
problem by a process of parallel renaming of pairs, quadruplets, etc. for the pattern and for each text location, until each text
location gets a name representing them-length string that starts at this location. Locations with name equal to the pattern
name are matches. The key observations that allow to use the KMR algorithm are:
• The pairing process used in the KMR algorithm needs not be done in the standard order of bits (from right to left), but
can rather be done in any order.
• The KMR algorithm can be adapted to the faulty-bit case as follows. In the renaming process, give the names based on
the number of occurrences of each symbol, rather than the exact order. For the binary case the name given to a sub-string
is simply the number of ones therein. We call this count renaming. This provides that a sub-string can be converted to
another by faulty-bits iff they have the same count. Clearly, this renaming onlyworks for the casewhere all bits are faulty.
Our algorithm employs a KMR-like structure in two phases. In the first phase we use the count-renaming convention
according to the bits of F . In the second phase, using the names from the first phase as the starting point, we rename using
the standard KMR process according to the remaining bits. The details follows.
The algorithm. A pseudo-code of the algorithm is provided in Fig. 3. Let P ∈ {0, 1}m, T ∈ {0, 1}n, F = (f1, f2, . . . , fk) ⊆
[0.. logm − 1] and G = [0.. logm − 1] − F . Denote G = (g1, . . . , gd). The algorithm processes the pattern and then the
text in the same way. The processing has two phases. In the first phase there are |F | steps, where in each step we consider
another faulty bit from F . When the bit fi is considered to be faulty, we add to each position in the string from the previous
step the entry with a shift of 2fi (lines 4–6,15–17). The guarantee of this phase is given in Lemma 5.1. In the second phase
there are logm− |F | steps, where in each step we consider another non-faulty bit from G. For the bit gi′ , where i′ = i− |F |
we rename every pair of positions (in the string from the previous step) with shift 2gi′ (lines 7–12,18–25). The guarantee of
this phase is given in Lemma 5.2. Theorem 6 follows.
Lemma 5.1. For i = 1, . . . , |F |, and j = 0, . . . , n− 1, t(i)[j] = |{T [j′] = 1 : ∀k 6∈ {f1, . . . , fi}, (j′− j)[k] = 0}| (i.e. t(i)[j] is the
number of elements T [j′] which are equal to 1, and such that in the binary representation of j′ − j, all bits not of F are 0), and for
j = 0, . . . ,m− 1, p(i)[j] = |{P[j′] = 1 : ∀k 6∈ {f1, . . . , fi}, (j′ − j)[k] = 0}|.
Proof. By induction on i.
• The case i = 1. The algorithm assigns to p(1)[j] the value of p(0)[j] + p(0)[j + 2f1 ] = P[j] + P[j + 2f1 ]. Note that
{P[j′] : ∀k 6∈ {f1}, (j′ − j)[k] = 0} = {P[j], P[j + 2f1 ]}. Since the summed values are 0’s and 1’s, the lemma follows
for P in this case.
• The case i > 1. The algorithm assigns to p(i)[j] the value of p(i−1)[j] + p(i−1)[j+ 2fi ]. By induction hypothesis:
p(i−1)[j] = |{P[j′] = 1 : ∀k 6∈ {f1, . . . , fi−1}, (j′ − j)[k] = 0}|
and
p(i−1)[j+ 2fi ] = |{P[j′] = 1 : ∀k 6∈ {f1, . . . , fi−1}, (j′ − (j+ 2fi−1))[k] = 0}|.
Note that {P[j′] = 1 : ∀k 6∈ {f1, . . . , fi}, (j′ − j)[k] = 0} is exactly
{P[j′] = 1 : ∀k 6∈ {f1, . . . , fi−1}, (j′ − j)[k] = 0} ∪ {P[j′] = 1 : ∀k 6∈ {f1, . . . , fi−1}, (j′ − (j+ 2fi))[k] = 0},
since the bit fi in the binary representation of j′ − j can be either equal to or not equal to j.
The lemma then follows for P . The proof for T is similar. 
Denote by l = (l1, . . . , li) the list of bit indices in F ∪ {g1, . . . , gi′} (where i′ = i − |F |) ordered from the least to most
significant. Let l(j) be the number resulting from the assignment of the binary representation of j to the bits of l and 0 to
the bits of G \ l. Denote by P (j)|2i the 2i-long substring of P starting at location j having the values P[j], P[j + l(1)], P[j +
l(2)], . . . , P[j+ l(2i − 1)], and similarly T (j)|2i .
Lemma 5.2. for i = |F | + 1, . . . , logm and all j1, j2, pˆ(i)[j1] = tˆ(i)[j2] iff T (j2)|2i is an F-faulty-bit match of P (j1)|2i .
Proof. By induction on i.
• The case i = |F | + 1. By definition, T (j2)|2|F |+1 is the substring
T [j2], T [j2 + l(1)], T [j2 + l(2)], . . . , T [j2 + l(2|F |+1 − 1)],
and P (j1)|2F |+1 is the substring
P[j1], P[j1 + l(1)], P[j1 + l(2)], . . . , P[j1 + l(2|F |+1 − 1)],
where l = F ∪ {g1}. Note that the shift l(j) gives shifted positions with all possible values for the bits of l and 0 to the bits
of G− l. Thus, by the definition of an F-faulty match, T (j2)|2|F |+1 is an F-faulty-bit match of P (j1)|2F |+1 iff
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F-faulty-bit match Algorithm
Input: P ∈ {0, 1}m, T ∈ {0, 1}n, F = (f1, f2, . . . , fk) ⊆ [0.. logm− 1]
Pattern Processing
1 G← [0.. logm− 1] − F . Denote G = (g1, . . . , gd).
2 for j = 0 tom− 1 do
3 p(0)[j] ← P[j]
4 for i = 1 to |F | do
5 for j = 0 tom− 1 do
6 p(i)[j] ← p(i−1)[j] + p(i−1)[j+ 2fi ] (whenever both are defined)
7 for i = |F | + 1 to logm do
8 i′ ← i− |F |
9 for j = 0 tom− 1 do
10 pˆ(i)[j] ← 〈p(i−1)[j], p(i−1)[j+ 2gi′ ]〉 (whenever both are defined)
11 Let h(i) be any function h(i) : {pˆ(i)[j]} → [1..m]
(h(i) is the renaming function).
12 For all j, p(i)[j] ← h(i)(pˆ(i)[j])
Text Processing
13 for j = 0 to n− 1 do
14 t(0)[j] ← the number of text elements with address jwhich are 1
15 for i = 1 to |F | do
16 for j = 0 to n− 1 do
17 t(i)[j] ← t(i−1)[j] + t(i−1)[j+ 2fi ] (whenever both are defined)
18 for i = |F | + 1 to logm do
19 i′ ← i− |F |
20 for j = 0 to n− 1 do
21 tˆ(i)[j] ← 〈t(i−1)[j], t(i−1)[j+ 2gi′ ]〉 (whenever both are defined)
22 if the tˆ(i)[j] appeared as one of the values pˆ(i)[j′] then
23 t(i)[j] ← h(i)(pˆ(i)[j′]) (use the same renaming as for p)
24 else
25 t(i)[j] ← ⊥
Output
26 for j = 0 to n−m do
27 if t(logm)[j] = p(logm)[0] then
28 Report ‘‘there is an F match at location j’’
Fig. 3. The faulty bit algorithm for text longer than pattern.
– |{T [j′] = 1 : ∀k 6∈ F , (j′ − j2)[k] = 0}| = |{P[j′] = 1 : ∀k 6∈ F , (j′ − j1)[k] = 0}|, and
– |{T [j′] = 1 : ∀k 6∈ F , (j′ − (j2 + 2g1))[k] = 0}| = |{P[j′] = 1 : ∀k 6∈ F , (j′ − (j1 + 2g1))[k] = 0}|.
By Lemma 5.1,
t(|F |)[j2] = |{T [j′] = 1 : ∀k 6∈ F , (j′ − j2)[k] = 0}|,
p(|F |)[j1] = |{P[j′] = 1 : ∀k 6∈ F , (j′ − j1)[k] = 0}|.
Similarly,
t(|F |)[j2 + 2g1 ] = |{T [j′] = 1 : ∀k 6∈ F , (j′ − (j2 + 2g1))[k] = 0}|,
p(|F |)[j1 + 2g1 ] = |{P[j′] = 1 : ∀k 6∈ F , (j′ − (j1 + 2g1))[k] = 0}|.
Now, the algorithm assigns:
– tˆ(|F |+1)[j2] to be 〈t(|F |)[j2], t(|F |)[j2 + 2g1 ]〉, and
– pˆ(|F |+1)[j1] to be 〈p(|F |)[j1], p(|F |)[j1 + 2g1 ]〉.
Clearly, pˆ(|F |+1)[j1] = tˆ(|F |+1)[j2] iff
– t(|F |)[j2] = p(|F |)[j1], and
– t(|F |)[j2 + 2g1 ] = p(|F |)[j1 + 2g1 ].
Therefore, the lemma follows for this case.
• The case i > |F | + 1. Again, by definition, T (j2)|2i is the substring
T [j2], T [j2 + l(1)], T [j2 + l(2)], . . . , T [j2 + l(2i − 1)],
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and P (j1)|2i is the substring
P[j1], P[j1 + l(1)], P[j1 + l(2)], . . . , P[j1 + l(2i − 1)],
where l = F ∪ {g1, . . . , gi′}. Let l′ = l− gi′ , and define
l′(j) =
{
l(j) gi′ = 0
l(j)− 2gi′ gi′ = 1.
Then, T (j2)|2i can be split into the two substrings T (j2)|2i−1 , which is
T [j2], T [j2 + l′(1)], T [j2 + l′(2)], . . . , T [j2 + l′(2i−1 − 1)],
and T (j2+2
gi′ )|2i−1 , which is
T [j2], T [j2 + l′(1)+ 2gi′ ], T [j2 + l′(2)+ 2gi′ ], . . . , T [j2 + l′(2i−1 − 1)+ 2gi′ ].
A similar split can be made for P (j1)|2i . Since gi′ 6∈ F then T (j2)|2i is an F-faulty-bit match of P (j1)|2i iff
– T (j2)|2i−1 is an F-faulty-bit match of P (j1)|2i−1 , and
– T (j2+2
gi′ )|2i−1 is an F-faulty-bit match of P (j1+2
gi′ )|2i−1 .
By applying induction hypothesis for each we get that
– T (j2)|2i−1 is an F-faulty-bit match of P (j1)|2i−1 iff pˆ(i−1)[j1] = tˆ(i−1)[j2], and
– T (j2+2
gi′ )|2i−1 is an F-faulty-bit match of P (j1+2
gi′ )|2i−1 iff pˆ(i−1)[j1 + 2gi′ ] = tˆ(i−1)[j2 + 2gi′ ].
Since, the algorithm assigns
tˆ(i)[j] = 〈t(i−1)[j], t(i−1)[j+ 2gi′ ]〉
and
pˆ(i)[j] = 〈p(i−1)[j], p(i−1)[j+ 2gi′ ]〉,
the lemma then follows. 
Theorem 6. The faulty-bits problem where m < n, m is a power of 2, can be solved in O(|Σ |nm logm) time by a deterministic
algorithm.
6. Conclusions
The main contributions of this paper are:
1. A new and flexible model that encompasses the growing number of address errors in pattern matching problems.
2. Evidence that address errors are indeed conceptually and algorithmically different from the traditional content errors.
3. Some novel techniques, such as FFT over Z2, that have never been used in pattern matching and rarely in the theoretical
algorithms community, and a non-conventional form of the KMR algorithm.
We believe that both [1,2,4] and this paper are just the tip of the iceberg in pattern matching with address errors. Other
reasonable types of address errors, rearrangements or extensions to the proposed address bit errors could and should be
considered. As the current set of problems necessitates techniques some of which are new to the classical string matching,
it also gives hope for new research directions in the field of pattern matching.
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