Abstract. Though many compression methods are based on the use of variable length codes, there has recently been a trend to search for alternatives in which the lengths of the codewords are more restricted, which can be useful for fast decoding and compressed searches. This paper explores the construction of variable-to-fixed length codes, which have been suggested long ago by Tunstall. Using new heuristics based on suffix trees, the performance of Tunstall codes can in some cases be improved by more than 40%.
Introduction and Background
Huffman's classical algorithm [8] designs an optimal variable length code for a given distribution of frequencies of elements to be encoded. These elements can be simple characters, in which case this is a fixed-to-variable length code, but better compression can be obtained if the text at hand can be parsed into a sequence of variable length strings, the set of which is then encoded according to the probabilities of the occurrences of its elements, yielding a variable-to-variable length encoding.
When searches in the compressed text should also be supported, Huffman codes suffer from a problem of synchronization: denoting by E the encoding function, the compressed form E(x) of an element x may appear in the compressed text E(T ), without corresponding to an actual occurrence of x in the text T , because the occurrence of E(x) is not necessarily aligned on codeword boundaries. A probabilistic solution to this problem has been suggested in [12] . As alternative, [14] propose to change the Huffman code by reserving the first bit of each byte as tag, which is used to identify the last byte of each codeword, thereby reducing the order of the Huffman tree from 256-ary to 128-ary. These Tagged Huffman codes have then been replaced by End-Tagged Dense codes (ETDC) in [3] and by (s, c)-Dense codes (SCDC) in [2] . An alternative code based on higher order Fibonacci numeration systems and yielding similar features is studied in [11] . The three last mentioned codes consist of fixed codewords which do not depend on the probabilities of the items to be encoded. Thus their construction is simpler than that of Huffman codes: all one has to do is to sort the items by non-increasing frequency and then assign the codewords accordingly, starting with the shortest ones. This paper's objective is to push the idea of the compromise one step further by advocating again the use of fixed length codes. To still get reasonable compression, the elements to be encoded, rather than the codewords, will be of variable length, thus forming a variable-to-fixed length encoding. In a certain sense, this can be considered as the inverse of the basic problem solved by Huffman's algorithm. The original problem assumed that the set of elements to be encoded is given and sought for an optimal set of variable length codewords to encode those elements; the inverse problem considers the set of codewords as given, assuming furthermore that they are of fixed length, and looks for an optimal set of variable length substrings of the text which should be encoded by those codewords.
Dealing with the inverse problem can be justified by a shift in the point of view. The classical problem had as main objective to maximize the compression savings, or equivalently, using Huffman's formulation, to minimize the redundancy. The complementary approach considers as its main target a fast and easy decoding, for which a fixed length code is the best solution, but still tries to achieve good compression under these constraints. There are good reasons to view the coding problem as asymmetrical and to prefer the decoding side: in many applications, such as larger textual Information Retrieval systems, encoding is done only once while building the system, whereas decoding is repeatedly needed and directly affects the response time.
In the next section, we shall define the problem formally and also bring in previous work, in particular on Tunstall codes [18] , which are variable-to-fixed length codes. In Section 3 we suggest new algorithms, compare them with other variable to fixed length codes in Section 4 and describe experimental results in Section 5.
Consider a text of length n characters T = t 1 t 2 · · · t n to be encoded, where t i ∈ Σ and Σ is some general alphabet, for example ASCII. The text is to be encoded by a fixed length code in which each codeword is of length k bits, k being the only parameter of the system. The objective is to devise a dictionary D of different substrings of the text, such that |D| ≤ 2 k so that each of the elements of the dictionary can be assigned one of the k-bit codewords, and such that the text T can be parsed into a sequence of m dictionary elements, that is
is minimized.
The size of the encoded text will be km, which explains why one wishes to minimize the number m of elements into which the text is parsed. The reason for adding the combined size of the elements in the dictionary (1) is to avoid a bias: usually, the size of the dictionary is negligible relative to the size of the text, so that m will be dominant in (1), but without the sum, one could define one of the dictionary elements to be the entire text itself, which would yield m = 1.
More specifically, we are looking for an increasing sequence of integers 
The number of possible partitions for fixed m is = 2 n−1 , so that an exhaustive search over the possible partitions is clearly not feasible for even moderately large texts. Choosing an optimal set of strings c j might be intractable, since even if the strings are restricted to be the prefixes or suffixes of words in the text, the problem of finding the set is NP-complete [7] , and other similar problems of devising a code have also been shown to be NP-complete in [5, 10, 6] . A natural approach is thus to suggest heuristical solutions and compare their efficiencies.
A well known variable-to-fixed length code has been suggested by Tunstall [18] . Assuming that the letters in the text appear independently from each other, the Tunstall code 3 is iteratively built as follows: if Σ denotes the alphabet, the dictionary D of elements to be encoded is initialized as D ←− Σ. As long as the size of D does not exceed 2 k , the preset size of the desired fixed length k-bit code, one then repeatedly chooses an element d ∈ D with highest probability (where the probability of a string is defined as the product of the probabilities of its constituent characters), removes it from D and adds all its one letter extensions instead, that is, one performs
The resulting set D is a prefix free set, where no element is the prefix of any other, implying unique encodability. This property may be convenient in practical applications, but is not really necessary: even if the parsing of the text into elements of D can be done in more than one way, there are several possible choices of parsing heuristics for actually breaking the text into pieces, for example a greedy approach, choosing at each step the longest possible match. On the other hand, removing the constraint of unique encodability enlarges the set of potential dictionaries, which might lead to better compression.
Tunstall's procedure has been extensively analyzed [1] , and the assumption of independent character appearance has been extended to sources with memory [15, 17] . Our approach is a more practical one: instead of trying to model the text and choosing the dictionary based on the expected probabilities of the strings as induced by the model, we deal directly with the substrings that actually appear in the text and which can be processed by means of the text's suffix tree. This can be motivated by the fact that any theoretical model of the character generation process yields only an imperfect description of natural language text. For example, a Tunstall code assuming character independence may assign a codeword to the string eee according to its high associated probability, even though the string might possibly not appear at all in a real text; conversely, the probabilities of positively correlated strings like the or qu will probably be underestimated. The use of a suffix tree may restrict the strings to be chosen to such that actually appear, and possibly even frequently, in the text.
On the other hand, one might object that there is a considerable effort involved in the construction and the processing of a suffix tree. Though there are algorithms that are linear in the size of the given text, once the alphabet size is considered fixed, e.g. [19] , the overhead relative to the simple Tunstall construction might be larger than could be justified. But for applications where encoding is done only once, e.g., for large static IR systems as mentioned above, the additional time and space requirements might not be an issue. The details of the suggested heuristics are given in the following section.
A new procedure for constructing a variable-to-fixed length code
Given the text T = t 1 · · · t n , we start by forming the set S of all the suffixes s i = t i t i+1 · · · t n $ of the string T $, where $ is a character not belonging to the original alphabet Σ and considered smaller than any other character to ensure lexicographical order. Each such string s i is unique and may be used to identify the position i in the text T . The strings s i are then stored in a trie, which is a labeled tree structure, as follows: every internal node of the trie has one or more children, and all edges are directed from a node to one of its children; the edges emanating from a node are labeled by different characters of Σ, ordered left to right. Every node v of the trie is associated with a string s(v), which is obtained by concatenating, top down, the labels on the edges forming the path from the root to node v. The suffix tree of T $ is defined as the trie for which the set of strings associated to its leaves is the set S of the suffixes of T $. A preorder traversal of the suffix tree visits its nodes in lexicographical order of the corresponding strings.
This basic definition may yield a structure of size Ω(n 2 ), which can be reduced to O(n) by compaction, i.e., deleting, for every node v that has only a single outgoing edge to a node w, both the node v and this edge (v, w), appending the label of the deleted edge to the right of the label of the edge e which entered v, and directing e now to point to w. Schematically, a structure
where α ∈ Σ + denotes a string and b ∈ Σ is a character. This compaction process is applied repeatedly until no nodes with single outgoing edges are left. Thus in the compacted suffix tree, also called a suffix trie, edges may be labeled by strings, not just characters. Suffix trees and the related suffix arrays have been used for a myriad of applications in string processing, including recently for data compression [4] . Our approach is different and will be described next.
Each node v can also be assigned a frequency f (v), defined as the number of leaves of the subtree rooted at v. All the frequencies can be evaluated in a post-order traversal of the suffix tree. As mentioned, both the construction and the assignment of labels and frequencies can be done in time linear in the size n of the text.
The problem of constructing a variable to fixed length code, once the size 2 k of the set of codewords is fixed, is to choose an appropriate subset of the nodes of the suffix tree and use the corresponding labels as elements of the dictionary. The choice of the subset will be guided by the following analogy: an element that appears with probability p is ideally encoded in − log 2 p bits. This is closely approached by an arithmetic encoder, and approximated in Huffman coding, because of the additional constraint that the length of a codeword is an integral number of bits. Looking at the relation between the probability and the corresponding codeword length, but reversing the roles of what is given (codewords of length k bits) and what we are looking for (elements to be encoded), we conclude in our case that all the strings to be chosen should have approximately probability 2 −k .
The frequencies f (v) associated with the nodes in the suffix tree can be used to estimate the desired probabilities, but one has to be aware that several approximations are involved in the process. First, consider two strings x and y, such that a proper suffix of the first is a proper prefix of the second, in other words, there are non-empty strings x ′ , y ′ and z, such that x = x ′ z and y = zy ′ . The frequencies f (x) and f (y) give the number of occurrences of these strings in the text T , but not necessarily in any parsing of T into codewords. Since x and y may be overlapping, a part of the occurrences of y may not appear in the parsing. It does not even help to know the number of occurrences of the contracted superstring x ′ zy ′ , because the parsing is not necessarily forced to start the encoding of this string at its beginning: x ′ itself may have a proper prefix w, such that x ′ = wx ′′ , which could be encoded as part of a preceding codeword, for example if wx ′′ zy ′ is preceded in the text by h and hw happens to be a dictionary item. This example can obviously be further extended.
Second, in order to translate the desired probabilities 2 −k into frequencies which can be compared to those stored in the suffix tree, one needs to multiply them by the total number of elements in the partition of T , which has been denoted in the introduction by m. However, this gives rise to a chicken and egg problem: one needs knowledge of m to evaluate the frequencies, with the help of which an appropriate subset of nodes can be selected; the corresponding strings then form the dictionary and induce a partition of the text T into m ′ occurrences of the dictionary terms. There is no guarantee that m = m ′ .
We still shall base our heuristic on the frequencies f (v), but do not claim that these values reflect the actual number of occurrences. They can, nevertheless, serve as some rough estimate if one assumes that the overlaps mentioned above, which will bias the counts, are spread evenly over all the processed strings. To describe the heuristic, we need some definitions.
Definition 1: Given a compacted suffix tree, we define a cut C of the tree as a line crossing the path from the root to each of the leaves at exactly one edge.
Definition 2:
The lower border of a cut, LB(C), is the set of nodes of the suffix tree just below the cut, where we refer to the convention of drawing (suffix) trees with the root on the top and with edges leading from a parent to a child node pointing downwards.
Definition 3:
The upper border of a cut, UB(C), is the set of nodes of the suffix tree which are parent nodes of at least one node of the lower border. The following properties will be useful below.
Theorem: Given a compacted suffix tree with n leaves, and any cut C of the tree, we have
that is, the sum of the frequencies of the nodes of the lower border of all possible cuts is constant, and equal to the size of the underlying text n.
Proof: Each node in the lower border LB(C) is either a leaf node, or it is the root r of a subtree R for which f (r) is the number of leaves in the tree R. Since all the leaves are counted exactly once in the sum, the result follows.
Observation: Given a compacted suffix tree with n leaves, and any cut C of the tree, the strings associated with the nodes of the lower border LB(C) form a dictionary D which ensures unique encodability.
Proof: For the fact that at most one encoding is possible, it suffices to show that the strings form a prefix set. Assume on the contrary that there are two strings v and w in D such that v is a prefix of w, and denote the corresponding nodes in the tree by n v and n w , respectively. Then n v is an ancestor node of n w in the tree, and since both nodes belong to LB(C), the cut C crosses the path from the root to n w twice: once at the edge entering n w and once at the edge entering n v , in contradiction with the definition of a cut. Thus no string of D is the prefix of any other.
At least one encoding is always possible due to the completeness of the set, in the sense that a cut has been defined as a line crossing every path in tree. As a constructive proof, suppose that the prefix of length i − 1 of T has already been uniquely encoded, we show that exactly one codeword can be parsed starting at the beginning of the remaining suffix t i t i+1 · · ·. Consider a pointer pointing to the root of the suffix tree, and use the characters t i t i+1 · · · to be processed as guides to traverse the tree. For each character x read, follow the edge emanating from the current node and labeled by x. Such an edge must exist, because the tree reflects all the substrings that appear in the text. This procedure of stepping deeper into the tree at each iteration must ultimately cross the cut C, and the string associated with the first node encountered after crossing the cut, is the next element in the parsing.
Note that the strings associated with the upper border of a cut do not always form a prefix set, as can be seen in the example in Figure 1 .
From the observation we learn that it might be a good idea to define the dictionary as the lower border of some cut, so we should look for cuts C for which |LB(C)| = 2 k . Our first heuristic, which we call STT for Suffix-Trie-Tunstall, extends the Tunstall procedure, but working top-down on the compacted suffix tree with actual frequencies instead of an artificial tree with estimated probabilities. As alternative, the second heuristic, which we call DynC for Dynamic Cut, also works on the suffix trie, but traverses it left to right and constructs the lower border of the desired cut according to the local frequencies. One of the problems mentioned earlier was that one cannot estimate the frequencies without knowing their total sum. But because of the above Theorem, we know that if we restrict ourselves to choose the elements of the lower border of a cut, the sum of all frequencies will remain constant. We can therefore look for nodes v in the tree for which
Ideally, there should be 2 k such elements, but in practice, there is a great variability in the frequencies. We therefore suggest to build the dictionary incrementally in a left to right scan of the tree, adapting the target value of the desired frequency for the current element dynamically, according to the cumulative frequencies of the elements that are already in the dictionary. More formally:
The updated target value is obtained by dividing the expected sum of the frequencies of the remaining elements to be added by their number. This allows the procedure to set the target higher than initially, in case some elements have been chosen with very low occurrence frequency.
The strict compliance with the constraints imposed by deciding that D should be a complete prefix set turned out to be too restrictive. In many cases, a node with quite high frequency could have several children with very low occurrence rate, and including the strings associated with these children nodes in D would eventually clog the dictionary with many strings that are practically useless for compression. To avoid the bias caused by the low values, a lower bound B has been imposed on f (v) for the string s(v) to be considered as a candidate to be included in D. As a result, the dictionary was not complete any more, so to ensure that the text can be parsed in at least one way, D was initialized with the set of single characters. This, in turn, implied the loss of the prefix property, so the parsing with the help of the suffix tree needed to be supplemented with some heuristic, for example a greedy one, trying at each step to parse the longest possible dictionary element.
Decoding of the fixed length code is of course extremely simple. All one has to do is to store the strings of D consecutively as a string S, and refer to each element by its offset and length in the string S. These (off,len) pairs are stored in the dictionary table DT , which is accessed by 2-byte indices (in the case k = 16) forming the compressed text. Formally: For k = 12, in order to keep byte alignment, one could process the compressed text by blocks of 3 bytes, each of which decodes to two dictionary elements.
Comparison with other variable-to-fixed length codes
We now turn to a comparison with other variable-to-fixed length schemes, in particular those based on the various Lempel-Ziv techniques, though these are usually implemented with variable length codings. But the encodings can easily be transformed to be of fixed length, yielding a tradeoff between compression efficiency and decoding simplicity.
One of the Lempel-Ziv algorithms [24] , known as LZ78, and its popular variant LZW [21] are based on parsing the text into phrases belonging to a dictionary, which is dynamically built during the parsing process itself. The output of LZW consists of a sequence of pointers, and the size of the encoding of the pointers is usually adapted to the growing dictionary: starting with a dictionary of 512 entries, one uses 9-bit pointers to refer to its elements, until the dictionary fills up. At that stage, the number of potential entries is doubled and the length of the pointers is increased by 1. This procedure is repeated until the size of the dictionary reaches some predetermined limit, say 64K with 16-bit pointers. In principle, the dictionary could be extended even further, but erasing it and starting over from scratch has the advantage of allowing improved adaptation to dynamically changing texts, while only marginally hurting the compression efficiency on many typical texts. A fixed length encoding variant of LZW could thus fix the size |D| of the dictionary in advance and use throughout log |D| bits for each of the pointers.
The other LZ algorithm [23] , known as LZ77, produces an output consisting of a strictly alternating sequence of single characters and pointers, but no external dictionary is involved and the pointers, consisting of (offset, length) pairs, refer to the previously scanned text itself. The variant in [16] suggests to replace strict alternation by a set of flag-bits indicating whether the next element is a single character or an (offset, length) pair. A simple implementation, like in [22] uses 8 bits to encode a character, 12 bits for the offset and 4 bits for the length. Excluding the flag-bits, we thus get codewords of lengths 8 or 16. To get a fixed length encoding, the length of the shortest character sequence to be copied is set to 3 (rather than 2 in the original algorithm); thus when looking for the longest previously occurring sequence P which matches the sequence of characters C starting at the current point in the text, if the length of P is less than 3, we encode the first 2 characters of C. In the original algorithm, if the length of P was less than 2, we encoded only the first character of C. The resulting encoding therefore uses only 16 bits elements, regardless of if they represent character pairs or (offset, length) pairs. To efficiently deal also with the flag bits, one can use the same technique as in [22] , aggregating them into blocks of 16 elements each.
One of the challenges of LZ77 is the way to locate the longest matching previously occurring substring. Various techniques have been suggested, approximating the requested longest match by means of trees or hashing. We use here an adaptation of the fast method suggested in [22] , replacing the hashing of character pairs by a lookup in a table of size 2 16 and extending a previous occurrence as much as possible. Note, however, that the fixed length variant of LZ77 is no real competitor to Tunstall or the suggested heuristics, since there is no single fixed dictionary that can be used throughout. It is thus not possible to decode only selected short fragments.
There are several criteria by which different coding techniques could be compared. Those mentioned in [2] are compression ratio, encoding and decoding speed, and the facility to perform compressed matching, that is, searching for sub-strings directly in the compressed file. For our current study, we shall restrict attention only to compression efficiency and decoding time. Encoding is supposed to be done offline, as mentioned earlier, and in applications for which the encoding time is also important, one can hardly justify a heuristic using a suffix tree. As to compressed matching, all variable to fixed length encodings would perform equally badly: the problem is that a pattern to be searched for is not necessarily restricted to be one of the elements of the dictionary at hand, but could appear as a substring of the concatenation of several elements, and the number of relevant concatenations might be exponential in the length of the pattern.
Experimental results
To empirically test the suggested heuristics, we chose the following input files of different sizes and languages: the Bible (King James version) in English, the French version of the European Union's joc corpus, a collection of pairs of questions and answers on various topics used in the arcade evaluation project [20] , and the concatenated text of all the xml files of the inex database [9] . To get also different alphabet sizes, the Bible text was stripped of all punctuation signs, leaving only blank, upper and lower case letters 4 , whereas the other texts have not been altered 5 . entries, and k = 16, for a larger dictionary with 65536 elements. The first column lists also relevant statistics, the size of the files and the size of the alphabets, and the second column gives the parameter k. All compression figures are given as the ratio of the size of the compressed file to the full size before compression. The column headed expected gives the expected compression of the Tunstall code: let A = ∑ v∈L p v ℓ v be the average length of a Tunstall dictionary string, where L is the set of leaves of the Tunstall tree, p v is the probability corresponding to leaf v, and ℓ v is its depth in the tree. Then n/A is the expected number of codewords used for the encoding of the text, so the expected size of the compressed text is kn/8A, and the compression ratio is k/8A. As noted above, the Tunstall dictionary contains many strings that are not really used. The column headed actual is the result of actually parsing the text with the given dictionary, giving quite similar results.
A significant improvement can be observed for the use of STT versus that of Tunstall, and for the larger dictionaries, with k = 16, STT was even able to cut the Tunstall encoded files to about 55-68% of their size. The results for DynC are given for several bounds. Interestingly, on all our examples, compression first improves with increasing bound, reaches some optimum, and then drops again. This can be explained by the fact that increasing the bound leads to longer strings in the dictionary, but increasing it too much will imply the loss of too many useful shorter strings. Table 1 The graph in Figure 2 compares the performance of STT with that of a fixed length LZW variant, as described above, for encodings of lengths 12 to 18 bits. To enable similar decoding conditions, the dictionary of LZW has been chosen to be fixed, so once it filled up in the initial stage, it did not change any more. The plotted values are the relative sizes, in percent, of the compressed files relative to the uncompressed ones, and correspond to the English text used in Table 1 . We see that while both curves are clearly decreasing, the fixed length LZW is preferable up to 15 bits encodings, but for larger dictionaries, STT is clearly better. A comparison of STT and DynC with other methods can be found in Table 2 . The sizes are given as a percentage of the size of the file compressed by Tunstall, corresponding to 100%, with a dictionary of 2 16 entries. Regular Huffman coding, based on the individual characters, is only 10-12% better than Tunstall. The values for LZW and LZ77 correspond also to 16-bit codewords, as explained in Section 4 above. Note that the compression figures by LZ77 are actually worse than those of Tunstall for the French and English files, and are brought here only for reference, since the method is inherently adaptive and thus cannot compete with the others, which are all based on static dictionaries. The values for DynC correspond to the parameter B that gave the best results in Table 1 . On the given examples, DynC is inferior to STT and even to LZW, but we saw in Table 1 that this is not always the case.
Still better compression can be obtained if one does not insist on fixed length codes, as for SCDC [2] , where the values are given for the best (s, c) pair, or Fib3 [11] . These last two methods are only mentioned to give an idea of the compressibility of the test files and cannot directly be compared with the other methods, because SCDC and Fib3 are based on encoding the different words of the text, rather than the characters. We here limited the number of encoded elements also to 2 16 , which is more than the number of words in the Bible. For the French and xml texts, the excess words were encoded letter by letter, so that the total dictionary consisted of 2 16 elements. Table 3 is a comparison of timing results, measuring the decoding time of the entire file. Values are given in seconds. We see that the decoding time is roughly proportional to the size of the file for the fixed length codes, and thus slightly better for STT and DynC than for Tunstall. On the other hand, the decoding of the variable length Huffman codes is more involved and takes on our tests about 2.5 times longer, even though the files are shorter than for the corresponding fixed length encodings.
