This paper analyses the error behavior of iterative decorivolution algorithms when the distorting system has a frequency response that has negative real part or has a finite number of isolated zeros. The existence of these zeros at a finite number of discrete frequencies results in an inability of the deconvolütion algorithm to restore the lost information at these frequencies with a small number of iterations.
isolated zeros. The existence of these zeros at a finite number of discrete frequencies results in an inability of the deconvolütion algorithm to restore the lost information at these frequencies with a small number of iterations.
A new algorithm is suggested that incorporates multiple distorted versions of the signal and results in a restoration error that approaches zero with a small number of iterations.
UNCONSTRAINED ITERATIVE DECONVOLUTION
In general an appropriate mathematical representation for a distorting system is y=Dx (la) where x is the unknown input signal, y is the known output signal and D is a known distortion operator or transformation. A standard technique for finding a solution to Eq. (la) is based upon the iteration equation
Xk+l
A y + (I_XD)xk (ib) where I is the identity operator and A is a convergence parameter that must be chosen.
For the class of linear shift invariant distortions y=h*x (2) and x(n) can be found iteratively using the algorithm, * x0(ri) = A h (-n) * y(n) xk+l(n)_xk(n)+xh(_n)*[y(n)_h(n)*xk(n) 1 (3) where * denotes convolution, * denotes complex conjugation and h(n) denotes an approximation to the impulse response of the distorting. or blurring system h. This algorithm is henceforth referre to as algorithm #1.
The convolution with h (-n) in the above algorithm has been in- algorithm when the Fourier transform of i(n) has a negative real part [1] .
Using frequency domain notation, if X(w) and Xk() represent the Fourier transform of the original and restored signal after k iterations respectively, then it is easily shown that
where Fl(w) and T(w) represent the Fourier transform of the impulse response of the original blurring system and its approximation, respectively.
Using the above notation, the spectrum of the restoration error of the k-th iteration can In this case the iteration can be guaranteed to converge to a unique solution [1] .
It is assumed that 1-1(w) approximates -1(w) as close as possible, so that their ratio approaches one, so that according to equation (5), the error spectrum approaches zero.
At frequencies where 14(w)=O , inequality (7) is not satisfied (the operator (I-AD) is not a contraction anymore but it is simply nonexpansive [1] ).
In this case it can be seen from equation (4) that Hk(w)=O, at these frequencies and according to equation (5), Ek(w)=X(w). Thus, with an infinite number of iterations the continuous error spectrum will approach zero everywhere xcept for a finite number of frequencies where F1(w)=0 .
At this discrete set of frequencies the error spectrum is equal to the signal spectrum.
It can be argued that because the error spectrum differs from zero on a set of zero measure, perfect restoration can be achieved with an infinite number of iterations [2] . and for the common case of periodic pulses ((w) has equally spaced zeros) the resulting error in the time domain has a periodic nature.
Thus, according to the above discussion the passing of the original input signal through the blurring system, results in absolute loss of information at frequencies where H(w)=0 , so that the convergence of the unconstrained iterative deconvolution algorithm is slowed down. In order to speed up the convergence of the algorithm this lost information must be incorporated in the algorithm.
To illustrate the above result, consider an approximation to the impulse response of the distorting system of the form n=0,l,. . .,M-l According to this algorithm, the same unknown signal is input to two different distorting systems. That is,
where y1(n) and y2(n) are known output signals and h1(n) and h2(nT, the impulse responses of the two distorting systems which are approximated by h1 (n) and h9(n) respectively. Then the origtnal signal x(n) can be recovered from y1(n) and y2(n) by using the algorithm x0(n)=A1Tc1*(n)*y1(n) + A22*(n)*y2(n)
where convolution with i *() and *(_) has been included again in oF'der to en?Sure convergence of the algorithm when the Fourier transforms of h1(n) and h2(n) do not have nonnegative real parts.
We refer to this algorithm as algorithm #2.
In this case using frequency domain notation it can be shown that Conceptually this means that the information of the original spectrum X(w) that is lost at the frequencies where H1(o) is zero, is provided to the algorithm by H9(cu) , and vice versa. Thus, the algorithm described by Eq. (11) converges to a unique solution much faster than the algorithm described by Eq. (4), and the spectrum of the restored signal Xk(u) is smoother.
The restoration error that results with the application of the algorithm #2 has a form that is the superposition of the errors that would have resulted if H (w) and H (u) had been applied separately, but aproaches zro much faster. In the case that H1(u) and I-19(u) have one or more zeros in common, the spectrum of the restored signal Xk() exhibits a larger error at the frequencies of the common zeros but again algorithm #2 performs much better than algorithm #1 with the use of H1(w) or
The choice of the parameters A1 and A.7 is determined by the requirement that te operator (I-A101-A202) must be a contraction in order for the unconstrained algorithm to converge to a unique solution. The operator (I-A1D1-A202) is defined by an equation similar to Eq. (lb) with the use of Eq. (10).
It is easily shown that To illustrate the effectiveness of the new algorithm, consider approximations to the impulse responses of the distorting systems of the form described by Eq. (8), where for h (n) M=l6 and for h2(n) M=9. The same sequence x1(n) described by Eq. (9) is used in this example.
Due to the facts that, a) the zero of H(u) for u7ii/8 is very close to the zero of H7(w) for oi=8it/9 while the other zeros are quite ar apart, and b) the values of the spectra of the blurred signals Y1(U)) and Y2(w) are close to zero for frequencies around ü7ii/8 , the effect of this "almost" common zero on the spectrum of the restored signal Xk(w) is shown in Fig. 2 (aJ for 1000 iterations, X1=A =0.9 and h2(n)=h9(n) .
It is very cear that tFie spectrum s}iown Th Fig. 2(a) is much smoother and close to the original one ( Fig. 1(a) ), than the one shown in Fig. 1(b) for the same number of iterations. The corresponding restoration error that is shown in Fig. 2(b) , is still periodic and it can be seen to be much smaller than the error shown in Fig. 1(c) .
The mean squared restoration error (MSE)
between the original signal x(n), and the restored signal xk(n), has been chosen as a criterion for comparing the effectiveness of the two deconvolution algorithms analysed in this paper. The simulation results that have been obtained for both the deconvolution algorithms, using different length blurring functions, are shown in Fig. 3 . Each curve in this figure represents the MSE in a logarithmic scale as a function of the number of iterations. The curves labeled A and B were obtained by application of,the algorithm #1.
In both cases A=l.8 , h(n)h(n) , and the blurring function was described by eq. (8). For curve A, M=17, and for curve B, M=9. The curves labeled C and 0 were obtained by application of the alorithm #2.
In both cases A1=X 1 .8
the burring function were describd by Eq. (8), and for h1(n) M was equal to 16. Te parameter M (eq. 8) for the blurring function h9(n) was equal to 9 for curve C and equal to 17 foe' curve D.
The much better result represented by the curve labeled 0 is due to the fact that the frequency responses of the two blurring systems H1(U)) and H2(U)) have zeros close to each other at low frequencies and zeros far apart from each other at high frequencies where the amplitude of the spectra of the blurred signals Y1 ( w) and Y2( w) are small.
Conceptually this means that the term inside the brackets in eq. (12) The improvement that is achieved by the new algorithm with respect to the mean-squared restoration error, is on the order of 48dB for 2000 iterations, as it can be seen in Fig. (3) , while the computational effort is slightly bigger.
Another important feature of the new algorithm is that it can be applied in cases when the inverse filter does not exist. Also note that the algorithm described by Eq. (11) is different from the results from the algorithm Even if all the resulting zeros are off the unit circle, the system may not be minimum phase and therefore it will not be possible to obtain a stable inverse filter.
The case in which constraints have been incorporated in the new algorithm, can be analysed as described in the paper by Schafer, at al [1] .
Obviously in this case since the operator (I-A1D1-X209 ) is a contraction, the constraint opeator C'-need only be nonexpanding in order for their product to be a contraction. Some initial results are shown in Fig. (4) . The incorporation of a positivity constraint [1] results in a much smaller MSE with the use of both algorithms, but still the algorithm #2 performs better, as can be seen by comparing the (Bi M16 , X1.8. (Di) X1X2'.9 ;i1(n) M=16 ,Ti2(n) M17.
