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Abstract 
As extension of the Kleene star to pictures, we introduce the operation of tiling. We give 
a characterization of recognizable picture languages by intersection of tilings by finite sets of 
pictures. @ 1999 Elsevier Science B.V. All rights reserved. 
1. Introduction 
In this paper, we considerer picture languages as sets of rectangular arrays of sym- 
bols. Many formalisms have been introduced to generalize the notion of recognizable 
languages to the case of picture languages. In [6], Giammarresi and Restivo introduce 
the notion of local picture languages which is a direct extension of local string lan- 
guages. They then define recognizable picture languages by projection of local picture 
languages ~ this is a well-known property in string languages. 
This class is very interesting since it corresponds to the class of picture languages 
recognizable by a particular class of cellular automata called on-line tessellation au- 
tomata [13], and to the class of picture languages definable by existential expressions 
in monadic second-order logic [9]. A survey of the topic is given in the “Handbook 
of Formal Languages” [8]. 
In the string language theory, it is well known [4, 14, 15, 191 that any recognizable 
string language can be obtained by projection of the intersection of the star of two 
finite languages. Formally, if a string language R over E is recognizable, there exist 
two finite string languages A and B over an alphabet Z’ and a letter-to-letter morphism 
cp : Z’* + C* such that 
R*=cp(A*nB*). 
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It turns out that for any R C C*, R is recognizable if and only if there exist a 
letter-to-letter morphism cp : C’* + C* and two finite sets A, B c (C’ U {#})* such that 
R={cp(o)l#w#EA*nB*}. 
We are interested in finding a similar characterization of recognizable picture lan- 
guages. To do that, we need to extend the Kleene star to pictures. We propose an 
extension in terms of tilings. Given a picture language L, the Kleene star of L, denoted 
by L**, is the set of all pictures that can be tiled by pictures of L. 
2. Preliminaries and notations 
We assume the reader to be familiar with basic formal language theory (see [3,5] 
for more precisions). For picture languages, we recall some definitions from [8]. Let C 
be a finite alphabet. A picture over Z is a two-dimensional rectangular array of letters 
of Z. We denote the set of all pictures over C by Z**. 
For a picture p of size (n,m), where n is the number of rows and m the number 
of columns of p, we denote by p(i, j) the letter of C which occurs in ith row and 
jth column (starting from the left-top comer). The set of all pictures of size (n,m) 
over C is denoted by Pm. We denote by j, also called bounded picture of p, the 
(n + 2, m + 2) picture over C U {#}, where # is a special letter which does not belong 
to C, defined by 
1. ViE[l,n+2] p(i,l)=p(i,n+2)=#, 
2. Vji[l,m+2] P(l,j)=>(m +2,j)=#, 
3. ViE[2,n+l], jE[2,m+l] 3(i,j)=p(i-l,j-1). 
For instance, if we consider the alphabet C = {a, b, c}, we have for the picture p: 
Let p be a picture of size (n,m) over an alphabet EC. For r <n and s<m, we denote 
by T,,,(p) the set of the (Y,s) sub-pictures of p: 
T,,,(P) = 
3xE[O,n-r],yE[O,m-s] YiE[l,r],jE[l,s] 
q(U) = p(x + i, Y + j) >- 
With pictures we have two concatenation products. Let p be an (n,m) picture and p’ 
be an (n’, m’) picture. The row concatenation of p with p’, that is denoted by p 8 p’, 
is defined if and only if m = m’ and is the (n + n’, m) picture satisfying 
Vi E [Lnl,j E U,ml (p 8 p’)(i,A = p(i,.d, 
ViE[l,n’],jE[l,m] (p@p’)(n+i,j)=p’(i,j). 
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In the same way, the column concatenation of p with p’, that is denoted by p (D p’, 
is defined if and only if n = n’ and is the (n, m + m’) picture satisfying 
ViE[Lnl, jELm1 (pcDp’)(i,j)=p(iA 
Vl E [Lnl, jE Lm’l (p@p’)(i,m +j)=p’(W. 
We also define a clock-wise rotation over pictures. Let p E Z”‘~” be a picture. The 
rotation of p, denoted by PR, is a picture over C of size (n,m) such that 
U 
Pm,1 . . . Pl,l 
pL: :. 
pm,n ‘. Pl,n 
A picture language over C is a subset of Z**. The operations of concatenation and 
rotation are extended to languages. Let L and K be two picture languages. 
LeK= {peqlpEL,qEK}, 
La% = {paql PEL>qEK), 
LR = {pRI PEL}. 
Iterations of column concatenation or row concatenation define the star operators. 
Let L be a picture language. 
L@’ = L, L@+l = L 8 Lf3, L@* =gL”‘, 
LO” =L LaG+l = L QLai, 3 La* =gLV 
Let L be a picture language. We define T,,(L) = UpEL Tr,,(p). The definition of 
local picture languages is a direct extension of the notion of local string languages. 
Definition 2.1. Let L be a picture language over C. The language L is local if there 
exists a set d of (2,2) pictures over ZU {#} such that L = {p E C** ) T*,*(j) C A}. 
The class of all local picture languages over an alphabet C is denoted by Loc(C**). 
We know that every recognizable string language is the image by a letter-to-letter 
morphism of a local string language. We then need to define maps on pictures. Let C 
and Z’ be two finite alphabets and let rc : C + C’ be a map. The projection by x of a 
picture p E C”~“’ is the picture p’ E Z”‘~” such that for all 1 <i <n, 1 <j 6 m p’(i,j) = 
x(p(i, j)). We note p’ = x(p). By extension, we denote by x(L) the image by rc of 
the language L over Z and n(L) = {p’ E Z’** IZIp E L p’ = x(p)}. 
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Definition 2.2. Let L be a picture language over C. The language L is recognizable 
if there exist a local picture language L’ over C’ and a map rr : C’ + Z such that 
L = Z(L’). 
The set of all recognizable picture languages over an alphabet C is denoted by 
Rec(C** ). In [ 161, we also give a finer characterization of recognizable picture lan- 
guages by using the so-called hv-local picture languages. 
Definition 2.3. Let L C .Z** be a picture language. The language L is hv-local if there 
exists a set A of horizontal and vertical dominoes over C U {#} such that L = {q E 
x** I Tl,2(4>U T2,1(@)C A}. 
The set of all hv-local picture languages over an alphabet C is denoted by 
hv-Loc(C**). 
Proposition 2.4. Let L C: .Z** be a picture language. The language L is recognizable 
zf and only if there exist a hv-local picture language L’ over C’ and a map 71: C’ + C 
such that L = 7t(L’). 
The main implication of this result is the possibility of treating recognizable pic- 
ture languages with well-known tools of string language theory by using row-column 
combination (for more details, see [ 161). 
Definition 2.5. Let A and B be two string languages over an alphabet C. The row- 
column combination of A and B, denoted by A @B, is the picture language containing 
all pictures p such that: all rows of p (taken as string) belong to A and all columns 
of p (taken as string from top to bottom) belong to B. 
Proposition 2.6. Let L be a picture language over C. The picture language L is 
recognizable tf and only if there exist two recognizable string languages A and 
B over an alphabet X and a projection 71 from X into Z such that L= 
n(A @B). 
The class Rec(C** ) contains finite picture languages and is closed by concatenation, 
star operators, union, intersection and rotation. 
The last tool we need is the Cartesian product of two picture languages. 
Definition 2.7. Let p E Z** and q E Z’** be two pictures. The Cartesian product of 
p and q, denoted by p @ q, is defined only if size(p) = size(q) and is the picture 
f E (C x Z’)** of the same size satisfying 
ViE[l,row(p)l, j E [l,Wp)l f(i,j)=(p(i,j),q(i,j)). 
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Let L C Z** and K C Z’** be two picture languages. The Cartesian product of L 
and K is the picture language over C x C’ defined by 
L@K={_/-E(Z~Z’)**I~~EL,~EK f=p@q}. 
Proposition 2.8. Let L E Rec(X**) and K E Rec(Y**) be two recognizable picture 
languages. The language L @ K is a recognizable picture language over X x Y. 
3. An example of recognizable language 
Before continuing, and in order to manipulate the tools we have introduced, we 
are going to address the k-queens problem by showing that the set of pictures which 
represent chessboards (squares) of any size where there are as many queens as rows 
and such that no queen strikes another queen is a recognizable picture language. This 
example is inspired by 1171 where the 8-queens problem is treated. 
For instance, with the alphabet Z = { n , , B, El}, the following two pictures are in 
this language we denote by L: 
For the moment, we forget the colors of the chessboard and we study only the 
positions of the queens. In the associated local language, denoted by L’,, it suffices to 
mark the struck squares with arrows denoted by X = {r, /‘-, \, L, J, t,\}. For 
instance, the strikes of the higher queens in the 5 x 5 chessboard are noted: 
Since a square can be (and should be) struck by several queens, we use the sub- 
sets of X that we denote by Y = 2x. For the chessboard of the previous example, 
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we have 
It suffices, then to verify (a) that from each queen starts all arrows, (b) that each 
arrow comes from an arrow in the same direction or from a queen, (c) that no arrow 
strikes a queen and (d) that each arrow points an arrow in the same direction or a 
border. All these verifications are clearly local. We note Li the image of this local 
language by the projection which associates a white square with letters of Y and a 
queen with a queen (we note C’ = { }); this recognizable language contains all 
pictures of Z’** where no queen is checked. 
Nevertheless, we have to verify that we have a square and that there is as many 
queens as lines. To do that, we build a language 
a queen by line and by column. We define LZ = 
And yet, we just have to color the chessboard. 
1 squares that have 
and L3=L1nLZ. 
We use the Cartesian product of L3 with L4 which contains all chessboards (with 
no queen and of size greater than (2,2)) over the alphabet C” = (4 
In order to obtain Lq, it suffices to take: 
We define LS = L3 @I L4 which is recognizable and we consider the projection 71 from 
C’ x C” into C: 
We have L = n(L.j) which is a recognizable picture language. 
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4. Tiling operations 
In order to define tilings using a set of pictures, we can use concatenation and star 
operations we have already seen. Nevertheless, as we can see in the following example, 
these definitions do not correspond to the intuitive idea of tiling. 
Example. We consider the picture language L which contains pictures with the fol- 
lowing shape: 
Hence, (Le*)a* and (LQ*)e* do not contain the picture p with the shape: 
moo 
P’ EIH q . q 
In fact, p belongs to (Le*)a* if there exist in Le* i pictures ~1, p2,. . . , pi such 
that p = p1 a p2 a~ . . CD pi. But for p, there is a unique vertical factorization: 
mu El 
P= EH 00 cl 
and the first picture does not belong to Le*. 
We can define another star operation we denote by ea*. 
Definition 4.1. Let L C: Z** be a picture language. We define: 
1. Lea)” =L 
2. ~ea,i+i L~erni u Leai e~eO u fear aLem, 
3. Lea* = (J,,, Lea;. 
Example. We consider the picture set L and the picture p from the previous example, 
we have p E Lea*, since: 
and 
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Nevertheless, the following picture p’ does not belong to Lea* since it cannot be 
obtained by concatenation of pictures of L: 
A coherent “tiling” which contains pictures like the one given in the example consists 
in finding a partition of the picture where each component is a picture of the first 
set. 
Definition 4.2. Let p be a picture of Z**. A sub-domain of p is a set with the 
form {x,. . . ,x’} x {y,. . * ,y’} such that 1 <x<x’<row(p) and 1 <y<y’dcol(p). We 
denote by D(p) the set of all sub-domains of p. 
Let d= {x ,..., x’} x {u ,..., v’} E D(p) be a sub-domain of p. The sub-picture of p 
associated with d, denoted by spic(p, d), is the picture of size (x’ - x + 1, y’ - y + 1) 
such that: 
vi~[l,x’-x+ 11, j~[l,y’-y+ I] spic(p,d)(i,j)=p(x+i- l,r+j+ 1). 
Example. With the alphabet C = {a, b, c}, the picture: 
and the sub-domain d = {2,3,4} x {3,4}, we have: 
Definition 4.3. Let L be a picture language over C. The set of all tilings by L, also 
called L-tilings and denoted by L**, is the picture language which contains all pictures 
p satisfying: 
3d 1,. . . , dk E D(p) a partition of { 1,. . . , row(p)} x { 1,. . . , d(p)} 
such that 
V’i~[l,k] spic(p,di)EL. 
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This definition is coherent with the usual notion of tiling used, for example, to tile 
polyominoes or the plane [ 1,2, 10-121. Matz defines another kind of “tilings” obtained 
by concatenation i  [ 181. 
Note that if the pictures of L have the same size, we have (Le*)Q* = (L@)@* = 
LeQ* =L**; then the notation L** is coherent with the fact that Z** denotes the set 
of all possible pictures over the alphabet C. 
5. Closure of recognizable languages by tiling 
Giammarresi and Restivo have shown in [7] that the set of all pictures obtained 
by tiling by a finite set of polyominoes is recognizable. With the same idea, it is 
straightforward to see that the language obtained by tiling by a finite picture language 
is also recognizable. In this section we extend this result to tilings by a recognizable 
picture languages. 
Proposition 5.1. Let L E Rec(C**) be a recognizable picture language. The language 
L** is recognizable. 
Proof. It is clear that it suffices to show that the L-tiling with L hv-local is recogniz- 
able. Let L E hv-Loc(C** ) a hv-local picture language. We denote by A the set of 
authorized ominoes of L. 
Let C4 be the picture language over X = { 1,2,3,4} where each 4-connected com- 
ponent (of the same color) is a rectangle. The language C4 is local. The associated 
authorized omino set is 0 defined by 
a,b,c,dEXU{#} VXEX la.b.c.d[,#3 . 
It means that tiles with exactly three identical letters are prohibited. For instance, 
the following tiles do not belong to 0: 
Let p be a picture and a partition of p. Since the graph which links neighboring 
(considering the Von Neuman’s neighboring) components of the partition is a planar 
graph, we can color this graph with 4 colors. It follows that for each partition, we can 
find a corresponding picture in G. Conversely, to each picture of C4 corresponds a
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partition: 
Let K be the picture language Z** 18 CJ. By using Proposition 2.8, we know that K 
is recognizable. We define a set of dominoes A’ = AA U AL constructed from A: 
a,bEC,iEX 
u 
a,bEC,i#jEX 
Let K’ be the subset of K defined by 
K’ = {P E K I T1,2@) U T2,1@) C A’). 
The tiles of A’ simply verify that two adjacent cells in the same component - colored 
with the same letter of X - can appear in L and that two adjacent cells which are not in 
the same component can be placed on the border in L. It is straightforward to see that 
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K’ is recognizable. That follows that the image of K’ by the projection n : C x X -+ C 
which associates a with (a,i) is also recognizable. It is clear that L** = rc(K’) E 
Rec(C**). q 
We note that it is an open question to know whether or not the class Ret is closed 
under the operation 0 0 *. 
6. Characterization of recognizable picture languages 
In the string language theory, it is well known [4, 14, 15, 191 that any recognizable 
string language can be obtained by projection of the intersection of the star of two 
finite languages. Formally, if a string language R over C is recognizable, there exist 
two finite string languages A and B over an alphabet C’ and a letter-to-letter morphism 
cp : C’* + .?l* such that 
R* = ‘p(A* n B*). 
It turns out that for any R E Rec(Z* ), there exist a letter-to-letter morphism cp : 
C’” + c* and two finite sets A, B c (C’ U {#} )* such that 
R={cp(o) 1 #~#EA* nB*}. 
In this section, we try to extend this result to the two-dimensional case by using the 
operation of tiling we have defined. 
Proposition 6.1. Let L C: Z** a picture language. The language L is recognizable if
and only if there exist two yinite) sets of (C’ u {#})‘~’ U {m} denoted by Al, and A2 
and a projection n : C’ -+ C such that: 
L={n(p) 1 j~A:*flA;*}. 
Proof. Since the family of recognizable picture languages contains finite sets and is 
closed by tiling, intersection and projection, it is clear that the right-to-left implication 
is true. Conversely, it suffices to show that for any hv-local picture language L, we 
can construct sets Al, A2 and a projection rc which satisfy the property. We denote by 
A the set of authorized dominoes in L, and from A we define the set A’ of authorized 
(2,2) tiles in L (any hv-local language is local): 
A’ = {P E (Cu {#))232 I T2,1(p) C A A T1,2(p) c: A). 
The idea of the proof is similar to the one for string languages. From the local 
language we construct the sets Al and A2 so that for all bounded pictures the tiling 
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by Ar begins on the (1,1) cell and the tiling by A2 on the (2,2) cell. To do this, we 
color the cells with four distinct colors. 
We define: 
c’= {u*,u2,a3,u4 1 aE C}. 
The index corresponds to “colors” we impose to squares. We want to obtain a 
coloring like: 
We denote by rc the projection from (C’U {#}) + (C U {#}) which associates # with 
# and a with ai E C’. We denote by Ci the set of all letters of C’ whose index is i 
(in {L’L3,4}). 
Only the tilings by Al can begin on ( 1,l): 
A, = f’(k) n 
And the tiling by A2 shou Id begin on (2,2): 
UE{#}U& bE{#}u& 
CE{#}U& dE{#}uC, u {@ 
A2 = &(A’) n 
aE{#}uC1 bE{#}u& 
CE{#}U& dE{#}u& 
UE{#}U& 
bE{#}U& 
## \{Hl a b UE{#}U& bE{#}u& 
u {El}. 
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Let p’ be a picture of ,Yrn,” such that 3’ belongs to A:*. We have 
vp’ E Zfrn.” 
ji’ E A;* 
u 
kE[2,m+l],jE[2,n+l] 
I 
jY( i, j) E zll =+ 
j’(i,j) E c2 =+ 
< 
j’(i,j) E c3 * 
j’(i,j) E c4 =+ 
\ 
In the same way, if p’ belongs to AZ*, we have 
Vp’ E C’“,” 
j’ E A;* 
u 
ViE[2,m+l],jE[2,n+l] 
(Pl) 
Let a E C’ be the top left letter of p’: a = j’(2,2). This letter can belong to Cl or 
Cz. Nevertheless by using the definition of Ai and Properties (Pi) (i E { 1,2}), we show 
that the only possible case is a E Cl. In fact, if a E Ci with i E { 1,2}, using to (Pi), 
we have 
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Since such tiles only occur in Al, a belongs to Ci. With the same reasoning, we show 
that if jj’ belongs to AT* for i E { 1,2}, we have 
Vi, 1<2i+ldmVj, 162j+l<n 
$(2i + 1,2j + 1) p’(2i + 1,2j + 2) 
j’(2i+2,2j+l) j’(2i+2,2j+2) EA” (p> 
Vi, 1<2i<m Vj, 162jGn mi~h. 
Example. For the picture p’ whose bounded picture belongs to the respective tilings 
by AI and AZ: 
These 
Ic31a~lb3jc~IhI 
different tilings are: 
and 
In other words, the property (P) means that all sub-pictures in T~,J@‘) are in an 
A;. The picture p = n(p’) E Z** is such a picture of K since we have 
It 
TI,~@) C 7C’1,2641>> C &,2(&C 4 
T2,1(~)~71(T2,1(Al))~T2,,(d’)Cd. 
turns out that p is a picture of L. 
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Conversely, for an arbitrary picture p E L, it is easy to construct a picture p’ E n-‘(p) 
such that j’ belongs to AT* and AC* - it suffices to choose the right “colors”. 0 
By using the definition of recognizable picture languages by row-column combination 
(see Definition 2.5 and Proposition 2.6) of recognizable string languages, we directly 
obtain the following proposition. 
Proposition 6.2. Let L C Z** be a picture language. The language L is a recognizable 
picture language if and only if there exist two (finite) sets of pictures 
of (C’U {#})1,2 U {m} denoted by Al and AZ, two unite) sets of pictures of 
(C’ U {#})2,1 U {H} denoted by A3 and A4 and a projection 71 : 2’ + C such that: 
L={n(p) 1 j%AT*nA;*nA;*nA;*}. 
7. Strict tilings 
In this section, we are interested in characterizing recognizable picture languages 
by the intersection of tilings by one-dimensional finite picture languages. We need to 
introduce some technical definitions and properties to obtain these results. 
A k-tuple (Al,. . . ,Ak) of picture languages over C U {#} is called a k-tiling over 
C. The picture language defined by this k-tiling is denoted by _!Z(Al,. .,Ak) and is 
defined by 
T(Ai,..., Ak)={p~C** 1 jEAT*n ... nAz*}. 
Definition 7.1. Let (A 1, . . . , Ak ) be a k-tiling over an alphabet C. This k-tiling is called 
strict if 
2 (A, UH,..., Aku@) =Y(A+,A&H** 
where a is a new letter which does not belong to C. 
It means that in the k-tiling, letters of Z cannot be mixed with other symbols. The 
following assertion clearly holds. 
Assertion 7.2. Let (A,, . . . , Ak) be a strict k-tiling. The k-tiling (A:, . . . ,A:) is strict 
and 
_Y(Af ,..., A;)=2’(A1 ,..., A#. 
Proposition 7.3. Let L, K be two picture languages of Z** such that L = 
n(_Y(A,,...,Ak)) and K=o(Y(Bl, . . . , Bk)) where the k-tuples (Al,. . . ,Ak) and 
(Bl ,. . . ,Bk) are two strict k-tilings. Then, there exists a strict k-tiling (Cl,. . . ,Ck) 
such that LUK=tj(_!Y(c~,...,ck)). 
312 D. Simplot I Theoretical Computer Science 218 (1999) 297-323 
Proof. We give the construction of (Ct, . . . ,Ck) and t+Q. We can suppose that the al- 
phabets .Zr and &, of (At,...,&) and (Et ,. . . ,Bk), respectively, are disjoint. We take 
Ci=AiUBi. 
It is clear that if p E ~(CI, . . . , ck), then p E CT* or p E cf*. In fact, let p contain 
some letters of Ct and CZ. Let p’ be the image of p by the projection which replaces 
the letters of .X2 by a letter a which does not belong to Ct. We have 
There is a contradiction if p contains letters of both Zt and &. 
It suffices to define II/ by $(a) = x(a) if a E Cl and $(a) = a(a) if a E C2. 0 
It is easy to deduce the following weaker result. 
Proposition 7.4. Let L, K be two picture languages of Z** such that L= 
z(T(AI,..., Ak)) and K=a(_%‘(Bl,..., Bk)) where (Al ,..., Ak) is a k-tiling and 
(B 1,. . . ,Bk) a strict k-tilings. Then, there exists a k-tiling (Cl,. ..,Ck) such that 
The first characterization with one-dimensional sets uses three sets of dominoes. 
Lemma 7.5. Let L E hv-Loc(Z**) be a hv-local picture language containing only pic- 
tures of height larger than one. There exists a strict 3-tiling with three (jinite) sets 
of pictures of (Z’U (#})‘,2 U(C’U {#})2~1 U {m} denoted by Al, A2 and A3, and a 
projection 7c : C’ + C such that 
L = 4=Wl,A2,4)). 
Proof. We denote by A the authorized domino set associated with L. First, we define 
an alphabet r and a projection cp from r U {#} into Z U {#}: 
r = {P E (c U {#})3S3 1 T2,1(p) U T1,2(p) c: A} \{#~eC1~3e#a}. 
and for all a E r we define q(a) = a(2,2) and cp(#) = #. We remove from r the picture 
of size (3,3) with three # on the top row and on the bottom row in order to exclude 
pictures with only one row. 
We define the domino set 0 over r: 
@= a,bET ViE{1,2},jE{1,2,3} a(i+ l,j)=b(i,j) 
> 
U 
(91 
fl aET ViE{1,2,3} a(l,i)=# 
1 
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U UET Vi~{1,2,3} a(3,i)=# 
IaEr ViE{1,2,3} a(i,l)=# 
1 
U m IuEr ViE{1,2,3} 
1 
a(i,3)=# 
It is easy to see that 
313 
(1) 
As in the proof of Proposition 6.1, we are going to color the picture in order to 
impose tilings to have a particular disposition. The tilings by Al will be composed 
of vertical dominoes and will start on the first row; the tilings by A2 will be also 
composed of vertical dominoes but will start on the second row; the tilings by A3, 
which will contain horizontal dominoes, will start on the first column for even rows 
and on second column for odd rows. 
We use four colors and we define the alphabet r’ = {Ui 1 a E r, i E { 1,2,3,4}}. We 
want to obtain a coloring like the following one: 
We denote by $ the projection from (r’ U {#}) + (r U {#}) which associates # with 
# and a with ui E r’. We denote by ri the set of all letters of r’ whose index is i 
(in {1,2,3,4}). 
The three tilings are defined by 
A, = 
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A2 = 
A3 = m Et+-‘(@) 1 aE~~U{#},bE~lU{#} 
\{ 
&j laEr4 . 1 
Then, we have 
a El b (2) 
ul ab EAT * jjiG$mp. 
Let rc be the map from r’ U {#} into C U {#} defined by n= q o $. By using Prop- 
erties (1) and (2) we obtain 
(3) 
ul ab EAT =+ 17l(a)in(h)lcA. 
With this definitions of Al, AZ, A3 and r-c, we show that: (1) Al, A2 and A3 define a 3- 
tiling satisfying the desired coloring; (2) for a picture p’ E r’**, if j’ E AT* foal* nAt* 
then p = n(p’) belongs to L; 7. for a picture p EL, there exists a picture p’ E n-‘(p) 
such that j’ E AT* I- At* n At*; (7) the 3-tiling is strict. 
We use the following three properties which are deduced from the definitions of Al, 
A2 and As. 
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vp’ E r@n 
j’ E A;* 
u 
ViEEm+ l],jE[2,n+ l] 
( 
js’(i,j) E l-1 =-k 
$(i,j) E r2 * 
< 
i’(i, j) E l-3 * 
i’(i,j) E r4 * 
\ 
vp’ E sm,n 
j’ E A;* 
u 
QiE[2,m+ ll,j~[2,n+ 11 
i’(i, j) E rl * 
$(i, j) E r2 * 
j’(i, j) E l-3 * 
d’(i - 1, j) E r, * 
~A29 
E A2, 
2’ 
EAT. 
Vi6 [2,m 
I 
$(i,j) E rl * 
i’(i, j) E r, * 
b’(i, j) E r3 * 
fI(i,j) E r4 * 
+ I], j E [2,n + 11 
p’(i,j - l)(p’(i, j) 
$(i, j) $(i, j + 1) 
$‘(i, j) $(i, j + 1) 
[j’(i, j - l)( i’(i, j) 
~A37 
EAT, 
l A3, 
EAT. 
(P2) 
(P3) 
1. (Al ,A2, A3) is a 3-tiling satisfying the desired coloring. 
Let p’ E Y(Al,A2, A3) be a picture in the 3-tiling. Let a’ be the first letter of p’, 
a’==p’(l,l). 
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2. 
For the moment, we show that the height of p’ is larger than one. We suppose 
that this height is one and we show that this leads to a contradiction. By using the 
properties (Pl) and (P2), we can deduce that 
# a’ 
88 
I 2 a # 
E Al UA2. 
Then, according to Property (2), we have 
The letter a = t&a’) belongs to r and by definition of 0, for all i E { 1,2,3}, we 
have a( 1, i) = a(3,i) = #. There is a contradiction since this letter does not belong 
to r. 
Now that we know that the height of p’ is larger than one, we are interested in the 
coloring. We show that the letter a’ belongs to ri. In fact, a’ cannot be colored by 
2, 3 and 4: 
(a) a’ E r,: we denote by b’ the letter under a’. According to (P2), we have 
a’ R b’ E AZ. 
We know that b’ belongs to r’ since the height of p’ is not one, then by 
definition of AZ, b’ belongs to r, and by (P3), we have 
m # b’ EAT. 
This is not possible since this domino does not appear in 
(b) a’ E r3 U r4: by (P2), we have a contradiction: 
# El a’ EAT. 
As (see definition). 
Hence, we know that a’ E Al. By using Properties (Pl), (P2) and (P3), it is easy 
to show that the rest of the coloring is correct. 
for each picture p’ E 6P(Al, AZ, A3 ) we have p = n( p’) belongs to L. 
We denote by (m,n) the size of p’. It suffices to show the following two prop- 
erties: 
ViE[l,m+l], jE[2,n+l] 
ti 
j(U) E A 
P(i+ 1,j) ’ 
(V 
ViE[&m+ 11, jE[l,n+ l] )j(i,j)Ij(i+ l,j)] EA. U-Q 
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(a) Let 1 < i <m + 1,2 <j <n + 1 be a position in j’, we show the property (V). We 
denote by a’ and b’ the letters j’(i,j) and p’(i + 1, j), respectively. Three cases 
can happen: 
(i) a’ = #. It means that i = 1. Since the coloring is correct, we know that b’ E 
ri U r, and by using (Pl), we have 
a’ El b’ E A,. 
(ii) a’ E ri U fz. We use the property (P2) and deduce that 
a’ El b’ E AZ. 
(iii) a’ E rs U rd. We use the property (Pl ) and deduce that 
a’ El b, 6 Al. 
In all cases, the vertical domino is in Al or AZ. According to (3), the property 
(V) holds. 
(b) Let 2 <i <m + 1,1 <j <n + 1 be a position in i’, we show the property (H). 
We denote by a’ and b’ the letters p’(i, j) and p’(i, j + 1 ), respectively. The 
projections of a’ and b’ into r by Ic/ (which remove the color) are denoted by a 
and b, respectively. Several cases can happen: 
(i) a’ E r2 U r, or b’ E r, U r2. According to (P3) and (3) we have 
m E A2 + m] = j(i,j) 3(i + 1,j) E A. 
(ii) u’ E ri and i # m + 1. By using (P2) and (2), we deduce that: 
E A2 and F’(i + 1, j) E r3, 
tij?kk&@. 
According to (P3), we have 
i’(i + 1, j) b’(i + 1, j + 1)1 E A3 and p’(i + 1, j) E r4 U {#}, 
rl/($(i + 1, j))J$(F’(i + 1, j + 1))1 E 0. 
We denote by c’ and d’ the letters F’(i + 1, j) and p’(i + 1, j + 1) in r’. Their 
images by $ are respectively denoted by c and d. There are two sub-cases: 
A. d’ = #. This means that j = n + 1 and we have b’ = #. By definition of 0, 
we have 
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VkE{2,3},1E{1,2,3}a(k,1)=c(k-l,I), 
Vk E {1,2,3} c(k,3)=#. 
It turns out that the letter c has the following shape: 
By definition of r, the dominoes which occur in c belong to A. We then have 
lao/#; = Ino(#l = [j(i,j)lp(i + 1,j)j E A. 
B. d’ E r,. According to (P2) and (2), we have 
SEA*+@. 
By definition of 0, we deduce 
c=wi, d=mi. 
And, by definition of r, we have 
laolb(2,2)] = ml = I~(i,j)l j(i + l,j)j E A. 
(iii) a’ E & and i # m + 1. Similar to the previous case. 
(iv) a’ E ri U r, and i = m + 1. Similar to previous cases but we take c’ and d’ 
equal to $(i - 1,j) and j’(i - 1,j + 1) respectively. 
(v) a’=# and b’ E r,. Similar to the case 2(b)iiA (where d’=#). 
In all cases we prove that the horizontal domino belongs to A, then Property 
(H) holds. 
This shows that 
{n(p) 1 p E AT” nA;* nA;* nA,**} GL. 
3. for a picture p E L, there exists a picture p’ E n-*(p) such that 5’ E AT* n AZ* n 
A** 3 . 
We define a map c from Z** into r**: 
e : c** + r** 
p ++ 4E r** with size( p’) = size(p) and 
vi E LcW)l,j E [Lrow(p)l 
q(i,j)= p(i + 1,j) p(i + 1,j + 1) p(i + I,] + 2) 
Ji. 
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Let p be a picture of L. It suffices to take a right coloring q’ of q = a(p) to have 
4’ E A:* rlA;* r-lA;*. 
It shows that 
L G{n(p) 1 j E AT* nA2** nAT* nAq**}. 
4. the 3-tiling is strict. 
If we add to A 1, A2 and A3 a picture H with a $ r’, the properties (Pl ), (P2) 
and (P3) always hold. 
Let p’ E (r’U {a})** be a picture such that 
j’ E A:* nAz* fIAT*. 
If p’ contains a letter of r’, it is easy to see, by using Properties (Pl), (P2) and 
(P3), that p’ belongs to Y’**. Then, (Al,Az,A3) is a strict 3-tiling. 0 
We give comments on the proof in order to simplify next proofs. For a picture in 
the 3-tiling, it corresponds a tiling by Al, A2 and As. We can associate with this tiling 
a graph: 
Two cells are connected with a vertical fir11 edge if they are covered by a domino 
of Al, with a vertical grey doted edge if they are covered by a domino of A2 and with 
an horizontal full edge if they are covered by a domino of A3. 
This connections in the graph correspond to vertical and horizontal controls needed 
in hv-local languages. For missing controls (like between (1,l) and (1,2) cells of 
the previous example), we need to find a bounded path. For instance, in the previous 
example, we can always find a path of length smaller than 3 (( 1,l) - (2,l) - (2,2) - 
(1,2) to link (1,1) and (1,2)). The fact that there always exists such a path allows us 
to transmit the needed information put in letters of the alphabet. 
If for all tilings there are some edges which cross the four borders of the picture, 
then the k-tiling is strict. 
Theorem 7.6. Let L C Z** a picture language. The language L is recognizable if and 
only if there exist three (j-kite) sets of (C’ U {#})‘*’ U (C’ U {#})231 U {H} denoted by 
Al, A2 and A3 and a projection R : C’ + C such that: 
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Proof. Let Li, L2 and L3 be the three picture languages defined by 
Li = {p E L I row(p) > I>, 
L2={PEL/col(p) > 11, 
L3={~EL/row(p)=col(p)=l}. 
It is easy to see that L1, L2 and L3 are recognizable and that L = L1 U L2 U L3. 
According to Lemma 7.5, there exist two strict 3-tilings (B,,B2, B3) and (Cl, C2, C3) 
and two projection rci and 7t2 such that 
Li = ~i(=JWi,&,&)), 
L! = ~2(9YCl,C2,C3)). 
By using Assertion 7.2 and Proposition 7.3, we can deduce that there exist a strict 
3-tiling (Dl,D2,03) and a projection cp such that 
Li ULz = cp(~(D1,&,Ds)). 
It remains to show that there exists a 3-tiling (El, E2, Es) which corresponds to LJ. 
It suffices to take the sets defined by 
By using Proposition 7.4 the theorem holds. 0 
In the previous theorem we use three sets of dominoes. Now, we are looking at a 
characterization with two sets of triminoes. 
Lemma 7.7. Let L E hv-Loc(C**) be a hv-local picture language such that each 
picture p in L satisfies the following condition: 
row(p) > 1, col(p) > 1 and 
size(p) $ 
(Cl 
There exist a strict 2-tiling with two (jnite) sets of pictures of (C’U {#})‘,3 U 
(C’ U {#})‘,2 U (C’ U {#})3a1 U(C’ U {#})251 U {H} denoted by Al and AZ, and a pro- 
jection 7c : C’ + C such that: 
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Proof. We just give the idea of the proof which is very similar to the proof of Lemma 
7.5. The tiling by At, which contains vertical triminoes and dominoes will begin on 
the second row for even columns and on the first row for odd columns. The tiling by 
AZ, which contains horizontal triminoes and dominoes, will begin on the first column 
for even columns and on the second column for odd columns. 
Hence the graph associated to a tiling is like this: 
This graph is always connected for pictures satisfying the condition (C) and there 
exists always a path of length smaller than 9 which links two adjoining cells. 
For pictures which do not satisfy the condition, the graph is not connected. For 
instance, for a picture of size (4,7), we have 
The cell in (4,7) cannot be linked with the cell (3,7). 0 
Lemma 7.8. Let L E hv-Loc(Z** ) be a hv-local picture language containing only 
pictures of height one. There exist a strict 24ling with two (Jinite) sets of pictures 
of (c’ U {#})‘23 U (C’ U {#})‘32 U (C’ U {#})‘,’ U (C’ U {#})2,1 U {m} denoted by A, and 
AZ, and a projection rc : C’ --t C such that 
L = 4~(Al,A2)). 
Proof. We give the construction with two examples. The tiling depends on the parity 
of the width: 
Full lines represent tiles of Al and doted grey lines represent tiles of AZ. 0 
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Theorem 7.9. Let L C Z** be a picture language. The language L is recognizable if 
and onZy if there exist two (Jinite) sets of (Z’ u {#})‘,3 u (C’ u {#})t,2 u (Z’ u {#})3,1 u 
(FU {#})2,1 U {m} denoted by Al and A2 and a projection z : Z’ -+ Z such that 
L = {7c(p) 1 p E AT* f-M;*>. 
Proof. Let L1, Lz, L3 and L4 be the four picture languages defined by 
L1 = {p E L 1 p satisfies (C)}, 
Lz={pEL 
L3={pEL 
Lq={pEL 
It is easy to see 
p” satisfies (C)}, 
row(p) = 11, 
col(p) = l}. 
hat these languages are recognizable and that L = L1 U L2 U L3 U L4. 
Lemma 7.7 allows us to construct two strict 2-tilings corresponding to L1 and Lt re- 
spectively. And by using Lemma 7.8 we can construct two strict 2-tilings corresponding 
to L3 and Lf, respectively. 
It suffices to apply Assertion 7.2 and Proposition 7.3 to obtain the result. 
8. Conclusions 
We succeed in characterizing recognizable picture languages with three sets of domi- 
noes or with two sets of triminoes. Despite of the fact that it is not shown, it seems to 
be difficult to obtain the same result with two sets of dominoes. Nevertheless, we have 
some hope to obtain a characterization using a set of triminoes and a set of dominoes. 
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