Consider a batch Markovian arrival process (BMAP) as the counting process of an underlying
Introduction
Consider a versatile Markovian point process, introduced by Neuts [6] and [7] . It is assumed that the change of an environment is formulaked as a finit,e state Markov process and tha,t the batch input rate of the point process depends on the &ate or the transition of the state of the underlying Markov process. Such processes are useful for representing correlated inputs, for example, the phase-type ( P H ) renewal process, the Markov modulated Poisson process ( M M P P ) and the phase transition arrival process. They are used both as a rnodeling tool and as a theoretical device to represent and approximate superposition of input processes and complex large systems. Under similar assumptions, the asymptotic normality of the counting process was discussed in [2] . Ramaswami [g] analyzed the single server queue with this process as input. Later, Lucantoni [4] reformulated the same process and called it a bat,ch Markovian arrival process (BMAP) . We follow in this paper his formulation and notation.
Our main result @ves time-dependent forms of the first and second factorial moments of the B MA P represented by eigenvalues and eigenvectors of t,he matrix generating function of batch size, only using ordinary exponential functions. In [6] a,nd [7] the tirne-dependent mean arrivals and the equilibrium variance were derived. Narayana and Neuts in [5] studied the asymptotic and algorithmic properties of the first two moment matxices. In this paper, however, we show the time-dependent second factorial moment in non-equilibrium case. This expression can be used for the comparison of mean queue lengths bet,ween an M/G/1 queue and a BMAP/G/ 1 queue in [8] .
In Section 2 we define the underlying Markov process and the BMAP matrix generating function of the counting process. Our first assumption is t,he analyticity of the matrix generating function of batch size. In Section 3 we int,roduce our second assumption that the infinitesimal generator of the Markov process has simple eigenvalues. Under these assumptions the eigenvalues of the matrix generating function are analytic. We prove that. each eigenvalue has an associated analytic eigenvectm. In Section 4 we discuss properties of these analytic eigenvalues and eigenvectors. Then we obtain the algorit hrn to calculate the explicit form of coefficients of eigenvalues and eigenvect,ors up to the second order terms in a power series expansion. These coefficients are derived by a generalized form of the fundamental matrix in [S] . In Section 5 we obta,in the first t,wo factorial moments of the counting process depending on time. As we need, later in this paper, to use the power series expansion of D(z) at z = 1, we put the following assumption.
This assumption is trivially satisfied if the batch sizes have a finite maximum.
Let J ( t ) be the sta,te of the Markov process D at time t and N (t) be the total number of arrivals in (07 t]. We consider the probability Let P ( v 7 t) be the matrix form of Pij (v, t) . It is then irnrnediat,e tha,t the matrix generating function satisfies the differential equation
Now, by definition, the probabilit,~ distribution of W t ) , under the initial condition J(0) = i , is the sequence of the i-th element of { P ( k , t) e}k=.o.... and its generating function is the i-th element of P ( Z , t)e. Therefore, in order to obtain a concrete representation of t,he moments of the counting process N(t), we need the power series expansion of exp{D(z)t} in a neighbourhood of z = 1. This will be done in Section 3 and 4 by diagorializing the generating funct,ion D (z) .
Eigenvector
We adopt in this paper the following notation: for any column vector X = (xlj ---. and the identity matrix is denoted by I . In view of the diagonalization of D ( 4 we put t,he following assumption on the transition rate matrix D of the underlying Markov process.
Assumption 2 All eigenvalues of D are simple.
There are m distinct eigenvalues and we define its first eigenvalue as AI = 0 and other in -1 eigenvalues as A,; (z = 2, . . -, m) with Re (\i) < 0. We put A = (Al , For each eigenvalue w i ( 2 ) 0 f D(z), there exists a row eigenvector U&), analytic at z = 1 and satisfying ui(l) = ai, so that it may be written in the form where o,,((z -I)2) is an rn dimensional row vector of o ( ( z -I)2). The existence of such a,n eigenvector results directly from the following lemma, the proof of which will be given in t,he Appendix. 
0
In the previous section the existence of analytic eigenvalues and eigenvectors are proved, so we will need an algorithm to calculate them explicitly, at least up to the second order terms in (3.4) and (3.5). For the leading terms \i and ai it is already done in Section 3. Thus our next objective is to obtain an algebraic procedure to determine pi and pi in (3.4) on the one hand, bi and ci in (3.5) on the other. bi and c, obtained by (4.10) and (4.11 ) are coefficients of the first and second order terms respectively of a n analytic eigenvector U .~( Z ) at z = 1, associated with ( z ) such that (3.5) holds.
Proof. Putting (3.4) and (3.5) 
and comparing the coefficients of the first and the second order terms on both sides, we get readily Applying Lemma 4 to (4.12), we get a, (D' (l) -p, /) h, = 0, which leads to (4.8) and (4.10).
Using the same discussion for (4.13) we see:
which implies (4.9), independently on the constant S,:". We may t,hen apply Lemma 4 once more to (4.13) and obtain (4.11).
To prove the converse part of this lemma, let 0 1 In the next section it will be discussed that under the stationary condition, the average arrival rate per unit time is p* = h = 7r D1(l) e. And we have If we put 0,i = hie and % = cie, from Lemma, 3, we have We will denote them by /3 = (,Bl,. . . , f3mY and 7 = (71,. . . The coefficients xo(t\ xl (t) and x2(t) are the Oth, the first and the second factorial moment vectors of the counting process N(t) during (0, t), respectively. For xo{t) it follows from (3. 2) and \i = 0 that we have For xi (t) , we have the following result,.
Theorem 1 T h e time-dependent form of the m e a n vector i s xi (t) = tp'e -hiaiD1(l)e(l -~^z ' ) / A .~.
2=2
Proof. Comparing the coefficient of (z -1) in (5.4) we have Just as in (5.7), it follows from Lemma 7 that
The proof is completed. D From Lemma 7, another expression of xl(t) is which was given by Neuts [6] . If we define the equilibrium mean as xi ( t ) = v x l ( t ) , it follows from = 0 ( z > 2 ) that for all t 2 0 xl(t) = tp*.
Since eAfi in the right hand side of (5.7) tends to zero as t Ã' co, the linear asymptote of xl ( t ) is given by lim ( x l ( t ) -tp*e) = -y" hiaiD1(l)e/Ai. t400 z=2 Next we will obtain the time-dependent form of the second factorial moment.
Theorem 2
Proof. The (ii) With respect to the second fuctorial moment, time-dependent exact formula is obtained. Since our formulae contain many coefficients and parameters, we summerize here the computational algorithm.
Step 1 To calculate eigenvalues A, and eigenvectors a^ hi.
Step 2 To calculate k , bi, pi and ci by using Lemma 6.
Step 3 To calculate yi by using (4.17).
Step 4 To calcula,te xl(t) and x2(t) by using Theorem 1 and Theorem 2.
which is obviously analytic in a neighborhood of z = 0. As its value at z = 0 is an eigenvector of M(0) associated with A(0) which is a simple eigenvalue, there must be a constant c # 0 such that X0 = c(v1 (0) , . . . , vm-1 (01, -l)'. It follows that x(z} == c(v\(zY . . . , ~~~-1 ( z } -, -l)* satisfies every requirement of statement (i) .
To prove (ii) , we begin by supposing y(z} to be analytic at z = 0 satisfying y(0) = x0 and M(z)y(z) = \(z)y(z) in a neighborhood of z = 0. As we have just shown above, the rank of M(z) -\(z) I is m -1. It implies that y(z) must be proportional to x(z) at each z, so thast we have a function c(z) such that As y(z) is analytic at z = 0 and c # 0, c(z) is easily seen to be analytic at z = 0. From y(0) = x(0) = XQ # o, we obtain immediately that c(0) = 1. The converse part of the assertion being obvious, this completes the proof of this lemma. D
