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ABSTRACT
The continuous growth in energy demand together with the awareness of greenhouse
gases and their implication on climate change has pushed our society to design new en-
vironmentally sustainable sources of energy. An example of this is the rapid growth that
wind and solar energy production has experienced, thanks to the installation of large wind
and solar farms. As a result of their large dimensions and their corresponding mecha-
nisms to harvest energy, these energy systems are prone to interact with the atmospheric
boundary layer, which is defined as the lowest part of the troposphere that is directly
influenced by the presence of the earth surface, and therefore, it directly influences the
energy harvesting of large scale wind farms. Hence, understanding the interaction mech-
anisms between wind farms and the atmospheric boundary layer is of crucial importance
to properly determine their optimal performance. Specifically, this work focuses on the
development of new understanding regarding wind energy and its interaction with the
atmospheric boundary layer, with the main goal to help in developing more efficient wind
energy harvesting systems. In detail the objectives of my PhD work are: (i) create new
understanding regarding wind turbines’ inflow as it relates with time alignment of the
turbines; (ii) determine the dominant turbine wake recovery processes under different
atmospheric stratification conditions; (iii) develop a useful analytical predictor model to
estimate large scale wind farms power output. These objectives will be met through four
specific tasks that comprise Chapters 2 to 5 of this dissertation. High-resolution numerical
simulations of the atmospheric boundary layer are used in all tasks.
For my wife Alba, my parents Teresa and Jordi my brother Marc, and all my family and
friends.
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Over the past 10 years wind energy harvesting has experienced a rapid growth, with
an overall installed global power increase of a factor of five between 2002 and 2009 (see the
latest special IPCC report [20]). Throughout this time wind turbine designs have evolved,
with increases in rotor diameter and overall efficiency designs. By 2009 most wind turbines
had a ∼ 70− 80 meter rotor diameter. Now rotor diameter designs are approaching 190
meters. Engineering improvements have accompanied the development of the massive
rotors. However, the way in which wind turbines obtain in-situ meteorological infor-
mation remains the same - traditional wind vanes and cup anemometers are installed
at the turbine’s nacelle, right behind the blades. The orientation and other operating
parameters of the turbine are governed by these two wind measurements through the
use of a control loop. These wind measurements have important drawbacks, especially
with increasing rotor diameters: 1) since the velocity is measured at a single point imme-
diately behind the blades, turbine misalignment with the mean wind direction is common,
inducing energy losses up to 10% [13]; and 2) the near-blade monitoring does not provide
time to adjust the operating parameters of the wind turbine to account for changes in
the approaching wind flow. This latency in adjusting to ambient wind direction and
speed subjects the blades and turbine structure to unanticipated wind gusts or extreme
incoming wind conditions. These velocity aberrations induce increased loading, structural
fatigue, power train failures and associated increases in maintenance costs. A solution is
to install forward directed wind LIDARs (Light Detection and Ranging) on the turbines’
nacelles. The continuous improvement of LIDAR technology over the past few years, with
enhanced spatio-temporal resolution, improved signal-to-noise ratio, and considerable
reduction of the physical package, has made this technology very appealing for wind
energy applications. For example, several studies have illustrated the LIDARs’ capacity to
2provide more accurate measures of the turbine’s approaching wind vector in comparison
to traditional wind vane and cup anemometers [7, 13]. With this new capacity of staring
ahead of the turbine’s rotor blades, it is possible to improve the turbine’s yaw alignment
[16, 1], and therefore enhance the turbine’s harvested power [7, 15]. In addition, wind
LIDARs have also improved the measure of power curves [12, 19] and the prediction of
incoming flow turbulence [9], which results in a potential mitigation of the turbines’ loads.
Wind LIDAR systems, however, are optimized to measure over a fixed upwind range, but
“At what upwind distance should they interrogate the atmosphere?” and “What is the
optimal average time in which to learn about the incoming flow conditions?”
A second goal of this research is to determine how the changes of the upwind turbulent
flow can be reliably sensed by wind LIDARs according to the location of the turbine. Either
it is located standing alone or within a large wind farm. The use of wind LIDARs to detect
incoming wind gusts will allow control of the blade pitch to feather the blades to protect
the wind turbine from extreme structural loading and therefore reduce maintenance cost.
This analysis will facilitate determining the upstream ranging under specific meteorologi-
cal conditions. For example, in order to study the detection of wind gusts, Harris et al. [9]
installed a wind LIDAR on the nacelle of a 2.3 MW turbine. The wind measurements were
performed at a constant upstream scanning distance of 200 meters for a period of 18 hours.
By comparing the LIDAR measurements with those provided by cup anemometers, they
illustrated the potential of nacelle-mounted wind LIDARs to accurately measure incoming
wind gusts. By being able to measure the incoming flow ahead of time, it is, for example,
possible to design control mechanisms that force certain wind turbines of a wind farm to
be purposely yaw-misaligned, reducing the wake-to-wake interaction with downstream
turbines [10]. This is for example the purpose of the control-oriented dynamic model
proposed by Gebraad and Van Wingerden [8], or the approach explored by the National
Renewable Energy Laboratory (NREL) at the Fishermens Atlantic City Windfarm. In this
last case, an increase of 10% in power output for the overall wind farm and a reduction in
successive wake-turbine interactions were reported [6]. According to Mikkelsen et al. [13],
the ‘warning’ time for the incoming winds gusts is of 5 to 10 seconds, depending on the
mean incoming wind velocity. Therefore, the potential of using wind LIDARs to predict
the incoming turbulent flow relies on the time-lapse with which turbulent events can be
3predicted before these reach the turbine blades. At this point, while the LIDAR-assisted
collective pitch control and the pitching system have been proved to be fast enough to
regulate the wind turbine settings [14], several questions remain to be answered with
respect to the evolution of the turbulent flow within wind farms. For example, how far
upstream should the wind LIDARs measure to observe rotor-disk correlated turbulence?
and how does this upstream correlation distance change with atmospheric stratification?
Another approach to enhance the wind farm power production is by designing better
wind farm layouts. For this reason, this work also focuses on the wake recovery mecha-
nisms. For example, in a very large wind farm a fully developed turbulent flow develops,
in which the statistical properties of the flow do not change within the horizontal direc-
tion and thus relevant changes mostly occur in the vertical direction. Within this region,
the so called “wind turbine array boundary layer” (WTABL), the recovery of the successive
turbine-generated wakes is only a result of vertical entrainment of mean kinetic energy
(MKE) as shown by Lu and Porte´-Agel [11], Yang et al. [21], VerHulst and Meneveau
[17], Abkar and Porte´-Agel [2], which is a function of the wind farm arrangement [3]. This
mechanism determines the overall efficiency of the farm as numerically shown in VerHulst
and Meneveau [18] for a pressure-driven flow without thermal stratification, in Calaf et
al. [5] for a neutrally stratified atmospheric flow, and experimentally in Cal et al. [4].
Moreover, we want to create new knowledge regarding the differences in wake recovery
process in an isolated turbine in comparison to a turbine within a large wind farm, and
for wind farms with different densities (wind farms with more or fewer wind turbines).
From these results, we can formulate a model to forecast the wind farms’ harvested power
as a function of the thermal stratification and the wind farm density. This model has the
potential to be employed as an order of magnitude estimation tool. Also, it could help
quickly determine the optimal number of wind turbines that a wind farm should include,
or even it could be used to determine the number of wind turbines of an existing wind
farm that should be disconnected to optimize the harvested power as a function of the
atmospheric stability. High-resolution large eddy simulations (LES) of the atmospheric
boundary layer (ABL) flow are used to solve the specific questions stated herein.
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a b s t r a c t
Regardless of the evolution of wind energy harvesting, the way in which turbines obtain in-situ mete-
orological information remains the same - i.e. using traditional wind vanes and cup anemometers
installed at the turbine's nacelle, right behind the blades. As a result, misalignment with the mean wind
vector is common and energy losses up to 4.6% can be experienced as well as increases in loading and
structural fatigue. A solution for the near-blade monitoring is to install wind LIDAR devices on the
turbines' nacelle. This technique is currently under development as an alternative to traditional in-situ
wind anemometry because it can measure the wind vector at substantial distances upwind. But at
what upwind distance should they interrogate the atmosphere? and, what is the optimal average time in
which to learn about the incoming ﬂow conditions? This work simulates wind ﬁelds approaching iso-
lated wind turbines and wind turbine arrays within large wind farms using Large Eddy Simulations. The
goal is to investigate the existence of an optimal upstream scanning distance and average time for wind
turbines to measure the incoming wind conditions under different ambient atmospheric conditions.
Results reveal no signiﬁcant differences when measuring the incoming wind vector at different upstream
distances, regardless of the atmospheric stratiﬁcation. Within this framework a 30 min readjustment
period is observed to perform the best.
© 2016 Elsevier Ltd. All rights reserved.
1. Introduction
Over the past ten years wind energy harvesting has experienced
a rapid growth, with an overall installed global power average
annual increase of the total installed wind power capacity of 25%
per year in the last ten years (2002e2012) [1]. Throughout this time
wind turbine designs have evolved, with increases in rotor diam-
eter and overall efﬁciency designs. By 2004e08most wind turbines
had a ~7080 meter rotor diameter, and currently, rotor diameter
designs are approaching 100 mwith an average hub height of 80 m
[2]. Engineering improvements have accompanied the develop-
ment of large rotors. However, the way in which wind turbines
obtain in-situ meteorological information remains the same e
traditional wind vanes and cup anemometers are installed at the
turbines nacelle, right behind the blades. The orientation and other
operating parameters of the turbine are governed by these two
wind measurements through the use of a control loop [3].
These wind measurements have important drawbacks, espe-
cially with increasing rotor diameters. Since the velocity is
measured at a single point immediately behind the blades, turbine
misalignment with the mean wind direction is common [4]. In
principle, this problem should be overcome using the so-called
nacelle transfer functions (NTFs), which describe the relation be-
tween the nacelle wind vector measurements and the unperturbed
wind vector upstream of the wind farm. The NTFs are used to
properly correct nacelle measurements [5]; however, they have a
strong variability from site to site and they don't account for
changes in atmospheric-stratiﬁcation. For example, Vanderwende
and Lundquist [6] experimentally showed distinct wind turbine
performances, with respect to a given wind turbine power coefﬁ-
cient curve, under different atmospheric regimes. They demon-
strated under-performance during stably-stratiﬁed periods and
over-performance during unstably-stratiﬁed periods and
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moderate wind speeds (812 ms1). An additional drawback from
the near-blade monitoring is the limited time it provides the wind
turbine controllers to adjust the turbine operating parameters' to
account for changes in the approaching wind ﬂow [7]. This latency
in adjusting to ambient wind direction and speed subjects the
blades and turbine structure to unanticipated wind gusts or
extreme incoming wind conditions. These velocity aberrations
induce increased loading, structural fatigue, power-train failures
and associated increases in maintenance costs. A solution is to
install forward directed wind Laser Imaging Detection and Ranging
(LIDAR) on the turbines' nacelles. Future studies might ﬁnd away to
measure ahead of time these velocity aberrations and wind gusts
with the use of wind LIDARs, which together with advanced control
systems will advice the wind turbine controls system to correct
their settings. Also experimental LES studies should be performed
in order to study the turbulent ﬂow upstream of the wind turbines.
Although LIDAR technology has been around since the early 1970s
[8e10], it hasn't been until the recent advancements in optical ﬁber
technology that such LIDARs have become affordable. Becausewind
LIDARs measure the frequency shift of the backscattered light
initially sent by a laser beam, making it possible to measure the
along-beam component of the wind velocity at various distances
upwind of the rotor. By using a cone-scanning or volumetric
scanning technique, the full three-dimensional wind components
can be used to measure the approaching unperturbed winds [7,
11e17].
Further, recent studies have shown the potential of optimizing
the overall power output of a wind farm by forcing a ﬁxed yaw-
misalignement on the upwind wind turbine arrays such that their
corresponding wakes are laterally deviated and reducing their
corresponding interaction with the downstream turbines [17e19].
Gebraad et al. [18] developed a control-oriented dynamic model
that determines the best orientation of a given wind turbine to
avoid turbine-wake interaction. Also the National Renewable En-
ergy Laboratory (NREL) experimentally implemented at the Fish-
ermens Atlantic City Windfarm a control strategy to reduce the
wind-turbine wake interaction, obtaining up to a 10% increase in
harvested power for the overall wind farm [19]. Yet, for these wind
farm optimization techniques to be efﬁcient, it is critical to accu-
rately know the correct yaw-aligmment of the turbine with respect
to the incoming wind vector. The use of a wind LIDAR mounted on
the turbine's nacelle has been shown to provide good yaw align-
ment and better power curves than traditional wind vanes, there-
fore enhancing the overall power output [20e22]. However, wind
LIDAR systems are optimized to measure over a ﬁxed upwind range
and average over a certain period of time. The question remains as
to what upwind distance they should interrogate the atmosphere
and for what time period. In the present work, different upstream
scanning distances and averaging times are evaluated within
different atmospheric stratiﬁcations using Large Eddy Simulations
(LES) driven with the experimental data of the well known Coop-
erative Atmospheric Surface Exchange Study (CASES-99) [23e25].
In Section 2, the LES code is presented in detail together with the
sub-grid model, the boundary conditions and the wind turbine
model used. Section 3 introduces the study cases considered, and
Section 4 introduces the numerical results, ﬁrst with respect to
different upstream scanning distances and second with respect to
distinct yawing averaging times. Finally, the conclusions are pre-
sented in Section 5.
2. Large-eddy simulation framework
The present work uses the Large Eddy Simulation code intro-
duced in Sharma et al. [26]. The numerical code integrates the non-
dimensional, incompressible, and ﬁltered Navier-Stokes (NS)
equations together with the continuity equation. The NS equation is
implemented using its rotational form to assure conservation of
energy and mass of the inertial terms [27]. The effect of tempera-
ture is introduced by means of a buoyancy term in the NS equation,
which is the result of the Boussinesq approximation, and which is
obtained from solving a coupled advection-diffusion equation for



































Here, the tilde (e) represents the LES ﬁltering operation at the
grid-size D, and the angle brackets (〈,〉) represent a horizontal
average, with index notation used to specify rectangular Cartesian
coordinates i ¼ 1,2,3 ¼ x,y,z . The reference temperature is denoted
by q0. The ~tij term represents the deviatoric part of the momentum
sub-grid stress (SGS) term, which is modeled using the Lagrangian
Scale Dependentmodel of Bou-Zeid et al. [28], and pj represents the
sub-grid component of the thermal equation, which is corre-
spondingly modeled with the adaptation of the Lagrangian Scale
Dependent model for scalars introduced in Calaf et al. [29]. The
modiﬁed kinematic pressure term (p*) includes the ﬁltered pres-





Within this work, the ﬂow is forced with a time- and height-
independent geostrophic wind (uG,vG), where f represents the Co-
riolis parameter, and dij is the Kronecker delta (dij ¼ 1, if i ¼ j, and
0 otherwise). The fi term represents the sink of momentum induced
by the wind turbine. It is represented as a body force (per unit
volume) and it is modeled using the traditional actuator-disk with
rotation (ADR, see Wu et al. [30]) including the dynamical yaw-
alignement of Sharma et al. [26]. Note that within the formula-
tion of these equations the potential temperature is an active scalar
that modiﬁes the momentum equation by means of the buoyancy
term, which accounts for the vertical motions induced by the
thermal stratiﬁcation. Further, as it is traditional in LES of atmo-
spheric ﬂows, the viscous effects are neglected and the ﬂow is
therefore characterized by a very large Reynolds number. The nu-
merical discretization of the equations follows the one introduced
by Moeng [31] and Alberston et al. [32], where a pseudo-spectral
approach with a staggered-grid is used. Therefore, second-order
ﬁnite differences are used in the vertical direction and a spectral
discretization using the Fast Fourier Transform in the West (FFTW)
[33] library is implemented in the horizontal directions. As a result
of the Fourier discretization in the horizontal directions the nu-
merical domain becomes periodic, eliminating the need for lateral
boundary conditions and becoming inﬁnite in practical effects.
The equations are dealiazed using the 3/2-rule [34], and time-
integrated using a second order Adam-Bashfort scheme. The nu-
merical algorithm is fully parallelized using the Message-Passing
Interface (MPI) with a total of 64 processors and the pressure
solver is further parallelized with the pipeline Thomas algorithm
[35]. As a result of the periodic boundary conditions in the hori-
zontal directions, there is no need for lateral boundary conditions.
For the top boundary a zero-ﬂux and zero-shear are imposed, with
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the vertical velocity and the gradients of the horizontal velocities
equal to zero. At the surface, the non-slip condition is imposed for
the vertical velocity, and because of the staggered grid, an equiv-
alent shear stress is imposed at the ﬁrst grid point for the horizontal
velocities. The shear stress at the surface is parametrized using the
traditional log-law including the effects of surface stratiﬁcation
[28,36,37],
ti;3ðx; y; z1Þ ¼ 
2664 k
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃb~u21 þ b~u22r




In this equation z1 indicates the height of the ﬁrst grid point
where the horizontal velocity components are computed (Dz/2) and
where the shear stress is applied, i indicates any of the horizontal
plane-parallel directions (i ¼ 1, 2), and ni is a unitary directional
vector, ni ¼ b~ui= ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃb~u21 þ b~u22q . While this expression was originally
developed for ensemble averages and later interpreted as spatial
averages over homogeneous surfaces, here a double ﬁltering at 2D
grid spacing, equivalent to a local averaging, is used instead (see
Refs. [28,37] for further details in this ﬁltering). In this study the
surface roughness is maintained homogeneous over the entire
domain with a value of z0 ¼ 3,105zi (where zi is the initial inver-
sion height, which will be used as a normalization length-scale, see
later). To numerically integrate the NS equations, the vertical de-
rivatives of the horizontal velocities are also parametrized at the
ﬁrst grid point (z1) using Monin-Obukhov similarity theory [38],











. In addition, to integrate the advection-
diffussion equation for the potential temperature a sensible heat
ﬂux is imposed at the ﬁrst grid point, similar to the momentum,
also using Monin-Obukhov similarity theory,
Hsðx; y; z1Þ ¼
k2
h
qs  ~qðx; y; z1Þ












The surface temperature (qs) is imposed as bottom boundary
condition (see Fig. 1a) and z0,h represents the scalar surface
roughness, which has been taken to be one tenth of themomentum
surface roughness (z0,h ¼ z0/10) [39]. The stability correction
functions (j(z/L)) implemented are those from Brutsaert [40].
Different formulations exist depending on stability and the
appropriate choice of functions is made based upon the Obukhov











where u+ is the friction velocity, qs is the mean potential temper-
ature, k is the von Karaman constant (k ¼ 0.4), g represents the
gravity term andw0q
0
is the surface sensible heat ﬂux. In this work it
is well understood that the stability correction functions were
initially developed from experimental studies on statistically ho-
mogeneous surfaces and that the wind turbines might have an
effect on the precise parametrization of the stability correction
functions. However, lack of new experimental data on this precise
matter doesn't allow for a better numerical approach at the present
time.
3. Study case description
To develop this study two different sets of simulations, both of
which included the presence of wind turbines, were considered.
One case consisted of a traditional very large wind farm (VLWF),
and the second one consisted of a largely spaced wind farm (LSWF),
or equivalently seen as a single wind turbine. For all cases, the
turbines were immersed within an atmospheric boundary layer
that would evolve with time, such that the wind farms could
experience different ﬂow types with different atmospheric strati-
ﬁcation. Precisely, each simulation was run for a total of 48 h (real-
time), in which the initial conditions and forcing of the ﬂow was
extracted from the CASES-99 ﬁeld experiment. This means that the
atmospheric ﬂow evolved over two complete days. In order to
ensure the simulation of a realistic diurnal cycle the numerical
simulations were forced with a height-independent and time-
constant geostrophic wind together with a time-varying surface
temperature. The values for the geostrophic wind and surface
temperature were extracted from the CASES-99 ﬁeld experiment
between October 22e24, 1999. This period was previously studied
by Kumar et al. [24] to illustrate thewellness of the LES simulations.
Recently, Fitch et al. [41] and Sharma et al. [42] used the same
period of time to investigate the effects of ﬁnite-size and very-large
wind farms on a realistic diurnal cycle using mesoscale simulations
(WRF) and LES, respectively. It is for this reason that the same
forcing is used in this work.
The detailed time-evolution of the surface temperature is rep-
resented in Fig. 1a, and the corresponding evolution of the atmo-
spheric stratiﬁcation is represented in Fig. 1b, where the non-
dimensional stability parameter z/〈L〉xy is presented (with z ¼ Dz/
2). The vertical dashed lines indicate the times with an atmospheric
stratiﬁcation change (0955, 1752, 0925 and 1842) and they will be
used in other Figures throughout this work. In addition, the ﬂow
was forced with a geostrophic wind of value (uG,vG), and the
domain size was set to (2p  p  3)zi, where zi is the height of the
boundary layer, initially located at 1000 m height. To keep a fairly
high numerical resolution, a computational domain with
256  128  384 grid points was used. The simulations where
initialized with a height-independent geostrophic wind and a well
mixed temperature proﬁle matching the initial surface temperature
of 278.6K, with an inversion layer spanning from zi to the top of the
domain, with zi ¼ 1000m. The LES was initialized with vertical
proﬁles of velocity and temperature extracted from Kumar et al.
Fig. 1. (a) Spatially averaged and time-dependent imposed potential temperature at
the surface of the domain 〈qs〉xy [K]; (b) normalized stability parameter, (Dz/2)/〈L〉xy,
where (Dz/2) is the hight of the ﬁrst grid-point and L is the Monin-Obukhov length as a
function of time.
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[25]. Overall, a total of 19 different cases (7 for VLWF and 12 for the
LSWF) have been considered to evaluate the effect of the upstream
scanning distances and orientation times.
3.1. Very large wind farm (VLWF)
The VLWF conﬁguration consisted of 48 wind turbines homo-
geneously distributed in 8 rows and 6 columns using the traditional
spacing of ~8D and ~5D (where D refers to the turbines' rotor
diameter) in the streamwise and spanwise directions, respectively
(see Fig. 2a for details). Similar to previous studies [43] the turbines'
hub-height (zh) was located at 100 m and the wind turbine diam-
eter was equally set to 100 m. Besides parametrizing the wind
turbines using the actuator disk (AD) with rotation approach of Wu
et al. [30] including the dynamical yaw-alignement of Sharma et al.
[26], the turbines were additionally capable of dynamically yaw-
align with the incoming wind vector measured at different up-
stream scanning distances, similar to what a real wind turbine
would do if equipped with a wind LIDAR. Therefore, each row of
wind turbines was conﬁgured such to measure the incoming wind
vector at a different upstream distance ranging between 50 m (D/2)
and 200 m (2D) upstream (D/2, 3D/4,D, 5D/4, 3D/2 and 2D). In the
most basic mode, the wind turbine model readjusts the yaw
orientation every 10 min according to the averaged wind vector
measured at the predetermined upstream scanning distance. The
incoming wind vector is equally averaged for 10 min, and the angle
of the incoming wind is measured as tan1(〈vd〉/〈ud〉), where the
overline represents the time average and 〈 , 〉 represents the spatial
average of ud and vd, which denote the horizontal velocities at the
upstream disk area scanned by a hypothetical wind LIDAR. This
conﬁguration allowed us to study the effect of using different up-
stream scanning distances to measure the incoming wind vector
and correspondingly readjust the turbine's yaw-alignment.
In addition, in this work we are interested in deciphering the
effect of the averaging and readjustment time to determine the
correct incoming wind vector, given a ﬁxed upstream scanning
distance (e.g. D/2). For this reason, a suite of seven simulations was
used, where each used a different averaging time to measure the
upstream incoming wind vector (1 s, 5 min,10 min, 20 min, 30 min,
45 min, 60 min). Because of the unaffordable numerical cost it
would imply running 7 additional diurnal cycles, each one
considering a different averaging time, shorter simulations (4 h of
physical time) were performed for the day, unstable period
(1330e1730), and for the night, stable period (0130e0530), so that
the effect of stratiﬁcation (unstable and stable) could be analyzed.
3.2. Largely spaced wind farm (LSWF)
The LSWF consists of a wind farm where the constituent wind
turbines are highly spaced. This case could perfectly correspond to
the case of a single wind turbine. Notice that given the size of the
numerical domain, although it is periodic as mentioned in Section
2, the wake of the wind turbine doesn't interact with itself,
meaning that in practice we are effectively modeling a single wind
turbine. For this case, the characteristics of the wind turbine are
exactly the same as the ones described in the VLWF case. Equiva-
lently, the turbines forming this very large spaced wind farmwould
be in practice separated by ~63D and ~31D in the streamwise and
spanwise directions, respectively (see Fig. 2b for details). In this
case, and as a result of the computational cost of the simulations,
only 4 upstream scanning conﬁgurations were considered (D/
2,D, 3D/4, and 2D). Note that for each upstream scanning conﬁg-
uration 48 h of real time ﬂow were simulated. Similar to what was
done in the VLWF conﬁguration, the same shorter events, repre-
senting unstable and stable stratiﬁed conditions, were used to
study the effect of the different averaging times (1 s, 5 min, 10 min,
20 min, 30 min, 45 min, 60 min).
4. Results
The nominal loss in harvested power induced by a given yaw-
misalignment angle is provided by the cosine cubed of the
misalignment angle (cos3fe). It is for this reason that the turbine's
harvested power is highly sensitive to the turbine's capacity to
timely align with the incoming wind vector. In Fig. 3b, a graphical
representation of the yaw-misalignement of a wind turbine with
the incoming wind vector is presented. Fig. 3a indicates the cor-
responding loss in power induced by different degrees of
misalignment. It can be observed that yaw errors of 10+ can reduce
the harvested power by about 5%, and errors of 15+ can reduce as
much as 10% of the harvested power. While these values might
seem small a priori, their corresponding economical translation is
certainly important. In Table 1 it is shown an estimation of the
economical loss in revenue due the wind turbine misalignment.
The analysis is performed for two different offshore largewind farm
scenarios: the well known Danish Horns Rev 2 wind farm and the
projected Horns Rev 3, located at the North Sea. Results show that
for a misalignment of 5+ the total economical loss is 0.3MV/year
and 3.1MV/year for the Horns Rev 2 wind farm and Horns Rev 3,
respectively. Additionally, for a misalignment of 10+ it corresponds
to a loss of 1.1MV/year and 10.5MV/year. The data to compute the
economics has been extracted from the Danish energy agency [44]
assuming a capacity factor of 65% for the Horns Rev 3 and an
average bid price of 25V/MWh for the Horns Rev 2, representative
of the 2014e15 energy market [45,46]. The estimated annual en-
ergy production of a wind farm is obtained by multiplying the
nominal power of the wind farm by a total year time and the cor-
responding wind farm capacity factor. By multiplying the energy
Fig. 2. a) Very large wind farm case (VLWF); (b) Largely spaced wind farm case (LSWF).
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bid price by the estimated annual production, one obtains the
yearly income. To obtain the revenue loss, the yearly income should
be multiplied by the error in harvested power due to the yaw-
misalignment of the turbine depicted in Fig. 3b. Overall, the loss
in income showed in Table 1 partially illustrates the urgent need for
reducing the misalignment error.
4.1. Optimal upstream distance at which wind LIDARs should
interrogate the atmosphere
One of the objectives of this work is to assess whether there
exists an optimal upstream scanning distance for wind LIDARs to
retrieve the most-accurate yaw-alignment angle considering the
effect of changing atmospheric stratiﬁcation. At the same time, we
aim to better analyze the potential yaw-misalignment induced by
measuring with a wind vane placed behind the rotor blades.
Subplots ai and bi in Fig. 4 present vertical proﬁles of wind ve-
locity together with their corresponding incidence angle for a 10-
min period representative of the unstable stratiﬁcation (i.e. aver-
aged between 0230 and 0240pm; i ¼ 1 to 3) and for both cases, the
LSWF (4ai) and the VLWF (4bi). Subplots 4ci and 4di illustrate the
same proﬁles for a 10-min period representative of the stable
stratiﬁcation (i.e. averaged between 0030 and 0040am) also for
both cases the LSWF (4ci) and the VLWF (4di). The vertical proﬁles
have been planar-averaged (denoted by the sub-index y) along the
upstream plane parallel to the turbine's rotor disk, and the vertical
axis is normalized with the turbines' hub-height (zh ¼ 100m).
Subplots 4a1-d1 represent the magnitude of the incoming wind
ðU ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
u2 þ v2 þw2
p
Þ at different upstream distances (D/2, 3D/
4,D, 5D/4, 3D/2, 2D) and at the traditional nacelle's wind vane





Þ. For all the subplots, the turbine's rotor-disk re-
gion is constrained between two horizontal dot-dashed lines, and
the precise location of the hub is indicated with a horizontal dash
line. Because the differences in wind magnitude are small between
all the upstream scanning distances the relative differences with
respect to the measured wind magnitude at D/2 ðhUiiy  hUD=2iyÞ
are also presented in subplots 4a2-d2. The D/2 distance has been
selected as a reference upstream measure because it is close to the
wind turbine and still outside of the induction zone [47]. Finally,
subplots 4a3-d3 represent the normalized relative difference with
the yaw-angle measured at D/2, ðhfiiy  hfD=2iyÞ=hfD=2iy.
In the measure of the incoming wind, we observe a maximum
difference of 7.4% between the furthest upstream scanning distance
(2D) and the wind vector at D/2 for the LSWF and a difference of
4.6% for the VLWF, both during the unstable stratiﬁcation period
(subplots 4a2 and 4b2). For the closer upstream scanning distances
these differences decrease. As one would expect, the measure-
ments from the wind vane proxy present larger differences with a
maximum difference of 20.2% and 16% for the LSWF and the VLWF
cases, respectively. During the stably stratiﬁed period (subplots 4c2
and 4d2) maximum differences of 6.7% and 4.7% between the
furthest upstream scanning distance (2D) and the wind vector at D/
2 are observed for the LSWF the VLWF case, respectively. Also, the
measurements for the wind vane proxy present larger differences
with a maximum of 17.3% for the LSWF and 13% for VLWF case. The
average standard deviations of the relative velocities at hub height
are 0.43% and 1.5% correspondingly for the VLWF under unstable
and stable conditions, and 4% and 2% for the LSWF for the unstable
and stable cases.
In the measure of the yaw-angle, the most important is to note
the quasi-inexistent difference obtained when measuring at
different upstream distances, regardless of the stratiﬁcation. Once
more, it is interesting to notice the large differences with the
measurement position behind the blades. Once the ﬂow crosses the
rotor disk area, there exists a large deﬂection angle of up to 22.4%
for the LSWF and close to 9% for the VLWF for the different strati-
ﬁcations. Similarly, the measured yaw-angle for the stable period
(see subplots 4c3 and 4d3) remains practically the same for all the
upstream scanning distances, and the nacelle angle is deﬂected by
smaller values in comparison to the unstable regime. Note that the
characteristic difference in magnitude between the results ob-
tained for the VLWF and the LSWF is a result of the higher turbu-
lence intensity in the VLWF that tends to homogenize the turbulent
ﬂow around the wind turbines [48e50]. Also, the proxy for the
incoming wind vector measured by the wind vane corresponds to
an approximate measure a wind vane would provide when
Fig. 3. (a) Theoretical representation of the error in power [εp ¼ ð1 cos3ðfeÞÞ  100] due to the wind turbine misalignment; (b) schematic representation of the wind turbine
misalignment.
Table 1
Parameters used to estimate the economical loss for two given average yearly
misalignments and for two distinct scenarios, Horns Rev 2 in current operational
conditions and for the projected Horns Rev 3 wind farm.
Horns rev 2 Horns rev 3 (projected)
Number of wind turbines 91 50
Wind farm nominal power 209 MW 400 MW
Capacity factor (CF) 50% 65%
Estimated annual energy production 915GWh 2,278GWh
Bid price 25V/MWh 103V/MWh
Yearly income 13MV 235MV
Revenue loss for a misalignment of 5+ 0.3MV/year 3.1MV/year
Revenue loss for a misalignment of 10+ 1.1MV/year 10.5MV/year
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installed at the turbine's nacelle, right behind the rotor-blades and
without being corrected with the often used NTFs.
By comparing subplots (4ai and bi) to subplots (4ci and di) the
effect of atmospheric stratiﬁcation on the incoming wind vector
(module and angle) is clearly observed. At night, during the stable
period, a characteristic nocturnal low-level jet (LLJ) forms at
heights between 1z/zh2, which interacts with the top section of
the wind turbine blades. In the case of a VLWF the LLJ is shifted by
the presence of the very largewind farm [51]. While the LLJ induces
relevant changes on the wind vector proﬁles, the relative differ-
ences between the different upstream scanning regions remain
similar between the day-time and night-time.
Overall, the results presented within Fig. 4 show that there are
no signiﬁcant differences in the incoming wind vector when
Fig. 4. Vertical averaged proﬁles of normalized velocity magnitude (a1 and c1), relative velocity magnitude (a2 and c2) and relative angle (a3 and c3) for the LSWF for the stable (ai)
and unstable (ci) stratiﬁed periods. A similar structure is used in subplots bi and di for the VLWF case, respectively.
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measured at different upstream distances and for different atmo-
spheric stability conditions. Even thought Fig. 4 shows the behavior
of 10 min data during the unstable-stratiﬁed and stable-stratiﬁed
periods, a similar behavior is observed for different 10 min aver-
aged periods along the two diurnal cycles (not shown here for the
sake of clarity). This result is really important because it will allow
the nacelle installed wind LIDARs to learn from the incoming wind
vector at further upstream distances, providing more time to the
wind turbines to readjust their corresponding settings and hence
optimally adapting to the incoming ﬂow. Results are the opposite
for the nacelle wind vane location. In this case, results show how
the measured ﬂow diverges from the one reaching the blades, with
errors of up to 22.41% in the measure of the wind vector angle.
These results are in-line with experimental measurements done
using a real wind LIDAR mounted on the nacelle of a wind turbine
[7]. Currently, wind turbine operators get around these large errors
by imposing an ‘ad-hoc’ correction function using an unperturbed
wind vector measurement from a meteorological-tower, upstream
of the farm. Yet, these correction functions rarely account for the
effect of atmospheric stability, which is shown to have a relevant
effect in the deﬂection of the yaw-angle measured at the nacelle for
the LSWF case (30% and 20% for the unstable and stable in average,
respectively), and a more attenuated effect for the VLWF case (10%
and 5% for the unstable and stable in average, respectively), right
behind the blades. The reduced wind-angle deﬂection on the VLWF
is a result of the enhanced mixing produced by the large array of
wind turbines.
To further explore the effect of atmospheric stratiﬁcation on the
incoming wind vector, Fig. 5 illustrates the average yaw angle (〈f 〉
WT) as a function of the local time for a duration of two complete
diurnal cycles, where (〈,〉WT) represents the average among the
distinct wind turbines. The yaw angle has been spatially averaged
on the projection of the rotor disk at the different upstream dis-
tances, and therefore it is referred as an upstream rotor-disk
average. Within this Figure, subplot 5a represents the average
evolution of the yaw angle in the case of a LSWF and the blue shade
indicates the corresponding standard deviation for the four
different upstream scanning distances presented in Section 3.2.
Supblot 5b depicts the case of the VLWF, where the blue line
represents again the wind vector orientation averaged over all the
wind turbines conforming the wind farm, and the blue shading
indicates the corresponding standard deviation. The reason for
averaging over all the wind turbines, without distinguishing be-
tween the turbines scanning at different upstream distances, is the
similitude presented in Fig. 4. Further, the black line represents the
average wind vector angle obtained by those wind turbines that
learn about the incoming wind measuring behind the blades, as a
proxy to a wind vane and cup anemometer, and the black shade
represents the corresponding standard deviation. It is interesting to
note that during the unstable regimes, as a result of the enhanced
vertical and lateral mixing [52e55] there exists a larger variability
(standard deviation) in the wind vector angle measured among the
different turbines in comparison to the stably stratiﬁed regime.
However, this differentiated behavior is not apparent in the wind
turbines driven by the wind vane proxy, probably as a result of the
continuous mixing produced by the blades regardless of the at-
mospheric stratiﬁcation. Interestingly, the maximum error
observed between the upstream and wind vane proxy measure-
ments are close to 5+ during the stable regime (from 0600 to 0900
in the ﬁrst diurnal cycle). Almost no differences are observed dur-
ing the unstable regime (from 1230 to 0100 of the ﬁrst diurnal
cycle). In subplot 5a, the same representation is used, where the
maximum error is close to 4+ and the minimum is close to 1+.
Mikkelsen et al. [7] showed experimental misalignments of 10+
root mean square (RMS) value for a 10 min average of a 3 h 20 min
observation period during the night of April 30th, 2009. This is
about half the error observed in subplot 5a. This underprediction of
the LES could be due to the approximate wind turbine model used
in the LES to represent the actual turbines. It is also interesting to
note the difference in averaged angle values between the VLWF and
LSWF cases. This is a result of the enhanced resistance introduced
by the large wind farm in comparison to the largely spaced wind
farm, which produces a deeper geostrophic imbalance.
As a result of the diurnal evolution of the yaw-angle and its
associated standard deviation, a new unknown arises with respect
to the use of wind LIDAR technology. From the presented results, it
is clear that the scanning averaging time and corresponding tur-
bine's readjustment frequency should also be analyzed. For
Fig. 5. Yaw alignment for the upstream scanning distance (in blue) and for the wind vane (in black), (a) for the LSWF and (b) for the VLWF. (For interpretation of the references to
colour in this ﬁgure legend, the reader is referred to the web version of this article.)
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example, one could wonder whether it could be more optimal to
keep the wind turbine's yaw alignment ﬁxed during day time,
when the wind vector continuously changes direction and just
allow the time-varying readjustment during night-time, when the
ﬂow changes less randomly. This additional degree of freedom is
explored in the following section.
4.2. Optimal averaging time to interrogate the atmosphere
A total of 14 simulations of 4 h real-time length each have been
performed to evaluate the effect of using different averaging times
to readjust the turbine's yaw-alignment. The study includes both
(stable and unstable) stability regimes for the two wind farm sce-
narios (VLWF and LSWF). In this case, the analysis is based on the
same previous diurnal cycle, but only consider the time period
between 0130 and 0530 to represent the stable regime, and the
time period between 1330 and 1730 to represent the unstable
stratiﬁcation. During these periods of time the wind turbine model
was conﬁgured as such to learn from the incoming wind vector at a
ﬁxed distance upstream of the rotor disk (D/2). The corresponding
frequency of yaw-readjustment was varied, with time-periods
ranging between 1 s and 60 min. Precisely, the studied readjust-
ment time-periods are: 1 s, 5 min, 10 min, 20 min, 30 min, 45 min,
and 60 min, where each set-up corresponds to a new numerical
simulation inwhich all turbines are equally conﬁgured. These times
also correspond to the averaging times used to determine the
characteristics of the incoming wind vector (module and angle). In
order to quantify the misalignment error with the incoming wind
vector and hence the corresponding loss in power induced by the
use of different averaging times, the simulation with 1-s
readjustment-time has been used as a base case, or ‘ground truth’.
In order to evaluate the performance of the different yawing
times, Fig. 6 illustrates the normal probability density function
(PDF) of the yawing error associated with the different study cases
(VLWF versus LSWF, day-night for different averaging times). The
error is computed as the difference between the angle of the
incoming wind vector measured with a 1 Hz frequency and the
angle obtained by the corresponding longer averages i.e.
εf ¼ f 1s  f t , where t represents the different averaging times.
Subplots 6a and 6b represent the study cases for the LSWF and
subplots 6c and 6d for the VLWF, where 6a and 6c represent the
stably stratiﬁed case and 6b and 6d illustrate the unstable case,
respectively. Notice that the left and right dashed lines represent
the 95% conﬁdence intervals, which are equivalent to two standard
deviations (2s), for the 30 min PDF. It is worth noting that the
unstable regimes are characterized by a wider PDF, which is related
to the variability of the wind vector during the unstable regime.
Subplot 6a shows that the probability density function of the
associated error for the LSWF during the stably stratiﬁed period is
overall quite small (less than 1+ on the 60 min period case and for
the mean value) when compared to the other scenarios, regardless
of the averaging time. This means that even if one decides to use
large periods of time between yaw-readjustments, the associated
penalization in power loss would be very small. Also, it is inter-
esting to notice that all the PDFs in subplot 6a are shifted towards
the right. This phenomena is an effect of the preferential wind di-
rection. For example, if the wind vector has a preferred clockwise
rotation in time, the increase of the turbine's yawing time leads to
larger errors. This is the result of the cumulativemisalignment with
longer times. This behavior is not seen in subplot 6c due to the high
perturbation produced by the presence of a large wind farm. Also,
in subplots 6b and 6d it is not observed as a result of the large
mixing and not preferred direction of the ﬂow during the unstable
period.
In contrast, in the convective period for the LSWF case (subplot
6b), the means of the PDFs associated with the different readjust-
ment periods are progressively shifted to larger biased errors with
95% conﬁdence of ±12.86+ contrasting with a ±0.86+ for the stable
period. Also, it is noticeable the larger standard deviation associ-
ated in this case, which is more than ten times larger than the one
for the stable stratiﬁed period. In the VLWF cases (subplot 6c and
6d) results follow a similar trendwith larger standard deviations on
the unstable stratiﬁed period. However, in this case the error
associated with larger readjustment periods is much more notice-
able, with PDF mean values in exceedance of 5+ during the stable
stratiﬁed period, and larger than 10+ during the unstable stratiﬁed
period. Therefore, in VLWFs the continuous interaction between
wakes truly penalizes the large yawing times with large errors
observed, both during day-time and night-time (subplots 6c and
6d, respectively).
A better representation of the relationship between the yawing
angle error presented in Fig. 6 and its direct effect on the harvested
power is presented in Fig. 7. This ﬁgure illustrates the normalized
cumulative error in power for the different atmospheric stability
Fig. 6. Probability density function of the yaw-alignment error for the LSWF during the stable (a) and unstable (b) regimes, and for the VLWF, (c) and (d), respectively.
G. Cortina et al. / Renewable Energy 101 (2017) 376e386 383
14
scenarios and for a period of time of 150 min. The associated error
in harvested power (εP) is computed using the theoretical cos3










where N is the time cumulative number of events used to compute
the error with a frequency of 1 Hz over 150 min (N¼ 9000) and the
error in the yaw angle is computed as hεfiWT ¼ hf1s  ftiWT , where
t represents the different averaging times. Notice that the initial
cumulative error values ( than the ﬁrst 60 min) have a poor sta-
tistical meaning given the reduced amount of cumulative data
points. The cumulative error becomes representative after the
90 min threshold (where N is equal to 5400). This explains the very
large error encountered during the initial 5e10 min of the analysis,
where N is still very small (300e600 data points respectively).
Interestingly, during the stable period for the LSWF (subplot a)
the cumulative error in power is practically negligible (less than
0.02%), showing the excellent performance of the upstream scan-
ning approach regardless of the yawing times. Nonetheless, it can
be observed that the 5, 10 and 20 min readjustment times perform
the best, as one could a priori expect. The small error associated to
this case is due to the fact that the incoming wind is not perturbed
by other wind turbines as well as due to the strong incoming winds
associated with the LLJ. For the unstable stratiﬁed scenario of the
LSWF (subplot 7b) there is a slight increase of the cumulative error
in power as a result of the unstable ABL, but once again it presents
small differences between the different readjustment times.
Interestingly, the 10, 20 and 30 min readjustment periods present
the lowest associated error in power. Indeed, it is the 5 min read-
justment time that presents the largest cumulative error. Results
show how the strong ﬂuctuating winds characteristic of the day-
time periods penalize the shorter readjustment time. It has been
observed that once the yaw alignment has been corrected, it
doesn't take long for the wind vector to change its orientation,
inducing continuous large misalignment. In contrast, while larger
times such as the 30 min readjustment period remains most of the
time aligned, the absolute misalignment error remains smaller in
magnitude.
Finally, subplots 7c and 7d represent the cumulative error in
power for the VLWF. In both cases (stable and unstable regimes)
results illustrate the effect of the continuous wake interaction,
characteristic of large wind farms [52e55], with much larger errors
for the longer readjustment times. A 2% and 12.5% cumulative error
is observed for the 60 min readjustment-time for the stable and
unstable cases respectively. Also in this case, the error appears to be
larger for the convective time in comparison to the stable period.
Overall, the 30 min readjustment period seems to perform
optimally within all the studied scenarios, presenting a small error
for all the different cases independently of the stability and the
particular wind farm scenario.
5. Conclusions
The goal of the present study was to investigate the possible
existence of an optimal upstream scanning distance and
readjustment-time to accurately learn about the incoming wind
vector using wind LIDARs mounted on the wind turbine nacelle. To
answer this question a total of nineteen LES cases have been
developed which consider the canonical scenarios of a largely
spacedwind farm (LSWF) and a very largewind farm (VLWF) under
continuously changing atmospheric conditions.
The numerical results of two consecutive diurnal cycles reveal
that during unstable regimes, as a result of the enhanced vertical
and lateral mixing, there exists a larger variation in the incoming
wind vector angle (~8+) compared to the stable period, which
shows a 50% reduction in wind angle variability. For the LSWF
under stable stratiﬁcation the maximum error observed between
the upstream and wind vane proxy measurements of wind direc-
tion are close to 5+ (found between 0600 h and 0900 h) whereas
almost no differences were observed during the late unstable
period (between 1300 h and 1800h). For the VLWF case, the
maximum error is close to 4+ and the minimum is close to 1+. These
results agree well with the experimental data of Mikkelsen et al.
[7]. Nonetheless, some differences exist, which have been attrib-
uted to the approximate wind turbine model used in the LES to
represent the wind turbines. However, results reveal no signiﬁcant
differences when measuring the incoming wind vector at different
upstream distances, regardless of the atmospheric stratiﬁcation.
Fig. 7. Normalized cumulative error in power for the LSWF during the stable (a) and unstable (b) regimes, and for the VLWF, (c) and (d), respectively.
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This is a very important result because it will allow wind LIDARs to
learn from the incoming wind vector at far upstream distances,
hence providing longer readjustment times to reset the optimal
turbine parameters.
Within this study the effect of the wind turbine yaw
readjustment-time has also been considered. Results indicate that
for the LSWF under stable conditions the overall cumulative error
in power is very small (~0.015%), with time periods of 5, 10 and
20 min showing the best performance, and for the unstable con-
ditions the 10, 20 and 30 min readjustment times showing the best
performance (~2% error). In this case the 5 min period under-
performed as a result of the fast and continuous change in the
incoming wind vector (~3% error). In contrast, for the VLWF (cases,
both stable and unstable) illustrate the effect of the continuous
turbine-wake interactions, with much larger errors for longer
readjustment times. For example, a 2% and 12.5% cumulative error
in power are observed for the 60 min readjustment time for the
stable and unstable atmospheric regimes correspondingly. Overall,
the 30 min readjustment period seems to perform most optimally,
presenting small errors for all the different study cases, indepen-
dently of atmospheric stability and the particular wind farm
conﬁguration.
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a b s t r a c t
Despite the evolution of wind turbines, the way in which in-situ meteorological information is obtained
has not evolved much. Wind vane and cup anemometers, installed at the turbines nacelle, right behind
the blades, are still used. This near-blade monitoring does not provide any time to readjust the proﬁle of
the wind turbine, and subjects the blades and structure to wind gusts and extreme incoming wind
conditions. A solution is to install wind lidar devices on the turbine's nacelle. This technique is currently
under development as an alternative to traditional in-situ wind anemometry because it can measure the
wind vector at substantial distances upwind. However, most used wind lidar systems are optimized for
measuring within a ﬁxed upwind range, but at what upwind distance should they interrogate the at-
mosphere? This work uses Large Eddy Simulations to create a realistic atmospheric ﬂow to evaluate
optimal scanning distances to learn about the incoming turbulence as a function of wind farm conﬁg-
uration and atmospheric stratiﬁcation. A correlation model, based on a modiﬁed truncated normal
distribution, has also been developed, which could be implemented within the feed-forward collective
pitch control of the turbine, allowing for improved wind turbine readjustments.
© 2016 Elsevier Ltd. All rights reserved.
1. Introduction
The continuous improvement of Light Detection and Ranging
(lidar) technology over the past few years, with enhanced spatio-
temporal resolution, improved signal-to-noise ratio, and consider-
able reduction of the physical package, has made this technology
very appealing for wind energy applications. For example, several
studies have illustrated the lidars' capacity to provide more accu-
rate measures of the turbine's approaching wind vector in com-
parison to traditional wind vane and cup anemometers [1e3]. With
this new capacity of staring ahead of the turbine's rotor blades, it is
possible to improve the turbine's yaw alignment [4,5], and there-
fore enhance the turbine's harvested power [2,6]. In addition, wind
lidars have also improved the measure of power curves [7,8] and
the prediction of incoming ﬂow turbulence [9], which results in a
potential mitigation of the turbines' loads.
To study the detection of wind gusts, Harris et al. [9] installed a
wind lidar on the nacelle of a 2.3 MW turbine. The wind mea-
surements were performed at a constant upstream scanning dis-
tance of two-hundredmeters for a period of 18 h. By comparing the
lidar measurements with those provided by cup anemometers,
they illustrated the potential of nacelle-mounted wind lidars to
accurately measure incoming wind gusts. Other studies have
focused on the use of wind lidars to enhance the harvested power
by continuously readjusting the turbine's yaw alignment [2], and in
designing collective pitch controls [10,11] to reduce the loads that
wind turbines suffer from incoming turbulent gusts. By being able
to measure the incoming ﬂow ahead of time, it is, for example,
possible to design control mechanisms that force certain wind
turbines of a wind farm to be purposely yaw-misaligned, reducing
the wake-to-wake interaction with downstream turbines [12]. This
is for example the purpose of the control-oriented dynamic model
proposed by Gebraad and Van Wingerden [13], or the approach
explored by the National Renewable Energy Laboratory (NREL) at
the Fishermens Atlantic CityWindfarm. In this last case, an increase
of 10% in power output for the overall wind farm and a reduction in
successive wake-turbine interactions were reported [14]. Another
approach, currently being explored, to enhance the wind farm
power production, knowing the incoming wind vector ahead of
time, is the use of collective pitch control algorithms. These have
the advantage of not increasing the turbine's structural loads (as
compared to the yaw-misalignment approaches [10]). Yet, this
approach has only been explored under deterministic gust condi-
tions, assuming perfect inﬂow measurements, and applying
* Corresponding author.
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Taylor's frozen turbulence hypothesis. Similarly, numerical works
from Dunne et al. [15] have also illustrated the potential of using a
wind lidar control approach to reduce loads while maintaining
rated power and rotor speed, and at the same time without
signiﬁcantly increasing the pitch rate.
Currently it is possible to readjust the pitch of the turbine's blades
at a rate of 4e8/s [10,16], meaning that with a sufﬁcient warning-
time, it should be possible to readjust the blades', reducing the
structural loads produced by wind gusts. According to Mikkelsen
et al. [3], the ‘warning’ time for the incomingwinds gusts is of 5e10 s,
depending on the mean incoming wind velocity. Therefore, the po-
tential of using wind lidars to predict the incoming turbulent ﬂow
relies on the time-lapse with which turbulent events can be pre-
dicted before these reach the turbine blades. At this point, while the
lidar-assisted collective pitch control and the pitching system have
been proved to be fast enough to regulate the wind turbine [10,16],
several questions remain to be answered with respect to the evo-
lution of the turbulent ﬂowwithinwind farms. For example, how far
upstream should the wind lidars measure to observe rotor-disk
correlated turbulence, and how does this upstream correlation dis-
tance change with atmospheric stratiﬁcation?
In this work we explore the correlation between the rotor-disk
and the upstream measured turbulence ﬁelds in a wind farm un-
der different atmospheric stability conditions. The goal is to
determine whether it is possible to timely readjust the turbine
blades to protect them from potentially damaging turbulent gusts.
For this purpose a set of atmospheric large-eddy simulations (LES),
including wind turbines capable of yaw self-adjustment, has been
considered. The atmospheric ﬂow was forced with a constant
geostrophic wind and a time varying surface temperature extracted
from the Cooperative Atmospheric Surface Exchange Study (CASES-
99) ﬁeld experiment [17], hence reproducing a realistic diurnal
cycle. The effectiveness of measuring the ﬂowupstream of thewind
turbine to predict incoming turbulence gusts is quantiﬁed, and
correlation curves are developed to help wind turbine operators
select the most appropriate upstream scanning distance for nacelle
mounted wind lidars as a function of atmospheric stratiﬁcation.
In section 2 the considered study cases are explained, and in
section 3 the results are presented and discussed. In section 4 a
simple model to predict turbulent gusts is presented and section 5
outlines the conclusions. Additional details of the numerical
conﬁguration can be found in the Appendix section.
2. Study cases
To numerically simulate the atmospheric boundary layer ﬂow
throughout a diurnal cycle, the ﬁltered Navier-Stokes equations (NS)
with conservation of mass, and an advection-diffusion equation for
potential temperature are integrated in time. The atmospheric
boundary layer (ABL) ﬂow is considered incompressible and as a
result of the high Reynolds number, the viscous terms are neglected.
The wind turbines are represented with the actuator-disk model
with rotation ofWu et al. [18], including the dynamic yaw-alignment
of Sharma et al. [19], where the turbines have the capacity to realign
their yaw alignment every 10 min. The numerical domain has a
physical size of Lx ¼ 2pzi m, Ly ¼ pzi m, and Lz ¼ 3zi m, where zi is
the height of the inversion layer. The grid resolution is equal to dx ¼
dy ¼ 24:5 m and dz ¼ 7:8 m, with a total of 256 128 384 grid
points, providing a large enough domain for developing realistic ABL
ﬂow conditions [20,21]. Also, this numerical resolution is ﬁne
enough to accurately resolve the wind turbines and the corre-
sponding wakes [22]. For each diurnal cycle the associated compu-
tational cost is approximately 33,000 core hours. In this study, each
simulation used 64 cores, hence leading to a total of about 21 days.
The speciﬁc details of the numerical code are found in the Appendix
as well as in prior studies from the same authors [1,19,21].
To evaluate the possibility of using nacelle-mounted wind lidars
to foresee strong incoming turbulence ahead of time, two different
wind farm scenarios with different wind turbine spacings have
been considered. Each wind farm conﬁguration has been evaluated
through two consecutive diurnal cycles. First, a very large wind
farm (VLWF) is considered, where the turbines are perfectly aligned
and separated by a distance of 8D in the streamwise direction (sx)
and 5D in the spanwise direction (sy). Second, a very sparse wind
farm representative of the case of an isolated single wind turbine is
also considered, where the turbines are in practice separated by a
distance of sx  63D and sy  31D, and referred as largely-spaced
wind farm (LSWF).
The simulations were initialized with vertical proﬁles of ve-
locity and temperature extracted from Kumar et al. [23], corre-
sponding to a height-independent geostrophic wind, and a well
mixed temperature proﬁle matching the initial surface tempera-
ture of 278:6K , with an inversion layer spanning from zi to the top
of the domain, with zi ¼ 1000m. To simulate a diurnal cycle, a time
varying surface temperature is imposed (see Fig. 1a). Speciﬁcally
Fig. 1. (a) Spatially averaged and time-dependent imposed temperature at the surface of the domain hqsixy ½K; (b) normalized stability parameter, z1=〈L〉xy , where z1 is the height of
the ﬁrst grid-point and L is the Monin-Obukhov length as a function of time. Four-hour periods marked with 45 dotted line (p1, p3), in black, and squared dotted line (p2, p4), in
red, delineate time periods in which representative statistics are computed. Precisely, period p1 and p3 constitute the times between 0145 and 0545 h local time (LT) and p2 and p4
denote the time between 1315 and 1715 h of LT. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
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in this work two consecutive diurnal cycles are modelled, to
ensure uniformity of the results presented and improve statistics.
The imposed surface temperature is spatially homogeneous for
the entire domain and as a result of the time variation, different
stability conditions are achieved through the two diurnal cycles as
depicted in Fig. 1b using the surface stability parameter (z1=L). In
this case z1 represents the height of the ﬁrst grid point and L is the














Here, the left and right triangular brackets (〈$〉xy) indicate spatial
averaging in the stream and spanwise directions. Also, k is the von
Karman constant, ðw0q0Þs is the surface sensible heat ﬂux, q is the
surface temperature, and u is the friction velocity. In Fig. 1b, the
vertical doted lines denote a change in atmospheric stability. From
2100 to 0955 h the stability parameter is positive (z1=〈L〉xy >0),
which means that the ABL ﬂow is stable. Whereas between 0955
and 1842 the stability parameter is negative (z1=〈L〉xy <0), indica-
tive of unstable stratiﬁed ﬂow, hence representative of a convective
atmospheric boundary layer (CBL). The same pattern develops in
the second diurnal cycle, where the change of stability takes place
at 0925 and 1842h, local time. Four-hour periods marked with 45
dotted lines and denoted as period 1 and period 3 (p1, p3), in black,
and squared dotted lines for periods 2 and 4 (p2, p4), in red,
delineate the times in which representative statistics of both
stratiﬁcation regimes are computed. Periods p1 and p3 constitute
the time between 0145 and 0545 h and p2 and p4 denote the time
between 1315 and 1715 h, local time. Within these stratiﬁcation
periods, the ﬂow remains fairly unchanged from a statistical
perspective.
2.1. The very large wind farm (VLWF)
The VLWF case is populated with 48 wind turbines uniformly
spread in 8 rows of 6 wind turbines each, with a diameter and
hub height of one hundred meters (zh ¼ D ¼ 100m). As a result
of the lateral periodic boundary conditions, the VLWF case is
equivalent to an inﬁnite wind farm. To evaluate the ﬂow dif-
ferences obtained by measuring the incoming wind ﬁeld at
different upstream distances, each row of turbines is conﬁgured
with a different upstream scanning distance. Fig. 2a is a sche-
matic representation of the wind farm conﬁguration with color
bands representing the different upstream scanning distances
for each turbine. Speciﬁcally, the wind turbine rows scan at
D=4;D=2; 3D=4; D; 5D=4; 3D=2 and 2D upstream of the rotor
disk. These upstream scanning distances have been selected
following a previous experimental study of Harris et al. [9],
where a continuous-wave wind lidar was ranged between 10
and 200 m upstream of the wind turbine rotor disk. Fig. 2b is a
detailed view of one of the wind turbines, where the cone shape
denotes the upstream scanning distance (du) and fe represents
the yawing alignment and correspondingly the orientation of
the upstream scanning location.
2.2. The largely spaced wind farm (LSWF)
The LSWF consists of one single wind turbine located in the
middle of the numerical domain. Due to the periodic boundary
conditions, in practice this is equivalent to a largely spaced wind
farm with a streamwise and spanwise spacing of approximately
63D and 31D, respectively. Hence, it is assumed to be repre-
sentative of an isolated wind turbine. Note that given the size of
the numerical domain, although it is periodic, the wake of the
wind turbine doesn't interact with itself, meaning that in prac-
tice it perfectly corresponds to the case of a single wind turbine.
In this case, however, given the computational cost of each
simulation, only 4 upstream scanning conﬁgurations have been
considered ðD=2; D; 3D=4; and 4D=2Þ. Note that for each up-
stream scanning conﬁguration 48 h of real time ﬂow have been
simulated.
3. Results
3.1. Mean velocity and turbulent kinetic energy throughout a
diurnal cycle
Fig. 3 represents the corresponding diurnal evolution of





sub-plots a and b) and turbulent kinetic energy
(TKE ¼ 0:5ðu0u0 þ v0v0 þw0w0Þ, sub-plots c and d) for the VLWF
case (a and c) and the LSWF case (b and d). Both, the mean wind
velocity and the TKE are computed using a weighted moving
average with a window size of 10 min. This becomes important
later, when computing the space correlations of TKE between
the rotor-disk measures and those made upstream. Precisely, the
velocity ﬂuctuations are computed by subtracting to the
instantaneous velocity (uðtÞ) a 10 min time average
Fig. 2. (a) Top view representation of the LES domain with the eight rows of wind turbines for the VLWF case, where the different upstream scanning distances of each row are
represented with a different scanning cone size and a different color. (b) Detailed view of A0 , indicating the upstream scanning region as a function of changing yaw angle (fe). (For
interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
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(u0ðtÞ ¼ uðtÞ  u) computed using an exponentially weighted
moving average (EWMA, [24]). The averaging function is rep-
resented as follows,




uðtÞuðt  t0Þdt0; (2)
where the weighting function used is a decaying exponential,
wðt  t0Þ ¼ eðtt0Þ=t. This weighting function is introduced to con-
trol the relative importance of events near time t with those of
earlier times t0, where t0 < t. While traditionally the most common
averaging techniques used to study atmospheric processes are the
window average and the moving window average, these require
knowing the complete time-series to compute the actual averaged
quantity (these are a-posteriori averaging techniques). However to
continuously obtain a measure of the incoming turbulence as
needed to compute correlations at each instant in time, a contin-
uous running averaging procedure is needed, hence the use of the
EWMA. Note that as a result of the weighting function used, the
ﬂuctuating velocity is computed as a function of the past ﬂow
events, with stronger inﬂuence of the latest wind measures. In
principle, the time averaging period (t) used to compute the ﬂuc-
tuations of the velocity ﬁeld and the corresponding TKE, should a-
priory be atmospheric-stratiﬁcation dependent because of the non-
stationary behaviour of the turbulent ﬂow through the diurnal
cycle. Several works have investigated the use of different mathe-
matical approaches such as the eddy covariance method [25], the
Ogive function [26] and the Multiresolution ﬂux decomposition
[27], among others, to determine the most appropriate averaging
time to compute statistics in turbulent ﬂows. For example, Sozzi
and Favaron [28] found that a time scale ranging between 30 and
60 min was a good averaging time under convective conditions.
Also, under convective conditions, over the Salt Flats in Utah's
Fig. 3. Sub-plots a and b represent the vertical proﬁles of 10 min averaged and horizontally averaged velocity module (〈U〉xy). Sub-plots c and d represent the turbulent kinetic
energy (〈TKE〉xy), representative of the VLWF (sub-plots a and c) and the LSWF (sub-plots b and d) during two consecutive diurnal cycles. The vertical dotted lines denote the change
in stability and the horizontal dashed lines denote the top tip and bottom tip of the rotor of the wind turbine. Both cases are correspondingly normalized with the geostrophic wind
(UG) and the square of the geostrophic wind.
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western desert, Metzger and Holmes [29] found that the appro-
priate mean removal time scale was in the range of 20.8 and
26.7 min. Instead, under a neutral stratiﬁcation Vickers and Mahrt
[27] found that the appropriate averaging time was of 9 min, and
under stable stratiﬁed ﬂows Babic et al. [30] suggested that a good
averaging time scale should range between 7 and 11.5 min. In this
work, the averaging time scale ðtÞ used to compute the velocity
ﬂuctuations, the corresponding TKE and the mean velocity is equal
to 10 min. This time-scale has been chosen in accordance with the
selected yaw reorientation-time. While this averaging time, might
be a bit too short to capture the large-scale structures of the
convective stratiﬁcation as mentioned above, it wouldn't make
sense to carry on statistics of turbulent ﬂow from different di-
rections. Further, the selected, ﬁxed averaging time is inline with
those suggested for neutral and stable conditions.
In Fig. 3b, the ﬂow statistics of the evening period (between
21:30 and 04:00 h) illustrate the presence of an intense low-level
jet (LLJ) at about 100 m height. Interestingly, in the VLWF case the
LLJ is displaced vertically by almost 200 m, hence avoiding direct
interaction with the turbines. This vertical shift is the result of an
increased surface drag produced by the agglomeration of turbines
and illustrated in the form of an increased TKE in 3c. As a result,
since the harvested power is proportional to the cube of the
averaged velocity, the harvested power for the VLWF case would
be substantially reduced ( 80% reduction) with respect to the
LSWF case, during the night-time. During the convective regime
(from 0925 to 1842h), this reduction in power is only of about 
50%. Also, during this period it is important to notice the vertical
growth of the surface boundary layer (10% increase), when
compared to the LSWF case. This results once more, from the in-
crease in TKE throughout the wind layer surrounding the turbines
and extending vertically up to 400 m height. During night-time,
the large array of turbines becomes the main generator of tur-
bulence, dominating over the otherwise shallow turbulent layer
formed near the surface and observed in the LSWF. Interestingly,
during the convective regime the ﬂow is mainly dominated by the
background atmospheric turbulence (as will be shown later), and
hence ﬂow differences between the VLWF and the LSWF cases are
much smaller.
As it can be observed in all sub-plots, both diurnal cycles present
very similar trends, with minimal changes in magnitude for any of
both variables. However, there exists a weak increase in the
boundary layer depth (165 m and 149 m growth for the VLWF and
LSWF, respectively) during the convective period of the second day
in comparison to the ﬁrst day. This results from the residual layer of
the prior day.
Note that Fig. 3 is solely intended to provide a time evolution
representation of themean velocity and TKE, so the reader becomes
familiarized with the tempos of the diurnal cycle and the pro-
gressive vertical changes in both variables as the day evolves. A
much more detailed analysis of the diurnal evolution of the ABL, in
presence of wind turbines, is provided by other LES works [21,31],
and mesoscale simulations [32].
Using a different perspective, Fig. 4 presents a detailed time
evolution of the TKE focusing now at the rotor-disk area. While
the central lines (hollow circles and stars) represent the rotor-disk
area averaged TKE, the top and bottom solid lines represent the
TKE at z ¼ ±D=2, hence indicative of the vertical variation of TKE
on the rotor-disk region. Note that during night-time and for the
VLWF case, there exists a 2.7 difference in turbulence intensity
between the top tip and the bottom tip of the rotor-disk. In
contrast, during day time the vertical change in TKE is reduced to a
factor of only 1.15, meaning that the turbulence is vertically well
homogeneous. While overall the TKE is much weaker during night
time, this vertical gradient throughout the rotor-disk is of big
concern for wind turbine operators because of the resultant
enhanced blade loads. With respect to the LSWF case, the TKE
remains fairly uniform through the rotor-disk region and through
all the diurnal cycle.
3.2. Correlation of rotor-disk and upstream turbulence
To quantify the resemblance between the rotor-disk reaching
turbulence and the upstream measured one, a time-lag cross-
correlation coefﬁcient between the TKE measures at both loca-
tions (see Fig. 5) has been computed following Equation (3). Using
this cross-correlation coefﬁcient it will be possible to set a mea-
sure of relationship between the rotor-disk and the upstream TKE.
Fig. 5 presents a schematic representation of the procedure fol-
lowed to compute the TKE correlation. Sub-plot (a) depicts the
wind turbine and the corresponding upstream scanning area,
where the wind velocity ﬂuctuations are measured and used to
compute the TKE as a function of time. Initially, the TKE is
computed individually at each grid point (i,j) of the rotor disk and
the upstream scanning area using the 10 min weighted moving
average. In a second step it is spatially averaged over each corre-
sponding scanning area. As a result, a single TKE value is obtained
per sampling time (sampling frequency of 1 Hz). The spatial dis-
tribution of grid points (i; j) corresponds with future wind lidar
models, which will be adapted to scan full circular upstream
planes. These are currently being developed and tested (Mikkel-
sen et al. [3]). In a third step, the correlation coefﬁcient between
the rotor-disk and upstream averaged TKE values is computed















where R represents the correlation coefﬁcient. The corresponding
covariance (Cðed; euÞ) between the rotor-disk (edðtÞ) and the up-
stream TKE (euðtÞ) time-series is computed using 4 min chunks of
Fig. 4. Ten minutes averaged turbulent kinetic energy (〈TKE〉) for the VLWF and the LSWF cases during the two diurnal cycles, normalized by the square of the geostrophic wind.
The line represented by circles and stars illustrate the volume average of the TKE between the top tip and bottom tip of the wind turbine's rotor. The lines surrounding the ﬁlled area
depict the TKE averaged at the top and bottom tip of the wind turbine blades, þD=2 and D=2, respectively.
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eui  mu; (4)
where mu and md are the corresponding time averages of the time
varying TKE upstream and at the rotor-disk, and ðÞ denotes the
complex conjugate. In the above equation, N represents the total
number of sampling points used at each plane. The 4 min period
with 50% overlap used to compute the cross-correlations was
selected upon the observation that beyond 2 min the TKE correla-
tions are very weak. Initially, the correlation coefﬁcient is
computed for a lag-period equal to zero (see Fig. 5b and c), which is
progressively increased up to the 2 min (4 min minus the 50%
overlap). This procedure is progressively repeated in chunks of
4 min of data for each characteristic 4 h study periods (see Fig. 1) of
each study case. At the end, all correlation coefﬁcients of the same
corresponding 4 h study periods are averaged to extract the most
representative correlations for a given atmospheric stratiﬁcation
and wind farm arrangement. Results of the exhaustive analysis are
presented in Fig. 6 for study periods p1 and p2 (see Fig. 1), where
sub-ﬁgures (a) and (b) depict the stable- and unstable-VLWF cases,
respectively, and sub-ﬁgures (c) and (d) depict the stable- and
unstable-LSWF cases.
For the VLWF case it is interesting to note that the maximum
correlation is strongly relatedwith the time it takes for advection to
displace the turbulent structures. This advection time scale (ta) is a





(where 〈,〉d denotes the spatial average at the upstream disk) and
the upstream scanning distance (du), such that ta ¼ du=hU∞id.
Therefore, because for the different upstream scanning distances
the mean velocity remains fairly constant, the advection time at
which the maximum correlation occurs is mainly only a function of
the upstream scanning distance. Therefore the maximum correla-
tion is equally spaced in time for the different upstream scanning
distances in the VLWF case. This characteristic time scale is a good
indicator of the reaction time that wind turbines will end up having
to readjust the blades' pitch to reduce unwanted loads. Also, it
should be noted that the turbulence correlation between the rotor-
disk and the upstream scanning area decreases with increasing
Fig. 5. Graphical representation of the computation of the lag-cross-correlation coefﬁcient for the TKE between the rotor disk and the upstream disk for the different lags.
Fig. 6. Cross correlation coefﬁcient for the different upstream scanning distances as a function of time, for the stable-VLWF (a), unstable-VLWF (b), stable-LSWF (c) and unstable-
LSWF (d). For sub-ﬁgures (a) and (b) the correlation coefﬁcient is averaged over the wind turbines scanning at the same upstream distance and the shaded area represents the
standard deviation.
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upstream scanning distance. This phenomena reﬂects the life-time
of turbulence and is related to Taylor's frozen hypothesis [33]. For
the stable-VLWF case (sub-Fig. 6a), the correlation of TKE has a
constant drop of 4% for the ﬁrst upstream scanning distances (be-
tween D/4 to 3D/2), while a more accentuated drop (9%) of TKE
correlation exists at 2D. Contrary, for the unstable-VLWF case (sub-
Fig. 6b), the TKE correlation presents a constant drop of 2%. The TKE
correlation values for the unstable-LSWF represented in sub-
Fig. 6d, seem to follow the same pattern as in the VLWF cases, with
a total drop in correlation of 14% for the upstream distance of 2D.
Overall, the VLWF (both stratiﬁcation cases) and the unstable-LSWF
depict very good correlations for the largest distance of 2D, with the
maximum drop being 27% for the stable-VLWF case. Contrary, the
lag-correlation coefﬁcient curves for the stable-LSWF case depict a
very different pattern. There exists already a very large drop of 50%
in TKE correlation at the shortest upstream scanning distance (D/2),
with also large differences at further distances (D;5D=4 and 2D),
ranging between 30 and 35%. To better understand the cause of this
sudden drop in TKE correlation between the rotor-disk and the
shortest upstream scanning distance, as well as to better compare
the different TKE correlations, the corresponding TKE power
spectra is computed at both locations, the rotor-disk and the up-
stream scanning area at D=2 (see Fig. 7). These power spectra are
computed using the 4 min time series, at each point of the
measuring disk, and then spatially averaged over the complete
scanning disks, at the rotor and upstream. Sub-ﬁgure (a) illustrates
the TKE spectra for the upstream plane and the rotor disk for the
VLWF case, and sub-ﬁgure (b) illustrates the spectra for the LSWF
cases. This representation illustrates better the difference in
structure of the TKE, and justiﬁes the severe difference in correla-
tion previously observed in Fig. 6. It shows that for the stable-LSWF,
the TKE power spectra between the rotor disk and the upstream
disk is very distinct. Contrary, for the VLWF case independently of
the ABL stratiﬁcation, and for the unstable-LSWF, the two power
spectra are practically identical. From the TKE spectra, it is observed
that for the stable-LSWF case the TKE at the rotor disk is dominated
by larger turbulent structures (low frequency), with two orders of
magnitude more energy than for the TKE measured at D/2 up-
stream. This result could be induced by the effect of the wind
turbine rotor blades. As it has been shown previously in Fig. 2b,
during the stable-LSWF period, unlike the stable-VLWF case, the LLJ
is intersecting the top-tip of the wind turbine rotor disk, causing a
more intense induction zone in front of the rotor disk (see for
example the study of Simeley et al. [34], which presents experi-
mental results of the upstream induction zone for different ﬂow
stability patterns using a continuous-wave lidar). Without further
proof, we attribute this to be the cause of the large difference in
correlation happening at D/2 in the stable-LSWF. In parallel, it is
interesting to note from these spectral representations that during
day-time, and for both cases, the TKE spectra presents one order of
magnitude larger values. This result is consistent with the results
presented earlier in Fig. 3a and b. There, it was shown that for the
VLWF, the wind turbines are the largest source of turbulence pro-
duction. As a result, independently of the background atmospheric
stratiﬁcation, turbulence within the wind turbines' layer is domi-
nated by rotor and wake generated turbulence, which becomes
very homogeneous in very large wind farms. Therefore good TKE
correlation values are obtained between the rotor-disk and any of
the upstream scanning distances. Contrary, in the LSWF, each tur-
bine behaves as a lone-standing element and hence the turbulence
approaching the turbine is solely due to the background ABL tur-
bulent ﬂow. This presents large homogeneous turbulent values
during daytime and small turbulence values, highly intermittent,
during night-time. These last ones are very difﬁcult to predict. The
night-time turbulence deﬁcit in correlation is a well known prob-
lem in atmospheric boundary layer turbulence [17,35].
To better understand the TKE correlation between the rotor-disk
and an upstream scanning distance as a function of time
throughout a diurnal cycle, the corresponding time-evolving peak
of the correlation coefﬁcient (maximum correlation value in Fig. 6)
is represented in Fig. 8. Sub-Fig. 8a illustrates the maximum cor-
relation coefﬁcient for the VLWF case, where the maximum cor-
relation coefﬁcient is the average of the wind turbines conﬁguring
the same row, and therefore with the same upstream scanning
distance. The shaded area depicts the standard deviation between
those wind turbines. Sub-Fig. 8b illustrates the LSWF case. A
common pattern can be observed throughout the diurnal cycle
between both cases. In general, during stable stratiﬁed regimes the
Fig. 7. Power spectra of the normalized TKE for the VLWF (a) and for the LSWF (b).
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TKE presents weaker correlations than during the unstable regime.
As one would also expect, shorter upstream scanning distances
present better TKE correlations. It is also interesting to note that for
the VLWF case, the minimum correlation observed during daytime
is 80%, on average for the 2D distance. Also, for the LSWF during the
daytime, the correlations are above 85%, demonstrating that good
predictions can be reached with the use of wind lidars. However,
the night regime (or stably stratiﬁed) depicts very weak correla-
tions, being the D/2 upstream distance more or less consistent with
an average 50% correlation. With the larger upstream distances
having average correlation values of only 20%.
The results shown in Figs. 6 and 8 outline the fact that during the
unstable periods, independently of the wind farm case (VLWF or
LSWF), the TKE presents the largest values, as well as the highest
upstream correlations. This means that wind lidars would be able
to foresee strong incoming TKE events, with efﬁciencies above 80%
at upstream scanning distances of up to 200 m. For the stable pe-
riods, the turbulence in the VLWF is 4 orders of magnitude larger
than for the single wind turbine case (see Fig. 4). Different to what
happens during day-time, whereas the TKE measured in the VLWF
case during stable periods can be predicted with good certainties
(up to 70% for a distance of 2D upstream), for the stable-LSWF case
it is very difﬁcult to predict.
4. Truncated normal PDF stability dependent model
Within this section we investigate the possibility of developing
an analytical expression that determines with certain accuracy the
best upstream scanning distance to foresee rotor-disk turbulent
events, accounting for the effect of atmospheric stratiﬁcation.
Ideally, this analytical expression should provide an upstream
scanning distance provided some relevant wind farm characteris-
tics and atmospheric stratiﬁcation conditions. From the previous
results, it is clear that the upstream scanning distancewith stronger
TKE correlation at the rotor-disk, is the closest distance possible,
-i.e. D=2. However, such short distance provides almost no time for
the wind turbine to respond accordingly. Hence, for this
information to be useful, it needs to be provided with enough time-
lag for the turbine to readjust. If tr denotes the time that wind
turbines need to measure the inﬂow conditions, process the data
and re-adapt their pitch, then the condition ta ¼ du = hU∞id > tr ;
should be satisﬁed. This means that the upstream scanning dis-
tance should satisfy the condition where du > trhU∞id. Therefore,
the minimum upstream scanning distance ðduÞ needed to guar-
antee enough time-lag should be determined as the averaged free
stream velocity ðU∞Þ times the readjustment time (tr). In addition,
one should also include a safety factor g, such to account for po-
tential wind turbine delays or changes in the mean wind upstream
of the turbine, hence du  g trhU∞id. For example, a g ¼ 1:25,
would include a safety factor due to changes in the upstream wind
of up to 25%.
The markers from Fig. 9 represent the same data from Fig. 6,
corresponding to the LES obtained correlations. In addition, lines
represent the adjustment of the LES correlation data using a one-
sided truncated normal probability distribution function (one
sided TN-PDF). While the range of deﬁnition of a normal PDF is
between ∞ and∞, the one sided TN-PDF ranges between a lower
limit a and ∞. Precisely, the lower TN-PDF can be represented by
jðm; s; a; xÞ, where m and s are the mean and variance of the parent
or general normal PDF, and a speciﬁes the lower truncation limit.
Therefore, the TN-PDF can be evaluated as follows,
jðm; s; a; tÞ ¼
8><>:
0 if t 	 a
jðm;s; tÞ
Jðm;s;∞Þ Jðm; s; aÞ if t > a
(5)
where the TN-PDF is written as,











In the above equation, t represents the argument of the TN-PDF,
which denotes time in minutes. To model the actual correlation
functions showed in Fig. 6, two extra parameters have been
Fig. 8. Maximum correlation coefﬁcient for the different upstream scanning distances as a function of time trough the two consecutive diurnal cycles for the VLWF (a) and the LSWF
(b). For the sub-ﬁgure (a) the correlation coefﬁcient is averaged over the wind turbines scanning at the same upstream distance and the shaded area represents the standard
deviation. Notice that the scale of the vertical axis is different from (a) to (b).
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with l and b being the two new scaling parameters. Sub-Fig. 9a and
b illustrate the stable and unstable stratiﬁcation for the VLWF case,
and sub-ﬁgures c and d present the stable and unstable stratiﬁca-
tion for the LSWF case. Note that the horizontal axis are repre-
sented in logarithmic scale to emphasize the adjustment of the
maximum correlation peak. The solid lines represent the modiﬁed
TN-PDF and the markers represent the data obtained from the lag
cross-correlation coefﬁcient computed for the distinct upstream
scanning distances and represented in previous Fig. 6. Also note,
that the corresponding ﬁttings work very well with the upstream
correlation measurements until the corresponding correlations
drop to very small values. As a result, with the correct ﬁtting pa-
rameters s, m, l and b (represented in Fig.10 for the current LES data
analysis) the most appropriate upstream scanning distance, given a
certain atmospheric stratiﬁcation, could be determined ahead of
time. Realize that these four parameters are wind farm dependent
and can be easily determined on-site with nacelle mounted lidar
measurements.
One of the properties of the probability distribution functions is
that the area under the curve represents the total probability, and
therefore it is equal to one. Instead, for the truncated normal PDF
Fig. 9. Semi-logarithmic representation of the modelled truncated normal PDF functions ﬁtting to the correlation coefﬁcient curves for the different upstream distances and
scenarios: VLWF (a) and (b) for stable and unstable, respectively; LSWF (c) and (d) for stable and unstable, respectively. Markers represent the same data from previous Fig. 6, which
corresponding to the LES obtained correlations, and the lines represent the adjustment of the LES correlation data using a one-sided truncated normal probability distribution
function (one sided TN-PDF).
Fig. 10. Variables for the modiﬁed TN-PDF; (a) represents the standard deviation (s), (b) represents the average (m) and subplots (c) and (d) depict the scaling variables l and b,
correspondingly. Notice that there have been represented the unstable-VLWF (½o u VLWF), the stable-VLWF (½, s VLWF) and the unstable-LSWF (½⋄ u LSWF). Notice that the
stable period for the LSWF has not been represented because it seems to not to be representative due to the poor correlations obtained.
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the area under the curve is a partial representation of the total
probability. Therefore expression 8 is used to properly normalize
the modiﬁed TN-PDF,
Jðm; s; l; b; tÞ ¼
Z t
a
ðjðm; s; l; b; tÞÞdt
Jðm;s; l; b;∞Þ Jðm; s; l; b; aÞ : (8)
In this equation, the numerator is the area under the curve from
the bounded limit a to the argument t, and the denominator rep-
resents the total area under the modiﬁed TN-PDF. As a result the
probability of the modiﬁed TN-PDF is given by
Pðjðm; s; l; b; a; tÞÞ ¼
8>><>>:
0 if t 	 a
jðm; s; l; b; tÞ
Jðm; sl; b;∞Þ Jðm;s; l; b; aÞ if t > a
1 if t/∞
(9)
fromwhich results that j is equal to 0 at a and equal to 1 as the time
t approaches∞. For values of t in-between, the probability is simply
a scaled and shifted version of a normal PDF.Within this probability
function, the standard deviation (s, sub-Fig. 10a) represents the
spread or girth of the bell curve, indicative of the spread of the data,
and it is indicative of the spread in foreseeing the incoming tur-
bulence. The mean (m, sub-Fig. 10b) indicates the upstream scan-
ning distance where the maximum correlation coefﬁcient is
obtained, and it is related with the advection time (ta). The scaling
parameter l, (sub-Fig. 10d) readjusts the shape of the TN-PDF to
obtain a more accurate ﬁtting. Finally, parameter b (sub-Fig. 10b)
indicates the vertical shift of the probability distribution, and it is a
measure of the lifetime of the turbulence. Among the ﬁtting pa-
rameters m and b, seem to be the most important because they
provide a measure of available reaction time tr and the change in
turbulence, respectively.
5. Summary and conclusions
In this work we have explored the effectiveness of detecting
turbulent events at different upstream scanning distances using
wind lidars mounted on the turbines' nacelle. The range of up-
stream scanning distances evaluated is between D/4 and 2D in
accordance with previous experimental works. Two different study
cases have been explored throughout a diurnal cycle, a very large
wind farm (VLWF), and a largely spacedwind farm (LSWF). The ﬁrst
goal of this work was to quantify the effectiveness in measuring
incoming turbulence at different upstream distanceswith sufﬁcient
time to readjust the wind turbine settings. The second goal was to
create a turbulence correlation model, which could be imple-
mented within the feed-forward collective pitch control of the
turbine, allowing for improved wind turbine readjustments.
As one could expect, results illustrate the fact that scanning at
different upstream distances changes the probability with which
turbulence can be predicted. For the VLWF case under stable
stratiﬁcation, TKE correlations are minimum (65%) when scanning
at the furthest upstream distance (2D), and maximum when
measuring at the closest distance (D/4). A quasi linear decay in TKE
correlation with changes in upstream scanning distance is
observed. Overall, this case shows an average correlation of 80%.
Under unstable stratiﬁcation, the lowest TKE correlation is obtained
when scanning at 2D upstream, with a value of 75%. At the closest
scanning distance correlations are once again above 95%. At all
upstream scanning distances, stronger correlations are observed
during the convective regime, when TKE is much more intense and
sustained in time, in comparison to the stable case; note that this
plays in favour of using wind lidar technology to timely learn about
incoming strong turbulent events. A stronger footprint of the
diurnal variation in TKE correlation is observed for the LSWF case.
In this case, during the unstable stratiﬁcation a TKE correlation of
about  85% is obtained when measuring at the furthest upstream
distance. In contrast, only a 50% TKE correlation is measured for the
closest upstream scanning distance of D/2, and even lower further
upstream.
Wind turbines are modelled using the actuator-disk with rota-
tion and yaw alignment of Sharma et al. [19], which means that the
wind turbines timely align with the incoming wind vector,
continuously changing the effective wind farm arrangement with
atmospheric stratiﬁcation. While we haven't run any simulation
with an initially staggered wind farm conﬁguration, as a result of
the atmospheric stratiﬁcation wind turbines continuously change
their yaw angle, specially during the unstable regimes. Additionally,
during the stable regimes turbulence is overall weak, and correla-
tions decay really fast. Hence, we believe that the correlations
presented in this study shouldn't change much with initial wind
farm arrangement (staggered versus aligned). Given the recent
results from a ﬁnite size wind farm [36,37], we expect the corre-
lations presented in this work no to change much except for the
ﬁrst rows of wind turbines. At the entrance of the wind farm cor-
relations should present a closer behaviour to the one observed for
the LSWF.
In a second step, we have developed a model based on a trun-
cated normal probability distribution function (TN-PDF) to provide
a measure of the correlation between the incoming TKE and that
measured at the turbine's rotor-disk ahead of time. By modelling
the turbulent correlations, it is now possible to help decide what is
the best upstream scanning distance to learn about the incoming
turbulence, as a function of atmospheric stability and wind farm
conﬁguration. While not tested within this work, we further hy-
pothesize that the TN-PDF parameters should be dependent on the
local micro-meteorology and geographical characteristics. The
model proposed includes four ﬁtting parameters, two of them, m
and b, very important. The ﬁrst one is indicative of when the
maximum correlation coefﬁcient is achieved, which is intimately
related to the advection velocity. The second one, b, is an indicator
of the vertical shift of the probability distribution, and hence an
indicator of the effectiveness in predicting important turbulent
events.
Finally, we note that the scanning distance should always be
chosen the shortest possible in relation with the wind turbine re-
action time. Best correlations are measured during unstable pe-
riods, which is very important because it is when the largest
turbulent events happen. During stable periods, turbulence is weak
and foreseeing incoming turbulence remains a challenge.
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Appendix. Large eddy simulation formulation
In order to numerically simulate the ﬂow throughout a diurnal
cycle, the ﬁltered Navier-Stokes equations (NS) with conservation
of mass and an advection-diffusion equation for potential tem-
perature are integrated in time. The atmospheric boundary layer
(ABL) ﬂow is considered incompressible and as a result of the high
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Reynolds number (Re) the viscous terms are neglected. The NS
equations are integrated in rotational form to ensure conservation





































Index notation is used to specify rectangular Cartesian co-
ordinates i ¼ 1;2;3 ¼ x; y; z, where Equation (10a) represents con-
servation of mass, Equation (10b) is the ﬁltered NS equations. The
same form of the ﬁltered Navier-Stokes equations is used in (Moeng,
[43]) with the addition of Equation (10c) for the ﬁltered potential
temperature (~q), and hence the introduction of the buoyancy term in
the right hand side of the NS equation. The buoyancy term is rep-
resented by the Boussinesq approximation [39], representing density
ﬂuctuations by relative temperature ﬂuctuations, where q0 denoting
the reference temperature. The (~,) denotes the LES ﬁltering opera-
tion at the grid-size D, and the lateral brackets ð〈,〉Þ denote hori-
zontal average in the x y planes. The ﬂow is forced with a constant
geostrophic wind equal to uG ¼ 9m=s in the streamwise direction
and vG ¼ 3m=s in the spanwise direction. To represent a realistic
diurnal cycle, both, the geostrophic wind and the surface tempera-
ture are obtained from a selected period of the Cooperative
Atmosphere-Surface Exchange Study (CASES-99) that took place in
Len (Kansas) from October ﬁrst to 31st of 1999 (see Fig. 1). The data-
set of interest for the present study begins at 2100 local time (LT) on
the 22nd of October and extends up to a total of 48 h during which
different atmospheric stability conditions are of interest to the pre-
sent study. The same data set have been used in several LES studies
and it has been veriﬁed experimentally with the CASES-99 ﬁeld data
[20,21,23,40]. In the above NS equations f denotes the Coriolis fre-
quency (f ¼ 8:87 105s1) for a latitude of 37.6N and the Kro-
necker delta is denoted by dij (dij ¼ 1, if i ¼ j, and 0 otherwise). The
gravitational acceleration is set to g ¼ 9:81ms1 and ~u denotes the
ﬁltered velocity. The ﬁltered shear stress is represented by tij and its
deviatoric part is modelled using the sub-grid Lagrangian Scale-
dependent model of Bou-Zeid et al. [41]. For the potential temper-
ature the sub-grid sensible heat ﬂux pj from Equation (10c) is
modelled using the Lagrangian Scale-dependent for scalars of Calaf
et al. [42]. The modiﬁed kinematic pressure term (p) includes the
ﬁltered pressure term and the trace of the SGS tensor
~p=rþ ~tkk=3þ 12~uj~uj

. Finally, the body forces resultant from the
wind turbines are represented by a body force termdenoted as fi. The
wind turbine model implemented in the LES simulations is the
traditional actuator-disk with rotation (ADR, see Wu et al. [18]) with
an additional dynamic yaw-alignment model ﬁrst introduced by
Sharma et al. [19]. Also, it should be noticed that in LES of atmo-
spheric ﬂows the viscous effects are neglected due to the very large
Reynolds number. The integration of the equations in the horizontal
directions (streamwise and spanwise) is performed using a pseudo-
spectral approach and for the vertical direction it is used a second-
order ﬁnite difference scheme, similar to Moeng [43] and Albert-
son et al. [44]. The pseudo-spectral approach implies a periodic
boundary conditions, which results in a periodic domain. The 3/2-
rule is uded for deliazing [45] and the time integration is
performed using a second order Adam-Bashfort scheme. Also, the
LES numerical code is fully parallelizated with the Message-Passing
Interface (MPI) using the pipeline Thomas algorithm [46] to paral-
lelize the pressure solver.
The LES numerical grid is represented by 256 128 384 grid-
points with a numerical resolution of 24:54 24:54 7:81m. The
code uses a staggered grid to impose a non-slip condition for the
vertical velocity (~w ¼ 0) at the surface of the domain. At the ﬁrst
grid point it is imposed an equivalent shear stress (t) for the hor-
izontal velocities ~u and ~v, streamwise and spanwise respectively.
Also, it is imposed a null vertical ﬂux and a null vertical shear stress.
For the parametrization of the surface horizontal shear stress, it is
used an adaptation of Monin-Obukhov's similarity theory [47],
similar to [41,48,49],
ti;3ðx; y; z1Þ ¼ 
2664 k
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃb~u21 þ b~u22r




where z1 indicates the height of the ﬁrst grid point located at Dz=2,
where Dz is the grid size in the vertical direction equal to 7.81 m.
Also it is at that height where the horizontal velocity components
are computed and where the shear stress is applied. The imposed
ground surface roughness imposed in this study is equal to
z0 ¼ 3,105zi matching this from the CASES-99 experimental
campaign and also used in Kumar et al. and Svensson et al.
[20,23,40]. The initial inversion height is denoted by zi and will be
used as a normalization length-scale. Further, ni is the unit vector,
ni ¼ b~ui= ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃb~u21 þ b~u22q where i indicates any of the horizontal directions
taking values of i ¼ 1; 2. In addition to the parametrization of the
horizontal shear stress at the surface, the vertical derivatives of the
horizontal velocities are also parametrized at the ﬁrst grid point
(z1) using Monin-Obukhov similarity theory [50],











. A time-varying surface temperature is
imposed (see Fig. 1a) from which the surface sensible heat ﬂux
imposed at the ﬁrst staggered grid-point is computed usingMonin-
Obukhov's similarity theory,
Hsðx; y; z1Þ ¼
k2
h
qs  ~qðx; y; z1Þ















where z0;h ¼ z0=10 represents the scalar surface roughness.
Following Brutsaert's et al. [51] experimental data, this has been
taken to be one tenth of the momentum surface roughness. To
correct for the stability, it has been used the correction functions
ðjðz=LÞÞ implemented by Brutsaert [52]. The stability correction
functions were initially developed from experimental studies on
statistically homogeneous surfaces without the presence of wind
turbines, and such, it should be noticed that wind turbines might
have an effect on the precise parametrization of the stability cor-
rections. However, lack of new experimental data on this precise
matter doesn't allow for a better numerical approach at the present
time.
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An isolated wind turbine and a very large wind farm are introduced into large-eddy
simulations of an atmospheric boundary layer. The atmospheric flow is forced with a
constant geostrophic wind and a time-varying surface temperature extracted from a selected
period of the CASES-99 field experiment. A control volume approach is used to directly
compare the transfer of mean kinetic energy around a characteristic wind turbine throughout
a diurnal cycle considering both scenarios. For the very large wind farm case, results
illustrate that the recovery of mean kinetic energy around a wind turbine is dominated by
the vertical flux, regardless of atmospheric stratification. Contrarily, for an isolated wind
turbine, the recovery is dependent on the background atmospheric stratification and it is
produced by a combination of advection, vertical flux, and pressure redistribution. The
analysis also illustrates that during the unstable stratification periods vertical entrainment
of mean kinetic energy dominates, whereas during the stable regime horizontal entrainment
is predominant. Finally, it is observed that in both scenarios, the single wind turbine and the
large wind farm cases, turbulent mixing is driven by the background convective stratification
during the unstable period and by the effect of the wind turbine during the stable regime.
DOI: 10.1103/PhysRevFluids.1.074402
I. INTRODUCTION
Wind energy has stood as a prominent element of the mix of renewable energies, with a remarkable
growth of 23% over the past decade [1]. For wind energy to be profitable large arrays of wind
turbines, so-called wind farms, must be built. However, the capacity for the atmospheric turbulent
flow to immediately recover past a succession of wind turbines is limited, inducing power losses
and enhanced structural fatigue due to turbine to turbine proximity [2–4]. In a very large wind
farm, a fully developed turbulent flow develops, in which the statistical properties of the flow do not
change within the horizontal directions, thus relevant changes mostly occur in the vertical direction.
Within this region, the so-called wind turbine array boundary layer, the recovery of the successive
turbine-generated wakes is only a result of vertical entrainment of mean kinetic energy (MKE)
as shown by Lu and Porte´-Agel [5], Yang et al. [6], VerHulst and Meneveau [7], and Abkar and
Porte´-Agel [8], which is a function of the wind farm arrangement [9]. This mechanism determines
the overall efficiency of the farm as numerically shown by VerHulst and Meneveau [10] for a
pressure-driven flow without thermal stratification, by Calaf et al. [11] for a neutrally stratified
atmospheric flow, and experimentally by Cal et al. [12]. These large wind farms alter the local
atmospheric flow with changes in the surface momentum and surface heat fluxes [13], as well as




2469-990X/2016/1(7)/074402(18) 074402-1 ©2016 American Physical Society
32
CORTINA, CALAF, AND CAL
a reduction of momentum entrainment near the surface and a large increase near the top tip of the
rotor blades. These flow alterations change the heat fluxes (sensible and latent) and introduce small
perturbations on the surface and air flow temperature [14–17].
A control volume approach to extend the current understanding of the redistribution of MKE and
recovery process around a single wind turbine and a characteristic wind turbine of a very large wind
farm has been performed during a standard diurnal cycle. Results will illustrate the differences in the
redistribution of MKE according to the background atmospheric stratification (stable, unstable, and
neutral), as well as the relative importance of terms contributing the MKE budget (advection, work
produced by the mean pressure field gradient, MKE flux, dissipation, gravitational acceleration of
vertical motions, and Coriolis forcing).
In Sec. II the control volume framework used to develop the MKE budget is introduced. Section III
presents the study cases considered and Sec. IV contains the concept of the wind turbine box.
Section V presents the results for the aforementioned cases, illustrating the wind turbine box
approach. Finally, conclusions are outlined in Sec. VI.
II. CONTROL VOLUME ANALYSIS OF THE MEAN KINETIC ENERGY


















+ Bi − f WTi + fcij3Uj , (1)
where the prime denotes the fluctuations and the overbar a time-averaged quantity. The mean
pressure is given by P and f WTi represents the force imparted on the flow by the wind turbines. The
thermal buoyant forcing is represented by Bi = βg(T − Tref)δi3, where β is the coefficient of thermal
expansion, g is gravity, T is the mean temperature, and Tref is the reference temperature. Respectively,
both air flow properties, density ρ and kinematic viscosity ν, are treated as constants. The Coriolis
parameter is denoted by fc and ij3 is the alternating unit tensor (ij3 = 0 if i = j and ±1 otherwise).
Omission of the time dependence of the velocity field is also noted (∂Ui/∂t = 0). After carrying out
the operation, the transport equation for the mean kinetic energy K = 12U
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i = 12 (U
2 + V 2 + W 2)



















− 2νSijSij + UiB − Uif WTi + fcij3UiUj , (2)
where Sij = 12 ( ∂Ui∂xj +
∂Uj
∂xi
) is the mean strain rate tensor. From left to right, the terms in Eq. (2) are
the advection of mean kinetic energy, mechanical work produced by gradients in the mean pressure
field, two flux terms, i.e., mean kinetic energy by turbulence and viscous dissipation, production of
turbulence kinetic energy, mean viscous dissipation, mean kinetic energy production or destruction
by buoyancy forces, power extracted by the wind turbine, and the effect due to Coriolis force.
In marking a control volume (CV) around a turbine, a volume integral of the transport equation
(2) is taken as shown in Fig. 1. In the CV of Fig. 1, the surfaces normal to the longitudinal direction,
acting as inflow and outflow, are denoted by S1 and S2, lateral surfaces by S3 and S4, and horizontal
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FIG. 1. Rectangular CV around the wind turbine used for an extended momentum analysis. The coordinate
system denoted by x,y,z is the referent axis for the CV. The size of the CV is denoted by Lx,Ly,Lz, which
represent the streamwise, spanwise, and vertical dimensions, respectively. The CV surfaces are denoted by Si ,
where i indicates any of the CV surfaces (from 1 to 6).























































where the triple integral notation stresses that dV– is a closed volume.
To simplify the discussion, terms are labeled as An, where n runs from 1 to 7 as shown in
the overbrackets and underbrackets in Eq. (3). Sequentially, these constitute the inertial terms A1,
the transport or flux terms denoted by A2, production of turbulence kinetic energy A3, and the
mean viscous dissipation A4. Finally, three-body force terms encompassing the buoyancy, the power
extracted by the turbine, and the Coriolis effect, respectively, as A5, A6 and A7, are also represented
in Eq. (3). Introducing the divergence theorem, the volume integral of the advection of mean kinetic





where nˆi is the unit vector normal to the surface S of the CV. A similar treatment is applied to the











jU i − 2νSijUi
)
nˆj dS. (5)
Because the components of velocity tangent to the surface do not contribute to the flux across the
control surface, since in such a case u · n = 0, the surface integral of mean kinetic energy advection
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TABLE I. Study cases for the LES numerical simulations.
Study case ABL stratification No. of turbines sx × sy
VLWF unstable 48 8D × 5D
VLWF neutral 48 8D × 5D
VLWF stable 48 8D × 5D
LSWF unstable 1 63D × 31D
LSWF neutral 1 63D × 31D






















and surfaces are visualized in Fig. 1. Moreover, evaluating the various components within terms A3
through A7, the volume integral is considered. In expanding the term A3, for example, the volume


























dx dy dz. (7)
Therefore, it is understood that similarly it is obtained for the viscous dissipation, buoyancy, power
extracted by the wind turbines, and the Coriolis terms in Eq. (3). Note that terms developed here
correspond to the most general form of the MKE budget in a CV. These are correspondingly adapted
to match the large-eddy simulations (see Sec. V A), which consist of a resolved and a subgrid stress
contribution and neglect the viscous effects as a result of the high Reynolds number characteristic
of atmospheric flows.
III. STUDY CASES
To develop this study, a suite of six large-eddy simulation (LES) cases are performed: three
with a very large wind farm (VLWF) and three with a single wind turbine or largely spaced wind
farm (LSWF). Table I summarizes the study cases. For both the LSWF and VLWF, a simulation
consisting of a complete diurnal cycle (total of 24 h in physical time) is developed obtaining
consecutive periods with stable (nighttime) and unstable (daytime) atmospheric stratification. The
diurnal cycle is forced using a height-independent and time-constant geostrophic wind together with
a time-varying surface temperature. The geostrophic wind (uG,vG) = (9,−3) ms−1 and the surface
temperature [see Fig. 2(a)] are extracted from the CASES-99 (Cooperative Atmosphere-Surface
Exchange Study 1999) [18] field experiment between October 22 and 24 of 1999 and validated
using results from Kumar et al. [19,20], Svensson et al. [21], and Basu et al. [22] as well as
experimental data from the CASES-99 data set. Details on the LES framework can be found in
previous works by Sharma et al. [23] and Cortina et al. [24]. The time period used to force the
diurnal cycle has been previously used in studies of wind farms within a realistic atmospheric
boundary layer diurnal cycle by Fitch et al. [25] and Sharma et al. [23] and is adopted here as
well. Additionally, two independent cases forced with the same geostrophic forcing but with a fixed
surface temperature and a well-mixed temperature profile are considered to simulate the case of a
neutrally stratified atmospheric boundary layer (ABL) flow.
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FIG. 2. (a) Horizontally averaged and time-dependent imposed temperature at the surface of the domain
〈Ts〉xy[K]. (b) Normalized stability parameter (z/2)/〈L〉xy , where z/2 is the height of the first grid point
and L is the Monin-Obukhov length as a function of time. One-hour periods marked with a 45◦ dotted line
(p1), in blue, and squared dotted line (p2), in red, delineate time periods in which mean kinetic energy budgets
and representative statistics are computed. Precisely, period p1 constitutes the time between 0400 and 0500 h
local time (LT) and p2 denotes the time between 1500 and 1600 h of LT.
The time evolution of the surface temperature used to force the flow through a diurnal cycle is
represented in Fig. 2(a) and the corresponding surface stability parameter z1/L is shown in Fig. 2(b),
where z1 = z/2 and z represents the vertical grid spacing. While the atmospheric flow through a
diurnal cycle is intrinsically nonstationary, mean statistics over 1-h periods remain fairly unchanged.
Here results for the 1-h periods between 0400 and 0500 h (p1) and between 1500 and 1600 h (p2)
are presented, representative of a stable and an unstable atmospheric stratification, respectively.
The same analysis is applied on other 1-h time periods through the different stable and unstable
regimes, obtaining similar convergence in the statistics. A similar 1-h period is also analyzed for
the neutrally stratified flow. For both cases, the LSWF and VLWF, the numerical domain is set to
(2π × π × 3)zi , where zi is the initial height of the boundary layer, with zi = 1000 m. In order
to keep a high numerical resolution, the computational domain is discretized with a numerical
grid of 256 × 128 × 384 points, providing uniform grid resolutions of x = y = 24.5 m and
z = 7.8 m. The simulations are initialized with the velocity and temperature vertical profiles
extracted from the CASES-99 field experiment, corresponding to a height-independent geostrophic
wind and a well-mixed temperature profile matching the initial surface temperature of 278.6 K, with
an inversion layer spanning from zi to the top of the domain 3zi .
The VLWF configuration consists of eight rows with six wind turbines per row, using the
traditional spacings of ∼8D and ∼5D (where D refers to the rotor diameter of the turbine, here
taken equal to 100 m) in the streamwise and spanwise directions, respectively, as observed in
Fig. 3(a). Because of the periodic boundary conditions, this configuration results in a practical sense
equivalent to an infinite wind farm. On the other hand, the LSWF configuration, represented in
Fig. 3(b), consists of a single wind turbine installed in the middle of the domain, and hence it is
understood as a single isolated wind turbine, or as a result of the periodic boundary conditions, as a
largely spaced wind farm, with wind turbine spacings of ∼63D and ∼31D in the streamwise and
spanwise directions, respectively. In both configurations, the algorithm of Sharma et al. [26] is used
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FIG. 3. (a) The VLWF case, (b) the LSWF case, and (c) graphical representation of the rotation between
the LES domain coordinate frame and the wind turbine box.
to model the wind turbines, using an upstream scanning distance of D/2 to learn from the incoming
wind vector and timely readjust the yaw angle of the turbines every 10 min (see [24]).
Differences in transport and recovery of MKE around an isolated wind turbine and a characteristic
wind turbine within a wind farm are evaluated herein. To demonstrate the selected study periods,
Figure 4 presents the time evolution of 10-min-averaged and horizontally averaged (between the top
tip and bottom tip of the rotor) MKE for both cases, the VLWF (dashed line) and the LSWF (solid
line), throughout the diurnal cycle. First, it should be noted that while the LES numerical simulation
is exactly the same for both wind farms scenarios, a large difference in MKE is observed between


















FIG. 4. Mean kinetic energy represented every 10 min and averaged over the volume capturing the wind
turbine rotor disk (from zh − D/2 to zh + D/2, where zh = 100 m is the hub height and D is the wind turbine
diameter) normalized by the square of the geostrophic wind UG. The MKE is represented for the LSWF and
VLWF cases during the diurnal cycle. Correspondingly, the 45◦ dotted line region (p1), in blue, and the squared
dotted region (p2), in red, identify the 1-h stable and unstable stratification periods.
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energy in the LSWF than in the VLWF case. This is the result of the increased MKE absorption of
the large wind farm. Further, the stable-LSWF period is characterized by a nocturnal low level jet
(LLJ) intersecting the wind turbines rotor and hence accounted for in this MKE representation, while
for the VLWF case the low level jet is shifted above the wind turbines hub layer (see [14,23,25,27]).
This effect results in large energy differences between both stable conditions. On the other hand,
the unstable periods are dominated by enhanced atmospheric mixing and hence the difference in
available energy between the LSWF and the VLWF case is reduced. The unstable-LSWF regime
(i.e., from 1300 to 1800 h) on average has 1.5 times more energy than the unstable-VLWF case.
These differences in available energy will be further illustrated later within the analysis of MKE
redistribution. Also, one should note the trend of MKE as a function of time. While for the LSWF
more energy is available during the stable period (Kunstable = 1.2Kstable), for the VLWF the opposite
results, with the unstable or convective regime being the one that presents the largest MKE available
(Kunstable = 0.5Kstable). Further, it is worth noting that the MKE for the VLWF case presents a change
of 30% within hours 1200 to 1400 and then reaches a quasistationary state. For the LSWF, there is
an apparent constant change in the MKE (∼5%/h) from 1200 to 1500 h.
IV. WIND TURBINE BOX
To directly compare the flow around a single wind turbine and the flow around a wind turbine
installed within a very large wind farm, a dynamically time-realigned CV surrounding each wind
turbine, from here on referred to as a wind turbine box, is developed. The wind turbine box consists
of a reduced domain of adjustable size, with the box-local streamwise direction timely aligned
perpendicular to the actual rotor disk [see Figs. 5(a)–5(d)]. Within this work, the box of the turbine
is selected with a dimension of (Lboxx ,Lboxy ,Lboxz ) = (9D,5D,7D/4) and centered around the rotor.
Precisely, the box extends between a distance of 2D upstream and 7D downstream of the disk in
the streamwise direction and 2.5D left and right of the hub of the rotor in the cross-streamwise
direction, respectively. In the vertical direction, the box is selected to extend a vertical distance
between zh − 3D/4 and zh + D. The box size has been selected of equal size for both study cases
(the VLWF and LSWF) to be able to compare statistics. Therefore, given the limited spacing in the
VLWF case, the box is selected to capture the maximum wake region without including the effect
of the following wind turbine. It is then possible to evaluate terms as developed in Sec. II from the
standpoint of the wind turbine box as the CV is closely associated with the analysis.
The wind turbine box is designed such that its corresponding streamwise axis xbox is timely
perpendicular to the rotor disk and hence aligned with the mean wind vector. The flow variables are
initially computed within the base LES coordinate frame (xLES,yLES,zLES) and then transformed into
the new box coordinate frame (xbox,ybox,zbox). The mapping transformation consists of a rotation
around the vertical axis zLES = zbox, which remains frame invariant and it is represented by a
rotation matrix, denoted by R with a rotation angle denoted by ψ , which represents the horizontal
angle between the LES domain and box coordinate system [see Fig. 3(c)]. Note that, through the
resultant coordinate transformation, the LES mean flow direction becomes the box local streamwise
direction (ubox = R uLES). Similarly, the Reynolds stress tensor components are transformed using
the corresponding matrix transformation τbox = R τLESRT, where RT indicates the transpose of the
rotation matrix. Figures 3(a) and 3(b) illustrate the structure of the wind turbine box within the
LES domain for the VLWF and LSWF cases, respectively, and the schematics of the frame rotation
(xLES,yLES,zLES) → (xbox,ybox,zbox) is represented in Fig. 3(c).
V. RESULTS
A. Flow around a characteristic wind turbine
Figures 5(a)–5(d) represent 1-h-averaged velocity field for both cases, the VLWF and LSWF, and
for both stratification periods (stable and unstable) at hub height. In Fig. 5(a) the unstable regime
causes the turbine wakes to be shorter and less organized due to the increased mixing characteristic
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FIG. 5. The LES domain horizontal slices of 1-h-averaged, normalized velocity magnitude fields at hub
height for two characteristic periods of the VLWF and LSWF simulations: (a) unstable VLWF, (b) stable VLWF,
(c) unstable LSWF, and (d) stable LSWF. Also shown are the horizontal slices of 1-h averaged, normalized
velocity magnitude at hub height within the wind turbine box reference frame: (e) unstable VLWF, (f) stable
VLWF, (g) unstable LSWF, and (h) stable LSWF. The dashed line surrounding the wind turbine in (a)–(d)
represents the wind turbine box.
of unstable regimes; this is especially the case in the VLWF. In contrast, wakes visibly persist
over longer distances and overall are more organized during the stable regime [see Fig. 5(b)], as
a result of the attenuated mixing due to turbulence. While the flow for the neutral stratification is
not represented here, the flow shows a signature similar to that in the unstable regime, where the
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turbine wakes expansion results in a radial shape, symmetrically in both directions (x-y plane), also
reported by Abkar and Porte´-Agel [9]. Rather than considering a wind farm, Figs. 5(c) and 5(d)
highlight a single turbine under unstable and stable regimes, respectively. Wake features are similar
to those in the wind farm, although these are exaggerated due to the lack of turbine-turbine wake
interaction. In these cases, the difference in the expansion of the wake is in its length. Figures 5(c)
and 5(d) illustrate that the length of the wake during the stable regime is twice as large as for the
unstable period. Also, it should be noted that the yaw alignment has an effect on the wake length
and persistence. During the 1-h stable period (p1) the standard deviation of the wind angle is ∼1◦,
while for the unstable period the standard deviation is ∼5◦ (see [24]). This results in a more dynamic
wind turbine force acting on the flow in time and space during the unstable regime.
Using the CV approach previously described, a comparison between the flow around a single wind
turbine (LSWF) and a characteristic wind turbine within a VLWF is sought. This last one is obtained
by averaging the flow of the 48-turbine boxes (one per wind turbine of the LES domain). Figure 5
presents a 1-h-averaged streamwise velocity field at hub height (using the wind turbine box) for the
unstable [Figs. 5(a), 5(c), 5(e), and 5(g)] and stable [Figs. 5(b), 5(d), 5(f), and 5(h)] regimes. From this
representation, the flow around both wind turbine scenarios [the VLWF represented in Figs. 5(e) and
5(f) and the LSWF represented in Figs. 5(g) and 5(h)] is very distinct between atmospheric stability
conditions. From Figs. 5(e)–5(h) it can be observed that both types of turbines present different
wake geometries. Flow features show changes in both streamwise and cross-streamwise directions.
Figure 5(e) is the characteristic unstable wake, having a practically symmetric expansion in the
horizontal direction. Figure 5(f) shows a slimmer and sharper shape with an irregular expansion,
characteristic of the stable wake, as well as a velocity deficit upstream of the wind turbine, a
signature of the turbine-wake interaction. Even though Fig. 5(e) should be showing a velocity deficit
upstream of the wind turbine rotor, this is much more attenuated and practically nonexistent, due to
the convective regime present during the unstable stratification. For the LSWF, there is no upstream
velocity deficit due to the fact that in these cases there are no upstream turbines. Also, it should
be noted that for the stable-VLWF case in Fig. 5(f), as a result of the overall wind reduction, the
wake deficit is attenuated in comparison to the stable-LSWF case in Fig. 5(h). In general, a more
rapid wake recovery is observed for the unstable-VLWF case, with the wake recovering to 90% of
the inflow wind speed at 5D and 6D downstream from the rotor disk for the unstable-VLWF and
unstable-LSWF cases, respectively.
B. Mean kinetic energy fluxes around a characteristic wind turbine
The MKE terms previously described in Sec. II are now redefined within the LES framework and
the terms used in the following expression will be used from now on:
0 = A + P + φ +  + Ga + PWT + Cg. (8)
In this expression, A represents the advection term, denoted by A1 in Eq. (3). The work due to
pressure gradients on the mean flow is denoted by P and φ denotes the turbulent flux of MKE;
these two terms correspond to the first and second terms denoted by A2 in Eq. (3). The dissipation
term, denoted by  in expression (8), corresponds to the term A3 and the gravitational acceleration
of vertical motions is represented by Ga , which corresponds to the term A5. Note that the difference
between the terms A5 and Ga [see Eq. (9)] is due to the use of the Boussinesq approximation within
the LES framework. The wind turbine power extraction is identified by PWT and corresponds to
term A6; finally, Cg denotes the effect of the Coriolis forcing, which corresponds to the term A7
in Eq. (3). Notice that the third term from A2 and the term A6 are representative of the viscous
effects, which are being neglected, as is traditional in LES of atmospheric flows because the
atmospheric flow is characterized by a very large Reynolds number. Therefore, following Eqs. (2)
and (3) from Sec. II, the corresponding terms of the MKE budget using the LES framework are
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FIG. 6. Bar representation of the volume integral for the different MKE terms (Ki) within the wind turbine
box. The subindex i represents the different terms contributing to the MKE budget (8), where A, P , φ, ,
PWT , and Cg represent the advection, work due to pressure gradients on the mean flow, turbulent flux of
MKE, dissipation, wind turbine power extraction, and the Coriolis effect, respectively. The VLWF case is
shown for (a) unstable, (b) neutral, and (c) stable stratifications. The LSWF case is shown for (d) unstable,
(e) neutral, and (f) stable stratifications.
represented by
A = − Uj ∂K
∂xj




, φ = −∂(τ ijU i)
∂xj
,  = τ ij ∂Ui
∂xj
,





δi3, PWT = Uif WTi , Cg = fcij3UiUj , (9)
where τ ij = u′iu′j + τ SGSij is the sum of the Reynolds number and the subgrid scale shear stress.
Figure 6 illustrates the integral for the previously described MKE terms within the CV. This
figure best illustrates the differentiated behavior in the wake recovery between the VLWF and the
LSWF. For the VLWF [Figs. 6(a)–6(c)], the power harvested by the turbines corresponds to the
remaining balance between the MKE dissipation and the turbulent flux of MKE; the contribution of
the flux of MKE into the power harvested represents 72%, 79%, and 34% for the unstable, neutral,
and stable regimes, respectively. Then it is concluded that in this case, the transport term is mainly
responsible for the recovery of MKE within the turbine region, where the advection and pressure
redistribution terms only provide a marginal contribution to the budget balance. In contrast, for the
LSWF [Figs. 6(d)–6(f)] the harvested power is recovered mainly through the advection term (being
83%, 98%, and 109% with respect to the sum of the harvested power and dissipation for the unstable,
neutral, and stable regimes, respectively) and the pressure redistribution (being 20%, 13%, and 9%
with respect to the sum of the harvested power and dissipation for the unstable, neutral, and stable
regimes, respectively). Note that for the LSWF scenarios the budget has a residual of 3%, 11%, and
18% for the unstable, neutral, and stable regimes, respectively. Also, it is relevant to note a factor of
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2 between the advection term for the unstable [Fig. 6(d)] and stable [Fig. 6(f)] stratification cases
for the LSWF cases.
This section should be concluded by stating that for the VLWF scenarios, independently of the flow
stratification, the MKE is transported mainly by turbulent flux, decreased by viscous dissipation and
power extracted by the wind turbine. Instead, the LSWF case is highly dependent on the stratification
and differences are observed among the different regimes. While the MKE is always decreased by
viscous dissipation and power extraction for the three studied stability conditions, emphasis should
be placed on how the MKE is recovered or transported. While for the unstable stratification the
MKE is mainly recovered within the CV by advection, pressure, and a very small contribution of
turbulent flux of MKE, in the stable case the balance is practically due to advection with a very
small contribution of the pressure term, with the turbulent flux having a negative contribution, also
depicted in the neutral-LSWF case. In addition, the neutral case is a scenario that fits in between the
unstable and stable cases.
To observe further details of the flow around an isolated wind turbine and the flow around a turbine
within a large wind farm, the terms contributing to the budget of the MKE are now represented using a
spatially distributed wind turbine box analysis, as presented in Sec. II. For example, Fig. 7 illustrates
the contribution of the surface terms of MKE (A, φ, and P ) through the control surface delimiting the
wind turbine box, as well as horizontal slices at different heights (zh − D/2, zh, and zh + D/2), of
the volumetric terms contributing to the MKE budget (PWT, , and Cg). The case represented in Fig. 7
corresponds to the LSWF case during the unstable regime. Influx terms to the CV are considered
positive, while the outflux terms are considered negative. Each ones of the top six subplots represents
a different side of the wind turbine box (front S1, back S2, right S3, left S4, bottom S5, and top S6
lids). The subplot located at the center represents the right plane S3 of the box and the upper and
lower ones represent the top S6 and bottom S5 lids, respectively. Note that these lids have the vertical
axis inverted, so they perfectly connect with the right-side plane. Next the centered left and centered
right subplots represent the front S1 and back S2 faces of the wind turbine box. Finally, the isolated,
top left subplot represents the left plane of the box S4. Within the front side, the geometry of the
rotor disk is delineated with a dashed black line for the sake of reference. Note that the front plane
S1 is taken 2D upstream of the rotor disk.
Of special interest is the top lid subplot S6, where an outflow of MKE can be observed from 2D
upstream of the rotor disk to the rotor disk plane. Right behind the rotor disk, an entrainment region
is observed for about 2D and then an outflow of MKE is measured, linked to the wake growth. An
inverted behavior between the left and right sides of the wind turbine box is also present as a result
of the rotation of the wake. There exists an influx at the top half of the right side of the surface S3
with an outflux on the lower side. The opposite trend is shown on the left side, surface S4. Finally,
there is only an outflux of MKE through the back of the wind turbine box S2. It is interesting to note
that the outflux pattern is directly related to the wake of the turbine, which is vertically slanted.
To complete the picture, the spatial contribution of the MKE volumetric terms are also considered
and represented through the lower 9 subplots in Fig. 7. These terms illustrate the contribution to the
MKE of the Coriolis forcing (left column), the dissipation of MKE (middle column), and the power
extracted by the turbines from the atmospheric flow (right column). Within each column, the different
rows illustrate slices of the volume terms at different heights. From top to bottom these correspond
to zh + D/2, zh, and zh − D/2. In all plots, the contribution of the turbine wake and turbine rotor are
quite apparent. In Cg , the turbine influences the term as two dipole features appear immediately at
the rotor disk and these depend on the vertical location z, being most marked at midspan z = zh. The
signature in the wake is contrary to that at the rotor but with lessened magnitudes. When considering
the dissipation term , once again as a function of height, it shows the signature of the rotor disk,
strongly marking the lateral wind turbine effects at hub height and intensively noticeable at the
center location of the wind turbine for the top and bottom plots. Finally, a significant sink is present
at the exact location of the disk corresponding to the term PWT. The diffuse effect of the rotor disk
is due to the continuous realignment of the rotor throughout the 1-h-averaging period.
074402-11
42
CORTINA, CALAF, AND CAL
FIG. 7. Shown on top is a representation of the contribution of the surface MKE terms (sum of the advection
A, turbulent flux φ, and pressure term P ) through the control surfaces at the different lids of the wind turbine
box: front S1, back S2, right S3, left S4, bottom S5, and top S6. Shown on the bottom are horizontal slices at
different heights (zh − D/2, zh, and zh + D/2) for the volume terms (Cg , , and PWT) contributing to the MKE
budget normalized by the geostrophic velocity and the wind turbine diameter (D/U 3G). The top and bottom
plots are representative of the 1-h averaged data for the LSWF case during the unstable regime.
In considering all cases, Fig. 8 represents streamwise profiles of the CV vertically integrated flux
terms, through the lateral surfaces S3 and S4. Also, streamwise profiles of horizontally integrated
flux terms through the bottom and top surfaces S5 and S6, respectively, are shown. While the wake
recovery process is fully captured with this wind turbine box size for the VLWF case, for the LSWF
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FIG. 8. Streamwise profiles of the wind turbine box, vertically integrated flux terms through the bottom S5
and top S6 lids and streamwise profiles of the wind turbine box horizontally integrated flux terms through the
right S3 and left S4 surfaces. The flux terms are normalized by the cube of the geostrophic wind, the diameter of
the wind turbine, and the length of the wind turbine box over which the integral is computed D/U 3GLboxi , where
i = 1,3. (a)–(c) The VLWF case and (d)–(f) the LSWF case for the unstable, neutral, and stable stratification,
respectively. The vertical dashed line denotes the location of the wind turbine rotor.
case it is not, given the large extent of the wake. However, the same turbine box is used for one-to-one
comparisons. Asymmetry is present in the lateral fluxes of MKE for all studied cases, meaning that
the MKE entering through one side S4 leaves almost entirely through the other side S3 throughout
the entire length of the CV. With opposite behavior, the flux of MKE through the top lid is highly
dependent on the case, thus reflecting the influence of atmospheric stratification and number of
turbines. For the VLWF case during the unstable regime [see Fig. 8(a)], an asymmetry exists in the
MKE fluxes through the top and bottom lids. Clearly, a net influx (58% with respect to the total
influx at 4D downstream of the wind turbine rotor) of MKE penetrates through the top lid and the
flux through S4 results in the same order of magnitude. A similar trend for the influx through the top
lid S6 is present during the VLWF neutral stratification, resulting in an influx of 84% with respect to
the total influx at 4D downstream of the wind turbine rotor [see Fig. 8(b)]. Here a reduction of the
horizontal flux is shown, being this close to 6 times smaller than the flux through S6. Interestingly,
the stable-VLWF shows a practically null vertical entrainment from the wind turbine rotor to 6D
downstream, where the vertical MKE flux through the top lid S6 starts to show up. This case is
mainly driven by horizontal MKE flux through lid S4. For the distinct LSWF scenarios, vertical
entrainment of MKE is barely visible, except for the unstable case, where the flux through the top
lid becomes important from 2D downstream of the rotor disk. It is interesting to note that for the
stable LSWF, the horizontal flux of mean kinetic energy is remarkable, occurring along the entire
length of the wind turbine box. Also, it should be noted that this case and the neutral-LSWF case
are the only ones that present a negative flux through S6 after the wind turbine rotor. This means that
there exists an outflux of MKE resulting from the vertical expansion of the wake.
By integrating the MKE fluxes through the corresponding CV faces, it is possible to better
quantify the relevance of the vertical entrainment of MKE in the recovery process of the depletion
of MKE induced by the presence of the turbines. This is illustrated in Fig. 9 by means of a bar
representation. Each bar indicates the corresponding contribution of MKE through each face of the
wind turbine box (S1, S2, S3, S4, S5, and S6) and V represents the sum of the volume terms. As could
be expected, the major inflow and outflow of MKE occurs through the front S1 and back S2 faces
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FIG. 9. Bar representation of the surface integral for the MKE flux through the distinct surfaces and volume
terms. Each bar indicates the corresponding contribution of MKE through each face of the wind turbine box
(S1, S2, S3, S4, S5, and S6) and V represents the sum of the volume terms within the control volume. The flux
terms are normalized by the geostrophic wind and the diameter of the wind turbine resulting (1/U 3GD2). The
VLWF case is shown for (a) unstable, (b) neutral, and (c) stable stratification and the LSWF case is shown for
(d) unstable, (e) neutral, and (f) stable stratification. Notice that for the VLWF subplots, terms S1 and S2 are
divided by 2 and for the LSWF subplots, the same terms are divided by 4 in order to be able to visualize the
magnitude of the rest of the terms.
of the wind turbine box. Note that the represented terms through faces S1 and S2 are divided by a
factor of 2 for the VLWF and a factor of 4 for the LSWF case, for the sake of a better comparison of
these terms. Furthermore, in the VLWF case these contributions are almost perfectly asymmetrical
(influx S1 versus outflux S2) totaling to 0.48 and −0.46 for the unstable stratification [Fig. 9(a)],
0.62 and −0.62 for the neutral one [Fig. 9(b)], and 0.58 and −0.58 for the stable one [Fig. 9(c)].
Interestingly, this behavior is not as clear for the LSWF, where the values are 1.28 and −1.08 for the
unstable stratification [Fig. 9(d)], 1.72 and −1.44 for the neutral one [Fig. 9(e)], and 2.72 and −2.36
for the stable one [Fig. 9(f)]. In both the VLWF and the LSWF, a similar asymmetrical behavior is
observed for the lateral fluxes of MKE, as previously noted in Fig. 8, and with values of 0.1 and
−0.1 for the unstable VLWF [Fig. 9(a)], −0.03 and 0.03 for the neutral VLWF [Fig. 9(b)], and 0.06
and −0.05 for the stable VLWF [Fig. 9(c)]. The unstable-LSWF case results in 0.01 and −0.02
[Fig. 9(d)], the neutral-LSWF case in 0.09 and 0.07 [Fig. 9(e)], and the stable-LSWF case in 0.59
and 0.56 [Fig. 9(f)]. Finally, attention should be focused on the asymmetric contribution of MKE
through the bottom and top lids of the VLWF case (S5 and S6, respectively). This is the mechanism
providing the recovery of most of the MKE depleted within the CV by the wind turbine, with values
of −0.04 and 0.12 for the unstable case [Fig. 9(a)], −0.03 and 0.11 for the neutral one [Fig. 9(b)],
and −0.004 and 0.022 for the stable one [Fig. 9(c)]. For the LSWF the contribution of MKE flux
through the bottom and top lids does not greatly affect the recovery of MKE, and it can also behave
as an outflux of MKE, like in the neutral and stable cases [Figs. 9(e) and 9(f)], due to the vertical
slanted shape of the wake, especially during the stable regime.
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FIG. 10. Time-line representation of the 10-min-averaged surface integral for the MKE flux through the
distinct surfaces (S1, S2, S3, S4, S5, and S6) and volume terms (, PWT, and Cg) for the wind turbine box. The
flux terms are normalized by the geostrophic wind and the diameter of the wind turbine resulting (1/U 3GD2).
(a)–(c) The VLWF case and (d)–(f) the LSWF case during the diurnal cycle. Notice that (b) and (c) are detailed
views of the stable and unstable regimes for the VLWF case, respectively. (e) and (f) are detailed views of the
stable and unstable regimes for the LSWF case, respectively.
To show the time evolution of the corresponding MKE contribution through the different surfaces
of the wind turbine box, Fig. 10 represents the individualized volume terms, now averaged every
10 min instead of 1-h periods through the entire diurnal cycle. It corresponds to the previous bar plot
(see Fig. 9) as a function of time and with the individualized contribution of each volume term. First,
it is important to note that the behavior of the different terms does not exhibit variation as a function
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of time for the represented periods (unstable and stable), illustrating that the 1-h averaging used
throughout this study represents well the two different stratification regimes. Further, results illustrate
that, continuously in time, the corresponding contributions through surfaces S1 and S2 remain the
largest. It is worth noting the differentiated behavior between the VLWF and the LSWF cases: While
the first almost presents negligible variation through the diurnal cycle, a more pronounced switch
can be measured for the LSWF during the noon transition (between 10 a.m. and 1 p.m.) in the fluxes
through S1 and S2. Also, for the VLWF the enhanced flux through S5 is noticeable in comparison to
S6; S6 ≈ 5S5 during the entire stable period [see Fig. 10(b)], reflecting the earlier observation that
most of the wake recovery is produced as a result of the vertical transport of MKE. In contrast, for
the LSWF it is the lateral flux through S4 that contributes the most in the MKE recovery given that
the fluxes through S1 and S2 almost perfectly compensate each other. It is also relevant to note the
differentiated behavior for both cases, the VLWF and the LSWF, between the unstable and stable
stratification periods, with large lateral oscillations on the fluxes through surfaces S3 and S4 [see
Figs. 10(c) and 10(f)].
VI. SUMMARY AND CONCLUSIONS
In this work an analysis of the distribution of the mean kinetic energy around a single wind turbine
(LSWF) and a characteristic wind turbine of a very large wind farm under different atmospheric
stability conditions (unstable, neutral, and stable) was carried out. To accomplish a fair comparison,
a dynamically yawed control volume (wind turbine box) was utilized.
The results illustrate important characteristic differences in the recovery of MKE between a
VLWF and a LSWF under different atmospheric conditions. As previously shown in other studies,
the harvested power by the wind turbines changes throughout the diurnal cycle, with a stronger
power output during daytime and a reduction during nighttime for the VLWF (reduction of 42%).
This is a result of the enhanced mixing induced by the thermal stratification during daytime and the
vertical shift of the LLJ during nighttime. In contrast, for the LSWF the maximum harvested power is
obtained during nighttime since the LLJ directly impinges on the rotor disk with an increase of 15%.
In relation to this and for the case of a VLWF, the recovery of MKE is strongly dominated by the
turbulent flux of MKE (φ), which presents a decreasing intensity with changing ABL stratification
(a 32% and a 63% decrease for the neutral and stable stratified cases with respect to the unstable
case, respectively). In contrast, for the LSWF, the recovery of MKE is shown to be dependent on the
turbulent flux of MKE, the pressure redistribution term, and the advection, with advection the most
important contribution. During the daytime the MKE depleted by the wind turbine is recovered by
a contribution of 83% and during the nighttime the advection terms has a contribution of practically
100%. For the neutrally stratified case, again almost the totality of the MKE recovery happens
through the advection.
The analysis allows us to identify the geometrical redistribution of MKE around a characteristic
wind turbine. While the MKE fluxes through the front and backward faces (S1 and S2) are,
respectively, the largest source and sink of MKE, they correspondingly compensate each other.
Hence, the actual MKE recovery happens through the lateral (S3 and S4) and vertical (S5 and S6)
faces of the wind turbine box. The results clearly illustrate that during the convective regime the fluxes
through the vertical faces of the wind turbine box dominate, while during the stable stratification the
fluxes through the lateral surfaces are most important.
Finally, the results also illustrate the fact that during the unstable regime the turbulent mixing
around the wind turbines is dominated by the background atmospheric stratification, given that both
the LSWF and the VLWF present a similar vertical shear at the top tip of the rotor disk (only an 8%
difference). In contrast, during the nighttime, the mixing is dominated by the actual wind turbines,
which is demonstrated by a much larger difference between the LSWF and VLWF vertical shear
stress at the top tip of the rotor disk (a 90% difference).
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In this work we create new understanding of wind turbine wakes recovery process
as a function of wind farm density using large-eddy simulations of an atmospheric
boundary layer diurnal cycle. Simulations are forced with a constant geostrophic wind
and a time varying surface temperature extracted from a selected period of the Cooperative
Atmospheric Surface Exchange Study field experiment. Wind turbines are represented using
the actuator disk model with rotation and yaw alignment. A control volume analysis around
each turbine has been used to evaluate wind turbine wake recovery and corresponding
harvested power. Results confirm the existence of two dominant recovery mechanisms,
advection and flux of mean kinetic energy, which are modulated by the background thermal
stratification. For the low-density arrangements advection dominates, while for the highly
loaded wind farms the mean kinetic energy recovers through fluxes of mean kinetic energy.
For those cases in between, a smooth balance of both mechanisms exists. From the results, a
low-order model for the wind farms’ harvested power as a function of thermal stratification




Adjusting to the need of every community, the use of wind energy has been spreading around the
world, either as lone standing turbines, or conforming large wind farms. Some of the advantages of
installing large wind farms are the reduction in cost of energy transport, ease of connecting to the
electrical grid [1], and reduced costs in land leases and permits [2], to mention a few. However, when
several turbines are grouped together the corresponding turbulent wakes interact with each other [3],
reducing the harvested power per wind turbine unit [4], and increasing turbines loads and fatigue
[5]. Also, the capacity of the atmospheric flow to immediately recover after circulation through a
succession of wind turbines is limited, and differs with atmospheric stratification [6]. Generally, the
arrangement of turbines, aligned or staggered [7,8], is determined by the amount of terrain available,
the local topography, and local atmospheric conditions. In either case, turbines are packed in an
attempt to optimize the cost-benefit ratio.
To date, there have been many studies investigating the benefits and limitations of staggered versus
aligned turbine arrangements, with results showing a dominant effect of the streamwise versus the
spanwise spacing [9–11]. For example, Yang et al. [9] used large-eddy simulations (LESs) to
evaluate the effects of turbines’ spacing in very large aligned wind farms. Results demonstrated that
by increasing the streamwise spacing the harvested power would increase and turbulence intensity
decrease. Similarly, Meyers and Meneveau [12] used the wind farm induced surface roughness
model of Calaf et al. [13] to investigate optimal wind turbine spacings for enhanced harvested
power. Results determined that the optimal average streamwise spacing should be of the order
of 15 wind turbine diameters, which is considerably higher than current spacings. In this line,
*gerard.cortina@utah.edu; http://wet.mech.utah.edu/
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recent numerical simulations of finite size wind farms [11] have further demonstrated that the
power output in the fully developed wind farm region depends primarily on the geometric mean
turbine spacing (defined as s = √sxsy , where sx and sy indicate the streamwise and spanwise
spacings, respectively), with a stronger dependence on the streamwise spacing in the aligned
configurations. Additional results of Son et al. [14] have also demonstrated that the spacing between
the first and second row of wind turbines forming a wind farm strongly affects the overall system
efficiency.
An additional complexity factor is the fact that realistic atmospheric flows show significant
spatiotemporal variability, hence leading to changes in an effective wind farm’s arrangement. For
example, recent work of Sharma et al. [4] illustrates that under neutral and stable stratified flows,
wind turbines are well aligned as a result of a uniform mean flow direction. However, during
convective regimes turbines often reorientate according to the variable local wind vector. Therefore,
determining an utmost convenient wind farm arrangement remains a very complex task. To facilitate
deeper understanding in this matter, a diverse set of numerical and experimental studies were
developed in the past. Some examples are the works of Hansen et al. [15], Fitch et al. [16], Zhang
et al. [17], Abkar and Porté-Agel [18,19], Peña and Rathmann [20], Peña et al. [21,22], Bhaganagar
and Debnath [23,24], Abkar et al. [25], El-Askary et al. [26], and Stevens and Meneveau [27]. For
instance, results from Peña et al. [21] showed that under a stable stratified Atmospheric Boundary
Layer (ABL) the power deficit is a maximum, while under convective conditions the power deficit is
a minimum. In this regard, Abkar and Porté-Agel [19] and Cortina et al. [6] reported how the extent
and shape of the turbines’ wakes change as a function of the background atmospheric stratification,
showing that atmospheric stability has a significant effect on the spatial distribution of the mean
velocity deficit and turbulence statistics in the wake region, as well as in the wake meandering
characteristics. For example, under convective conditions the enhanced turbulence associated with
positive buoyancy leads to a relatively larger flow entrainment and a faster wake recovery; contrarily,
during stable stratified periods, wakes extend longer. It has also been illustrated that wake meandering
is stronger under convective regimes, compared to neutral and stable stratified cases. These findings
have also been verified with experimental data from the Horns Rev wind farm [15,22,28]. At present,
several optimization and control approaches are being developed to increase the number of turbines
per unit area, while reducing the corresponding turbine wakes’ interactions. One of these techniques
consists of using upstream scanning wind lidars to timely learn about the incoming wind conditions
[29–36] and purposely misalign the wind turbine with the incoming wind, steering the wake to
favorably reduce interactions with downstream turbines [37–39].
Within this work we aim to create knowledge on the wake recovery processes as a function of
wind farm density, regardless of turbine arrangement. We claim that by better understanding the
intervening wake recovery mechanisms it will be possible to develop more efficient wind farms, with
increased harvested power per turbine unit. Earlier works on very large wind farms [11–13,40,41]
have shown by means of spatiotemporal averaged quantities over the full wind farm that the recovery
of the wind turbine’s wake is mainly due to the vertical flux of mean kinetic energy (MKE). In this
regard, the work of Stevens et al. [11] showed that the turbines’ power output is well correlated with
the vertical flux of MKE. They further demonstrated that the vertical flux of MKE is more localized
along turbine columns in aligned farm arrangements than in staggered ones, leading to faster wake
recoveries. Differently, in this study, we aim to examine the wake recovery process as a function
of wind farm density using a local approach. For this purpose, a detailed MKE budget analysis is
performed following the procedure presented by Cortina et al. [6]. From this analysis, a low-order
model is developed that determines the harvested power of the wind turbines as a function of the
wind farm density and atmospheric stability.
In Sec. II, a brief description of the wind farm numerical simulations is provided. Section III
describes the distinct study cases and Sec. IV presents the mean kinetic energy budget analysis.
In Sec. V, the low-order model is developed, where results are tested against the numerical data.
Finally, in Sec. VI a sensitive analysis for error propagation is presented to illustrate the robustness
of the low-order model. Conclusions are presented in Sec. VII.
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FIG. 1. (a) Spatially averaged and time-dependent imposed temperature at the surface of the domain,
〈Ts〉xy , in kelvin during the evolution of two consecutive diurnal cycles; (b) the Monin-Obukhov length, 〈L〉xy ,
in meters; and (c) the normalized stability parameter, 〈ζ 〉xy = z1/〈L〉xy , where z1 is the height of the LES first
grid point. The lateral brackets denote the planar average operation in the streamwise and spanwise directions.
Two different periods marked with 45◦ dotted lines, in black, and squared dotted lines, in red, delineate time
periods in which representative statistics are computed. Precisely, the first time period constitutes times between
01:45 and 05:45 local time and the second period denotes the time between 13:15 and 17:15 local time. The
vertical dotted lines denote the change in stability, i.e., when 〈ζ 〉xy = 0 or when 〈L〉xy → ∞. In (b) and (c) the
horizontal dashed line depicts the zero value as a reference point.
II. LARGE-EDDY SIMULATION FRAMEWORK
The numerical code integrates the nondimensional and filtered Navier-Stokes equations, together
with conservation of mass and an advection-diffusion equation for temperature using an LES
approach. In this numerical framework, the thermal effects are coupled to the momentum equations
using the Boussinesq approximation [42]. As is traditional in LES, only the energy-containing
turbulent eddies are numerically resolved, and the effect of the smaller eddies is parametrized through
a subgrid-scale model. The flow is forced using a time-constant and height-independent geostrophic
wind equal to (uG,vG) = (9,−3) ms−1, together with a time varying surface temperature, represented
in Fig. 1(a) for the evolution of two consecutive diurnal cycles. The surface temperature variation
allows representation of a realistic diurnal cycle and corresponds to the experimental data set of
the Cooperative Atmospheric Surface Exchange Study (CASES-99) field experiment [43]. This
specific numerical simulation has been already used in other wind energy studies [4,6,16,35,36],
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FIG. 2. (a) Case s1, representative of 1 wind turbine located at the center of the LES domain; (b) case s3
with a total of 9 wind turbines; and (c) case s5 with a total of 25 wind turbines.
and for this reason it is also used here. During the evolution of this specific diurnal cycle, the ABL
flow dynamically changes the thermal stratification as it transitions from nighttime to daytime, with
neutral conditions being quite ephemeral. Consequently, an additional LES is considered to compute
statistics under a neutral ABL stratification. For the neutral stratification, the flow is forced with
the exact same geostrophic wind as the diurnal cycle, but with a constant surface temperature and
a well-mixed vertical temperature profile. For all cases, the numerical domain has a lateral size
equal to Lx = Ly = π km, and a height of z = 2 km (see Fig. 2), and it is discretized by a total
of 128×128×256 grid points. As a result, the numerical resolution is 24.5 m in the streamwise
and spanwise directions, and 7.8 m in the vertical direction. A pseudospectral approach is used
to integrate the LES governing equations in the horizontal directions and, therefore, the numerical
domain is periodic in the streamwise and spanwise directions. The initial height of the boundary
layer top (zi) is 1000 m, from which an inversion layer spans to the top of the numerical domain. In
this study, the wind turbines are modeled using the actuator disk model with rotation and dynamic
yaw alignment of Sharma et al. [44], with a yaw-readjustment time of 10 min [35,36]. The wind
turbine diameter (D) is set to 100 m as well as the turbine’s hub height. For further details on the
numerical framework see Ref. [4].
III. STUDY CASES: WIND FARM ARRANGEMENT
To develop this study, a suite of two 4-h periods from the first diurnal cycle are selected (see Fig. 1).
These two 4-h study periods are representative of two different characteristic ABL stratification
regimes (unstable and stable), and because neutral stratifications are ephemeral during the evolution
of the two diurnal cycles, a 4-h period is also selected from an independent LES study with a
conventional neutrally stratified flow. The unstable and stable stratified periods are marked in Fig. 1
with black and red shadings for the stable and unstable regimes, respectively. Specifically, the
selected stable period extends between 01:45 and 05:45, and the unstable period between 13:15 and
17:15, local time. For each stratification case, seven different wind farm arrangements have been
considered to be representative of different wind farm densities, adding to a total of 21 study cases.
Table I summarizes the distinct wind farm configurations, where study cases are referred as si , with i
running from 1 to 7. In all cases, wind turbines’ spacing is equidistant in both directions, streamwise
and spanwise. This is illustrated in Figs. 2(a)–2(c) for cases s1, s3, and s5, respectively. Each panel
represents a different study case, with the corresponding LES domain and the corresponding number
of turbines for that specific case. Note that because a pseudospectral approach is used to integrate
the LES equations in the horizontal directions, the numerical domain is periodic in the streamwise
074601-4
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TABLE I. Summary of the different LES study cases for the different wind farm configurations from low
(case s1) to high (case s7) wind farm density. The geometric mean turbine spacing is denoted by s, where
s = √sxsy with sx denoting the streamwise and sy denoting the spanwise spacing between turbines. The wind
farm density is denoted by ρwf , in units of number of turbines per unit area in square kilometers.
Study case No. of turbines s = √sxsy ρwf (no. of turbines/km2)
s1 1 (1×1) 31D 0.1
s2 4 (2×2) 16D 0.5
s3 9 (3×3) 10D 1.0
s4 16 (4×4) 8D 1.5
s5 25 (5×5) 6D 2.5
s6 36 (6×6) 5D 3.5
s7 49 (7×7) 4.5D 5.0
and spanwise directions and hence all wind farm configurations are in practice of infinite extent.
However, also note that not in all cases does the turbulent flow reach a fully developed regime within
the wind farm area. Specifically, in case s1 turbines are spaced 31D apart and hence turbine-wake
interactions are nonexistent and the turbulent flow does not reach a fully developed state leading
to the so-called wind turbine array boundary layer limit (WTABL [13]). Contrarily, cases s3 to s7
present successive wind turbine–wake interactions and the turbulent flow becomes fully developed.
Furthermore, depending on the ABL background stratification, case s2 can be categorized as a
stand-alone wind turbine (for unstable and neutral regimes), or as a very large wind farm (for stable
regimes), where turbines are immersed in upstream turbine wakes.
Examples of the numerical domain configuration are presented in Fig. 2 for cases s1, s3, and s5.
In Fig. 2 the dashed blue box surrounding a wind turbine represents the control volume (CV) used
to compute the local MKE budget. Note that each wind turbine of a given wind farm configuration
is surrounded by a CV and statistics are averaged over all CVs of the same study case to extract
a characteristic flow behavior. The CV has a streamwise distance (LCVx ) that extends between a
distance of 2D upstream of the wind turbine, down to a downstream distance where the turbine’s
velocity deficit recovers by 60%. The spanwise distance of the control volume is set to LCVy = 5D,
and the vertical dimension is set to LCVz = 2D. For further details on the numerical algorithm used
to compute the statistics within the local reference frame of the CV, see Ref. [6]. Cases are set such
that case s1 is representative of an isolated wind turbine, a result of the very large spacing between
turbines, and it is used as reference in the following sections. On the other end of the spectrum, case
s7 corresponds to an extremely loaded case, with sx = sy ≈ 4.5D.
IV. RESULTS
A. Wind farm density-dependent flow statistics
Figure 3 illustrates vertical slices of MKE for cases s1, s3, and s5 under unstable, neutral, and
stable atmospheric stratification. The MKE is computed as K = 12 Ui
2 = 12 (U
2 + V 2 + W 2), with
variables U , V , and W being the streamwise, spanwise, and vertical components of the wind vector,
respectively. Statistics for the MKE are averaged over 4 h, and results are normalized with the square
of the forcing geostrophic velocity.
From these vertical slices, two main characteristics are observed: (1) the MKE deficit increases
with increasing wind farm density and (2) there is an increase in the length of the wind turbine
wake with increasing thermal stability. From these results it is clear that the increased turbulent
mixing during the unstable regime benefits wind turbine wake recovery, hence resulting in an overall
smaller turbine footprint. Under neutral conditions thermally driven mixing is reduced and therefore
there is a reduced recovery rate of the wind turbine wake. Finally, during the stable stratified case
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FIG. 3. Vertical slices of mean kinetic energy (K) normalized by the square of the geostrophic wind:
(a), (d), (g) unstable stratified case, (b), (e), (h) neutral stratified case, and (c), (f), (i) stable stratified case. The
first row (a)–(c) represents case s1, the second row (d)–(f) represents case s3, and the third row (g)–(i) represents
case s5.
the background turbulence is strongly attenuated and hence wakes persist for longer distances.
These characteristic trends had already been observed in other earlier works [6,19,26,45–48]. Note
for example the successive wake-turbine interactions illustrated in case s5 under stable conditions
[see Fig. 3(i)]. For the unstable case, it can be observed that the wake has a weak upward vertical
displacement with downstream distance, with case s1 showing the largest vertical displacement.
This trend seems to weaken with increasing wind farm density. Contrarily, during the neutral regime
turbine wakes seem to illustrate a weak downward vertical shift. It is also interesting to note the
asymmetry of the wake during the stable period, being more intense at the top of the rotor disk and
weaker near the ground. Interestingly, for the lightly loaded wind farm scenario, the wake deficit is
mainly concentrated on the top half of the rotor-disk region, with a much faster wake recovery in
the lower rotor-disk region. Another important result previously observed is the vertical shift of the
low-level jet (LLJ) [4,16]. The LLJ is initially located at a height between 150 and 200 m for the
s1 case, and it is vertically displaced with increasing wind farm density, reaching a height of 200
and 300 m for cases s3 and s5, respectively. This vertical shift of the LLJ is also clearly detected
in Fig. 4(c), where vertical profiles of MKE for all different study cases are presented. Note for
example a vertical displacement of up to 200 m between cases s1 and s7. Overall, between cases s2
and s3, the vertical displacement is 50 m, thereby becoming much more reduced, reaching a certain
stagnation between cases s6 and s7. A similar trend is observed for the MKE deficit in the wake
region, specially at hub height. From the vertical profiles of MKE it is also interesting to note how
the MKE deficit propagates vertically for the different wind farm cases. It is clear from the profiles in
Fig. 4(a) that the influence of the wind farm propagates vertically up to the top of the boundary layer
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FIG. 4. The first row illustrates vertical profiles of MKE upon horizontal averaging over the LES domain,
〈K〉xy , and normalized by the square of the geostrophic wind. The different lines represent results for
the different wind farm density cases. Each thermal stratified regime is represented in a different column:
(a) unstable, (b) neutral, and (c) stable. The bottom row represents vertical profiles of the wind veer (〈γ 〉xy).
The shaded area indicates the wind turbine rotor disk region, which ranges between z = 0.5D and z = 1.5D.
(BL), hence affecting the entire ABL flow. For this study case, the imposed thermal inversion at the
top of the BL is quite strong (3 K/100 m), and hence all cases seem to affect equally the entrainment
region, regardless of wind farm loading. For the neutral case [see Fig. 4(b)], the MKE deficit follows
a quasilinear profile as a function of height, with a proportional attenuation with increasing wind
farm loading. In Fig. 4, we also illustrate the vertical profiles of wind veer [Figs. 4(d)–4(f)], which
represent the rotation of the mean wind vector with height, related to the change in Coriolis balance
as a result of the increase in wind farm loading. This is computed as 〈γ 〉xy = 〈tan−1(V /U )〉xy , where
V and U are the time-averaged spanwise and streamwise velocity components, respectively. The
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Study case Study case Study case
(a () b) (c)
FIG. 5. Box plot based on a normal distribution of the wind turbines’ yaw orientation for the different wind
farm densities (from s1 to s7) and as a function of the atmospheric stability: (a) unstable, (b) neutral, and (c)
stable.
lateral brackets denote horizontal averages over the LES domain. For all stratification cases, results
illustrate an increase in wind veer with increasing wind farm loading, with a shift of ∼17◦, 10◦, and
30◦ between cases s1 and s7 for the unstable, neutral, and stable stratification regimes. The large
increase during the stable regime is due to the fact that in this case most of the turbulent mixing
occurring within the ABL is solely due to the wind turbines; hence the turbines’ effect on the ABL is
directly proportional to the wind farm density. For the unstable period, where the turbulent mixing is
dominated by the convective eddies, the change in wind veer is reduced with an overall difference of
17◦. Most important, however, is to note the vertical gradient in the wind veer through the rotor-disk
region. This is very strong during the stable regime (24◦/100 m), much reduced during the neutral
regime (2.25◦/100 m), and negligible during the unstable regime. This gradient in vertical veer
induces strong loads on the wind turbine blades and towers and must be studied with care when
assessing potential wind farm sites.
As mentioned earlier in Sec. II, the wind turbine model used in this work has the capacity to
realign with the incoming wind vector, continuously correcting for the misalignment of the turbine’s
rotor disk with the incoming mean wind vector. Figure 5 illustrates the median of the turbine’s
yaw orientation for the different study cases together with the 25th and 75th percentiles of the yaw
alignment. The distance between the top and bottom of the boxes is defined as the interquartile range,
and the line in the middle of the box, represented in red, is the median of the yaw alignments. Note
that in those cases where the median is not centered, it indicates a skewed distribution. Furthermore,
the whiskers represent the furthest observations within the data. Finally, the outliers, marked with
a red plus sign (+), display a value that is more than 1.5 times the interquartile range from the top
or bottom of the box plot. From Fig. 5 it can be observed that the range of yaw alignments follows
the wind veer values at the rotor-disk region illustrated earlier in Fig. 4. It is also interesting to note
the increase in yaw angle with increasing wind farm loading. This progressive change in yaw angle
is a result of the change in drag near the surface, affecting the geostrophic balance, and hence it is
different for each stratification regime. More interesting though is the wide range in the quartiles of
the yaw angle for the unstable case in comparison to the neutral and stable cases. For example, under
convective conditions and for the highly loaded case s7, the wind turbine yaw angle can change
by more than 30◦. This is a result of the active mixing that occurs during the convective regime.
In contrast, during the neutral and stable regimes, the flow remains more steady with a reduced
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requirement for the turbines to continuously readjust with the main wind. As a result, the continuous
wake-to-wake interaction is very different between the different stratification regimes.
B. Mean kinetic energy budget analysis
After providing a qualitative description of the flow field for the different study cases, within this
section we aim to determine the relationship between the turbines’ harvested power, the atmospheric
stratification, and the wind farm density. For this reason a local wind turbine MKE budget is















− ∂(τ ijU i)
∂xj
+ τ ij ∂Ui
∂xj
+ Uif wti , (1)
where K represents the MKE, K = 12U
2
i = 12 (U
2 + V 2 + W 2), with U , V , and W being the
streamwise, lateral, and vertical mean velocities, respectively, with the overbar denoting the time
averaging operation (i.e., for the 4-h study periods; see Fig. 1). The mean pressure is given by P ,
and f wti represents the force imparted on the flow by the wind turbines. The gravitational constant is
denoted by g, θ is the mean temperature, and θref is a reference temperature. The Coriolis parameter
is denoted by fc, and 	ij3 is the alternating unit tensor (	ij3 = 0 if i = j , and ±1 otherwise). The
sum of the Reynolds and the subgrid-scale (SGS) shear stress is denoted by τ ij . Therefore, from
left to right the terms of this equation are the storage of MKE, (∂K/∂t), the advection of MKE,
A, the gravitational acceleration, Ga , the energy due to the Coriolis force, Cg , the work due to the
pressure gradient, P , the flux of MKE, φ, the dissipation of MKE, 	, and the power harvested by
the wind turbines, P WT. On one side the MKE of the flow is depleted by the turbines and turbulence
dissipation, and on the other side, the MKE is replenished by the pressure gradient and the Coriolis
force, and transported by the advection and the turbulent flux of MKE. In a steady-state regime, the
storage term is null, (∂K/∂t = 0), and hence the equation can be rewritten as
0 = A + Ga + Cg + P + φ + 	 + P WT, (2)
where each term is defined as follows:
A = − Uj ∂K
∂xj










φ = − ∂(τ ijU i)
∂xj
, 	 = τ ij ∂Ui
∂xj
, P WT = Uif wti , (3)
with τ ij = u′iu′j + τ SGSij being the sum of the Reynolds and the subgrid-scale shear stress.
1. Wind farm effective power and wind turbine efficiency
In the analysis of the different terms, we first focus on the turbine’s harvested power (P WT =
Uif
WT
i ). For this purpose, Figs. 6(a) and 6(b) illustrate the wind farm effective power, EP , and the














In Eqs. (4), N is the total number of turbines per study case (see Table I), P WTi denotes the power
extracted by the turbines, and P WTs1 is the corresponding power extracted by case s1, which is used
as a reference for normalization. This last one (P WTs1 ) represents the maximum power harvested by
a single wind turbine given the forcing conditions. The wind farm EP is a measure of efficiency as a
function of wind farm density, illustrating how much power can be extracted by a given wind farm
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Study case Study case
(a) (b)
Unstable Stable Neutral Ideal case
FIG. 6. (a) Effective power (EP ) extracted by the wind turbines as a function of the wind farm density.
(b) Characteristic efficiency of a wind turbine (ηWT ) as a function of the wind farm density.
arrangement. For an idealized scenario EP should follow the dashed line represented in Fig. 6(a).
Alternatively, the turbine’s efficiency (ηWT ) is a measure of the actual turbines’ capacity to effectively
harvest wind power, also as a function of farm arrangement. For an ideal case, this variable should
be equal to 1, regardless of wind farm density and stratification. In Figs. 6(a) and 6(b) it can be
observed that the denser the wind farm is, the larger the departure from the ideal case. For example,
for case s3 the wind farm produces an EP ≈ 7 during the unstable and neutral regimes, meaning
that there is a loss of about 30% in harvested power due to the enhanced wake interactions, a result of
the wind farm density. This reduction is indeed much more accentuated for the stable regime, where
for the same case s3, EP reduces to approximately 4, representing a loss of about 60% with respect
to the ideal case. From the turbines’ efficiency perspective (ηWT ), a similar behavior is observed in
Fig. 6(b) for the stable stratified case, where in case s3 each turbine only harvests about 35% of
what it should if no wake interactions existed. Also of interest are the trends of EP and ηWT with
increasing farm density and changes in atmospheric stability. For the unstable and neutral stratified
cases EP increases quasilinearly with number of turbines up to case s5, and closely following the
ideal case up to case s3. Furthermore, in case s6, EP reaches a saturation level, where, regardless of
the increase in wind farm density, EP does not increase any more; it even presents a slight decrease
in case s7. For the stable regime, saturation already occurs at s3. These results strongly suggest that
for a large wind farm under stable stratification, it might be better to turn off several turbines such to
enhance EP and at the same time reduce turbine structural loads. A similar trend is correspondingly
observed in the turbine efficiency [see Fig. 6(b)].
Along a similar line, an earlier experimental work of Hansen et al. [15] provided measurements
of the power deficit at the Horns Rev wind farm as a function of wind turbine row and also under
different atmospheric stability conditions. Their results already showed that the power deficit is
strongly dependent on the wind turbine spacing and also concluded that, with increasing turbulence
intensity, power deficit would decrease. In their work, the power deficit was presented for four
different wind turbine spacings (7D, 9.4D, 10.4D, and >20D) and two different atmospheric
stratification regimes. Results for the 10.4D turbine spacing case, which correlate well with the
s3 case, showed power deficit values (ηWT ) of ∼0.40 and ∼0.70 for the stable and unstable cases,
respectively. These results correspond well with the numerical results presented in Fig. 6(b): ∼0.37
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and ∼0.71, respectively. Also, the 20D spacing case, corresponding to an intermediate spacing
between cases s1 and s2, shows good correspondence, with wind turbine efficiencies ∼0.6 in Hansen
et al.’s [15] work, and ∼0.63 in the results presented in Fig. 6(b). Finally, for the turbine spacing of
7D, corresponding to a spacing between cases s4 and s5, Fig. 6(b) results overlap well with Hansen
et al.’s data when accounting for the measured standard deviation. Therefore, it can be concluded
that the numerical results approximate well the experimental data. Discrepancies could potentially
arise due to the fact that the power deficit in Hansen et al.’s [15] work is computed by using the
rated power of the wind turbines, contrary to the present analysis where turbine efficiency is derived
from the power harvested from the mean flow, and in both cases the average wind velocity is below
the rated wind speed. For a more thorough comparison power data should be corrected by using the
corresponding turbine power coefficient. Discrepancies could also arise from the large wind farm
approximation versus the finite size wind farm case of Hansen et al.’s [15] work.
2. MKE budget terms as a function of the wind farm density
This section provides a deeper insight into the other terms of the MKE budget. In this regard,
Fig. 7 illustrates the contribution of the different MKE budget terms integrated over the streamwise
and spanwise directions of the CV, and averaged over all the turbines of a given wind farm case (i.e.,
averaged over all the CVs, where the number of CVs is the same as the number of wind turbines for
a given case). Notice that the CV approach is fundamental to unveil the corresponding MKE budget
terms’ behavior for the weakly loaded wind farm cases. Also, it should be noticed that in this case
the CV extends from the ground up to a height of 5D, providing a measure of the MKE redistribution
for a characteristic turbine within a given wind farm arrangement as a function of height. This figure
illustrates the differentiated behavior in wake recovery between cases s1, s3, and s5.
Whereas for case s5 [Figs. 7(g)–7(i)] the power harvested by the turbines mainly corresponds to
the remaining balance between the MKE dissipation, the turbulent flux of MKE, and the advection
of MKE, for the less loaded cases the harvested power is recovered mainly through the remaining
balance between MKE dissipation, advection, and pressure redistribution. For the unstable and
neutral cases the MKE is mainly recovered by a combination of advection and turbulent flux of
MKE [see Figs. 7(a) and 7(b)]. Furthermore, upon closer analysis of all different cases, it is observed
that advection and vertical flux of MKE are the dominant terms in the recovery of the wind turbines’
harvested power. This trend is maintained equally regardless of stratification, with only small changes
in the actual percentages. For example, for case s1 the advection term represents 51%, 60%, and
73% with respect to the sum of the harvested power and dissipation for the unstable, neutral, and
stable regimes, respectively. The same term only represents 35%, 38%, and 9% for case s5. In this
case, however, the turbulent flux of MKE accounts for 43%, 40%, and 26%. As we increase the wind
farm density, the contribution of the turbulent flux increases. For example, in case s7 it accounts for
70%, 85%, and 50%, which is comparable to the contribution of advection in case s1. Therefore, it
is easily concluded that by increasing wind farm density, recovery of MKE within the turbine region
evolves from being advection dominated to being vertical flux dominated. From these results it is
also interesting to note that while the background atmospheric stratification has a strong effect on
the mechanisms to recover MKE within the turbine region for the lightly loaded cases, its effect
is much reduced in the more densely packed wind farms. Finally, note that for the lightly loaded
scenarios, the budget has a residual of 1.6%, 2.5%, and 1.2% for the unstable, neutral, and stable
regimes, respectively, while for case s5 the residuals decrease except for the stable case, being 1.4%,
1.5%, and 6.8%, with respect to the power extracted by the wind turbines.
In view of these results, it is questioned what would be the error associated if one was only
to consider the turbines’ harvested power as being replenished by advection and flux of MKE
(P WT ≈ A + φ). If this error was found to be small, it could lead to the development of a reduced
order model to diagnose the wind farm harvested power given a certain wind farm density and
atmospheric stratification. For this purpose, Fig. 8 represents the associated absolute error e =
|(A + φ) − P WT| for each study case. This is represented as a function of the wind farm density and
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FIG. 7. Vertical profiles of the MKE budget terms (Ki), where index i denotes the different MKE budget
terms: (a), (d), (g) the unstable case, (b), (e), (h) the neutral case, and (c), (f), (i) the stable regime. The first row
depicts case s1, the second row depicts case s3, and the third row case s5. The shaded area represents the wind
turbine rotor disk from z = 0.5D to z = 1.5D. The MKE terms are normalized by the wind turbine diameter
and the cube of the geostrophic wind and, consequently, the values of the x axis should be scaled by a factor
of 1×10−3.
for the different atmospheric stratification conditions [unstable, neutral, and stable in Figs. 8(a), 8(b),
and 8(c), respectively]. Results show small errors for the unstable and neutral cases, the largest error
being equal to 0.2×10−3 (corresponding to a relative error of 10%), and 0.25×10−3 (corresponding
to a relative error of 30%) for the neutral case. The stable case presents the largest errors, with a
value of 0.6×10−3 in case s2, corresponding to a relative error of 38%. These larger errors present
in the stable case are the result of the contribution of the pressure and dissipation terms, which are
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FIG. 8. Bar representation of the integration over the CV of the terms contributing to the recovery of the
wind turbine power extraction (advection A and flux of MKE, φ, in green and black, respectively), next to
the bar representation of the wind turbine power extraction (P WT) in light grey. The white bar represents the
absolute error 	 = |(A + φ) − P WT|. (a) Unstable, (b) neutral, and (c) stable cases. The vertical axis should be
scaled by a factor of 1×10−3.
also important in the overall MKE budget. Despite this singular behavior of the stable case, it seems
fair to assume on a first-order analysis that P WT ≈ A + φ is a good approximation. Note that each
MKE budget term depicted in Fig. 8 represents the integration of the respective term within the CV
(∫ Ki dCV ), which now extends from z = D/4 to z = 2D to only capture the main mechanisms
that contribute to the recovery of the power extracted by the turbines.
In next section this approximation is used to develop a first order parametrization for the wind
farms’ harvested power as a function of the farm’s density and atmospheric stratification.
V. LOW-ORDER MODEL FOR WIND FARMS’ HARVESTED POWER
Upon analysis of the MKE budget presented in the previous section, as well as from earlier results
[6], it seems that as a first-order approximation the wind farms’ harvested power is mainly recovered
through a combination of advection and flux of MKE. Therefore, one could envision an expression
of the type
Pi ≈ λA1 + (1 − λ)φN, (5)
wherePi is the average wind turbine harvested power for any given wind farm density, i. Furthermore,
A1 is the advection term corresponding to a lone standing wind turbine (case s1) and φN is the flux
of MKE for the most intensely loaded wind farm case (s7). In this approach, A1 and φN represent the
two most extreme values for advection and MKE flux given a geostrophic forcing. To express the
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FIG. 9. (a) The weighting parameter, λ(ζ,ρwf), as a function of the wind farm density (in units of number of
wind turbines per unit surface, square kilometer) for the different atmospheric stability conditions. The dashed
lines are fittings of the exponential function from Eq. (7). (b) The stability correction exponent as a function
of the atmospheric stability. The fitting is performed using a second-order polynomial α(ζ ) = aζ 2 + bζ + c,
with the corresponding coefficients a = −47, b = −3.3, and c = 0.48.
mutual relationship between the three terms (power, advection, and flux of MKE), the parameter λ
is a “weighting coefficient” that redistributes the corresponding weight to either advection or flux of
MKE. Hence, when λ = 1, all the harvested power is recovered through advection of MKE, and when
λ = 0 the recovery occurs solely through the vertical flux of MKE. Therefore, the rate of change
between the advection of MKE (Ai) and the MKE flux (φi) is determined by the weighting parameter
(λ), with the assumption that both together replenish the depleted MKE (P WT ≈ A + φ). From the
results, it is further evident that parameter λ should be a function of wind farm density (ρwf) and
atmospheric stratification, represented here by ζ = z1/〈L〉xy ; thus, λ = λ(ζ,ρwf). Therefore, Eq. (5)
provides an approximate value of a turbine’s harvested power (Pi) given a wind farm density and an
atmospheric thermal stratification. Because, in practice, the integral of the MKE budget terms within
a CV surrounding a wind turbine is not a readily available value, two additional approximations can
be performed. Next, it is further assumed that all the power depleted by a stand-alone wind turbine
is equal to the advection term (P1 ≈ A1), and that in a highly loaded case it is equal to the vertical
flux (PN ≈ φN ). As a result, Eq. (5) can be rewritten as
Pi ≈ λP1 + (1 − λ)PN. (6)
Note that P1 and PN are both functions of the atmospheric stratification, P1(ζ ) and PN (ζ ). On
one end P1 can be determined by the on-site flow velocity, and PN is the turbine power for which
the EP is maximized, which in practice is equal to the wind turbine power extracted when it is
located in an extremely dense wind farm scenario. Here, P1 is the power extracted by the stand-alone
wind turbine (case s1) and PN is the power extracted by the wind turbine from case s7. Note that for
realistic wind farm applications, the problem can be further reduced by writing PN as a function of
P1, where PN represents a certain percentage of P1. In Fig. 9(a) the parameter λ is represented as a
function of the wind farm density (ρwf = N/As , where N is the number of wind turbines that enclose
the wind farm and As is the surface extension of the wind farm) and for the different atmospheric
stability conditions. From the numerical results an exponential fitting for λ is adjusted, represented
in Fig. 9(a) by the dashed lines, and expressed as follows:
λ(ζ,ρwf) = Co exp(α ρwf), (7)
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FIG. 10. Representation of the power ratio P modeli /P LESi as a function of the wind farm density (ρwf) in
units of wind turbines per square kilometer. The variable P modeli is the power obtained by the low-order model
and P LESi is the power computed within the LESs; the index i denotes the different wind farm density cases
(from i = 1 to i = 7).
where Co is an adjustment coefficient and α is a stability correction exponent. In the three different
fittings from Fig. 9(a), and for the sake of simplicity, Co is taken equal to 1. The parameter α
is called the stability correction exponent and it is represented in Fig. 9(b) as a function of the
atmospheric stratification (ζ ). It is shown that a different stability correction exponent is obtained for
each corresponding stratification scenario considered. In the ideal case we could have run a larger set
of stratification regimes, one could have filled additional points in Fig. 9(b). Given that this is not the
case, we use the three α values we have available to fit a polynomial curve [α(ζ ) = aζ 2 + bζ + c]
that determines α as a function of the background atmospheric stratification. Because fitting a curve
based on three points is far from ideal, in the next section we explore the sensitivity of hypothetical
variations in α.
In summary, it can be concluded that from the curves provided in Figs. 9(a) and 9(b), it is hence
possible to estimate in a first-order approximation the wind farms’ harvested power given a wind
farm density and given an atmospheric stability. For example, given a certain atmospheric stability,
ζ , it is possible to extract the corresponding stability correction exponent, α, which in combination
with ρwf provides a value for the λ parameter through Eq. (7). Next, using the parametrized power
values for the two extreme cases, P1 and PN , in conjunction with Eq. (6), one obtains a value for the
wind turbine’s harvested power in a wind farm case i.
VI. ERROR ESTIMATION AND SENSITIVITY ANALYSIS FOR THE LOW-ORDER MODEL
A. Error estimation of the low-order model
In this section, the error committed when using the low-order model is evaluated by using the
large-eddy simulations as a benchmark. Thus, Fig. 10 represents the power ratio P modeli /P LESi , in
the ordinate axis, and the wind farm density (ρwf) in the abscissa. The variable P modeli is the power
obtained by the low-order model [using Eqs. (6) and (7)] and P LESi is the power computed with the
LES. The different markers denote the different atmospheric stratifications evaluated as a function of
the different wind farm densities, and the horizontal solid line represents the null error with respect
to the LES data.
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It can be observed that the error that the model contributes varies as a function of the
stability and wind farm density. On average, the overall relative error is 6%, 5%, and 8% for
the unstable, neutral, and stable cases, correspondingly, where the relative error can be computed as
e = |(1 − (P modeli /P LESi )|×100). The maximum relative error is of the order of 10–12% for the
unstable and neutral regimes, and around 17% for the stable stratified cases. Overall, the errors
resultant of this parametrization are quite small, being able to predict with a good accuracy the
amount of power that could be extracted from a given wind farm density under a given atmospheric
stability. Again, from Fig. 10 it is demonstrated that the neutral and unstable cases have a much
better predictability of the power output than the stable cases.
B. Sensitivity analysis and error propagation
In this section, and for the sake of discussion, a sensitivity analysis is performed regarding α and
its effect on λ. Thus, using propagation of error theory [49], we evaluate the error committed in
computing Pi given a certain uncertainty in the stability correction exponent (δα). The wind turbine
power uncertainty (δPi) is based on the uncertainty in the parameter λ, which at the same time is a






where F1 = λP1 + (1 − λ)PN , which yields the final equation for the uncertainty in the harvested
power, δPi = (P1 − PN )δλ. In this fashion, the associated error on λ given a small variation on alpha






In this expression F2 = exp(αρwf), which leads to δλ = ρwf exp(αρwf )δα. Finally, assuming
δα = 10%, an average power error of eP ≈ 2%, ≈3%, and ≈5% will result for the unstable, neutral,
and stable cases, correspondingly, where the relative uncertainty has been obtained by computing
eP = δPi/Pi for the different stratifications and wind farm densities.
VII. SUMMARY AND CONCLUSIONS
This work presents an LES study of wind turbine wake recovery processes as a function of wind
farm density and atmospheric stratification. For this purpose the CV approach of Cortina et al. [6]
has been used to characterize in detail the MKE recovery processes and turbines’ harvested power.
Results illustrate that the turbines’ harvested power is mainly recovered by two main dominant
mechanisms, advection and flux of mean kinetic energy. These two MKE recovery mechanisms are
modulated by the background thermal stratification and are dependent on the wind farm density.
Specifically, it has been shown that for the low-density arrangements advection dominates, while
for the highly loaded wind farms the mean kinetic energy recovers through fluxes of mean kinetic
energy. Of relevance from this work is the fact that for the intermediate-density cases results
illustrate a smooth transition between both mechanisms. Results further illustrate that when advection
dominates, the wind farm tends to be more efficient than when the MKE flux recovery dominates.
Also, under stable conditions, harvested power in dense wind farms is strongly penalized due to the
lack of mixing mechanisms. The results obtained on wind farm efficiency are compared with the
experimental data of Hansen et al. [15], illustrating strong agreement.
Finally, from the LES data a low-order model for the wind farms’ harvested power as a function
of thermal stratification and wind farm density has been developed. This model predicts, with
relatively small errors (5–15%), the power that a given wind farm under a given stability stratification
could harvest. The main simplification assumption intrinsic to this model is the fact that the MKE
harvested by the turbines is only recovered by advection and vertical flux. Therefore, in a first-order
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approximation the contribution of the remaining MKE budget terms is neglected. Based on the
experimental data, the model further assumes an equilibrium between advection and vertical flux
controlled by a weighting function that depends on the wind farm density and the background
thermal stratification [λ = λ(ζ,ρwf)], for which an experimental relationship is provided. Results
show that the model works best under unstable and neutral atmospheric stratifications. Under stable
regimes, the pressure distribution term also plays a relevant role in the wind turbine wakes’ recovery
process, hence producing larger divergences in the results from the model. This simple model has
the potential to be employed as an order-of-magnitude estimation tool, which could help quickly
determine the number of wind turbines that should be disconnected to optimize the harvested power
provided a time changing background stratification.
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The research presented in this document has focused on creating new understanding
about the mechanisms of interaction between wind farms and the atmospheric boundary
layer to help developing more efficient wind energy harvesting systems. In detail, the ob-
jectives that have been achieved within this work are: (i) development of new understand-
ing regarding wind turbines’ inflow conditions as they relate to optimal time alignment
of the turbines; (ii) determination of the dominant turbine wake recovery processes under
different atmospheric stratification conditions; (iii) development of an analytical predictor
model to estimate large scale wind farms power output as a function of the wind farm
density and atmospheric stability. These objectives have been accomplished by means of
high-resolution numerical simulations of the atmospheric boundary layer, also resolving
the wind turbines. Next, the most relevant conclusions of this work are summarized.
The main goals of the second and third chapters were to investigate the possible exis-
tence of an optimal upstream scanning distance and readjustment-time to accurately learn
about the incoming wind vector and turbulence when using wind LIDARs mounted on
the wind turbine’s nacelle. To answer this question, we considered the canonical scenarios
of a very large wind farm, and a largely spaced wind farm, or equivalently seen as a
single wind turbine, under continuously changing atmospheric conditions. The numerical
results of two consecutive diurnal cycles revealed that during unstable regimes, as a result
of the enhanced vertical and lateral mixing, there exists a larger variation in the incoming
wind vector angle compared to the stable period. However, results revealed no significant
differences when measuring the incoming wind vector at different upstream distances,
regardless of the atmospheric stratification. This is a very important result because it will
allow wind LIDARs to learn about the incoming wind vector at far upstream distances,
hence providing longer readjustment times to change turbine setups. In this study, each
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wind turbine was independently controlled by a wind LIDAR. However, wind LIDARs
represent a large portion of the overall wind turbine cost. At the same time, results demon-
strated no significant differences in alignment among the different upstream distances, and
no major differences were observed between the alignments of the different wind turbines
configuring the wind farm. Consequently, in a future work, it would be interesting to
investigate if the strategical installation of wind LIDARs in one or several wind turbines
could help forecast the wind vector for the entire farm. In light of these results, another line
of future research could be the study of using wind LIDARs to develop better anemometer
and wind vane transfer functions. The transfer functions are corrections applied to the
wind turbine anemometer and wind vane to properly measure the wind vector. By using
wind LIDARs mounted at the top of the nacelle during a certain time period, i.e., one year,
different corrections could be determined as a function of the on-site atmospheric stability
and wind farm configuration.
In a second stage, we studied the effectiveness in measuring incoming turbulence
by wind LIDARs mounted on the turbine’s nacelle. Results illustrated that when the
upstream scanning distance is increased the probability with which turbulence can be
confidently predicted substantially decreases. Minimum turbulence correlations were ob-
served for the furthest evaluated upstream distance (200 m), and maximum correlations
were observed when measuring at the closest distance (25 m). Interestingly, a quasi linear
decay in the maximum correlation value was observed for the different upstream scanning
distances. At all upstream scanning distances, stronger correlations were observed during
the convective regimes, when turbulence levels are much more intense and sustained in
time, in comparison to stable cases; note that this plays in favor of using wind LIDAR
technology to timely learn about incoming strong turbulent events. We concluded that the
upstream scanning distance should always be chosen the shortest possible in relation to
the wind turbine reaction time (time to feather the wind turbine blades). In this regard,
the use of wind LIDARs to forecast the wind direction and wind gusts can be further
optimized depending on the wind turbine inflow velocity. In other words, the wind
turbine power curve illustrates three important characteristic velocities: the cut-in speed,
the rated speed and the cut-out speed. When wind speeds range between the cut-in and
the rated wind speed is when wind LIDARs could be optimized to help to determine the
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proper yaw adjustment. Within this region, wind velocities range approximately from 3 to
12 m/s, and thus a small change in wind velocity corresponds to a large change in power
output. Hence, the yaw-alignment plays an important role in order to minimize the loss
in harvested energy, and for this reason, a proper wind turbine yaw-alignment is crucial
within this region of the power curve. The region between the rated wind speed and the
cut-out speed (where velocities range from 12 to 25 m/s) is when wind LIDARs have to be
optimized to predict the incoming wind gusts, since a better yaw-alignment will not imply
larger power outputs and velocity aberrations would be more intense.
In a second step, we have developed a model for predicting the wind turbine’s incom-
ing turbulence, based on a truncated normal probability distribution function to provide
a measure of the correlation between the incoming turbulence and that measured at the
turbine’s rotor-disk. By modelling the turbulent correlations, it is now possible to help
decide the best upstream scanning distance to learn about the incoming turbulence, and to
determine the time at which the turbine settings should be modified to minimize structural
loading. Finally, results have shown that upstream scanning distances should always
be chosen the shortest possible in relation to the wind turbine reaction time. The best
turbulent correlations are measured during unstable periods, which is very important
because it is when the largest turbulent events occur. During stable periods, turbulence
is generally weak, or sporadic and intense, and foreseeing incoming turbulence remains a
challenge.
In Chapter 4, we applied a control volume analysis technique to allow evaluating the
budget of mean kinetic energy in very different scenarios, such as in the surroundings of an
isolated wind turbine or in the surroundings of a wind turbine located in a very large wind
farm. In Chapter 5, the control volume technique has been used to study the wind turbine
wake recovery processes as a function of wind farm density and atmospheric stratification.
With the main goal of developing a power predictor model that accounts for different wind
farm densities and atmospheric stability conditions. Results illustrated that the turbines’
harvested power is mainly recovered by two dominant mechanisms, advection and flux
of mean kinetic energy. It has been shown that these two MKE recovery mechanisms are
modulated by the background thermal stratification and are dependent on the wind farm
density. Specifically, it has been shown that for the low-density arrangements advection
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dominates, while for the highly-loaded wind farms the MKE recovers through the vertical
fluxes. Of relevance from this work is the fact that for the intermediate density cases
results illustrate a smooth transition between both mechanisms. Later results have also
shown that this balance can also apply in finite size wind farms, where in the first rows
of wind turbines advection dominates. On the other hand, further downstream in the
wind farm the flux of MKE is the mechanism that dominates the wake recovery. Since
the MKE redistribution within the wind turbine array boundary layer has been shown to
be dependent on the arrangement of the wind turbines, next, it would be interesting to
numerically investigate how the MKE is redistributed on finite size wind farms for differ-
ent atmospheric stratification conditions. One of the most important findings would be
to uncover how this transition between both MKE transport mechanisms, from advection
dominated to flux dominated, would change depending on the atmospheric stratification
and as a function of the wind farm length. This could help to estimate the optimal wind
farm length depending on the atmospheric stratification, or could reveal the fact that
most optimal wind farm designs would have to change the spacing between turbines as
a function of the wind farm length, i.e., where the first rows of wind turbines will have
small streamwise spacing that will need to be exponentially increased for downstream
rows of turbines in order to keep a proper MKE balance that would maximize the overall
wind farm power output. Finally, with the LES data we have developed a low-order
model for the wind farms’ harvested power as a function of thermal stratification and
wind farm density. This new model predicts, with relatively small errors (5% - 15%),
the power that a given wind farm under a given stability stratification could harvest.
The main simplification assumption intrinsic to this new model is the fact that the MKE
harvested by the turbines is only recovered by advection and vertical flux. Therefore,
in a first-order approximation the contribution of the remaining MKE budget terms is
neglected. This simple model has the potential to be employed as an order of magnitude
estimation tool, which could help quickly determine the number of wind turbines that
should be disconnected to optimize the harvested power provided a time changing back-
ground stratification. The research proposed in this document sought new understanding
and findings where current literature was lacking. To achieve the goal of the project we
dedicated much of our efforts to develop new knowledge on the turbulent atmospheric
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flow and its interaction with arrays of wind turbines. This work strived to fill the gaps
of the current understanding on the capabilities of a new technology to better control the
settings of the wind turbines by learning from the upstream inflow conditions, and at the
same time, this work strived to improve the wind energy harvesting process to increase
wind farms’ power output, and thus, their overall efficiency.
Finally, I would like to note that LES still remains a computationally expensive tool,
with current use limited to academia and research groups. Therefore, it is of capital rel-
evance to keep developing alternative simplified approaches (such as low-order models)
that can provide accurate results at a much lower numerical cost.
