In the case of clamped thermoelastic systems with interior point control defined on a bounded domain Ω, the critical case is n = dim Ω = 2. Indeed, an optimal interior regularity theory was obtained in [R. Triggiani, Sharp regularity of hyperbolic-dominated thermoelastic systems with point control: The clamped case, Discrete Contin. Dyn. Syst. 
Orientation. Difficulties: A peculiar pathology of incompatibility of B.C.
The present paper is a successor of [29] , which studied the interior regularity of a thermoelastic system defined on a bounded domain Ω ⊂ R n , n = 1, 2, 3, subject to the action of interior point control exercised in the elastic equation and satisfying clamped/Dirichlet boundary conditions (see system (1.1a-d) below). The interior regularity results of [29] -from the control space to the state of the corresponding solution in the mechanical and thermal variables-are optimal for n = 1, n = 3. The spaces involved are subtle. However, a loss of > 0 (arbitrarily small) in the regularity of the solution, measured in a scale of Sobolev spaces occurred in the case n = 2 (that this was an artificial loss, due to the proof, was surmised in the statement in [29, line just above Theorem 1.1]). In the argument of [29] , this loss of > 0 was due to a peculiar pathology: the incompatibility of boundary conditions, within the same topological level, between the Sobolev space H 3 2 0 (Ω) and the Sobolev space H 3 2 00 (Ω) [20, p. 66] . This, in turn, produced an incompatibility between the function space of a suitable "right-hand side input" or forcing term as being only in H 3 2 0 (Ω), and the domain of the square root of the basic generator of the thermoelastic semigroup which required the smaller space H 3 2 00 (Ω) instead. A more precise quantitative description of this pathology is referred to Remark 2.2 below. Reference [29] is based on two conceptual steps. Following [5] , Step 1 introduces a change of variable that has the advantage of reducing the original given thermoelastic system with interior point control (variable w below) to the corresponding elastic system (Kirchhoff equation, variable ψ below) with interior point control (and the same clamped B.C.). For the latter purely elastic ψ -problem, optimal interior regularity results for n = 1, 2, 3 are available from [26] . The dynamics satisfied by the resulting variable z = w − ψ is again a thermoelastic system (still satisfying clamped/Dirichlet B.C.), however, no longer fed by point control (the advantage of the change of variable) but by a function (− h) of the solution of a suitable, explicit parabolic equation (variable h below) with input ψ t . It is at this point that Step 2 begins.
Step 2 employs a natural semigroup approach to analyze the optimal regularity of the thermoelastic z-problem, subject to the input (− h) due to ψ t . As already mentioned, this strategy produces optimal results for the thermoelastic point control problem with clamped B.C. for n = 1, n = 3 (whereby the regularity of the elastic variables {w, w t } of the thermoelastic system coincides with that of the corresponding pure elastic Kirchhoff equation {ψ, ψ t }). However, it loses > 0 in the case n = 2. The purpose of this paper is to show that, in fact, one can take = 0, and thus in the case n = 2 as well, the interior regularity of the elastic variables {w, w t } of the thermoelastic point control problem coincides with that of the pure elastic Kirchhoff problem {ψ, ψ t }. Thus, this paper confirms what was suspected in [29, p. 3 , just above Theorem 1.1] (a paper written under a strict deadline); that is, that one can ultimately take = 0. Thermoelastic equations with point control, besides being of interest in themselves, are naturally coupled with wave equations in the structural acoustic problem of acoustic chambers [5] , [16, vol. 2, p . 884], [1] [2] [3] [4] 19] .
As elaborated in Remark 1.3, the results now permit a study of corresponding optimal control/min-max game theory problems with quadratic cost functionals.
A radical change of strategy: From an interior → interior approach to a boundary → interior approach
To be sure, a radically new approach is followed here. It replaces the interior → interior strategy of [29] -which is based on the thermoelastic semigroup approach as applied to a "right-hand side input"-with a (technical) boundary → interior strategy. The latter consists in obtaining optimal interior regularity of the z-thermoelastic problem for n = 2, coming this time from a suitable trace or boundary regularity for z| Σ . However, precisely due to the topological level of the z-thermoelastic problem for n = 2, this boundary trace regularity for z| Σ is not available in the literature; and, in fact, it is definitely non-trivial. It requires a technical argument. Ultimately, it relies on a well-known boundary regularity result for clamped thermoelastic problems, but only after slashing the original z-thermoelastic variable by two pseudo-differential operators:
(i) the operator Λ 1 2 tg of order 1 2 in the space variables which is tangential on Γ ; and (ii) the fractional time derivative D 1 2 t . Then the trace/boundary result of the literature is applied to the new slashed variables (Λ 1 2 tg z) and (D 1 2 t z). As a final step, to return to the original variable z along the aforementioned boundary strategy, we invoke sharp (optimal) results for boundary → interior regularity of mixed problems for wave equations, but, again, not at the level of the literature [13] , but at an interpolated level. This way, the optimal regularity of {z, z t } is obtained; from here the optimal regularity of {w = z + ψ, w t = z t + ψ t } follows.
As a bonus of the present approach, we also obtain a new boundary regularity of the elastic displacement (Eq. (1.12d) below).
We remark that in the case of the same thermoelastic problem with point control, this time, however, under hinged B.C.: w| Σ ≡ 0, w| Σ ≡ 0, the aforementioned pathology of incompatibility does not occur for any dimension n = 1, 2, 3 [28] . In this respect, it is worth recalling that elastic and thermoelastic problems with clamped B.C. do display an array of pathologies, as also documented by [18] .
The model. A canonical thermoelastic point control problem with clamped/Dirichlet B.C.
Let Ω be an open bounded domain in R n , n = 1, 2, 3, with sufficiently smooth boundary Γ for n = 2, 3. On Ω, we consider the following thermoelastic problem in the unknown {w(t, x), θ(t, x)}:
with homogeneous clamped/Dirichlet B.C., under the influence of the scalar point control term u ∈ L 2 (0, T ), which acts through the Dirac distribution δ concentrated at the origin, assumed to be an interior point of Ω. In (1.1a) the constant γ is taken to be positive: γ > 0 throughout the paper. In this case, the free system (u ≡ 0) generates an s.c. thermoelastic contraction semigroup (Proposition 1.3 below). Further information is available in [10] . To express the results below, we need to introduce the following setting [17, 26, 27, 29] : the positive self-adjoint operator B (norm equivalence),
as well as the elastic operator, still positive self-adjoint,
We recall that, with equivalent norms [27] 
γ , (1.6) see [20] for these Sobolev spaces. We note that by (1.2), (1.4) we have (properly)
L(E) being the space of bounded linear operators on a Banach space E. Similarly, by (1.5) we have
In both cases, (1.7a) and (1.7b), the topological level of D(A are not isomorphisms on L 2 (Ω), as noted in (1.7), are a major technical difference over the hinged case of [28] , and are responsible for additional technical difficulties. In fact, they are precisely these differences of the B.C. between D(A 0 (Ω) that are responsible for causing the pathology and the technical difficulties described in the Orientation. Refining the information of (1.7a) by adjointness, we recall that [18, Proposition 2.3, p. 453]:
where the spaceL 2 (Ω) can be characterized in a few ways: [ 
This fact permitted to refine in [18, Section 4.4, p. 473 ] the interior regularity in [28] of the purely elastic problem (2.1a-b-c) for n = 3, to yield, ultimately, w tt ∈ L 2 (0, T ;L 2 (Ω)), as in (1.9d) below, for the corresponding thermoelastic problem (1.1a-b-c) for n = 3.
Regularity results
Paper [29] showed the following results. [29] .) With reference to the problem (1.1) with γ > 0 and zero initial conditions: w 0 = w 1 = θ 0 = 0, we have the following regularity result. Let
Theorem 1.1. (See
Then, continuously (that is, as bounded maps), where > 0 is arbitrary and any p, 1 < p < ∞:
(1.11d)
Main result
As already stated in the Orientation, the results of Theorem 1.1 for n = 3 and n = 1 are optimal. The present paper improves upon the case n = 2 of Theorem 1.1 by showing that " " there can be taken equal to zero. The main result of this paper is: Theorem 1.2. Let n = dim Ω = 2 and assume (1.8) for the corresponding problem (1.1). Then, continuously, the following interior regularity holds true:
(1.12a)
the following boundary regularity of the elastic component holds true:
(1.12d) Remark 1.2. Theorem 1.1 for n = 3, n = 1, as well as Theorem 1.2 for n = 2, show consistency in the following sense. The position variable w gains in regularity " 1 8 in terms of fractional power of A," while decreasing the dimension from n = 3 to n = 2 to n = 1. The same occurs for the velocity variable w t , which-moreover-is consistently " 1 4 less regular in terms of fractional power of A" than the corresponding regularity of w for n = 3, 2, 1.
Further preliminaries
For future discussion, we need further preliminary background from [26, 27, 29] . By (1.2), (1.3), we may rewrite (1.1) abstractly first as
next, as the first-order equatioṅ
The space Y γ is the natural energy space for problem (1.1a-d). Below, in Section 2, Eq. (2.10), we shall also need the following domains of fractional power of A γ :
For purposes of discussing the case n = 2, we also write the specialization of (1.17 We conclude this section with a standard regularity result for the self-adjoint, analytic semigroup e −Bt , to be invoked repeatedly in the sequel [14, Proposition 0.1, p. 4]: the map
In (1.19), the case p = 2 is shown by Laplace transform [12, Appendix] ; the case 1 < p < ∞ in (1.20) is much harder [6] ; see also [9, p. 112] . Finally, (1.21) follows by convolution of an L 1 -function B 1− e −Bt with an L ∞ -function f [25, pp. 26, 29] . Remark 1.3. The interior and boundary regularity results of Theorem 1.2 for system (1.1a-d) allow one to introduce and study corresponding optimal control problems with quadratic cost functional over a finite or even infinite time horizon. This analysis includes the related differential (integral) or algebraic Riccati equations that arise in the pointwise feedback synthesis of the optimal pair. In this case, it is expected that one should fall into the abstract treatment of [16, vol. 2] . Moreover, corresponding min-max game theory problems could also be studied for system (1.1a-d), this time by presumably falling into the abstract treatments of [21, 22] . As a matter of fact, inclusion of the infinite time horizon case in these analyses is possible in light of the critical property that the free dynamic (thermoelastic) semigroup e −A γ t in Proposition 1.3 is, in fact, exponentially stable in the uniform operator norm of L(Y γ ) [2, 3] , [16 
Proof of Theorem 1.2: Preliminaries
Henceforth, we shall focus on the case n = 2 only. Thus, when invoking results from [29] , we shall confine only to the case n = 2.
The auxiliary ψ -and h-problems
First, as in [29] , following [5] , we introduce the uncoupled Kirchhoff problem corresponding to (1.1) with zero I.C.:
Regarding the sharp (optimal) regularity of problem (2.1), we then invoke [26, Theorem 3.1, p. 410] and obtain that: for n = dim Ω = 2, and for u ∈ L 2 (0, T ) as in (1.8), then, continuously:
Next, with ψ t provided by problem (2.1), and hence satisfying (2.2b) (n = 2), continuously in u ∈ L 2 (0, T ), we next consider the uncoupled heat problem corresponding to (1.1) with zero I.C.:
where ψ t is rewritten as −Bψ t , since ψ t | Σ = 0 by (2.1c). Its solution is
for any > 0, and for all 1 < p < ∞. The regularity in (2.5a) follows from the general regularity result (1.20) and (
, see (2.2b) and (1.7b). The case for n = 2 is not using ψ t in an optimal way. See Remark 2.1 below. In particular, we shall use below the following specialization for p = 2:
Remark 2.1. For n = 2, the regularity in (2.5a) appears to be optimal, even though we only
00 (Ω)) appears to be false. This subtle difference on the boundary conditions between H 3 2 0 (Ω) and H 3 2 00 (Ω) had the negative impact in the semigroup approach of [29] by forcing the use of (1.16) for s = 1 2 − -that is, (1.18)-and a consequent loss of " ," in the regularity of {z, z t , q} below in (2.10), hence of {w, w t } for n = 2. Instead, if it were true that
we will be allowed to use (1.16) for s = 
(Ω))
, where F is a first-order differential operator with smooth time-independent coefficients on Ω, which, moreover, is tangential to the boundary Γ (i.e., without transversal derivatives to Γ , when expressed in local coordinates) [13, pp. 162, 166] . Indeed, (2.5a) yields at once [20, p. 85 and Theorem 11.1, p. 55]. Moreover, [F h] Γ = 0 implies that, in an interior collar of the boundary, in the normal direction, say, x, from the boundary, (F h) grows linearly in x, while ρ(x) = x is the distance of the internal collar point to the boundary. Hence, 
we likewise readily find from (1.1), (2.1), (2.3) that {z, q} solves the following thermoelastic problem
with the term − h = Bh known via problem (2.3). Recall the operator A γ in (1.14): the abstract version of problem (2.7) is (with B γ = (I + γ B)):
The solution {z, z t , q} of problem (2.8) with zero I.C. is
where we seek to show well-posedness and regularity of (2.9). For the case n = 2, [29, Eq. (2.14)] obtained, with > 0 arbitrary, and recalling (1.18):
Indeed, (2.10) follows from (2.9), and Proposition 1.3, via the (critical) fact that by (2.5a) (n = 2), we have a fortiori
and thus, by (1.18), with 1 < p < ∞,
Moreover, e A γ t restricts to an s.c. semigroup on D(A s γ ). Then, (2.11) yields (2.10), via Proposition 1.3.
Remark 2.2.
We note that, in the above argument after [29] , in the case n = 2, the loss of > 0 suffered in (2.11) was incurred in order to force B −1 γ Bh into the second component space of the domain of the 'largest' fractional power of A γ , see (1.16) 
Proof of Theorem 1.2: Optimal regularity of the {z, q}-problem
Section 2 amounted to a collection of preliminary results from [29] , comprising Step 1 of the strategy outlined in the Orientation, at the outset of Section 1, as well as the semigroup approach of Step 2, in the argument spanning from (2.8) to (2.11) . From now on, the proof is quite different from that of [29] (and [28] ): the latter led to optimal results for n = 1, n = 3, but incurred in a loss of > 0 for n = 2 (Remarks 2.2 and 2.1). Unlike [29] (and [28] ), because of the technical pathologies described in these remarks and in the Orientation, we shall obtain the required optimal regularity of the {z, q}-problem by using a radically different, technical boundary → interior approach. The key improvement of the present paper over [29] is the following result, which removes > 0 over (2.10) for {z, z t }. 
Proof.
Step 1. It does not seem possible to obtain the optimal regularity (3.1a-b) for {z, z t } by boot-strapping on the prior regularity (2.10a-b) of the semigroup approach. Therefore, accordingly, in order to break the coupling of the elastic and thermal equations (2.7a-b), we shall follow a fixed point approach. This will be given in Sections 4 through 9 below. 2
The corresponding elastic system and related fixed point strategy
To carry out a fixed point argument on the thermoelastic problem (2.7), we first pick a function z satisfying the same regularity properties as ψ in (2.2a-b); that is
For such given functionẑ, we define a parabolic problem inq (counterpart of the h-problem (2.3a-b-c)):
Thus,q has exactly the same regularity properties as h in (2.4), (2.5):
Henceforth, we are going to consider the following purely elastic problem:
By introducing, via (2.3) and (4.2), the function
Problem (4.6a-c), or problem (4.4a-d) will be subject to the following.
Fixed point strategy
We start with input u ∈ L 2 (0, T ), fixed and given, in (2.1a). This determines the corresponding elastic solution {ψ, ψ t } of problem (2.1a-c), with (optimal) regularity given by (2.2a-b); this, in turn, determines the parabolic solution {h, h t } of problem (2.3a-c), with (optimal) regularity as in (2.5a-c). Thus, all these data are fixed.
Next, we consider any pair of functions {ẑ,
,ẑ| t=0 = 0, z t | t=0 = 0 as in (4.1a-b), which then determines the parabolic solution {q,q t } of problem (4.2a-c), with (optimal) regularity given by (4.3a-c). Thus, problem (4.6a-c)-or (4.4a-d)-ultimately depends through an affine map on the forcing term {ẑ,ẑ t }, with fixed forcing term {h, h t }, ultimately u ∈ L 2 (0, T ). All this is summarized below:
(4.8) Accordingly, our strategy is then based on two steps:
,ẑ| t=0 = 0,ẑ t | t=0 = 0, and u ∈ L 2 (0, T ) fixed once and for all, we shall first establish that the solution {z, z t } of (4.6a-c) satisfies
(4.9)
(ii) Next, we shall establish that the affine map Henceforth, the symbol {z, z t } will refer to the solution of problem (4.4a-d), or (4.6a-c), for which we seek a fixed point.
In the sequel, motivated by (4.4), we shall need to consider an elastic problem such as (4.6a-c), however, under different input (non-homogeneous) terms. Accordingly, we introduce
Recalling the operators B γ and A from (1.2) and (1.3), we see that the abstract version of problem (4.12) is
Let E ζ (t) be the elastic energy of the ζ -problem in (4.12):
where, in (4.17) and (4.18), we have used Green's second and first theorems, respectively, along with the B.C. in (4.12c). Next, we collect a first set of interior and boundary regularity results for problem (4.12).
Theorem 4.1 (Boundary trace, first version). (a)
With reference to the ζ -problem (4.12), the following boundary regularity result holds true: (b) Here, according to (4.5a), (4.6a), we take f = F = − (h +q) = B(h +q) in the zproblem. We then compute by Green's first theorem: 12b-c) .
For purposes of a future variation in Proposition 6.2, we shall sketch the main steps at the end of the present proof.
In contrast, the validity of the interior regularity of ζ tt in Integrating by parts in time and space (Green's first and second theorem), we readily obtain via (4.12b-c) and by ∇ζ tt · ∇ζ t = 1 2
from which estimate (4.23) for {ζ, ζ t } follows readily in the form max 0 t T E ζ (t) bounded by the RHS of (4.23).
Corollary 4.3 (Boundary trace, second version). With reference to the z-problem (4.6), we have
dt . 
and thus (5.1c) is justified. Next, recalling F in (4.5a), we consider the following problem:
which is obtained by setting tg F given by (5.7). We obtain tg is of order 3 2 , while h| Γ = 0,q| Γ = 0 by (2.3c) and (4.2c). Next, to pass from (5.9) to (5.10) first and to (5.11) next, we invoke (1.5) and the regularity results in (2.5c) for h in terms of ψ t ; and in (4.3c) ofq in terms ofẑ t ; and finally, the regularity results of (2.2b) for ψ t in terms of u. For future use in Sections 8 and 9, we have chosen to evidence the factor T only in front of theẑ t -term in (5.10), (5.11), not in front of the ψ t -term and the u-term, as it is not important in the latter terms. 
Additional boundary/interior regularity results for systems (4.6) and (4.5)
Orientation. The next step in our analysis will be the slashing in time by the operator D 
Since T is arbitrary, we then obtain (t) , as this uses the RHS F in the form F = − (h +q) from (4.5a) and provides a bound in terms of ∇h, ∇q ∈ L 2 (0, T ; L 2 (Ω)). It turns out that such an upper bound is not good enough for the analysis of the next section. Hence, for the purposes of the analysis of the next section, we shall need to estimate T 0 E z (t) dt in a radically different way, which uses instead the structure of F as F = (ψ t +ẑ t ) − (h t +q t ) as in (4.5b), and-ultimately-information on z tt . Such an analysis is given in the rest of this section. It begins with the identity of the next Proposition 6.2 and culminates with the bound in Theorem 6.4(a), Eq. (6.27) 
)-a critical improvement over the bound in (4.27) in the treatment of the next section. Eq. (4.16) ) of the z-problem in (4.6a-c), (4.5a-b), we have
Proposition 6.2. With reference to the energy E z (t) (see
Proof. This is a variation of the argument in (4.30)-(4.31). This time we multiply Eq. (4.6a) by (T − t)z t and integrate by parts. We obtain, in view of (4.6b-c): .7) and Proposition 6.2 is proved. 2
We next estimate the RHS of (6.2) = (6.7) by using more specifically the structure of F as
] by (4.5b), and integrating by parts in time. This strategy is in sharp contrast with the space-estimate in (4.23) and (4.27), which used only the global regularity F ∈ L 2 (0, T ; H −1 (Ω)), not the precise structure of F .
Proposition 6.3.
With reference to the RHS of (6.2), the following estimate holds true:
Step 1. Since ψ| t=0 by (2.1b) andẑ| t=0 = 0 by (4.1a), we obtain by integration by parts in t,
where with z t being a .o.t.:
Step 2. The challenge is to estimate 1 . We need z tt . To this end, we return to Eq. 
For the third and fourth terms in (6.13), we use F = B(h +q), thus obtaining since
Hence, recalling that we are seeking to estimate 1 in (6.9), we obtain from (6.14), (6.15):
We next estimate term I : 1a) . Hence, again, for the purpose of estimating term 1 , we obtain from (6.17),
Finally, we estimate term II in (6.13b): 19) where the first boundary integral vanishes since
4 ) a.e. Regarding the two terms in (6.19), we consider the first and obtain (6.20) hence, in computing the term 1 in (6.9), we need
We now consider the second term in (6.19) to be computed in 1 and obtain
Thus, since
In conclusion, combining (6.21) and (6.24) for the term II in (6.19), we obtain
Hence, using (6.18) for I , (6.25) for II , (6.16) for III , and IV , in identity (6.13), we finally obtain, recalling 1 in (6.9):
In conclusion: Estimate (6.10) for 2 and estimate (6.26) for 1 , used in (6.9), prove estimate (6.8), as desired. Proposition 6.3 is proved. 2
As a corollary of Propositions 6.2 and 6.3, we obtain: Theorem 6.4. With reference to the z-problem (4.6), (4.5), the following estimates hold true:
(a) for the energy E z (t) (see (4.16)):
Proof. (a) We use estimate (6.8) of Proposition 6.3 on the RHS of identity (6.2) of Proposition 6.2, exploit the " " in front of the energy term
dQ, and readily obtain (6.27).
(b) We now use estimate (6.27) of part (a) on the RHS of estimate (6.1a) of Theorem 6.1, exploit the " " in front of the weaker norm
and readily obtain estimate (6.28).
(c) Estimate (6.28) says that
is bounded for any T > 0. Since T is arbitrary, then the final estimate (6.29) follows. t to the z-problem (4.6a-b-c), (4.5) yields:
Theorem 7.1. With reference to problem (4.6a-b-c), the following estimate holds true:
.
Proof of (7.2).
Step 1. We apply estimate (6.29) of Theorem 6.4 to the (D 
This way, we obtain (7.2) from (6.29).
Step 2. We now estimate the RHS of (7.2). Terms ψ ,ẑ: We recall the regularity (2.2a-b) for n = 2,
, continuously in u ∈ L 2 (0, T ) (7.6) for the elastic problem (2.1a-c 
via (1.4b), and hence
The same conclusion applies toẑ which has the same regularity as ψ by its definition (4.1a-b). Hence,
Thus, (7.7) and (7.8) are combined in
dt. (7.10) (7.6) , that is, as bounded maps. Hence, by [20, pp. 15, 24] , we obtain via (7.11):
00 (Ω) , (7.12) continuously in u ∈ L 2 (0, T ). As toq defined in (4.2), we have by (4.3) the same regularity of h; that is, in particular,q . (7.14)
A fortiori, (7.12) and (7.14) imply
In conclusion: estimates (7.10) and (7.15) yield 
, ∀T T 0 ; (8.1a)
The remaining of our analysis is now based on sharp regularity theory of mixed problems for second-order hyperbolic equations, after [13] . We return to Eq. (4.6a): z tt − γ z tt + 2 z = F in Q, set here y = z = −Bz by z| Γ = 0 in (4.6c) , (8.2) and obtain the wave equation problem in y (γ > 0): 
Proof. (a) We critically invoke the optimal regularity theory of hyperbolic mixed problems, with Dirichlet boundary datum, as in [13] . In particular, we need two theorems from this reference. The first is the following regularity result [13, Theorem 2.3, p. 153]: (8.10) continuously. The second is the following regularity result [13, Theorem 2.1, p. 151]:
with the c.c.
Our case of interest in (8.3a-b-c) falls in between the two cases in (8.10) and in (8.11) . Indeed, by interpolation [20, Theorem 5.1, p. 27] between (8.10) and (8.11), we obtain, in particular, 
Indeed, the first B.C. says that z t ∈ C([0, T ]; H 3 2 0 (Ω)); while both B.C. imply that, in an interior collar of the boundary, in the normal direction x from the boundary, z t grows quadratically in x, while ρ(x) = x is the distance of the internal collar point from the boundary. Hence, with
Thus, the second condition for z t to be in H
2 )] , we have for F = B(h +q) as in (4.5a):
From (2.4) for h, we estimate for 0 t T :
To obtain (8.19) from (8.16), we have used analyticity estimates for the semigroup e −Bt (1.7b), as well as estimate (2.2b) for ψ t bounded by u. Here below we are going to let 0 < T T 0 , t 0. Since the constant C T of continuity (boundedness) in (8.19 ) satisfies C T C T 0 , ∀T T 0 , we then obtain from (8.19),
Then, the estimate on the quantity required in (8.15) is, via (8.20) :
The corresponding estimate for B 1 2q , via this time (4.3), is the same: 
, (8.26) where 
Conclusion of fixed point argument
In this section, we conclude the fixed point (contraction mapping) strategy described in Section 4, in the paragraph below (4.6c). In Theorem 8. Proof. Let u ∈ L 2 (0, T ) be given fixed. With reference to (4.7a-b), we have that {ψ, ψ t } and hence {h, h t } are fixed. Let an arbitrary pair {ẑ,ẑ t } as in (4.1a-b) be given, generating {q,q t } as in (4.3a-c). Thus, the input F = − (h +q) in (4.5a), (4.6a) produces the solution {z, z t } of system (4.6) through the linear map L 1 , where the term L 2 u is fixed,
Choosing two such inputs {ẑ,ẑ t } (while keeping u ∈ L 2 (0, T ) fixed) and subtracting the corresponding equations in (9.3), we arrive at the relation for their differences given by {z, z t } = L 1 {ẑ,ẑ t }, 
Proof of Theorem 1.2
Interior regularity (1.12a-b-c). We proceed as in [29] . We use, from (2.6), w = z + ψ , and θ = q + h. Then, the regularity of {ψ, ψ t } in (2.2a-b) combined with the (same) regularity of {z, z t } in (3.1a-b) yields the regularity of {w, w t } in (1.12a-b) of Theorem 1.2. Similarly, the regularity of h in (2.5a) combined with the (same) regularity of q in (3.1c) yields the regularity of θ in (1.12c) of Theorem 1.2.
Boundary regularity (1.12d). Next, we prove the boundary regularity w| Σ ∈ L 2 (Σ) in (1.12d), continuously in u ∈ L 2 (0, T ). First, we notice that this result does not follow from the (optimal) interior regularity w ∈ C([0, T ]; H As to the first term on the RHS of (10.4), we recall the interior regularity of {ψ, ψ t } in (2.2a-b) and a fortiori obtain via (4.16): 
