Abstract: Conductive atomic force microscopy (CAFM) is one of the most powerful techniques in studying the electrical properties of various materials at the nanoscale. However, understanding current fluctuations within one study (due to degradation of the probe tips) and from one study to another (due to the use of probe tips with different characteristics), are still two major problems that may drive CAFM researchers to extract wrong conclusions. In this manuscript, these two issues are statistically analyzed by collecting experimental CAFM data and processing them using two different computational models. Our study indicates that: (i) before their complete degradation, CAFM tips show a stable state with degraded conductance, which is difficult to detect and it requires CAFM tip conductivity characterization before and after the CAFM experiments; and (ii) CAFM tips with low spring constants may unavoidably lead to the presence of a~1.2 nm thick water film at the tip/sample junction, even if the maximum contact force allowed by the setup is applied. These two phenomena can easily drive CAFM users to overestimate the properties of the samples under test (e.g., oxide thickness). Our study can help researchers to better understand the current shifts that were observed during their CAFM experiments, as well as which probe tip to use and how it degrades. Ultimately, this work may contribute to enhancing the reliability of CAFM investigations.
Introduction
Since its invention in 1993 by Murrel et al. [1] , conductive atomic force microscopy (CAFM) has experienced continuous developments, and nowadays it has become one of the most powerful tools in studying the electrical properties of materials and devices at the nanoscale [2, 3] . CAFM uses an ultra-sharp and conductive tip, which is typically made of Si and coated with a thin (<20 nm) metallic layer, located at the end of a cantilever that is put in contact with the sample under test. The radius at the apex (R TIP ) of metal-coated Si tips ranges from 2 nm to 50 nm, and it allows collecting the currents flowing across single locations of the sample, whose effective areas (namely A eff ) can range between 1 nm 2 and 800 nm 2 [2, 4] . One of the main advantages of CAFM is that it allows collecting topographic and current information about the samples simultaneously and independently. This is possible because the topographic information is collected using an optical system (i.e., the deflection of the cantilever, when scanning the sample, is detected using a laser and a photodiode), and the electrical information is collected using a preamplifier that is connected to the CAFM tip [2] . This technique was initially designed to analyze the tunneling current across thin dielectric films [1, 2] , which is still one of its main applications, but it rapidly spread to other fields of science, such as piezotronics and nanochemistry (among many others) [2] .
Despite the tremendous advantages of CAFM in terms of lateral resolution and topography-current correlation, its use still presents a major problem that is still not fully understood: the large current variations observed during the experiments, not only during a single study, but also from one CAFM report to another. The two main sources of current variability are: (i) the degradation of the metallic coating of the CAFM tips [4] . This problem might be minimized (up to a certain degree) by using stable CAFM tips (e.g., solid metallic tips [5] ). However, these tips are not only much more expensive than standard metal-coated Si tips, but they also may produce a reduction of the lateral resolution of the technique due to their larger R TIP . For this reason, metal-coated Si tips are still being used, despite their faster degradation. Manufacturers of solid highly-doped diamond tips claimed sub-nanometer lateral resolution [6] , but these tips are so stiff that they can easily damage almost every sample. Another possibility is to use metal-coated Si tips protected with a thin layer of graphene (which does not increase R TIP ), but this solution is still in an experimental stage [7] [8] [9] . Therefore, understanding the degradation process of the metallic coating of the CAFM tips is essential. (ii) the presence of water molecules (H 2 O) between the tip and the sample [10, 11] . Although few CAFMs offer the possibility of measuring in vacuum [12, 13] , most CAFM studies are still conducted in air, meaning that this is a problem that affects most CAFM users. Moreover, not necessarily the vacuum levels that are provided by commercial setups (10 −4 -10 −5 torr) may be able to completely remove all the H 2 O molecules at the tip/sample interface, which might require heating the sample above 100 • C [14] . Therefore, understanding under which circumstances H 2 O molecules are present at the tip/sample junction is essential for a correct interpretation of the electrical signals collected via CAFM.
In this work, the current variations observed in CAFM measurements are studied via computational methods. First, we observe that the degradation of the CAFM tips occurs in two steps: initially, the contact resistance increases by 2-3 orders of magnitude, and later the tips completely lose their conductivity. Second, we detected that some CAFM tips cannot provide a good contact during spectroscopic current vs. voltage (I-V) curves, even if the maximum contact force (F C ) allowed by the system is applied. It is very important to detect when these phenomena take place, otherwise the interpretation of the current signals that are detected by the CAFM would be erroneous.
Experimental
The samples that were used in this study consisted of 2 nm TiO 2 grown by plasma enhanced atomic layer deposition system (PEALD, Savannah, Cambridge Nanotech, Cambridge, UK) on highly doped n-type Si (n ++ Si) wafers with a resistivity of 0.008-0.02 Ω·cm −1 . These samples are quite standard and they match well with those used in previous CAFM studies [15, 16] . Tetrakis (dimethylamido) titanium [Ti(NMe 2 ) 4 ] and oxygen were used as Ti and O sources, respectively. The temperature that was used during the deposition process was 200 • C and the TiO 2 film has been grown at a constant deposition rate of 0.51 Å/cycle (i.e., the growth of 2 nm required 40 cycles). An ALD pulse consisted of exposure to Ti(NMe 2 ) 4 for 0.1 s plus waiting 10 s more. The plasma process used an oxygen flow of 30 sccm for 20 s, a power of 300 W, and a waiting time of 5 s. Before the TiO 2 deposition, the wafers were rinsed in hydrofluoric acid (HF) with a concentration of 4% for 2 min in order to remove the native SiO x layer on the surface. Cross sectional transmission electron microscopy (TEM) images confirmed the correct thickness of the TiO 2 layer grown (see Figure 1 ), and they also revealed the formation of ã 1 nm thick interfacial SiO x layer between the TiO 2 and the Si substrate. This layer is unavoidably formed due to the interaction of O atoms from the TiO 2 with the Si substrate [17, 18] . Topographic maps that were collected via CAFM (without bias) indicate that the roughness of the TiO 2 surface (<200 pm) is similar to that of the as-received Si wafers (<200 pm, see Reference [19] ), indicating that the TiO 2 coating is conformal and of high quality (see Figure 1b) . The TEM equipment used was a JEM-2100 from JEOL (Akishima, Tokyo, Japan), and the CAFM was a Digital Instruments Dimension 3100 from Veeco (Plainview, NY, USA). All of the CAFM measurements were carried out in normal air atmosphere. /n ++ Si sample, using both types of tips. In order to avoid point-to-point interferences, the distance between the two I-V curves was >1 µm. During the collection of the I-V curves, the speed of the ramped voltage stress (RVS) was 0.1 Hz and the current was limited to a range between −100 pA and 100 pA. In order to avoid local anodic oxidation, positive bias was applied to the CAFM tip, while the sample holder was grounded [20] . The deflection setpoint (DS) used was 4 V for both tips; this results in a contact force of~151 nN for the PFTUNA tip and~526 nN for the SCM-PIT tip. We intentionally used a higher force (by setting up DS = 4V) than that used in other works (which normally use DS = 0 V) in order to induce a good tip/sample contact [21] . It is worth noting that, as we are collecting only spectroscopic measurements and negligible lateral frictions apply, the use of a high contact force should not provoke premature CAFM tip degradation. Despite being very useful for the characterization of several nanomaterials, current/resistance maps [22] [23] [24] are not used in this study, because that exposes the tip to high lateral and nearly uncontrollable frictions.
Results and Discussion
For the SCM-PIT tip, 87 I-V curves were recorded by applying RVS from 0 V to a maximum voltage (V MAX ) of 5 V. The obtained results are depicted in Figure 2a . The onset potential (V ON ) of the I-V curves, defined as the minimum voltage at which the current reaches 10 pA, ranged from 0.49 V to 1.35 V. After these 87 I-V curves, the SCM-PIT tip still kept its initial conductivity, and no signs of degradation were detected. For the PFTUNA tip, 107 I-V curves were also recorded using RVS from 0 V to V MAX = 5 V. However, for this PFTUNA tip, two groups of I-V curves can be distinguished: the initial 85 I-V curves show V ON between 1.48 V and 2.10 V (see Figure 2b) , and the final 22 I-V curves show V ON between 2.81 V and 3.80 V (see Figure 2c) . The transition from one group to another was sharp, and after these 107 I-V curves, the tip completely lost its conductivity, i.e., no currents above the noise level were observed, even when applying the maximum bias that is allowed by the CAFM (which is 10 V). Initial 85 I-V curves and (c) final 22 I-V curves collected at different locations of the same sample using a PFTUNA probe (the same for both panels). These I-V curves were obtained under atmospheric environment (normal air). The X-axis represents the tip voltage, while the sample holder was grounded.
Degradation of the CAFM Tip
By comparing Figures 2b and 2c , it can be concluded that the PFTUNA CAFM tip has been degraded. In Reference [4] , a complete study regarding the degradation of different CAFM tips has been presented, and it was concluded that the conductivity of the tips could be degraded by metallic varnish melting, by tip apex removal, and by the adhesion of particles. However, the kinetics of this degradation process are not presented, i.e., the differences between the 1st and 20th current scans are compared, but the way in which the current signal decays is not analyzed. Furthermore, the degradation process during lateral scans (analyzed in Reference [4] ) may not be the same as the one taking place during spectroscopic I-V curves (this work). On one hand, it is expected that lateral scans consume the bulk of the tips faster due to high lateral frictions [4] , and they also attach more impurities at the apex collected during the scan, while these phenomena may be minimized in spectroscopic I-V curves. On the other hand, long sequences of spectroscopic I-V curves may produce faster metallic varnish melting due to the prolonged circulation of high currents [8] . From Figure 2b ,c, it can be concluded that the tip does not completely lose its conductivity abruptly, but there is an intermediate state in which stable measurements can be achieved (Figure 2c ), before completely losing the conductivity. However, in this state, the contact resistance of the CAFM tips is much larger (see the larger V ON ), which is most probably due to the wearing of the metallic varnish after a long sequence of I-V curves. Therefore, researchers need to be very careful, as measuring in this intermediate state may lead to incorrect conclusions about the sample (e.g., overestimate the oxide thickness).
In order to further investigate and quantify the degradation of the CAFM tips, we conduct another experiment consisting of placing a metal-coated Si tip on the surface of a metallic substrate (a 300 nm SiO 2 /Si wafer coated with 100 nm Pt via ALD, with the Pt film connected to the CAFM plate via silver paint), and collect sequences of I-V curves using an external source meter (model Keithley 6430, Keithley Instruments, Cleveland, OH, USA) [25] [26] [27] . The use of a pure metallic junction between tip and sample allows monitoring the performance of the metallic coating of the CAFM tip, without the need of considering the tunneling current across the TiO 2 /SiO x /n ++ Si sample. The use of a source meter enables measuring larger currents, and therefore allows quantifying the maximum threshold current at which tip degradation takes place (I MAX ).
The results are displayed in Figure 3 . Both of the plots show the same data, but in different scales. As it can be observed, the first I-V curve shows a perfect linear shape, followed by a sudden current decrease at I MAX = 3.5 mA (see red circle in Figure 3a) . From the linear region of the I-V curve, the initial contact resistance can be calculated as R = V/I = 4.54 kΩ. This value is consistent with that provided by the manufacturer of the CAFM tips. After the sudden current decrease, the CAFM tip still shows nearly stable linear behavior, but in this case the contact resistance is 5.88 MΩ. This is consistent with the stable resistive state observed in Figure 2c and it indicates that the degradation of the tip takes place in two steps (most probably the tip coating first narrows before completely melting). Again, this intermediate state may easily drive the CAFM users to wrong conclusions about the materials under investigation. Finally, if the stress proceeds, the complete degradation of the CAFM tips takes place at around 8 V and I MAX = 510 µA (see blue circle in Figure 3a) . Figure 3. (a) Sequences of I-V curves collected at the same position on the surface of a 100 nm Pt/300 nm SiO 2 /Si sample, using a conductive atomic force microscopy (CAFM) connected to an external Keithley 6430 source meter (the Pt film was connected to the CAFM plate using silver paint). The red dashed circle indicates the initial partial degradation of the CAFM tip, followed by an intermediate state (2) ; the blue dashed circle shows the complete degradation of the CAFM tip. (b) The same data is shown in different scales.
Presence of H 2 O at the Tip/Sample Junction
In order to discover the differences of the electrical signals that were collected with each type of CAFM tips, the I-V curves have been analyzed using different computational models. In the past, the equations of different tunneling models, including Direct Tunneling [28] , Fowler-Nordheim Tunneling [29] , Poole-Frenkel [30] , and even combinations of a few of them [16] , have been used to study the currents across thin dielectrics. These methods have been proved to be very useful when studying single layer dielectrics (i.e., SiO 2 , HfO 2 [31, 32] ). In our case, given the complexity of the TiO 2 /SiO x bilayer system, a professional multilevel computational platform, named Ginestra TM (Version, MDLab s.r.l., Reggio Emilia, Italy), has been used [33, 34] . This platform is specifically designed for an accurate simulation of charge transport and degradation in dielectric stacks, and it includes a self-consistent description of many transport mechanisms, such as DT (Direct Tunneling), FNT (Fowler-Nordheim Tunneling), and multiphonon trap-assisted tunneling. Ginestra TM allows full three-dimensional (3D) simulations of complex multilayer structures taking advantage of material-specific parameters and the presence of defects. The latter also considers the effects of localized power dissipation (at defects) on the local temperature, as well as the local electric field distortions induced by charge trapped at defect sites. Figure 4a shows the fitting of the 87 I-V curves that were obtained using SCM-PIT tips. To do this fitting, we considered a Pt/TiO 2 /SiO x /n ++ Si structure with a 2 nm thick TiO 2 layer, a 1 nm thick SiO x layer, and A eff = 100 nm 2 . The material parameters (electron affinity, ϕ, bandgap, E g , and dielectric permittivity, ε) used for TiO 2 and SiO x are ϕ TiO 2 = 3.55 eV, E g,TiO 2 = 3 eV, ε TiO 2 = 60, ϕ SiO x = 0.95 eV, E g,SiO x = 8.9 eV, and ε SiO x = 6.6. Oxygen vacancy defects were also included in both layers, with a density of defects of 5 × 10 19 cm −3 . The schematic of the structure, as provided by the Ginestra TM software, is displayed in Figure 4c . In Figure 4a , 300 randomized devices were simulated to reproduce experimental variability in the simulated I-V curves. These simulated curves include the effect of the random defect position in space and energy and they are based on oxide thickness variations (±0.3 nm for both layers), and possible contact area deviations around the average value (from 8 × 8 nm 2 to 12 × 12 nm 2 , with an average value A eff = 10 × 10 nm 2 = 100 nm 2 ). Overall, the simulated I-V curves can fit the experimental ones well. In the next step, we try to fit the I-V curves that were obtained using PFTUNA tips. As mentioned, these two types of tips only exhibit one remarkable difference: the k c of the SCM-PIT tips is seven times lower than the k c of the PFTUNA tips. It should be highlighted that a change in k c only modifies the value of A eff in the tip/sample system [35] . The relationship between them is described in Equations (1) and (2):
(1)
where, A c is the contact area, r c is the radius of the contact area, ν 1 and ν 2 are the Poisson ratio of the tip and the sample (respectively), E 1 and E 2 are the elasticity modulus of the tip and the sample (respectively), and F c = k c × δ c , with δ c being the deflection of the cantilever. It should be highlighted that, strictly speaking, A eff does not equal A c , as the electric field may be confined at some specific locations of A c (in such case A eff < A c ) or spread to surrounding areas (in such case A eff > A c ) [2] . However, in our experiment, this approximation is reasonable because: (i) the sample being measured is an insulator, which limits electrical field spreading and (ii) the value of F c is not very high, which does not produce significant electrical field confinement (very high F c producing field confinement only appear for tips with k c > 20 N/m) [2] . Therefore, for the Ginestra TM fitting of the I-V curves that were obtained with PFTUNA tips, we used identical parameters to those that were used for SCM-PIT tips, with the only difference of A eff . The relationship between A eff for SCM-PIT and PFTUNA tips can be calculated from Equations (1) and (2), and it is A eff.SCM-PIT = 1.94 × A eff.PFTUNA . Therefore, as the average value of A eff.SCM-PIT considered in Figure 4a is 100 nm 2 , the average value of A eff used to fit the I-V curves that were collected with PFTUNA tips was 29.90 nm 2 . However, while using this procedure, we observe that the simulated I-V curves do not fit the experimental ones (not shown). We calculated the minimum possible value of A eff by using R TIP.MIN and k c.MIN , which results in a ratio of A eff.SCM-PIT = 5 × A eff.PFTUNA , but even in this case the experimental I-V curves could not be fitted. Therefore, the smaller currents that were observed for PFTUNA tips (Figure 2b ) as compared to the SCM-PIT tips (Figure 2a) are not only related to a decrease of A eff (due to the lower k c ), but they must be related to other additional factors.
As the properties of the tips are very similar and the sample and CAFM are the same, the only feasible explanation for the large current reduction when using PFTUNA tips is the presence of an ultra-thin nanogap between the CAFM tip and the sample, which may be filled by water molecules because the measurements have been carried out in air atmosphere [11, 36] . This may happen due to the lower k c of PFTUNA tips (as compared to the SCM-PIT tips), which should result in a lower F c . However, this observation is still very surprising, because we intentionally applied a high F c~1 51 nN by setting DS = 4 V.
In order to find out whether a water film is present at the tip/sample interface, the I-V curves that were collected with PFTUNA tips have been simulated again using exactly the same parameters than those used in Figure 4a , with the only difference of an ultra-thin H 2 O nanogap (1.2 ± 0.1 nm) between the PFTUNA tip and the sample, i.e., Pt/H 2 O/TiO 2 /SiO x /n ++ Si, as shown in Figure 4d . The water nanogap is modeled assuming an electron affinity ϕ H 2 O = 1 eV, a bandgap E g,H 2 O = 6.9 eV, and a dielectric permittivity ε H 2 O = 80 [11, 36] . In this case, we observe that the use of H 2 O nanogap leads to a very good fitting of the experimental I-V curves (see Figure 4b) . In Figure 4b , the variability of the water layer thickness was also introduced, and in total 300 randomized devices were simulated. The thickness that was calculated for this water nanogap in order to fit the measurements is consistent with that used in previous works for similar samples [11, 36] . Therefore, Ginestra TM software simulation is further supporting the idea that, despite applying high DS = 4 V (which produces F c~1 51 nN), the PFTUNA tip was not able to penetrate the H 2 O layer and contact the sample, as shown in the inset image of Figure 4b (compared to the inset image of Figure 4a) .
In order to try to break the water layer, the experiments were repeated by applying the highest DS allowed by this CAFM, which was 10 V; in theory, when using a PFTUNA tip with k c = 0.4 N/m, DS = 10 V should produce F c~3 78 nN. Surprisingly, in such experiments, the currents also did not change remarkably (minor differences within the variability of those obtained in Figure 2b were observed), and no significant variations were observed when using intermediate DS of 6 V and 8 V. Despite that other authors also observed no significant current differences in I-V curves above a specific threshold DS [21] , the fact that a theoretical F c~3 78 nN cannot break the water layer makes us believe that the real F C applied by the CAFM when using DS = 10 V might not reach such value. In fact, at such high forces, some materials even showed to be scratched by the CAFM tip [37, 38] . Most probably, the capillary forces that were derived from the water meniscus at the tip/sample junction add a repulsive force that compensates the ones being applied by the DS [35] .
Indeed, this result indicates that PFTUNA tips (R TIP = 35 nm and k c = 0.2-0.6 N/m) are not suitable to collect sequences of I-V curves under environmental conditions in this type of sample. However, this does not mean that all previous CAFM works using this setup may be erroneous. Definitely, one cannot get quantitative I-V curves with this type of tips (k c = 0.2-0.6 N/m) under air atmosphere, even by applying the highest contact force (i.e., DS) allowed by the CAFM, but when analyzing different samples, relative variations may still be meaningful. Moreover, the nanogap detected during spectroscopic I-V curves may not necessarily be present during lateral scans, as the lateral movement of the tip may facilitate pushing away the H 2 O molecules.
Conclusions
In conclusion, we have presented the characterization of TiO 2 /SiO x /n ++ Si samples by collecting >80 I-V curves at different locations via CAFM, using two types of tips that are nearly identical, with the only difference being that one has a k c = 0.4 N/m and the other k c = 2.8 N/m. Interestingly, the currents that were collected for the tip with k c = 0.4 N/m are much lower than expected, and they could not be fitted by a reduction of A eff . By means of computational calculations, we conclude that the large current reduction is related to the formation of a H 2 O nanogap between the CAFM tip and the sample, due to the lower contact force. Surprisingly, this nanogap could not be removed even when applying the maximum contact force allowed by the equipment (using DS = 10 V). Moreover, we characterize the entire degradation process of the CAFM tips, and we observe that before complete degradation there is an intermediate stable state with higher contact resistance. The presence of the water layer or the partial degradation of the tips are essential issues to consider when analyzing CAFM data, as they may drive the users to wrong interpretations (e.g., claiming wrong d ox or V ON values). 
