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Abstract
We use the twisted topological trace formula developed in [Wes12] to understand
liftings from symplectic to general linear groups. We analyse the lift from Sp2g
to PGL2g+1 over the ground field Q in further detail, and we get a description
of the image of this lift of the L2 cohomology of Sp2g (which is related to the
intersection cohomology of the Shimura variety attached to GSp2g) in terms of the
Eisenstein cohomology of the general linear group, whose building constituents are
cuspidal representations of Levi groups. This description may be used to understand
endoscopic and CAP-representations of the symplectic group.
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1 Introduction
This paper is a sequel of our paper [Wes12], where we developed a twisted topological
trace formula and tried to understand liftings from symplectic to general linear
groups. Here we want to analyse the lift from Sp2g to PGL2g+1 over the ground
field Q in further detail, and we get a description of the image of this lift for the L2
cohomology of Sp2g (which is related to the intersection cohomology of the Shimura
variety attached to GSp2g) in terms of the Eisenstein cohomology of the general
linear group, whose building constituents are cuspidal representations of Levi groups.
This description may be used to understand endoscopic and CAP-representations
of the symplectic group. Roughly speaking we do not classify cohomology classes
for the symplectic group with respect to their cuspidal support on Sp2g in the sense
of [FS98] but in terms of their cuspidal support on their lifts to PGL2g+1. In view
of the strong multiplicity one theorem on GL2g+1 this gives a classification of all
”cohomological” packets (equivalence classes of automorphic representations which
are isomorphic at all but finitely many places) in the discrete spectrum of Sp2g.
Let us describe what we will do in more detail, starting with the heart of our
arguments:
In chapter 9 we use the fundamental work of Franke [Fr98] to write the cohomology
of G as a sum of parabolically induced L2 cohomologies attached to the different
Levi subgroups of G and with respect to suitable coefficient systems on these Levis.
For G = PGL2g+1 the index sum may be rewritten in terms of partitions of the set
J = {−g, . . . , g}. In chapter 10 we compare these sums for the goups in question
using an induction procedure and get that the L2-cohomology attached to G = Sp2g
lifts to a sum, indexed by η-invariant partitions of J , of the parabollically induced
L2-cohomology attached to suitable Levi factors (which are products of general
linear groups) and to suitable coefficient systems (Theorem 10.15). Here a partition
J =
⋃r
i=1 Ji is called η-invariant if we have −Ji = Ji for i = 1, . . . , r.
Now one can go further: the discrete spectrum of general linear groups is well
understood by the work of Moeglin and Waldspurger [MW89]: each automorpic
representation in the discrete spectrum is a Langlands quotient MW (π(i), ni) of
some parabollically induced representation, in which a cuspidal π(i) appears ni times
with various twists by powers of the modulus character. The extended version of
the strong multiplicity for GLn ([JS81b]) then implies that an η-invariant auto-
morphic representation contributing to the lifted cohomology on PGL2g+1 comes
from η-invariant cuspidal representations π(i) on some smaller linear groups G(i).
By the work of Cogdell, Kim, Piatetski-Shapiro, Shahidi and Soudry ([CKPSS01],
[CKPSS04], [Sou05], [CPSS11]) one knows that π(i) (resp. the twist of π(i) by a
quadratic character in the case G(i) = GL2γi+1) is a semi-weak lift of a globally
generic cuspidal representation π
(i)
1 on some quasi-split classical group G
(i)
1 .
In case G(i) = GL2γi+1 one knows that G
(i)
1 = Sp2γi . In case G
(i) = GL2γi one
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knows that G
(i)
1 = SO2γi+1 if L(s, π
(i),Λ2) has a pole at s = 1, but G
(i)
1 = SO
d
2γi
if L(s, π(i), Sym2) has a pole at s = 1. Here the discriminant of the quadratic
form describing the quasi split SOd2γi is related via class field theory to the central
character ωi of π
(i), which is quadratic. If ωi 6= 1 we are always in the case of an
even orthogonal group. But since the notion of a semi-weak lift means that the lift
is compatible with the local Langlands isomorphism at the archimedean prime, we
do not have to look for poles of L-functions: the fact that π(i) is cuspidal implies
that π
(i)
∞ is tempered and then the Langlands data are completely determined by
the coefficient system. But by lemma 4.2 already the coefficient system decides,
whether we are in the odd or in the even orthogonal case.
If one considers this paper as a contribution to ”Langlands-functoriality for the coho-
mology of arithmetic groups”, one has to think about the question, what Langlands-
functoriality for coefficient systems Vχ should mean. Here Vχ is the highest weight
module for some dominant weight χ ∈ X∗(T ) on a maximal torus T ⊂ G. We will
see, that χ+ δG ∈ X∗(T )⊗C = X∗(T )⊗ Tˆ behaves functorial, where δG is as usual
the half sum of the positive roots and where Tˆ is a maximal torus in the dual group:
The action of the center of the universal enveloping algebra Z(g) on Vχ is given by
χ + δG, and by Wigner’s lemma this is up to sign the action of Z(g) on the real
representations π∞ contributing to cohomology. Now this action is related to the
Langlands parameters of π∞, which behave functorial. In the case of GL2g+1 this
means that an η-invariant coefficient system is already described by the (character-
istic) set S of all (integral) entries of the vector χ+ δG ∈ X∗(T ) = Z2g+1, since these
entries form a strictly increasing sequence. Here η-invariance means −S = S.
In order to include the construction of Mœglin-Waldspurger to describe the discrete
spectrum of general linear groups into the notations we define characteristic sets in
chapter 2 as finite non empty subsets S of 1
2
Z, such that −S = S and s − t ∈ Z
for all s, t ∈ S. These are of type Cg if 0 ∈ S, of type Bg if S ⊂ 12 + Z and finally
of type Dg if S ⊂ Z, but 0 /∈ S. For n ≥ 1 and a characteristic set S we define
MW (S, n) = {s− n+1
2
+ i|1 ≤ i ≤ n} if S is n-admissible in the sense of definition
2.1(b).
After this short set theoretic beginning we recall in chapter 3 the notion of (stable)
twisted endoscopy, introduce the groups involved in the game and relate the coeffi-
cient systems to characteristic sets. In chapter 4 we analyse the real representations
contributing to cohomology for a given coefficient system and their Langlands pa-
rameters. Furthermore we calculate the Lefschetz numbers for the η-action on the
cohomology of the real representations.
In chapter 5 we formulate the main theorem about the structure of lifts (Theorem
5.3): To an irreducible automorphic representation τ of Sp2g(A) in the discrete
spectrum, which is cohomological with respect to some coefficent system Vχ with
characteristic set S = Sχ one associates a family of octupels:
(Xγi, G
(i), G
(i)
1 , Si, ni, di, π
(i), π
(i)
1 )i=1,...,r,
3which describes the lift of τ to PGL2g+1 in a way we already discussed. One should
not be afraid of this description by octupels: to get all possible such families one
should at first look for partitions of S into integral characteristic sets: S =
⋃r
i=1 S˜i.
One of them is of type Cγi , the others are of type Bγi .
Then one should look for integers ni such that S˜i = MW (Si, ni) where Si is an
ni-admissible characteristic set. Observe that for every i one always can take ni = 1
since MW (S, 1) = S. Let Xγi be the type of Si, and let di ∈ Q∗/(Q∗)2 be a
family of square classes such that di = 1 for type Bγi , (−1)γidi > 0 for type Dγi
and Πri=1di = 1. Then the Si and di determine the classical groups G
(i)
1 and the
linear groups G(i) in question. Finally (π(i), π
(i)
1 ) is a pair of irreducible globally
generic cuspidal automorphic representations for these two groups, which have the
correct Langlands parameters at the archimedean prime and such that π(i) has
central character χdi and is a semi weak lift of π
(i)
1 . The proof of the main theorem
and its converse is given in the later chapter 11 and includes the arguments already
sketched.
In the last chapter 12 we describe the elementary pairs (π(i), π
(i)
1 ) in the case of
characteristic sets of type C1, D1, B1 and D2, we analyse the case g = 2 in further
detail, and give hints to understand the weights appearing in the recent work of
Bergstro¨m, Faber and van der Geer [BFG11] in case g = 3, explain how the Ikeda
lift fills into our language and finally try to give a relation to elliptic endoscopic
groups for GSp2g as appearing in the work of Morel [Mor11].
Finally we have to mention some technical computations: We will calculate and com-
pare the factors α∞(γ0, h∞) from the topological trace formula (restated in chapter
8) in chapter 7, after we carried out in chapter 6 a comparison of volumes of the real
compact forms of Sp2g and SO2g+1 with respect to measures attached to Chevalley
basis. This will make the comparison of topological trace formulas more explicit,
and we get a more precise meaning of the statement that the cohomology attached
to PGL2g+1 is a lift of the cohomology attached to Sp2g. Here we mean by ”coho-
mology attached to an algebraic group G” the alternating sum of the cohomologies
of locally symmetric spaces attached to G with coefficients in some local system
coming from a finite dimensional algebraic representation Vχ of G.
It should be noted that their may be some overlap of our work with the forthcoming
book of Arthur [Ar12]: His results depend on the stabilization of the twisted analytic
trace formula, which seems not to be established yet, but give much more precise
statements about the local and global packets of (automorphic) representations of
Sp2g(A). But for applications to cohomology and for a first understanding of the
lift to PGL2g+1 our approach seems to be more direct.
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2 Characteristic sets
Definition 2.1. (a) A characteristic set is a finite subset S 6= ∅ of 1
2
Z, such that
−s ∈ S for all s ∈ S and s− t ∈ Z for all s, t ∈ Z
(b) For n ∈ N a characteristic set is called n-admissible if we have |s− t| ≥ n for
all s, t ∈ S with s 6= t.
(c) For n ∈ N we call En =
{−n+1
2
+ i| 1 ≤ i ≤ n} the elementary characteristic
set of order n.
(d) If S is an n-admissible characteristic set we put
MW (S, n) = {s+ e | s ∈ S, e ∈ En}.
Lemma 2.2. Let n ∈ N and S be an n-admissible characteristic set.
(a) Each En and each MW (S, n) is a characteristic set.
(b) The map α : S ×En →MW (S, n), (s, e) 7→ s+ e is a bijection.
Remark 2.3. It is obvious that each characteristic set S is of exactly one of the
following types for some g ∈ N:
(a) S is of type Bg (g ≥ 1), if S ⊂ Z+ 12 and #(S) = 2g;
(b) S is of type Cg (g ≥ 0), if 0 ∈ S and #(S) = 2g + 1;
(c) S is of type Dg (g ≥ 1), if S ⊂ Z, 0 /∈ S and #(S) = 2g.
The characteristic sets of type Cg and Dg are called integral. Let S be an n-
admissible characteristic set. If n is odd, then MW (S, n) is of the same type (but
with different index) as S. If n > 0 is an even integer, then MW (S, n) is integral if
and only if S is not integral.
3 Endoscopic groups and coefficient modules
(3.1) Split Groups with automorphism. Let G/F be a connected reductive
split group over a field F , and let (B, T, {Xα}α∈∆) be a splitting, i.e. T is a maximal
split torus inside an F -rational Borel B, ∆ = ∆G = ∆(G,B, T ) ⊂ Φ(G, T ) ⊂
X∗(T ) = Hom(T,Gm) denotes the set of simple roots inside the system of roots,
and theXα for the simple roots α ∈ ∆ are a system (nailing) of generators of the root
spaces gα in the Lie algebra. Let η ∈ Aut(G) be an automorphism of G of finite order
l, which fixes the splitting. We denote by G˜ = G⋊〈η〉 the (nonconnected) semidirect
5product of G with η. η acts on the cocharacter module X∗(T ) = Hom(Gm, T ) via
X∗(T ) ∋ α∨ 7→ η ◦ α∨ and on X∗(T ) via α 7→ α ◦ η−1.
(3.2) The dual group. Let Gˆ = Gˆ(C) be the dual group of G. By defi-
nition Gˆ has a splitting (Bˆ, Tˆ , {Xˆαˆ}) such that we have identifications X∗(Tˆ ) =
X∗(T ), X∗(Tˆ ) = X∗(T ), which identify the (simple) roots αˆ ∈ X∗(Tˆ ) with the
(simple) coroots α∨ ∈ X∗(T ) and the (simple) coroots αˆ∨ ∈ X∗(Tˆ ) with the (sim-
ple) roots α ∈ X∗(T ). There exists a unique automorphism ηˆ of Gˆ which stabi-
lizes (Bˆ, Tˆ , {Xˆαˆ}) and induces on (X∗(Tˆ ), X∗(Tˆ )) the same automorphism as η on
(X∗(T ), X∗(T )).
For some sˆ ∈ Tˆ let Hˆ = (Gˆηˆsˆ)◦ be the connected component of the subgroup of
elements in Gˆ which are fixed under ηˆ ◦ int(sˆ). It is a reductive group with a
splitting satisfying BˆH = Bˆ
ηˆsˆ, TˆH = Tˆ
ηˆ and where in the case sˆ = 1 the family
{Xˆβˆ}β∈∆Hˆ is described in [Wes12, 5.3 and 5.4].
Definition 3.3 ( η-endoscopic group). In the above situation a connected reductive
split group H/F will be called an η-endoscopic group for (G, η, sˆ) if its dual group
together with the splitting is isomorphic to the above (Hˆ, BˆH , TˆH , {Xβ}β∈∆
Hˆ
). In the
case sˆ = 1 we call H a stable η-endoscopic group for (G, η).
For a maximal split torus TH ⊂ H we have:
X∗(TH) = X∗(TˆH) = X∗(Tˆ )ηˆ = X∗(T )η, and(i)
X∗(TH) = X∗(TˆH) = (X∗(Tˆ )ηˆ)free = (X∗(T )η)free(ii)
is the maximal free abelian quotient of the coinvariant module X∗(Tˆ )ηˆ = X∗(T )η.
(3.4) The classical groups. We use the following notations:
diag(a1, . . . , an) ∈ GLn denotes the diagonal matrix (δi,j · ai)ij and
antidiag(a1, . . . , an) ∈ GLn the antidiagonal matrix (δi,n+1−j · ai)ij . Consider
J = Jn = (δi,n+1−j(−1)i−1)1≤i,j≤n = antidiag(1,−1, . . . , (−1)n−1) ∈ GLn(F ).
and its modification J ′2g = antidiag(1,−1, 1, . . . , (−1)g−1, (−1)g−1, . . . , 1,−1, 1).
Since tJn = (−1)n−1 · Jn and since J ′2g is symmetric we can define the
standard symplectic group Sp2g = Sp(J2g)
standard split odd orthogonal group SO2g+1 = SO(J2g+1).
standard split even orthogonal group SO2g = SO(J
′
2g).
We consider the groups GLn, SLn,PGLn, Sp2g, SOn with the splittings consisting
of the diagonal torus, the Borel consisting of upper triangular matrices and the
standard nailing. The following map defines an involution of GLn, SLn and PGLn:
η = ηn : g 7→ Jn · tg−1 · J−1n .(iii)
6 3. Endoscopic groups and coefficient modules
Example 3.5 (A2g ↔ Cg). The group G = PGL2g+1 with the involution η = η2g+1
has the dual group Gˆ = SL2g+1(C) with involution ηˆ = η2g+1. Then H = Sp2g is a
stable η-endoscopic group, since its dual is Hˆ = SO2g+1(C) = Gˆηˆ.
Example 3.6 (A2g−1 ↔ Bg). The group G = GL2g × Gm has the involution η :
(γ, a) 7→ (η2g(γ), det(γ) · a) and the dual ηˆ ∈ Aut(Gˆ) satisfies ηˆ(c, b) = (η2g(c) · b, b).
Then Hˆ = Gˆηˆ = GSp2g(C) is the dual of the stable η-endoscopic group H =
GSpin2g+1 =
(
Gm × Spin2g+1
)
/µ2.
If we consider the involution η2g on the group G = GL2g we get the stable η-
endoscopic group H = SO2g+1 with dual group Hˆ = Gˆ
ηˆ = Sp2g(C).
Example 3.7 (A2g−1 ↔ Dg). For the group G = GL2g, the involution η := η2g and
the element sˆ = diag(1, . . . , 1,−1, . . . ,−1) ∈ Tˆ we get H = SO2g as an η-endoscopic
group, since its dual is Hˆ = (Gˆηˆsˆ)◦ = SO2g(C).
For the group G = GL2g ×Gm, the involution η as in example 3.6 and the element
sˆ = (diag(1, . . . , 1,−1, . . . ,−1); 1) ∈ Tˆ we get H = GSpin2g as an η-endoscopic
group, since its dual is Hˆ = (Gˆηˆsˆ)◦ = GSO2g(C) (see 3.14 below for details).
(3.8) Irreducible finite dimensional representations. The isomorphism
classes of finite dimensional algebraic representations of G/Q¯ are in one to one
correspondence with the positive Weyl chamber
X∗(T )+ = {χ ∈ X∗(T )| 〈χ, α∨〉 ≥ 0 for all α ∈ ∆}(iv)
in such a way that χ ∈ X∗(T )+ corresponds to the irreducible representation
Vχ = (Vχ, ρχ) of highest weight χ. We say that an irreducible finite dimensional
representations V˜ of G˜ is η-extended if it remains irreducible after restriction to G
and if η acts as identity on the one dimensional space of highest weight vectors.
Since we have ηVχ = Vη(χ) (where
ηVχ = (Vχ, ρχ ◦ η)) we get a bijection between the
isomorphism classes of η-extended irreducible finite dimensional representations V˜χ
of G˜ and the set X∗(T )+ ∩ X∗(T )η. Denote by V˜χ the η-extended representation
which restricts to Vχ.
Let ρ = ρG =
1
2
∑
α>0 α ∈ X∗(T )⊗Q be half the sum of the positive roots.
Lemma 3.9. Let H be a stable η-endoscopic group for (G, η) and let TH , T be
maximal split tori. Using the identification X∗(TH) = X∗(T )η we have:
(a) X∗(TH)+ = X∗(T )η ∩X∗(T )+
(b) ρG = ρH
(c) the maps χ 7→ VH,χ, χ 7→ V˜χ, give bijections between
7– the set X∗(TH)+ = X∗(T )η ∩X∗(T )+
– the isomorphism classes of finite dimensional irr. representations of H
– the isom. classes of η-extended finite dim. irr. representations of G˜.
Proof: (a) The simple coroots of H are the images of the coroots of G under the
natural projection p : X∗(T ) 7→ X∗(TH) ([Wes12, Prop. 5.4.]). If we interpret
coroots as linear forms on the character group, then p has to be interpreted as
the restriction of linear forms from X∗(T ) to X∗(TH) = X∗(T )η. In this sense the
simple coroots of H are the restrictions of the simple coroots of G, and the claim is
a consequence of the definition (iv).
(b) Assume without loss of generality that G is simple. Recall ([Wes12, 5.3.]) that
the roots β ∈ Φ(H, TH) are of the form β = c(α)·Sη(α), where Sη(α) denotes the sum
over all elements in the η-orbit of α ∈ Φ(G, T ) ⊂ X∗(T ) and where c(α) ∈ {1, 2}.
Here α runs through a set of representatives for those η-orbits in Φ(G, T ), whose
elements are not ”long” in the sense that in the case of a root system of type A2g,
ord(η) = 2 they cannot be written in the form α0 = α1 + η(α1) with α1 ∈ Φ(G, T )
(call such α1 short).
We have c(α) = 1 if α is not ”short” and we have c(α1) = 2 if α1 is ”short”. In this
latter case we have β = 2 · Sη(α1) = α0 + Sη(α1). These identities imply the claim
ρG = ρH .
(c) is a consequence of (a) and the remarks preceding the lemma.
(3.10) Linear groups. If η is the involution on G = GLn,PGLn resp. GLn×Gm
as defined above, we can make things more explicit: For G = GLn we denote
by (a1, a2, . . . , an) ∈ Zn ≃ X∗(T ) the character χ : diag(t1, . . . , tn) 7→ ta11 · · · tann .
Similarly we denote a character of the group Gnm × Gm by (a1, a2, . . . , an; a0) ∈
Zn × Z. The characters of the diagonal torus in PGLn may be described by the
set {(a1, . . . , an) ∈ Zn|
∑n
i=1 ai = 0}. The simple roots are of the form αi = ei −
ei+1 ∈ X∗(T ) for the standard basis ei of Zn. Since the simple coroots are of
the same form α∨i = ei − ei+1, the positive Weyl chamber X∗(T )+ is given by the
inequalities a1 ≥ a2 ≥ . . . ≥ an. The automorphism η acts by (a1, a2, . . . , an) 7→
(−an,−an−1, . . . ,−a1) (cases GLn and PGLn) respectively by (a1, . . . , an; a0) 7→
(a0−an, . . . , a0−a1; a0) in the case G = GLn×GL1. We have ρ =
(
n−1
2
, n−3
2
, . . . , 1−n
2
)
for GLn and PGLn resp. ρ =
(
n−1
2
, n−3
2
, . . . , 1−n
2
; 0
)
for GLn ×GL1.
If χ + ρG = (b1, . . . , bn) in the case GLn and PGLn we call Sχ = {b1, . . . , bn} ⊂ 12Z
the describing set of χ ∈ X∗(T )+. If χ + ρ = (b1, . . . , bn; b0) for G = GLn × GL1
we call Sχ =
{
b1 − b02 , . . . , bn − b02
} ⊂ 1
2
Z the describing set of χ ∈ X∗(T )+ and
w(χ) = b0 the weight of χ.
Since the entries of χ+ρ are in a strictly decreasing order it is clear that χ ∈ X∗(T )+
is determined uniquely by the set Sχ in the cases GLn and PGLn. In the case
GLn ×GL1 the character χ is determined uniquely by the pair (Sχ, w(χ)).
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Lemma 3.11. Let G = PGL2g+1 and H = Sp2g be the stable η-endoscopic group.
The map χ 7→ Sχ gives a bijection between
• the set X∗(TH)+ = X∗(T )η ∩X∗(T )+ and
• the set of characteristic sets of type Cg.
Proof: In view of the description of the η-action on X∗(T ) given above and of
ρG = (g, . . . , 1, 0,−1, . . . ,−g), it is clear that the describing set Sχ is a characteristic
set of type Cg. It is easy to see, that the map is a bijection.
Lemma 3.12. Let G = GL2g × Gm and H = GSpin2g+1 its stable η-endoscopic
group. The map χ 7→ (Sχ, w(χ)) gives a bijection between
• the set X∗(TH)+ = X∗(T )η ∩X∗(T )+ and
• the set of pairs (S, w) where w ∈ Z and S is a characteristic set of type Bg for
w even and S is a characteristic set of type Dg for w odd.
We omit the easy proof.
(3.13) Even GSO. Let TGSO = {(diag(t1, . . . , t2g), t0) | tit2g+1−i = t0} be the di-
agonal torus in H = GSO2g. Using the identification TGSO = Gg+1m given by the map
(t0; t1, . . . , tg) 7→ diag(t1, . . . , tg, t0t−1g , . . . , t0t−11 ) we get an isomorphism X∗(TGSO) =
Z×Zg. Thus (n0;n1, . . . , ng) denotes the character (diag(t1, . . . , t2g), t0) 7→ Πgi=0tnii .
The α∨i = ei − ei+1 for 1 ≤ i ≤ g − 1 and α∨g = eg−1 − (e0 − eg) are the sim-
ple coroots with respect to some splitting of the form (TGSO, BH , {Xα}), where BH
denotes the Borel of upper triangular matrices. Thus the positive Weyl chamber
X∗(TGSO)+ is described by the conditions n1 ≥ . . . ≥ ng−1 ≥ ng ≥ n0 − ng−1. Let
σ ∈ O2g be the block diagonal matrix (Eg−1,
(
0 1
1 0
)
, Eg−1). Then the conjugation
by σ is an outer automorphism of H which preserves some splitting as above. It
acts on X∗(TGSO) by σ∗ : (n1, . . . , ng;n0) 7→ (n1, . . . , ng−1, n0 − ng;n0). A charac-
ter χ = (n0;n1, . . . , ng) ∈ X∗(TGSO)+ is called σ-positive resp. σ-semipositive if
ng − n02 > 0 resp. ng − n02 ≥ 0. It is clear, that each χ ∈ X∗(TGSO)+ fulfilles exactly
one of the following three conditions: σ∗χ = χ, χ is σ-positive, σ∗χ is σ-positive.
(3.14) General Spin groups. Under the identification X∗(TGSO) = Zg+1 =
⊕gi=0Zei and the dual identification X∗(TGSO) = Zg+1 the system of roots resp.
coroots can be written as
Φ(GSO) = {±(ei − ej)|1 ≤ i < j} ∪ {±(ei + ej − e0)|1 ≤ i < j} ⊂ X∗(TGSO)
Φ(GSO)∨ = ΦSO = {±ei ± ej|1 ≤ i < j ≤ g} ⊂ X∗(TGSO).
If GSpin2g denotes the dual group of GSO2g we get a root datum, where the roles of
Φ and Φ∨ are interchanged, i.e. Φ(GSpin)∨ = Φ(GSO) and Φ(GSpin) = ΦSO. The
9projection Spin2g → SO2g induces the following inclusion on the level of cocharacter
groups of maximal tori:
X∗(TSpin) =
{
g∑
i=1
aiei ∈ Zg
∣∣∣∣∣
g∑
i=1
ai ≡ 0 mod 2
}
→֒ X∗(TSO) =
g⊕
i=1
Zei.
Then we may define an isogeny π : Gm × Spin2g → GSpin2g by presribing its effect
π∗ on the level of cocharacter groups of maximal tori:
X∗(Gm)×X∗(TSpin) → X∗(TGSpin) = Zg+1,(
a0, e0,
g∑
i=1
aiei
)
7→ a0e0 +
g∑
i=1
aiei − 1
2
·
(
g∑
i=1
ai
)
· e0.
In fact it is easy to check that π∗ respects the coroots and its dual π∗ respects the
roots. From Hom(ker(π),Gm) = coker(π∗) ∼= Z/2Z we deduce ker(π) ∼= µ2, and a
more careful analysis implies that µ2 is embedded diagonally in Gm × Spin2g. Thus
the dual group GSpin2g of GSO2g is in fact what is usually called GSpin2g. With
X∗(TSpin) =
{
g∑
i=1
aiei
∣∣∣∣∣ ai ∈ 12Z, a1 ≡ . . . ≡ ag mod Z
}
⊃ X∗(TSO) =
g⊕
i=1
Zei
the induced map π∗ on the level of character groups of maximal tori is given by:
π∗ : X∗(TGSpin) = Zg+1 → X∗(Gm)×X∗(TSpin) = Z×X∗(TSpin)
(m0, m1, . . . , mg) 7→
(
m0;m1 − m0
2
, . . . , mg − m0
2
)
.
The inclusion i : X∗(TGSpin) = X∗(TGSO) →֒ X∗(TGˆ) = X∗(TG) where TG is the
maximal split torus in G = GL2g ×Gm, is given by the formula
(m0, m1, . . . , mg) 7→ (m1, . . . , mg, m0 −mg, . . . , m0 −m1;m0).
The half sum of positive roots for G = GL2g ×Gm and for GSpin is given by
δG =
(
g − 1
2
, . . . ,
1
2
,−1
2
, . . . ,
1
2
− g; 0
)
∈ X∗(TG)⊗Q,
δGSpin = (0; g − 1, . . . , 1, 0) ∈ Zg+1 = X∗(TGSpin).
Note that the composed map:
ι : X∗(TG)η ⊗Q→ (X∗(Gm)×X∗(TSpin))⊗Q, χ 7→ π∗(i−1(χ+ δG)− δGSpin)
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is of the form
(m1, . . . , mg, m0−mg, . . . , m0−m1;m0) 7→
(
m0;m1 − m0 − 1
2
, . . . , mg − m0 − 1
2
)
,
and thus maps the lattice X∗(TG)η to the lattice X∗(Gm) × X∗(TSpin). For χ ∈
X∗(TG)η with odd m0 we have ι(χ) ∈ Zg+1 = X∗(Gm) × X∗(TSO), so that ι(χ)
descends to a character of the maximal torus of Gm × SO2g. Let
X∗(TH)++ = X∗(TG)η ∩X∗(TG)+ and X∗(TH)++odd = {χ ∈ X∗(TH)++| w(χ) odd}.
For χ ∈ X∗(TH)++odd let VH,χ be the finite dimensional irreducible representation of
H = Gm × SO2g with highest weight ι(χ).
Lemma 3.15. Let G = GL2g ×Gm and H = Gm × SO2g.
(a) X∗(TH)++ is the set of all σ-semipositive elements in X∗(TH)+, andX∗(TH)++odd
may also be described as the set of all σ-positive elements in X∗(TH)+ with odd w(χ).
(b) The maps χ 7→ VH,χ, χ 7→ V˜χ, χ 7→ (Sχ, w(χ)) give bijections between
• the set X∗(TH)++odd of σ-positive dominant characters with odd w(χ),
• the isomorphism classes of finite dimensional irreducible representations of H
with σ-positive highest weight on SO2g and odd weight on Gm,
• the isomorphism classes of η-extended finite dimensional irreducible represen-
tations of G˜ which restrict to an odd character of Gm,
• the set of pairs (S, w) where S is a characteristic set of type Dg and w ∈ Z is
odd.
Proof: (a) χ ∈ X∗(TH)+ means n1 ≥ . . . ≥ ng−1 ≥ ng ≥ n0 − ng−1 and χ is
σ-semipositive if ng ≥ n0 − ng. Both conditions are satisfied if and only if χ ∈
X∗(TG)η ∩X∗(TG)+. For odd w(χ) each σ-semipositive χ is already σ-positive.
(b) may be deduced easily from the definitions and the considerations above.
4 Real representations
(4.1) Weil group homomorphisms Let WR = C∗ ∪ C∗σ be the Weil group of
R with the multiplication rules σ · c = c¯ · σ for c ∈ C∗ and σ2 = −1 ∈ C∗ . Recall
that the group of continuous homomorphisms from C∗ to C∗ is isomorphic to
Ξ =
{
(p, q) ∈ C2 | p− q ∈ Z}
in such a way that (p, q) corresponds to the homomorphism
z 7→ z(p,q) := zp · z¯q := zp−q · (zz¯)q.
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Similarly the group of continuous homomorphisms from C∗ to a complex torus Tˆ is
isomorphic to
X∗(Tˆ )⊗Z Ξ =
{
(µ, ν) ∈ (X∗(Tˆ )⊗ C)2 | µ− ν ∈ X∗(Tˆ )
}
.
For G = GLn × Gm with diagonal torus T we associate to χ ∈ X∗(T ) ⊗ Q with
2χ ∈ X∗(T )η ∩ X∗(T )+ the following continuous homomorphism, if χ + ρG =
(b1, . . . , bn; b0) ∈ (12Z)n+1:
ξχ : C
∗ → Gˆ = GLn(C)× C∗, z 7→ diag(zb1 z¯bn , zb2 z¯bn−1 , . . . , zbn z¯b1 ; |z|2b0).
For a characteristic set S we let ǫS = 1 if S ⊂ Z (i.e. if S is of type Dg or Cg) and
ǫS = −1 if S ⊂ 12+Z (i.e. if S is of type Bg). We have bi+bn+1−i = b0 and bi = b02 +βi
with βn+1−i = −βi ∈ Sχ. Thus (−1)(bi,bn+1−i) = (−1)bi−bn+1−i = (−1)2βi = ǫSχ and
ξχ(−1) = (ǫSχ · Idn, 1) ∈ GLn ×Gm.
Then ξχ may be extended to a homomorphism also called ξχ from WR to Gˆ in such
a way that ξχ(σ) is of the form (Jχ, 1) ∈ GLn(C) × C∗ where Jχ = (ai · δi,n+1−j) is
an antidiagonal matrix, whose entries satisfy
ai · an+1−i = ǫSχ .
The conjugacy class of ξχ does not depend on the special choice of the ai in the case
that n is even. For odd n = 2g + 1 the conjugacy class only depends on ag+1.
Lemma 4.2. Let n = 2g in the situation above. There exists a conjugate of ξχ
which factorizes through Hˆ = GSp2g(C) if and only if Sχ is of type Bg. There exists
a conjugate of ξχ which factorizes through Hˆ = GSO2g(C) if and only if Sχ is of
type Dg.
Proof: With respect to the standard basis (ei)1≤i≤2g the standard symplectic form
ba satisfies ba(ei, ej) = εi · δi+j,2g+1 with ǫi = −ǫ2g+1−i ∈ {±1}, i.e. ǫi · ǫ2g+1−i = −1
for all i. If Sχ is of type Bg then b0 is odd and ξχ respects this form:
ba(ξχ(z)ei, ξχ(z)ej) = 0 = |z|2b0 · ba(ei, ej) for i+ j 6= 2g + 1
ba(ξχ(z)ei, ξχ(z)e2g+1−i) = ba(zbi z¯b2g+1−iei, zb2g+1−i z¯bie2g+1−i) = |z|2b0ba(ei, e2g+1−i),
ba(ξχ(σ)ei, ξχ(σ)ej) = 0 = ba(ei, ej) for i+ j 6= 2g + 1
ba(ξχ(σ)ei, ξχ(σ)e2g+1−i) = ba(a2g+1−ie2g+1−i, aiei) = ba(ei, e2g+1−i),
since a2g+1−iai = −1 and ba(e2g+1−i, ei) = −ba(ei, e2g+1−i). Similarly, if Sχ is of type
Dg, then ξχ respects the standard symmetric form qs(ei, ej) = δi+j,2g+1.
Conversely, if there exists a conjugate of ξχ which factorizes through Hˆ = GSp2g(C),
then ξχ respects some non degenerate alternating form q
′
a. For i + j 6= 2g + 1 we
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have zbi z¯b2g+1−i · zbj z¯b2g+1−j 6= |z|2b0 for some z ∈ C∗ and therefore the invariance
under ξχ(z) implies q
′
a(ei, ej) = 0. Since q
′
a is non degenerate we get q
′
a(ei, e2g+1−i) =
−q′a(e2g+1−i, ei) 6= 0. The invariance under ξχ(σ) then implies −1 = a2g+1−iai = ǫSχ,
and Sχ must be of type Bg. Finally if there exists a conjugate of ξχ which factorizes
through Hˆ = GSO2g(C), then the same reasoning implies that Sχ is of type Dg.
(4.3) Let Z(g) be the center of the universal enveloping algebra of g, which is iso-
morphic to theW -invariant part of the symmetric algebra S(t) by Harish-Chandra’s
isomorphism [Hum72, 23.3.]. Here t = Lie(T ) ⊗ C = X∗(T ) ⊗ C. Thus every
χ ∈ X∗(T )⊗C gives rise to a homomorphism from Z(g) = S(t)W to C. Recall that
each irreducible g-module gives rise to a character of Z(g).
For simplicity put K˜∞ = K∞ · Z∞, where K∞ ⊂ G(R) is maximal under the con-
nected compact subgroups and where Z∞ denotes the real connected component of
the center of G(R).
Definition 4.4. Let Vχ be the irreducible algebraic representation of G of high-
est weight χ ∈ X∗(T )+. An irreducible admissible (g, K˜∞)-module π∞ is called
cohomological with respect to Vχ if and only if there exists some i ≥ 0 such that
H i(g, K˜∞, Vχ ⊗ π∞) 6= 0. An irreducible admissible representation of G(R) is called
cohomological with respect to Vχ if and only if its associated (g, K˜∞)-module of K˜∞-
finite vectors is cohomological with respect to Vχ. An irreducible automorphic repre-
sentation π = ⊗ˆπv of G(A) is called cohomological with respect to Vχ if and only if
π∞ is cohomological with respect to Vχ.
Lemma 4.5. Let Vχ be the irreducible algebraic representation of G of highest weight
χ ∈ X∗(T )+. Let π∞ be an irreducible admissible (g, K∞)-module which is cohomo-
logical with respect to Vχ.
(a) Z(g) acts by the character χ+ δG on Vχ;
(b) Z(g) acts by the character −(χ + δG) on π∞;
Proof: (a) This is well known ([Hum72, 23.3.]).
(b) This is a consequence of Wigners Lemma ([BoW80, Cor. I.4.2]).
Lemma 4.6. For an irreducible admissible representation π∞ of G(R) let φ = L(π∞)
be some associated homomorphism φ :WR → Gˆ in the sense of [Lan73].
(a) If G = Gm and π∞ = σs,ǫ with σs,ǫ(r) = |r|s · (sign(r))ǫ with s ∈ C and
ǫ ∈ Z/2Z then we have φ(z) = (zz¯)s and φ(σ) = (−1)ǫ.
(b) For G = GLn we have L(ωπ∞) = det ◦L(π∞).
(c) For G = GLn × Gm let L(π∞ × ρ∞) = ξχ in the notations of 4.1. Then we
have ρ∞(r) = |r|b0 and ωπ∞(−1) = (−ǫSχ)g for even n = 2g and ωπ∞(−1) =
(−1)g · ag+1 for odd n = 2g + 1.
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(d) If φ(z) = zµ · z¯ν for z ∈ C∗ ⊂ WR and µ, ν ∈ X∗(Tˆ ) ⊗ C = X∗(T ) ⊗ C then
π∞ has infinitesimal character µ.
Proof: (a) may be deduced from [Lan73, 2.8.] and (b) from [Lan73, p.30 condition
(ii)]. (c) is a consequence of (a) and (b), the explicit description of ξχ in 4.1 and
the fact that the determinant of the standard antidiagonal matrix of size 2g resp.
2g+1 is (−1)g. (d) is known for discrete series representations for all G: see [Kn86,
Theorem 9.20] and observe that the characterization of discrete series representations
via characters of maximal anisotropic tori in [Kn86, Theorem 12.7] is the same as
in [Lan73]. Then one checks immediately that the statement is invariant under
parabolic induction and under forming Langlands quotients.
(4.7) For an irreducible admissible representation ρ of GLm(Fv) resp. a cuspidal
automorphic representation π of GLm(A) and a natural number n ≥ 1 we denote
by π = MW (ρ, n) the irreducible admissible representation of GLmn(Fv) resp. of
GLmn(A), which is the unique irreducible (Langlands) quotient of
π| · |n−12 × π| · |n−32 × . . .× π| · | 1−n2 .
Thus MW (ρ, 1) = ρ. Recall the main result of [MW89] that the discrete spectrum
L2,disc(GLN(Q)\GLN (A)) is the Hilbert direct sum of all MW (ρ, n) where n runs
over all divisors of N and ρ over all cuspidal automorphic representations of GLm(A)
where N = mn.
Lemma 4.8. Let m,n ≥ 1 be natural numbers. Let Gm = GLm × Gm and gm the
Lie algebra of Gm(R). Let Tm ⊂ Gm denote the standard maximal split torus.
(a) For a cuspidal automorphic representation ρ = ⊗ˆvρv of GLm(A) we have
MW (ρ, n) = ⊗ˆvMW (ρv, n).
(b) If ρ∞ is cohomological with respect to Vχ for some χ ∈ X∗(Tm)η ∩ X∗(Tm)+,
then we have: MW (ρ∞, n) is cohomological with respect to to Vσ for σ ∈
X∗(Tmn)+ if and only if σ has the same weight as χ and if we have the identity
Sσ =MW (Sχ, n) between the characteristic sets.
(4.9) More representations. For irreducible representations π1, . . . , πk of
GLni(F ) we denote by π1 × . . . × πk the normalized parabolically induced repre-
sentation of GLn(F ), where n = n1 + . . .+ nk.
For s ∈ C and an integer p > 0 let D(s, p) be the discrete series representation of
GL2(R), which is the infinite dimensional submodule of σ s+p
2
,p+1×σ s−p
2
,0. Note that
the central character of D(s, p) is σs,p+1. Viewed as a representation of SL2(R)± =
{A ∈ GL2(R)| det(A) = ±1} it is independend of s and will be denoted by D(p). As
a representation of SL2(R) id decomposes D(p) = D(p)+ ⊕D(p)−, where in D(p)+
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the lowest positive SO2(R)-weight is p+1. For w ∈ Z we have L(D(w, p)⊗σw,0) = ξχ
for χ+ δGL2 = (
w+p
2
, w−p
2
;w).
If n = 2g and χ + δG = (b1, . . . , b2g; b0) is as in 4.1, where G = GLn ×Gm, then we
may form the tempered representation
Dχ = D(b0, b1 − b2g)× . . .×D(b0, bg − bg+1)⊗ σb0,0 of G(R).
We have L(Dχ) = ξχ, and Dχ is the only tempered representation of GL2g(R) which
is cohomological with respect to Vχ ([GR11, Thm 4.12.(3)]).
If n = 2g + 1 and χ + δG = (ag, . . . , a1, 0,−a1, . . . ,−ag), where G = PGL2g+1 then
we may form the tempered representation
Dχ = D(Sχ) := D(0, 2ag)× . . .×D(0, 2a1)× σ0,g.(i)
As a representation of GL2g+1(R) it has trivial central character and is thus a rep-
resentation of PGL2g+1(R). Again L(Dχ) = ξχ.
Proposition 4.10. Let G = PGL2g+1 and S be an n-admissible characteristic set
of type Cm, where 2g + 1 = n · (2m + 1). Let Vχ be an irreducible representation
of G with Sχ = MW (n, S) . Let π∞,1 = D(S) be the tempered representation of
PGL2m+1(R) as in (i) and π∞ = MW (n, π∞,1). Then we have:
tr(η,H∗(g, K∞, Vχ ⊗ π∞)) = ±2g.
Proof: Since the kernel µ2g+1 of the projection SL2g+1 → G = PGL2g+1 satisfies
µ2g+1(R) = {1} and H1(R, µ2g+1) = {1}, we get an isomorphism for the real points
G(R) ∼= SL2g+1(R), and consequently K∞ = SO2g+1. Furthermore g = sl2g+1. Recall
that η(g) = J · θ(g) · J−1, where J = J2g+1 ∈ SO2g+1 is anti-diagonal and satisfies
tJ = J = J−1, and where θ : g 7→ tg−1 is the Cartan involution. Let k = so2g+1 =
{A ∈ sl2g+1 | tA = −A} and p = {A ∈ sl2g+1 | tA = A} be the eigenspaces of θ in g.
Assume that a maximal Cartan subalgebra t ⊂ k is chosen in such a way, that Ad(J)
acts as identity on t, i.e. t ⊂ k+ = {k ∈ k|Ad(J)(k) = k}. In fact if we decompose
R2g+1 into the ±1 eigenspaces under the involution J (of dimensions g and g + 1),
then A ∈ End(R2g+1) is fixed under Ad(J) if it respects this decomposition into
eigenspaces. Thus k+ ∼= sog×sog+1 and we can easily find a maximal torus t of rank
g inside k+.
Then we have η(x) = x for each x ∈ t. Let gC = g ⊗R C = sl2g+1(C) be the
complexification of g. For a fixed x ∈ t let l = {A ∈ g | [x,A] = 0}, let lC = l ⊗ C
and let uC be the sum of all positive eigenspaces of ad(ix) in gC. Then qC = lC⊕ uC
is a θ-stable parabolic subalgebra of gC in the sense of [VZ84]. Now let us assume
that π∞ = Aq(λ) in the notations of [VZ84, Thm. 5.3.], which will be proved later.
Recall the isomorphism of [VZ84, Thm. 5.5.]:
H i(g, K∞, Vχ ⊗ π∞) ∼= H i−R(lC, lC ∩ kC,C) ∼= HomlC∩kC(Λi−R(lC ∩ pC),C),
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where R = dim(uC ∩ pC), which is given by a cap product with an element of
ΛR(uC ∩ pC) ([VZ84, Proof of Thm 3.3]). Observe that k, p, l, uC, qC are all η-stable,
since we have η(x) = x and since η = Ad(J) ◦ θ , where J ∈ K∞. If ǫ ∈ {±1}
denotes the eigenvalue of η on ΛR(uC ∩ pC), we immediately get
tr(η,H∗(g, K∞, Vχ ⊗ π∞)) = ǫ · tr(η,H∗(lC, lC ∩ kC,C)).
Now let LK ⊂ K∞ be the connected Lie subgroup with real Lie algebra l∩ k, and let
Lc be a compact Lie group containing LK with real Lie algebra i(l∩p)⊕(l∩k) ⊂ gC.
Thus the complexified Lie algebra of Lc is lC. We may define these groups as
connected components of some stabilizers
LK = {A ∈ K∞|Ad(A)(x) = x}◦
Lc =
{
A ∈ G(C)|A¯ = θ(A), Ad(A)(x) = x}◦
We will see later that the stabilizers are already connected in the examples we
consider, and then Ad(J)x = x implies J ∈ LK .
By [GHV73, Theorem V in 4.19.] we have an isomorpism
H i(lC, lC ∩ kC,C) ∼= H i(Lc/LK ,C).
There exists involutions η and θ on the Lie group Lc, which induces the involutions
with the same name on the Lie algebra, and the isomorphisms above are equivariant
with respect to these actions. Since η and the Cartan involution θ differ by con-
jugation with J , which lies in the path connected group LK , they are homotopic
as automorphisms of Lc and thus induce the same map on cohomology. Since the
Cartan involution acts by −1 on l ∩ p, the Lefschetz number of η is the sum of the
dimensions of the cohomology groups H i(Lc/LK ,C):
tr(η,H∗(g, K∞, Vχ ⊗ π∞)) = ǫ ·Betti(Lc/LK),
where we denote by Betti(X) =
∑
i dim (H
i(X,C)) the sum of all Betti numbers of
a topological space X .
Recall 2g + 1 = (2m + 1) · n. Now we fix x ∈ t in such a way that it is conjugate
(under K∞) to a block diagonal x˜ consisting of blocks(
0n x11n
−x11n 0n
)
, . . . ,
(
0n xm1n
−xm1n 0n
)
, 0n
with 0 < x1 < . . . < xm. Then l is isomorphic to the algebra l˜ of all block diagonal
matrices of trace 0 with blocks of the form(
B1 C1
−C1 B1
)
, . . . ,
(
Bm Cm
−Cm Bm
)
, B0,(ii)
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where B0, . . . , Bm, C1, . . . , Cm are real n × n matrices. We have l ∩ k ∼= l˜ ∩ k and
the latter is characterized by the conditions tBj = −Bj and tCj = Cj for all j i.e.
B0 ∈ son and Bν + iCν ∈ un for ν = 1, . . . , m.
Thus we have LK = (Un)
m × SOn, and the same computations imply that this LK
is the full stabilizer of x in K∞, so that J ∈ LK . Similarly we get Lc = S((Un ×
Un)
m × Un), where we write S(H) = H ∩ SL2g+1 for a subgroup H ⊂ GL2g+1. The
embedding LK →֒ Lc is of the form Un ∋ A 7→ (A, A¯) ∈ Un×Un in each factor. Thus
Lc/LK = S(Umn × (Un/SOn)). Using the finite covering U1 × S(Umn × (Un/SOn))→
Umn × (Un/SOn) and the Kunneth formula we get Betti(Lc/LK) = 12 · Betti(Umn ×
(Un/SOn)). Now Un has the same cohomology as S
1 × S3 × . . .× S2n−1, ([GHV76,
Thm. IX in 6.27]), and since n = 2ν + 1 is odd, the homogeneous space Un/SOn
has the same cohomology as S1×S5× S9× . . . S4ν+1 ( [Bo53, Prop. 31.4], compare
[GHV76, Table I after 11.16]). Thus Betti(Un) = 2
n and Betti(U2ν+1/SO2ν+1) =
2ν+1, and the Kunneth formula finally implies tr(η,H∗(g, K∞, Vχ ⊗ π∞)) = ǫ · 12 ·
(2n)m · 2ν+1 = ǫ · 2g, since we have g = mn + ν.
We still have to prove π∞ = Aq(λ) in the sense of [VZ84, Thm. 5.3.]: l˜ is the Lie
algebra of the group L˜ = S(Πmj=1GLn(C) × GLn(R)): A block diagonal matrix as
in (ii) belongs to L˜ if and only if
∏m
j=1 | det(Bj + Cj)|2 · det(B0) = 1. Let H be the
Cartan subgroup of all such block diagonal matrices where each Bj and each Cj is
diagonal and let h be its Lie algebra. Thus H ∼= S((C∗)mn × (R∗)n). Write
S = {−am, . . . ,−a1, 0, a1, . . . , am} with 0 = a0 < a1 < . . . < am.
Since S is n-admissible we have aj ≥ aj−1 + n for all j = 1, . . . , m. Thus the
numbers dj = aj − j · n satisfy 0 = d0 ≤ d1 ≤ . . . ≤ dm. Then we can write
χ ∈ X∗(T )η ⊂ Z2g+1 in the form
χ = (dm, . . . , dm, . . . , d1, . . . , d1, 0, . . . , 0,−d1, . . . ,−d1, . . . ,−dm, . . . ,−dm),
where each entry is repeated n times. With the choice of a Cartan subgroup H as
above and a suitable choice of the positive roots for H in gC it is clear that χ (the
highest weight of Vχ) is the restriction of the following unitary character λ of L˜:
λ : L˜ ∋ (X1, . . . , Xm, B0) 7→
m∏
j=1
(det(Xj)/det(Xj))
dj for Xj ∈ GLn(C).
Now Aq(λ) is the representation defined in [VZ84, Thm. 5.3.]. To prove that it
equals π∞ we use the description in [VZ84, Thm. 6.16.]: We decompose H = T+ ·Ad,
where Ad consists of all block matrices B = B(bk,j) as in (ii) such that Cj = 0 and
Bj = diag(b1,j, . . . , bn,j) with bk,j > 0, and where T
+ ∼= (S1)nm is compact. The
unipotent subgroup NL consists of all block matrices (ii), where each Bj is unipotent
upper triangular and each Cj is nilpotent upper triangular. Since the restriction of
λ to Ad is trivial, the character νd of [VZ84] is half the sum of all roots of Ad on nL
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and this is the character sending the B = B(bk,j) to
m∏
j=1
(
n∏
k=1
b2k−n−1k,j
)
·
n∏
k=1
b
k−n+1
2
0,k .
The centralizer of Ad is of the form Ad · Md where Md ∼= (SL±2 (R))mn × {±1}n.
On Md we take the discrete series representation σ which is the tensor product of
the representations D(2dj) of SL
±
2 (R) on the factor with indices j ∈ {1, . . . , m} and
k ∈ {1, . . . , n} and of the representation signg on {±1}.
The group A of [VZ84, (6.8.)] consists of all block matrices B as above, where
B0 = B1 = . . . = Bm is a diagonal matrix with positive entries. Its centralizer
in GL2g+1 is of the form (GL2m+1)
n, and therefore it has Langlands decomposition
AM with M ∼= (SL2m+1)n. The one dimensional representation ν˜d : (GL2m+1)n →
R>0, (X1, . . . , Xn) 7→
∏n
k=1 | det(Xk)|k−
n+1
2 restricts to the character νd on Ad.
Now let Nd ⊂ G be the unipotent radical of some parabolic P d which has Md · Ad
as Levi factor and let N be the unipotent radical of some parabolic P ⊃ P d, which
has MA as Levi factor. Then Aq(λ) is the Langlands quotient of the representation
IndGMdAdNd(σ⊗νd⊗1). But by induction by stages this is the Langlands quotient of
IndGMAN π˜∞, where π˜∞ = (π∞,1 × . . .× π∞,1)⊗ ν˜d and π∞,1 = D(S) is the unitarily
induced (tempered) representation as in (i). Therefore Aq(λ) = MW (n, π∞,1) = π∞.
(4.11) Recall that in the case G = GL2g we have K˜∞ = SO2g · Z∞ with Z∞ the
connected component of the center of G(R). Put K˜m∞ = O2g · Z∞. Then K˜m∞ acts
on HomK˜∞(Λ
∗(g/k˜), Vχ ⊗ π∞) by (kφ)(l) = k(φ(k−1l)). Since K˜∞ acts trivially
we get an action of K˜m∞/K˜∞ = O2g/SO2g = Z/2Z, and we may decompose the
cohomology into the +1 and −1 eigenspaces H∗(g, K˜∞, Vχ ⊗ π∞)ǫ) (here ǫ = ±)
under the action of the non trivial element of K˜m∞/K˜∞. Since K˜
m
∞ is stable under η
and since η acts as identity on K˜m∞/K˜∞, the action of η respects the decomposition
of H∗(g, K˜∞, Vχ ⊗ π∞) into these eigenspaces.
Proposition 4.12. Let G = GL2g and let S be an n-admissible characteristic set of
type Bm or Dm, where g = n ·m. Let Vχ be the irreducible representation of G with
describing set MW (n, S) and of weight w. Let π∞,1 be a tempered representation of
GL2m of type S with central character of weight −w, and let π∞ = MW (n, π∞,1).
Then we have:
tr(η,H∗(g, K∞, Vχ ⊗ π∞)ǫ) = ±2g−1 for ǫ = ±.
Proof: At first we note that π∞ is an induced representation:
π∞ = Ind
G(R)
G(R)◦π
◦
∞, where G(R)
◦ = {g ∈ GL2g(R)| det(g) > 0}.
This may be deduced from the analogous statement for the building constituents
D(pi) of π∞,1. From this fact one concludes that we have η-equivariant isomorphisms
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for both choices of ǫ:
H∗(g, K∞, Vχ ⊗ π∞)ǫ ∼= H∗(g, K∞, Vχ ⊗ π◦∞).
Now Z∞ acts trivially on Λ∗(g/k) and by assumption also on Vχ ⊗ π◦∞, so that
equivariance under Z∞ is automatically fulfilled. Therefore we may pass to the
derived group situation: With Gder = SL2g, g
der = sl2g and K
der
∞ = SO2g we get:
tr(η,H∗(g, K˜∞, Vχ ⊗ π∞)ǫ) = tr(η,H∗(gder, Kder∞ , Vχ ⊗ π◦∞)).
Now we can apply the results of [VZ84], and the rest of the proof is analogous to
the proof of the preceding proposition with the following modifications: Since J2g
is skew symmetric, the Cartan subalgebra t can be chosen to be the algebra of all
antidiagonal skew symmetric matrices. In the definition of x˜ we have to omit the
last 0n block, and therefore in (ii) the last entry A0 disappears. Thus L
K ∼= (Un)m
and Lc ∼= S((Un × Un)m) and therefore LK/Lc ∼= S((Un)m) and
tr(η,H∗(gder, Kder∞ , Vχ ⊗ π◦∞)) = ±Betti(S((Un)m)) =
±Betti((Un)m)
2
= ±(2
n)m
2
= ±2g−1.
5 Statement of the Main Theorem
(5.1) For d ∈ Q∗/(Q∗)2 let SOd2g be the quasisplit form of SO2g with splitting
field Q(
√
d). Let G1 be one of the groups Sp2g (case Cg), SO2g+1 (case Bg) or SO
d
2g
(case Dg). Let G = PGL2g+1 in case Cg and G = GL2g in the cases of orthogonal
groups. Let ι : Gˆ1 →֒ Gˆ be the corresponding embedding of dual groups. Let
χd : A∗/Q∗ → {±1} be the quadratic character associated to the field extension
Q(
√
d)/Q by class field theory.
Definition 5.2. Let π1 = ⊗ˆvπ1,v be an irreducible automorphic representation of
G1(A) and π = ⊗ˆvπv be an irreducible automorphic representation of G(A).
(a) π is called a weak lift of π1 if πv is the lift of π1,v for almost all finite places
v, where πv and π1,v are unramified.
(b) π is called a semi-weak lift of π1, if π is a weak lift of π1 and if
ι ◦ L(π1,∞) = L(π∞).
(c) (π, π1) is called an elementary pair for (G,G1), if π is a semi-weak lift of π1,
if π1 is cuspidal and generic and if π is cuspidal (and therefore generic) as
well.
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(d) Let S ⊂ 1
2
Z be a characteristic set of the same type as (G,G1). An elementary
pair (π, π1) is called cohomological of type S, if if in case Bg or Cg the repre-
sentation π∞ is cohomological with respect to Vχ and if in case Dg for every
odd integer w the representation π∞ ⊗ |det|−w/2 is cohomological with respect
to a coefficient system Vχ of weight w with S = Sχ.
Now we can state our main theorems
Theorem 5.3. Let χ ∈ X∗(TH)+ be a dominant weight for the group H = Sp2g ⊃
TH and let Vχ be the associated highest weight module. Let τ = τ∞ ⊗ τf be an
irreducible automorphic representation of Sp2g(A) such that τf appears with non
trivial multiplicity in the alternating sum∑
i
(−1)iH i(sp2g, Ug, L2,disc(Sp2g(Q)\Sp2g(A))⊗ Vχ)
considered as an element in the Grothendieck group. Then there exists a finite family
of octuples
(Xγi , G
(i), G
(i)
1 , ni, di, Si, π
(i), π
(i)
1 )i=1,...,r
such that for each i = 1, . . . , r we have:
Xγi ∈ {Bγi , Cγi, Dγi} is a type, (G(i), G(i)1 ) is an endoscopic pair of type Xγi, ni ∈
N≥1, di ∈ Q∗/(Q∗)2 a square class, Si is an ni-admissible characteristic set of type
Xγi and (π
(i), π
(i)
1 ) is an elementary pair for (G
(i), G
(i)
1 ), which is cohomological of
type Si, and such that we have:
Sχ =
k⋃
i=1
MW (Si, ni)
is a partition in smaller characteristic sets and such that
τ lifts weakly to MW (π˜(1), n1)× . . .×MW (π˜(r), nr), where
• If Xγi = Bγi, then π˜(i) = π(i), di = 1 and ni is even.
• If Xγi = Cγi, then π˜(i) = π(i) ⊗ χdi, and ni is odd.
• If Xγi = Dγi, then π˜(i) = π(i), (−1)γidi > 0, G(i)1 = SOdi2γi and ni is odd.
We have furthermore: g =
∑r
i=1 γi · ni, Πri=1di = 1, ωπ˜(i) = χdi.
Theorem 5.4. Let χ ∈ X∗(TH)+ be a dominant weight for the group H = Sp2g ⊃ TH
and let Vχ be the associated highest weight module. Assume that there exists a finite
family of octuples
(Xγi , G
(i), G
(i)
1 , ni, di, Si, π
(i), π
(i)
1 )i=1,...,r
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satisfying the conditions stated in Theorem 5.3.
Then there exists an irreducible automorphic representation τ = τ∞ ⊗ τf of Sp2g(A)
such that τf appears with non trivial multiplicity in the alternating sum∑
i
(−1)iH i(sp2g, Ug, L2,disc(Sp2g(Q)\Sp2g(A))⊗ Vχ)
and such that
τ lifts weakly to MW (π˜(1), n1)× . . .×MW (π˜(r), nr),
where π˜(i) is related to π(i) as in theorem 5.3.
The proofs will be given in (11.6) and (11.7).
6 Comparison of Chevalley volumes
(6.1) Chevalley elements and Chevalley volumes Let g be a semisimple
split Lie algebra over R and
g = h⊕
⊕
α
gα
a decomposition into a Cartan subalgebra h ⊂ g and the corresponding one dimen-
sional root spaces gα. We fix some Chevalley basis Chg = {hα, α ∈ ∆}∪{uα, α ∈ Φ}
of g in the sense of [Hum72, 25.2], where ∆ is the set of simple roots with respect
to some Borel subalgebra b ⊃ h. Note that this expecially implies the existence of
elements hα ∈ h for all α ∈ Φ such that gα = R · uα and
[hα, uα] = 2uα; [hα, u−α] = −2u−α, [uα, u−α] = hα
and such that the hα for α ∈ Φ lie in the Z-lattice spanned by the hα for α ∈ ∆. It
is clear that the elements hα ∈ h and uα ∧ u−α ∈ Λ2g are uniquely characterized by
these conditions. From this we deduce that the Chevalley element
λCh =
∧
α∈∆
hα ∧
∧
α∈Φ
∈ Λdim gg
(where we do not care about the exact order in the wedge product, so that it is
only well defined up to sign) does not depend on the exact choice of the generators
uα ∈ gα. Since all pairs (h, b) are conjugate under inner automorphisms of g and
since inner automorphisms act as identity on the maximal exterior power Λdim gg,
it is clear that λCh is unique up to sign and does not depend on the choices in its
construction. It is furthermore clear that to compute λCh we just have to check the
commutation relations above and do not need to fix the uα in such a way that the
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further conditions in [Hum72, 25.2] are satisfied (commutation relations between uα
and uβ in the case that β 6= ±α), since we only need uα ∧ u−α for our computation.
If G/R is a semisimple algebraic group with Lie algebra g and if GK/R is an inner
form of G then we have a canonical isomorphism ΛdimGLie(GK) ∼= ΛdimGg (since Ad
acts trivially on ΛdimGg) and thus get a Chevalley element λCh ∈ ΛdimGLie(GK),
which again is unique up to sign. Then we define a Chevalley form to be an GK-
invariant differential form of top degree ωCh on GK which is the dual of the Chevalley
element λCh at the identity of GK . If GK is compact then we define the Chevalley
volume of GK (and of its inner form G) to be
volCh(GK) := volCh(G) :=
∣∣∣∣∫
GK
ωCh
∣∣∣∣ .
Due to the absolute value this is completely well defined, i.e. does not depend on
the sign of the Chevalley element and of the orientation of GK .
Proposition 6.2. For all g ≥ 1 we have
volCh(Sp2g) = volCh(Spin2g+1) = 2 · volCh(SO2g+1).
Proof: The equation volCh(Spin2g+1) = 2 · volCh(SO2g+1) is an immediate conse-
quence of the isogeny of degree 2 from Spin2g+1 to SO2g+1. The cases g = 1 and
g = 2 are clear, since we have isomorphisms Spin3 ∼= Sp2 and Spin5 ∼= Sp4. We will
prove the identity volCh(Sp2g) = 2 · volCh(SO2g+1) by induction on g and first give
an outline of the argument:
We will construct standard basis elements for Lie(SO2g+1,K) and for Lie(Sp2g,K)
and denote their wedge product by λGSt ∈ ΛdimGg. The invariant differential form
ωGSt of top degree which is dual to λ
G
St can then be used to define the standard volume
volSt(GK) = |
∫
GK
ωGSt|. We will prove
ω
SO2g+1
St = ±2−(g+1) · ωSO2g+1Ch and(i)
ω
Sp2g
St = ±2−g
2 · ωSp2gCh .(ii)
The action of SOn on the unit sphere S
n−1 with stabilizer SOn−1 will imply the
relation
volSt(SOn) = vol(S
n−1) · volSt(SOn−1)(iii)
and the action of Sp2g,K on the unit sphere S
4g−1 in C2g will imply the relation
volSt(Sp2g) = vol(S
4g−1) · volSt(Sp2(g−1)),(iv)
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where we use the Euklidean volume of the spheres, which is known to be
vol(Sn−1) =
2 · πn/2
Γ(n/2)
.
Thus we get the recursive relations:
volCh(Sp2g) = 2
g2 · volSt(Sp2g) = 22g−1 · 2(g−1)2 · vol(S4g−1) · volSt(Sp2(g−1))
=
22g · π2g
Γ(2g)
· volCh(Sp2(g−1))
and
volCh(SO2g+1) = 2
−(g+1) · volSt(SO2g+1) = 2
−g
2
· vol(S2g) · vol(S2g−1) · volSt(SO2g−1)
=
2πg+1/2 · 2πg
2 · Γ(g + 1/2) · Γ(g) · volCh(SO2(g−1)+1).
By the doubling formula Γ(g + 1/2) · Γ(g) =
√
π
22g−1
· Γ(2g) the latter simplifies to
volCh(SO2g+1) =
22g · π2g
Γ(2g)
· volCh(SO2(g−1)+1)
and now the induction step from g − 1 to g is immediate.
(6.3) Preparation of explicit calculations: For N ∈ N we denote by Eij
the standard basis elements of the space of n× n matrices. Let wN = (δi,N+1−j) ∈
GLN be the standard antidiagonal matrix. For elements ǫj = ±1 we define
J = (ǫjδi,N+1−j). Then J−1 = tJ = (ǫiδi,N+1−j). The algebraic group G = {A ∈
GLN | tA · J ·A = J} has the Lie algebra g = {A ∈MatN×N |J−1 · tA · J = −A}, i.e.
a matrix A = (aij) belongs to g iff we have
ǫiǫj · aN+1−j,N+1−i = −aij for all 1 ≤ i, j ≤ N.
If we define
uij = Eij − ǫiǫjEN+1−j,N+1−i ∈ g for i+ j 6= N + 1
ui = Ei,N+1−i for 1 ≤ i ≤ N
then the elements uij for i+ j < N + 1 and those ui for which ǫiǫN+1−i = −1 form
a basis of g. Introducing the notation ti = uii (thus tN+1−i = −ti and ti = 0 for
2i = N + 1) and tij = ti − tj for i+ j 6= N + 1 we get the commutation relations:
[uij , uji] = tij(v)
[ui, uN+1−i] = ti(vi)
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For i+ j 6= N + 1, i 6= j we have furthermore
[tij , uij] =
{
2uij if 2j 6= N + 1 6= 2i
uij if 2j = N + 1 or 2i = N + 1.
(vii)
For 2i 6= N + 1 we finally get
[ti, ui] = 2 · ui.
(6.4) The case Sp2g. Putting N = 2g and ǫj = −1 for j ≤ g and ǫj = 1 for
g + 1 ≤ j ≤ 2g we have tJ = −J and get the group G = Sp2g. A basis of the Lie
algebra g consists of the elements uij for i + j < 2g + 1 and ui for 1 ≤ i ≤ 2g. If
we take h to be the subalgebra of diagonal matrices and b to be the subalgebra of
upper triangular matrices we can use the following basis to compute the Chevalley
element (taking into account the commutation relations and 2i 6= 2g + 1 6= 2j for
all i, j):
uij for i 6= j, i+ j < 2g + 1; ui for 1 ≤ i ≤ 2g; tg; ti,i+1 for 1 ≤ i ≤ g − 1.
From t1,2∧ . . . tg−1,g∧ tg = u11∧ . . .∧ug−1,g−1∧ugg we thus get the Chevalley element
λCh = ±
∧
i+j<2g+1
uij ∧
∧
1≤i≤2g
ui.
The inner forms of G can be described as
GK(R) =
{
A ∈ G(C)| A = BAB−1} ,
where B ∈ G(C) has to satisfy the cocycle relation that B ·B is trivial in the adjoint
group, i.e. B · B has to be a central matrix in G(C). In our case G = Sp2g we can
take B = J (observe J2 = −id) to get the compact inner form GK . For symplectic
matrices satisfying tA · J · A = J the condition A = JAJ−1 is equivalent to the
unitarity condition tA ·A = E respectively tA · A = E. Thus
GK(C) =
{
A ∈ GL2g(C) | tA · J ·A = J, tA · A = E
}
Lie(GK) =
{
A ∈Mat2g(C) | J−1 · tA · J = −A, tA = −A
}
.
Then we get the following standard basis for the real Lie algebra Lie(GK):
itν for 1 ≤ ν ≤ g
uνµ − uµν for ν < µ, ν + µ < 2g + 1
i(uνµ + uµν) for ν < µ, ν + µ < 2g + 1
uν − u2g+1−ν for 1 ≤ ν ≤ g
i(uν + u2g+1−ν) for 1 ≤ ν ≤ g
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From (uνµ − uµν) ∧ i(uνµ + uµν) = 2i · uνµ ∧ uµν and the corresponding formula for
the uν we immediately get (observing that we have g
2 positive roots):
λSt = ±(2i)g2 · igλCh = ±(−1)g(g+1)/2 · 2g2λCh.
The claim (ii) is just the statement for the dual space.
As subgroup of the standard unitary group the group GK(R) = Sp2g,K(R) acts on
the unit sphere S4g−1 = {(aµ) ∈ C2g|
∑
µ |aµ|2 = 1} ⊂ C2g = R4g transitively in
such a way that the stabilizer of e1 = (1, 0, . . . , 0) is isomorphic to Sp2(g−1),K(R).
By this action the 4g − 1 standard basis vectors of Lie(Sp2g,K) with ν = 1 map
to the euclidean base of the tangent space of S4g−1 at e1, while the other standard
basis vectors descend to the standard basis of Lie(Sp2(g−1),K). From these facts the
recurrence formula (iv) may be deduced easily.
(6.5) The case SO2g+1. Now we putN = 2g+1 and ǫj = 1 for 1 ≤ j ≤ 2g+1 in 6.3
and get the split orthogonal group G = SO2g+1 = {A ∈ GL2g+1(R)|tA ·wN ·A = wN}
with Lie algebra g = so2g+1. The elements uij for i+ j < 2g + 2 form a basis of g.
The commutation relations (v) and (vii) now imply, that we can get the Chevalley
element as the wedge product of the following basis elements:
uij for i 6= j, i+ j < 2g + 2, j 6= g + 1 6= i
ui,g+1 and 2 · ug+1,i for 1 ≤ i ≤ g
ti,i+1 for 1 ≤ i ≤ g − 1 and finally
2tg.
From this we deduce immediately:
λCh = ±2g+1 ·
∧
i+j<2g+2
uij.
Let SOKN = {A ∈ SLN(R)|tA · A = id} be the compact form of G. Then
the elements sij = Eij − Eji for 1 ≤ i < j ≤ N form a basis of its Lie algebra
soKN = {A ∈MatN (R)|tA = −A}. To get SOK2g+1 as an inner twist of the split group
SO2g+1 we introduce the block matrices
C =
 idg 0 12wg0 1 0
i · wg 0 − i2 idg
 with inverse C−1 =
12 idg 0 − i2wg0 1 0
wg 0 i · idg
 .
Then we have tC · C = J , and the matrix
B = C
−1 · C =
 0 0 12wg0 1 0
2wg 0 0

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satisfies B · B = id2g+1 and can thus be used to define the inner form S˜O2g+1,K =
{A ∈ SO2g+1(C)|A = B · A · B−1}. (One may replace B by −B if det(B) = −1 to
get an element in SO2g+1(C).) With the notation φ(A) = C · A · C−1 we now have
the equivalences:
A ∈ SO2g+1(C)⇔ tA · (tC · C) · A = tC · C ⇔ t(CAC−1) · (CAC−1) = id2g+1
and
A = B ·A·B−1 ⇔ A = C−1 ·C ·A·(C−1 ·C)−1 ⇔ CAC−1 = CAC−1 ⇔ φ(A) = φ(A).
Thus we get an isomorphism
φ : S˜O2g+1,K →˜ SOK2g+1, A 7→ CAC−1.
On the Lie algebra this isomorphism is given by the same formula. Its effect on the
basis elements uij is given by the following rules where 1 ≤ µ, ν ≤ g:
φ(uµν) =
1
2
· (sµν − s2g+2−ν,2g+2−µ − i · sµ,2g+2−ν − i · sν,2g+2−µ)
φ(uµ,2g+2−ν) = sµν + s2g+2−ν,2g+2−µ + i · sµ,2g+2−ν − i · sν,2g+2−µ for µ < ν
φ(u2g+2−ν,µ) =
1
4
· (−sµν − s2g+2−ν,2g+2−µ + i · sµ,2g+2−ν − i · sν,2g+2−µ) for µ < ν
φ(uµ,g+1) = sµ,g+1 − i · sg+1,2g+2−µ
φ(ug+1,µ) =
1
2
· (−sµ,g+1 − i · sg+1,2g+2−µ) .
Here we put sµµ = 0. Especially we have for 1 ≤ µ = ν ≤ g:
φ(tµ) = φ(uµµ) = (−i) · sµ,2g+2−µ.
In the case 1 ≤ µ < ν ≤ g we get by applying the first equation to uµν and to uνµ,
using sνµ = −sµν and combining this with the next two equations:
φ (uµν ∧ uνµ ∧ uµ,2g+2−ν ∧ u2g+2−ν,µ) = sµν ∧ s2g+2−ν,2g+2−µ ∧ sµ,2g+2−ν ∧ sν,2g+2−µ.
Similarly we get from the last two equations:
φ (uµ,g+1 ∧ ug+1,µ) = (−i) · sµ,g+1 ∧ sg+1,2g+2−µ.
Forming the wedge product of the last three families of equations we obtain:
φ
( ∧
µ+ν<2g+2
uµν
)
= ±(−i)g ·
∧
1≤i<j≤2g+1
sij and finally
φ(λCh) = ±2g+1 ·
∧
1≤i<j≤2g+1
sij.
If we take the sij as standard basis for the compact form SO
K
2g+1, we get the claim
(i). One gets the recurrence relation (iii) as in the case of the symplectic group.
Now the proposition is proved.
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7 The constants α
(7.1) Let G = PGL2g+1/Q and G1 = SL2g/Q be its stable η-endoscopic group,
where η : g 7→ J−12g+1 · tg−1J2g+1. Let ∆ be the set of simple roots of G with respect
to the Borel P∅ of upper triangular matrices. Recall that the parabolic subgroups
containing P∅ are parametrized by the subsets I ⊂ ∆ and are denoted by PI . We may
identify the space of η-orbits ∆/η with the set of simple roots of G1 in such a way
that an η-stable I ⊂ ∆ corresponds to a parabolic subgroup PI,1 ⊂ G1 containing
the Borel P∅,1 of upper triangular matrices. Since G and G1 are semisimple, we can
arrange, that the open compact subgroups Zf ⊂ ZG(Af ) are small enough in the
sense that the group ζ = ZG(Q) ∩ (K∞ · Z∞ × Zf) is trivial in both cases.
The aim of this chapter is to prove:
Proposition 7.2. Let I ⊂ ∆ be η-stable. If γ ∈ PI(Q) and γ1 ∈ PI,1(Q) are η-
matching and contribute to the topological trace formula and if we use the Chevalley
measures on the centralizers inside G1 and 2 times the Chevalley measures on the
twisted centralizers inside G, then we have
α∞(γ, 1) = α∞(γ1, 1).
(7.3) Recall from [Wes12, Thm 4.9] the definition
α∞(γ0, h∞) =
O∞η (I, γ0, h∞)
dIζ,γ0
· (−1)∆(γ0,η) · #H
1(R, T )
voldb∞
(
(GIγ0,η)
′/ζ
) .
The factors on the right hand side will be explained in the following. Thereby we
will prove their coincidence for γ and γ1:
(7.4) For the definition of the sign factor (−1)∆(γ0,η) we refer to [Wes12, Thm.
4.9] and [Wes12, 3.9]. The coincidence of the sign factors has already be proved in
[Wes12, 5.26].
The numbers dIζ,γ0 are the cardinalities of certain non empty subsets of H
1(〈η〉, ζ)
as defined in [Wes12, 2.24]. But since we assume that ζ is the trivial group, they all
have to be 1.
(7.5) Recall that O∞η (I, γ, h∞) is the order of the coset space
RIγ,η = L
m
γ,η\
(
L˜m/L˜
)ηγ
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where
L˜ = p1 ·KI∞Z∞AI · p−11 , L˜m = p1 ·KI,m∞ Z∞AI · p−11 ,
Lmγ,η = L˜
m ∩GIγ,η(R), ηγ(x) = (gηγ)−1 · η(x) · gηγ,
KI∞ = K∞ ∩ PI(R), KI,m∞ = Km∞ ∩ PI(R).
But for G the group K∞ = SO2g+1 ⊂ G(R) = PGL2g+1(R) is already maximal
compact, as is the subgroup K∞ = Ug ⊂ G1(R) = Sp2g(R). Thus we haveK∞ = Km∞
in both cases, which implies L˜ = L˜m and therefore O∞η (I, γ, 1) = 1 = O
∞
η (I, γ1, 1).
(7.6) To handle the two remaining factors we have to calculate the (twisted) cen-
tralizers:
GIγ,η(F ) = {A ∈ PI(F )|ηγ(A) = A} =
{
A ∈ PI(F )|η(A)−1 · γ · A = γ
}
.
Here F denotes a field of characteristic 0. For I = ∆, i.e. P∆ = G, we omit the
index: Gγ,η = G
∆
γ,η. Since η : A 7→ J−1 · tA−1 · J is formed with a symmetric and
involutive antidiagonal matrix J = J2g+1, the twisted centralizers may be written in
the form:
Gγ,η(F ) =
{
A ∈ G(F )| tA · Jγ · A = Jγ} .
Lemma 7.7. (a) If χI,α (N (γ)) > 1 for all α ∈ ∆ − I and if N (γ) is conjugate to
an element of LI∞ = K
I
∞Z∞AI , then we have
Gγ,η = G
I
γ,η.
Proof: Since the twisted centralizer Gγ,η is contained in the usual centralizer GN (γ)
of the norm, it suffices to prove that GN (γ) ⊂ PI . But this is a consequence of the
two conditions: Since N (γ) is conjugate to an element of LI∞, it is semisimple and
may be conjugated inside PI(C) to a diagonal matrix δ′, where in each block of
the Levi MI the diagonal entries have the same absolute value. Then the condition
χI,α (N (γ)) > 1 for all α ∈ ∆ − I implies, that the absolute values of these entries
are different for different blocks ofMI . Thus the centralizer of δ
′ is contained in MI ,
and the centralizer of N (γ) must be contained in PI .
Since the two conditions are satisfied for γ contributing to the topological trace for-
mula [Wes12, Theorem 4.9.], we will assume this in the sequel in proving proposition
7.2. Thus we may compute the twisted centralizers in the full group G = P∆ resp.
G1 = P1,∆ and forget the index I.
Lemma 7.8. The canonical projection SL2g+1 → PGL2g+1 induces an isomorphism:{
A ∈ SL2g+1(F )| tA · Jγ · A = Jγ
} →˜ Gγ,η(F ).
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Proof: If A ∈ GL2g+1(F ) represents an element of Gγ,η(F ), then tA ·Jγ ·A = λ ·Jγ
for some λ ∈ F ∗. Since 2 and 2n+1 are coprime there exists a unique µ ∈ F ∗, such
that the two equations det(µA) = µ2n+1 det(A) = 1 and µ2λ = 1 are satisfied i.e.
such that µA ∈ SL2n+1(F ) and t(µA) · Jγ · (µA) = Jγ.
(7.9) Recall that N (γ) has a conjugate in LI∞. But then N (γ) = η(γ) · γ =
J−1 · tγ−1 ·J ·γ = t(Jγ)−1 ·Jγ is semisimple, since every element in LI∞ is semisimple.
Note that N (γ) is well defined as an element of SL2g+1(F ) ⊂ GL2g+1(F ), since we
have η(zγ) ·zγ = η(γ)γ for z in the center of GL2g+1 and since det(η(γ)) = det(γ)−1.
For a matrix M ∈ GLn(F ) put Aut(M) = {A ∈ GLn(F )| tA ·M · A =M}. If B ∈
GLn(F ) represents Jγ ∈ PGLn(F ), we thus get Gγ,η(F ) ∼= Aut(B)∩SL2g+1(F ) with
semisimple tB−1 ·B. We note that A ∈ Aut(M) implies A ∈ Aut(tM) by transposing
the equation, and thus A ∈ Aut(M + tM) and A ∈ Aut(M − tM).
Lemma 7.10. Let B ∈ GLn(F ) with semisimple S = tB−1 ·B. Assume that S has
block diagonal form S = diag(S0, 1m) such that S0 − 1n−m ∈GLn−m(F ).
(a) The matrix B is block diagonal: B = diag(B0, Bs) where Bs ∈ GLm(F ) is
symmetric, where S0 =
tB−10 · B0 and where the skew symmetric part P0 =
B0 − tB0 lies in GLn−m(F ).
(b) We have Aut(B) = Aut(B0)×Aut(Bs).
(c) We have S ∈ Aut(B − tB) and S0 ∈ Aut(P0).
(d) We have Aut(B0) = {A ∈ Aut(P0)|A · S0 = S0 · A}.
Proof: (a) If one writes B as a block matrix, then the equation tBS = B easily
implies, that B has to be block diagonal, since S0 − 1n−m is invertible, that Bs is
symmetric and S0 =
tB−10 ·B0. But then P0 = B0 · (1n−m−S−10 ) has to be invertible
too.
(b) The claim is a consequence of the fact that each A ∈ Aut(B) has to be block
diagonal: From Aut(B) ⊂ Aut(B − tB) = Aut(diag(P0, 0)) we deduce that A has
to be block lower triangular, since P0 is invertible, and from Aut(B) ⊂ Aut(B+ tB)
we deduce that A is block diagonal, since Bs is invertible.
(c) tS · (B− tB) · S = tB ·B−1 ·B · tB−1 ·B − tB ·B−1 · tB · tB−1 ·B = B − tB, and
the statement for S0 is a consequence of this identity.
(d) If A ∈ Aut(B0) then A ∈ Aut(P0) and
tB−10 ·B0 = t(tAB0A)−1 · (tAB0A) = A−1 · tB−10 · tA−1 · tA ·B0 ·A = A−1 · tB−10 ·B0 ·A
implies AS0 = S0A. Conversely A ∈ Aut(P0) means
tA · B0(1n−m − S−10 ) ·A = B0(1n−m − S−10 ).
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If furthermore A ·S0 = S0 ·A then we get tA ·B0 ·A · (1n−m−S−10 ) = B0(1n−m−S−10 ),
and then the invertibility of 1n−m−S−10 = S−10 ·(S0−1n−m) implies A ∈ Aut(B0).
(7.11) For β ∈ GL2g+1(F ) we denote its image in PGL2g+1(F ) by β and put
γ˜ = η(β)−1 · γ · β ∈ PGL2g+1(F ). Then we have:
Gγ˜,η = β
−1 ·Gγ,η · β
N (γ˜) = β−1 · N (γ) · β ([Wes12, 2.3 (14)])
B˜ : = tβ · B · β represents Jγ˜,
S˜ = β−1 · S · β where S˜ :=˜tB−1 · B˜.
By varying γ in its η-conjugacy class we may thus assume, that the semisimple
matrix S has block diagonal form S = diag(S0, 1m) with invertible S0−12g+1−m, that
B = diag(B0, Bs) is block diagonal with symmetric Bs and that the antisymmetric
part P0 = B0 − tB0 is the standard antidiagonal symplectic matrix J2p ∈ GL2p(F )
as in 6.4. Then we have m = 2(g − p) + 1. Now we put δ = diag(1g−p, S0, 1g−p) ∈
Sp2g =: G1.
Lemma 7.12. With the notations introduced above we have:
(a) Gγ,η ∼= SO(Bs)× {A ∈ Sp2p| AS0 = S0A}.
(b) (G1)δ ∼= Sp2(g−p) × {A ∈ Sp2p| AS0 = S0A}.
(c) The elements γη and δ are matching.
Proof: (a) Since Aut(B0) ⊂ Sp2p ⊂ SL2p lemma 7.10(b) implies
Gγ,η = Aut(B) ∩ SL2g+1 ∼= (Aut(Bs) ∩ SL2(g−p)+1)×Aut(B0)
and the claim is a consequence of lemma 7.10(d).
(b) This is clear, since S0 does not have the eigenvalue 1.
(c) Since this is essentially [BWW02, prop 6.3.(c)] we sketch the argument: Since
the claim may be checked over an algebraic closed field F¯ , one can assume γ to
be a diagonal matrix. Then B is antidiagonal and S is diagonal, and an explicit
calculation using the definitions of stable endoscopy implies the claim.
(7.13) Now we can finish the proof of proposition 7.2: Since the elements in PI,1(Q)
matching with ηγ are all stable conjugate we may assume γ1 = δ in the notations
of the preceding lemma.
Recall that in the factor #H1(R, T ) the torus T can be chosen to be a maximal
torus in the centralizer Gγ0,η. Now we may chose some maximal torus T0 inside the
group C = {A ∈ Sp2p| AS0 = S0A}, an R-anisotropic maximal torus T ′1 in Sp2(g−p)
(of rank g − p) and an
30 8. Restatement of the Topological Trace formula
R-anisotropic maximal torus T ′ in SO(Bs) again of rank g − p. Then we can chose
the maximal torus T in Gγ,η in such a way that it maps to T
′ × T0 under the
isomorphism of 7.12(a) and the maximal torus T1 in (G1)δ in such a way that it
maps to T ′1×T0 under 7.12(b). Since we have #H1(R, T ′) = 2g−p = #H1(R, T ′1) we
get immediately #H1(R, T ) = #H1(R, T1).
(7.14) For the remaining factor voldb∞
(
(GIγ0,η)
′/ζ
)
we first recall the fact that ζ
is the trivial group in both cases. For G = GIγ0,η = Gγ0,η the group G/R is the
inner form of G which is compact modulo the center of G ([Wes12, 3.9]), and then
G
′
denotes the common kernel of all rational characters of G (which may be viewed
as characters of G using the isomorphism G/Gder = G/G
der
). But lemma 7.12
implies that we have Gγ,η
′ ∼= SO2(g−p)+1 × C ′ and (G1)δ ′ ∼= Sp2(g−p),K(R) × C ′,
where Sp2(g−p),K is the compact inner form of Sp2(g−p)/R. From prop 6.2 and our
assumptions on the measures we now get
voldb∞
(
(GIγ,η)
′/ζ
)
= voldb∞,1
(
((G1)Iγ1)
′/ζ
)
.
This finishes the proof of proposition 7.2.
8 Restatement of the Topological Trace formula
(8.1) Now we assume that we are in one of the following situations:
(G, η,G1) = (PGL2n+1, η, Sp2n)
(G, η,G1) = (GL2n ×GL1, η,GSpin2n+1) where n = 1 or n = 2.
We regret that the condition n = 1 or n = 2 is missing in [Wes12, Theorem 5.23] due
to an formulation error: In fact for n ≥ 3 the group GSpin2n+1 is not cohomological
trivial (so the stabilization of the trace formula will be more complicated), and the
groups K∞ have not been specified, unless we can use the exceptional isomorphisms
GSpin5
∼= GSp4 and GSpin3 ∼= GL2. Now we may restate [Wes12, Theorem 5.23]
and [Wes12, Corollary 5.27]:
Theorem 8.2. (a) Assume that (G, η,G1) is as in 8.1. If the G-module M matches
with the G1-module M1, then
H∗c (G(Q)\G(A)/K∞Z∞,M) ∈ Gro(G(Af )⋊ η)
is the lift of
H∗c (G1(Q)\G1(A)/K∞,1Z∞,M1) ∈ Gro(G1 (Af ));
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(b) The same statement holds if one the cohomology with compact support H∗c is
replaced by the usual cohomology H∗.
In the situation (G, η,G1) = (PGL2n+1, η, Sp2n) we remark that due to proposition
7.2 the notion of lifting depends on a notion of matching test functions on the group
of finite adeles which is now defined intrinsically using the Haar measures on the
centralizers which are defined using a Chevalley basis.
9 Spectral decomposition of cohomology
(9.1) Frankes Theorem.
The functor V 7→ H∗(G(Q)\G(A)/K∞Z∞,V) induces a homomorphism between
Grothendieck groups: H∗,G : Gro(G , alg)→ Gro(G(Af )), where Gro(G(Af )) denotes
the Grothendieck group of admissible representations of G(Af) in a complex vector
space.
For I ⊂ ∆ the naive (not normalized) parabolic induction functor induces a homo-
morphism:
Ind
G(Af )
PI(Af )
: Gro(MI (Af )) −→ Gro(G(Af )).
Let aˇI = X
∗(PI) ⊗ R ∼= X∗(AI) ⊗ R and πI : X∗(A0) ⊗ R → aˇI be the canonical
projection, which annihilates the simple roots in I. Let ρI = πI(ρ), where ρ =
ρG ∈ X∗(A0) ⊗ R is half the sum of the positive roots. Let aˇ+I be the set of those
λ ∈ X∗(PI) ⊗ R = aˇI for which 〈λ, αˆ〉 ≥ 0 for all simple roots α ∈ ∆ − I. Here
αˆ = α∨ denotes the corresponding simple coroot.
After tensoring the Grothendieck groups with the field Q we can define the following
homomorphisms for I ⊂ ∆:
JEis,I : Gro(G , alg)Q → Gro(MI , alg)Q
V 7→
∑
λ∈aˇ+
I
1
nI(λ)
V ∗I,λ
where nI(λ) is the number of Weyl chambers to which λ belongs and where V
∗
I,λ is
the part of the virtual MI module H
∗(nI , V ), on which aI = X∗(AI) ⊗ R acts by
−λ.
If G is a split group, let W be its Weyl group. In view of Kostants theorem JEis,I
may be rewritten in the form
JEis,I : Gro(G , alg)Q → Gro(MI , alg)Q
Vχ 7→
∑
w∈W I ,
πI(w(χ+ρ)) ∈ −aˇ+I
(−1)l(w)
nI(w(χ+ ρ)− ρ) V
I
w(χ+ρ)−ρ
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where Vχ is an irreducible algebraicGmodule with highest weight χ, where V
I
w(χ+ρ)−ρ
denotes the corresponding highest weight module for MI and where
W I = {w ∈ W |w−1α > 0 for α ∈ I} = {w ∈ W |w−1αˆ > 0 for α ∈ I}.
If χ : Z∞AI → C∗ denotes a continuous character, we define C∞(MI(Q)\MI(A), χ)
to be
{f ∈ C∞(MI(Q)\MI(A)) | f(zg) = χ(z)f(g) for z ∈ Z∞ · AI} ,
and denote by L2(MI(Q)\MI(A), χ) its completion as a Hilbert space with respect
to integration over MI(Q)\MI(A)′, whereMI(A)′ is the common kernel of all homo-
morphisms of the form m 7→ |φ(m)|, where φ : MI → Gm is a rational character. By
L2,disc(MI(Q)\MI(A), χ) we denote the intersection of C∞(MI(Q)\MI(A), χ) with
the discrete spectrum in L2(MI(Q)\MI(A), χ). Now we can define a homomor-
phism H∗2,disc = H
∗,MI
2,disc : Gro(MI , alg) → Gro(MI (Af )), if we put for an irreducible
MI(Q)-modul V , on which Z∞ · AI acts by the central character χV :
H∗,MI2,disc(V ) = H
∗(mI , K∞ ∩MI(R);L2,disc(MI(Q)\MI(A), χ−1V )⊗ V ).
Theorem 9.2. The following identity between homomorphisms from Gro(G , alg) to
Gro(G(Af ))Q holds:
H∗,G =
∑
I⊂∆
Ind
G(Af )
PI(Af )
◦H∗,MI2,disc ◦ JEis,I .
This is a consequence of the spectral sequence [Fr98, (7.4.1)], since the E1 term
coincides with the E∞ term in the Grothendieck group. The statement is closely
related to the considerations in [Fr98, 7.7.(1) and (2)].
Lemma 9.3. For w ∈ W I and πI(w(χ+ρ)) ∈ −aˇ+I we have I = {α ∈ ∆|w−1α > 0}.
Proof: For α ∈ ∆ and w ∈ W I write w−1αˆ =∑β∈∆ kββˆ. Then we have
〈w(χ+ ρ), αˆ〉 = 〈χ+ ρ, w−1αˆ〉 =
∑
β∈∆
kβ〈χ+ ρ, βˆ〉.
Now 〈χ+ ρ, βˆ〉 = 〈χ, βˆ〉+1 ≥ 1 since χ is a dominant weight. In the case w−1αˆ > 0
(especially for α ∈ I) all the kβ are non negative with at least one of them being
positive. Consequently 〈w(χ + ρ), αˆ〉 > 0. For w−1αˆ < 0 we get 〈w(χ + ρ), αˆ〉 < 0
by the analogous argument.
Now write πI(w(χ+ρ)) = w(χ+ρ)−
∑
β∈I nββ. The condition 〈πI(w(χ+ρ)), αˆ〉 = 0
for α ∈ I implies that nβ =
∑
γ∈I cβγ〈w(χ+ρ), γˆ〉, where C = (cβγ)β,γ∈I is the inverse
of the matrix (〈β, αˆ〉)α,β∈I . It is known that cβγ ≥ 0 for all β, γ ∈ I. For α ∈ ∆− I
we now deduce from πI(w(χ+ ρ)) ∈ −aˇ+I
0 ≥ 〈πI(w(χ+ ρ)), αˆ〉 = 〈w(χ+ ρ), αˆ〉 −
∑
β,γ∈I
〈β, αˆ〉 · cβγ · 〈w(χ+ ρ), γˆ〉
≥ 〈w(χ+ ρ), αˆ〉
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since 〈β, αˆ〉 ≤ 0 for α /∈ I, β ∈ I and since cβγ ≥ 0 and 〈w(χ + ρ), γˆ〉 > 0 for
all β, γ ∈ I. By the computation at the beginning we conclude w−1αˆ < 0, which
immediately implies the claim, since we have w−1αˆ > 0 for α ∈ I by the definition
of W I .
This implies that for each w ∈ W there is at most one I ⊂ ∆ such that the condition
w ∈ W I and the cone condition πI(w(χ+ ρ)) ∈ −aˇ+I are both satisfied. We write
I = I(w) if both conditions are satisfied.
(9.4) The case of linear groups. In the case of the automorphism η of
order 2 on G = GLn,GLn × GL1,PGLn we can make things more explicit: Recall
that for G = GLn we denote by (a1, a2, . . . , an) ∈ Zn ≃ X∗(T ) the character χ :
diag(t1, . . . , tn) 7→ ta11 · · · tann . Similarly we denote a character of the group Gnm×Gm
by (a1, a2, . . . , an; a0) ∈ Zn × Z. The characters of the diagonal torus in PGLn may
be described by the set {(a1, . . . , an) ∈ Zn|
∑n
i=1 ai = 0}. The simple roots are of
the form αi = ei − ei+1 ∈ X∗(T ) for the standard basis ei of Zn. The positive Weyl
chamber is given by the inequalities a1 ≥ a2 ≥ . . . ≥ an. The automorphism η
acts by (a1, a2, . . . , an) 7→ (an, an−1, . . . , a1) (cases GLn and PGLn) respectively by
(a1, . . . , an; a0) 7→ (a0 − an, . . . , a0 − a1; a0) in the case G = GLn × GL1. We have
ρ =
(
n−1
2
, n−3
2
, . . . , 1−n
2
)
. This implies for the Weyl-group action of w ∈ W = Sn:
w(χ+ ρ)− ρ = (b1, . . . , bn) with bi = aw−1(i) + i− w−1(i)
If the complement of I ⊂ ∆ is written in the form ∆ − I = {αi1 , αi2 , . . . , αir−1}
with i1 < i2 < . . . < ir−1, we introduce the notations i0 = 0, ir = n, jµ = iµ − iµ−1
and I˜ = (i1|i2 − i1| . . . |n − ir−1) = (j1| . . . |jr). Then the Levi group MI , which
consists of block diagonal matrices, is isomorphic to GLj1 × . . .×GLjr ⊂ GLn (with
obvious modifications for the other linear groups under consideration).The parabolic
PI consists of upper triangular block matrices.
If we consider χ = (a1, a2, . . . , an) as a character on T ⊂ MI we write it in the
form (a1, . . . , ai1 |ai1+1, . . . , ai2 | . . . |air−1+1, . . . , an) and call the sequence of numbers
between two | a block. For χ in the positive Weyl chamber the condition w ∈ W I
then means that the numbers in each block of w(χ + ρ) − ρ = (b1, . . . , bn) with
bi = aw−1(i) + i − w−1(i) are in a semi decreasing order: biµ+1 ≥ . . . ≥ biµ+1 . The
numbers in the blocks of w(χ + ρ) = (b˜1, . . . , b˜n) are then in a strictly decreasing
order. We have b˜i = a˜w−1(i), where a˜i = ai+
n+1
2
− i is a strictly decreasing sequence.
With the arithmetic means of the numbers in each block
mµ =
1
jµ
·
jµ∑
ν=1
b˜iµ−1+ν
we can now describe
πI(w(χ+ ρ)) = (m1, . . . , m1|m2, . . . , m2| . . . |mr . . . , mr)
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The condition πI(w(χ+ρ)) ∈ −aˇ+I is equivalent to the statement that the sequence
of rational numbers mµ is semi increasing: m1 ≤ m2 ≤ . . . ≤ mr.
The b˜i forming a strictly decreasing sequence in each block we get the relation
b˜iµ ≤ mµ ≤ mµ+1 ≤ b˜iµ+1 which implies the description I = {αi ∈ ∆|b˜i > b˜i+1} =
{αi ∈ ∆|w−1(i) < w−1(i+ 1)} as in the preceeding lemma.
10 Partitions
(10.1) numbered and unordered partitions. By a numbered partition J =
(J1, . . . , Jr) of a finite set T we mean an r-tuple of pairwise disjoint subsets Ji such
that T = ∪ri=1Ji. The underlying unordered partition is the set {J1, . . . , Jr}. Two
numbered partitions J = (J1, . . . , Jr) and J
′ = (J ′1, . . . , J
′
r) are called equivalent (in
symbols J ∼ J ′) if {J1, . . . , Jr} = {J ′1, . . . , J ′r}.
(10.2) Totally ordered sets. For a finite totally ordered set T (e.g. a finite
subset of Q) let η = ηT be the unique order reversing involution.
If T and K are totally ordered sets of the same cardinality, then there exists a unique
order preserving bijection ι between T and K, and then ι ◦ ηT = ηK ◦ ι. Then ι
induces a bijection between the numbered resp. unordered partitions of T and those
of K.
Definition 10.3. Let J = (J1, ..., Jr) be a numbered partition of the finite totally
ordered set T .
(a) J is called chronological numbered if i < j implies ti < tj for all ti ∈ Ji and
tj ∈ Jj.
(b) η(J) = (η(Jr), . . . , η(J1)).
(c) J is called η-stable, if η(J) ∼ J
(d) J is called η-fixed, if η(J) = J as a numbered partition.
(e) J is called η-invariant, if η(Jµ) = Jµ for µ = 1, . . . , r.
(f) J is called η-admissible, if there is l ≤ r
2
such that η(Jµ) = Jr+1−µ for µ =
1, . . . , l and η(Jµ) = Jµ for µ = l + 1, . . . , r − l.
(10.4) The permutation associated to a partition. It is clear, that for
each numbered partition J = (J1, . . . , Jr) of a finite ordered set T there exists a
unique chronological numbered partition J ′ = (J ′1, . . . , J
′
r) such that #Jµ = #J
′
µ for
µ = 1, . . . , r. For example if T = {1, . . . , n} we can put iµ = #J1 + . . . + #Jµ for
µ = 0, . . . , r and then we have J ′µ = {iµ−1 + 1, . . . , iµ}. Now we define wJ ∈ ST to
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be the unique permutation of T such that wJ induces an order preserving bijection
from Jµ to J
′
µ for all µ = 1, . . . , r.
(10.5) The partition associated to a permutation. Now we can continue
the considerations of (9.4): Let I ⊂ ∆ be given. Writing ∆−I = {αi1 , αi2 , . . . , αir−1}
with i1 < i2 < . . . < ir−1 and i0 = 0, ir = n we can consider the chronological num-
bered partition J ′µ = {iµ−1 + 1, . . . , iµ} of T = {1, . . . , n} . Let χ = (a1, . . . , an) ∈ Zn
be a fixed dominant weight and let w ∈ W I be such that πI(w(χ+ ρ)) ∈ −aˇ+I .
We define
Jµ = {j ∈ {1, . . . , n} | iµ−1 < w(j) ≤ iµ} = w−1(J ′µ)
and get a numbered partition J = (J1, . . . , Jr). Since a˜i = ai +
n+1
2
− i is a strictly
decreasing sequence and since b˜i = a˜w−1(i) is a strictly decreasing sequence if i varies
in some J ′µ, we get that w induces an order preserving bijection from Jµ to J
′
µ for
each µ = 1, . . . , r. Consequently w coincides with the element wJ associated to the
partition J . Therefore I and w are uniquely determined by J .
We may rewrite the arithmetic means in the following form
mµ = m(Jµ) =
1
#J ′µ
∑
j∈J ′µ
b˜j =
1
#Jµ
∑
j∈Jµ
a˜j .
Thus we get that the numbered partition J is admissible numbered in the following
sense:
Definition 10.6. A numbered partition J = (J1, . . . , Jr) of {1, . . . , n} is called
admissible numbered (with respect to a dominant χ = (a1, . . . , an)) if the arithmetic
means
m(Jµ) =
1
#Jµ
∑
j∈Jµ
(
aj +
n+ 1
2
− j
)
form a semi increasing sequence of rational numbers:
m(J1) ≤ m(J2) ≤ . . . ≤ m(Jr).
(10.7) Reformulation of Frankes theorem. It is clear that each num-
bered partition is equivalent to some admissible numbered partition. Now let P
be a set of admissible numbered partitions of {1, 2, . . . , n} which contains for every
unordered partition exactly one admissible numbered representative. To an admis-
sible numbered partition J we can associate the element w = wJ ∈ Sn and using
the numbers iµ defining the chronological ordered partition J
′ we get the subset
I(J) = ∆− {αi1 , . . . , αir−1} of ∆ associated to J .
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Proposition 10.8. For G = GLn or G = PGLn or G = GLn × GL1 we have the
following identity in Gro(G(Af )):
H∗,G(Vχ) =
∑
J∈P
(−1)l(wJ ) IndG(Af )PI(J)(Af )H
∗,MI(J)
2,disc (V
I(J)
wJ(χ+ρ)−ρ).
Proof: The preceding combinatorial considerations show that the sum over I and
w ∈ W I in theorem 9.2 may be replaced by a sum over all admissible numbered
partitions. But the numbers nI(J)(wJ(χ+ρ)−ρ) count the admissible numberings of
the unordered partition underlying J . Since the usual intertwining operator induces
an isomorphism
ιJ,J˜ : Ind
G(Af )
PI(J)(Af )
H
∗,MI(J)
2,disc (V
I(J)
wJ(χ+ρ)−ρ) ≃ Ind
G(Af )
P
I(J˜)(Af )
H
∗,M
I(J˜)
2,disc (V
I(J˜)
w
J˜
(χ+ρ)−ρ),
if J and J˜ are two different admissible numberings of the same unordered partition,
we get the claim.
Lemma 10.9. Let χ ∈ X∗(T )η be η-invariant, and let J be an admissible numbered
partition of {1, . . . , n}.
(a) m(η(Jµ)) = a0 −m(Jµ) where a0 = 0 in the cases G = GLn and G = PGLn.
(b) η(J) is an admissible numbered partition.
(c) If J is η-admissible, then it is η-stable.
(d) Each η-stable admissible numbered partition is equivalent to an η-admissible
numbered partition.
(e) An η-stable J is η-fixed if and only if it is η-admissible and there is at most
one index µ with η(Jµ) = Jµ.
Proof: (a) χ = (a1, . . . , an; a0) resp. χ = (a1, . . . , an) being η-invariant means
aη(j) = a0 − aj for j = 1, . . . , n. This implies
a˜η(j) = aη(j) +
n + 1
2
− η(j) = a0 − aj + n + 1
2
− (n+ 1− j) = a0 − a˜j
m(η(Jµ)) =
1
#η(Jµ)
∑
j∈η(Jµ)
a˜j =
1
#Jµ
∑
j∈Jµ
a˜η(j) = a0 − 1
#Jµ
∑
j∈Jµ
a˜j = a0 −m(Jµ).
(b) is an immediate consequence of (a).
(c) is clear from the definitions since η is an involution on the set {1, . . . , n}.
(d) If J is η-stable let l be the number of η-orbits {Jµ, η(Jµ)} containing two elements
inside {J1, . . . , Jr}. From each of these orbits we pick an element Jµ with m(Jµ) ≤
m(η(Jµ)) and we renumber these elements by the integers 1, . . . , l in such a way
37
that we have m(J1) ≤ . . . ≤ m(Jl). We put Jn+1−µ = η(Jµ) for µ = 1, . . . , l and
we let Jl+1, . . . , Jn−l be any numbering of the subsets satisfying η(Jµ) = Jµ. Since
(a) implies m(Jµ) =
a0
2
for µ = l + 1, . . . , n − l and furthermore m(Jl) ≤ a02 ≤
m(Jn+1−l) we conclude that we get an admissible numbering, which is η-admissible
by construction.
(e) is an immediate consequence of the definitions.
(10.10) We associate to every η-admissible partition
J = (J1, . . . , Jl, Jl+1, . . . , Jr−l, Jr−l+1, . . . , Jr)
an η-fixed partition π(J) = (J˜1, . . . , J˜λ). If 2l = r we put π(J) = J and λ = 2l = r.
In the case 2l < r we put J˜µ = Jµ for µ = 1, . . . , l, J˜l+1 =
⋃r−l
µ=l+1 Jµ and finally
J˜µ = Jµ+r−2l−1 for µ = l + 2, . . . , 2l + 1 =: λ.
If π(J) is replaced by an equivalent η-fixed partition J˜ ′ then it is easy to see that
there exists an η-admissible partition J ′ equivalent to J such that π(J ′) = J˜ ′.
By eventually replacing an admissible partition by an equivalent one we may assume
that the set of partitions P is formed in such a way, that the subset Pstable of η-stable
partitions in P consists of η-admissible partitions and that π maps Pstable to the
subset Pfix of η-fixed partitions in P. The subset of η-invariant partitions in P is
denoted by P inv. Observe that P inv = {J ∈ Pstable|π(J) = Jtrivial} where Jtrivial is
the trivial partition ({1, . . . , n}).
If J is an η-admissible partition as above with 2l < r, then wπ(J) is an order pre-
serving bijection from J˜l+1 to {il + 1, . . . , n− il}. Then the shift σ : i 7→ i− il is an
order preserving bijection of this latter set to {1, . . . , n˜} where n˜ = n − 2il. Now
Kν = σ(wπ(J)(Jl+ν)) for ν = 1, . . . , r−2l defines a numbered partition of {1, . . . , n˜}.
We write K(J) = (K1, . . . , Kr−2l). It is easy to see that K(J) is admissible num-
bered with respect to the character χ˜ which is obtained by subtracting the ρ of GLn˜
from the middle block of the character wπ(J)(χ+ ρ).
Lemma 10.11. Let J = (J1, . . . , Jr) be an admissible numbered partition.
(a) We have I(η(J)) = η(I(J)) and η(wJ) = wη(J).
(b) If J is η-fixed then we have w(J) ∈ W η and I(J) is η-invariant.
(c) η(Kν) = Kν for ν = 1, . . . , r − 2l.
(d) If J is η-admissible then w(J) ·w(π(J))−1 is the identity on {1, . . . , il} and on
{n− il + 1, . . . , n}, and we have
σ ◦ w(J) · w(π(J))−1 ◦ σ−1 = wK(J).
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Proof: (a) To η(J) = (J˜1, . . . , J˜r) with J˜µ = η(Jr+1−µ) one associates the numbers
i˜µ = #J˜1+ . . .+#J˜µ = #Jr+ . . .+#Jr+1−µ = n− (#J1 + . . .+#Jr−µ) = n− ir−µ.
Then we have η(I(J)) = η
(
∆− {αi1 , . . . , αir−1}) = ∆−{αn−i1 , . . . , αn−ir−1} = ∆−{
αi˜r−1, . . . , αi˜1
}
= I(η(J)) since η(αi) = αn−i. With the involution wn : i 7→ n+1−i
of {1, . . . , n} we have η(w) = wn ◦ w ◦ wn in W = Sn. Now wn maps J˜µ bijectively
and order reversing to Jr+1−µ. Then wJ maps by definition Jr+1−µ bijectively and
order preserving to {ir−µ + 1, . . . , ir−µ+1} and finally wn maps this set bijectively
and order reversing to {n + 1− ir−µ+1, . . . , n+ 1− (ir−µ + 1)} =
{
i˜µ−1 + 1, . . . , i˜µ
}
.
Thus η(wJ) has the defining properties of wη(J) and thus must be equal to this
permutation.
(b) is a consequence of (a).
(c) Since wπ(J) and Jl+ν are fixed by η = ηn we have ηn(wπ(J)(Jl+ν)) = wπ(J)(Jl+ν)
and from this one concludes ηn˜(Kν) = Kν .
(d) again is a consequence of the defining properties of wj, wπ(J) and wK(J).
Lemma 10.12. If J˜ is an η-fixed partition, then the map J 7→ K(J) defines a
bijection from the inverse image of J˜ under π in Pstable to the set P invn˜ of η-invariant
partitions of {1, . . . , n˜}.
(10.13) Now let G = PGL2g+1 and G1 = Sp2g be its stable η-twisted endoscopic
group. We have X∗(T1) = X∗(T )η and W (G1) = W (G)η. The set of simple roots
∆1 of G1 may be identified with the set of η-orbits in ∆. Therefore the subsets I1
of ∆1 (which parametrize the standard parabolics of G) may be identified with the
η-stable subsets I of ∆. Denote by P1,I resp. M1,I the corresponding parabolic resp.
Levi subgroups of G1.
Proposition 10.14. For G1 = Sp2g we have the following identity in Gro(G1 (Af )),
if χ ∈ X∗(T1) = X∗(T )η is dominant:
H∗,G1(Vχ) =
∑
J∈Pfix
Ind
G1(Af )
P1,I(J)(Af )
H
∗,M1,I(J)
2,disc (V
I(J)
wJ (χ+ρ)−ρ).
Proof: This again is a consequence of theorem 9.2, if we take W (G1) =W (G)
η and
lemma 10.11 into account.
Theorem 10.15. For dominant χ ∈ X∗(T1) = X∗(T )η we have
H∗,G12,disc(Vχ) lifts to
∑
J∈Pinv
Ind
G(Af )
PI(J)(Af )
H
∗,MI(J)
2,disc (VwJ (χ+ρ)−ρ)
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The proof is by induction on g, the case g = 0 being trivial. So we assume that the
theorem is valid for all γ < g. Now [Wes12, Cor 5.27] as restated in 8.2(b) implies,
that H∗,G1(Vχ) lifts to H∗,G(Vχ). Write
RJ = (−1)l(wJ ) IndG(Af )PI(J)(Af )H
∗,MI(J)
2,disc (V
I(J)
wJ(χ+ρ)−ρ) and
R1J = (−1)l1(wJ ) IndG1(Af )P1,I(J)(Af )H
∗,M1,I(J)
2,disc (V
I(J)
wJ(χ+ρ)−ρ)
By 10.14 and 10.8 we may reformulate:∑
J∈Pfix
R1J lifts to
∑
J∈P
RJ .
Here we have to observe that the filtration which induces Frankes spectral sequence
is η-invariant. Thus we get an η-action on the initial term of the spectral sequence
and therefore on
∑
J∈P RJ in such a way that it is compatible with the η-action on
the limit.
Since RJ appears together with Rη(J) in the sum for G, if J is not η-stable (thus
RJ +Rη(J) has trivial η-traces), we may replace the sum on the right hand side by∑
J∈Pstable
RJ =
∑
J∈Pfix
∑
J ′∈Pstable,π(J ′)=J
RJ ′.
We will prove that the induction assumption implies that for J ∈ Pfix, J 6= Jtrivial
we have: R1J lifts to
∑
J ′∈Pstable,π(J ′)=J RJ . Then it is an immediate consequence that
H∗,G12,disc(Vχ) = R
1
Jtrivial
lifts to
∑
J∈Pinv RJ .
Indeed let J = (J1, . . . , Jr) be η-fixed and put ji = #Ji. Then ji = jr+1−i implies
that r = 2l + 1 must be odd, since
∑r
i=1 ji = 2g + 1 is odd. Write jl+1 = 2γ + 1.
Then M1,I(J) is of the form LJ × Sp2γ with LJ = Πli=1GLji ⊂ Sp2g. Similarly the
inverse image of MI(J) in GL2g+1 is of the form M˜I(J) = LJ ×GL2γ+1 × η(LJ). For
J ′ ∈ Pstable with π(J ′) = J we get M˜I(J ′) = LJ ×MK(J ′) × η(LJ) in the notations
introduced above. In the case J 6= Jtrivial we have γ < g and LJ 6= 1 and we can
apply the induction assumption to the lift from Sp2γ to PGL2γ+1 with respect to the
character χ˜ introduced earlier. Observe that the J ′ ∈ Pstable with π(J ′) = J are in
one-to-one correspondence with the equivalence classes of η-invariant partitions K
of {1, . . . , , 2γ + 1}.
It is an easy exercise that the induction assumption implies thatH
∗,M1,I(J)
2,disc (V
I(J)
wJ(χ+ρ)−ρ)
lifts to
∑
π(J ′)=J(−1)l(wJ′)−l1(wJ )H
∗,MI(J′)
2,disc (V
I(J ′)
wJ′(χ+ρ)−ρ), and then the claim is clear,
since the lifting relation remains valid after parabolic induction.
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11 Proof of the Main Theorem
(11.1) Characters on the blocks. Let χ = (ag, . . . , a1, 0,−a1, . . . ,−ag) ∈
X∗(T )η ⊂ Z2g+1 be a dominant weight. Recall that
Sχ = {−ag − g, . . . ,−a1 − 1, 0, a1 + 1, . . . , ag + g}
is the characteristic set of type Cg associated to χ. Let J = (J1, . . . , Jr) be an
η-invariant partition of {1, . . . , 2g + 1}. Via 10.2 this gives rise to an η-invariant
partition Sχ = Σ1 ∪ . . . ∪ Σr. We remark that every ordering of an η-invariant
partition is admissible, but we have to fix one. For i = 1, . . . , r let ji = #(Σi) and
ki = −j1 − . . .− ji−1 + ji+1 + . . .+ jr. Let Ti ⊂ GLji be the diagonal torus and let
κi : Gm → Gm, z 7→ zki . Observe ki ≡
∑
ν 6=i jν = 2g+1− ji ≡ 1 +#(Σi) mod 2.
Observe thatMI(A) ∋ (m1, . . . , mr) 7→
∏r
i=1 |det(mi)|ki is the modulus of the action
of MI(A) on the unipotent radical UI(A) of PI(A) and thus its square root is the
additional factor, which describes the normalized parabolic induction in terms of
the naive induction. This square root is attached to the difference ρG − ρMI .
There is exactly one index i such that 0 ∈ Σi. Then ji = 2γi + 1 is odd and Σi is of
type Cγi. We have Σi = Sχ˜i for some η-invariant dominant character χ˜i. Since ki is
even in this case, we may put χi = χ˜i · (det)−ki/2 and get an η-invariant dominant
character χi×κ−1i on Ti×Gm. If Σi = {−bγi − γi, . . . ,−b1 − 1, 0, b1 + 1, . . . , bγi + γi}
with bγi ≥ . . . ≥ b1 ≥ 0 then
χi =
(
bγi −
ki
2
, . . . , b1 − ki
2
,−ki
2
,−b1 − ki
2
, . . . ,−bγi −
ki
2
)
∈ Z2γi+1.
If 0 /∈ Σi then ji = 2γi is even, Σi is of type Dγi and ki is odd. By lemma 3.15(b)
there exists an η- invariant dominant character of the form χi×κ−1i on Ti×Gm such
that its characteristic set is Σi. If Σi = {−bγi − γi, . . . ,−b1 − 1, b1 + 1, . . . , bγi + γi}
with bγi ≥ . . . ≥ b1 ≥ 0 then
χi =
(
bγi +
−ki + 1
2
, . . . , b1 +
−ki + 1
2
,−b1 + −ki − 1
2
, . . . ,−bγi +
−ki − 1
2
)
∈ Z2gi .
In both cases we have η(χi) = χi + (ki, . . . , ki) = χi · κi ◦ det.
(11.2) Now we want to relate the discrete spectrum cohomology of the Levi MI
to the cohomology of its building blocks GLji: Observe that K∞ ∩MI(R) is not
connected: We have O2g+1 ∩MI(R) =
∏r
i=1Oji and thus we may pick orthogonal
matrices with determinant−1 at an even number of places to get an element ofKI∞ =
SO2g+1 ∩MI(R). Therefore we have to take eigenspaces for the action of Oji/SOji
on the cohomology of the building blocks as in 4.11. If ji is odd, then Oji/SOji is
represented by central matrices, i.e. the central character of a representation decides
whether an eigenspace is empty or not.
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Proposition 11.3. In the notations of theorem 10.15 and of the preceding sections
we have
H
∗,MI(J)
2,disc (V
I(J)
wJ(χ+ρ)−ρ) =
∑
ǫ=±
r⊗
i=1
H
∗,GLji
2,disc (Vχi)
ǫ.
Proof: It is a matter of book keeping, that we may write:
wJ(χ + ρ)− ρ = (χ1| . . . |χr).
If one modifies the left hand side by replacing inH∗(mI , KI∞AIZ∞, . . .) the groupK
I
∞
by its connected component (KI∞)
◦ =
∏
i SOji, then the Ku¨nneth formula implies,
that this is
r⊗
i=1
H
∗,GLji
2,disc (Vχi) =
r⊗
i=1
∑
ǫ=±
H
∗,GLji
2,disc (Vχi)
ǫ.
Now invariance under SO2g+1 ∩ MI(R) means that only those tensor products of
eigenspaces appear, which share the sign.
Lemma 11.4. Let χ = (a1, . . . , a2g) ∈ X∗(T ) = Z2g be a dominant character of the
split torus T in GL2g satisfying a2g+1−i + ai = w for some w ∈ Z and let Vχ be the
associated algebraic representation with highest weight χ. Then the center of GL2g
acts by the character z 7→ zgw.
Proof: This is clear since we have
∑2g
i=1 ai = gw by our assumption.
Proposition 11.5. Let πf = π1,f× . . .×πr,f be a representation of G(Af) contribut-
ing to Ind
G(Af )
PI(J)(Af )
H
∗,MI(J)
2,disc (VwJ(χ+ρ)−ρ) for a fixed η-invariant J in the sense that for
i = 1, . . . , r we have an automorphic representation πi = πi∞ × πi,f of GLji(A)
in the discrete spectrum, and πi ⊗ | det |ki/2 contributes to H∗,GLji2,disc (Vχi). Assume
η(πf) ∼= πf .
(a) We have η(πi) ∼= πi for i = 1, . . . , r. If πi = MW (ρi, ni) with ji = mi · ni and
a cuspidal automorphic representation ρi of GLmi(A) we have η(ρi) ∼= ρi.
(b) The central character ωi = ω(πi) = ωi∞ · ω(πi,f) is a quadratic character.
(c) If ji = 2γi+1 is odd, then πi⊗ωi is an η-invariant automorphic representation
of PGL2gi+1(A).
(d) If ji = 2γi is even, then ωi∞(−1) = (−1)γi.
Proof: (a) Let π = π1 × . . .× πr. By assumption π is a quotient of
ρ1| · |
n1−1
2 × . . .× ρ1| · |
1−n1
2 × . . .× ρr| · |nr−12 × . . .× ρr| · | 1−nr2 .
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Similarly η(π) is a quotient of
η(ρr)| · |nr−12 × . . .× η(ρr)| · | 1−nr2 × . . .× η(ρ1)| · |
n1−1
2 × . . .× η(ρ1)| · |
1−n1
2 .
By the extended version of the strong multiplicity one theorem [JS81b, Theorem 4.4]
the assumption η(πf ) ∼= πf implies that for every i = 1, . . . r and every νi ≤ ni − 1
there exists j ≤ r and ν ′j ≤ nj − 1 such that we have η(ρi)| · |
ni−1
2
−νi ∼= ρj | · |
nj−1
2
−ν′j .
This implies mi = mj . But H
p(gmi , K
mi∞ , ρi,∞ ⊗ Vχi) 6= 0 for some p ≥ 0 implies
0 6= Hp(gmi , Kmi∞ , η(ρi,∞)⊗ ηVχi)) = Hp(gmi , Kmi∞ , η(ρi,∞)⊗ (Vχi ⊗ κi ◦ det))
since ηVχi = Vη(χi) = Vχi ⊗ κi ◦ det. This implies 0 6= Hp(gmi , Kmi∞ , (η(ρi,∞) ⊗
| det |ki) ⊗ Vχi). Similarly Hp′(gmi , Kmi∞ , ρj,∞ ⊗ Vχj ) 6= 0 for some p′ ≥ 0. But then
the fact, that η(ρi) and ρj differ by a power of the modulus character, implies that
χi and χj have the same characteristic set. Since Sχi 6= Sχj for i 6= j we get i = j.
Then the bijectivity of the map (i, νi) 7→ (j, ν ′j) implies immediately that we have
ν ′j = 0 for νi = 0, and thus we get η(ρi) ∼= ρi. From this we deduce η(πi) ∼= πi.
(b) is a consequence of (a) and ω(η(πi)) = ω(πi)
−1.
(c) We have ω(πi ⊗ ωi) = ω(πi) · ω2gi+1i = ω2(gi+1)i = 1 by (b).
(d) Since π contributes to the cohomology we have some non vanishing class in
Hp(gji, K
ji∞, πi,∞ ⊗ Vχ). Therefore we have some non vanishing K∞-equivariant ho-
momorphism from Λp(gji/k
ji) to πi,∞⊗Vχ. Since −id ∈ SO2γi ⊂ K∞ acts as identity
on Λp(g/k), as ωi∞(−1) on πi,∞ and as (−1)γi on Vχ by 11.4 (since ki is odd), the
claim is clear.
(11.6) Proof of the Main Theorem 5.3.
If τ is an irreducible automorphic representation on Sp2g(A) such that τf appears
with non trivial multiplicity in the alternating sum∑
i
(−1)iH i(sp2g, Ug, L2,disc(Sp2g(Q)\Sp2g(A))⊗ Vχ),
then theorem 10.15 tells us that there is a partition of Sχ into characteristic sets
S˜i such that τ weakly lifts to a representation of the form π = π1 × . . . × πr as
in proposition 11.5 with η(πf) = πf . Here πi are automorphic representations in
the discrete spectrum, and by the main result of [MW89] they are of the form
πi = MW (ρi, ni) with positive integers ni and cuspidal representations ρi on some
GLmi . Then S˜i = MW (Si, ni) for some ni-admissible characteristic set Si of type
Xγi , and the ρi are up to twist by a power of the modulus character cohomological
with respect to some coefficient system Vχi with Si = Sχi. By 11.5(a) we have
η(ρi) = ρi. By 11.5(b) we can write ωρi = χdi for some di ∈ Q∗/(Q∗)2. In the case
that Si is of type Cγi we put π
(i) = ρi ⊗ χdi . In all other cases we put π(i) = ρi.
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Again we have η(π(i)) = π(i). By the main result of [Sou05] (compare [CPSS11,
Thm. 6.1.]) we get that π(i) is a weak lift of some irreducible generic cuspidal
automorphic representation π
(i)
1 on the group Sp2γi in case that Si is of type Cγi,
respectively on either the group G
(i)
1 = SO2γi+1 or on the group G
(i)
1 = SO
di
2γi
. Since
π
(i)
1 has a semi weak lift to the GL∗ groups in question by [CPSS11] and since we
have strong multiplicity one for GL2γi we get, that π
(i) is a semi weak lift of π
(i)
1 .
But now lemma 4.2 together with the description of L(π(i)∞ ) imply, that the group
G
(i)
1 is of the correct type Xγi . The relation Π
r
i=1di = 1 in Q
∗/(Q∗)2 is a consequence
of Πri=1χdi = Pi
r
i=1ωi = ωπ = 1. The remaining assertions are obvious or may be
deduced from 11.5(c) and (d).
(11.7) Proof of the Converse Theorem 5.4: The proof consists in reversing
the arguments of the proof of the Main Theorem. But one has to check that for
each octupel satisfying the conditions the η-action on the corresponding part of the
cohomology has a non trivial Lefschetz number: The cohomology is of the form
I = Ind
G(Af )
PI(Af )
H∗(mI , K∞ ∩MI(R); (π1 × . . . πr)⊗ VS)
for a suitable coefficient system VS. We can calculate in GL2g+1, such that MI =
G(1) × . . .×G(r) and such that VS = V1 ⊗ . . .⊗ Vr. We may assume G(1) = GL2γ1+1
(i.e. type Cγ1), so that G
(i) = GL2γi for i ≥ 2. For i ≥ 2 there are elements
ki ∈ K∞ ∩ MI(R) which are −id in the first factor G(1), lie in O2γi − SO2γi in
the component i and are trivial in all other components. Then K∞ ∩ MI(R) is
generated by the ki and by its connected component (K∞ ∩MI(R))◦. Let ω1 be the
archimedean component of the central character of π1. This is a quadratic character
on R∗ with ǫ = ω(−1) = sign(d1) ∈ {±1}. Since the center of G(1) acts trivially on
V1 we get that equivariance under K∞ ∩MI(R) translates into
I = Ind
G(Af )
PI(Af )
(
H∗(g(1), K(1)∞ , π1 ⊗ V1)×H∗(G(2))ǫ × . . .×H∗(G(r))ǫ
)
,
where H∗(G(i))ǫ = H∗(g(i), K(i)∞ , πi ⊗ Vi)ǫ are the O2γi/SO2γi eigenspaces as in 4.11
for i ≥ 2, and where now K(i)∞ are connected subgroups. Then propositions 4.10 and
4.12 imply, that the Lefschetz number of η × hf equals ±2g−(r−1) times the trace of
ηhf on Ind
G(Af )
PI(Af )
π1,f ×πr,f . Since this is not identically zero the usual trace formula
arguments give the claim.
Remark: The number ±2g−(r−1) should be the multiplicity, with which an individual
Sp2g(Af) module contributes to the alternating sum of the cohomology groups.
12 Examples and Complements
(12.1) Type C1. For k ≥ 0 the characteristic set S = {−k − 1, 0, k + 1} is
of type C1. It corresponds to the coefficient system Sym
k on G1 = Sp2 = SL2.
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π1 is cohomological with respect to S if π1,∞ ⊂ D(k + 1). This means that π1
corresponds to holomorphic (resp. antiholomorphic) cusp forms on Sp2 = SL2 of
weight k+2. On G = PGL3 we get the adjoint lift π = Ad(π1) in the sense of [GJ78]
(compare [Fl94] for a trace formula approach). We have π∞ = D(0, 2k + 1) × σ0,1.
A cuspidal automorphic representations π1 of G1(A) is a subrepresenations of some
cuspidal automorphic representation π˜1 of GL2, which is unique up to character
twists ([Ram00]), and we may write π = Sym2(π˜1)⊗ω−1π˜1 (independent of the choice
of π˜1). π is irreducible cuspidal unless π˜1 is a CM-form, i.e. unless π˜1 is a Weil
representation of a Gro¨ßencharacter.
(12.2) Type D1. For k ≥ 0 the characteristic set S = {−k − 1, k + 1} is of typeD1.
Since (−1)1d > 0 we get an imaginary quadratic extension F = Q(√d) of Q. The
group G1 = SO
d
2 is the kernel of the norm map ResF/QGm → Gm, so that G1(R) =
{z ∈ C|zz¯ = 1}. Then π1,∞(z) = zk+1. The character θ : A∗F/F ∗ → C∗, a 7→
π1(a · a¯−1) is a Gro¨ßencharacter with archimedean component θ∞(z) = (z/|z|)2k+2.
Then π = W(θ) is the Weil representation attached to this Gro¨ßencharacter. We
have π∞ = D(0, 2k + 1). Since θ(a) = 1 for a ∈ AQ/Q∗ we get ωπ = χd.
We remark that
(12.3) Type B1. For k ≥ 0 the characteristic set S =
{−k − 1
2
, k + 1
2
}
is of
type B1. The elementary pairs are cuspidal automorphic representations π1 of G1 =
SO3 ∼= PGL2, which may be viewed as representations π of G = GL2. They are
cohomological with respect to S if π∞ = D(0, 2k+1), and then they may be viewed
as classical cusp forms of weight 2k + 2 with trivial multiplier.
(12.4) Type D2. For a ≥ b ≥ 0 the characteristic set
S = {−a− 2,−b− 1, b+ 1, a+ 2}
of type D2 gives rise to a coefficient system, which pulls back to the system
Syma+b+2 ⊗ Syma−b under the exceptional isogeny i : SL2 × SL2 → SO4 (for the
coefficient systems one can consider this over Q¯). In the case d = 1 we can write
i∗(π1) = σ1 ⊗ σ2, where the cuspidal representations σi of SL2(A) are contained in
cuspidal representations σ˜i of GL2(A) and we may assume ωσ˜1 · ωσ˜2 = 1. Then the
automorphic representation π on GL4(A) is of the form π = σ˜1 ⊠ σ˜2 in the sense
of [Ram00]. We have σ1,∞ = D(a + b + 3) and σ2,∞ = D(a − b + 1) and thus π1
corresponds to a pair of classical cusp forms (f, g) of weights a+ b+4 and a− b+2
respectively. In view of the different archimedean types σ˜2 is not a twist of σ˜1 and
therefore σ˜1⊠ σ˜2 is a cuspidal representation of GL4 unless σ˜1 and σ˜2 are both CM-
representations with respect to the same imaginary quadratic extension E/Q. This
is a consequence of the cuspidality criterion of [Ram00, ch. 3]: if σ˜1 = W(θ) for a
Gro¨ßencharacter θ on AE, but σ˜2 has no CM by E, then the base change σ˜2,E of σ˜2
is cuspidal and it admits no self twist with θ¯ · θ−1, since this latter character has
infinite order.
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In the case d 6= 1 we have SOd4 ∼= ResF/QSL2/{±1} with F = Q(
√
d) real quadratic,
so that π1 corresponds to a Hilbert modular form of weight (a+ b+ 4, a− b+ 2).
In the case a = b ≥ 0 we can write
{−a− 2,−a− 1, a+ 1, a+ 2} =MW (
{
−a− 3
2
, a+
3
2
}
, 2)
and we get classes in the discrete spectrum, which are described by a holomorphic
cusp form of weight 2a+ 4 and the residue of the weight 2 Eisenstein series.
(12.5) The Case g = 2. For a ≥ b ≥ 0 consider the characteristic set of type C2:
S = {−a− 2,−b− 1, 0, b+ 1, a+ 2} .
(a) The trivial partition S = S corresponds to cuspidal representations of Sp4(A),
which lift to irreducible cuspidal representations of PGL5(A).
(a’) In the case a = b = 0 we can write S = MW ({0}, 5) (where {0} is of type C0)
and get the one dimensional representations in the residual spectrum on G1 and on
G.
(b) The partition S = {0} ∪ S2, where S2 = {−a − 2,−b − 1, b + 1, a + 2} is of
type D2, corresponds to cuspidal automorphic representations τ of Sp4(A), which
are endoscopic lifts of representations π1 of SO
d
4 with d > 0. In case d = 1 the
representation π1 is the restriction of a cuspidal representation σ˜1 × σ˜2 of GL2 ×
GL2/Gm = GSO4 to SO4, where ωσ˜1 ·ωσ˜2 = 1. Then π = 1× (σ˜1⊠ σ˜2) on PGL5(A).
Here σ˜1 ⊠ σ˜2 is cuspidal, if σ˜1 and σ˜2 are not CM-forms for the same imaginary
quadratic extension of Q. τ is the restriction to Sp4 of an endoscopic lift of σ˜1 × σ˜2
to GSp4 in the sense of [Wei09]. If d 6= 1 then τ is an endoscopic lift to Sp4 of
a cuspidal representation π1 on the quasisplit SO
d
4
∼= ResF/QSL2/{±1}, but not a
restriction of an endoscopic representations of GSp4.
(b’) For a = b one can write S = {0} ∪ MW ({−a − 3
2
, a + 3
2
}, 2) and gets π =
1 ×MW (π(2), 2), which lies in the residual spectrum on the GL4 factor. Then τ
is either a CAP-representation with respect to the Siegel parabolic i.e. of Saito-
Kurokawa type [PS83] or it is a residual representation of Sp4, whose contribution
to cohomology is described in the work of Schwermer [Schw86], [Schw95, Prop.
4.6.(2)]. This case may be viewed as a version of (b), where σ˜1 is a one dimensional
(residual) representation.
(c) The partition S = S1 ∪ S2 with S1 = {−a− 2, 0, a+ 2} of type C1 and
S2 = {−b− 1, b+ 1} of type D1 corresponds to τ on Sp4, which are restrictions
of automorphic representations τ˜ of GSp4, whose associated rank 4 motive is a ten-
sor product of two GL2 motives, one of them being CM : let π
(1)
1 be a cuspidal
representation of GL2, which is not of CM type, with π
(1)
1,∞ = D(a + 2, 0) and let
π(1) be its adjoint lift to a cuspidal representation of PGL3. Let σ = π
(2)
1 be an
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automorphic character on the norm 1 group of an imaginary quadratic extension
F = Q(
√
d)/Q with σ∞(z) = zb+1 and let π(2) = W(θ) be the cuspidal Weil repre-
sentation of GL2, where θ(x) = σ(x · x¯−1). Then τ lifts to (π(1) ⊗ χd) ×W(θ) on
PGL5. If one extends σ to a Grossencharacter σ˜ of A∗F/F
∗, one can arrange τ˜ on
GSp4 = GSpin5 in such a way that it lifts to π
(1)
1 ⊠W(σ)⊗χ on GL4×Gm, where χ
is the product of the central character of π
(1)
1 and of the restriction of σ˜ to A
∗
Q/Q
∗.
In special cases these representations have been constructed by Ramakrishnan and
Shahidi [RS07, Theorem B’].
(d) The partition S = S1 ∪ S2 with S1 = {−b− 1, 0, b+ 1} of type C1 and S2 =
{−a− 2, a+ 2} of type D1 is completely analogous to the case (c), but with different
weights.
(d’) If b = 0 in case (d) we may write S1 = MW ({0} , 3). Then τ is a CAP-
representations with respect to the Klingen parabolic ([Sou88]).
(e) The partition S = {0} ∪ {−a− 2, a+ 2} ∪ {−b − 1, b+ 1} may be viewed as a
degenerate case of the preceeding cases. If one has σ1 = W(θ1) and σ2 = W(θ2) in
case (b), where θ1 and θ2 are Gro¨ßencharacters on A∗F/F
∗ for the same imaginary
quadratic extension F/Q, such that θ1θ2 is trivial on A∗Q/Q
∗ then we have σ1⊠σ2 =
W(θ1θ2)×W(θ1θ¯2). If π(1)1 in case (c) or (d) is a Weil representation, we get another
way to interpret this degeneracy.
(12.6) The case g = 3. Let a ≥ b ≥ c ≥ 0 be integers. Then we get 3 partitions
of the characteristic set
S = {−a− 3,−b− 2,−c− 1, 0, c+ 1, b+ 2, a+ 3}
of type C3 into a characteristic set S1 of type C1 and a set S2 of type D2. We get
the following weights of classical modular forms (compare [BFG11, 7.10.]), which
can be lifted to Siegel modular forms:
S1 = {−a− 3, 0, a+ 3} of weight a+ 4, and S2 of weights b+ c+ 4, b− c+ 2
S1 = {−b − 2, 0, b+ 2} of weight b+ 3, and S2 of weights a + c+ 5, a− c+ 3
S1 = {−c− 1, 0, c+ 1} of weight c+ 2, and S2 of weights a + b+ 6, a− b+ 2.
(12.7) The Ikeda Lift. For k ≥ 0 classical scalar valued holomorphic Siegel mod-
ular forms of weight k+g+1 on Sp2g (i.e. with automorphy factor det(CZ+D)
k+g+1)
correspond to cohomology classes with the coefficient system (k, . . . , k,−k, . . . ,−k) ∈
X∗(TH) = Zg. The characteristic set (of type Cg) is
S = {−k − g, . . . ,−k − 1, 0, k + 1, . . . , k + g} .
If g = 2γ is even then we have a partition S = {0} ∪ MW (S1, 2γ) , where
S1 =
{−k − γ − 1
2
, k + γ + 1
2
}
corresponds to classical holomorphic forms of weight
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2k + 2γ + 2. This gives an interpretation of the Ikeda-Lift [Ik01][KoKo05], and in
the special case γ = 1 we again get the Saito-Kurokawa-lift [PS83].
(12.8) Relations with elliptic endoscopy of GSp2g. Next we try to
understand the relation of theorems 5.3, 5.4 with the work of Morel [Mor11]: If
S =
⋃r
i=1MW (Si, ni) is a decomposition and di ∈ Q∗/(Q∗)2 a family as in theorem
5.3, let I0 = {1, . . . , r}, assume S1 is of type Cγ1 and let (π(i), π(i)1 )i∈I0 be a family
of elementary particles, coming from an automorphic representation τ of Sp2g(A).
The set Σ of all subsets I of I0 with 1 /∈ I is a group under the symmetric difference
∆ with neutral element ∅. The kernel of the homomorphism π : Σ→ Q∗/(Q∗)2, I 7→∏
i∈I di is thus
ΣQ = {I ⊂ I0|1 /∈ I, Πi∈Idi = 1} .
For I ∈ ΣQ we can put SI =
⋃
i/∈I MW (Si, ni) and S
′
I =
⋃
i∈I MW (Si, ni). Then SI
is of type Cg1 and S
′
I is either empty or of type Dg−g1 if g1 < g. It is known that
the elliptic endoscopic groups of GSp2g are of the form Gg1 = G(Sp2g1 × SO2(g−g1))
([Mor11, Prop. 2.1.1]). Now for each I ∈ ΣQ their exists by 5.4 an automorphic
representation τI on Sp2g1(A), such that τI lifts to Πi/∈IMW (π
(i), ni) and their should
exist (comp. [Ar12]) an automorphic representation τ ′I on SO2(g−g1)(A), which lifts
to Πi∈IMW (π(i), ni) . Then τI ⊗ τ ′I is a subrepresentation of some πI on Gg1(A),
which should be related to τ in the sense of elliptic endoscopy. We remark that
g − g1 is even, since di < 0 if Si is of type Dγi with odd γi.
Let D ⊂ Q∗/(Q∗)2 be the image of π and let E := Q(√D) := Q(√d2, . . . ,
√
dr) be
the corresponding field extension of degree #(D). The Galois group ΓE/Q = ΓQ/ΓE
is canonical dual to D in the category of F2 vector spaces: σ(d) = σ(
√
d)/
√
d ∈
{±1}. Now Σ is self dual with respect to the bilinear form β(I, J) = (−1)#(I∩J) and
the canonical map π∨ : σ 7→ {i ∈ I0|i 6= 1 and σ(√di) = −√di} is dual to π with
respect to these pairings.
One expects for each i ∈ I0 the existence of a λ-adic representation Vi of ΓQ of
dimension 2γi such that the Frobenius eigenvalues are related to the Satake pa-
rameters of the automorphic representation π
(i)
1 . For i ≥ 2 the restriction of this
representation to ΓEi where Ei = Q(
√
di) should split into two representations V
+
i
and V −i of dimension 2
γi−1 in such a way that we have Vi = Ind
ΓQ
ΓEi
V +i = Ind
ΓQ
ΓEi
V −i
if di 6= 1. For I ∈ Σ we can form
VI = Ind
ΓQ
ΓE
(V1 ⊗ V ǫ22 ⊗ . . .⊗ V ǫrr ),
where ǫi = − for i ∈ I and ǫi = + for i /∈ I. These are representations of dimension
2g/2r−1 · [E : Q] = 2g/#(ΣQ). Then we have VI ∼= VI′ if I ≡ I ′ mod π∨(ΓE) and
finally V1 ⊗ . . .⊗ Vr =
⊕
I∈Σ/π∨(ΓE) VI . Here the index set Σ/π
∨(ΓE) is canonical
dual to ΣQ = ker(π : Σ → D). Now τ should be associated to one of the λ-adic
representations ΣI , and the τ
′ in the packet of τ may correspond to VI′ for different
I ′.
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(12.9) In the notations of the example 12.6 (g = 3) let S = S1 ∪ S2 ∪ S3 ∪ S4
with S1 = {0} , S2 = {a + 3,−a − 3}, S3 = {b + 2,−b − 2}, S4 = {c + 1,−c − 1}
and d1 = d2 = d3 = d4 < 0. Then we have Σ = {∅, {2, 3}, {2, 4} , {3, 4}}, which
means that we have to combine two elementary particles to get an elliptic endoscopic
representation. This should lead to motives of rank 2 in the cohomology of the
associated Shimura variety, but this phenomenon does not appear in the totally
unramified case considered in [BFG11].
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