Analysis und Numerik linearer differentiell-algebraischer Gleichungen by Kunkel, Peter & Mehrmann, Volker
Inhaltsverzeichnis
I Analysis und Numerik linearer dierentiell-algebraischer
Gleichungen 3
1 Problemstellung 5
2 Konstante Koezienten 9
3 Variable Koezienten 16




Analysis und Numerik linearer
dierentiell-algebraischer
Gleichungen





ange werden mathematisch durch Dierentialgleichungs-
systeme modelliert. Gibt es im physikalischen System allerdings Einschr

ankun-
gen an den Zustand durch Erhaltungsgleichungen (etwa in der Art der Kirch-
ho'schen Gesetze) oder Zwangsbedingungen (etwa Einschr

ankung der Bewe-
gung eines Massepunktes auf eine vorgegebene Fl

ache), so kann das mathe-
matische Modell neben Dierentialgleichungen auch algebraische Gleichungen
beinhalten. Man nennt solche gemischten Systeme nach diesen beiden Bestand-
teilen auch dierentiell-algebraische Gleichungssyteme. Die allgemeinste Form
dierentiell-algebraischer Gleichungen ist gegeben durch
F (t; x; _x) = 0; (1:1)
wobei _x die Ableitung von x nach t bezeichnet. Dabei ist die Funktion F ge-
geben, w

ahrend eine Funktion x gesucht ist, die in einem vorzugebenden Sinn
die Gleichung (1.1) l

ost. In den Eigenschaften dieser Gleichung werden sich
die Eigenschaften sowohl von Dierentialgleichungen wie auch von algebrai-




Beispiel 1 Um ein mathematisches Modell f

ur die Auadung eines Kondensa-
tors

uber einen Widerstand mittels einer Gleichspannungsquelle zu gewinnen,
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ordnen wir jedem Leitungsabschnitt ein Potential x
i
, i = 1; 2; 3 zu, vergleiche








  U = 0. Da nach dem ersten Kirchho'schen Gesetz in
jedem Knoten die Summe der Str

ome verschwindet, gilt f

ur den zweiten Knoten









wenn R die Gr











= 0. Man erh




















Beispiel 2 Ein Massepunkt mit Masse m und kartesischen Koordinaten (x; y)
soll sich unter Einu der Erdanziehung in einem festen Abstand l um den
Ursprung bewegen (physikalisches Pendel, vgl. Abbildung 1.2). Mit der kineti-







) und der potentiellen Energie U = mgy, wobei g






















mit dem Lagrange-Parameter . Die gesuchten Bewegungsgleichungen ergeben













ur q = x; y; , d. h.
mx+ 2x= 0;










urlich kann man in diesen einfachen Beispielen die erhaltenen dierentiell-
algebraischen Gleichungen dadurch l

osen, da man die Gleichungen per Hand
au

ost oder umparametrisiert, um schlielich auf eine mehr oder weniger leicht
l

osbare Dierentialgleichung zu kommen. Bei komplizierteren Problemen ist





Verfahren, die Gleichungen der Form (1.1) direkt l

osen. Dabei sollte die numeri-
sche Diskretisierung die wesentlichen Eigenschaften des vorgegebenen Problems
widerspiegeln. Dazu ist es zuerst n

otig, die analytischen Eigenschaften einer
dierentiell-algebraischen Gleichung (1.1) zu untersuchen. F

ur den hier vorge-
benen Rahmen ist allerdings das allgemeine nichtlineare Problem zu kompliziert
und umfangreich. Wir werden uns deshalb hier nur mit linearen Problemen
besch

aftigen. Man sollte aber dabei nicht vergessen, da das Beherrschen li-
nearer Probleme wesentlich f

ur das Beherrschen nichtlinearer Probleme ist, l

ost
man doch solche meist durch sukzessives Linearisieren (Newton-Verfahren).






















Gegenstand der folgenden Betrachtungen sind also lineare dierentiell-alge-
braische Gleichungen mit variablen Koezienten in der Form
E(t) _x = A(t)x+ f(t); (1:2)
wobei t in einem (oenen) Intervall I  R variiert und
E;A 2 C(I;C
n;n
); f 2 C(I;C
n
);















ussen nun noch festlegen, was wir unter einer L

osung dieses Pro-
blems verstehen wollen. Ber

ucksichtigt man noch eventuell notwendige Ein-
schr

ankungen an die Anfangsbedingung (so mu in Beispiel 2 die Anfangsbe-
dingung zumindest beinhalten, da der Massepunkt den richtigen Abstand zum
Ursprung hat) und an die Inhomogenit

at (beim Speziallfall einer linearen Glei-
chung Ax = b ist eine Bedingung f

ur die Existenz einer L

osung gegeben durch
rangA = rang(A; b)), gelangt man zur folgenden Denition.






osung von (1.2), wenn
sie die Gleichung (1.2) punktweise erf

ullt.
2. Sie heit L

osung des Anfangswertproblemes (1.2) mit (1.3), wenn sie
zus

atzlich der Anfangsbedingung (1.3) gen

ugt.
3. Eine Anfangsbedingung (1.3) heit konsistent (bez

uglich E, A und f),
wenn das zugeh






at f heit konsistent (bez

uglich E und A), wenn die zu-
geh

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Wir werden hier stets ein Problem als l

osbar bezeichnen, wenn es mindestens
eine L

osung besitzt. Das h

ort sich zwar selbstverst

andlich an, wird aber in der
Literatur oft anders gehandhabt.
Mit den obigen Begrien ergeben sich eine Reihe von Fragen, mit denen wir
uns im folgenden besch

aftigen werden.
 Unter welchen Bedingungen hat (1.2) eine L

osung?
 Wie sieht in diesem Fall die L

osungsmenge aus?
 Was sind die konsistenten Anfangsbedingungen bzw. Inhomogenit

aten?
 Wann gibt es eine eindeutige L

osung?
Neben diesen theoretischen Fragen werden wir uns auch f

ur geeignete nu-
merische Verfahren interessieren. Dabei wollen wir uns nur um solche Dis-
kretisierungen bem

uhen, die keine zus







achst vereinfachend an, da die Matrixfunktionen E und A in
(1.2) zeitlich konstant sind. Statt (1.2) schreibt man dann
E _x = Ax+ f(t) (2:1)
mit E;A 2 C
n;n
und nennt (2.1) eine lineare dierentiell-algebraische Gleichung
mit konstanten Koezienten. Die Eigenschaften der Gleichung (2.1) sind schon
seit dem letzten Jahrhundert wohlverstanden, im wesentlichen durch Arbeiten
von Weierstra und Kronecker. Das liegt vor allem daran, da man an (2.1)
mit algebraischen Standardmethoden herangehen kann. Diese Vorgehensweise
soll im folgenden zumindest in wesentlichen Z

ugen nachvollzogen werden.
Skaliert man (2.1) mit einer nichtsingul






a x = Qx mit einer nichtsingul









x = Ax+ f(t); E = PEQ; A = PAQ; f = Pf
wiederum eine lineare dierentiell-algebraische Gleichung mit konstanten Ko-





osungsmengen. Das bedeutet, da man statt (2.1)
auch das transformierte Problem betrachten kann, um die uns interessierenden
Fragen zu beantworten. Die folgende Denition ist nun naheliegend.










, i = 1; 2, von Matrizen heien
(stark)

aquivalent, wenn es nichtsingul






















Entsprechende Denitionen ndet man in der Literatur auch unter den Stich-
worten Matrixb

uschel, lineare Matrixfunktionen oder verallgemeinerte Eigen-
wertprobleme, oft mit der Schreibweise E   A statt (E;A). Wie in der De-
nition schon angedeutet, liegt eine

Aquivalenzrelation vor.
Lemma 5 Die in Denition 4 eingef





Es ist zu zeigen, da die Relation reexiv, symmetrisch und transitiv ist.
10 Kapitel 2 Konstante Koezienten
1. Reexivit

at: Es ist (E;A)  (E;A) verm

oge P = Q = I .













































































































































ubliche Frage nach einer Normalform stellen, d. h.
nach einem zu gegebenem (E;A)

aquivalenten Matrixpaar von m

oglichst ein-
facher Gestalt, an dem man dann hoentlich Eigenschaften der zugeh

origen
dierentiell-algebraischen Gleichung ablesen kann. Die sich ergebende soge-
nannte Kronecker-Normalform ist recht schwierig herzuleiten, siehe etwa [5].
Wir werden uns deshalb auf einen Spezialfall beschr

anken und das allgemeine
Resultat hier ohne Beweis angegeben und auch darauf verzichten, Ergebnisse
daraus abzuleiten, zumal wir im n

achsten Kapitel die wesentlichen Aspekte
der Kronecker-Normalform f

ur (2.1) bei der Behandlung variabler Koezien-
ten wiedernden.
Satz 6 Seien E;A 2 C
n;n
. Dann existieren nichtsingul





P (E  A)Q = diag(L

1


































































































































































































































































Dabei sind Art, Gr







Mit Hilfe der Kronecker-Normalform kann man nun direkt das L

osungsverhal-
ten von (2.1) studieren, indem man einzelne Bl

ocke betrachtet. Dabei mu man
die zwei verschiedenen Arten von Bidiagonalbl

ocken immer paarweise zusam-
menfassen. Man beachte, da beide Arten tats

achlich gleich oft vorkommen,
da E und A quadratisch sind. Man kann zwar auch nichtquadratische Systeme
betrachten, aber das w

urde den Rahmen dieser Arbeit sprengen.
Ausgangspunkt f





Denition 7 Seien E;A 2 C
n;n
. Dann heit das Polynom p deniert durch
p() = det(E  A) (2:4)
charakteristisches Polynom von (E;A). Ist p das Nullpolynom, so heit das
Paar (E;A) singul

ar, im anderen Fall regul

ar.



































) detQ = c p
1
()
mit c 6= 0.
Die Regularit






origen dierentiell-algebraischen Gleichung. Man kann n

am-
lich sofort zeigen, da Regularit

at notwendig ist f

ur die eindeutige L

osbarkeit
des Anfangswertproblems. Mit dem f

ur lineare Probleme bekannten Prinzip,
da sich zwei L

osungen des inhomogenen Problems um eine L

osung des homo-
genen Problems unterscheiden, ist dies

aquivalent zu folgender Aussage.
Lemma 9 Bei singul

arem Matrixpaar besitzt das zugeh

orige homogene An-




Das Matrixpaar (E;A) sei singul






ur jedes  2 C. Seien 
i
, i = 1; : : : ; n + 1, paarweise verschiedene
12 Kapitel 2 Konstante Koezienten













, i = 1; : : : ; n+ 1, sind in jedem Fall linear abh

angig. Also gibt
es komplexe Zahlen 
i


























denierte Funktion x gilt neben x(t
0




































E _x = Ax; x(t
0
) = 0:





des Anfangswertproblems impliziert. Dazu kehren wir zum Problem des Auf-























wobei J eine Matrix in Jordan'scher Normalform ist und N eine nilpotente
Matrix ebenfalls in Jordan'scher Normalform ist. Dabei ist erlaubt, da der




ar ist, existiert ein 
0
2 C mit det(
0


























E auf Jordan'sche Normalform. Diese sei
gegeben durch diag(J;N), wobei J nichtsingul

ar ist (also der zu den nichtver-
schwindenden Eigenwerten geh

orige Teil sein soll) und somitN eine nilpotente,














































N wieder strenge (obere) Dreiecksmatrix und demnach nil-
potent ist. Transformation der nichttrivialen Eintr

age auf Jordan'sche Normal-
form liefert schlielich (2.5) mit der geforderten Blockstruktur.
Mit dieser auch manchmal nach Weierstra benannten Normalform kann
man nun die L

osungen von (2.1) mit regul

arem Matrizenpaar explizit angeben.
Dazu nutzt man aus, da (2.1) in zwei Teilprobleme separiert, wenn (E;A) in
Normalform vorliegt. Nennt man jeweils wieder die unbekannte Funktion x und
die Inhomogenit

at f , so stellt der erste Teil mit
_x = Jx + f(t) (2:6)
eine gew

ohnliche Dierentialgleichung dar, w

ahrend der zweite Teil die Gestalt
N _x = x+ f(t) (2:7)
besitzt. Da Anfangswertprobleme bei linearen gew

ohnlichen Dierentialglei-
chungen (2.6) bekanntermaen stets eindeutig l

osbar sind (siehe etwa [7]), wen-
den wir uns (2.7) zu.

















wobei  durch die Bedingungen N

= 0 und N
 1




osung von (2.7) die Gestalt (2.8) besitzen mu, kann man dadurch
zeigen, da man die Gleichung (2.7) weiter aufteilt in die einzelnen nilpoten-
ten Jordanbl






formale Vorgehen zum Ziel. Sei D der Operator, der einer dierenzierbaren
Funktion seine Ableitung zuordnet. Dann hat (2.7) die Gestalt NDx = x + f
oder (I  ND)x+ f = 0. Da N nilpotent ist und N und D vertauschbar sind
(N ist ein konstanter Faktor), erh

alt man mit Hilfe der Neumann'schen Reihe





















osung von (2.7) ist, veriziert man durch Einsetzen




















  f = 0:
Bei der L

osung (2.8) von (2.7) fallen zwei Dinge auf. Zun

achst ist die L

osung
ohne Vorgabe eines Anfangswertes eindeutig (oder der vorgegebene Anfangs-




ullen). Auerdem mu man fordern, da f
mindestens -mal stetig dierenzierbar ist, um zu garantieren, da x stetig dif-
ferenzierbar ist. In diesem Sinn ist die Gr

oe  ein wichtiges Merkmal einer
linearen dierentiell-algebraischen Gleichung mit konstanten Koezienten.
Denition 12 Das Matrixpaar (E;A) sei regul

ar mit einer Normalform gem

a
(2.5). Dann heit die Gr





6= 0 bzw.  = 0,
falls kein nilpotenter Block vorkommt, der Index von (E;A) und man schreibt
 = ind(E;A).
Um diese Denition und die Schreibweise  = ind(E;A) zu rechtfertigen, m

ussen
wir noch zeigen, da  unabh

angig von der speziellen Transformation auf Nor-
malform ist.
Lemma 13 Seien zum regul















; i = 1; 2;
zwei Normalformen gegeben, wobei die Gr


















































ist ein Polynom vomGrad d
i
. Da die Normalformen aber

aquivalent sind
und sich nach dem Beweis von Lemma 8 die zugeh

origen charakteristischen Po-















































































































































































ahnlich. Die Behauptung folgt nun aus der Theorie der
Jordan'schen Normalform.
Damit folgt, da sowohl die Blockgr

oen in der Normalform als auch der
oben denierte Index charakteristisch f

ur ein Matrixpaar bzw. f

ur eine lineare
dierentiell-algebraische Gleichung mit konstanten Koezienten sind.
Wir k

onnen nun die erzielten Ergebnisse im Hinblick auf die anfangs gestell-
ten Fragen wie folgt zusammenfassen.
Satz 14 Sei (E;A) ein regul

ares Matrixpaar und durch nichtsingul

are Matri-











































eine Transformation von (2.1) und (1.3) auf Normalform gegeben. Weiter sei





1. Die dierentiell-algebraische Gleichung (2.1) ist l

osbar.





















Betrachtet man nun den allgemeinen linearen Fall (1.2), so liegt die Idee nahe, in
Anlehnung an Satz 14 Regularit

at des Matrixpaares (E(t); A(t)) f

ur alle t 2 I
zu verlangen, um eindeutige L

osbarkeit des Anfangswertproblems bei konsi-
stenter Anfangsbedingung zu erreichen. Leider stellt sich schnell heraus, da
















; f(t) = 0; I = ( 1; 1):
Wegen































ost. Insbesondere gibt es also mehr als eine L

osung.




















; I = R














) schreibt sich die zu-
geh
























(t). Leitet man diese


































ur lineare dierentiell-algebraische Gleichungen mit variablen Koezien-
ten nicht ad

aquat ist. Vielmehr mu man nun umkehrbare zeitabh

angige Trans-





Sind P und Q Matrixfunktionen, die punktweise nichtsingul

ar sind, so kann
man wie im Fall konstanter Koezienten die Gleichung durch Multiplikation
von links skalieren. Die durch x = Qx gegebene Skalierung der gesuchten





Qx tritt aber durch die Produktregel ein zus

atzlicher Term auf. Man
mu also bei (1.2) eine andere Denition von

Aquivalenz betrachten.










), i = 1; 2, von Ma-
trixfunktionen heien (global)

aquivalent, wenn es punktweise nichtsingul

are
Matrixfunktionen P 2 C(I;C
n;n


























Lemma 18 Die in Denition 17 eingef






Wir zeigen die drei bekannten Eigenschaften.
1. Reexivit

at: Es ist (E;A)  (E;A) verm

oge P = Q = I .




















Q mit punktweise nichtsingul

aren Matrixfunktionen P und Q. Damit








































































































































































at des Matrixpaares (E(t); A(t)) f





Aquivalenzrelation keine Invariante mehr. Es erhebt sich also die Frage, was nun
18 Kapitel 3 Variable Koezienten
unter dieser neuen

Aquivalenzrelation die wesentlichen Invarianten sind und was
eine m

ogliche Normalform ist. Dies f

ur beliebige Matrixfunktionen E und A,
die ja im allgemeinen nichtlinear von t abh

angen, zu untersuchen, gestaltet sich
schwierig. So hat man z. B. bei der einfachen skalaren Gleichung 0 = tx+ f(t)
sofort f

ur die Existenz einer L

osung die notwendige Bedingung f(0) = 0. Um
solche und

ahnliche Eekte auszuschlieen, werden wir zus

atzliche Bedingungen
an die Funktionen E und A stellen. Wie diese zu w

ahlen sind, wollen wir uns im
folgenden herleiten, indem wir zun






ur einen festen Punkt t 2 I bedeutet. Beachtet man, da man zu gegebenem
P (t), Q(t) und
_
Q(t) stets geeignete Funktionen P und Q nden kann, die die
vorgegebenen Werte annehmen, so gelangt man zur folgenden lokalen Version
der obigen

Aquivalenzrelation, siehe auch [9].










, i = 1; 2, von Matrizen
heien (lokal)


























) und unterscheidet von der zuvor
denierten

Aquivalenz nach der Art (Matrix oder Matrixfunktion) der Paare.
Lemma 20 Die in Denition 19 eingef






Der Beweis kann analog zum Beweis von Lemma 18 gef

uhrt werden.
Man beachte, da man f

ur B = 0 als Spezialfall die Transformation (2.2)
erh






Matrixpaar zu vereinfachen. Man darf also eine einfachere Normalform als die
Kronecker-Normalform erwarten. Im folgenden benutzen wir zur Vereinfachung
die Sprechweise, da eine Matrix eine Basis eines Vektorraums ist, wenn dies
f

ur ihre Spalten zutrit, und zur Vermeidung von Fallunterscheidungen die
Konvention, da die einzige Basis des Untervektorraumes f0g des C
n
die leere
Matrix ; 2 C
n;0




Ubergang zur komplex-konjugierten Transponierten.
Satz 21 Seien E;A 2 C
n;n
und
(a) T Basis von kernE




Basis von cokernE = bildE





Dann sind die Gr

oen
(a) r = rangE (Rang)
(b) a = rang(Z

AT ) (Algebraischer Teil)







(d) d = r   s (Dierentieller Teil)
(e) u = n  r   a  s (Unbestimmter Teil)
(3:4)
19
invariant unter (3.2) und (E;A) ist (lokal)






















0 0 0 0 0
0 0 0 0 0
















0 0 0 0 0






0 0 0 0







































oen a und s ist zun

achst zu zeigen, da sie nicht
von einer speziellen Wahl der Basen abh







































und die Wohldeniertheit von a






























































































































































). Setzt man die











































































































































































folgt die Invarianz von a und s und damit auch die von d und u.




eine Basis von bildE
und V
0
eine Basis von bild(Z

AT ). Die Matrizen (T
0




; V ) sind
dann nichtsingul






und entsprechend konstruierte Ma-
trizen ebenfalls nichtsingul












































































































































uber zu Paaren (E;A) von Matrixfunktionen, so kann man
f

ur jedes t 2 I dem Matrixpaar (E(t);A(t)) die entsprechenden charakteristi-
schen Werte (3.4) zuordnen. Es ergeben sich so Funktionen r; a; s: I! N
0
. Eine
sinnvolle Annahme scheint jetzt zu sein, da diese Funktionen konstant sind,
d. h. da die entsprechenden Blockgr

oen in (3.5) nicht von t abh

angig sind.
Dies erlaubt dann die Anwendung der folgenden Eigenschaft einer Matrixfunk-
tion mit konstantem Rang, siehe z. B. [11].




), ` 2 N
0
, mit rangE(t) = r f

ur alle t 2 I. Dann
gibt es punktweise unit

are (insbesondere also nichtsingul


























Es ergibt sich nun die folgende globale Normalform, die erwartungsgem

a, da




ucksichtigen mu, etwas komplizierter als
die lokale Normalform ausf

allt.
Satz 23 Sei (E;A) ein Paar von hinreichend glatten Matrixfunktionen und
gelte
r(t)  r; a(t)  a; s(t)  s: (3:7)
21
Dann ist (E;A) global






















0 0 0 0 0
0 0 0 0 0































0 0 0 0





















Dabei sind alle Eintr










die folgende Notation an die neue Blockstruktur angepat wurde und deshalb
das gleiche Symbol einen anderen Eintrag bezeichnen kann. Unter Verwen-
















































































































































































































0 0 0 0 0
0 0 0 0 0









































I 0 0 0 0
































I 0 0 0 0
0 I 0 0 0
0 0 0 0 0
0 0 0 0 0



































I 0 0 0 0































I 0 0 0 0
0 I 0 0 0
0 0 0 0 0
0 0 0 0 0



































I 0 0 0 0















I 0 0 0 0




0 0 0 I 0
































I 0 0 0 0
0 I 0 0 0
0 0 0 0 0
0 0 0 0 0
































0 0 I 0 0
I 0 0 0 0
































I 0 0 0 0
0 I 0 0 0
0 0 0 0 0
0 0 0 0 0




























0 0 I 0 0
I 0 0 0 0




































0 0 0 0 0
0 0 0 0 0


































0 0 I 0 0
I 0 0 0 0
































I 0 0 0 0
0 I 0 0 0
0 0 0 0 0
0 0 0 0 0


























0 0 I 0 0
I 0 0 0 0



































ahlt. Wegen der eindeutigen L







Wir wollen nun dieses Ergebnis auf unsere beiden Beispiele vom Anfang
dieses Kapitels anwenden.





















der Basen ergibt sich a = rang(Z









Beispiel 25 Dem Beispiel 16 entnimmt man ebenfalls sofort r = rangE = 1
f



















der Basen ergibt sich a = rang(Z









Es ergeben sich also bei beiden Paaren von Matrixfunktionen dieselben charak-
teristischen Gr

oen (r; a; s). Damit ist klar, da wesentliche Information noch
in den Matrixfunktionen A
ij
von (3.8) enthalten sein mu. Schreibt man die
zu (3.8) geh






















































Teil) und in (3.9e) eine Konsistenzbedingung an die Inhomogenit

at zusammen
mit der freien Wahl von x
5
(unbestimmter Teil). Weiter sieht (3.9b) wie eine
Dierentialgleichung aus (dierentieller Teil). Das eigentliche Problem, das an-
scheinend f

ur dierentiell-algebraische Gleichungen typisch ist, ist die Kopplung




an (3.9a), wo die Ableitung _x
1
vor-





ubrig, als (3.9d) abzuleiten und _x
1
in (3.9a) zu eliminieren,
wodurch dies zu einer algebraischen Gleichung wird. Man beachte, da man
bei der Herleitung der L

osungen der beiden Beispiele ebenfalls ableiten mu.
Dieses Ableiten und Eliminieren entspricht dem





















0 0 0 0 0
0 0 0 0 0































0 0 0 0





















Da die algebraische Gleichung (3.9d) erhalten bleibt, kann man diesen Vor-
gang auch wieder umkehren, indem man (3.9d) ableitet und zu der neuen er-
sten Gleichung addiert. Damit ist auch klar, da dabei die L

osungsmenge der
dierentiell-algebraischen Gleichung (3.9) nicht ver

andert wird.
Es liegt nun nahe, f

ur das so erhaltene Paar (3.10) wieder die zugeh

origen
charakteristischen Werte (r; a; s) zu bestimmen, anzunehmen, da diese

uber
das Intervall konstant sind, und auf globale Normalform zu transformieren.











ungliche System sind. Es kann ja sein, da man
mit zwei verschiedenen Transformationen auf globale Normalform durch den

Ubergang auf das neue Paar verschiedene charakteristische Werte erh

alt.







und von der Form (3.8). Dann sind die jeweils durch

Ubergang von (3.8) nach
















Nach Voraussetzung gibt es glatte, punktweise nichtsingul

are Matrixfunktio-
nen P und Q derart, da
P
~
E = EQ; P
~
A = AQ  E
_
Q:




































































0 0 0 0 0
0 0 0 0 0
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wenn wir P und Q entsprechend zu (3.8) partitionieren. Damit erhalten wir
f






























































































































































































































































































































































0 0 I 0 0
I 0 0 0 0






























































0 0 I 0 0
I 0 0 0 0
















































































































0 0 I 0 0
0  0  


























0 0 I 0 0
I 0 0 0 0











































0 0 I 0 0
0  0  













































0 0 0 0 0
0  0  





























































0 0 I 0 0
I 0 0 0 0


















































), i 2 N
0
, von Paaren von




) auf die Normalform







ten. Man beachte, da in jedem Schritt eine (3.7) entsprechende Vorausset-







) von Invarianten charakteristisch f








, die man direkt aus dem Vergleich der linken Matrizen
in (3.8) und (3.10) entnimmt, garantiert nun, da nach endlich vielen Schritten
die Strangeness verschwindet. Ist dies erreicht, so werden alle Folgen von da
an station

ar, da durch den

Ubergang von (3.8) auf (3.10) nichts mehr ge

andert











) sei wohldeniert, insbesondere gelte also (3.7) entsprechend
f





) der oben konstruierten Folge. Dann heit





Strangeness-Index von (E;A) bzw. von (1.2).
Die vorangegangene Diskussion k

onnen wir nun wie folgt zusammenfassen.
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Satz 28 Sei f

ur (E;A) der Strangeness-Index  wohldeniert (d. h. seien die
Voraussetzungen in Denition 27 erf





). Dann ist (1.2)











































ocke nicht auftreten. Auerdem sind alle
Umformungen umkehrbar und






ubriggebliebenen Gleichungen (3.12) lassen sich jetzt leicht die ein-
gangs gestellten Fragen beantworten.
Korollar 29 Sei f







1. Das Problem (1.2) ist genau dann l


























von (1.3) impliziert werden.
3. Das zugeh











Man beachte, da die st

arkere Glattheitsforderung im vorstehenden Korollar
dazu dient zu garantieren, da die L

osung stetig dierenzierbar ist. Man stellt
aber anhand von (3.12) fest, da es eigentlich ausreichen w

urde zu fordern, da
die Inhomogenit

at dort stetig ist. Es w














ugt. Diese Problematik des \richtigen"
L

osungsraumes wollen wir allerdings hier nicht vertiefen.
Vergleicht man das obige Resultat mit Satz 14 (der Strangeness-Index ist
f

ur Paare von konstanten Matrixfunktionen trivialerweise wohldeniert), so
kann man oensichtlich die Regularit

at eines Matrixpaares durch die Bedin-
gung (3.15) verallgemeinern, w

















unglichen Paares (E;A) auszukommen. Man h

atte dann ein zu (E;A)
global

aquivalentes Paar von Matrixfunktionen zur Verf

ugung, an dem man den






) der charakteristischen Gr

oen
von (E;A) ablesen k

onnte.
Satz 30 Sei f






































; i = 1; : : : ; : (3:17)
Dann ist (E;A) global










































I 0    0 0     
































0 0    0 0










































































      0       0































0 0    0 0       0



















































































































unden kann der Beweis hier nicht gef

uhrt werden. Der interessierte
Leser sei auf [9] verwiesen. Der dortige Beweis beruht im wesentlichen darauf,
die Transformation, die man nach

Ubergang auf (3.10) anwendet, soweit wie
m

oglich auf (3.8) zu

ubertragen.
Zum Abschlu dieses Kapitels wollen wir die erhaltenen Resultate auf unsere









Ubergang von (3.8) auf (3.10) zu markieren.
Beispiel 31 F










































































































auerdem  = 1. Die zugeh

orige dierentiell-algebraische Gleichung besteht
also aus einer algebraischen Gleichung bei einer unbestimmten Komponente.
Insbesondere ist also die L

osung des homogenen Anfangswertproblems nicht
eindeutig in

Ubereinstimmung mit den Resultaten von Beispiel 15.
Beispiel 32 F






















































































auerdem  = 1. Die zugeh

orige dierentiell-algebraische Gleichung besteht
also aus zwei algebraischen Gleichungen. Insbesondere ist damit die L

osung
ohne Vorgabe von Anfangsbedingungen eindeutig in

Ubereinstimmung mit den
Resultaten von Beispiel 16.
Kapitel 4
Numerische Verfahren
Nachdem wir uns in den beiden vorangegangenen Kapiteln mit den analyti-
schen Eigenschaften linearer dierentiell-algebraischer Gleichungen auseinan-
dergesetzt haben, wollen wir in diesem Kapitel Verfahren zu deren numerischer
L

osung entwickeln. Aus Platzgr

unden werden wir uns hier nur mit Mehrschritt-
verfahren besch















+ lh die zugeh














































































6= 0 mu im allgemeinen ein nichtlineares Gleichungssy-
stem, bei linearen Problemen zumindest ein lineares Gleichungssystem, gel

ost
werden (implizites Verfahren). Man beachte, da man (4.1) durch Multiplika-
tion mit einem Skalar verschieden normieren kann, z. B. durch die Forderung

k




ur implizite Verfahren. Die Eigenschaften von Mehrschritt-




ohnlichen Dierentialgleichungen lassen sich
wie folgt zusammenfassen, siehe z. B. [7].
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Satz 34 Das lineare k-Schritt-Verfahren (4.1) sei konsistent der Ordnung p,
p 2 N, d. h. es gelte f






































; q = 0; : : : ; p; (4:4)
und stabil, d. h. die Wurzeln des Polynoms % liegen in der Einheitskreisscheibe
und die Wurzeln auf dem Rand sind einfach. Dann ist das Mehrschrittverfah-




osung x von _x = f(t; x) mit



















ur h! 0 (4:5)
gilt f

ur festes T = t
0
+Kh 2 I, K 2 N
0
, da




ur h! 0; (4:6)
wobei x(T ; h) die mit Schrittweite h an der Stelle T erzielte numerische Appro-
ximation bezeichnet.
Bemerkung 35 Die Konsistenzbedingungen (4.4) f





%(1) = 0; %
0
(1) = (1) 6= 0: (4:7)
Es ist also  = 1 einfache Nullstelle des Polynoms %. Stabilit

at eines Mehr-
schrittverfahrens impliziert auerdem die Existenz einer Vektornorm, soda in
der induzierten Matrixnorm (bei der Normierung 
k
= 1)


























Es ist nun die Frage, wie man Mehrschrittverfahren verallgemeinern kann, um
damit dierentiell-algebraische Gleichungen zu l

osen. Etwas einfacher gestaltet
sich die Beantwortung dieser Frage bei einem den Mehrschrittverfahren ver-
wandten Verfahrenstyp, den sogenannten One-leg-Verfahren.
Denition 36 Ein One-leg-Verfahren mit k Schritten, k 2 N, zur L

osung von











































































vornimmt. Dies ist nat































) = 0: (4:11)
Wendet man diese so erhaltenen Verfahren auf die rein algebraische lineare
Gleichung
0 = A(t)x+ f(t)
mit punktweise nichtsingul










































6= 0 sein. Weiter erkennt man, da im
allgemeinen ein lineares Gleichungssystem nicht exakt gel

ost wird, sondern da





oglicher Ausweg ist die Forderung

0

























hinaus stimmen unter der Bedingung (4.12) die Verfahrensvorschriften (4.1) und
(4.9)





ur Mehrschrittverfahren bekannten Resultate
verwenden. Fordert man zus

atzlich zu (4.12) noch m

oglichst hohe Ordnung in
(4.4), so erh

alt man die sogenannten BDF-Verfahren. Diese lassen sich auch
so konstruieren, da man als Approximation an _x(t
k





)), l = 0; : : : ; k, interpolierenden Polynoms an der Stelle t
k
verwendet,
woher auch der Name \Backward Dierentiation Formulae" stammt. F

ur die
BDF-Verfahren gilt p = k in (4.4). Sie sind allerdings nur stabil f

ur k  6. Die
Koezienten 
l
sind in Tabelle 4.1 angegeben.
















) = 0; (4:13)
f

ur die numerische L

osung dierentiell-algebraischer Gleichungen geeignet sind.
Wie auch schon bei der analytischen Untersuchung von (1.1) werden wir uns auf
lineare Probleme beschr

anken und mit dem Fall konstanter Koezienten be-
ginnen. F








are Matrixpaare ist daher naheliegend.
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Tabelle 4.1 Koezienten der BDF-Verfahren

k l
l = 0 l = 1 l = 2 l = 3 l = 4 l = 5 l = 6























































ar. Dann sind die BDF-Verfahren
(4.13) angewandt auf (2.1) f

ur k  6 konvergent der Ordnung p = k im Sinne
von Satz 34.
Beweis:




















at von (E;A) kann man gem

a (2.9) auf die Weierstra-
Normalform transformieren. Dabei zerf

allt die obige Gleichung in zwei unge-




at f , so ist der erste Teil nichts anderes als das BDF-
Verfahren angewandt auf die gew

ohnliche Dierentialgleichung (2.6). Hierf

ur

















besitzt. Um daraus die x
l













) zu erhalten. Unabh

angig
von den Startwerten erf

ullen nach k Schritten alle Iterierten, die in die weitere
Rechnung eingehen, die entsprechende Beziehung. Als n

achstes multipliziert
man die Gleichung mit N
 2
und nutzt die eben erhaltenen Beziehungen aus.
Nach -maligemAnwenden entsprechender Argumente erh

alt man schlielich x
k
in Termen von f(t
l
), zumindest wenn das Mehrschrittverfahren gen

ugend weit





angig ist. Schlielich mu das Ergebnis in eine Taylorreihe ent-
wickelt werden und mit (2.8) verglichen werden. Die geschilderte Vorgehens-
weise in dieser Form durchzuf

uhren gestaltet sich jedoch extrem technisch. Es
soll deshalb hier ein formaler Zugang genommen werden entsprechend zum Be-






















































Wegen (4.3) zusammen mit (4.12) und p = k f





























































































































ur den nilpotenten Teil Konvergenz der BDF-Verfahren folgt.
Damit ist gezeigt, da die BDF-Verfahren f

ur k  6 auch zum L

osen von
dierentiell-algebraischen Gleichungen mit konstanten Koezienten geeignet







Dierentialgleichungen gibt es entsprechende Resultate, wenn man

Anderungen









anderungen allerdings katastrophal auswir-
ken.









anderungen wie oben erw

ahnt, so kann man zeigen (vgl. et-
wa [1]), da im Fall von Satz 37 Konvergenz gem

a








mit p = min(k; k    + 2) vorliegt, falls k     1 ist. Es tritt also f

ur   3
zumindest eine Ordnungsreduktion auf.
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Noch schlimmer sieht die Situation im Fall von linearen dierentiell-algebra-
ischen Gleichungen mit variablen Koezienten aus, selbst bei der Verwendung



























































ar ist. Dies ist f

ur bestimmte Schrittweiten h
nur dann m

















voraussetzen, da (E(t);A(t)) f

ur alle t 2 I regul

ar ist. Wir haben allerdings





angig von den Eigenschaften des zu l

osenden Problems ist. So
liefern die BDF-Verfahren in Beispiel 15 unabh






at eine eindeutige L

osung, obwohl das gegebene Problem je
nach Inhomogenit

at entweder keine oder unendlich viele, aber nie eine eindeu-
tige L















ur welche Teilprobleme BDF-Verfahren
trotzdem geeignet sind. Wir wollen uns jedoch dieser Frage nur insoweit stellen,
wie sie uns sp

ater bei der Entwicklung allgemeinerer Verfahren weiterhilft. So
ist in beiden Beispielen s
0
6= 0. Eine Idee w






= 0 und damit  = 0 keine Probleme auftreten.
Lemma 39 Sei f

ur das Paar (E;A) von Matrixfunktionen der Strangeness-




ur alle t 2 I




Wegen  = 0 ist s
0




= 0. Mit U = (Z
0
; Z) und V = (T
0
; T )






























































Das Matrixpaar (E(t); A(t)) ist also f

ur alle t 2 I regul

ar mit ind(E(t);A(t)) =
0, falls a
0
= 0, und ind(E(t);A(t)) = 1, falls a
0
6= 0. Sei nun andererseits
u
0
6= 0. In diesem Fall gibt es zu jedem t 2 I einen Vektor v 2 C
n











ucktransformation liefert sofort die Existenz eines nichtverschwin-












achlich kann man nun f

ur diesen Spezialfall von linearen dierentiell-
algebraischen Gleichungen Konvergenz der BDF-Verfahren bei Verwendung kon-
































ur i   und ih  T   t
0
, T 2 I fest.
Beweis:




























































= O(h) in jedem Summanden des (1; 2)-Eintrages vorkommt und der
Rest beschr

ankt ist, folgt die Behauptung f














































Satz 41 Sei f

ur das Paar (E;A) von hinreichend glatten Matrixfunktionen der





= 0. Dann sind die BDF-Verfahren (4.13) angewandt auf (1.2) f

ur k  6
konvergent der Ordnung p = k im Sinne von Satz 34.
Beweis:
Sei x die L

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Nach Lemma 39 und dem dort gef

uhrten Beweis gibt es glatte, punktweise
nichtsingul






































































































































































































































































































































































































































































































































































I +O(h) 0 ]
"






















































































atsmatrix aus (4.8) ist, mit dem
einzigen Unterschied, da dort jeder Eintrag mit dem Faktor I zu versehen ist.
Entsprechend zu Bemerkung 35 garantiert Stabilit

at die Existenz einer Vek-
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gleichbedeutend mit der Behauptung.





weite Konvergenz mit gleicher Ordnung zeigen. Wie soll man aber lineare
dierentiell-algebraische Gleichungen numerisch angehen, wenn die Vorausset-






are im Hinblick auf die
theoretischen Ergebnisse aus Kapitel 3 ein numerisches Verfahren zumindest f

ur
den Fall, da der Strangeness-Index des zugeh

origen Paares von Matrixfunk-
tionen wohldeniert ist und keine unbestimmten L

osungskomponenten vorkom-
men. Zwar zeigen die Ergebnisse aus Kapitel 3, da man theoretisch zu einer





ubergehen kann, die die Voraussetzungen von Satz 41 erf

ullt. Lei-
der ist diese Vorgehensweise numerisch nicht durchf

uhrbar, da sie aufeinander
aufbauende Transformationen mittels Matrixfunktionen und deren Ableitung
verwendet. Dabei wird die spezielle Form aus (3.12) zur Durchf

uhrung der
BDF-Verfahren gar nicht ben





Die Frage, mit der wir uns nun auseinandersetzen wollen, ist, ob es eine nu-
merisch zug

angliche, die Voraussetzungen von Satz 41 erf

ullende lineare dieren-
tiell-algebraische Gleichung gibt, deren L

osungsmenge umkehrbar eindeutig auf
die L

osungsmenge des Ausgangsproblems abbildbar ist oder, besser noch, deren
L

osungsmenge die gleiche ist wie die des Ausgangsproblems. Ausgangspunkt
unserer

Uberlegungen ist die Konstruktion eines numerischen Verfahrens, das








) erlaubt. Da w

ahrend
der iterativen Prozedur aus Kapitel 3 Ableitungen gebildet werden, ist klar, da
Ableitungsinformation zumindest f

ur die Funktionen E, A und f in diese nume-
rische Prozedur einieen mu. Nach einer Idee von Campbell (siehe [3]) leiten
wir dazu die Gleichung (1.2) sukzessive ab, bringen alle Ableitungen von x
auf die linke Seite und fassen die erhaltenen Gleichungen zu neuen groen





ur hinreichend glatte Funktionen E, A und f f




































































; i = 0; : : : ; `:
(4:20)
Es soll nun gezeigt werden, da f










) des Matrixpaares (gem

a (3.4)) invariant unter globa-
len

























































































































otigen wir eine Beziehung f

ur die Ableitungen eines Produkts
von drei Matrixfunktionen.
Lemma 43 Sei D = ABC das Produkt dreier hinreichend glatter Matrixfunk-

























Die Behauptung folgt durch Induktion unter Verwendung von (4.21c).
Als zentrales Ergebnis f

ur das weitere Vorgehen erhalten wir den folgenden
Zusammenhang zwischen globaler und lokaler

Aquivalenz.






























origen erweiterten Paare nach (4.20).

















ur jedes t 2 I
und jedes ` = 0; : : : ; .
Beweis:








































ur i = 0; : : : ; `; j = 0;
0 sonst;
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der ersten Blockspalte nichtverschwindende Eintr

age besitzen. Ausgehend von




























































































































































































































































































































































































































































































































































































) sind aber numerisch bestimmbar. Im wesentlichen sind
nach (3.4) f

ur jedes ` drei aufeinanderfolgende numerische Rangbestimmungen
durchzuf

uhren, die etwa mittels Singul

arwertzerlegung oder QR-Zerlegung mit
Spaltentausch bewerkstelligt werden k

onnen. Es bleibt damit die Frage, ob



















), i = 0; : : : ; .
Satz 45 Sei f

ur das Paar (E;A) von hinreichend glatten Matrixfunktionen














(t)), ` = 0; : : : ; , t 2 I,
die zu (E;A) geh































































































































` = 0; : : : ; :
(4:24)
Beweis:
Wegen Satz 44 k

onnen wir ohne Einschr

ankung annehmen, da das Paar (E;A)
in der Normalform (3.18) vorliegt. F

ur festes t 2 I wenden wir nun lokale





(t)) an. Dabei werden wir im





































































Dabei besitzt jeder Blockeintrag T
i;i





















I 0    0 0     
































0 0    0 0
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jeder Blockeintrag T
i;i+1





















      0     





























0 0    0 0







































































      0     





























0 0    0 0





















































besitzt jeder Blockeintrag S
i;`















      0    0
















0 0    0 0 0
















































      0    0
















0 0    0 0 0
































onnen nun die Matrix M
`





aten vereinfachen. Die Identit

at in der oberen lin-
ken Ecke jedes Blockes T
i;i





origen Blockzeile zu eliminieren. Dann kann man mit der unteren
rechten Identit

at im (0; 1)-Block alle anderen Eintr

age in dieser Blockspalte
eliminieren, anschlieend mit den unteren zwei Identit

aten im (1; 2)-Block alle
anderen Eintr

age in diesen Blockspalten und induktiv so weiter mit den unte-
ren ` Identit









) das Paar, das wir auf diese





sondere wurde kein Nullblock zerst































+    + w
i






, falls vorhanden, tragen die c
0
+   + c
i



















) +   +
+ (n  w
0
       w
` 1
) + (n  w
0





























































in der letzten Blockspalte nichtverschwindende Eintr

age besitzt und Z
`
einen













, der einen Beitrag
zu den gesuchten R






















0 0    0 0    0
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ebenfalls nur der letzte Teil

















0 0    0 0    0




























































































0    0 I 0    0 0    0






















0    0 0 0    0 0    0


































































































































































































































ergeben sich direkt aus der Konstruktion der Folge. Aus der
dritten Beziehung von (4.24) erhalten wir s
i
, um anschlieend aus der zweiten
Beziehung w
i







ur den i-ten Schritt bestimmt und alle anderen charakteristischen
Gr

oen ergeben sich aus den entsprechenden Denitionen.
Damit haben wir zumindest ein numerisches Verfahren entwickelt, um die











Strangeness-Index  zu bestimmen. Man beachte, da dieses Verfahren nur
Information von E und A und deren Ableitungen ausgewertet an einer festen
Stelle t 2 I verwendet. Dieses Verfahren erlaubt also umgekehrt auch die De-
nition dieser charakteristischen Gr

oen, im Gegensatz zu dem Vorgehen in
Kapitel 3 sogar mit dem Vorteil, da man diese punktweise festlegen kann. In
diesem Sinn k

onnen wir also z. B. angeben, welchen Strangeness-Index eine
lineare dierentiell-algebraische Gleichung an einer bestimmten Stelle besitzt.
Wir kommen nun zur Frage, wie wir die gewonnenen Resultate verwenden
k








onnen. Aus der bisherigen Diskussion ist klar, da die wesent-




) enthalten sein mu. Im folgenden lassen













orige groe Paar, und nehmen stillschweigend an, da
die Voraussetzungen der S

atze 44 und 45 erf










) nicht von t 2 I abh

angig. Mit Blick auf Satz 28 ist unser




A) von Matrixfunktionen zu gewinnen,
f

ur das der Strangeness-Index verschwindet und die lokalen charakteristischen
Gr

oen gegeben sind durch r^ = d

, a^ = a

und s^ = 0. Dabei ist wesentlich,
da dieses Verfahren numerisch durchf

uhrbar sein soll. Um einen m

oglichst
stabilen Algorithmus zu erhalten, wird darauf geachtet, da alle Transforma-
tionen m

oglichst kleine Norm besitzen. Das kann man dadurch erreichen, da






achst die zur Normalform geh

origen Matrixfunktionen.






. Wegen der Konstanz der R

ange garantiert
































































































































































ur die zu einer Normalform geh

origen Ma-
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gibt, die ohne Einschr
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von t 2 I gegeben durch




















multipliziert. Multipliziert auerdem T
0
2




























ar und wir erhalten























































































































































































































48 Kapitel 4 Numerische Verfahren
Vom letzten Paar k

onnen wir nun direkt ablesen, da r^ = d

, a^ = a

und s^ = 0.










































so hat man aus der dierentiell-algebraischen Gleichung (4.19) f









gewonnen. Die Besonderheit der Herleitung ist, da die gesuchte Funktion x
dabei nicht mittransformiert wurde. Ist insbesondere u






so hat (4.28) die gleiche L

osungsmenge wie (1.2). Das gleiche gilt, wenn die
Anfangsbedingung (1.3) hinzugenommen wird. Ist hingegen u











Im Fall der eindeutigen L

osbarkeit des Anfangswertproblems garantiert dann
Satz 41 die Anwendbarkeit der BDF-Verfahren. Auerdem kann man an Hand

























f in der oben
angegebenen Art wegen der Glattheitsforderung numerisch nicht zug

anglich
sind, da man zwar Orthonormalbasen der auftretenden R

aume numerisch be-
























die im allgemeinen nicht glatt sind. Damit erreicht man numerisch (4:28) nur
bis auf eine eventuell nichtglatte, punktweise unit

are Skalierung von links. Die
BDF-Verfahren sind aber gl

ucklicherweise invariant unter solchen Transforma-
tionen der Gleichung. Man darf sich also auf den Standpunkt stellen, da man
glatte Funktionen zur Verf

ugung hat. Damit haben wir also letztendlich ein





bleme bei linearen dierentiell-algebraischen Gleichungen mit wohl-deniertem
Strangeness-Index ohne Einschr
















 1 t 0 0
0 2t  t t
2












 1 0 0 0
0  1 0 0
0 0 0 0







Es ist rangM(t) = 2 unabh








1  t 0 0







 1 t 0 0

























homogenen Anfangswertproblems direkt ablesen.
Beispiel 49 F








0 0 0 0
1  t 0 0
1  t 0 0












 1 t 0 0
0 0 0 0
0 1 0 0







Es ist wiederum rangM(t) = 2 unabh








1 0 0 0







 1 t 0 0



































Auch hier kann man die in Beispiel 16 angegebene L

osung direkt ablesen. We-
gen u

= 0 kann man f

ur dieses Beispiel bei konsistenter Anfangsbedingung
die BDF-Verfahren zur numerischen Berechnung der eindeutigen L

osung ver-






orige lineare dierentiell-algebraische Gleichung
wegen d

= 0 nur aus algebraischen Gleichungen besteht, wird diese durch die
BDF-Verfahren bis auf Rundungsfehler exakt gel

ost. Es sei hier noch einmal
darauf hingewiesen, da direktes Anwenden der BDF-Verfahren auf (1.2) bei
diesem Beispiel nicht m

oglich ist.
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