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ABSTRACT
Context. The determination of accurate stellar parameters of giant stars is essential for our understanding of such stars in general
and as exoplanet host stars in particular. Precise stellar masses are vital for determining the lower mass limit of potential substellar
companions with the radial velocity method, but also for dynamical modeling of multiplanetary systems and the analysis of planetary
evolution.
Aims. Our goal is to determine stellar parameters, including mass, radius, age, surface gravity, effective temperature and luminosity,
for the sample of giants observed by the Lick planet search. Furthermore, we want to derive the probability of these stars being on the
horizontal branch (HB) or red giant branch (RGB), respectively.
Methods. We compare spectroscopic, photometric and astrometric observables to grids of stellar evolutionary models using Bayesian
inference.
Results. We provide tables of stellar parameters, probabilities for the current post-main sequence evolutionary stage, and probability
density functions for 372 giants from the Lick planet search. We find that 81% of the stars in our sample are more probably on the
HB. In particular, this is the case for 15 of the 16 planet host stars in the sample. We tested the reliability of our methodology by
comparing our stellar parameters to literature values and find very good agreement. Furthermore, we created a small test sample of 26
giants with available asteroseismic masses and evolutionary stages and compared these to our estimates. The mean difference of the
stellar masses for the 24 stars with the same evolutionary stages by both methods is only 〈∆M〉 = 0.01 ± 0.20 M.
Conclusions. We do not find any evidence for large systematic differences between our results and estimates of stellar parameters
based on other methods. In particular we find no significant systematic offset between stellar masses provided by asteroseismology to
our Bayesian estimates based on evolutionary models.
Key words. stars: fundamental parameters – stars: late-type – stars: evolution – Hertzsprung-Russell and C-M diagrams – planetary
systems – methods: statistical
1. Introduction
Since the first discovery of an exoplanet around a main sequence
star in 1995 by Mayor & Queloz (1995), the number of detected
extrasolar planets increased continuously. Most detected extra-
solar planets are orbiting main sequence stars; however, a small
number of planets have also been found around more evolved
stars. The first planet around a giant star was discovered around
ι Draconis by Frink et al. (2002). Since then the number of de-
tected substellar companions around giant stars has grown sig-
nificantly to more than 100. The advantage of measuring radial
velocities of giant stars is that they are cooler and rotate slower
than their main sequence predecessors. This allows precise mea-
surement of radial velocities from their spectra which would be
very difficult for main sequence stars with stellar masses above
1.5 M, as they have fewer absorption lines. As a result, by de-
termining radial velocities of giant stars one can probe the planet
population of more massive stars.
However, radial velocities of giant stars are subject to in-
trinsic radial velocity variability and jitter. Late-type K giants in
? Tables A.1 and A.2 are only available in electronic form at the
CDS via anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via
http://cdsweb.u-strasbg.fr/cgi-bin/qcat?J/A+A/
particular can show large RV variations (Setiawan et al. 2004;
Hekker et al. 2006, 2008). These variations are caused by p-
mode pulsations and occur on short timescales with periods
ranging from several hours to days. Furthermore, Hatzes et al.
(2004) postulates long-term variations of several hundred days
that might be caused by non-radial pulsations. The latter could
mimic radial velocity signals of extrasolar planets; see, for ex-
ample, Hrudková et al. (2017), Hatzes et al. (2018) and Reichert
et al. (in prep.). The knowledge of the host star’s stellar param-
eters and current evolutionary stage is important for understand-
ing such variations as well as for producing a clean planet sample
around giant stars for a statistical analysis of planet occurrence
rates around stars more massive than the Sun. Furthermore, stel-
lar parameters are essential for numerous other applications re-
garding planet-hosting stars. Some examples are the determina-
tion of the planet’s minimum mass using radial-velocity data,
dynamical modeling of multi-planetary systems, and analysis of
planetary evolution around giant stars. For the latter, the current
evolutionary stage is especially important as it provides the po-
sition of the planet around the host star at the time when the
star was on the main sequence (Kunitomo et al. 2011; Villaver
et al. 2014; Currie 2009). This can help to understand planet-
formation mechanisms (Currie 2009).
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There is also an essential reason to know the current post-
main sequence evolutionary stage of the giant star, when us-
ing the Hertzsprung-Russel diagram (HRD) or analogously the
Color-Magnitude diagram (CMD) to determine stellar parame-
ters from photometry and spectroscopy. The post-main sequence
evolutionary tracks of evolved stars are degenerate in those dia-
grams, which allows for multiple solutions of stellar parameters
of the giant star in these regions, depending on whether the star
is on the red-giant branch (RGB), burning hydrogen in a shell,
or on the horizontal branch (HB), burning helium in its core.
Recently, some authors questioned the reliablity of stellar
masses for giants stars determined via evolutionary models; see,
for example, Lloyd (2011), Lloyd (2013), Schlaufman & Winn
(2013) and Sousa et al. (2015). These authors stated that stel-
lar masses of giant stars determined from evolutionary models
can be overestimated by a factor of two or even more. Takeda
& Tajitsu (2015) argued that this bias towards higher masses
might be caused by the fact that the RGB models cover the whole
area in the HRD which is occupied by giant stars, whereas the
HB models cover only part of that area. With the interpolation
method, it is therefore always possible to find a solution on the
RGB, but not necessarily on the HB, and the RGB solution for
a star usually corresponds to a higher mass than the HB solu-
tion. Ghezzi & Johnson (2015) did not find any evidence for
systematically higher masses from spectroscopic observations
compared to either binary or asteroseismic reference masses.
More recently, North et al. (2017) did not find any significant
difference between asteroseismic masses and masses determined
from spectroscopic observations in the range of 1 M to 1.7 M,
while Stello et al. (2017) find that spectroscopically determined
masses for stars above 1.6 M can be overestimated by 15%-
20%. This overestimation could be caused by the simplifications
that are used to calculate stellar evolutionary models. The as-
sumption of local thermodynamic equilibrium (LTE) as well as
the one-dimensional (1D) simplification might lead to significant
uncertainties in stellar evolutionary models, especially regarding
evolved stars (Lind et al. 2012). A systematic overestimation of
stellar masses across the whole mass range occupied by the Lick
giant star sample would have consequences for the location of
the peak in the planet occurrence rate as a function of stellar
mass as obtained in Reffert et al. (2015).
The purpose of this paper is to use a methodology based on
Bayesian inference instead of interpolation to determine the stel-
lar parameters of the giant stars in our sample as accurately as
possible given the limitations of the observations and stellar evo-
lutionary models. Furthermore, the Bayesian inference method
can provide a probability estimate of the current evolutionary
stage based on the likelihood of the models given the observed
parameters and some physical prior information. It is therefore
possible to more accurately asses the degeneracy of the two pos-
sible solutions of stellar parameters, corresponding to RGB and
HB models, for many of our giant stars. We also compare our re-
sults to those for other samples to evaluate the reliability of our
methodology and stellar parameters.
The paper is organized as follows. In Sect. 2, our sample of
stars for which we derived stellar parameters is described. Sec-
tion 3 presents the stellar evolutionary models and their prepara-
tion for our application of the method, while Sect. 4 explains the
methodology for the stellar-parameter determination in detail. In
Sect. 5, we present the results of our sample and compare them
to available literature values. In Sect. 6 we discuss the reliabil-
ity of our estimations of stellar parameters, in particular stellar
masses and evolutionary stages, by comparing them to astero-
Table 1. Adopted [Fe/H] values and their reference for the eight stars
of our sample that have no metallicities in Hekker & Meléndez (2007).
HIP [Fe/H] Reference
476 −0.020 ± 0.050 Feuillet et al. (2016)
4463 0.050 ± 0.060 Wu et al. (2011)
14915 0.073 ± 0.003 Ness et al. (2016)
46457 0.070 ± 0.080 Hansen & Kjaergaard (1971)
67057 0.110 ± 0.110 Giridhar et al. (1997)
67787 0.080 ± 0.090 Franchini et al. (2004)
89918 −0.170 ± 0.090 Wu et al. (2011)
117503 −0.110 ± 0.110 Wu et al. (2011)
seismic test samples. Section 7 provides a short summary of the
paper.
2. Sample
2.1. Stellar parameters
Our sample of stars consists of 373 very bright (V ≤ 6 mag)
G- and K-giant stars with parallax measurements by Hipparcos
(Perryman et al. 1997). Their detailed selection criteria are out-
lined in Frink et al. (2001) and more recently in Reffert et al.
(2015). Selection criteria were a visual magnitude brighter than
6 mag and a small photometric variability. The sample started
with 86 K giants in June 1999 and was extended with 93 K gi-
ants in 2000. In 2004, 194 stars that mostly belong to the G-giant
regime were added to the sample. These stars have bluer colors
(we used 0.8 ≤ B − V ≤ 1.2 as a selection criterion) and more
importantly higher masses. The masses where roughly estimated
at this time using evolutionary models by Girardi et al. (2000)
with solar metallicity, as no individual metallicities were avail-
able. Only stars that were above the evolutionary track of 2.5 M
were added to the sample.
The radial velocities of these stars were monitored for more
than a decade (1999-2011) with the 60 cm CAT-Telescope at
Lick Observatory using the Hamilton Echelle Spectrograph (R ∼
60, 000). This resulted in several published planet detections; for
example, Frink et al. (2002), Reffert et al. (2006), Quirrenbach
et al. (2011), Mitchell et al. (2013), Trifonov et al. (2014), Ortiz
et al. (2016), Tala et al. (in prep.) and Luque et al. (in prep.).
For the derivation of stellar parameters for our sample, we
used the V and B − V photometry provided by the Hipparcos
catalog (ESA 1997) together with spectroscopically determined
metallicities by Hekker & Meléndez (2007). The Johnson V and
B−V photometry of the Hipparcos catalog were determined from
several sources. The Johnson V magnitudes are either directly
observed values from ground or transformations from the Hip-
parcos Hp or Tycho VT magnitudes, whichever yielded a bet-
ter accuracy (ESA 1997). The Johnson B − V color index was
derived using ground-based observations or the Tycho BT and
VT magnitudes with the correct transformations corresponding
to the luminosity class. If the luminosity class of the star in the
Hipparcos catalog was unknown, the transformations for lumi-
nosity class III giants were used (ESA 1997). This is favorable
for our sample of giant stars, as we do not need to apply further
corrections for these stars. For some dozen stars in the Hippar-
cos catalog, no error of the B − V color index was cataloged.
For these stars we used the error given by the Hipparcos input
catalog (Turon et al. 1993).
In addition to the B − V color index, the Hipparcos catalog
provides the V − I color indices derived by various methods,
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Fig. 1. Histogram which shows the distribution of [Fe/H] values for our
sample.
which are described in detail in ESA (1997). The reason for in-
cluding the V − I color index is that it helps to disentangle the
degeneracy in the B − V color index between M giants and late-
type K giants, due to differential absorption by titanium oxide
(TiO) in the stellar atmospheres of M giants, which affects the V
magnitude more than the B magnitude.
Since our sample of giant stars is part of a radial velocity
survey to detect exoplanets, high resolution spectra are available
for all stars. Spectroscopic metallicities, effective temperatures,
and surface gravities were determined by Hekker & Meléndez
(2007). For the metallicities, Hekker & Meléndez (2007) esti-
mated an error of σ[Fe/H] = 0.1 dex by comparing some of their
results to previous published literature values. For eight stars of
our sample, no metallicities could be determined from the spec-
tra by Hekker & Meléndez (2007). For these stars we used the
literature values shown in Table 1. The mean metallicity of our
sample is [Fe/H]mean = −0.116 dex. Figure 1 shows the metal-
licity distribution of our sample. In addition to the metallicites,
Hekker & Meléndez (2007) determined surface gravities and ef-
fective temperatures with uncertainties of σlog(g) = 0.22 dex and
σTeff = 84 K for each star. While these two parameters could
also be used to determine stellar parameters, for example, mass
and radius, from evolutionary models, we decided not to follow
this approach. The reason is that spectroscopic data are often
affected by relatively large unknown systematics, depending on
the adopted models. However, we used the spectroscopic effec-
tive temperatures and surface gravity to verify the validity of our
derived stellar parameters and we used the spectroscopic effec-
tive temperature in addition to the V − I color index to break the
degeneracy in the B − V color index between M giants and late
K giants.
2.2. Parallax, distance, absolute magnitude and
astrometry-based luminosity
Comparing observed stars to evolutionary models requires infor-
mation about the distances of the stars. Trigonometric parallax
measurements by Hipparcos are available for all of the 373 giant
stars studied here. We used the new reduction by van Leeuwen
(2007) which has smaller statistical errors than the original Hip-
parcos catalog ESA (1997). The application of the distance mod-
Fig. 2. Histogram showing the distribution of measured parallaxes for
our sample of stars. The x-axis is plotted on a logarithmic scale. For
convenience, the upper x-axis shows the corresponding distance.
ulus to determine absolute magnitudes from trigonometric paral-
laxes can lead to biases and systematic effects, due to the recip-
rocal and logarithmic transformation; see, for example, Lutz &
Kelker (1973), Arenou & Luri (1999), Bailer-Jones (2015) and
Astraatmadja & Bailer-Jones (2016).
Instead of the absolute magnitude we used the astrometry-
based luminosity (ABL) introduced by Arenou & Luri (1999)
to compare observations with models. The ABL aλ at a certain
wavelength λ or in a certain photometric band can be derived by
rewriting the distance modulus. The ABL is given by
aλ ≡ $[′′] · 100.2mλ[mag]−0.2Aλ[mag]+1 = 100.2Mλ[mag], (1)
where $ is the trigonometric parallax (in arcseconds), mλ the
apparent magnitude, Mλ the absolute magnitude and Aλ the ex-
tinction (Arenou & Luri 1999). The ABL can be regarded as
the reciprocal of the square root of the flux. In the case of our
sample, the influence of the photometric error on the error of
the ABL is several magnitudes smaller than the error due to the
parallax, which is the reason why we neglected the photometric
error for the determination of the error of the ABL. The advan-
tage of the ABL is the linearity with the parallax, which implies
that the ABL has Gaussian distributed symmetrical errors based
on the errors of the parallax measurement. Furthermore, no bi-
ases, for example, Lutz-Kelker bias (Lutz & Kelker 1973), are
introduced, and one could in principle also use negative paral-
laxes; fortunately in our sample of stars, no negative parallaxes
are present.
Figure 2 shows the distribution of trigonometric parallaxes
for our sample of stars from van Leeuwen (2007). The median
parallax of our sample is 9.47 mas. Due to the small distance of
most of the stars in our sample, we neglect interstellar reddening
when determining the ABL of our stars from Eq. 1.
Figure 3 shows our sample of giant stars as red crosses in
different so-called astrometric HRDs (Arenou & Luri 1999) with
overplotted evolutionary tracks corresponding to a metallicity of
Z=0.0180, which is very close to our derived mean metallicity
of the sample. The degenerate part between K and M giants is
marked in black on the evolutionary tracks and starts around B−
V ≈ 1.5 mag for each stellar model. Stars with (B−V) +σB−V >
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Fig. 3. Astrometric HRDs with different x-axes. From left to right: B−V , V− I and log(Teff). The colored lines represent HB and RGB evolutionary
tracks with metallicity Z=0.0180 and masses of 1 M (blue), 2 M (green), 3 M (violet), 4 M (gray) and 5 M (turquois). Bold black parts of the
evolutionary track show the region that is affected by the degeneracy in B − V due to the differential absorption of TiO bands in M giants, while
orange triangles are stars that are in their 1-σ range affected by this degeneracy. The astrometric HRDs with V − I or effective temperature plotted
on the x-axis show that no giant star of our sample can be attributed to the M-giant region of the evolutionary tracks.
1.5 mag are marked as orange triangles. Using the V − I color
index and the effective temperature to plot the astrometric HRD
shows that these stars are not located in the M giant regime of the
evolutionary tracks. This is especially apparent when using the
V − I color and its corresponding error estimate, as no star of our
sample is in the 3-σ range of the M giant regime (marked black)
of the evolutionary tracks. This is why, later on, we used the V−I
color index to exclude these models, thereby preventing artificial
multiple solutions of stellar parameters for stars positioned in
this region of the HRD that are purely based on the choice of
photometry.
3. Stellar evolutionary models
3.1. Models
We determine stellar parameters using stellar evolutionary mod-
els provided by Bressan et al. (2012) based on the Padova and
Trieste Stellar Evolution Code (PARSEC), which include con-
vective overshooting. We chose the Padova models because of
their widespread use in the literature and the fact that they are
available for a large range of stellar masses and metallicities. The
mass grid ranges from 0.09 M to 12 M while the metallicity
ranges from Z = 0.0001 to Z = 0.06. The helium content Y and
hydrogen content X are regarded as known functions of Z using
the relation Y = 0.2485+1.78Z. The assumed solar metal content
for the models is Z = 0.0152 (Bressan et al. 2012). The models
cover the range from the start of the pre-main sequence phase
until the helium flash (HEF) for low-mass stars, to a few ther-
mal pulses for intermediate-mass stars and until carbon ignition
for massive stars (Bressan et al. 2012). Each evolutionary track
includes values for the mass, radius, surface gravity, age, lumi-
nosity, effective temperature and the current evolutionary phase.
The evolutionary phase value is an increasing integer number at
certain selected critical points along the track, while fractional
phase values are proportional to the fractional time duration be-
tween the previous critical point and the following one. Stars
with masses 0.5 M < M < MHEF, where MHEF depends slightly
on the metallicity, experience a helium flash. For these low-mass
stars, the evolutionary tracks are divided into the RGB and HB
evolutionary phases. The evolution of the HB is computed sepa-
rately from a suitable zero-age horizontal branch (ZAHB) model
which has the same core mass and chemical composition as the
last RGB model. The envelope mass of the HB models is re-
garded as a free parameter (Bressan et al. 2012), which is impor-
tant to consider when adding mass loss along the RGB evolution.
3.2. Interpolation to a finer grid of models
Our derivation of stellar parameters requires a dense grid of stel-
lar evolutionary models for different masses and metallicities.
We interpolated a finer grid of stellar models using points of
equivalent evolutionary phases of neighboring models. This is
achieved by using the phase value provided by the PARSEC
models. The evolutionary tracks are re-sampled so that they con-
sist of exactly the same number of discrete models with the same
phase values. The advantage of this approach compared to other
linear interpolations is that the shape and non-linearity of the
stellar evolutionary tracks is conserved, especially for regions in
the HRD where the evolutionary tracks undergo loops.
Regarding the grid of stellar masses of the models, we in-
terpolated to a grid of ∆M = 0.025 M in the range between
0.5 M to 1.6 M and above 1.9 M, while we interpolated to a
mass grid of ∆M = 0.05 M between 1.6 M and 1.9 M and
∆M = 0.2 M between 10 M to 12 M. We did not use the ex-
tension of the PARSEC library of stellar models with masses
above 12 M provided by Tang et al. (2014) for several reasons:
These models include a large amount of mass loss and have a
discontinuity in their phase value compared to lower mass mod-
els. Both of these facts would necessitate a different preparation
of the stellar models and their sampling if they were included.
However, we do not expect many (if any) stars to have masses as
high as 12 M in our sample.
The coarser grid between 1.6 M and 1.9 M is due to the
fact that it separates two physically different models of stars:
low-mass stars that experience a helium flash and stars of higher
masses that do not undergo a helium flash. The evolutionary
tracks for these two types of stars have a slightly different shape
and position in the HRD. An interpolation between these mod-
els can lead to non-physical and unreliable evolutionary tracks.
For the determination of stellar parameters with our methodol-
ogy we need a grid of stellar evolutionary tracks that is sampled
equally in mass over the whole covered range of metallicities of
the models; otherwise this will lead to artificial gaps in the de-
termined probability density function (PDF) of the stellar mass.
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As a result, the precomputed coarser grid of stellar masses has
to be kept in this mass range.
Regarding models of different metallicities, we interpolated
to a grid that is 40 times finer than the precomputed grid pro-
vided by Bressan et al. (2012). This was necessary for deter-
mining smooth probability density functions (PDFs) of the stel-
lar parameters, especially for the stellar masses and ages, given
the small observational errors of our sample. Regarding models
separated by MHEF, the same difficulty as for the interpolation
to a finer grid of stellar masses was encountered. However, it
is enhanced by the fact that MHEF, and therefore the boundary
between physically different models, varies over the range of
metallicities. Therefore, it is not always possible to interpolate
to a grid of at least ∆M = 0.05 M between different metal-
licities. As a result, we interpolated all models for which this
was possible in this mass range. We then filled the small number
of gaps at certain masses and metallicities by extrapolating the
stellar evolutionary tracks. This was achieved by using the two
evolutionary tracks which have the closest stellar masses and the
same metallicity as the evolutionary track that was extrapolated.
With this approach no extrapolations by more than 0.05 M and
only in very rare cases by 0.1 M were necessary. From inspec-
tion of the extrapolated evolutionary tracks in the HRD/CMD
the inaccuracies due to the extrapolations are of the order of a
few per cent at most. Due to the small number of extrapolations,
and given the observational errors, modeling uncertainties due to
small extrapolations are regarded as negligible.
3.3. Bolometric corrections
For the comparison of stellar evolutionary models to observed
quantities we used bolometric corrections for the V band and
color-temperature relations for B − V and V − I by Worthey &
Lee (2011). They provide extensive tabulated empirical relations
for a large parameter space, from which one can determine the
color and bolometric corrections by using a trilinear interpola-
tion in metallicity, effective temperature and surface gravity. The
absolute bolometric magnitude of the Sun Mbol, cannot be set
arbitrarily but has to be consistent with the tabulated bolomet-
ric corrections (Torres 2010). Worthey & Lee (2011) adopted a
solar bolometric correction of BCV, = −0.09 which, together
with our adopted solar absolute magnitude of MV = 4.81 mag
(Hayes et al. 1985; Torres 2010), results in Mbol, = 4.72 mag
for the Sun. It is then straightforward to determine the absolute
magnitudes for a given photometric band for each evolutionary
model.
3.4. Further preparations
The observed metallicities of the stars are measured in [Fe/H],
while the model metallicities are given as fractional percentages
Z. For the transformation of Z to [Fe/H] we applied
[Fe/H] = log
X
Z
· Z?
X?
. (2)
We use [Fe/H] to denote the whole metal content of the star.
The evolutionary models by Bressan et al. (2012) do not ex-
plicitly give mass loss for stars below 13 M. We calculated the
mass loss along the RGB for each stellar evolutionary model ac-
cording to Reimer’s law (Reimers 1975) using the modest value
of η = 0.2 as suggested by Miglio et al. (2012). We used the cor-
responding HB models with the same core and envelope mass
to follow up the evolution of the RGB, where the envelope mass
is regarded as a free parameter based on the mass loss along the
RGB. As the HB models are computed from a suitable zero-age
horizontal branch they have an assigned starting age of zero. For
the starting age of these models we used the age at the end of the
corresponding RGB model.
Very low-mass stars have main sequence lifetimes larger than
the current age of the Universe. Therefore, the evolutionary mod-
els were truncated when the age along the track reached the limit
of 13.8 billion years. This results in a corresponding minimum
mass of the post-main sequence models of around 0.75− 0.9 M
depending on the metallicity and evolutionary stage, that is,
RGB or HB. Stars of lower masses have not evolved off the main
sequence yet.
For the determination of the current evolutionary stage with
our methodology we divided all models into RGB and HB mod-
els.
4. Methodology
The Bayesian methodology we applied is very similiar to the
methodologies outlined in Jørgensen & Lindegren (2005) and da
Silva et al. (2006). However, some modifications and improve-
ments were added. One fundamental difference is that Jørgensen
& Lindegren (2005) and da Silva et al. (2006) used isochrones
instead of evolutionary tracks to determine stellar parameters.
While both are in general equivalent to each other, they still
need a different treatment when using Bayesian inference to de-
termine stellar parameters. The following section explains how
the Bayesian methodology was applied to determine stellar pa-
rameters of giant stars from stellar evolutionary tracks.
4.1. Determination of the posterior probability
Each evolutionary track consists of discrete points that have
defined stellar parameters and positions in a three-dimensional
cube of metallicity, effective temperature, and luminosity. One
may use alternative parameterizations for this cube; we use color
B−V and ABL aV instead of effective temperature and luminos-
ity.
We connected the discrete points along each evolutionary
track to small sections, which we label k. Each of these sec-
tions is assigned the mean stellar parameter between the start
(k − 12 ) and the end point (k + 12 ) of this section. Addition-
ally, we assigned to each section an evolutionary time ∆τi, j,k =
ti, j,k+ 12 − ti, j,k− 12 , depending on the age at the start and end point.
For a star with observables that have Gaussian distributed
errors one can estimate the likelihood of the star belonging to the
section k of the evolutionary track with mass i and metallicity j
by
Li, j,k ∝ exp
(
−
(aV − a′Vi, j,k )2
σ2aV
−
((B − V) − (B − V)′i, j,k)2
σ2B−V
(3)
−
([Fe/H] − [Fe/H]′j)2
σ2[Fe/H]
)
, (4)
where a′Vi, j,k and (B−V)′i, j,k are the mean values corresponding to
the section i, j, k of the model and [Fe/H]′j is the metallicity of
the model.
The posterior probability is proportional to the product of the
likelihood and the prior probability, meaning that
Pi, j,k ∝ Li, j,k · ∆ni, j,k · w j, (5)
Article number, page 5 of 15
A&A proofs: manuscript no. S_Stock_et_al_2018
where ∆ni, j,k is the number density of predicted stars which pop-
ulate the evolutionary track section k of mass i and metallicity j
and w j the weight of models with metallicity j. It is essential to
include the weight of the models, as they are not sampled equally
in [Fe/H]. This is given by
w j =
1
2 |[Fe/H] j − [Fe/H] j−1| + 12 |[Fe/H] j+1 − [Fe/H] j|
|[Fe/H]max − [Fe/H]min| , (6)
with [Fe/H]min and [Fe/H]max being the minimum and maximum
metallicity of the models.
Regarding the complete derivation of ∆ni, j,k we refer to Shull
& Thronson (1993). In short, the number of stars that populate a
certain section of the evolutionary track at a certain age t given a
star formation rate (SFR) Ψ(t) can be written as
ni, j,k(t) ∝ N0i, j
∫ ti, j,k+ 12
ti, j,k− 12
Ψ(t − t′)dt′, (7)
where N0i, j is the number density of stars of a certain mass and
metallicity that are instantaneously born, that is, it is the initial
mass function (IMF) for a given metallicity. With the simplified
assumption that the SFR was constant in the Galaxy, and due to
the fact that we do not have a simple stellar population but field
stars with different ages, one can determine the expected number
density of stars by integrating Eq. 7. This results in
ni, j,k(t) ∝ N0i, j · (ti, j,k− 12 − ti, j,k+ 12 ) = N
0
i, j · ∆τi, j,k. (8)
As a result, the total prior distribution for field stars under the
assumption of constant SFR in the Galaxy is given by
∆ni, j,k ∝ dni, jdmi, j · ∆τi, j,k = m
−α
i · ∆τi, j,k, (9)
where dni, jdmi, j is the IMF and ∆τi, j,k the evolutionary time. Without
the simplification of a constant SFR in the past one would need
to take the total evolutionary flux along the evolutionary track
into account (Renzini & Buzzoni 1986). This would lead to an
additional factor dmi, j,kdti, j,k which can be regarded as the death rate
of the stellar population (Renzini & Buzzoni 1986) but is not
needed in our case.
Most of our giant stars have expected masses above 1 M,
which is the reason why we simply used the IMF by Salpeter
(1955) with dN ∝ M−αdM and α = 2.35. Due to the fact that
our stellar models are sampled equally in stellar mass it is not
important to integrate the IMF for each stellar mass range of the
models. The stellar age along each evolutionary track however
is not sampled equally. As a result, the evolutionary time ∆τi, j,k
serves not only as a prior that increases the probability for stars
that are in a slower phase of their evolution, it also removes the
dependency on the sampling. Without taking into account the
evolutionary time, the posterior probability distribution would
be biased towards denser sampled regions of the evolutionary
tracks.
The calculation of the posterior probability for each section
of the fine grid of evolutionary models is computationally de-
manding. Therefore, we used only models that are within the
5σ range of the measured position of the star in the astromet-
ric HRD. Some tests have shown that including models further
away has almost no influence on the resulting stellar parameters,
but at a cost of a much higher computation time.
The main improvement of our methodology compared to the
approaches by Jørgensen & Lindegren (2005) or da Silva et al.
(2006) is the fact that we differentiate between RGB and HB
models which are degenerate in the HRD. Because we separate
these models, we can calculate the probability density function
for each stellar parameter for each of the two evolutionary stages
separately. Furthermore, this allows us to determine the overall
posterior probability of each of these two cases given by
Pl =
∑
l Pi, j,k,l∑
l=0 Pi, j,k,l +
∑
l=1 Pi, j,k,l
, (10)
where l = 0 stands for the RGB and l = 1 for the HB models.
4.2. Probability density functions
Each section k of the evolutionary tracks with mass i, metallicity
j and posterior probability Pi, j,k corresponds to a certain stellar
parameter Xi, j,k of the track; for example, radius. To determine
the probability density functions (PDFs), we create histograms
for each stellar parameter. In our case, we determine the PDFs
for mass, radius, age, effective temperature, surface gravity and
luminosity. Since our stellar masses of the evolutionary models
are equally sampled over all models, the binning of the mass
histogram is determined by the mass grid of M = 0.025 M.
The other stellar parameters change along each track and are ir-
regularly sampled over all models. As a result, the other stellar
parameters vary much more and can have many different values.
For the construction of histograms for these irregularly sampled
stellar parameters, we used an automated binning technique in-
troduced and discussed by Hogg (2008), which is based on a
jackknife likelihood. The automated binning technique adjusts
the bin size and number of bins depending on the number of
models Xi, j,k and their posterior probability Pi, j,k. This is essen-
tial, as non-optimal binning would either result in loss of phys-
ical information or induce artificial gaps in the PDF. In some
cases where the probability of the evolutionary stage is very low
and not many models are within the 5σ range corresponding to
the measured position of the star, the automated binning is not
optimal. This is one of the reasons why less probable solutions
tend to have more multi-modal PDFs. Therefore, we only pro-
vide stellar parameters and PDFs for solutions of an evolutionary
stage that has a probability larger than 1%.
The resulting histograms show the underlying probability
distribution, binned and on a relatively coarse grid. We normal-
ize each histogram in such a way that the maximum is one. In
order to determine a good estimate of the mode and mean of the
underlying probability density function, we numerically smooth
the histogram with a spline interpolation. In most cases, this re-
sults in a very good approximation of the underlying histogram.
While the main cause for a possible multi-modal PDF is ex-
cluded due to our separation of the RGB and HB models, the
PDF can still have multiple modes and in many cases it cannot
be described by an analytic function such as a Gaussian. The
reasons lies in the non-linearity of the evolutionary tracks and
their curvature. This is most relevant for the beginning of the HB
models, which, for low-mass stars, start with a loop at the region
of the red clump, or, for higher-mass stars, at the so-called blue
loop.
4.3. Stellar parameters and their confidence intervals
From the smoothed PDFs, one can determine the mean of the
distribution and the most probable value, which is the maxi-
mum of the distribution (mode). The mode has the advantage
Article number, page 6 of 15
Stephan Stock et al.: Precise radial velocities of giant stars
Table 2. Flags used in the catalog of stellar parameters.
Flag Meaning
V V − I color index used to determine stellar parameters (instead of B − V)
D Degeneracy for late-type K giants resolved by applying a cut of the models based on the spectroscopic Teff
L RGB mass loss below threshold, no mass loss provided
P Probability of evolutionary stage less than 1%, no parameters provided
XMa Multi-modal PDFb
XCa Mean of PDF is outside the 1σ confidence intervalc
Notes. (a) X represent the stellar parameter and can be M (mass), R (radius), A (age), T (temperature),G (surface gravity) and L (luminosity). (b) For
example, the flag MM means that the PDF of the stellar mass has multiple modes and should be checked before blindly adopting the provided
value. (c) For example, the flag AC means that the determined mean age from the PDF is outside the 1σ confidence level
that in cases of very broad PDFs, which are truncated, or in the
case of multi-modal PDFs, it is less biased towards the center of
the range of stellar parameters (Jørgensen & Lindegren 2005).
Furthermore, in cases where the parameter estimation with the
Bayesian methodology is uncertain, due to large observational
errors, for example, the PDF will be very broad and possibly
truncated. In these cases, the mode tends to be located at the ex-
treme value of the stellar parameters, which often indicates that
the parameter to be determined is not well constrained by the
observables. While this problem is not particularly important for
our sample of close giants with small observational errors, it is a
problem for more distant stars or those with large observational
errors in general. Unlike the mean, the mode is not a moment of
the PDF, which is why we provide both values.
As many PDFs cannot be approximated by an analytic func-
tion, it is not straightforward to determine the confidence inter-
vals of our stellar parameters. Let f (X) be the PDF of the stellar
parameter X. We calculate the confidence interval by∫ X2
X1
f (X)dX∫ Xmax
Xmin
f (X)dX
= 1 − α, (11)
where Xmin and Xmax are the extreme values as covered by the
stellar evolutionary tracks, X1 and X2 are the lower and upper
boundary for the confidence interval and 1−α is the 1σ (0.6827)
or 3σ (0.9973) confidence level. However, we additionally add
the constraint that
f (X1) = f (X2), (12)
which leads to confidence intervals that allow a better descrip-
tion of non-symmetric PDFs. Our confidence interval is always
defined to include the mode of the PDF. For non-symmetrical or
multi-modal PDFs, this can lead to a situation where the deter-
mined mean of the PDF is outside the 1σ confidence interval.
Stellar parameters from PDFs where this is the case should be
regarded with caution.
This work provides a catalog of the stellar parameters for 372
giant stars which is only available electronically at the CDS on-
line archive 1. We include the corresponding evolutionary stages
and their probabilities as well as their associated stellar parame-
ters, given as the mean and mode of the PDFs 2. We also provide
the lower and upper 1σ and 3σ confidence limits and include a
number of flags that summarize some properties of the provided
1 via anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via
http://cdsweb.u-strasbg.fr/cgi-bin/qcat?J/A+A/
2 Send requests for the individual PDFs to S. Stock, e-mail:
sstock@lsw.uni-heidelberg.de
stellar parameters, indicating, for example, when a PDF has mul-
tiple modes. The flags and their meaning are tabulated in Table 2.
A blank space for a stellar parameter in the catalog indicates that
the determination was not successful.
5. Results and comparisons
5.1. Stellar masses and evolutionary stages
We were able to determine the stellar parameters for 372 of the
373 stars from the Lick planet search (Frink et al. 2001; Ref-
fert et al. 2015). The one star for which we could not determine
the stellar parameters is HIP 33152 (HD 50877). This star has
a very small parallax ($ = 0.22 ± 0.43 mas) in the new reduc-
tion of the Hipparcos catalog (van Leeuwen 2007), resulting in
a stellar mass that is probably higher than 12 M which is out-
side of our adopted grid of stellar evolutionary models. Due to
the fact the parallax is not significantly different from zero and
the star therefore probably suffers from significant extinction and
reddening, we chose not to include the star in our catalog.
We find that 70 of the 372 giant stars (∼18.8%) are proba-
bly on the RGB while 302 stars (∼81.2%) are on the HB. The
evolutionary stage is assigned based on its probability, which
has to be higher than 50% for one of the two possible stages.
By stacking the mass PDFs of all the stars for the more proba-
ble evolutionary stage, we derive a mean mass of the sample of
2.7 M. In Fig. 4 we show the mass distribution (blue) by adopt-
ing the mode as the mass value (without including the complete
PDF) for all observed giants. The mean of the distribution of
mode masses (2.2 M) is smaller than the mean mass derived
by stacking the PDFs. The fraction of all giants that are more
likely on the RGB is also shown in Fig. 4 by the red distribu-
tion. We outline several key features of the observed mass dis-
tribution. One can clearly see a peak for the HB stars between
2 M and 3 M. There are several reasons for the appearance
of such a peak in our sample of stars. One is that the evolu-
tionary time of HB stars peaks between 1.7 M and 2 M due
to the fact that these stars do not go through the helium flash
(see e.g., Fig. 6 in Girardi et al. 2013). However, the RGB phase
of such stars is very short, which explains the observed lack of
RGB stars at masses higher than 1.7 M. Regarding the evolu-
tionary time scales and IMF one would expect to have a much
larger number of RGB stars with masses around 1 M, at least in
a volume-limited sample. However, we emphasize that our sam-
ple is not volume-limited. More than half of the stars of our sam-
ple (194 stars that were added in 2004) were specifically chosen
to have higher stellar masses. This subsample consists of stars
that are located above the ∼2.5 M solar metallicity evolution-
ary track by Girardi et al. (2000). This approach was chosen in
Article number, page 7 of 15
A&A proofs: manuscript no. S_Stock_et_al_2018
Fig. 4. Left: Histogram representing the mass distribution of all stars in our sample, plotted in blue. Those stars that are estimated to be on the
RGB by our method are plotted in red. Middle: Mass distribution of the subsample that was added in 2004 to our sample of giants. One selection
criterion of this sample was that the stars are positioned above the evolutionary track of 2.5 M for solar metallicity in the HRD. Right: Subsample
of stars which were not selected according to stellar mass.
order to investigate the planet occurrence rate and planet masses
around higher-mass host stars; for details, we refer to Reffert
et al. (2015). The mass distribution of the stars that are in this
subsample of more massive stars is given in the middle panel of
Fig. 4. One can clearly see that the peak for the stellar masses
around 2.5 M can be associated with this subsample. The right
panel in Fig. 4 shows the remaining sample for which we did
not apply stellar mass as a selection criterion. The distribution
of this subsample is in closer agreement with a sample that is
volume-limited, as the number of RGB stars increases towards
lower masses.
For statistical analyses and further comparison of our derived
stellar parameters to literature values we use the following ap-
proach: We provide the average difference of the stellar param-
eters determined by our method and a reference as well as their
standard deviation. We usually adopt the mode of the PDF as
our determined stellar parameter, without considering the confi-
dence interval. We provide comparison plots of the two stellar
parameters, where our Bayesian values are on the ordinate and
the literature values on the abscissa. Additionally, we plot the
difference (in case of stellar radii also the fractional difference)
between the Bayesian and the reference value as a function of
the reference value.
It can sometimes be difficult to choose between the mode
and mean of the PDF when adopting a stellar parameter. Nor-
mally this should be decided by looking at the PDF of each indi-
vidual stellar parameter. We circumvent this ambiguity and also
include the uncertainties of the stellar parameters in the compar-
ison. To this end, we carry out a more in-depth analysis which
takes the full PDFs of the stellar parameters into account. For
our Bayesian values we use the smoothed PDFs as determined
in this work, while for the reference values that have symmetric
errors, we assume a normal distribution. For some reference val-
ues, namely those that have non-symmetric errors and no further
information regarding the shape of their PDFs, we assume a split
normal distribution (John 1982; Villani & Larsson 2006). We use
a Monte-Carlo approach to sample the two-dimensional (2D)
PDF of the stellar parameter comparison with 10, 000 synthe-
sized points for each star. These points are drawn from the two
PDFs by inverse transform sampling and with iteration. From
these points, we estimate the PDF of the difference of both val-
ues for each star. This results in a total of 10, 000 single linear
fits from which we determine the distribution of the slope and
intercept by using a kernel density estimator with an Epanech-
nikov kernel (Epanechnikov 1969). The best fit is determined by
the mode of the distributions for the slope and intercept. For the
estimation of the errors, we calculate the confidence interval of
the slope and intercept from their distributions by analogously
applying Eqs. 11 and 12. We also visualize the significance of
the best fit by a confidence band that includes 95% of all fits.
Unfortunately we do not have many stellar reference masses
from model-independent methods like asteroseismology or bi-
nary mass measurements available. For this reason, we created
a test sample to discuss the reliability of our mass estimates
(see Sect. 6.2). However, we also compare our Bayesian stel-
lar masses to previous mass estimates from Reffert et al. (2015)
based on evolutionary tracks (see Sect. 5.5).
5.2. Stellar radii
Eighty-six stars of our sample of giant stars have entries in the
CHARM2 catalog by Richichi et al. (2005) with limb darken-
ing corrected angular diameters. For these we derived the stel-
lar radii RCh. with the help of the parallaxes from van Leeuwen
(2007). We propagated the non-Gaussian errors that arise from
transforming trigonometric parallaxes and limb-darkened disk
diameters to stellar radii by using a Monte-Carlo approach simi-
lar to the one explained above. This allows us to derive the PDFs
of the stellar radii from CHARM2. Due to the fact that the stel-
lar radii of our sample of stars span two orders of magnitude, we
did not only calculate the statistics for the absolute differences of
both values, but also for their fraction. We show the comparison
of these values in Fig. 5 and the corresponding statistical param-
eters of the comparison in Table 3. We find a mean ratio that is
close to one, well within its standard deviation. The linear fit pa-
rameters are within their 1σ range also consistent with a slope
and offset of zero. Regarding the absolute difference we see that
the radii derived from the mode of the PDF Rtrk. are on average
〈Rtrk.−RCh.〉 = −0.69±10.10 R smaller than the estimated radii
from CHARM2. However, the standard deviation is one order of
magnitude larger. The resulting parameters of the linear fit that
takes the complete PDFs into account do not show a significant
slope or offset. We therefore do not find significant systematic
differences and conclude that our stellar radii are good estimates
of the true stellar radii.
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Table 3. Best fit parameters for the comparison between Bayesian stellar parameters from evolutionary tracks to stellar parameters from the
literature.
Sample NStars Quantity Value m* c*
Lick ∩ Charm2 86 〈Rtrk./RCh.〉 0.98±0.10 0.000+0.001−0.001 R−1 0.99+0.02−0.02
Lick ∩ Charm2 86 〈Rtrk. − RCh.〉 −0.69±10.10 R −0.04+0.15−0.15 0.89+3.94−3.63 R
Lick ∩ Hekker & Meléndez (2007) 364 〈Teff, trk. − Teff, spec.〉 −41±106 K −0.02+0.02−0.01 43.94+52.47−81.10 K
Lick ∩ Hekker & Meléndez (2007) 364 〈log(g)trk. − log(g)spec.〉 −0.36±0.26 dex −0.17+0.02−0.02 0.09+0.06−0.05 dex
Lick ∩ Reffert et al. (2015) 361 〈Mtrk. − Mp.〉 −0.12±0.47 M −0.04+0.04−0.03 −0.05+0.07−0.09 M
Lick ∩ Reffert et al. (2015)a 202 〈Mtrk. − Mp.〉 0.00±0.48 M 0.02+0.05−0.04 −0.06+0.08−0.11 M
Lick ∩ Reffert et al. (2015)b 159 〈Mtrk. − Mp.〉 −0.27±0.42 M −0.24+0.06−0.04 0.28+0.09−0.15 M
Test Samplec 24 〈Mtrk. − MAst.〉 0.01±0.20 M −0.21+0.14−0.11 0.36+0.17−0.21 M
Test Sampled 24 〈Mtrk. − MAst.〉 0.01±0.20 M −0.03+0.16−0.14 0.05+0.23−0.23 M
Notes. (*) coefficient of linear model y = mx + c (a) stars that have been assigned the same evolutionary stage (b) stars that have a different assigned
evolutionary stage (c) fit with x and y errors (d) fit with y error only
5.3. Effective temperatures
We compare our results for the effective temperatures to the
spectroscopically determined values by Hekker & Meléndez
(2007) in Fig. 5, while the statistical results are displayed in Ta-
ble 3. We find a slight offset of −41 K which is consistent with
zero within the errors. Hekker & Meléndez (2007) compared
their spectroscopic effective temperatures to other spectroscopic
estimates available in the literature and found an offset of 56 K.
We emphasize that such an offset was not found for their metal-
licities, which were used as an input for our Bayesian method.
Hekker & Meléndez (2007) find the largest difference compared
to other literature values for the coolest stars, as they slightly
overestimate their temperatures. This is in agreement with our
difference to their values, as one can see from the upper-right
diagram in Fig. 5. In fact our Fig. 5 seems to be almost anticor-
related to their Fig. 2. Hekker & Meléndez (2007) argue that the
difference is caused by the lower accuracy of their models for
low temperatures as well as the increasing number of spectral
lines for stars of lower temperatures which leads to line blend-
ing. Furthermore, the lines become stronger resulting in a larger
dependency on micro turbulence. The reason that the values by
Hekker & Meléndez (2007) suffer more from this effect than
other spectroscopic determinations might be due to the fact that
they used a much smaller number of iron lines than usual to de-
termine the stellar parameters. We conclude that the difference
of the effective temperatures is most likely caused by the spec-
troscopic determinations, as we find exactly the same offset as
Hekker & Meléndez (2007), and therefore our values are fully in
line with other literature values.
5.4. Surface gravity
Additionally, we compare the Bayesian surface gravity to the
spectroscopic estimates by Hekker & Meléndez (2007); see the
lower-left diagram of Fig. 5 and Table 3. We find an average ab-
solute difference of 〈log(g)trk. − log(g)Spec.〉 = −0.36 ± 0.26 dex,
and the linear fit parameters show a significant negative slope
and offset. Hekker & Meléndez (2007) find an offset of 0.15 dex
compared to other spectroscopic literature values, which they
trace back to their overestimated effective temperatures. This
still leaves an average absolute difference of about −0.2 dex be-
tween our values and other spectroscopic estimates. This could
mean that we either underestimate stellar masses or overestimate
stellar radii. However, we can exclude both possibilities as we
do not find evidence for such systematic errors (see Sects. 5.2
and 5.5). This leads us to the conclusion that it is much more
probable that the spectroscopic surface gravities are instead too
high. This is a known problem; da Silva et al. (2006) observed
the same disagreement when they compared their surface gravi-
ties determined from stellar isochrones to spectroscopic values.
The overestimated spectroscopic gravities can be caused by non-
LTE effects on the Fe I abundances (Nissen et al. 1997; Lind
et al. 2012) as well as by the interplay between the stellar param-
eters that are considered when the abundances are determined
(da Silva et al. 2006). We refer to da Silva et al. (2006) for a
detailed discussion of this problem. In Sect. 6.3, we verify again
that our methodology does not suffer from large systematic bi-
ases, using an asteroseismology-based sample for the compari-
son.
5.5. Comparison to previous mass and evolutionary stage
estimates
We compare the masses and evolutionary stages from our
Bayesian methodology to previous estimates for the same sam-
ple (Reffert et al. 2015) based on tri-linear interpolation in the
evolutionary tracks of Girardi et al. (2000). Besides using the
new evolutionary tracks of Bressan et al. (2013), our main im-
provements are the treatment of non-Gaussian errors, which is
particularly important for parallaxes, the use of more precise
parallax measurements (original Hipparcos Catalogue vs. van
Leeuwen 2007), and an improved weighting scheme, which does
not a priori favor the RGB over the HB and therefore results in
a much more robust estimate of the evolutionary stage. There
are no other mass determinations available in the literature for
a large enough fraction of our stars to allow for an independent
comparison.
The lower right diagram in Fig. 5 shows the Bayesian esti-
mated mass Mtrk. over the previously determined mass Mp. from
Reffert et al. (2015), while Table 3 shows the statistics for their
comparison. We were able to determine stellar parameters for
372 out of 373 stars, while Reffert et al. (2015) derived stellar
parameters for 361 stars of the same sample. Furthermore, for
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Fig. 5. Stellar parameters for the Lick sample compared to literature values. The black line in the upper panels mark the 1:1 correspondence
between these parameters. In the lower panel of each diagram we have plotted the corresponding difference or fractional difference of the stellar
parameter over the literature value for each giant. The linear best fit to this plot, which takes the full 2D PDFs into account, is represented by the
solid blue line, while the dashed blue lines indicate the 95% confidence band of the best fit. Upper left diagram: Comparison of Bayesian stellar
radii determined via evolutionary tracks to stellar radii estimated by limb-darkened disk diameters from the CHARM2 catalog (Richichi et al.
2005) in conjunction with parallaxes from van Leeuwen (2007). We used logarithmic axes since the stellar radii span two orders of magnitude.
Upper right diagram: Comparison of Bayesian effective temperature from evolutionary models to spectroscopic effective temperatures by Hekker
& Meléndez (2007). We do not show the error bars here, although they are fully taken into account for the linear fit and in the analysis. The error
of the spectroscopic result is always 84 K while our median temperature error is around 33 K. Lower left diagram: As in upper right but for the
surface gravity. The error for the spectroscopy for each star is 0.22 dex while our median error is 0.04 dex. Lower right diagram: Comparison of
Bayesian stellar masses from evolutionary tracks to the previously determined stellar masses determined by interpolation from evolutionary tracks
(Reffert et al. 2015). Green dots indicate that the evolutionary stage determined by both methods are the same while red dots indicate cases where
the evolutionary stage differs.
Article number, page 10 of 15
Stephan Stock et al.: Precise radial velocities of giant stars
Table 4. Absolute numbers and fraction of stars in the RGB and HB evolutionary stages, as determined with the various methods.
Method Evol. St. NStars ∩ Asteroseismology Recovery rate Success rate
Asteroseismology RGB 186 (18%) . . . . . . . . .
HB 826 (82%) . . . . . . . . .
Total 1012 (100%) . . . . . . . . .
Bayesian inference RGB 183 (18%) 115 (11%) 61.8% 62.8%
HB 829 (82%) 758 (75%) 91.8% 91.4%
Total 1012 (100%) 873 (86%) 86.3% . . .
Interpolation RGB 919 (91%) 184 (18%) 98.9% 20.0%
HB 93 (9%) 91 (9%) 11% 97.8%
Total 1012 (100%) 275 (27%) 27% . . .
159 stars (44%), we find a different evolutionary stage compared
to the previous estimates.
The large number of differing evolutionary stages can be ex-
plained by the fact that the previous estimates were heavily bi-
ased towards the RGB. The reason for this lies in the fact that
the interpolation routine will always find solutions for the RGB,
as these run continuously through the parameter space occupied
by our giants stars, while this is not always the case for the HB
tracks, as these start within the occupied parameter space. Ob-
servational errors towards bluer colors, for example, will there-
fore never yield valid interpolation results on the HB. Weighting
the number of successful interpolation results of each evolution-
ary stage by the evolutionary time and by the IMF, as was done
in Reffert et al. (2015), is not enough to account for this effect.
The Bayesian method however is able to include the HB models,
as it provides the probability of the star belonging to a certain
evolutionary track only based on the likelihood and prior proba-
bilities, and therefore does not require the evolutionary tracks to
encompass the measured position in the HRD.
From Table 3, one can see that for the stars for which we find
a different evolutionary stage compared to the previous determi-
nation, we usually estimate a stellar mass that is smaller. This is
expected, as many of these stars are now assigned to be on the
HB instead of on the RGB, and the HB evolutionary tracks for
a specific mass and metallicity are usually positioned above the
corresponding RGB evolutionary tracks in the HRD. The aver-
age difference for these stars is 〈Mtrk. −Mp.〉 = −0.27± 0.42 M,
and the linear fit to these stars results in a non-significant slope
and intercept. The average difference for the stars that are deter-
mined to have the same evolutionary stage by the Bayesian and
interpolation method is 〈Mtrk.−Mp.〉 = 0.00±0.48 M, so the two
methods are on average in perfect agreement with each other, al-
though individual cases can of course deviate significantly.
Regarding only the planet hosts in our sample, the overall
mass distribution has not changed significantly compared to the
results found by Reffert et al. (2015).
6. Reliability of our stellar parameter estimates
6.1. Evolutionary stages
Our goal in the following is to assess the reliability of the
Bayesian methodology regarding the prediction of the post-
main sequence evolutionary stage of giant stars, as described
in Sect. 5.1. For this purpose we used a crossmatched sample
(hereafter referred to as the KAG-sample3) of 1012 evolved stars
3 KAG-sample stands for Kepler-APOGEE-Gaia Sample
in the Kepler field for which asteroseismic evolutionary stages
were provided by Vrard et al. (2016), parallaxes by Gaia DR 1
(Gaia Collaboration et al. 2016), photometry by 2MASS (Skrut-
skie et al. 2006) and metallicities by APOGEE (Wilson et al.
2010). While the determination of accurate stellar parameters
for this sample of giant stars is currently limited due to the small
parallaxes and the relatively large systematic and statistical as-
trometric errors in the first Gaia data release, it is still possible
to compare the predicted evolutionary stages by our Bayesian in-
ference methodology to those based on asteroseismology. This is
due to the fact that the determination of the evolutionary stage is
most sensitive to the color index, which does not depend on the
distance of the star, except for the extinction. We de-reddened
this sample by using the extinction in the K magnitude provided
in the APOGEE catalog.
The number of stars in each evolutionary stage, as deter-
mined by various methods (asteroseismology, Bayesian infer-
ence and interpolation), for the KAG-sample are shown in Ta-
ble 4. Furthermore, the table gives the number of stars that are
classified in the same way by asteroseismology for the two other
methods based on evolutionary tracks. The recovery and success
rates in Table 4 are defined as the number of such stars clas-
sified in the same way by asteroseismology, normalized to the
total number of systems classified in that particular evolutionary
stage by asteroseismoslogy (recovery rate) and by the number of
stars classified to be in that particular evolutionary stage by the
method to be tested (success rate), respectively.
From Table 4, one can see that success and recovery rates for
the Bayesian inference method have similar values for both post-
main sequence evolutionary stages. Furthermore, the differences
between the success and recovery rates for the two evolutionary
stages are very small. This shows that our method is not signif-
icantly biased towards a certain evolutionary stage. In contrast
to this, the evolutionary stages determined by the interpolation
method are biased towards the RGB, as can be seen from the ta-
ble. However, we find that the Bayesian method might slightly
favor the HB, as we were not able to recover more than 61.8% of
the RGB stars. With smaller observational errors we expect this
number to become larger (see also the following section). The
total recovery rate of the Bayesian inference method for both
evolutionary stages (HB and RGB combined) is around 86.3%,
which means that for this fraction of stars the Bayesian method
provided the same evolutionary stage as asteroseismology. We
regard this as a very good result for the determination of the
evolutionary stage from the HRD/CMD, in view of the large ob-
servational errors of the ABL for this test sample, which is on
average a factor of ten larger than the observational errors in our
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Fig. 6. The upper panel shows the stellar masses of 26 giant stars that
were determined from evolutionary tracks using our Bayesian method-
ology compared to asteroseismic reference masses. The black solid line
marks the line of equality. The lower panel shows the difference of both
masses as a function of the asteroseismic reference mass. Errors of the
asteroseismic masses are not plotted for clarity in the lower panel, but
are indicated in the upper panel. The blue solid line in the lower panel is
a linear fit, where the errors in the asteroseismic masses have been taken
fully into account. The blue dashed lines indicate the 95% confidence
band.
Lick planet search sample. However, we highlight that, in indi-
vidual cases, even though the probability of finding the correct
stage is very high, the determination can still be erroneous. For
this reason we usually provide both solutions for the stellar pa-
rameters in our catalog.
6.2. Stellar masses
In order to determine the reliability of our methodology to esti-
mate the stellar mass of the star, we created a test sample con-
sisting of stars that have photometry and parallaxes available
by Hipparcos (so that we can apply the Bayesian method) as
well as asteroseismically determined reference masses. For all
cases, we used the metallicities that were provided by the ref-
erences, with the exception of stars that are also in our main
sample (HIP 20885, HIP 20889, HIP 31592, HIP 96459 and
HIP 114971), for which we used the spectroscopically deter-
mined values by Hekker & Meléndez (2007). Our test sample
consists of 26 stars. Nine of these stars were investigated by
Takeda & Tajitsu (2015), eight stars by Stello et al. (2017), seven
stars by North et al. (2017), and two stars by Beck et al. (2015).
The input metallicities and their references, as well as the as-
teroseismic values are provided in Table 5. Takeda & Tajitsu
(2015) did not provide a confidence interval for their asteroseis-
mic masses; based on their Fig. 10 we estimated an error of 10%.
Beck et al. (2015) also did not provide an error for one of their
stars; we used a conservative value of 0.3 M. With the exception
of the stars from North et al. (2017) we also have the asteroseis-
mic evolutionary stages available and therefore compare them to
the derived evolutionary stages with the Bayesian method.
For the 19 stars with available asteroseismic evolutionary
stages, the Bayesian method provides the same evolutionary
stage for 17 stars, in the sense that the probability of the evo-
lutionary stage is higher than 50%. This is again a total recovery
rate of ∼89%. The probability of being on the RGB for the seven
stars that are missing an evolutionary stage from asteroseismol-
ogy was 100% according to our method. By inspecting these
stars in the HRD, we find that it is very unlikely that these stars
could be attributed to the HB. Therefore, we include these stars
in our comparison of the stellar masses.
Figure 6 shows the comparison of Bayesian masses with as-
teroseismic masses as well as the differences of both as a func-
tion of the asteroseismic mass. The green dots are stars for which
the evolutionary stage determination agrees between both meth-
ods, while the red dots indicate the cases where the Bayesian
method found a different evolutionary stage than found by aster-
oseismology. The black dots are stars for which no asteroseismic
evolutionary stage was available. The resulting fit parameters of
the best fit (blue solid line) for the 24 stars that have probably a
correct assigned evolutionary stage by our method are provided
in Table 3. For these 24 stars we find an average mass difference
of only 〈∆M〉 = 〈Mtrk. − MAst.〉 = 0.01 ± 0.20 M. Including
the two stars with different evolutionary stages, we determine
〈∆M〉 = 〈Mtrk. − MAst.〉 = 0.04 ± 0.22 M, which is still not
significantly different from zero within the error. We point out
that for one star (HIP 98269), with differing evolutionary stage
and asteroseismic mass MAst. = 0.78 M, the alternate solution
was just slightly less probable and would have led to much better
agreement of the masses (0.81+0.11−0.02 M in the HB case, compared
to 1.271+0.118−0.139 M for the slightly more probable RGB case).
Regarding the linear fits we used two approaches. We fitted
for the differences between both masses, taking both the error of
the difference and the error of the reference value (asteroseismic
mass) into account as done throughout this work. However, we
also determined the linear fit parameters neglecting the errors of
the asteroseismic mass determinations as often seen in the liter-
ature. This was done because some errors of the asteroseismic
masses were not provided and therefore needed to be estimated.
Regarding the linear fits that take only the errors of the dif-
ferences into account, we find no significant slope or offset for
the sample of 24 stars. However, taking into account the errors of
the asteroseismic masses leads to a more significant positive off-
set (0.36+0.17−0.21 M) and negative slope (−0.21+0.14−0.11 ) for the linear
fit. This result would indicate that we slightly overestimate stel-
lar masses for lower-mass stars and underestimate stellar masses
for stars with masses higher than ∼ 2 M compared to astero-
seismology. However, it must be mentioned that the errors of
the asteroseismic masses for a significant fraction of our sam-
ple were estimated by us, as the references did not provide an
error estimate. The slopes and offsets of the linear fits that take
all errors into account are within the 2σ range of zero for the 24
stars. Therefore, we do not find evidence for strong systematic
errors between stellar masses from evolutionary models and as-
teroseismic masses. In particular, we do not find any evidence
that stellar masses of so-called retired A stars determined from
evolutionary models are significantly overestimated, in contrast
to Lloyd (2011), Schlaufman & Winn (2013) and Sousa et al.
(2015). Regarding only the subsample that is taken from Stello
et al. (2017) we recognize that all our stellar masses are slightly
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Table 5. Metallicities, asteroseismic masses MAst. and evolutionary stages EAst. as determined by the reference given in the first column for 26
stars with asteroseismic as well as Bayesian stellar parameters and evolutionary stages available. We also provide Bayesian masses Mtrk. and
evolutionary stages EB. together with their probability Ptrk..
Ref. Source Identifier HIP [Fe/H] MAst. [M] EAst. Mtrk. [M] Etrk. Ptrk.
1 KIC 03730953 93687 −0.07 ± 0.03 1.97 ± 0.20a HB 2.104+0.340−0.218 HB 0.996
1 KIC 04044238 94221 0.20 ± 0.03 1.06 ± 0.10a HB 0.934+0.219−0.023 HB 0.824
1 KIC 05737655 98269 −0.63 ± 0.03 0.78 ± 0.08a HB 1.271+0.118−0.139 RGB 0.683
1 KIC 08813946 95005 0.09 ± 0.03 2.09 ± 0.21a HB 2.533+0.158−0.177 HB 0.997
1 KIC 09705687 94976 −0.20 ± 0.03 1.92 ± 0.19a HB 1.908+0.568−0.263 HB 0.981
1 KIC 10323222 92885 0.04 ± 0.03 1.55 ± 0.16a RGB 1.103+0.182−0.095 RGB 0.999
1 KIC 10404994 95687 −0.06 ± 0.03 1.50 ± 0.15a HB 1.563+0.217−0.319 HB 0.990
1 KIC 10716853 93376 −0.08 ± 0.03 1.75 ± 0.18a HB 1.620+0.653−0.287 HB 0.990
1 KIC 12884274 94896 0.11 ± 0.03 1.39 ± 0.14a HB 1.357+0.257−0.241 HB 0.977
2  Tau 20889 0.17 ± 0.06b 2.40 ± 0.36 HB 2.451+0.285−0.034 HB 0.993
2 β Gem 37826 0.09 ± 0.04b 1.73 ± 0.27 HB 2.096+0.018−0.173 HB 0.994
2 18 Del 103527 0.07 ± 0.04c 1.92 ± 0.30 HB 2.257+0.039−0.039 RGB 0.994
2 γ Cep 116727 0.13 ± 0.06 1.32 ± 0.20 RGB 1.379+0.054−0.077 RGB 1.000
2 HD 5608 4552 0.12 ± 0.03 1.32 ± 0.21 RGB 1.574 ± 0.040 RGB 1.000
2 κ CrB 77655 0.13 ± 0.03 1.40 ± 0.21 RGB 1.551+0.032−0.036 RGB 1.000
2 6 Lyn 31039 −0.13 ± 0.02 1.37 ± 0.22 RGB 1.428+0.036−0.027 RGB 1.000
2 HD 210702 109577 0.04 ± 0.03 1.47 ± 0.23 RGB 1.604+0.038−0.034 RGB 1.000
3 HD 145428 79364 −0.32 ± 0.12 0.99+0.10−0.07 . . . 0.930+0.076−0.022 RGB 1.000
3 HD 4313 3574 0.05 ± 0.10 1.61+0.13−0.12 . . . 1.373+0.234−0.076 RGB 1.000
3 HD 181342 95124 0.15 ± 0.10 1.73+0.18−0.13 . . . 1.380 ± 0.120 RGB 1.000
3 HD 5319 4297 0.02 ± 0.10 1.25+0.11−0.10 . . . 1.278+0.089−0.149 RGB 1.000
3 HD 185351 96459 0.00 ± 0.10b 1.77 ± 0.08 . . . 1.687+0.043−0.221 RGB 1.000
3 HD 212771 110813 −0.10 ± 0.12 1.46 ± 0.09 . . . 1.601+0.127−0.247 RGB 1.000
3 HD 106270 59625 0.06 ± 0.10 1.52+0.04−0.05 . . . 1.377+0.038−0.037 RGB 1.000
4 γ Piscium 114971 −0.54 ± 0.10b 1.00 ± 0.30d HBe 1.151+0.097−0.093 HB 0.907
4 Θ1 Tauri 20885 0.08 ± 0.10b 2.70 ± 0.30 HBe 2.496+0.031−0.175 HB 0.997
References. (1) Takeda & Tajitsu (2015); (2) Stello et al. (2017); (3) North et al. (2017) ; (4) Beck et al. (2015)
Notes. (a) no confidence interval provided; we estimated a 10% error from Fig. 10 in Takeda & Tajitsu (2015) (b) metallicity from Hekker &
Meléndez (2007) (c) metallicity from Maldonado et al. (2013) (d) no confidence interval provided; we assumed the same as for HIP 20885 (e) no
mixed modes available, Beck et al. (2015) estimated the evolutionary stage from the frequency of the maximum oscillation power excess
larger than the asteroseismic masses. However, the difference is
not very significant and needs further investigation with a larger
sample of stars in the future.
6.3. Surface gravity
We checked the reliability of our estimates of the surface grav-
ity by comparing the values in our test sample of 26 stars to
the surface gravities that are derived by using the asteroseismic
mass and radius. We determine an absolute average difference of
only 〈log(g)trk. − log(g)Ast.〉 = 0.004 ± 0.077 dex. This confirms
our earlier conclusion (see Sect. 5.4) that the spectroscopic sur-
face gravities from Hekker & Meléndez (2007) are indeed too
high, and that our estimates of the surface gravity do not suffer
from a large systematic bias. Figure 7 shows the comparison of
Bayesian surface gravities to surface gravities determined from
asteroseismic radii and masses.
7. Summary and conclusions
We used a Bayesian methodology that includes the initial mass
function and evolutionary times of the stars as a prior to estimate
stellar parameters by comparing the position of the stars in the
Hertzsprung-Russel diagram to grids of evolutionary tracks. We
have estimated the evolutionary stages and associated stellar pa-
rameters of 372 of the 373 giant stars in our sample. We find that
70 stars (19%) are most probably on the RGB, while the remain-
ing 302 (81%) are probably on the HB. We compared stellar
radii of a sub-sample of 86 stars to stellar radii based on mea-
sured limb-darkened disk diameters from CHARM2 (Richichi
et al. 2005) and Hipparcos parallaxes by van Leeuwen (2007).
We found no significant systematic differences between the stel-
lar radii determined with the two different methods. Addition-
ally, we compared the stellar effective temperatures and surface
gravities of 97% of the stars in our sample to spectroscopic es-
timates. While we found small systematic differences of our es-
timates compared to the spectroscopic measurements, we were
able to attribute these differences to the spectroscopic estimates.
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Fig. 7. Comparison of the surface gravities derived from evolutionary
tracks to asteroseismic surface gravities. Colors and the black line have
the same meaning as in Fig. 6.
Recently several studies stated that stellar masses determined
from a grid of evolutionary models can be overestimated sig-
nificantly (Lloyd 2011, 2013; Schlaufman & Winn 2013; Sousa
et al. 2015). We tested the reliability of our methodology to de-
rive stellar masses by comparing mass values derived with our
Bayesian method to asteroseismic reference masses for stars in
a small test sample. We found no large differences regarding the
average absolute differences. A linear fit to the individual differ-
ences as a function of the asteroseismic masses, taking the un-
certainties of Bayesian and the asteroseismic masses fully into
account, resulted in a slightly negative slope and positive off-
set. This would mean that our masses for the more massive stars
in our sample are slightly underestimated compared to astero-
seismology, in contrast to the implications of Lloyd (2011) and
Schlaufman & Winn (2013). However, the linear fit parameters
are not very significant and are most probably largely influenced
by the small number of stars at the boundaries of the occupied
parameter space. By comparing our estimated stellar masses to
asteroseismic reference masses, we do not find evidence that
stellar masses from evolutionary models are significantly over-
estimated by the order of magnitude that was stated by Lloyd
(2011), Schlaufman & Winn (2013) and Sousa et al. (2015).
However, we notice that for some stars, a large spread of stel-
lar masses determined from isochrones or evolutionary models
is available in the literature. There are many reasons for this large
spread.
Systematic differences can be caused by the adoption of dif-
ferent stellar models, as these can differ in their positions in the
Hertzsprung-Russel diagram as well as their input physics (Cas-
sisi 2012; North et al. 2017). Another source of uncertainty are
the bolometric corrections that are applied to stellar models if
photometry is included to determine the position of the stars in
the color magnitude diagram. However, these uncertainties are
probably smaller than the systematic uncertainties that are in-
cluded if spectroscopic surface gravities and effective temper-
atures are used instead of photometry. In order to be able to re-
cover a good estimate of the stellar parameters from evolutionary
models, it is essential that the uncertainties of the input param-
eters are not neglected or underestimated. Furthermore, for the
determination of stellar parameters from evolutionary models,
one should include either a prior or some sort of weighting so
that unrealistic or improbable solutions can be ruled out a priori.
Due to the degeneracy of the post-main sequence models in
the Hertzprung-Russel diagram, it is also important to either es-
timate the evolutionary stages of giant stars or provide the stellar
parameters of both stages, as the adoption of one evolutionary
stage over another can lead to significant differences in the stel-
lar parameters. This is often neglected or not properly taken into
account. For 159 stars of our sample, we find a different evo-
lutionary stage with the Bayesian method from this work com-
pared to previous estimates that were less reliable regarding the
determination of the evolutionary stage. For these 159 stars, we
find on average a mass that is ∼0.3 M smaller.
Regarding the planet hosting stellar systems in our sample
we find that for the 16 giants with planets, 15 have a higher
probability of being on the horizontal branch. The planet hosts
are HIP 75458 (Frink et al. 2002), HIP 37826 (Reffert et al.
2006), HIP 88048 (Quirrenbach et al. 2011), HIP 34693 and
HIP 114855 (Mitchell et al. 2013), HIP 5364 (Trifonov et al.
2014), HIP 36616 (Ortiz et al. 2016), HIP 20889 (Sato et al.
2007) and HIP 60202 (Liu et al. 2008) as well as seven systems
whose publications are in preparation. We excluded HIP 21421
(Aldebaran), a star that is probably on the RGB and has a pub-
lished planet by Hatzes et al. (2015). However, the existence of
this planet is very uncertain (Reichert et al. in prep.; Hatzes et al.
2018). Furthermore, we do not find significant differences for the
adopted stellar masses of the planet-hosting stars that were used
for the analysis of Reffert et al. (2015) regarding planet occur-
rence rates around giant stars.
After work on this paper was concluded, the Gaia DR2 par-
allaxes became available (Gaia Collaboration et al. 2018). Only
217 of the 373 stars in our Lick sample have a parallax measure-
ment in Gaia DR2. While the astrometric accuracy of Hipparcos
is higher for brighter stars, the opposite is true for Gaia, meaning
that for 44 of our stars (roughly those brighter than V ∼ 4.5 -
5.0 mag) the Hipparcos parallaxes are actually more accurate
than the ones from Gaia DR2. That leaves 173 stars (46% of the
stars in our sample) for which the Gaia DR2 parallaxes are for-
mally more accurate. However, the improvement for these stars
is not nearly as dramatic as for fainter stars. The results of this
work are therefore not significantly affected by using the Hippar-
cos parallaxes by van Leeuwen (2007) instead of the parallaxes
from Gaia DR2.
Overall, we come to the conclusion that the estimation of
stellar parameters and evolutionary stages for giant stars derived
from stellar evolutionary tracks by using spectroscopic, photo-
metric, and astrometric observables is valid, as long as the uncer-
tainties of the input parameters, as well as physical prior knowl-
edge, is carefully taken into account.
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