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DOUBLE POISSON VERTEX ALGEBRAS AND
NON-COMMUTATIVE HAMILTONIAN EQUATIONS
ALBERTO DE SOLE, VICTOR G. KAC, DANIELE VALERI
Abstract. We develop the formalism of double Poisson vertex algebras (local
and non-local) aimed at the study of non-commutative Hamiltionan PDEs.
This is a generalization of the theory of double Poisson algebras, developed by
Van den Bergh, which is used in the study of Hamiltonian ODEs. We apply
our theory of double Poisson vertex algebras to non-commutative KP and
Gelfand-Dickey hierarchies. We also construct the related non-commutative
de Rham and variational complexes.
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0. Introduction
First, we recall the notion of a Poisson vertex algebra. Given a unital commu-
tative associative algebra V with a derivation ∂, a λ-bracket on V is a linear map
V ⊗ V → V [λ], a⊗ b→ {aλb}, satisfying the following axioms:
{∂aλb} = −λ{aλb} , {aλ∂b} = (λ+ ∂){aλb} (sesquilinearity) , (0.1)
{aλbc} = {aλb}c+ {aλc}b (left Leibniz rule) , (0.2)
{abλc} = {aλ+∂c}→b+ {bλ+∂c}→a (right Leibniz rule) . (0.3)
The algebra V , endowed with a λ-bracket satisfying
{aλb} = −{b−λ−∂a} (skewsymmetry) , (0.4)
{aλ{bµc}} − {bµ{aλc}} = {{aλb}λ+µc} (Jacobi identity) , (0.5)
is called a Poisson vertex algebra (PVA). (Of course, if ∂ = 0, then (0.2)–(0.5) turn
into axioms of a Poisson algebra if we let λ = µ = 0.)
In the case when V is the algebra of functions on the space of jets of a finite-
dimensional manifold, the notion of a PVA is equivalent to that of a local Poisson
bracket [BDSK09]. In order to accommodate non-local Poisson brackets one needs
to introduce the non-local PVA, for which the λ-bracket takes values in V((λ−1)),
the formal Laurent series in λ−1 (instead of polynomials in λ). The axioms (0.1)–
(0.4) can be easily interpreted, but for the Jacobi identity (0.5) to make sense in the
non-local case, one needs, in addition, the admissibility property of the λ-bracket:
{aλ{bµc}} ∈ V [[λ
−1, µ−1, (λ+ µ)−1]][[λ, µ]] , for all a, b, c ∈ V , (0.6)
(see [DSK13] for details).
Local and non-local Poisson brackets play a fundamental role in the theory of
integrable systems (see e.g. [FT86]). In recent years there have been attempts
to develop a theory of integrable systems on non-commutative associative algebras
(see e.g. [DF92, OS98, Kup00, MS00, ORS13]). An important advance in this
direction was made by Van den Bergh, who in [VdB08] introduced the notion of a
double Poisson algebra structure in a non-commutative associative algebra V . His
basic idea was to consider a 2-fold bracket {{−,−}} on V , with values in V ⊗V . The
Leibniz rules of a 2-fold bracket are almost identical to the usual Leibniz rules:
{{a, bc}} = {{a, b}}c+ b{{a, c}} , (0.7)
{{ab, c}} = {{a, c}} ⋆1 b+ a ⋆1 {{b, c}} , (0.8)
where (a1 ⊗ a2) ⋆1 a3 = a1a3 ⊗ a2, a1 ⋆1 (a2 ⊗ a3) = a2 ⊗ a1a3. The skewsymmetry
axiom is
{{a, b}} = −{{b, a}}σ , (0.9)
where σ is the permutation of factors in V ⊗ V , and the Jacobi identity is
{{a, {{b, c}}}}L − {{b, {{a, c}}}}R = {{{{a, b}}, c}}L , (0.10)
where we denote {{a1, a2 ⊗ a3}}L = {{a1, a2}} ⊗ a3, {{a1, a2 ⊗ a3}}R = a2 ⊗ {{a1, a3}},
{{a1 ⊗ a2, a3}}L = {{a1, a3}} ⊗1 a2, and (a ⊗ b)⊗1 c = a ⊗ c⊗ b. (Formula (0.10) is
slightly different from but equivalent to the Jacobi identity in [VdB08].)
An associative algebra V , endowed with a 2-fold bracket {{−,−}} satisfying ax-
ioms (0.9) and (0.10), is called a double Poisson algebra.
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Given a double Poisson algebra V , Van den Bergh defines the following bracket
on V with values in V :
{a, b} = m{{a, b}} , (0.11)
where m : V ⊗ V → V is the multiplication map. The bracket (0.11) still satisfies
the left Leibniz rule, but does not satisfy, in general, other axioms of a Poisson
bracket. However, this bracket induces well-defined linear maps
V
/
[V, V ]⊗ V → V and V
/
[V, V ]⊗ V
/
[V, V ]→ V
/
[V, V ] ,
given by
{tr(a), b} = {a, b} and {tr(a), tr(b)} = tr{a, b} , (0.12)
where tr : V → V
/
[V, V ] is the quotient map and [V, V ] is the linear span of
commutators ab− ba. These maps have the following properties, important for the
theory of non-commutative Hamiltonian ODEs: the vector space V
/
[V, V ] is a Lie
algebra and one has its representation on V by derivations, both defined by (0.12)
(see Proposition 2.5).
Brackets (0.12) allow one to define the basic notions of a Hamiltonian theory.
Given a Hamiltonian function tr(h), h ∈ V , one defines the associated Hamiltonian
equation
dx
dt
= {tr(h), x} , x ∈ V . (0.13)
Two Hamiltonian functions tr(f) and tr(g) are said to be in involution if
{tr(f), tr(g)} = 0 . (0.14)
In the case of V = Rℓ, the algebra of non-commutative polynomials in ℓ variables
x1, . . . , xℓ, any 2-fold bracket can be written in a traditional form (f, g ∈ Rℓ):
{{f, g}} = ∇g •H • (∇f)σ , (0.15)
where ∇f , the gradient of f , is the vector of 2-fold derivatives ∂f
∂xi
: Rℓ → Rℓ⊗Rℓ,
defined by ∂f
∂xi
(xj) = δij(1 ⊗ 1) (see [CBEG07]), H = (Hij)
ℓ
i,j=1, where Hij =
{{xj , xi}} ∈ V ⊗ V , and • denotes the multiplication in V ⊗ V
op. Moreover, the 2-
fold bracket (0.15) is skewsymmetric if and only if skewsymmetry holds on any pair
of generators xi, xj (equivalently, if the matrix H is skewadjoint: (H
t)σ = −H),
and, provided that H is skewadjoint, the Jacobi identity (0.10) holds if and only if
it holds on any triple of generators xi, xj , xk (see Theorem 2.8).
In the case of V = Rℓ the Hamiltonian equation (0.13) becomes the following
evolution ODE, where x = (xi)
ℓ
i=1:
dx
dt
= m(H(∇h)σ) , (0.16)
and the bracket {−,−} on Rℓ
/
[Rℓ, Rℓ] becomes:
{tr(f), tr(g)} = tr (m (∇g •H • (∇h)σ)) . (0.17)
Developing the ideas of [MS00], we study in detail the Euler hierarchy, obtained
via the Lenard-Magri scheme from the following pair of compatible double Poisson
brackets on R2 = F〈x, y〉, where y is central for both 2-fold brackets:
{{x, x}}0 = 1⊗ y − y ⊗ 1 , {{x, x}}1 = x⊗ y − y ⊗ x . (0.18)
Letting
h0 = 1 and hn =
1
n
(x+ y)n for n ≥ 1 , (0.19)
it is easy to establish the following recursion relations:
{tr(h0), x}0 = 0 and {tr(hn), x}1 = {tr(hn+1), x}0 for n ∈ Z+ .
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Hence, by the Lenard-Magri scheme, all tr(hn) are in involution with respect to
both brackets, and we obtain, by (0.16), the following compatible set of Hamiltonian
ODEs (m ∈ Z+):
dx
dtm
= x(x + y)my − y(x+ y)mx ,
dy
dtm
= 0 , (0.20)
for which all hn, n ∈ Z+, are conserved densities. Thus, by definition in [MS00],
the hierarchy of Hamiltonian ODEs (0.20) is integrable (see Section 2.6 for details).
We develop this theory in the natural generality of a (non-commutative) algebra
of ordinary differential functions. This is a unital associative algebra V endowed
with ℓ strongly commuting 2-fold derivations ∂
∂xi
. We say that the 2-fold derivations
D and E strongly commute if DL ◦E = ER ◦D, where DL(a1⊗ a2) = (DLa1)⊗ a2
and DR(a1 ⊗ a2) = a1 ⊗ (DRa2) (then D and E commute).
Formula (0.15) defines a 2-fold bracket on any algebra of ordinary differential
functions V , and V is a double Poisson algebra if and only if the matrix H is
skewadjoint and (0.10) holds on any “triple of generators” (see Theorem 2.8 for
details).
The assumption of strong commutativity of the ∂
∂xi
is used in the proof of the
Jacobi identity for the 2-fold bracket (0.15) and the proof that d2 = 0 for the de
Rham complex Ω˜(V ), discussed below.
For an algebra of differential functions V we construct in Section 2.7 the de
Rham complex Ω˜(V ) as a free product of V and the algebra of non-commutative
polynomials in the indeterminates dx1, . . . , dxℓ. This is a superalgebra with the
Z+-grading given by deg(V ) = 0, deg(dxi) = 1, compatible with the parity, and
with the de Rham differential d being the odd derivation such that d(dxi) = 0 and
df =
∑ℓ
i=1m
(
∂f
∂xi
⊗1 dxi
)
for f ∈ Ω˜0(V ) = V .
The relevant to the theory of non-commutative evolution ODEs is the reduced
complex
Ω(V ) = Ω˜(V )
/
[Ω˜(V ), Ω˜(V )] . (0.21)
In Section 2.8 we give an explicit description of the space of k-forms Ωk(V ). In
particular: Ω0(V ) = V
/
[V, V ], Ω
1(V ) = V ⊕ℓ, Ω2(V ) = (Matℓ×ℓ(V ⊗ V ))−, where
the subscript _ means that (Aij)
ℓ
i,j=1 = −(A
σ
ji)
ℓ
i,j=1. Under these identifications
the formula for d becomes:
d(tr f) = m(∇f)σ , dF =
1
2
(J tF − J
σ
F ) , (0.22)
where for F = (Fi)
ℓ
i=1 ∈ V
⊕ℓ we define the 2-fold Jacobian matrix as JF =(
∂Fi
∂xj
)ℓ
i,j=1
. We also prove that both complexes (Ω˜(Rℓ), d) and (Ω(Rℓ), d) are
acyclic.
The theory of double Poisson algebras and non-commutative Hamiltonian ODEs,
over an algebra of ordinary differential functions V , developed in Section 2 sets the
stage for the theory of double PVAs and non-commutative Hamiltonian PDEs over
an algebra of differential functions V , which we develop in Section 3.
In a nutshell a double PVA is a cross between a double Poisson algebra and a
PVA. Let V be unital associative algebra with a derivation ∂. We define a 2-fold
λ-bracket on V as a map {{−λ−}} : V ⊗ V → (V ⊗ V)[λ], satisfying sesquilinear-
ity (3.5) and left and right Leibniz rules (3.6), similar to (0.1) and (0.2),(0.3) for
PVA. A double PVA is the algebra V , endowed with a 2-fold λ-bracket satisfying
skewsymmetry (3.8) and Jacobi identity (3.9) (= cross between (0.4) and (0.8), and
between (0.5) and (0.10), respectively). If ∂ = 0, the axioms of a double PVA turn
into the axioms of a double Poisson algebra if we let λ = µ = 0.
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A non-local double PVA is defined in the same way as a non-local PVA (but the
one cannot put λ = 0).
For a (local) double PVA V , we denote by
∫
the quotient map V → V :=
V
/
([V ,V ] + ∂V). Similarly to (0.11), define the map {−λ−} : V ⊗ V → V [λ] by
{aλb} = m{{aλb}} . (0.23)
As for the (local) PVA (see [BDSK09]), (0.23) induces well-defined maps
V ⊗ V → V and V ⊗ V → V ,
given by formulas, similar to (0.12):
{
∫
a, b} = {aλb}
∣∣
λ=0
and {
∫
a,
∫
b} =
∫
{aλb}
∣∣
λ=0
. (0.24)
As before, these maps have properties important for the theory of non-commutative
Hamiltonian PDEs: V is a Lie algebra and one has its representation on V by
derivations, both defined by (0.24) (see Theorem 3.6). We have definitions of a
Hamiltonian function
∫
h ∈ V, the corresponding Hamiltonian equation in V , similar
to (0.13), and involutiveness, similar to (0.14), where tr is replaced by
∫
.
We define an algebra of (non-commutative) differential functions as a unital
associative algebra V with a derivation ∂ and strongly commuting 2-fold deriva-
tions ∂
∂u
(n)
i
, i = 1, . . . , ℓ, n ∈ Z+, such that the following two properties hold (cf.
[BDSK09]):
for each f ∈ V ,
∂f
∂u
(n)
i
= 0 for all but finitely many (i, n) , (0.25)
[
∂
∂u
(n)
i
, ∂
]
=
∂
∂u
(n−1)
i
. (0.26)
The most important example of an algebra of non-commutative differential func-
tions is the algebra of non-commutative differential polynomials Rℓ in the indeter-
minates u
(n)
i , i = 1, . . . , ℓ, n ∈ Z+, with the derivation ∂ defined by ∂u
(n)
i = u
(n+1)
i .
First, we prove a PVA analogue of Theorem 2.8. Namely, any 2-fold λ-bracket
on Rℓ has the form (cf. (0.15)):
{{fλg}} =
∑
i,j∈I
m,n∈Z+
∂g
∂u
(n)
j
• (λ+ ∂)nHij(λ+ ∂)(−λ− ∂)
m •
(
∂f
∂u
(m)
i
)σ
, (0.27)
where Hij(λ) = {{ujλui}} ∈ (Rℓ⊗Rℓ)[λ]. Formula (0.27) defines a 2-fold λ-bracket
on any algebra of differential functions V . This 2-fold λ-bracket is skewsymmetric
if and only if H(∂) = (Hij(∂))
ℓ
i,j=1 is a skewadjoint differential operator over V ⊗V
and, provided that H(∂) is skewadjoint, the Jacobi identity holds if and only if it
holds on any triple of generators (see Theorem 3.10).
Next, the non-commutative Hamiltonian PDE, associated to the matrix differen-
tial operatorH(∂), defining the 2-fold λ-bracket, and to the Hamiltionan functional∫
h ∈ V is the following evolution PDE, where u = (ui)
ℓ
i=1 (cf. (0.16)):
du
dt
= m(H(∂) • (δh)σ) , (0.28)
where δh =
(
δh
δui
)ℓ
i=1
∈ (V ⊗ V)⊕ℓ is the vector of 2-fold variational derivatives
δh
δui
=
∑
n∈Z+
(−∂)n
∂h
∂u
(n)
i
.
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The bracket {−,−} on V is given by a formula, similar to (0.17):
{
∫
f,
∫
g} =
∫
m(δg •H(∂) • (δf)σ) . (0.29)
Furthermore the de Rham complex Ω˜(V) over an algebra of differential functions
V is defined in the same way as the de Rham complex Ω˜(V ) over an algebra of
ordinary differential functions V . Moreover, the action of ∂ on V naturally extends
to an action on Ω˜(V), commuting with the de Rham differential δ (see Section 3.5).
This allows us to define the variational complex
Ω(V) = Ω˜(V)
/
(∂Ω˜(V) + [Ω˜(V), Ω˜(V)]) .
In Section 3.6 we give an explicit description of the space of the variational k-forms
Ωk(V). In particular,
Ω0(V) = V
/
(∂V + [V ,V ]) , Ω
1(V) = V⊕ℓ , Ω2(V) = (Matℓ×ℓ(V ⊗ V)[λ])− ,
where the subscript _ means that (Aij(λ))
ℓ
i,j=1 = −(Aji(−λ − ∂)
σ)ℓi,j=1. Under
these identifications, the formula for δ is similar to (0.22):
δ(
∫
f) = m(δf)σ , (δF )(∂) =
1
2
(DF (∂)
t −DF (∂)
∗σ) , (0.30)
where (DF (∂))ij =
∑
n∈Z+
∂Fi
∂u
(n)
j
∂n is the 2-fold Frechet derivative.
We also prove that both complexes (Ω˜(Rℓ), δ) and (Ω(Rℓ), δ) are acyclic. Hence,
in particular, we obtain the description of the kernel and the image of the 2-fold
variational derivative δ.
The main motivation for introducing double Poisson algebras was the observation
that, given a unital finitely generated associative algebra V , each double Poisson
algebra structure on V associates for each positive integer m a Poisson algebra
structure on the algebra of polynomial functions Vm on the affine algebraic variety
of m-dimensional representations of the algebra V [VdB08].
Note that Vm is isomorphic to the commutative associative algebra with gen-
erators {aij | a ∈ V, i, j = 1, . . . ,m}, subject to the relations (3.51) in Section
3.7.
If V is a (non-commutative) differential associative algebra with derivation ∂,
then Vm is a commutative differential associative algebra with derivation defined
on generators by ∂(aij) = (∂a)ij . Similarly to [VdB08], we show that, given a
double PVA structure on V , one can associate for each positive integer m a PVA
structure on Vm (see Theorem 3.22).
The simplest example of a double PVA is the following family of compatible
double PVA structures on R1 = F〈u, u
′, u′′, . . . 〉:
{{uλu}} = 1⊗ u− u⊗ 1 + c(1⊗ 1)λ ,
where c ∈ F is a parameter. In this case the associated PVA structure on (R1)m =
F[u
(n)
ij | i, j = 1, . . . ,m, n ∈ Z+] is just the affine PVA for glm (see Section 3.8.1).
The extension of this double PVA structure on R1 to the double PVA structure
on R2 = F〈u, v, u
′, v′, . . . 〉, where v is central, produces the following hierarchy of
non-commutative Hamiltonian PDE’s (n ∈ Z+):
du
dtn
= v(u+ v)nu− u(u+ v)nv + c∂(u+ v)n+1 ,
dv
dtn
= 0 .
Our next example is a compatible pair of double PVA structures on the algebra
RN (resp. R∞), associated to the “generic” differential (resp. pseudodifferential)
operator with coefficients in RN (resp. R∞), similar to the PVA structures in the
commutative case, considered in [DSKV14a] (see Section 3.8.2).
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We apply for the latter example the theory of Dirac reduction for (non-local)
double PVA developed in Section 4.2, similar to that for (non-local) PVA, developed
in [DSKV14b]. As a result, we obtain compatible non-local double Poisson vertex
algebra structures on V = RN andR∞, such that the corresponding non-local PVA
structures on Vm coincide with those in [DSKV14a] (see Example 4.11).
Finally, in Section 5 we apply the Lenard-Magri scheme to the double PVA
constructed in Section 3.8.2 to prove integrability of the non-commutative KP hier-
archy and of non-commutative Gelfand-Dickey hierarchies. In particular, we prove
integrability of the non-commutative KdV and Boussinesq hierarchies.
Throughout the paper we let F be a field of characteristic 0, and, unless otherwise
specified, we consider all vector spaces, tensor products, etc., over the field F.
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1. Preliminaries and notation for associative algebras
Throughout this and the next section, we let V be an associative algebra over
the field F.
1.1. “Double” linear algebra. Consider the associative product • on V ⊗V given,
in Sweedler’s notation, by the formula
A •B = A′B′ ⊗B′′A′′ . (1.1)
(It is the product in V ⊗ V op.) The endomorphism σ of V ⊗ V obtained by ex-
changing the two factors:
(a⊗ b)σ = b⊗ a , (1.2)
is an antiautomorphism of the •-product:
(A •B)σ = Bσ •Aσ . (1.3)
We define an inner product (· | ·) on the vector space (V ⊗ V )⊕ℓ with values in the
algebra V ⊗ V , letting for F = (Fi)
ℓ
i=1 and G = (Gi)
ℓ
i=1 (Fi, Gi ∈ V ⊗ V ):
(F |G) =
ℓ∑
i=1
Fi •G
σ
i . (1.4)
By (1.3), it satisfies the following symmetry property:
(G|F )σ = (F |G) . (1.5)
Let H = (Hij)
ℓ
i,j=1 ∈ Matℓ×ℓ(V ⊗ V ). We define its action on (V ⊗ V )
⊕ℓ by the
following formula:
(HF )i =
ℓ∑
j=1
(Hij • F
σ
j )
σ . (1.6)
In Sweedler’s notation, it is (HF )i =
∑ℓ
j=1 F
′
jH
′′
ij ⊗ H
′
ijF
′′
j . The adjoint of the
matrix H is defined by
(H†)ij = (Hji)
σ . (1.7)
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It is adjoint with respect to the inner product (1.4) in the usual sense:
(F |HG) = (H†F |G) , F,G ∈ (V ⊗ V )⊕ℓ . (1.8)
1.2. Trace map and reduction. Denote by m : V ⊗ V → V (or, in general,
m : V ⊗n → V ) the multiplication map:
m(a⊗ b) = ab .
We define the following “reduction” map (V ⊗ V )⊕ℓ → V ⊕ℓ by
F 7→ m(F σ)
(
=
(
m(F σi )
)ℓ
i=1
)
. (1.9)
Furthermore, let [V, V ] be the subspace of V spanned by commutators ab− ba, for
a, b ∈ V , and denote by
tr : V → V
/
[V, V ] (1.10)
the canonical quotient map.
The inner product (1.4) induces a well defined inner product (· | ·) : V ⊕ℓ×V ⊕ℓ →
V
/
[V, V ] so that the following diagram is commutative:
(V ⊗ V )⊕ℓ × (V ⊗ V )⊕ℓ
m ◦σ

(· | ·)
// V ⊗ V
tr ◦m

V ⊕ℓ × V ⊕ℓ
(· | ·)
// V
/
[V, V ]
It is given explicitly by
(F |G) =
ℓ∑
i=1
tr(FiGi) , F,G ∈ V
⊕ℓ . (1.11)
This bilinear form is obviously symmetric.
Furthermore, the action (1.6) of the matrix H ∈ Matℓ×ℓ(V ⊗ V ) induces an
action on V ⊕ℓ via the commutative diagram
(V ⊗ V )⊕ℓ
m ◦σ

H
// (V ⊗ V )⊕ℓ
m ◦σ

V ⊕ℓ
H
// V ⊕ℓ
Explicitly, it is given, in Sweedler’s notation, by
(HF )i =
ℓ∑
j=1
H ′ijFjH
′′
ij , F ∈ V
⊕ℓ . (1.12)
1.3. V -module structures of V ⊗n. The space V ⊗n has the following outer V -
bimodule structure:
a(b1 ⊗ · · · ⊗ bn)c = (ab1)⊗ b2 · · · ⊗ bn−1 ⊗ (bnc) . (1.13)
More generally, for every i = 0, . . . , n−1, we define the i-th left and right V -module
structures of V ⊗n by
a ⋆i (b1 ⊗ · · · ⊗ bn) = b1 ⊗ · · · ⊗ bi ⊗ abi+1 ⊗ · · · ⊗ bn ,
(a1 ⊗ · · · ⊗ an) ⋆i b = a1 ⊗ · · · ⊗ an−ib⊗ · · · ⊗ an .
(1.14)
(The index denotes the number of “jumps”.) In particular, the bimodule structure
(1.13) is given by aBc = a ⋆0 B ⋆0 c.
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We use a similar notation for ⊗-product of an element of V and an element of
V ⊗n:
a⊗i (b1 ⊗ · · · ⊗ bn) = b1 ⊗ · · · ⊗ bi ⊗ a⊗ bi+1 ⊗ · · · ⊗ bn ,
(a1 ⊗ · · · ⊗ an)⊗i b = a1 ⊗ · · · ⊗ an−i ⊗ b ⊗ · · · ⊗ an .
(1.15)
For example, the action (1.12) of H ∈ Matℓ×ℓ(V ⊗ V ) on V
⊕ℓ can be rewritten,
using this notation, as (HF )i =
∑ℓ
j=1m(Hij ⊗1 Fj)
(
=
∑ℓ
j=1m(Fj ⊗1 Hij) =∑ℓ
j=1m(Hij ⋆1 Fj) =
∑ℓ
j=1m(Fj ⋆1 Hij)
)
.
Note that, for f ∈ V and A,B ∈ V ⊗2, we have
(fA) •B = f(A •B) , (Af) •B = (A •B)f ,
A • (f ⋆1 B) = f ⋆1 (A •B) , A • (B ⋆1 f) = (A •B) ⋆1 f .
(1.16)
We also will be using the multiplication map V ⊗m × V ⊗n → V ⊗(m+n−1), given
by
(a1 ⊗ · · · ⊗ am)(b1 ⊗ · · · ⊗ bn) = a1 ⊗ · · · ⊗ am−1 ⊗ (amb1)⊗ b2 · · · ⊗ bn . (1.17)
1.4. Some further notation. We define three possible left and right actions of
the algebra V ⊗2 on V ⊗3, denoted by •i, i = 1, 2, 3, as follows (here the subscript
indicates the place where no multiplication occurs)
(a⊗ b) •1 (x⊗ y ⊗ z) = x⊗ ay ⊗ zb , (x⊗ y ⊗ z) •1 (a⊗ b) = x⊗ ya⊗ bz ,
(a⊗ b) •2 (x⊗ y ⊗ z) = ax⊗ y ⊗ zb , (x⊗ y ⊗ z) •2 (a⊗ b) = xa⊗ y ⊗ bz ,
(a⊗ b) •3 (x⊗ y ⊗ z) = ax⊗ yb⊗ z , (x⊗ y ⊗ z) •3 (a⊗ b) = xa⊗ by ⊗ z .
(1.18)
Lemma 1.1. (a) The •i left (and right) actions of V
⊗2 on V ⊗3 are indeed actions,
i.e. they are associative with respect to the •-product of V ⊗2:
A •i (B •i X) = (A •B) •i X and (X •i A) •i B = X •i (A •B) ,
for every A,B ∈ V ⊗2 and X ∈ V ⊗3.
(b) The left •i and the right •j actions commute for every i, j = 1, 2, 3:
A •i (X •j B) = (A •i X) •j B
for every A,B ∈ V ⊗2 and X ∈ V ⊗3.
(c) The •1 and •3 left (resp. right) actions of V
⊗2 on V ⊗3 commute:
A •1 (B •3 X) = B •3 (A •1 X) and (X •1 A) •3 B = (X •3 B) •1 A ,
for every A,B ∈ V ⊗2 and X ∈ V ⊗3. (In general, the •i and •j left (resp.
right) actions do NOT commute if |i− j| = 1.)
Proof. Straightforward. 
Lemma 1.2. For every A ∈ V ⊗2 and X ∈ V ⊗3 we have
(A •1 X)
σ = Xσ •2 A
σ , (A •2 X)
σ = Xσ •3 A
σ , (A •3 X)
σ = A •1 X
σ ,
(A •1 X)
σ2 = A •3 X
σ2 , (A •2 X)
σ2 = Xσ
2
•1 A
σ , (A •3 X)
σ2 = Xσ
2
•2 A
σ ,
(X •1 A)
σ = Aσ •2 X
σ , (X •2 A)
σ = Aσ •3 X
σ , (X •3 A)
σ = Xσ •1 A ,
(X •1 A)
σ2 = Xσ
2
•3 A , (X •2 A)
σ2 = Aσ •1 X
σ2 , (X •3 A)
σ2 = Aσ •2 X
σ2 .
(1.19)
Proof. Straightforward. 
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1.5. n-fold derivations.
Definition 1.3. An n-fold derivation of V is a linear map D : V → V ⊗n such that
D(ab) = (Da)b+ a(Db) , a, b ∈ V , (1.20)
where, in the RHS, we use the bimodule structure (1.13).
We can extend the n-fold derivation D : V → V ⊗n to a map D : V ⊗m →
V ⊗(m+n−1) for every m ∈ Z+, by
D(a1 ⊗ · · · ⊗ am) =
m∑
i=1
a1 ⊗ · · · ⊗ (Dai)⊗ · · · ⊗ am , (1.21)
where, in the RHS, we use the concatenation product in the tensor algebra over
V . We can also extend the n-fold derivation D to a map V ⊗m → V ⊗m+n−1 by
applying D to only the i-th factor, and we denote the corresponding map by D(i):
D(i)(a1 ⊗ · · · ⊗ am) = a1 ⊗ · · · ⊗D(ai)⊗ · · · ⊗ am . (1.22)
We will use the special notation for the derivation on the leftmost and the rightmost
factors:
DL := D(1) and DR := D(m) . (1.23)
The symmetric group Sn acts on V
⊗n in the usual way: for τ ∈ Sn, we have
(a1 ⊗ · · · ⊗ an)
τ = aτ−1(1) ⊗ · · · ⊗ aτ−1(n) . (1.24)
For every n, we shall denote by σ the cyclic permutation (1, . . . , n), so that
(a1 ⊗ · · · ⊗ an)
σ = an ⊗ a1 ⊗ · · · ⊗ an−1 . (1.25)
For convenience, we write here the formulas for the action of the whole cyclic group
Cn on A
⊗n (s = 1, . . . , n):
(a1 ⊗ · · · ⊗ an)
σs = an+1−s ⊗ · · · ⊗ an ⊗ a1 ⊗ · · · ⊗ an−s , (1.26)
and on an n-tuple of indices (i1, . . . , in) ∈ {1, . . . , ℓ}
n:
(iσ−s(1), . . . , iσ−s(n)) = (in+1−s, . . . , in, i1, . . . , in−s) . (1.27)
Lemma 1.4. Let D : V → V ⊗n be an n-fold derivation of V . For A ∈ V ⊗m, we
have
(D(i)A)
σ = D(i+1)(A
σ) for 1 ≤ i ≤ m− 1 ,
(D(m)A)
σn = D(1)(A
σ) .
(1.28)
Proof. Straightforward. 
Lemma 1.5. If D : V → V ⊗n is an n-fold derivation of V , then, for every
A ∈ V ⊗h and B ∈ V ⊗k (h, k ∈ Z+), we have
D(AB) = (DA)B +A(DB) , (1.29)
where, in the RHS, we use the multiplication map (1.17).
Proof. Straightforward. 
Given an m-fold derivation D1 : V → V
⊗m and an n-fold derivation D2 : V →
V ⊗n, we can compose them, using their extension (1.21), to get a map
D1 ◦D2 : V → V
⊗m+n−1 , (D1 ◦D2)(a) = D1(D2a) . (1.30)
Proposition 1.6. Let D1 and D2 be respectively an m-fold and an n-fold derivation
of V . Then:
(a) The commutator [D1, D2] = D1 ◦D2 −D2 ◦D1 is an m+ n− 1-fold derivation
of V .
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(b) (D1)L ◦D2 − (D2)R ◦D1 is an m+ n− 1-fold derivation of V .
Proof. Part (a) follows from Lemma 1.5. Using the fact that D2 is an n-fold deriva-
tion, and by the definition (1.23) of (D1)L, we have (a, b ∈ V )
((D1)L ◦D2) (ab) = (D1)L(D2(a)b) + (D1)L(aD2(b))
= ((D1)L(D2a))b + (D1a)(D2b) + a((D1)L(D2b)) ,
(1.31)
where in the second term we are using the multiplication in the tensor algebra given
by (1.17). Similarly we get
((D2)R ◦D1) (ab) = ((D2)R(D1a))b + (D1a)(D2b) + a((D2)R(D1b)) . (1.32)
Combining equations (1.31) and (1.32) we get part (b). 
Remark 1.7. Suppose that the algebra V is counital (with counity ǫ ∈ V ∗), so
that F is an A-bimodule (using the counit). Then, by Proposition 1.6, we have a
Z-graded Lie algebra g =
⊕∞
n=−1 gn, where gn is the space of n+1-fold derivations
of V .
1.6. n-fold brackets.
Definition 1.8. An n-fold bracket on V is a linear map {{−, · · · ,−}} : A⊗n → A⊗n
satisfying the following Leibniz rules (using the notation (1.14)):
{{a1, . . . , bc, . . . , an}} = b ⋆i {{a1, . . . , c, . . . , an}}+ {{a1, . . . , b, . . . , an}} ⋆n−i c , (1.33)
for all i = 1 . . . , n (in the first term of the RHS we let ⋆n = ⋆0).
Note that, if {{−, · · · ,−}} is an n-fold bracket, then, for every a1, . . . , an−1 ∈
V , the map {{a1, . . . , an−1,−}} : V → V
⊗n is an n-fold derivation of V . Then,
according to the notation (1.23), we let, for a1, . . . , an−1, b1, . . . , bm ∈ V ,
{{a1, . . . , an−1, b1 ⊗ · · · ⊗ bm}}L = {{a1, . . . , an−1, b1}} ⊗ b2 ⊗ · · · ⊗ bm ,
{{a1, . . . , an−1, b1 ⊗ · · · ⊗ bm}}R = b1 ⊗ · · · ⊗ bm−1 ⊗ {{a1, . . . , an−1, bm}} .
(1.34)
As a special case of Lemma 1.4, we get the following result, which will be used later
Corollary 1.9. Given a 2-fold bracket {{−,−}} on V , we have
{{a, {{b, c}}}}R = {{a, {{b, c}}
σ}}σL . (1.35)
Proof. Equation (1.35) is a special case of equation (1.28) for D = {{a,−}} : V →
V ⊗2. 
The following result will be used later as well.
Lemma 1.10. Let {{−,−}} be a 2-fold bracket on the associative algebra V . For
every a ∈ V and B,C ∈ V ⊗2, we have
{{a,B • C}}L = B •2 {{a, C}}L + {{a,B}}L •1 C ,
where in the LHS we use the product (1.1) while in the RHS we use notation (1.18).
Proof. Straightforward. 
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2. Double Poisson algebras and non-commutative Hamiltonian ODEs
2.1. Definition of double Poisson algebras.
Definition 2.1 ([VdB08]). A double Poisson algebra is an associative algebra V
endowed with a 2-fold bracket {{−,−}} : V ⊗ V → V ⊗ V satisfying the following
axioms:
(i) skewsymmetry: {{a, b}} = −{{b, a}}σ,
(ii) Jacobi identity:
{{a, {{b, c}}}}L + {{b, {{c, a}}}}
σ
L + {{c, {{a, b}}}}
σ2
L = 0 . (2.1)
(Here we are using notation (1.34), i.e. we let {{a, b ⊗ c}}L = {{a, b}} ⊗ c ∈
V ⊗ V ⊗ V .)
We can write explicitly the Leibniz rules for a double Poisson algebra bracket:
equation (1.33) with i = 2 and 1 reads, respectively,
{{a, bc}} = {{a, b}}c+ b{{a, c}} , (2.2)
and
{{ab, c}} = {{a, c}} ⋆1 b+ a ⋆1 {{b, c}} . (2.3)
Note that equation (2.3) follows from (2.2) and the skewsymmetry axiom.
Remark 2.2. We can write the Jacobi identity (2.1) in an alternative way, analogous
to the usual “representation theoretic form” of the Jacobi identity for Lie algebras.
For this we extend the notation (1.34) of {{−,−}}L and {{−,−}}R to the case when
we have an element of V ⊗ V in the first entry. We do this in analogy to the two
terms in the RHS of (2.3): using notation (1.15), we let
{{a⊗ b, c}}L := {{a, c}} ⊗1 b , {{a⊗ b, c}}R := a⊗1 {{b, c}} . (2.4)
With this notation, it is not hard to check, using skewsymmetry, that the Jacobi
identity (2.1) can be equivalently written as follows:
{{a, {{b, c}}}}L − {{b, {{a, c}}}}R = {{{{a, b}}, c}}L . (2.5)
Lemma 2.3 ([VdB08]). If {{−,−}} : V → V ⊗2 is a 2-fold bracket satisfying the
skewsymmetry axiom, then the LHS of the Jacobi identity (2.1)
{{a, b, c}} := {{a, {{b, c}}}}L + {{b, {{c, a}}}}
σ
L + {{c, {{a, b}}}}
σ2
L (2.6)
is a 3-fold bracket on V .
Proof. Using the Leibniz rules for the 2-fold bracket {{−,−}}, we have
{{a, {{b, cd}}}}L = {{a, {{b, c}}d}}L + {{a, c{{b, d}}}}L
= {{a, {{b, c}}}}Ld+ {{a, c}}{{b, d}}+ c{{a, {{b, d}}}}L ,
(2.7)
{{b, {{cd, a}}}}σL =
(
{{b, c ⋆1 {{d, a}}}}L + {{b, {{c, a}} ⋆1 d}}L
)σ
=
(
c ⋆2 {{b, {{d, a}}}}L + {{b, {{c, a}}}}L ⋆1 d+ {{c, a}}
′{{b, d}}{{c, a}}′′
)σ
= c{{b, {{d, a}}}}σL + {{b, {{c, a}}}}
σ
Ld+ {{c, a}}
σ{{b, d}} .
(2.8)
Hereafter we use Sweedler’s notation: for A ∈ V ⊗2, we let A = A′ ⊗ A′′ (omitting
the sign of summation). Similarly,
{{cd, {{a, b}}}}σ
2
L =
(
c ⋆1 {{d, {{a, b}}}}L + {{c, {{a, b}}}}L ⋆2 d
)σ2
= c{{d, {{a, b}}}}σ
2
L + {{c, {{a, b}}}}
σ2
L d .
(2.9)
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Combining equations (2.7), (2.8) and (2.9), and using the skewsymmetry assump-
tion on {{−,−}}, we get
{{a, b, cd}} = c{{a, b, d}}+ {{a, b, c}}d , (2.10)
i.e. the Leibniz rule holds on the third entry. The Leibniz rules (1.33) on the first
and second entry follow from (2.10) and the following obvious identities (a, b, c ∈ V )
{{a, b, c}} = {{b, c, a}}σ = {{c, a, b}}σ
2
. (2.11)

2.2. The trace map and connection to Lie algebras. Let {{−,−}} be a 2-fold
bracket on the associative algebra V . By composing it with the multiplication map
m : V ⊗ V → V , we obtain the corresponding map {−,−} : V ⊗ V → V :
{a, b} = m{{a, b}} . (2.12)
It is immediate to check that this bracket satisfies the Leibniz rule on the second
entry:
{a, bc} = b{a, c}+ {a, b}c . (2.13)
(While, in general, it does not satisfies the Leibniz rule on the first entry.) Hence,
for every a ∈ V , the map {a,−} : V → V is a (1-fold) derivation, and we extend it
to a map {a,−} : V ⊗n → V ⊗n, for every n ∈ Z+, via (1.21).
Lemma 2.4 ([VdB08]). If {{−,−}} is a skewsymmetric 2-fold bracket on V , then
the following identity holds in V ⊗2 (a, b, c ∈ V )
{a, {{b, c}}}− {{{a, b}, c}}− { b, {a, c}}}= (m⊗1){{a, b, c}}− (1⊗m){{b, a, c}} , (2.14)
where {{a, b, c}} is as in (2.6).
Proof. Let us compute the three terms appearing in the LHS of equation (2.14).
Using the Leibniz rules we get, after a straightforward computation,
{a, {{b, c}}} = (m⊗1){{a, {{b, c}}}}L+ (1⊗m){{a, {{b, c}}}}R
= (m⊗1){{a, {{b, c}}}}L− (1⊗m){{a, {{c, b}}}}
σ
L .
(2.15)
For the last equality we used Corollary 1.9 and the skewsymmetry assumption.
With similar computations, we get
{{b, {a, c}}} = (1 ⊗m){{b, {{a, c}}}}L − (m⊗1){{b, {{c, a}}}}
σ
L , (2.16)
and
{{{a, b}, c}} = −{{c, {a, b}}}σ = −(m⊗1){{c, {{a, b}}}}σ
2
L + (1⊗m){{c, {{b, a}}}}
σ2
L .
(2.17)
Combining equations (2.15), (2.17) and (2.16), and using the definition (2.6) of
{{a, b, c}}, equation (2.14) follows, thus concluding the proof. 
Proposition 2.5 ([VdB08]). (a) If {{−,−}} is a 2-fold bracket on V , then the as-
sociated bracket {−,−} defined in (2.12) induces well defined maps (which we
denote by the same symbol) {−,−} : V
/
[V, V ] ⊗ V → V , given by (recalling
(1.10))
{tr(a), b} := {a, b} (2.18)
and {−,−} : V
/
[V, V ]⊗ V
/
[V, V ]→ V
/
[V, V ], given by
{tr(a), tr(b)} := tr{a, b} . (2.19)
(b) If V is a double Poisson algebra, then V
/
[V, V ] is a Lie algebra with the bracket
defined by (2.19), and (2.18) defines a representation of this Lie algebra by
derivations of V .
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Proof. First, we have, using Sweedler’s notation,
{ab, c} = {{a, c}}′b{{a, c}}′′ + {{b, c}}′a{{b, c}}′′ = {ba, c} . (2.20)
Moreover, by (2.13), we have
{a, bc} − {a, cb} = [{a, b}, c] + [b, {a, c}] ∈ [V, V ] . (2.21)
Equations (2.20) and (2.21) imply that both brackets (2.18) and (2.19) are well
defined, proving (a).
The skewsymmetry for the bracket {−,−} on V
/
[V, V ] follows immediately by
the skewsymmetry axiom for the 2-fold bracket {{−,−}}. By the Jacobi identity
axiom (in Definition 2.1), the RHS of equation (2.14) is identically zero. Applying
the multiplication map m to its LHS, we obtain the Jacobi identity for the bracket
{−,−} of V
/
[V, V ], and, at the same time, the claim that (2.18) defines a repre-
sentation of the Lie algebra V
/
[V, V ] on V . Finally, this Lie algebra action is by
derivations of the associative algebra V , thanks to equation (2.13). 
2.3. Double Poisson brackets on an algebra of (non-commutative) ordi-
nary differential functions. Consider the algebra of non-commutative polynomi-
als Rℓ = F〈x1, . . . , xℓ〉, i.e. the free unital associative algebra in the indeterminates
x1, . . . , xℓ. Let
∂
∂xi
: Rℓ → Rℓ ⊗ Rℓ, i = 1, . . . , ℓ, be the linear maps defined on
monomials by
∂
∂xi
(xi1 . . . xis) =
s∑
k=1
δik,i xi1 . . . xik−1 ⊗ xik+1 . . . xis . (2.22)
The partial derivatives ∂
∂xi
are clearly 2-fold derivations of Rℓ. Furthermore, by
Proposition 1.6,
[
∂
∂xi
, ∂
∂xj
]
is a 3-fold derivation. Since it is zero on generators xk,
k = 1, . . . , ℓ, we obtain
∂
∂xi
◦
∂
∂xj
=
∂
∂xj
◦
∂
∂xi
. (2.23)
Lemma 2.6. We have the following equality of maps Rℓ → R
⊗3
ℓ (i, j ∈ Z+):(
∂
∂xi
)
L
◦
∂
∂xj
=
(
∂
∂xj
)
R
◦
∂
∂xi
. (2.24)
Proof. By Proposition 1.6(b) it follows that(
∂
∂xi
)
L
◦
∂
∂xj
−
(
∂
∂xj
)
R
◦
∂
∂xi
is a 3-fold derivation. The claim follows since this 3-fold derivation is obviously
zero on the generators xk, k = 1, . . . , ℓ. 
Note that equation (2.24) implies (2.23), by the definition (1.30) of the compo-
sition of 2-fold derivations. Hence, we will say that the 2-fold derivations ∂
∂xi
and
∂
∂xj
strongly commute.
Definition 2.7. An algebra of ordinary differential functions is a unital associative
algebra V , endowed with ℓ strongly commuting 2-fold derivations ∂
∂xi
: V → V ⊗V ,
i.e. satisfying (2.24).
An example is the algebra Rℓ = F〈x1, . . . , xℓ〉 of non-commutative polynomials
in the variables x1, . . . , xℓ, endowed with the 2-fold derivations (2.22). Other ex-
amples can be obtained as extensions of Rℓ by localization by one or more non-zero
elements.
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Theorem 2.8. (a) Any 2-fold bracket on Rℓ has the following form (f, g ∈ V )
{{f, g}} =
ℓ∑
i,j=1
∂g
∂xj
• {{xi, xj}} •
( ∂f
∂xi
)σ
, (2.25)
where • is as in (1.1).
(b) Let V be an algebra of ordinary differential functions, and let H be an ℓ × ℓ
matrix with entries in V ⊗ V . Denoting its entries by Hji = {{xi, xj}}, i, j =
1, . . . , ℓ, formula (2.25) defines a 2-fold bracket on V .
(c) Equation (2.25) defines a structure of double Poisson algebra on V if and only
if the skewsymmetry axiom (i) and the Jacobi identity (ii) hold on the xi’s,
namely, for all i, j, k = 1, . . . , ℓ, we have
{{xi, xj}} = −{{xj, xi}}
σ
(
equivalently, recalling (1.7), H† = −H
)
, (2.26)
and
{{xi, {{xj , xk}}}}L + {{xj, {{xk, xi}}}}
σ
L + {{xk, {{xi, xj}}}}
σ2
L = 0 , (2.27)
where each term is understood, in terms of the matrix H, via (2.25), for example
{{xi, {{xj, xk}}}}L =
ℓ∑
h=1
(( ∂
∂xh
)
L
Hkj
)
•3 Hhi . (2.28)
Proof. We prove that the RHS of (2.25) satisfies the Leibniz rules (2.2) and (2.3).
Using the fact that partial derivatives are 2-fold derivations, the LHS of (2.2) is
ℓ∑
i,j=1
( ∂g
∂xj
h
)
• {{xi, xj}} •
(
∂f
∂xi
)σ
+
ℓ∑
i,j=1
(
g
∂h
∂xj
)
• {{xi, xj}} •
(
∂f
∂xi
)σ
. (2.29)
By (1.16) we have that (2.29) is the same as RHS of (2.2). The Leibniz rule (2.3)
is proved in the same way using again (1.16). Since any 2-fold bracket is extended
uniquely from the generators to Rℓ via the Leibniz rules, this concludes the proof
of (a) and (b).
The fact that the bracket given by equation (2.25) satisfies the skewsymmetry
axiom is immediate from (1.3) and the assumption that {{xi, xj}} = −{{xj , xi}}
σ for
every i, j = 1, . . . , ℓ.
To conclude the proof of part (c) we are left to prove Jacobi identity (2.1). First,
for f ∈ V and G ∈ V ⊗2 we have, by (2.25) and the definition of the •i actions,
{{f,G}}L =
ℓ∑
i,j=1
(( ∂
∂xj
)
L
G
)
•3
(
{{xi, xj}} •
( ∂f
∂xi
)σ)
. (2.30)
Then, by equation (2.25), Lemma 1.10, and equation (2.30), we get
{{f, {{g, h}}}}L
=
ℓ∑
i,j,h,k=1
(
∂
∂xh
)
L
(
∂h
∂xk
)
•3
(
{{xi, xh}} •
(
∂f
∂xi
)σ)
•1
(
{{xj , xk}} •
(
∂g
∂xj
)σ)
(2.31)
+
ℓ∑
i,j,k=1
∂h
∂xk
•2 {{xi, {{xj , xk}}}}L •3
(
∂f
∂xi
)σ
•1
(
∂g
∂xj
)σ
(2.32)
+
ℓ∑
i,j,h,k=1
(
∂h
∂xk
• {{xj , xk}}
)
•2
(
∂
∂xh
)
L
(
∂g
∂xj
)σ
•3
(
{{xi, xh}} •
(
∂f
∂xi
)σ)
.
(2.33)
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Note that in the RHS above we avoided using unnecessary parentheses, in view of
Lemma 1.1. From the above equation, permuting f, g and h, applying the permu-
tation σ, and using Lemma 1.2 several times, we get
{{g, {{h, f}}}}σL
=
ℓ∑
i,j,h,k=1
(
∂h
∂xk
• {{xk, xi}}
σ
)
•2
((
∂
∂xh
)
L
(
∂f
∂xi
))σ
•1
(
{{xj , xh}} •
(
∂g
∂xj
)σ)
(2.34)
+
ℓ∑
i,j,k=1
∂h
∂xk
•2 {{xj, {{xk, xi}}}}
σ
L •1
(
∂g
∂xj
)σ
•3
(
∂f
∂xi
)σ
(2.35)
+
ℓ∑
i,j,h,k=1
((
∂
∂xh
)
L
(
∂h
∂xk
)σ)σ
•1
(
{{xj , xh}}•
(
∂g
∂xj
)σ)
•3
(
{{xk, xi}}
σ•
(
∂f
∂xi
)σ)
.
(2.36)
and, similarly,
{{h, {{f, g}}}}σ
2
L
=
ℓ∑
i,j,h,k=1
(
∂h
∂xk
• {{xk, xh}}
σ
)
•2
((
∂
∂xh
)
L
(
∂g
∂xj
))σ2
•3
(
{{xi, xj}} •
(
∂f
∂xi
)σ)
(2.37)
+
ℓ∑
i,j,k=1
∂h
∂xk
•2 {{xk, {{xi, xj}}}}
σ2
L •3
(
∂f
∂xi
)σ
•1
(
∂g
∂xj
)σ
(2.38)
+
ℓ∑
i,j,h,k=1
(
∂h
∂xk
• {{xk, xh}}
σ
)
•2
((
∂
∂xh
)
L
(
∂f
∂xi
)σ)σ2
•1
(
{{xi, xj}}
σ •
(
∂g
∂xj
)σ)
.
(2.39)
Since, by assumption, the Jacobi identity (2.1) holds on generators, we have that
(2.32), (2.35) and (2.38) sum up to zero. Note that here we are using the fact that
the •1 and •3 actions commute, by Lemma 1.1(c). Furthermore, by Lemma 1.4 and
assumption (2.24), we have((
∂
∂xk
)
L
(
∂h
∂xh
)σ)σ
=
(
∂
∂xk
)
R
(
∂h
∂xh
)
=
(
∂
∂xh
)
L
(
∂h
∂xk
)
.
It follows that (2.31) and (2.36) are opposite to each other by the skewsymmetry on
generators. Similarly, (2.33) and (2.37) (respectively (2.34) and (2.39)) are opposite
to each other. This concludes the proof. 
Definition 2.9. The matrixH =
(
Hij
)ℓ
i,j=1
∈ Matℓ×ℓ(V ⊗V ) satisfying (2.26) and
(2.27) is called a Poisson structure on the algebra of ordinary differential functions
V .
Remark 2.10. Formula (2.25) for the 2-fold bracket of f, g ∈ V can be written in a
“traditional” form as
{{f, g}} = (∇g|H∇f) , (2.40)
where ∇f =
(
∂f
∂xi
)ℓ
i=1
∈ (V ⊗V )⊕ℓ, H = (Hji)
ℓ
i,j=1 ∈Matℓ×ℓ(V ⊗V ) is the matrix
with entries Hji = {{xi, xj}}, its action on (V ⊗ V )
⊕ℓ is defined by (1.6), and (· | ·)
is the inner product (1.4).
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Remark 2.11. One can define a double Lie algebra as a vector space g endowed with
a double bracket {{−,−}} : g× g→ g⊗ g satisfying the skewsymmetry and Jacobi
identity axioms from Definition 2.1. Then, by Theorem 2.8 the tensor algebra T (g)
is a double Poisson algebra, with the 2-fold bracket given by (2.25).
2.4. Evolution ODE and Hamiltonian ODE. Let V be an algebra of ordinary
differential functions. An evolution ODE over V is an equation of the form
dxi
dt
= Pi ∈ V , i = 1, . . . , ℓ . (2.41)
By the chain rule, a function f ∈ V evolves, in virtue of (2.41), according to the
equation
df
dt
=
ℓ∑
i=1
m
(
Pi ⊗1
∂f
∂xi
)
. (2.42)
It is immediate to check that the time derivative d
dt
: V → V as given by (2.42)
is a derivation of V . In particular, it induces a well defined map on V
/
[V, V ]. An
integral of motion for equation (2.41) is an element tr(h) ∈ V
/
[V, V ] constant in
time, i.e. such that
d trh
dt
= tr
ℓ∑
i=1
m
(
Pi ⊗1
∂h
∂xi
)
= 0 . (2.43)
Given P ∈ V ℓ, we define the corresponding evolutionary vector field XP as the
derivation of V given by the RHS of (2.42):
XP (f) =
ℓ∑
i=1
m
(
Pi ⊗1
∂f
∂xi
)
. (2.44)
Evolutionary vector fields form the Lie algebra Vect(V ), with commutator given by
the usual formula:
[XP , XQ] = X[P,Q] , where [P,Q]i = XP (Qi)−XQ(Pi) , i = 1, . . . , ℓ . (2.45)
This can be easily checked using condition (2.24) on V .
Equation (2.41) is called compatible with another evolution ODE dxi
dτ
= Qi,
i = 1, . . . , ℓ, if the corresponding evolutionary vector fields commute: [XP , XQ] = 0.
A Hamiltonian ODE on an arbitrary double Poisson algebra V , associated to
the Hamiltonian function tr h ∈ V
/
[V, V ] is an equation of the form
du
dt
= {tr h, u} , u ∈ V . (2.46)
An integral of motion for the Hamiltonian ODE (2.46) is an element tr f ∈ V
/
[V, V ]
such that {trh, tr f} = 0. In this case, by Proposition 2.5, the derivations Xh =
{trh,−} and Xf = {tr f,−} (called Hamiltonian vector fields) commute, and equa-
tions du
dt
= {tr f, u} and (2.46) are compatible.
In the special case when V is an algebra of ordinary differential functions and
the 2-fold bracket {{−,−}} is given by a Poisson structure H on V via (2.25), where
{{xi, xj}} = Hji, the Hamiltonian ODE (2.46) becomes the following evolution ODE
dxi
dt
= m
ℓ∑
j=1
Hij •
( ∂h
∂xj
)σ
. (2.47)
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Furthermore the Lie algebra bracket {−,−} on V
/
[V, V ] associated to the double
Poisson bracket (2.25), defined by Proposition 2.5, is:
{tr(f), tr(g)} = tr
(
m
ℓ∑
i,j=1
∂g
∂xj
•Hji •
(
∂f
∂xi
)σ )
, f, g ∈ V . (2.48)
In this case the notions of compatibility and of integrals of motion are consistent
with those for general evolution ODEs, due to Theorem 2.8(c).
Remark 2.12. Recalling the definition (1.12) of the action of the matrix H ∈
Matℓ×ℓ(V ⊗ V ) on V
⊕ℓ formula (2.47) can be written in the “traditional” form
dx
dt
= Hdh , (2.49)
and similarly formula (2.48) can be written as (see (2.40))
{tr(f), tr(g)} = (dg|Hdf) , (2.50)
where (· | ·) is the inner product (1.11) on V ⊕ℓ, and df = m(∇f)σ (cf. (1.9)). The
latter notation is compatible with the theory of the reduced de Rham complex, cf.
(2.70).
2.5. Lenard-Magri scheme for Hamiltonian ODE. Let H ∈Matℓ×ℓ(V ⊗ V ).
We define a bilinear form associated to H , 〈−,−〉H : V
⊕ℓ ⊗ V ⊕ℓ → V
/
[V, V ] as
follows
〈F,G〉H = (F |HG) , F,G ∈ V
⊕ℓ . (2.51)
Here we are using notation (1.11) and (1.12). Recalling (1.8), we obtain that the
form (2.51) is symmetric (resp. skewsymmetric) if H is selfadjoint (resp. skewad-
joint) (see (1.7)).
Lemma 2.13. Let H0, H1 ∈ Matℓ×ℓ(V ⊗ V ) be skewadjoint, and let {Fn}
N
n=0 ⊂
V ⊕ℓ be such that
H0F
n+1 = H1F
n for n = 0, . . . , N − 1 .
Then, the following orthogonality relations hold:
〈Fn, Fm〉H0 = 〈F
n, Fm〉H1 = 0 for n,m = 0, . . . , N .
Proof. Same proof as in [Mag78] or Lemma 2.6 in [BDSK09]. 
Corollary 2.14. Let {{−,−}}0 and {{−,−}}1 be two skewsymmetric 2-fold brackets
on an algebra of ordinary differential functions V given by the equation (2.25) for
H0, H1 ∈ Matℓ×ℓ(V ⊗ V ) respectively. Let {hn}
N
n=0 ⊂ V be such that
{tr(hn), u}0 = {tr(hn+1), u}1 for u ∈ V , n = 0, . . . , N − 1 . (2.52)
Then we have
{tr(hn), tr(hm)}0 = {tr(hn), tr(hm)}1 = 0 for n,m = 0, . . . , N .
(See (2.12), (2.18) and (2.19) for notation).
Proof. It follows from Lemma 2.13 and equation (2.50). 
Remark 2.15. The analogues of Propositions 2.9 and 2.10 in [BDSK09] still hold in
the present setup with the same proof.
Theorem 2.16. Let V = Rℓ be the algebra of non-commutative polyomials in ℓ
variables. Let H0, H1 be compatible Poisson structures on V , and assume that K
is a non-degenerate matrix. Let h0, h1 ∈ V and F ∈ V
ℓ be such that
H1dh0 = H0dh1 , H1dh1 = H0F , (2.53)
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where, as before, dh = m(∇h)σ, and we are using the notation (1.12). Then, there
exists h2 ∈ V such that F = dh2.
Proof. First, one checks that the Jacobian of F2 (defined after equation (0.22)), is
self-adjoint, i.e. JF = J
†
F . The proof of this claim is long but straightforward, and
the argument is the same as in the commutative case, cf. e.g. [Olv93, Lemma 7.25].
The proof uses non-degeneracy of the bilinear form (1.11), which follows from the
well-known property of the algebra V = Rℓ that for a ∈ V , tr aV = 0 implies a = 0.
Then, one uses the exactness of the reduced de Rham complex, proved in Theorem
2.18 below, to conclude that the 1-form F is exact. 
Using this theorem and Remark 2.15, one shows that the Lenard-Magri scheme
works for V = Rℓ, i.e. the Lenard-Magri recursive relation in Corollary 2.14 for
N = 1 can be extended to N = ∞, provided that the orthogonality condition,
similar to that in [BDSK09, Proposition 2.9], holds.
2.6. Examples. It is claimed in [VdB08] that the only non-zero double Poisson
brackets on R1 = F[x] (up to automorphisms of R1) are given by
{{x, x}} = x⊗ 1− 1⊗ x and {{x, x}} = x2 ⊗ x− x⊗ x2 .
The corresponding Lie algebra brackets on R1
/
[R1, R1] given by (2.48) are trivial.
Hence, we do not get non-trivial Hamiltonian equations.
The simplest double Poisson bracket on R2 = F〈x, y〉 has the following form:
{{x, x}} = p⊗ q − q ⊗ p where p, q ∈ R2 , {{x, y}} = {{y, y}} = 0 . (2.54)
The double Poisson bracket given by (2.25) and (2.54) is obviously skewsymmetric
and it satisfies Jacobi identity if and only if equation (2.27) holds for xi = xj =
xk = x (see Theorem 2.8). Using equation (2.28), this condition can be rewritten
as follows (using Sweedler’s notation)(
∂p
∂x
)′
p⊗ q
(
∂p
∂x
)′′
⊗ q −
(
∂p
∂x
)′
q ⊗ p
(
∂p
∂x
)′′
⊗ q −
(
∂q
∂x
)′
p⊗ q
(
∂q
∂x
)′′
⊗ p
+
(
∂q
∂x
)′
q ⊗ p
(
∂q
∂x
)′′
⊗ p+ cyclic permutations = 0 .
(2.55)
We found the following three types of solutions:
(a) p = p(y), q = q(y);
(b) p = x, q = q(y);
(c) p = x, q = xf(y)x.
In fact, one can show that, up to automorphisms of R2, these are all solutions.
Replacing x by x + 1 in (b) we get the following compatible double Poisson
structures (where y is central for both structures):
{{x, x}}0 = 1⊗ y − y ⊗ 1 and {{x, x}}1 = x⊗ y − y ⊗ x .
Let
h0 = 1 and hn =
1
n
(x+ y)n for every integer n ≥ 1 . (2.56)
We have the following recursion relations
{tr(h0), x}0 = 0 and {tr(hn), x}1 = {tr(hn+1), x}0 , n ∈ Z+ . (2.57)
which can be proved using equation (2.48) and the fact that for n ≥ 1
∂hn
∂x
=
1
n
n−1∑
k=0
(x+ y)k ⊗ (x+ y)n−1−k .
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Hence, by Corollary 2.14, we get that all tr(hn) are in involution with respect to
both brackets {−,−}0,1 on R2
/
[R2, R2], given by equation (2.48). Furthermore all
the tr(hn) are integrals of motion for the corresponding compatible Hamiltonian
ODEs, which are computed using (2.47):
dx
dtn
= x(x + y)ny − y(x+ y)nx ,
dy
dtn
= 0 , n ∈ Z+ . (2.58)
Note that the algebra R2 is Z
2
+-graded in the obvious way. The homogeneous
components of the hn’s are still in involution with respect to both brackets and the
corresponding Hamiltonian vector fields still commute. Thus, for n ∈ Z+, equation
(2.58) produces n+ 1 compatible Hamiltonian ODEs, and they are compatible for
all n. For example, for n = 0, equation (2.58) is
dx
dt0
= xy − yx ,
dy
dt0
= 0 .
The homogeneous components of equation (2.58) for n = 1 produce the following
two Hamiltonian ODEs:
dx
dt1
= x2y − yx2 ,
dy
dt1
= 0 ,
dx
dt1˜
= xy2 − y2x ,
dy
dt1˜
= 0 .
As explained in [MS00] the first of the above equations is a higher symmetry of the
Euler equation and they find infinitely many its conserved densities. For n = 2, the
homogeneous (2, 2)-component of equation (2.58) produces the following equation
which also was found in [MS00]:
dx
dt0
= x2y2 + xyxy − yxyx− y2x2 ,
dy
dt0
= 0 .
Furthermore, let us consider on R2 the following double Poisson structure (of
type (c)):
{{x, x}} = x⊗ xyx − xyx⊗ x , {{x, y}} = {{y, y}} = 0 .
Let h0 = 1 and
hn =
xn
n
, h˜n = x
ny , h¯n = x(yx)
n for every integer n ≥ 1 . (2.59)
Using the fact that
∂hn
∂x
=
1
n
n−1∑
k=0
xk ⊗ xn−1−k ,
∂h˜n
∂x
=
n−1∑
k=0
xk ⊗ xn−1−ky ,
∂h¯n
∂x
= 1⊗ (yx)n +
n−1∑
k=0
x(yx)ky ⊗ (yx)n−1−k .
and equation (2.48), it is straightforward to show that
{tr(Xn), tr(Ym)} = 0 for every integers n,m ≥ 1 ,
where X and Y can be h, h˜ or h¯. Hence, we get the following integrable hierarchy
of Hamiltonian ODEs:
dx
dtn
= xn+1yx− xyxn+1 ,
dy
dtn
= 0 , n ≥ 1 ,
dx
dtn˜
=
n˜−2∑
k=0
xn˜−kyxk+1yx− xyxk+1yxn˜−k ,
dy
dtn˜
= 0 , n˜ ≥ 1 ,
dx
dtn¯
= x(xy)n¯+1x− x(yx)n¯+1x ,
dy
dtn¯
= 0 , n¯ ≥ 1 .
(2.60)
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The first equation of the hierarchy, corresponding to n = 1 (and the Hamiltonian
density h1 = x), is
dx
dt1
= x2yx− xyx2 ,
dy
dt1
= 0 .
This equation already appeared in [MS00], where its higher symmetries of degree
n+2 in the variable x and degree 1 in the variable y were found (which correspond
to the first line in equation (2.60)).
2.7. Basic de Rham complex over an algebra of ordinary differential func-
tions. Let V be an algebra of ordinary differential functions. We define the basic
de Rham complex Ω˜(V ) as the free product of the algebra V and the algebra
F〈dx1, . . . , dxℓ〉 of non-commutative polynomials in ℓ variables dx1, . . . , dxℓ. It is a
Z+-graded unital associative algebra, where f ∈ V has degree 0 and the dxi’s have
degree 1. We consider it as a superalgebra, with superstructure compatible with
the Z+-grading. The subspace Ω˜
n(V ) of degree n consists of linear combinations
of elements of the form
ω˜ = f1dxi1f2dxi2 . . . fndxinfn+1 , where f1, . . . , fn+1 ∈ V . (2.61)
In particular, Ω˜0(V ) = V and Ω˜1(V ) ≃ ⊕ℓi=1V dxiV .
Define the de Rham differential d on Ω˜(V ) as the odd derivation of degree 1 on
the superalgebra Ω˜(V ) by letting
df =
ℓ∑
i=1
( ∂f
∂xi
)′
dxi
( ∂f
∂xi
)′′
∈ Ω˜1(V ) for f ∈ Ω˜0(V ) , d(dxi) = 0 . (2.62)
In order to check that d is a differential on Ω˜(V ), i.e. d2 = 0, it suffices to check
that d2f = 0 for f ∈ V . Using Sweedler’s notation and equation (2.62) we have
d2f =
ℓ∑
i,j=1
( ∂
∂xj
( ∂f
∂xi
)′)′
dxj
( ∂
∂xj
( ∂f
∂xi
)′)′′
dxi
( ∂f
∂xi
)′′
−
ℓ∑
i,j=1
( ∂f
∂xi
)′
dxi
( ∂
∂xj
( ∂f
∂xi
)′′)′
dxj
( ∂
∂xj
( ∂f
∂xi
)′′)′′
=
ℓ∑
i,j=1
m
(
dxj ⋆1
(( ∂
∂xj
)
L
( ∂f
∂xi
))
⋆1 dxi
)
−
ℓ∑
i,j=1
m
(
dxi ⋆1
(( ∂
∂xj
)
R
( ∂f
∂xi
))
⋆1 dxj
)
= 0 .
The last equality follows by condition (2.24) on V . So we can consider the corre-
sponding cohomology complex (Ω˜(V ), d).
Given an evolutionary vector field XP ∈ Vect(V ) (cf. (2.44)), we define the
corresponding Lie derivative LP : Ω˜(V )→ Ω˜(V ) as the even derivation of degree 0
extending XP from V , and such that LP (dxi) = dPi, i = 1, . . . , ℓ. In other words,
if ω˜ is as in (2.61), then, recalling (2.62), we have
LP (ω˜) =
n+1∑
s=1
f1dxi1f2 . . . dxis−1XP (fs)dxis . . . dxinfn+1
+
n∑
s=1
ℓ∑
i=1
f1dxi1f2 . . . fs
(∂Pis
∂xi
)′
dxi
(∂Pis
∂xi
)′′
fs+1 . . . dxinfn+1 .
(2.63)
Next, we define the corresponding contraction operator ιP : Ω˜(V ) → Ω˜(V ) as the
odd derivation of degree −1 defined on generators by ιP (f) = 0, for f ∈ V , and
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ιP (dxi) = Pi. In other words, if ω˜ is as in (2.61), then
ιX(ω˜) =
n∑
s=1
(−1)s+1f1dxi1f2 . . . dxis−1fsPisfs+1dxis+1fs+2 . . . dxinfn+1 . (2.64)
Proposition 2.17. The Lie derivatives (2.63) and the contraction operators (2.64)
define a structure of a Vect(V )-complex on Ω˜(V ). In other words the following
relations hold for P,Q ∈ V ℓ (recalling (2.45)):
(a) [ιP , ιQ] = 0;
(b) [LP , ιQ] = ι[P,Q];
(c) [LP , LQ] = L[P,Q];
(d) LP = [ιP , d] (= ιP d+ dιP ) (Cartan’s formula).
Proof. Both sides in each formula are derivations of the superalgebra Ω˜(V ), and
they are obviously equal on generators dxi and f ∈ V . 
Theorem 2.18. The complex (Ω˜(Rℓ), d) is acyclic, i.e. H
n(Ω˜(Rℓ), d) = δn,0F.
Proof. Let ∆ =
(
xi
)ℓ
i=1
∈ Rℓℓ (it corresponds to the degree derivation X∆ of Rℓ).
Then L∆ is a diagonalizable operator on Ω˜(Rℓ), with eigenvalues given by the total
degree in the xi’s and the dxi’s. Moreover, h = ι∆ is a homotopy operator for
the complex (Ω˜(Rℓ), d): by Cartan’s formula we have h(dω˜) + d(hω˜) = kω˜, for
every ω˜ ∈ Ω˜(Rℓ) of total degree k. In particular, if k 6= 0 and dω˜ = 0, then
ω˜ = 1
k
d(hω˜) ∈ dΩ˜(Rℓ). The claim follows. 
Remark 2.19. Let ∆i = (δijxi)
ℓ
j=1 ∈ V
ℓ. Consider the filtration V0 ⊂ V1 ⊂ · · · ⊂
Vℓ = V , where
Vi =
{
f ∈ V
∣∣∣ ∂f
∂xj
= 0 for all j > i
}
,
and extend it to a filtration of Ω˜(V ), letting Ω˜ni (V ) contain elements of the form
(2.61), with f1, . . . , fn+1 ∈ Vi and i1, . . . , in ≤ i. Then, L∆i preserves the space
Ω˜ki (V ), and ι∆i(Ω˜
k
i (V )) ⊂ Ω˜
k−1
i (V ). Assume that L∆i : Ω˜
k
i (V ) → Ω˜
k
i (V ) is sur-
jective and its kernel is Ω˜ki−1(V ). This is true, for example, for the algebra Rℓ of
non-commutative polynomials in ℓ variables. Then, it is easy to check that the
operator hi = L
−1
∆i
◦ ι∆i : Ω˜
k
i (V ) → Ω˜
k−1
i (V ), defined up to elements of Ω˜
k−1
i−1 (V ),
is a local homotopy operator, in the sense that
(d ◦ hi + hi ◦ d)(ω˜)− ω˜ ∈ Ω˜
k
i−1(V ) for every ω˜ ∈ Ω˜
k
i (V ) .
As a consequence, under the above assumptions the basic de Rham complex is
acyclic.
2.8. Reduced de Rham complex. Obviously the subspace [Ω˜(V ), Ω˜(V )] ⊂ Ω˜(V )
is compatible with the Z+-grading and it is is preserved by d. Hence, we can consider
the reduced de Rham complex
Ω(V ) = Ω˜(V )
/
[Ω˜(V ), Ω˜(V )] = ⊕n∈Z+Ω
n(V ) , (2.65)
with the induced action of d. Since Lie derivatives LP and contraction operators ιP ,
for P ∈ V ℓ, are derivations of the superalgebra Ω˜(V ), they preserve the commutator
subspace [Ω˜(V ), Ω˜(V )]. Hence, they induce well defined maps on the reduced de
Rham complex Ω(V ) satisfying all relations of Proposition 2.17.
It follows by the same argument as in the proof of Theorem 2.18 that the complex
(Ω(Rℓ), d) is acyclic as well:
Hn(Ω(Rℓ), d) = δn,0F . (2.66)
22
We obviously have Ω0(V ) = V
/
[V, V ]. Elements of Ω
1(V ) can be understood
as 1-forms ω =
∑ℓ
i=1 fidxi, and elements of Ω
n(V ) as sort of cyclically skewsym-
metric “products” of 1-forms. We provide now an alternative explicit description
of the spaces Ωn(V ) for n ≥ 1 as follows. We identify the space Ωn(V ) with the
space Σn(V ) of arrays
(
Ai1...in
)ℓ
i1,...,in=1
with entries Ai1...in ∈ V
⊗n, satisfying the
following skewsymmetry condition:
Ai1...in = −(−1)
n(Ai2...ini1)
σ for all i1, . . . , in ∈ {1, . . . , ℓ} , (2.67)
where σ denotes the action of the cyclic permutation on V ⊗n as in (1.25). To prove
the isomorphism Ωn(V ) ≃ Σn(V ) we write explicitly the maps in both directions.
Given the coset ω = [ω˜] ∈ Ωn(V ), with ω˜ as in (2.61), we map it to the array
(recall (1.26) and (1.27))
(
Ai1...in
)ℓ
i1,...,in=1
∈ Σn(V ), with entries Aj1...jn = 0,
unless (j1, . . . , jn) is a cyclic permutation of (i1, . . . , in), and
Aj1...jn =
1
n
(−1)s(n−s)as+1 ⊗ · · · ⊗ an ⊗ an+1a1 ⊗ a2 ⊗ · · · ⊗ as , (2.68)
for (j1, . . . , js) = (iσs(1), . . . , iσs(n)), The inverse map Σ
n(V ) → Ωn(V ) is given by
(in Sweedler’s notation):(
Ai1...in
)ℓ
i1,...,in=1
7→
ℓ∑
i1,...,in=1
[A′i1...indxi1A
′′
i1...in
dxi2 . . . A
′...′
i1...in
dxin ] . (2.69)
It is easy to check that the maps (2.68) and (2.69) are well defined, and that they
are inverse to each other, thus proving that the space Ωn(V ) and the space of arrays
Σn(V ) can be identified using these maps.
It is also not hard to find the formula for the differential d : Σn(V )→ Σn+1(V )
corresponding to the differential d of the reduced complex Ω(V ) under this identi-
fication. For n = 0, we have (recalling (1.10))
d(tr(f)) =
(
m
( ∂f
∂xi
)σ)ℓ
i=1
. (2.70)
For A =
(
Ai1...in
)ℓ
i1,...,in=1
∈ Σn(V ), where n ≥ 1, we have, using notation (1.22)
and recalling (1.26) and (1.27),
(dA)i1...in+1 =
1
n+ 1
n+1∑
s=1
n∑
t=1
(−1)sn+t−1
(( ∂
∂xiσs(t)
)
(t)
A
iσs(1)
t
.ˇ..iσs(n+1)
)σs
, (2.71)
where
t
ˇ. . . means that we skip the index iσs(t). Thanks to Lemma 1.4, we can rewrite
formula (2.71) as follows
(dA)i1...in+1
=
n
n+ 1
( n∑
s=1
(−1)s−1
( ∂
∂xis
)
(s)
A
i1
s
.ˇ..in+1
+ (−1)k
(( ∂
∂xin+1
)
(1)
Ai1...in
)σn)
.
(2.72)
In particular, for n = 1, we have, for F =
(
Fj
)ℓ
j=1
∈ V ⊕ℓ = Σ1(V ),
(dF )ij =
1
2
(∂Fj
∂xi
−
(∂Fi
∂xj
)σ)
. (2.73)
For n = 2, let A =
(
Aij
)ℓ
i,j=1
∈ Σ2(V ), namely Aij ∈ V ⊗ V and (Aji)
σ = −Aij .
We have
(dA)ijk =
2
3
(( ∂
∂xi
)
L
Ajk −
( ∂
∂xj
)
R
Aik +
(( ∂
∂xk
)
L
Aij
)σ2)
. (2.74)
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As an application of (2.66), we get the following
Corollary 2.20. (a) A 0-form tr(f) ∈ Ω0(Rℓ) is closed if and only if f ∈ F +
[Rℓ, Rℓ].
(b) A 1-form F =
(
Fi
)ℓ
i=1
∈ R⊕ℓℓ = Σ
1(Rℓ) is closed if and only if there exists
tr(f) ∈ Rℓ
/
[Rℓ, Rℓ] such that Fi = m
(
∂f
∂xi
)σ
for every i = 1, . . . , ℓ.
(c) A 2-form α =
(
Aij
)ℓ
i,j=1
∈ Σ2(Rℓ) is closed if and only if there exists F =(
Fi
)ℓ
i=1
∈ R⊕ℓℓ such that
Aij =
1
2
(∂Fj
∂xi
−
(∂Fi
∂xj
)σ)
,
for every i, j = 1, . . . , ℓ.
Remark 2.21. For F ∈ V ⊕ℓ = Σ1(V ), define the Jacobian
JF =
(
∂Fi
∂xj
)ℓ
i,j=1
∈ Matℓ×ℓ(V ⊗ V ) .
Then equation (2.73) becomes:
dF =
1
2
(
J tF − J
σ
F
)
.
(Here, t stands for transpose.) Therefore, recalling (1.7), we see that dF = 0 if and
only if JF = J
†
F .
3. Double Poisson vertex algebras and non-commutative Hamiltonian
PDEs
3.1. Definition of double Poisson vertex algebra. By a differential algebra we
mean a unital associative (not necessarily commutative) algebra V over the field F,
endowed with a derivation ∂ ∈ DerV .
Definition 3.1. An n-fold λ-bracket on V is a linear map
{{−λ1 − · · · − λn−1−}} : V
⊗n → V⊗n[λ1, . . . , λn−1]
which satisfies the following sesquilinearity conditions
{{a1λ1 · · · λi−1(∂ai)λi · · · an−1λn−1an}} = −λi{{a1λ1 · · ·an−1λn−1an}} , (3.1)
for all i = 1, . . . , n− 1, and
{{a1λ1 · · · an−1λn−1(∂an)}} = (λ1 · · ·+ λn−1 + ∂){{a1λ1 · · · an−1λn−1an}} , (3.2)
and the following Leibniz rules:
{{a1λ1 · · · bcλi . . . an−1λn−1an}} =
(
e∂∂λi b
)
⋆i {{a1λ1 · · · cλi . . . an−1λn−1an}}
+ {{a1λ1 · · · bλi+∂ . . . an−1λn−1an}}→ ⋆n−i c ,
(3.3)
for all i = 1, . . . , n, where ⋆n = ⋆0. The notation on the RHS of (3.3) needs
some explanations. The ⋆i-products were introduced in (1.34). Given a polynomial
P (λ1, . . . , λn−1) =
∑
a1 ⊗ · · · ⊗ anλ
k1
1 . . . λ
kn−1
n−1 ∈ V
⊗n[λ1, . . . , λn−1], we denote(
e∂∂λi f
)
⋆i P (λ1, . . . , λi, . . . , λn−1)
=
∑ ki∑
j=0
(
ki
j
)
a1 ⊗ . . . ai ⊗ (∂
jf)ai+1 ⊗ · · · ⊗ anλ
k1
1 . . . λ
ki−j
i . . . λ
kn−1
n−1 ,
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in other words, applying e∂∂λi amounts to replacing λi by λi+∂, and the parentheses
mean that ∂ should be applied to f . Moreover, we denote
P (λ1, . . . , λi + ∂, . . . , λn−1)→ ⋆n−i f
=
∑ ki∑
j=0
(
ki
j
)
a1 ⊗ · · · ⊗ ai(∂
jf)⊗ · · · ⊗ anλ
k1
1 . . . λ
ki−j
i . . . λ
kn−1
n−1 ,
(3.4)
in other words, the arrow means that ∂ is applied to f .
In the special case of 2-fold λ-brackets, the sesquilinearity conditions (3.1) and
(3.2) are
{{∂aλb}} = −λ{{aλb}} , {{aλ∂b}} = (λ+ ∂){{aλb}} , (3.5)
and the Leibniz rules (3.3) are
{{aλbc}} = {{aλb}}c+ b{{aλc}}
{{abλc}} = {{aλ+∂c}}→ ⋆1 b+ (e
∂∂λa) ⋆1 {{bλc}} .
(3.6)
In analogy with (1.34) and (2.4), we also let, for a, b, c ∈ V ,
{{aλ(b⊗ c)}}L := {{aλb}} ⊗ c , {{aλ(b ⊗ c)}}R := b⊗ {{aλc}} ,
{{(a⊗ b)λc}}L := {{aλ+∂c}}→ ⊗1 b ,
{{(a⊗ b)λc}}R := (e
∂∂λa)⊗1 {{bλc}}
(
= {{bλ+∂c}}→ ⊗1 a
)
,
(3.7)
Definition 3.2. A double Poisson vertex algebra is a differential algebra V , with
derivation ∂ : V → V , endowed with a 2-fold λ-bracket {{−λ−}} : V × V → V ⊗ V
satisfying the following axioms:
(i) skewsymmetry:
{{aλb}} = −{{b−λ−∂a}}
σ , (3.8)
where −λ− ∂ in the RHS is moved to the left, acting on the coefficients.
(ii) Jacobi identity (cf. Remark 2.2)
{{aλ{{bµc}}}}L − {{bµ{{aλc}}}}R = {{{{aλb}}λ+µc}}L . (3.9)
Lemma 3.3. (a) The sesquilinearity relations
{{∂AλB}}L(resp.R) = −λ{{AλB}}L(resp.R) ,
{{Aλ∂B}}L(resp.R) = (λ+ ∂){{AλB}}L(resp.R) ,
hold if either A or B lies in V ⊗ V, and the other one lies in V.
(b) For a, b ∈ V and A,B ∈ V ⊗ V, the following skewsymmetry relations hold
{{aλB}}L(resp.R) = −{{B
σ
−λ−∂a}}
σ(resp.σ2)
R(resp.L) ,
{{Aλb}}L(resp.R) = −{{b−λ−∂A
σ}}
σ(resp.σ2)
R(resp.L) .
(c) For a, b ∈ V and A,B ∈ V ⊗ V, we have
{{aλB}}
σ
L = {{aλB
σ}}R , {{Aλb}}L = {{A
σ
λb}}R .
Proof. Straightforward. 
Lemma 3.4. Let {{−λ−}} be a 2-fold λ-bracket on V satisfying the skewsymmetry
axiom (3.8). Then the linear map {{− λ −µ −}} : V
⊗3 → V⊗3[λ, µ] defined by
(a, b, c ∈ V):
{{aλbµc}} := {{aλ{{bµc}}}}L − {{bµ{{aλc}}}}R − {{{{aλb}}λ+µc}}L , (3.10)
is a 3-fold λ-bracket on V.
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Proof. Sesquilinearity properties (3.1) and (3.2) follow easily from Lemma 3.3(a)
and (3.5). Let us prove that {{−λ −µ −}} satisfies the Leibniz rule (3.3) with i = 3.
By (3.6) and (3.7), we have
{{aλ{{bµcd}}}}L = {{aλ{{bµc}}}}Ld+ c{{aλ{{bµd}}}}L + {{aλc}}{{bµd}} ,
{{bµ{{aλcd}}}}R = {{bµ{{aλc}}}}Rd+ c{{bµ{{aλd}}}}R + {{aλc}}{{bµd}} ,
{{{{aλb}}λ+µcd}}L = {{{{aλb}}λ+µc}}Ld+ c{{{{aλb}}λ+µd}}L .
(3.11)
Hence, equation (3.3) with i = 3 holds.
Next we prove that
{{aλbµc}} = {{bµc−λ−µ−∂a}}
σ . (3.12)
Equation (3.3) with i = 1 and 2 then follows from (3.12) and (3.3) with i = 3. By
Lemma 3.3(b) and (c), we have
{{aλ{{bµc}}}}L = {{aλ{{bµc}}
σ}}σ
2
R = −{{{{bµc}}−λ−∂a}}
σ
L ,
{{bµ{{aλc}}}}R = {{bµ{{aλc}}
σ}}σL = −{{bµ{{c−λ−∂a}}}}
σ
L ,
{{{{aλb}}λ+µc}}L = −{{{{bµa}}
σ
λ+µc}}L = {{c−λ−µ−∂{{bµa}}}}
σ
R .
(3.13)
Combining the three equations (3.13) we get (3.12). 
3.2. The trace map and connection to Lie conformal algebras. Given a
(not necessarily commutative) differential algebra V , we denote by [V ,V ] ⊂ V the
commutator subspace. For f ∈ V , we let tr(f) ∈ V
/
[V ,V ] be the corresponding
coset. Furthermore, for f ∈ V , we also let
∫
f be the coset of f ∈ V in the quotient
space V
/
([V ,V ] + ∂V).
Given a 2-fold λ-bracket {{−λ−}} on V we define the following map {−λ−} :
V ⊗ V → V [λ] by
{aλb} = m{{aλb}} (3.14)
(we extend the multiplication map on V ⊗ V to a multiplication map m : (V ⊗
V)[λ]→ V [λ] in the obvious way), and we also define the map {−,−} : V ⊗ V → V
by
{a, b} = m{{aλb}}|λ=0 . (3.15)
Lemma 3.5. If {{−λ−}} is a skewsymmetric 2-fold λ-bracket on V, then the fol-
lowing identity holds in V⊗2[λ, µ] (a, b, c ∈ V):
{aλ{{bµc}}} − {{bµ{aλc}}} − {{{aλb}λ+µc}} = (m⊗1){{aλbµc}} − (1⊗m){{bµaλc}} .
(3.16)
where we set {aλb⊗ c} = {aλb} ⊗ c+ b⊗ {aλc}.
Proof. Let us compute the three terms of the LHSof (3.16). Using (3.7), we get,
after a straightforward computation,
{aλ{{bµc}}} = (m⊗1){{aλ{{bµc}}}}L + (1⊗m){{aλ{{bµc}}}}R ,
{{bµ{aλc}}} = (1 ⊗m){{bµ{{aλc}}}}L + (m⊗1){{bµ{{aλc}}}}R ,
{{{aλb}λ+µc}} = (m⊗1){{{{aλb}}λ+µc}}L + (1⊗m){{{{aλb}}λ+µc}}R .
By skewsymmetry and Lemma 3.3(c), we can replace the last term in the RHS
of the third equation by −(1 ⊗ m){{{{bµa}}λ+µc}}L. Hence, combining the three
equations above, we get (3.16). 
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Theorem 3.6. Let V be a differential algebra, with derivation ∂, endowed with a
2-fold λ-bracket {{−λ−}}, and let {−λ−} and {−,−} be defined as in (3.14) and
(3.15).
(a) ∂[V ,V ] ⊂ [V ,V ]. Hence, we have a well defined induced map (denoted, by abuse
of notation, by the same symbol) ∂ : V
/
[V ,V ] → V
/
[V ,V ], given by ∂(tr f) =
tr(∂f).
(b) {[V ,V ]λV} = 0, and {Vλ[V ,V ]} ⊂ [V ,V ] ⊗ F[λ]. Hence, we have well defined
induced maps (denoted, by abuse of notation, by the same symbol)
{−λ−} : V
/
[V ,V ]× V → V [λ] ,
and
{−λ−} : V
/
[V ,V ]× V
/
[V ,V ]→ V
/
[V ,V ][λ] ,
given, respectively, by
{tr(f)λg} = m{{fλg}} , (3.17)
and
{tr(f)λ tr(g)} = tr(m{{fλg}}) . (3.18)
(c) If the 2-fold λ-bracket is skewsymmetric, then so is the λ-bracket (3.18):
{tr(f)λ tr(g)} = −{tr(g)−λ−∂ tr(f)} .
(d) If the 2-fold λ-bracket defines a structure of a double Poisson vertex algebra on
V, then the λ-bracket (3.18) satisfies the Jacobi identity (f, g, h ∈ V)
{tr(f)λ{tr(g)µ tr(h)}} − {tr(g)µ{tr(f)λ tr(h)}} = {{tr(f)λ tr(g)}λ+µ tr(h)} ,
thus defining a structure of a Lie conformal algebra on V
/
[V ,V ]. Furthermore,
the λ-action of V
/
[V ,V ] on V, given by (3.17), defines a representation of the
Lie conformal algebra V
/
[V ,V ] given by conformal derivations of V.
(e) {[V ,V ] + ∂V,V} = 0, and {V , [V ,V ] + ∂V } ⊂ ([V ,V ] + ∂V)⊗ F[λ]. Hence, we
have well defined induced brackets (denoted, by abuse of notation, by the same
symbol)
{−,−} : V
/
([V ,V ] + ∂V)× V → V ,
and
{−,−} : V
/
([V ,V ] + ∂V)× V
/
([V ,V ] + ∂V)→ V
/
([V ,V ] + ∂V) ,
given, respectively, by
{
∫
f, g} := m{{fλg}}|λ=0 , (3.19)
and
{
∫
f,
∫
g} :=
∫
m{{fλg}}|λ=0 . (3.20)
(f) If the 2-fold λ-bracket is skewsymmetric, then so is the bracket (3.20).
(g) If the 2-fold λ-bracket defines a structure of a double Poisson vertex algebra on
V, then the bracket (3.20) defines a structure of a Lie algebra on V
/
([V ,V ] + ∂V).
Furthermore, the action of V
/
([V ,V ] + ∂) on V, given by (3.19), defines a rep-
resentation of the Lie algebra V
/
([V ,V ] + ∂V) by derivations of V commuting
with ∂.
Proof. Part (a) is clear, since ∂ is a derivation of the associative product of V . By
the second Leibniz rule (3.6) we have, for a, b, c ∈ V ,
{abλc} = m{{abλc}} = m
(
(e∂∂λa)⊗1 {{bλc}}+ {{aλ+∂c}}→ ⊗1 b
)
.
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Note that the expression in parenthesis in the RHS above is unchanged if we switch
a and b (cf. the last identity in (3.7)). Hence, {abλc} = {baλc}. Furthermore, we
have
{aλbc} = m{{aλbc}} = m
(
{{aλb}}c+ b{{aλc}}
)
= {aλb}c+ b{aλc} .
Namely, the λ-action {aλ−} is by derivations of the associative product of V . But
then
{aλbc− cb} = [b, {aλc}] + [{aλb}, c] ∈ [V ,V ]⊗ F[λ] .
This proves part (b). Part (c) is immediate. Part (d) is an immediate consequence
of Lemma 3.5. Finally, parts (e), (f) and (g) can be proved in the same way, or
by using the usual construction that associates to a Lie conformal algebra R the
corresponding Lie algebra R
/
∂R and its representation on R. 
3.3. Double Poisson vertex algebra structure on an algebra of (non-
commutative) differential functions. Consider the algebra of non-commutative
differential polynomials Rℓ in ℓ variables ui, i ∈ I = {1, . . . , ℓ}. It is the algebra of
non-commutative polynomials in the indeterminates u
(n)
i ,
Rℓ = F〈u
(n)
i | i ∈ I, n ∈ Z+〉 ,
endowed with a derivation ∂, defined on generators by ∂u
(n)
i = u
(n+1)
i , and partial
derivatives ∂
∂u
(n)
i
, for every i ∈ I and n ∈ Z+, defined on monomials by
∂
∂u
(n)
i
(u
(n1)
i1
. . . u
(ns)
is
) =
s∑
k=1
δik,iδnk,n u
(n1)
i1
. . . x
(nk−1)
ik−1
⊗ u
(nk+1)
ik+1
. . . u
(ns)
is
, (3.21)
which are commuting 2-fold derivations of Rℓ such that[
∂
∂u
(n)
i
, ∂
]
=
∂
∂u
(n−1)
i
, (3.22)
where the RHS is zero for n = 0.
Lemma 3.7. For any non-commutative differential polynomial f ∈ Rℓ, and i, j ∈ I
and n,m ∈ Z+, the partial derivatives strongly commute, i.e. we have(
∂
∂u
(m)
i
)
L
∂f
∂u
(n)
j
=
(
∂
∂u
(n)
j
)
R
∂f
∂u
(m)
i
.
Proof. Same as the proof of Lemma 2.6. 
Definition 3.8. An algebra of differential functions in ℓ variables is a unital asso-
ciative differential algebra V , with derivation ∂, endowed with strongly commuting
2-fold derivations ∂
∂u
(n)
i
: V → V ⊗ V , i ∈ I = {1, . . . , ℓ}, n ∈ Z+, such that (3.22)
holds and, for every f ∈ V , we have ∂f
∂u
(n)
i
= 0 for all but finitely many choices of
indices (i, n) ∈ I × Z+.
An example of such an algebra is the algebraRℓ, endowed with the 2-fold deriva-
tions defined in (3.21), or its localization by non-zero elements.
Lemma 3.9. Let {{−λ−}} be a 2-fold λ-bracket on a differential algebra V. For
every a ∈ V and B,C ∈ V⊗2, we have
{{aλB • C}}L = B •2 {{aλC}}L + {{aλB}}L •1 C ,
{{aλB • C}}R = B •2 {{aλC}}R + {{aλB}}R •3 C .
{{B • Cλa}}L = {{Bλ+∂a}}L→ •3 C + {{Cλ+∂a}}L→ •1 B
σ .
(3.23)
In the last equation the arrow has a meaning similar to (3.4) (with • product in
place of ⋆ product).
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Proof. Straightforward. 
Theorem 3.10. (a) Any 2-fold λ-bracket on Rℓ has the form (f, g ∈ Rℓ):
{{fλg}} =
∑
i,j∈I
m,n∈Z+
∂g
∂u
(n)
j
• (λ+ ∂)n{{uiλ+∂uj}}→(−λ− ∂)
m •
(
∂f
∂u
(m)
i
)σ
. (3.24)
where • is as in (1.1).
(b) Let V be an algebra of differential functions in ℓ variables. Let H(λ) be an ℓ× ℓ
matrix with entries in (V ⊗V)[λ]. We denote its entries by Hij(λ) = {{ujλui}},
i, j ∈ I. Then formula (3.24) defines a 2-fold λ-bracket on V.
(c) Equation (3.24) defines a structure of double Poisson vertex algebra on V if
and only if the skewsymmetry axiom (i) and the Jacobi identity (ii) hold on the
ui’s, namely, for all i, j, k ∈ I, we have
{{uiλuj}} = −{{uj−λ−∂ui}}
σ , (3.25)
and
{{uiλ{{ujµuk}}}}L − {{ujµ{{uiλuk}}}}R = {{{{uiλuj}}λ+µuk}}L , (3.26)
where each term is understood, in terms of the matrix H, via (2.25), for example
{{uiλ{{ujµuk}}}}L =
∑
i∈I,n∈Z+
(( ∂
∂u
(n)
h
)
L
Hkj(µ)
)
•3 (λ+ ∂)
nHhi(λ) . (3.27)
Proof. The proof is similar to the proof of Theorem 2.8 using Lemma 3.9. 
Remark 3.11. For a matrix differential operator H(∂) =
(
Hij(∂)
)ℓ
i,j=1
, with entries
Hij(∂) ∈ (V ⊗V)[∂], we define its adjoint operator H
†(∂), with entries (H†)ij(∂) =
((Hji)
∗(∂))σ , where A∗(∂) denotes the formal adjoint of the differential operator
A(∂). Then property (3.25) means that the matrix differential operator H(∂) is
skewadjoint.
Definition 3.12. A matrix differential operatorH(∂) =
(
Hij(∂)
)ℓ
i,j=1
, with entries
Hij(∂) ∈ (V ⊗ V)[∂], satisfying (3.25) and (3.26) is called a Poisson structure on
the algebra of differential functions V .
3.4. Evolution PDE and Hamiltonian PDE over an algebra of differential
functions. An evolution PDE over the algebra of differential functions V has the
form
dui
dt
= Pi ∈ V , i ∈ I = {1, . . . , ℓ} . (3.28)
Assuming that time derivative commutes with space derivative, we have
du
(n)
i
dt
=
∂nPi, and, by the chain rule, a function f ∈ V evolves according to
df
dt
=
∑
(i,n)∈I×Z+
m
(
(∂nPi)⊗1
∂f
∂u
(n)
i
)
= XP (f) . (3.29)
An integral of motion is a local functional
∫
f ∈ V
/
∂V + [V ,V ] constant in time:
d
∫
f
dt
=
∫ ∑
(i,n)∈I×Z+
m
(
(∂nPi)⊗1
∂f
∂u
(n)
i
)
= 0 . (3.30)
A vector field on V is a derivation X : V → V of the form (cf. (2.44))
X(f) =
∑
(i,n)∈I×Z+
m
(
Pi,n ⊗1
∂f
∂u
(n)
i
)
, (3.31)
29
where Pi,n ∈ V for all i, n. Note that the RHS of (3.31) is a finite sum since, by
assumptions on V , ∂f
∂u
(n)
i
= 0 for all but finitely many choices of indices (i, n).
An evolutionary vector field is a vector field commuting with ∂. By (3.22), it
has the form (cf. (3.29))
XP (f) =
∑
(i,n)∈I×Z+
m
(
(∂nPi)⊗1
∂f
∂u
(n)
i
)
, (3.32)
for P = (Pi)
ℓ
i=1 ∈ V
ℓ, called the characteristics of the evolutionary vector field XP .
Vector fields form a Lie algebra, denoted by Vect(V), and evolutionary vector
fields form a Lie subalgebra, denoted Vect∂(V). The Lie bracket is given by the
same formulas as in the finite case, equation (2.45).
Equation (3.28) is called compatible with another evolution PDE dui
dτ
= Qi, i ∈ I,
if the corresponding evolutionary vector fields commute.
The Hamiltonian equation on a double Poisson vertex algebra V , associated to
the Hamiltonian functional
∫
h ∈ V
/
([V ,V ] + ∂V) is
du
dt
= {
∫
h, u} , (3.33)
for any u ∈ V . An integral of motion for the Hamiltonian equation (2.46) is an
element
∫
f ∈ V
/
([V ,V ] + ∂V) such that {
∫
h,
∫
f} = 0. In this case, by Theorem
3.6(g), the derivationsXh = {
∫
h,−} andXf = {
∫
f,−} (called Hamiltonian vector
fields) commute, and equations du
dt
= {tr f, u} and (3.33) are compatible.
In the special case when V is an algebra of differential functions and the 2-fold
λ-bracket {{−λ−}} is given by a Poisson structure H(∂) on V via (3.24), where
{{uiλuj}} = Hji(λ), the Hamiltonian equation (3.33) becomes the following evolu-
tion equation
dui
dt
= m
ℓ∑
j=1
Hij(∂) •
( δh
δuj
)σ
, (3.34)
where δh
δuj
∈ V ⊗ V denotes the variational derivative of h:
δh
δuj
=
∑
n∈Z+
(−∂)n
∂h
∂u
(n)
j
. (3.35)
In equation (3.34) ∂ is moved to the right of the • product, acting on δh
δuj
. Further-
more the Lie algebra bracket {−,−} on V
/
([V ,V ] + ∂V) defined by (3.20), becomes
(f, g ∈ V):
{
∫
f,
∫
g} =
∫ ∑
i,j∈I
m
(
δg
δuj
)σ
m
(
Hji(∂) ⋆1 m
(
δf
δui
)σ)
. (3.36)
In this case the notions of compatibility and of integrals of motion, are consistent
with those for general evolution equations, due to Theorem 3.10.
Remark 3.13. For H(∂) ∈ Matℓ×ℓ(V ⊗ V)[∂] and F ∈ V
⊕ℓ let H(∂)F ∈ Vℓ be
defined by (where we write Hij(∂) =
∑
n∈Z+
(H ′ij,n ⊗H
′′
ij,n)∂
n)
(H(∂)F )i =
∑
j∈I
m(Hij(∂) ⋆1 Fj) =
∑
jinI,n∈Z+
H ′ij,n(∂
nFj)H
′′
ij,n . (3.37)
Then, formula (3.36) can be written in the more traditional form
{
∫
f,
∫
g} =
∫
δg · (H(∂)δf) , (3.38)
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where · denotes the usual dot product of vectors and (δf)i = m
(
δf
δui
)σ
. The latter
notation is compatible with the theory of the variational complex (see equation
(3.46)).
Remark 3.14. The theory of the Lenard-Magri scheme discussed in Section 2.5 for
double Poisson algebras V holds verbatim for double Poisson vertex algebras V if
we replace the matrix H by the matrix differential operator H(∂) and the map tr
by the map
∫
.
3.5. de Rham complex over an algebra of differential functions. Let V be
an algebra differential functions. We define the de Rham complex Ω˜(V) as the free
product of the algebra V and the algebra F〈δu
(n)
i | i ∈ I = {1, . . . , ℓ}, n ∈ Z+〉 of
non-commutative polynomials in the variables δu
(n)
i . The action of ∂ is extended
from V to a derivation of Ω˜(V) by letting ∂(δu
(n)
i ) = δu
(n+1)
i for all (i, n) ∈ I ×Z+.
This makes Ω˜(V) a differential algebra. It has a Z+-grading, such that f ∈ V has
degree 0 and the δu
(n)
i ’s have degree 1. We consider it as a superalgebra, with
superstructure compatible with the Z+-grading. The subspace Ω˜
k(V) of degree n
consists of linear combinations of elements of the form
ω˜ = f1δu
(m1)
i1
f2δu
(m2)
i2
. . . fkδu
(mk)
ik
fk+1 , where f1, . . . , fk+1 ∈ V . (3.39)
In particular, Ω˜0(V) = V and Ω˜1(V) ≃ ⊕(i,n)∈I×Z+Vδu
(n)
i V .
Define the de Rham differential δ on Ω˜(V) as the odd derivation of degree 1 on
the superalgebra Ω˜(V) by letting
δf =
∑
(i,n)∈I×Z+
( ∂f
∂u
(n)
i
)′
δu
(n)
i
( ∂f
∂u
(n)
i
)′′
∈ Ω˜1(V) for f ∈ V , and δ(δu
(n)
i ) = 0 .
(3.40)
The proof that δ2 = 0 is the same as for the algebra of ordinary differential func-
tions (cf. Section 2.7), so we can consider the corresponding cohomology complex
(Ω˜(V), δ).
Given a vector field XP =
∑
(i,n)∈I×Z+
m ◦
(
Pi,n⊗1
∂
∂u
(n)
i
)
∈ Vect(V) (cf. (3.31)),
we define the corresponding Lie derivative LP : Ω˜(V) → Ω˜(V) as the even deriva-
tion of degree 0 extending XP from V , and such that LP (δu
(n)
i ) = δPi,n, i ∈ I, n ∈
Z+. Next, we define the corresponding contraction operator ιP : Ω˜(V) → Ω˜(V) as
the odd derivation of degree −1 defined on generators by ιP (f) = 0, for f ∈ V ,
and ιP (δu
(n)
i ) = Pi,n. It is easy to show, in analogy to Proposition 2.17 and The-
orem 2.18, that Ω˜(V) is a Vect(V)-complex and the complex (Ω˜(Rℓ), δ) is acyclic:
Hn(Ω˜(Rℓ), δ) = δn,0F.
3.6. Variational complex over an algebra of differential functions.
Proposition 3.15. In the de Rham complex (Ω˜(V), δ) we have:
(a) The commutator subspace [Ω˜(V), Ω˜(V)] is compatible with the Z+-grading and
is preserved by δ.
(b) δ and ∂ commute: ∂ ◦δ = δ◦∂; hence, ∂Ω˜(V) is compatible with the Z+-grading
and is preserved by δ.
(c) The Lie derivative LP and the contraction operator ιP , associated to an evo-
lutionary vector field XP of characteristics P = (Pi)
ℓ
i=1 (cf. (3.32)), commute
with the action of ∂ on Ω˜(V).
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Proof. Part (a) is immediate, since δ is a derivation of the associative product in
Ω˜(V). For part (b) we just need to prove that δ(∂ω˜) = ∂(δω˜) for every ω˜ ∈ Ω˜(V).
Since [δ, ∂] is a derivation of Ω˜(V), and it is obviously zero on δu
(n)
i , it suffices to
check that it is zero on f ∈ V . We have, by (3.40),
∂(δf) =
∑
(i,n)∈I×Z+
(
∂
∂f
∂u
(n)
i
)′
δu
(n)
i
(
∂
∂f
∂u
(n)
i
)′′
+
∑
(i,n)∈I×Z+
( ∂f
∂u
(n)
i
)′
δu
(n+1)
i
( ∂f
∂u
(n)
i
)′′
,
and
δ(∂f) =
∑
(i,n)∈I×Z+
(∂(∂f)
∂u
(n)
i
)′
δu
(n)
i
(∂(∂f)
∂u
(n)
i
)′′
.
Hence, ∂(δf) = δ(∂f) by (3.22).
As for part (c), since LP , ιP and ∂ are derivations of the associative product of
Ω˜(V), it suffices to check that [LP , ∂] and [ιP , ∂] act as zero on generators, i.e. on
f ∈ V and on δu
(n)
i . This is straightforward. 
Thanks to Proposition 3.15(a-b), we can consider the Z+-graded variational
complex
Ω(V) = Ω˜(V)
/(
∂Ω˜(V) + [Ω˜(V), Ω˜(V)]
)
= ⊕n∈Z+Ω
n(V) , (3.41)
with the induced action of δ. Furthermore, by Proposition 3.15(c) the Lie deriva-
tives LP and contraction operators ιP , associated to the evolutionary vector field
XP of characteristics P ∈ V
ℓ, induce well defined maps on the variational complex
Ω(V), and they define a structure of Vect∂(V)-complex on Ω˜(V).
Since the total degree vector field X∆, with characteristics ∆ = (ui)
ℓ
i=1, is an
evolutionary vector field on Rℓ, the same argument in the proof of Theorem 2.18
shows that the complex (Ω(Rℓ), δ) is acyclic, i.e.
Hk(Ω(Rℓ), δ) = δk,0F . (3.42)
As we did in the finite case, Section 2.8, we give an explicit description of the
complex (Ω(V), δ). We obviously have Ω0(V) = V
/
(∂V + [V ,V ]). For k ≥ 1, we
identify Ωk(V) with the space Σk(V) of arrays
(
Ai1...ik(λ1, . . . , λk−1
)ℓ
i1,...,ik=1
with
entries Ai1...ik(λ1, . . . , λk−1) ∈ V
⊗k[λ1, . . . , λk−1], satisfying the following skewad-
jointness condition (i1, . . . , ik ∈ I):
Ai1...ik(λ1, . . . , λk−1) = −(−1)
k
(
Ai2...iki1(λ2, . . . , λk−1,−λ1 − · · · − λk−1−
←
∂ )
)σ
,
(3.43)
where σ denotes the action of the cyclic permutation on V⊗k as in (1.25), and
the arrow means that ∂ is acting on the coefficients of the polynomial. To prove
the isomorphism Ωk(V) ≃ Σk(V) we write explicitly the maps in both directions.
Given the coset ω = [ω˜] ∈ Ωk(V), where ω˜ is as in (3.39), we map it to the array
A =
(
Aj1...jk(λ1, . . . , λk−1)
)ℓ
i1,...,ik=1
∈ Σk(V), with entries Aj1...jk(λ1, . . . , λk−1) =
0 unless (j1, . . . , jk) is a cyclic permutation of (i1, . . . , ik), and
Aj1...jk(λ1, . . . , λk−1) =
1
k
(−1)s(k−s)λ
ns+1
1 . . . λ
nk
k−sλ
n1
k−s+1 . . . λ
ns−1
k−1
(−λ1 − · · · − λk−1 − ∂)
ns
(
fs+1 ⊗ · · · ⊗ fk ⊗ fk+1f1 ⊗ f2 ⊗ · · · ⊗ fs
)
,
(3.44)
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for (j1, . . . , jk) = (iσs(1), . . . , iσs(k)). The inverse map Σ
k(V ) → Ωk(V ) is given by
(in Sweedler’s notation):( ∑
n1,...,nk−1∈Z+
A
n1...nk−1
i1...ik
λn11 . . . λ
nk−1
k−1
)ℓ
i1,...,ik=1
7→
∑
i1,...,ik∈I
n1,...,nk−1∈Z+
[
(A
n1...nk−1
i1...ik
)′δu
(n1)
i1
. . . (A
n1...nk−1
i1...ik
)
k−1︷︸︸︷
′ . . . ′δu
(nk−1)
ik−1
(A
n1...nk−1
i1...ik
)
k︷︸︸︷
′ . . . ′δuik
]
.
(3.45)
It is easy to check that the maps (3.44) and (3.45) are well defined, and they are
inverse to each other, thus proving that the space Ωk(V) and the space of arrays
Σk(V) can be identified using these maps.
It is also not hard to find the formula for the differential δ : Σk(V) → Σk+1(V)
corresponding to the differential δ of the reduced complex Ω(V) under this identi-
fication. For k = 0, we have
δ(
∫
f) =
( ∑
n∈Z+
(−∂)nm
( ∂f
∂u
(n)
i
)σ)ℓ
i=1
(
=
(
m
( δf
δui
)σ)ℓ
i=1
)
. (3.46)
For A =
(
Ai1...ik(λ1, . . . , λk−1)
)ℓ
i1,...,ik=1
∈ Σk(V), where k ≥ 1, we have, using
notation (1.22) and recalling (1.26) and (1.27),
(δA)i1...ik+1(λ1, . . . , λk) =
1
k + 1
k+1∑
s=1
k∑
t=1
(−1)sk+t−1×
×
∑
n∈Z+
(( ∂
∂u
(n)
iσs(t)
)
(t)
A
iσs(1)
t
.ˇ..iσs(k+1)
(λσs(1)
t
ˇ. . . λσs(k))λ
n
σs(t)
)σs
,
(3.47)
where
t
ˇ. . . means that we skip the index iσs(t) and, as before, we need to replace
λk+1, when it occurs, by −λ1− · · · −λk − ∂, with ∂ acting on the coefficients (here
σ denotes the action of the cyclic element (1, 2, . . . , k+1)). We can use Lemma 1.4
to rewrite formula (3.47) as follows
(δA)i1...ik+1(λ1, . . . , λk)
=
k
k + 1
∑
n∈Z+
( k∑
s=1
(−1)s+1
( ∂
∂u
(n)
is
)
(s)
A
i1
s
.ˇ..ik+1
(λ1,
s
ˇ. . ., λk)λ
n
s
+(−1)k(−λ1 − · · · − λk − ∂)
n
(( ∂
∂u
(n)
ik+1
)
(1)
Ai1,...,ik(λ1, . . . , λk−1)
)σk)
.
(3.48)
In particular, for k = 1, we have, for F =
(
Fj
)ℓ
j=1
∈ Vℓ = Σ1(V),
(δF )ij(λ) =
1
2
∑
n∈Z+
( ∂Fj
∂u
(n)
i
λn − (−λ− ∂)n
( ∂Fi
∂u
(n)
j
)σ)
. (3.49)
For k = 2, let A =
(
Aij(λ)
)ℓ
i,j=1
∈ Σ2(V), namely Aij(λ) ∈ V
⊗2[λ] and (Aji(−λ−
∂))σ = −Aij(λ). We have
(δA)ijk(λ, µ) =
2
3
∑
n∈Z+
(( ∂
∂u
(n)
i
)
L
Ajk(µ)λ
n
−
( ∂
∂u
(n)
j
)
R
Aik(λ)µ
n + (−λ− µ− ∂)n
(( ∂
∂u
(n)
k
)
L
Aij(λ)
)σ2)
.
(3.50)
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Remark 3.16. In analogy with [BDSK09], we introduce the Beltrami 2-fold λ-
bracket {{−λ−}}
B using equation (3.24) where we let {{uiλuj}}
B = δij(1 ⊗ 1), for
i, j ∈ I (note that this 2-fold λ-bracket is commutative and does not define a double
Poisson vertex algebra structure on V). Then equation (3.50) can be rewritten as
follows
(δA)ijk(λ, µ) =
2
3
(
{{uiλAjk(µ)}}
B
L − {{ujµAik(λ)}}
B
R + {{Aij(λ)λ+µuk}}
B
L
)
.
More generally, generalizing notation (3.7), we set (s = 1, . . . , k and a, bi ∈ V)
{{aλb1 ⊗ · · · ⊗ bk}}
B
(s) = b1 ⊗ · · · ⊗ bs−1 ⊗ {{aλbs}}
B ⊗ bs+1 ⊗ · · · ⊗ bk ,
and
{{b1 ⊗ · · · ⊗ bkλa}}
B
(1) = {{b1λ+∂a}}
B
→ ⊗1 (b2 ⊗ · · · ⊗ bk) .
Then we can rewrite equation (3.48) as follows:
(δA)i1...ik+1(λ1, . . . , λk) =
k
k + 1
( k∑
s=1
(−1)s+1{{uisλsAi1
s
.ˇ..ik+1
(λ1,
s
ˇ. . ., λk)}}
B
(s)
+(−1)k{{Ai1,...,ik(λ1, . . . , λk−1)λ1+···+λkuik+1}}
B
(1)
)
.
As an application of (3.42), we get the following
Corollary 3.17. (a) A 0-form
∫
f ∈ Ω0(Rℓ) is closed if and only if f ∈ F +
[Rℓ,Rℓ] + ∂Rℓ.
(b) A 1-form F =
(
Fi
)ℓ
i=1
∈ R⊕ℓℓ = Σ
1(Rℓ) is closed if and only if there exists∫
f ∈ Rℓ
/
([Rℓ,Rℓ] + ∂Rℓ) such that Fi = m
(
δf
δui
)σ
for every i = 1, . . . , ℓ.
(c) A 2-form α =
(
Aij(λ)
)ℓ
i,j=1
∈ Σ2(Rℓ) is closed if and only if there exists
F =
(
Fi
)ℓ
i=1
∈ R⊕ℓℓ such that
Aij(λ) =
1
2
∑
n∈Z+
( ∂Fj
∂u
(n)
i
λn − (−λ− ∂)n
( ∂Fi
∂u
(n)
j
)σ)
,
for every i, j = 1, . . . , ℓ.
Remark 3.18. For F ∈ V⊕ℓ = Σ1(V), define the Frechet derivative
DF (λ) =
∑
n∈Z+
∂Fi
∂u
(n)
j
λn
ℓ
i,j=1
∈Matℓ×ℓ(V ⊗ V)[λ] .
Therefore, recalling Remark 3.11, we see that δF = 0 if and only if DF (∂) is
selfadjoint.
Note also that, using the Beltrami 2-fold λ-bracket introduced in Remark 3.16
we have
DF (λ)ij = {{ujλFi}}
B .
Furthermore, for f ∈ V , we have (i ∈ I)(
δf
δui
)σ
= {{fλui}}
B
∣∣
λ=0
.
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3.7. Poisson vertex algebra structure on Vm. In this subsection for each dou-
ble PVA V and a positive integerm we construct a Poisson vertex algebra Vm. This
construction is similar to the construction of a Poisson algebra Vm, associated to a
double Poisson algebra V in [VdB08].
The construction of Vm is motivated by the following considerations. Let V be
a unital finitely generated associative algebra, and let Ym be the affine algebraic
variety of all homomorphisms from V to Matm×m F. Let Vm := F[Ym] be the
algebra of polynomial functions on Ym. We have a natural map V → Matm×m Vm,
which induces the map
ϕm : V
/
[V, V ]→ Vm .
It was shown in [VdB08] that if V is a double Poisson algebra with a 2-fold bracket
{{−,−}}, then Vm is a Poisson algebra with the bracket
{aij, bhk} = {{a, b}}
′
hj{{a, b}}
′′
ik .
It is easy to check that ϕm is then a Lie algebra homomorphism.
Note that by the above interpretation of the algebra Vm, it follows that for
V = RN = F〈x1, . . . , xN 〉 the algebra Vm is a polynomial algebra as well (on
generators (xs)ij , s = 1, . . . , N , i, j = 1, . . . ,m).
Given a differential algebra V we define for each positive integerm a commutative
differential algebra Vm, as the commutative algebra generated by the symbols aij ,
for a ∈ V and i, j = 1, . . . ,m, subject to the relations (k ∈ F, a, b ∈ V):
(ka)ij = kaij , (a+ b)ij = aij + bij , (ab)ij =
m∑
k=1
aikbkj . (3.51)
The derivation (which we still denote by ∂) on Vm is defined by
∂(aij) = (∂a)ij .
Example 3.19. Let V = RI = F〈u
(n)
i | i ∈ I, n ∈ Z+〉 be the algebra of non-
commutative differential polynomials in the variables ui, i ∈ I. Then, by the above
discussion, for every m ≥ 1,
Vm = F[u
(n)
i,ab | i ∈ I, a, b ∈ {1, . . . ,m}, n ∈ Z+] ,
where u
(n)
i,ab = (u
(n)
i )ab, is the (commutative) algebra of differential polynomials in
the variables ui,ab.
Proposition 3.20. Let V be a differential algebra endowed with a 2-fold λ-bracket
{{−λ−}}, written as {{aλb}} =
∑
n∈Z+
((anb)
′ ⊗ (anb)
′′)λn, for all a, b ∈ V. Then,
for every m ≥ 1, we have a well-defined λ-bracket on Vm, given by (aij , bhk ∈ Vm)
{aijλbhk} =
∑
n∈Z+
(anb)
′
hj(anb)
′′
ikλ
n , (3.52)
and extended to a bilinear map { ·λ ·} : Vm ⊗ Vm → Vm[λ] by sesquilinearity (0.1)
and the left and right Leibniz rules (0.2) and (0.3). This λ-bracket is skewsymmetric
(i.e., it satisfies (0.4)) if the 2-fold λ-bracket is.
Proof. First we need to verify that the map { ·λ ·} : Vm ⊗ Vm → Vm[λ] is well
defined, that is, it is compatible with the defining relations (3.51) of Vm. Clearly,
the RHS of (3.52) is linear in a and b since {{−λ−}} is a linear map. Hence, we are
left to show that
{aijλ(bc)hk} =
N∑
l=1
{aijλbhlclk} (3.53)
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and
{(bc)hkλaij} =
N∑
l=1
{bhlclkλaij} . (3.54)
Using the definition of the λ-bracket (3.52) and (0.2), we have
RHS(3.53) =
N∑
l=1
∑
n∈Z+
(
(anb)
′
hj(anb)
′′
ilclk + (anc)
′
lj(anc)
′′
ikbhl
)
λn .
On the other hand, by the first formula in (3.6),
{{aλbc}} = b{{aλc}}+ {{aλb}}c =
∑
n∈Z+
(b(anc)
′ ⊗ (anc)
′′ + (anb)
′ ⊗ (anb)
′′c)λn.
Hence, using (3.52), we have
LHS(3.53) =
∑
n∈Z+
(
(b(anc)
′)hj(anc)
′′
ik + (anb)
′
hj((anb)
′′c)ik
)
λn
=
N∑
l=1
∑
n∈Z+
(
bhl(anc)
′
lj(anc)
′′
ik + (anb)
′
hj(anb)
′′
ilclk
)
λn ,
where in the second identity we used the third relation in (3.51). Hence, the identity
(3.53) follows by the commutativity of Vm. For (3.54), using the right Leibniz rule
(0.3) and the definition of the λ-bracket (3.52) we have
RHS(3.54) =
N∑
l=1
∑
n∈Z+
(
(bna)
′
il(bna)
′′
hj(λ+ ∂)
nclk + (cna)
′
ik(cna)
′′
lj(λ+ ∂)
nbhl
)
.
On the other hand, by the second formula in (3.6),
{{bcλa}} = {{bλ+∂a}}→ ⋆1 c+ (e
∂ d
dλ b) ⋆1 {{cλa}}
=
∑
n∈Z+
((bna)
′(λ+ ∂)nc⊗ (bna)
′′ + (cna)
′ ⊗ ((λ + ∂)nb) (cna)
′′) .
Hence, using (3.52), we have
LHS(3.54) =
∑
n∈Z+
(
((bna)
′(λ+ ∂)nc)ik (bna)
′′
hj + (cna)
′
ik (((λ + ∂)
nb)(cna)
′′)hj
)
=
∑
n∈Z+
(
(bna)
′
il(λ+ ∂)
nclk(bna)
′′
hj + (cna)
′
ik((λ+ ∂)
nbhl)(cna)
′′
lj
)
,
where in the second identity we used the third relation in (3.51). Again, the identity
(3.54) follows by the commutativity of Vm.
Let us prove skewsymmetry of the λ-bracket given by equation (3.52) provided
that the skewsymmetry (3.8) of the 2-fold λ-bracket holds. We have to show that
{aijλbhk} = −{bhk−λ−∂aij} , (3.55)
for all aij , bhk ∈ Vm. We can rewrite (3.8) as the following identity∑
n∈Z+
((anb)
′ ⊗ (anb)
′′)λn = −
∑
n∈Z+
(−λ− ∂)n ((bna)
′′ ⊗ (bna)
′) .
Hence, we have∑
n∈Z+
(anb)
′
hj(anb)
′′
ikλ
n = −
∑
n∈Z+
(−λ− ∂)n(bna)
′′
hj(bna)
′
ik , (3.56)
for all i, j, h, k = 1, . . . ,m. Using (3.52) and the commutativity of Vm, it follows
that (3.56) is equivalent to (3.55), thus concluding the proof. 
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Proposition 3.21. Let V be a differential algebra with a 2-fold λ-bracket {{−λ−}}.
Let
{{aλbµc}} =
∑
p,q∈Z+
(
h′pq ⊗ h
′′
pq ⊗ h
′′′
pq
)
λpµq ,
and
{{bµaλc}} =
∑
p,q∈Z+
(
g′pq ⊗ g
′′
pq ⊗ g
′′′
pq
)
λpµq ,
be the associated, by (3.10), 3-fold λ-bracket. Then, for any m ≥ 1, we have
(aij , bhk, cln ∈ Vm):
{aijλ{bhkµcln}} − {bhkµ{aijλcln}} − {{aijλbhk}λ+µcln}
=
∑
p,q∈Z+
((
h′pq
)
lj
(
h′′pq
)
ik
(
h′′′pq
)
hn
−
(
g′pq
)
lk
(
g′′pq
)
hj
(
g′′′pq
)
in
)
λpµq . (3.57)
Proof. Expanding in powers of λ and µ equation (3.10) using (3.7), we get
{{aλbµc}} =
∑
p,q∈Z+
(
(ap(bqc)
′)
′
⊗ (ap(bqc)
′)
′′
⊗ (bqc)
′′
− (apc)
′ ⊗ (bq(apc)
′′)
′
⊗ (bq(apc)
′′)
′′
)
λpµq
−
∑
p,q∈Z+
((
(apb)
′
qc
)′
⊗ (λ+ µ+ ∂)q (apb)
′′
⊗
(
(apb)
′
qc
)′′)
λp .
Exchanging a with b and λ with µ, we get
{{bµaλc}} =
∑
p,q∈Z+
(
(bq(apc)
′)
′
⊗ (bq(apc)
′)
′′
⊗ (apc)
′′
− (bqc)
′
⊗ (ap(bqc)
′′)
′
⊗ (ap(bqc)
′′)
′′
)
λpµq
+
∑
p,q∈Z+
((
(apb)
′′
q c
)′
⊗ (λ+ µ+ ∂)q (apb)
′
⊗
(
(apb)
′′
q c
)′′)
λp ,
where in the last term we used skewsymmetry (3.8) and Lemma 3.3(a). From the
above equations it follows that
RHS(3.57) =
∑
p,q∈Z+
(
(ap(bqc)
′)
′
lj
(ap(bqc)
′)
′′
ik
(bqc)
′′
hn
− (apc)
′
lj
(bq(apc)
′′)
′
ik
(bq(apc)
′′)
′′
hn
)
λpµq
−
∑
p,q∈Z+
((
(apb)
′
qc
)′
lj
(
(λ+ µ+ ∂)q (apb)
′′
ik
) (
(apb)
′
qc
)′′
hn
)
λp
−
∑
p,q∈Z+
(
(bq(apc)
′)
′
lk
(bq(apc)
′)
′′
hj
(apc)
′′
in
− (bqc)
′
lk
(ap(bqc)
′′)
′
hj
(ap(bqc)
′′)
′′
in
)
λpµq
−
∑
p,q∈Z+
((
(apb)
′′
q c
)′
lk
(
(λ+ µ+ ∂)q (apb)
′
hj
) (
(apb)
′′
q c
)′′
in
)
λp .
(3.58)
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On the other hand, using (3.52) and left and right Leibniz rules (0.4) and (0.5), we
get
{aijλ{bhkµcln}} =
∑
p,q∈Z+
{aijλ (bqc)
′
lk
(bqc)
′′
hn
}µq
=
∑
p,q∈Z+
(
(ap(bqc)
′)
′
lj
(ap(bqc)
′)
′′
ik
(bqc)
′′
hn
− (bqc)
′
lk
(ap(bqc)
′′)
′
hj
(ap(bqc)
′′)
′′
in
)
λpµq ;
(3.59)
− {bhkµ{aijλcln}} = −
∑
p,q∈Z+
{bhkµ (apc)
′
lj
(apc)
′′
in
}λp
= −
∑
p,q∈Z+
(
(bq(apc)
′)
′
lk
(bq(apc)
′)
′′
hj
(apc)
′′
in
+(apc)
′
lj
(bq(apc)
′′)
′
ik
(bq(apc)
′′)
′′
hn
)
λpµq ;
(3.60)
− {{aijλbhk}λ+µcln} = −
∑
p,q∈Z+
{(apb)
′
hj
(apb)
′′
ik λ+µcln}λ
p
= −
∑
p,q∈Z+
((
(apb)
′
qc
)′
lj
(
(apb)
′
qc
)′′
hn
(λ+ µ+ ∂)q (apb)
′′
ik
+
(
(apb)
′′
q c
)′
lk
(
(apb)
′′
q c
)′′
in
(λ+ µ+ ∂)q (apb)
′
hj
)
λp .
(3.61)
Adding up (3.59), (3.60) and (3.61) and using the commutativity of Vm we see that
the RHS of (3.56) is equal to (3.58), thus concluding the proof. 
Theorem 3.22. If V is a double Poisson vertex algebra, then, for any positive
integer m, Vm is a Poisson vertex algebra with λ-bracket defined by (3.52).
Proof. By Proposition 3.20, formula (3.52) gives a well-defined skewsymmetric λ-
bracket on Vm. Since V is a double Poisson vertex algebra, by Definition 3.2,
{{aλbµc}} = 0, for all a, b, c ∈ V . Hence, by Proposition 3.21, the RHS of (3.57)
is equal to zero, for all a, b, c ∈ V , proving that the λ-bracket defined by (3.52)
satisfies the Jacobi identity (0.5). 
3.8. Examples: affine and AGD double PVA structures.
3.8.1. Affine Poisson vertex algebra for g = glm. Let us consider the differential
algebra V = R1 = F〈u, u
′, u′′, . . .〉 and let
{{uλu}} = 1⊗ u− u⊗ 1 + c(1⊗ 1)λ ∈ V
⊗2[λ] , (3.62)
where c ∈ F. It is obvious that the skewsymmetry (3.8) holds for the pair u, u, and
it is easy to check that the Jacobi identity (3.9) holds for the triple u, u, u. Hence,
by Proposition 3.10, we have a family of compatible double Poisson vertex algebra
structures on V , uniquely extending (3.62). By Theorem 3.22, we get Poisson
vertex algebra structures on the commutative differential algebra Vm = F[u
(n)
ij |
i, j = 1, . . . ,m, n ∈ Z+] (see Example 3.19). Using (3.62) and (3.52), we get the
explicit formula for the λ-bracket among the generators of Vm:
{uijλuhk} = δjhuik − δkiuhj + δjhδikcλ ,
for all i, j, h, k = 1, . . . ,m. This is the λ-bracket among the generators of the affine
Poisson vertex algebra for glm (where we fixed the nondegenerate invariant bilinear
form to be a scalar multiple of the trace form).
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Example 3.23. Consider the differential algebra R2 = F〈u, v, u
′, v′, . . . 〉 with the
double lambda bracket {{uλu}}, given by (3.62) with v central. Then a similar
computation as the one in Section 2.6 shows that h0 = 1, hn =
1
n
(u + v)n for
n > 0, are in involution, and the corresponding integrable hierarchy of Hamiltonian
equations is:
du
dtn
= v(u+ v)nu− u(u+ v)nv + c∂(u+ v)n+1 , dv/dtn = 0 , n ∈ Z+ .
3.8.2. Adler type non-commutative pseudodifferential operators. Let us recall from
[Kac98] that the δ-function is, by definition, the F-valued formal distribution
δ(z − w) =
∑
n∈Z+
znw−n−1 ∈ F[[z, z−1, w, w−1]] .
Let a(z) =
∑
i∈Z aiz
i be a formal Laurent series in z−1 with values in some vector
space V . Then, we have
a(z)δ(z − w) = a(w)δ(z − w) . (3.63)
We denote by iz the power series expansion for large |z|. For example,
iz(z − w)
−1 =
∑
k∈Z+
z−k−1wk , iz(z − w − λ− ∂)
−1 =
∑
k∈Z+
z−k−1(w + λ+ ∂)k .
Using this notation, the δ-function can be rewritten as follows:
δ(z − w) = iz(z − w)
−1 − iw(z − w)
−1 . (3.64)
In the sequel, we use the following notation: if a(z) =
∑
n∈Z anz
n and b(z) are two
formal Laurent series in z−1, then
a(z + λ+ ∂)⊗ b(z) =
∑
n∈Z
an ⊗ iz(z + λ+ ∂)
nb(z) ,
namely, for any n ∈ Z, we expand (z+λ+ ∂)n in non-negative powers of λ+ ∂ and
we let powers of ∂ act to the right, on the coefficients of b(z). In order to emphasize
that ∂ does not act on some factors, we enclose in parenthesis the terms on which
∂ does act.
We denote by Resz the coefficient of z
−1. The following identity holds for every
formal power series a(z) =
∑
n ∈ Zanz
n,
Resz a(z)iz(z − w)
−1 = a(w)+ , (3.65)
where a(w)+ =
∑∞
n=0 anz
n is the positive part of a(z). Furthermore, the following
identity is a consequence of integration by parts:
Resz(ιza(z + t)⊗ b(z)) = Resz(a(z)⊗ ιzb(z − t)) . (3.66)
Definition 3.24. Let V be a differential algebra endowed with a 2-fold λ-bracket
{{−λ−}}. We call a pseudodifferential operator L(∂) ∈ V((∂
−1)) of Adler type for
{{−λ−}} if the following identity holds in V
⊗2[λ, µ]((z−1, w−1)) (cf. [DSKV14a]):
{{L(z)λL(w)}} = L(z)⊗ iz(z − w − λ− ∂)
−1L(w)
−L(w + λ+ ∂)⊗ iz(z − w − λ− ∂)
−1L∗(−z + λ) ,
(3.67)
where L∗(∂) is the formal adjoint of the pseudodifferential operator L(∂), and L∗(z)
is its symbol.
Proposition 3.25. Let V be a differential algebra, let {{−λ−}} be a 2-fold λ-bracket
on V, and let L(∂) ∈ V((∂−1)) be an Adler type pseudodifferential operator. Then:
(a) The following identity holds in V⊗2[λ]((z−1, w−1)):
{{L(z)λL(w)}} = −{{L(w)−λ−∂L(z)}}
σ .
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(b) The following identity holds in V⊗3[λ, µ]((z−11 , z
−1
2 , z
−1
3 )):
{{L(z1)λ{{L(z2)µL(z3)}}}}L − {{L(z2)µ{{L(z1)λL(z3)}}}}R
= {{{{L(z1)λL(z2)}}λ+µL(z3)}}L .
Proof. By (3.67) we get
{{L(w)−λ−∂L(z)}}
σ = L(w + λ+ ∂)⊗ iw(z − w − λ− ∂)
−1L∗(−z + λ)
−L(z)⊗ iw(z − w − λ− ∂)
−1L(w) .
Hence, in order to prove (a) we are left to show that
L(z)⊗ iz(z − w − λ− ∂)
−1L(w)
−L(w + λ+ ∂)⊗ iz(z − w − λ− ∂)
−1L∗(−z + λ)
= L(z)⊗ iw(z − w − λ− ∂)
−1L(w)
−L(w + λ+ ∂)⊗ iw(z − w − λ− ∂)
−1L∗(−z + λ) ,
which can be rewritten, using equation (3.64), as
L(z)⊗ δ(z−w−λ− ∂)L(w) = L(w+λ+ ∂)⊗ δ(z−w−λ− ∂)L∗(−z+λ) . (3.68)
Identity (3.68) holds by applying the property of the δ-function given by equation
(3.63).
In order to prove part (b) let us compute the three terms separately using (3.7)
and (3.67). We have
{{L(z1)λ{{L(z2)µL(z3)}}}}L
= L(z1)⊗
(
iz1(z1 − z2 − λ− ∂)
−1L(z2)
)
⊗ iz2(z2 − z3 − µ− ∂)
−1L(z3) (3.69)
−
(
L(z2 + λ+ ∂)⊗ iz1(z1 − z2 − λ− ∂)
−1L∗(−z1 + λ)
)
⊗ iz2(z2 − z3 − µ− ∂)
−1L(z3)
(3.70)
− L(z1)⊗ iz1(z1 − z3 − λ− µ− ∂)
−1L(z3 + µ+ ∂)
⊗ iz2(z2 − z3 − µ− ∂)
−1L∗(−z2 + µ)
(3.71)
+ L(z3 + λ+ µ+ ∂)⊗ iz1(z1 − z3 − λ− µ− ∂)
−1L∗(−z1 + λ)
⊗ iz2(z2 − z3 − µ− ∂)
−1L∗(−z2 + µ) ;
(3.72)
− {{L(z2)µ{{L(z1)λL(z3)}}}}R
= −L(z1)⊗ iz1(z1 − z3 − λ− µ− ∂)
−1L(z2)⊗ iz2(z2 − z3 − µ− ∂)
−1L(z3)
(3.73)
+ L(z1)⊗ iz1(z1 − z3 − λ− µ− ∂)
−1L(z3 + µ+ ∂)
⊗ iz2(z2 − z3 − µ− ∂)
−1L∗(−z2 + µ)
(3.74)
− L(z3 + λ+ µ+ ∂)⊗ iz1(z1 − z3 − λ− µ− ∂)
−1
×
(
L∗(λ+ µ+ ∂ − z1)⊗ iz2(z1 − z2 − λ− ∂)
−1L(z2)
)σ (3.75)
+ L(z3 + λ+ µ+ ∂)⊗ iz1(z1 − z3 − λ− µ− ∂)
−1
×
(
L∗(−z2 + µ)⊗ iz2(z1 − z2 − λ− ∂)
−1L∗(−z1 + λ)
)σ
;
(3.76)
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{{{{L(z1)λL(z2)}}λ+µL(z3)}}L
= L(z1)⊗ iz1(z1 − z3 − λ− µ− ∂)
−1
(
L(z3)⊗ iz1(z1 − z2 − λ− ∂)
−1L(z2)
)σ
(3.77)
− L(z3 + λ+ µ+ ∂)⊗ iz1(z1 − z3 − λ− µ− ∂)
−1
×
(
L∗(λ + µ+ ∂ − z1)⊗ iz1(z1 − z2 − λ− ∂)
−1L(z2)
)σ (3.78)
−
(
L(z2 + λ+ ∂)⊗ iz1(z1 − z2 − λ− ∂)
−1L∗(−z1 + λ)
)
⊗ iz2(z2 − z3 − µ− ∂)
−1L(z3)
(3.79)
+ L(z3 + λ+ µ+ ∂)⊗
(
iz1(z1 − z2 − λ− ∂)
−1L∗(−z1 + λ)
)
⊗ iz2(z2 − z3 − µ− ∂)
−1L∗(−z2 + µ) .
(3.80)
Note that
(3.70) = (3.79) and (3.71)+ (3.74) = 0 .
Next, we claim that
(3.69)+ (3.73) = (3.77) .
Indeed, we can rewrite the above identity as
iz1(z1 − z2 − x)
−1iz2(z2 − z3 − y)
−1L(z1)⊗ (
∣∣
x=λ+∂
L(z2))⊗ (
∣∣
y=µ+∂
L(z3))
= iz1(z1 − z3 − x− y)
−1
(
iz1(z1 − z2 − x)
−1
+iz2(z2 − z3 − y)
−1
)
L(z1)⊗ (
∣∣
x=λ+∂
L(z2))⊗ (
∣∣
y=µ+∂
L(z3)) .
(3.81)
(Here and further, for a Laurent series P (z) =
∑N
n=−∞ cnz
n ∈ V((z−1)) and ele-
ments a, b ∈ V , we let
a
(∣∣∣
x=ν+∂
P (z + x)b
)
=
N∑
n=−∞
aiz(z + ν + ∂)
n(cnb) .)
The identity (3.81) follows from the obvious identity
a−1b−1 = ia(a+ b)
−1b−1 + ia(a+ b)
−1a−1 .
In order to prove part b) we are left to show that
(3.72)+ (3.75)+ (3.76) = (3.78)+ (3.80) . (3.82)
Note that, using the definition and the properties of the δ-function we have
(3.75)− (3.78)
= L(z3 + λ+ µ+ ∂)⊗ iz1(z1 − z3 − λ− µ− ∂)
−1
× (L∗(λ+ µ+ ∂ − z1)⊗ δ(z1 − z2 − λ− ∂)L(z2))
σ
= L(z3 + λ+ µ+ ∂)⊗ iz1(z1 − z3 − λ− µ− ∂)
−1
× (L∗(−z2 + µ)⊗ δ(z1 − z2 − λ− ∂)L
∗(−z1 + λ))
σ
;
(3.83)
(3.76)
= L(z3 + λ+ µ+ ∂)⊗ iz1(z1 − z3 − λ− µ− ∂)
−1
×
(
L∗(−z2 + µ)⊗ iz1(z1 − z2 − λ− ∂)
−1L∗(−z1 + λ)
)σ
− L(z3 + λ+ µ+ ∂)⊗ iz1(z1 − z3 − λ− µ− ∂)
−1
× (L∗(−z2 + µ)⊗ δ(z1 − z2 − λ− ∂)L
∗(−z1 + λ))
σ
.
(3.84)
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Using (3.83) and (3.83), identity (3.82) is proved once we show that
iz1(z1 − z2 − x)
−1iz2(z2 − z3 − y)
−1
× L(z3 + x+ y)⊗ (
∣∣
x=λ+∂
L∗(−z1 + λ)) ⊗ (
∣∣
y=µ+∂
L∗(−z2 + µ))
= iz1(z1 − z3 − x− y)
−1
(
iz1(z1 − z2 − x)
−1 + iz2(z2 − z3 − y)
−1
)
×
× L(z3 + x+ y)⊗ (
∣∣
x=λ+∂
L∗(−z1 + λ)) ⊗ (
∣∣
y=µ+∂
L∗(−z2 + µ)) ,
which can be proved as we did in the previous claim. 
Theorem 3.26. Let V be a differential algebra, endowed with a 2-fold λ-bracket
{{−λ−}}. Let L(∂) ∈ V((∂
−1)) be a pseudodifferential operator, and let U ⊂ V be
the differential subalgebra generated by the coefficients of L(∂). If L(∂) is of Adler
type, then {{−λ−}} restricts to a double PVA λ-bracket on U .
Proof. By (3.67) {{−λ−}} restricts to a 2-fold λ-bracket of U , and by Proposition
3.25, together with Proposition 3.10, we have that U is a double PVA. 
3.8.3. AGD Poisson vertex algebra structures for generic matrix (pseudo)differential
operators of order N . Let V be the algebra of non-commutative differential poly-
nomials in the variables ui, i ∈ I, namely
V = RI = F〈u
(n)
i | i ∈ I, n ∈ Z+〉 .
The index set I will be either I = {i ∈ Z | i ≥ −N} or I− = {−N,−N+1, . . . ,−1}.
Let us collect the differential generators of V into the generating series
L(z) = zN +
∑
i∈I
uiz
−i−1 ∈ V((z−1)) .
By Example 3.19 we have that Vm = F[ui,ab | i ∈ I, a, b ∈ {1, . . . ,m}, n ∈ Z+], for
every m ≥ 1. Let us denote
Lab(z) = z
N +
∑
i∈I
ui,abz
−i−1 ∈ Vm((z
−1)) ,
for every a, b = 1, . . . ,m.
Corollary 3.27. V has two compatible double Poisson vertex algebra structures
with 2-fold λ-brackets defined on generators by the following generating series:
{{L(z)λL(w)}}H = L(z)⊗ iz(z − w − λ− ∂)
−1L(w)
−L(w + λ+ ∂)⊗ iz(z − w − λ− ∂)
−1L∗(−z + λ)
(3.85)
and
{{L(z)λL(w)}}K = iz(z − w − λ)
−1(L(z)− L(w + λ)) ⊗ 1
+1⊗ iz(z − w − λ− ∂)
−1(L(w) − L∗(−z + λ)) .
(3.86)
Furthermore, for all m ≥ 1, Vm has two compatible Poisson vertex algebra struc-
tures, with λ-brackets on generators given by the generating series
{Lab(z)λLcd(w)} = Lcb(z)iz(z − w − λ− ∂)
−1Lad(w)
−Lcb(w + λ+ ∂)iz(z − w − λ− ∂)
−1L∗ad(λ− z)
and
{Lab(z)λLcd(w)}K = δadiz(z − w − λ)
−1 (Lcb(z)− Lcb(w + λ))
+δcbiz(z − w − λ− ∂)
−1 (Lad(w) − L
∗
ad(λ− z)) ,
for all a, b, c, d = 1, . . . ,m.
Proof. The fact that V has two compatible double Poisson vertex algebra structures
follows by Theorem 3.26 applied to the pseudodifferential operator L − c, c ∈ F.
The second claim follows by Theorem 3.22. 
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Remark 3.28. The compatible PVA structures on Vm are the same as the one
appearing in [DSKV14a, Eq. (4.7)].
The following results will be used in Section 4.1.
Lemma 3.29. In the double Poisson vertex algebra V, with λ-bracket defined by
(3.85), we have:
(a) {{u−NλL(w)}}H = 1⊗ L(w) − L(w + λ)⊗ 1;
(b) {{L(z)λu−N}}H = 1⊗ L
∗(−z + λ) − L(z)⊗ 1;
(c) {{u−Nλu−N}}H = 1⊗ u−N − u−N ⊗ 1− (1⊗ 1)Nλ.
Proof. Same proof as Lemma 2.17 in [DSKV14a]. 
The following results follow immediately from the previous lemma and equation
(3.52).
Corollary 3.30. For m ≥ 1, in the Poisson vertex algebra Vm we have (a, b, c, d =
1, . . . ,m):
(a) {u−N,abλLcd(w)} = δcbLad(w)− δadLcb(w + λ);
(b) {Lab(z)λu−N,cd} = δcbL
∗
ad(−z + λ)− δadLcb(z);
(c) {u−N,abλu−N,cd} = δcbu−N,ad − δadu−N,cb − δadδcbNλ.
4. Non-local double Poisson vertex algebras and their Dirac
reduction
4.1. Non-local double Poisson vertex algebras. The notion of a non-local
double PVA is similar to that of a non-local PVA, introduced in [DSK13]. As in
that paper, given a vector space V , we denote
Vλ,µ := V [[λ
−1, µ−1, (λ+ µ)−1]][λ, µ] ,
namely, the quotient of the F[λ, µ, ν]-module V [[λ−1, µ−1, ν−1]][λ, µ, ν] by the sub-
module (ν − λ− µ)V [[λ−1, µ−1, ν−1]][λ, µ, ν]. Recall that we have the natural em-
bedding iµ : Vλ,µ →֒ V ((λ
−1))((µ−1)) (see the beginning of Section 3.8.2).
Let V be a differential algebra with a derivation ∂. A (non-local) 2-fold λ-bracket
on V is a linear map {{−λ−}} : V
⊗2 → V⊗2((λ−1)) satisfying the sesquilinearity
conditions (3.5) and the left and right Leibniz rules (3.6). Here and further an
expression {{aλ+∂b}}→⋆1c is interpreted as follows: if {{aλb}} =
∑N
n=−∞(h
′
n⊗h
′′
n)λ
n,
then {{aλ+∂b}}→ ⋆1 c =
∑N
n=−∞ h
′
n ((λ+ ∂)
nc)⊗ h′′n, where we expand (λ+ ∂)
n in
non-negative powers of ∂ acting on c. The (non-local) 2-fold λ-bracket {{· λ ·}}
is called skewsymmetric if equation (3.8) holds. The RHS of the skewsymmetry
condition should be interpreted as follows: we move −λ − ∂ to the left and we
expand its powers in non-negative powers of ∂, acting on the coefficients on the
2-fold λ-bracket. We say that the (non-local) 2-fold λ-bracket {{−λ−}} is admissible
if
{{aλ{{bµc}}}}L ∈ V
⊗3
λ,µ for all a, b, c ∈ V . (4.1)
Here we are identifying the space V⊗3λ,µ with its image in V
⊗3((λ−1))((µ−1)) via the
embedding iµ.
Remark 4.1. If {{−λ−}} is a skewsymmetric admissible (non-local) 2-fold λ-bracket
on V , by equation (3.13) we have also {{bµ{{aλc}}}}R ∈ V
⊗3
λ,µ, since V
⊗3
λ,µ = V
⊗3
µ,λ, and
similarly {{{{aλb}}λ+µc}}L ∈ V
⊗3
λ,µ, for all a, b, c ∈ V .
Definition 4.2. A non-local double Poisson vertex algebra is a differential algebra
V endowed with a non-local 2-fold λ-bracket, {{−λ−}} : V⊗V → V((λ
−1)) satisfying
skewsymmetry (3.8), admissibility (4.1), and Jacobi identity (3.9), where the latter
is understood as an identity in the space V⊗3λ,µ.
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4.2. Dirac reduction for non-local double Poisson vertex algebras. Dirac
reduction for a double PVA is similar to that of a PVA, constructed in [DSKV14a].
Let V be a non-local double Poisson vertex algebra with 2-fold λ-bracket {{−λ−}}.
Let θ1, . . . , θm be elements of V and let us consider the matrix pseudodifferential
operator
C(∂) = (Cαβ(∂))
m
α,β=1 ∈Matm×m V
⊗2((∂−1)) ,
where the symbol of the pseudodifferential operator Cαβ(∂) is
Cαβ(λ) = {{θβλθα}} . (4.2)
Given a pseudodifferential operator A(∂) =
∑
n≤N An∂
n ∈ Matm×m V
⊗2((∂−1)),
recall that we defined its adjoint by
A(∂)† =
∑
n≤N
(−∂)n ◦ (Atn)
σ ,
where Atn denotes the transpose matrix of An. By the skewsymmetry condi-
tion (3.8), the pseudodifferential operator C(∂) is skewadjoint. We shall assume
that the matrix pseudodifferential operator C(∂) is invertible with respect to the
•-product (1.1), and we denote its inverse by C−1(∂) =
(
(C−1)αβ(∂)
)m
α,β=1
∈
Matm×m V
⊗2((∂−1)).
Definition 4.3. The Dirac modification of the 2-fold λ-bracket {{−λ−}}, associated
to the elements θ1, . . . , θm, is the map {{−λ−}}
D : V⊗2 → V⊗2((λ−1)) given by
(a, b ∈ V):
{{aλb}}
D = {{aλb}} −
m∑
α,β=1
{{θβλ+∂b}}→ • (C
−1)βα(λ+ ∂) • {{aλθα}} . (4.3)
Theorem 4.4. Let V be a non-local double Poisson vertex algebra with 2-fold λ-
bracket {{−λ−}}. Let θ1, . . . , θm ∈ V be elements such that the corresponding matrix
pseudodifferential operator C(∂) = (Cαβ(∂))
m
α,β=1 ∈ Matm×m V
⊗2((∂−1)) given by
(4.2) is invertible.
(a) The Dirac modification {{−λ−}}
D given by equation (4.3) is a 2-fold λ-bracket
on V, giving V a structure of a non-local double PVA.
(b) All the elements θi, i = 1, . . . ,m, are central with respect to the Dirac modified
λ-bracket: {{aλθi}}
D = {{θiλa}}
D = 0 for all i = 1, . . . ,m and a ∈ V.
Before proving the theorem we state some lemmas that we will use in the proof.
Lemma 4.5. Let A(λ, µ) ∈ V⊗3λ,µ and B(λ, µ) ∈ V
⊗2
λ,µ, and let S, T : V
⊗3 → V⊗3 be
endomorphisms of V⊗3 (viewed as a vector space). Then
A(λ + S, µ+ T ) •1 B(λ, µ) ∈ V
⊗3
λ,µ ,
A(λ + S, µ+ T ) •2 B(λ, µ) ∈ V
⊗3
λ,µ ,
A(λ + S, µ+ T ) •3 B(λ, µ) ∈ V
⊗3
λ,µ ,
where we expand the negative powers of λ+S and µ+T in non-negative powers of
S and T , acting on the coefficients of B, and
B(λ + S, µ+ T ) •1 A(λ, µ) ∈ V
⊗3
λ,µ ,
B(λ + S, µ+ T ) •2 A(λ, µ) ∈ V
⊗3
λ,µ ,
B(λ + S, µ+ T ) •3 A(λ, µ) ∈ V
⊗3
λ,µ ,
where now S and T act on the coefficients of A.
Proof. The proof follows the same lines as the proof of Lemma 2.3 in [DSK13] using
the definition of the •-products given by equation (1.18). 
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Lemma 4.6. Let {{−λ−}} : V
⊗2 ×V⊗2 → V⊗2((λ−1)) be a 2-fold λ-bracket on the
differential algebra V. Suppose that C(∂) =
(
Cij(∂)
)ℓ
i,j=1
∈ Matℓ×ℓ V
⊗2((∂−1)) is
an invertible ℓ × ℓ matrix pseudodifferential operator with coefficients in V⊗2, and
let C−1(∂) =
(
(C−1)ij(∂)
)ℓ
i,j=1
∈ Matℓ×ℓ V
⊗2((∂−1)) be its inverse. The following
identities hold for every a ∈ V and i, j = 1, . . . , ℓ:
{{aλ(C
−1)ij(µ)}}L = −
ℓ∑
r,t=1
iµ(C
−1)ir(λ+ µ+ ∂)
•2{{aλCrt(y)}}L •1
(∣∣∣
y=µ+∂
(C−1)tj(µ)
)
∈ V⊗3((λ−1))((µ−1)) ,
(4.4)
{{aλ(C
−1)ij(µ)}}R = −
ℓ∑
r,t=1
iµ(C
−1)ir(λ+ µ+ ∂)
•2{{aλCrt(y)}}R •3
(∣∣∣
y=µ+∂
(C−1)tj(µ)
)
∈ V⊗3((λ−1))((µ−1)) ,
(4.5)
and
{{(C−1)ij(λ)λ+µa}}
σ2
L = −
ℓ∑
r,t=1
{{Crt(x)x+ya}}
σ2
L •3
(∣∣∣
x=λ+∂
(C−1)tj(λ)
)
•1
(∣∣∣
y=µ+∂
iλ(C
∗−1)ri(µ)
)
∈ V⊗3(((λ + µ)−1))((λ−1)) ,
(4.6)
where iµ : V
⊗3
λ,µ → V
⊗3((λ−1))((µ−1)) and iλ : V
⊗3
λ,µ → V
⊗3(((λ + µ)−1))((λ−1))
are the natural embeddings defined above. In equations (4.4) and (4.6), C(λ) ∈
Matℓ×ℓ V((λ
−1)) denotes the symbol of the matrix pseudodifferential operator C
and C∗ denotes its adjoint (its inverse being (C−1)∗).
Proof. The identity C ◦ C−1 = 1⊗ 1 becomes, in terms of symbols,
ℓ∑
t=1
Crt(µ+ ∂) • (C
−1)tj(µ) = δrj(1⊗ 1) .
For all a ∈ V , we have, by sesquilinearity and the left Leibniz rule (the first equation
in (3.23)):
0 =
ℓ∑
t=1
{{aλCrt(µ+ ∂) • (C
−1)tj(µ)}}L
=
ℓ∑
t=1
{{aλCrt(y)}}L •1
(∣∣∣
y=µ+∂
(C−1)tj(µ)
)
+
ℓ∑
t=1
iµCrt(λ+ µ+ ∂) •2 {{aλ(C
−1)tj(µ)}} .
Note that iµC(λ+µ+∂) is invertible in Matℓ×ℓ
(
V⊗2[∂]((λ−1))((µ−1))
)
, its inverse
being iµC
−1(λ+ µ+ ∂). We then apply iµ(C
−1)ir(λ+µ+ ∂)•2 on the left to both
sides of the above equation, and using Lemma 1.1(a) and summing over r = 1, . . . , ℓ,
we get
ℓ∑
t=1
δit{{aλ(C
−1)tj(µ)}}L = −
ℓ∑
r,t=1
iµ(C
−1)ir(λ+ µ+ ∂)•2
{{aλCrt(y)}}L •1
(∣∣∣
y=µ+∂
(C−1)tj(µ)
)
,
proving equation (4.4). The proof of the equation (4.5) is done in a similar way
using the second equation in (3.23).
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For the third equation we have, by the right Leibniz rule (the third equation in
(3.23)):
0 =
ℓ∑
t=1
{{Crt(λ+ ∂) • (C
−1)tj(λ) λ+µa}}L
=
ℓ∑
t=1
{{Crt(x)λ+µ+∂a}}L→ •3
(∣∣∣
x=λ+∂
(C−1)tj(λ)
)
+
ℓ∑
t=1
{{(C−1)tj(λ)λ+µ+∂a}}L→ •1
(
iλC
†
tr(µ)
)
.
We next replace in the above equation µ (placed at the right) by µ + ∂, and we
apply the resulting differential operator to iλ(C
†−1)ri(µ). As a result we get, after
summing over r = 1, . . . , ℓ:
ℓ∑
t=1
{{(C−1)tj(λ)λ+µ+∂a}}L→δti = −
ℓ∑
r,t=1
{{Crt(x)λ+µ+∂a}}L→
•3
(∣∣∣
x=λ+∂
(C−1)tj(λ)
)
•1
(
iλ(C
†−1)ri(µ)
)
,
proving equation (4.6). 
Corollary 4.7. Let {{−λ−}} : V
⊗2 → V⊗2((λ−1)) be a 2-fold λ-bracket on the
differential algebra V. Let C(∂) =
(
Cij(∂)
)ℓ
i,j=1
∈ Matℓ×ℓ V
⊗2((∂−1)) be an in-
vertible ℓ × ℓ matrix pseudodifferential operator with coefficients in V⊗2, and let
C−1(∂) =
(
(C−1)ij(∂)
)ℓ
i,j=1
∈ Matℓ×ℓ V
⊗2((∂−1)) be its inverse. Let a ∈ V, and
assume that
{{aλCij(µ)}}L ∈ V
⊗3
λ,µ for all i, j = 1, . . . , ℓ . (4.7)
(As before, we identify V⊗3λ,µ with its image iµ(V
⊗3
λ,µ) ⊂ V
⊗3((λ−1))((µ−1)).) Then,
we have {{aλ(C
−1)ij(µ)
}
}
L
, {{(C−1)ij(λ)λ+µa}}L ∈ V
⊗3
λ,µ. In fact, the following
identities hold in the space V⊗3λ,µ:
{{aλ(C
−1)ij(µ)}}L =
−
ℓ∑
r,t=1
(C−1)ir(λ+ µ+ ∂) •2 {{aλCrt(y)}}L •1
(∣∣∣
y=µ+∂
(C−1)tj(µ)
)
,
(4.8)
{{aλ(C
−1)ij(µ)}}R =
−
ℓ∑
r,t=1
(C−1)ir(λ + µ+ ∂) •2 {{aλCrt(y)}}R •3
(∣∣∣
y=µ+∂
(C−1)tj(µ)
)
,
(4.9)
{{(C−1)ij(λ)λ+µa}}L =
−
ℓ∑
r,t=1
{{Crt(x)λ+µ+∂a}}L→ •3
(∣∣∣
x=λ+∂
(C−1)tj(λ)
)
•1
(
(C†
−1
)ri(µ)
)
.
(4.10)
Proof. It is an immediate corollary of Lemmas 4.5 and 4.6. 
Remark 4.8. Lemmas 4.5 and 4.6 are the double PVA analogues of (respectively)
[DSK13, Lemmas 2.3 and 3.9]. Corollary 4.7 is the double PVA analogue of
[DSKV14b, Corollary 1.4]. Naturally, if we put λ = 0 in (4.3), we obtain Dirac
modification of the corresponding double Poisson algebra.
Proof of Theorem 4.4. Both sesquilinearity conditions (3.5) for the Dirac modified
2-fold λ-bracket (4.3) are immediate to check. The skewsymmetry condition (3.8)
for the Dirac modified 2-fold λ-bracket (4.3) can also be easily proved: it follows
by the skewsymmetry of the 2-fold λ-bracket {{−λ−}}, by the fact that the matrix
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C(∂) (hence C−1(∂)) is skewadjoint, and by equation (1.3). Moreover, by equation
(1.16), it follows that the Dirac modified 2-fold λ-bracket {{−λ−}}
D satisfies the
Leibniz rules (3.6).
Next, we prove that the Dirac modified 2-fold λ-bracket {{−λ−}}
D is admissible,
in the sense of equation (4.1). For this, we compute {{aλ{{bµc}}
D}}DL using the defi-
nition (4.3), the sesquilinearity conditions (3.5), the Leibniz rule (3.6) and equation
(3.23). We get
{{aλ{{bµc}}
D}}DL = {{aλ{{bµc}}}}L (4.11)
−
m∑
γ,δ=1
{{aλ{{θδyc}}}}L •1
(∣∣∣
y=µ+∂
(C−1)δγ(µ+ ∂){{bµθγ}}
)
(4.12)
−
m∑
γ,δ=1
{{θδλ+µ+∂c}}→ •2 {{aλ(C
−1)δγ(y)}}L •1
(∣∣∣
y=µ+∂
{{bµθγ}}
)
(4.13)
−
m∑
γ,δ=1
(
{{θδλ+µ+∂c}}→(C
−1)δγ(λ+ µ+ ∂)
)
•2 {{aλ{{bµθγ}}}}L (4.14)
−
m∑
α,β=1
{{θβλ+∂{{bµc}}}}L→ •3
(
(C−1)βα(λ+ ∂){{aλθα}}
)
(4.15)
+
m∑
α,β,γ,δ=1
{{θβx{{θδyc}}}}L •3
(∣∣∣
x=λ+∂
(C−1)βα(λ + ∂){{aλθα}}
)
•1
(∣∣∣
y=µ+∂
(C−1)δγ(µ+ ∂){{bµθγ}}
)
(4.16)
+
m∑
α,β,γ,δ=1
{{θδλ+µ+∂c}}→ •2 {{θβx(C
−1)δγ(y)}}L
•3
(∣∣∣
x=λ+∂
(C−1)βα(λ + ∂){{aλθα}}
)
•1
(∣∣∣
y=µ+∂
{{bµθγ}}
)
(4.17)
+
m∑
α,β,γ,δ=1
(
{{θδλ+µ+∂c}}→(C
−1)δγ(λ+ µ+ ∂)
)
•2 {{θβλ+∂{{bµθγ}}}}L→
•3
(
(C−1)βα(λ+ ∂){{aλθα}}
)
. (4.18)
All the terms (4.11), (4.12), (4.14), (4.15), (4.16), and (4.18), lie in V⊗3λ,µ by the ad-
missibility assumption on {{−λ−}} and Lemma 4.5. Moreover, by the admissibility
of {{−λ−}} and the definition (4.2) of the matrix C(∂), condition (4.7) holds. Hence,
we can use Corollary 4.7 and Lemma 4.5 to deduce that the terms (4.13) and (4.17)
lie in V⊗3λ,µ as well. Therefore, {{aλ{{bµc}}
D}}DL lies in V
⊗3
λ,µ for every a, b, c ∈ V , i.e.
the Dirac modification {{−λ−}}
D is admissible.
In order to complete the proof of part (a) we are left to check the Jacobi identity
(3.9) for the Dirac modified 2-fold λ-bracket. We can use equation (4.8) in Corollary
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4.7 and Lemma 1.1(a,c) to rewrite the terms (4.13) and (4.17). As a result, we get
{{aλ{{bµc}}
D}}DL = {{aλ{{bµc}}}}L (4.19)
−
m∑
γ,δ=1
{{aλ{{θδyc}}}}L •1
(∣∣∣
y=µ+∂
(C−1)δγ(µ+ ∂){{bµθγ}}
)
(4.20)
+
m∑
γ,δ,η,ζ=1
(
{{θδλ+µ+∂c}}→(C
−1)δζ(λ+ µ+ ∂)
)
•2{{aλ{{θηyθζ}}}}L •1
(∣∣∣
y=µ+∂
(C−1)ηγ(µ+ ∂){{bµθγ}}
)
(4.21)
−
m∑
γ,δ=1
(
{{θδλ+µ+∂c}}→(C
−1)δγ(λ+ µ+ ∂)
)
•2 {{aλ{{bµθγ}}}}L (4.22)
−
m∑
α,β=1
{{θβλ+∂{{bµc}}}}L→ •3
(
(C−1)βα(λ+ ∂){{aλθα}}
)
(4.23)
+
m∑
α,β,γ,δ=1
{{θβx{{θδyc}}}}L •3
(∣∣∣
x=λ+∂
(C−1)βα(λ + ∂){{aλθα}}
)
•1
(∣∣∣
y=µ+∂
(C−1)δγ(µ+ ∂){{bµθγ}}
)
(4.24)
+
m∑
α,β,γ,δ,η,ζ=1
(
{{θδλ+µ+∂c}}→(C
−1)δζ(λ+ µ+ ∂)
)
•2{{θβx{{θηyθζ}}}}L •3
(∣∣∣
x=λ+∂
(C−1)βα(λ+ ∂){{aλθα}}
)
•3
(∣∣∣
y=µ+∂
(C−1)ηγ(µ+ ∂){{bµθγ}}
)
(4.25)
+
m∑
α,β,γ,δ=1
(
{{θδλ+µ+∂c}}→(C
−1)δγ(λ+ µ+ ∂)
)
•2 {{θβλ+∂{{bµθγ}}}}L→
•3
(
(C−1)βα(λ+ ∂){{aλθα}}
)
. (4.26)
Next, we compute the second term in the Jacobi identity using the definition (4.3),
the sesquilinearity conditions (3.5), the Leibniz rules (3.6), equations (3.23) and
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(4.9) and Lemma 1.1(a,c). We get
{{bµ{{aλc}}
D}}DR = {{bµ{{aλc}}
}
}
R
(4.27)
−
m∑
α,β=1
{{bµ{{θβxc}}}}R •3
(∣∣∣
x=λ+∂
(C−1)βα(λ+ ∂){{aλθα}}
)
(4.28)
+
m∑
α,β,γ,δ
(
{{θδλ+µ+∂c}}→(C
−1)δγ(λ+ µ+ ∂)
)
•2 {{bµ{{θβxθγ}}}}R
•3
(∣∣∣
x=λ+∂
(C−1)βα(λ+ ∂){{aλθα}}
)
(4.29)
−
m∑
γ,δ=1
(
{{θδλ+µ+∂c}}→(C
−1)δγ(λ+ µ+ ∂)
)
•2 {{bµ{{aλθγ}}}}R (4.30)
−
m∑
γ,δ=1
{{θδµ+∂{{aλc}}}}R→ •1
(
(C−1)δγ(µ+ ∂){{bµθγ}}
)
(4.31)
+
m∑
α,β,γ,δ=1
{{θδy{{θβxc}}}}R •1
(∣∣∣
y=µ+∂
(C−1)δγ(µ+ ∂){{bµθγ}}
)
•3
(∣∣∣
x=λ+∂
(C−1)βα(λ+ ∂){{aλθα}}
)
(4.32)
−
m∑
α,β,γ,δ,η,ζ=1
(
{{θδλ+µ+∂c}→(C
−1)δζ(λ+ µ+ ∂)
)
•2{{θηy{{θβxθζ}}}}R •1
(∣∣∣
y=µ+∂
(C−1)ηγ(µ+ ∂){{bλθγ}}
)
•3
(∣∣∣
x=λ+∂
(C−1)βα(λ+ ∂){{aλθα}}
)
(4.33)
+
m∑
γ,δ,η,ζ=1
(
{{θδλ+µ+∂c}}→(C
−1)δζ(λ+ µ+ ∂)
)
•2{{θηµ+∂{{aλθζ}}}}R→
•1
(
(C−1)ηγ(µ+ ∂){{bµθγ}}
)
. (4.34)
In a similar way we compute the RHS of the Jacobi identity for the Dirac modified 2-
fold λ-bracket, using the definition (4.3), the sesquilinearity (3.5), the right Leibniz
rule (3.6), equation (4.10) (recall that the matrix C is skewadjoint), and Lemma
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1.1(a,c). We get
{{{{aλb}}
D
λ+µc}}
D
L = {{{{aλb}}λ+µc}}L (4.35)
−
m∑
α,β=1
{{{{θβxb}}λ+µ+∂c}}L→ •3
(∣∣∣
x=λ+∂
(C−1)βα(λ + ∂){{aλθα}}
)
(4.36)
−
m∑
α,β,γ,δ=1
{{{{θβxθγ}}λ+µ+∂c}}L→
•3
(∣∣∣
x=λ+∂
(C−1)βα(λ+ ∂){{aλθα}}
)
•1
(
(C−1)δγ(µ+ ∂){{θγ−µ−∂b}}
σ
)
(4.37)
−
m∑
γ,δ=1
{{aλθδ}}λ+µ+∂c}}L→ •1
(
(C†
−1
)δγ(µ+ ∂){{θγ−µ−∂b}}
σ
)
(4.38)
−
m∑
γ,δ=1
(
{{θδλ+µ+∂c}}→(C
−1)δγ(λ+ µ+ ∂)
)
•2 {{{{aλb}}λ+µθγ}}L (4.39)
+
m∑
α,β,γ,δ=1
(
{{θδλ+µ+∂c}}→(C
−1)δγ(λ + µ+ ∂)
)
•2{{{{θβxb}}λ+µ+∂θγ}}L→ •3
(∣∣∣
x=λ+∂
(C−1)βα(λ+ ∂){{aλθα}}
)
(4.40)
+
m∑
α,β,γ,δ,η,ζ=1
(
{{θδλ+µ+∂c}}→(C
−1)δγ(λ + µ+ ∂)
)
•2{{{{θβxθη}}λ+µ+∂θζ}}L→
•3
(∣∣∣
x=λ+∂
(C−1)βα(λ+ ∂){{aλθα}}
)
•1
(
(C−1)ηγ(µ+ ∂){{θγ−µ−∂b}}
σ
)
(4.41)
+
m∑
γ,δ,η,ζ=1
(
{{θδλ+µ+∂c}}→(C
−1)δζ(λ+ µ+ ∂)
)
•2{{{{aλζα}}λ+µ+∂θη}}L→ •1
(
(C†
−1
)ηγ(µ+ ∂){{θγ−µ−∂b}}
σ
)
. (4.42)
The following equations hold due to the skewsymmetry (3.8), the Jacobi identity
(3.9), and the fact that the matrix C is skewadjoint:
RHS(4.19)− RHS(4.27) = RHS(4.35) , (4.20)− (4.31) = (4.38) ,
(4.23)− (4.28) = (4.36) , (4.22)− (4.30) = (4.39)
(4.21)− (4.34) = (4.42) , (4.26)− (4.29) = (4.40) .
Moreover, using Lemma 1.1(c), the skewsymmetry (3.8) and the Jacobi identity
(3.9), we also get
(4.24)− (4.32) = (4.37) , (4.25)− (4.33) = (4.41) .
This concludes the proof of the Jacobi identity for the Dirac modified 2-fold λ-
bracket, and of part (a).
Note that the identities C(∂)C−1(∂) = C−1(∂)C(∂) = 1 ⊗ 1 read, in terms of
the symbols of the pseudodifferential operators C(∂) and C−1(∂), as
m∑
β=1
{{θβλ+∂θα}}→•(C
−1)βγ(λ)=δαγ(1⊗1) ,
m∑
β=1
(C−1)αβ(λ+∂)•{{θγλθβ}}=δαγ(1⊗1) .
Part (b) is an immediate consequence of these identities and the definition (4.3) of
the Dirac modified 2-fold λ-bracket. 
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Definition 4.9. Let I ⊂ V be a two-sided differential ideal. We say that I is a
double Poisson vertex algebra ideal if
{{VλI}}, {{IλV}} ∈ (V ⊗ I + I ⊗ V)[λ] .
If I ⊂ V is a double PVA ideal then we have an induced double PVA structure on
the quotient differential algebra V
/
I.
Corollary 4.10. The two-sided differential ideal I = 〈θ1, . . . , θm〉V ⊂ V, generated
by θ1, . . . , θm, is a double PVA ideal with respect to the Dirac modified double λ-
bracket {{· λ ·}}
D. Hence, the quotient space V
/
I is a (non-local) double PVA, with
2-fold λ-bracket induced by {{−λ−}}
D, which we call the double Dirac reduction of
V by the constraints θ1, . . . , θm.
Proof. The statement follows by the sesquilinearity conditions and the left and right
Leibniz rules for the Dirac modified 2-fold λ-bracket. 
Example 4.11. Let us consider the non-commutative algebra of differential poly-
nomials V = RI = F < u
(n)
i | i ∈ I, n ∈ Z+ > (the index set may be either
I = {i ∈ Z|i ≥ −N} or I− = {−N,−N+1, . . . ,−1}) with the double Poisson vertex
algebra structure defined by equation (3.85). Let us denote C(λ) = {{u−Nλu−N}}H .
By Lemma 3.29 we have that
C(λ) = 1⊗ u−N − u−N ⊗ 1− (1⊗ 1)Nλ ,
thus C(∂) ∈ V⊗2((∂−1)) is an invertible pseudodifferential operator. Denote by I
the two-sided differential ideal of V generated by u−N . Note that V
/
I ≃ F < u
(n)
i |
i ∈ I \{−N}, n ∈ Z+ >. Using the explicit expression for C(λ), the formula for the
Dirac reduction given by (4.3), and the expression for the 2-fold λ-bracket {{−λ−}}H
given by (3.85) and Lemma 3.29, the Dirac reduced 2-fold λ-bracket on the quotient
space F < u
(n)
i | i ∈ I \ {−N}, n ∈ Z+ >, which we denote by {{−λ−}}HD , becomes
{{L(z)λL(w)}}HD = L(z)⊗ iz(z − w − λ− ∂)
−1L(w)
−L(w + λ+ ∂)⊗ iz(z − w − λ− ∂)
−1L∗(−z + λ)
−
1
N
L(w + λ+ ∂)⊗ (λ+ ∂)−1L∗(−z + λ)−
1
N
(
(λ+ ∂)−1L(z)
)
⊗ L(w)
+
1
N
L(w + λ+ ∂)(λ+ ∂)−1L(z)⊗ 1 +
1
N
⊗
(
(λ+ ∂)−1L∗(−z + λ)
)
L(w) .
(4.43)
Using equations (4.43) and (3.52), the corresponding λ-bracket on
(
V
/
I
)
m
= F <
unab,i | i ∈ I \ {−N}, a, b = 1, . . . ,m, n ∈ Z+ > is given by the following generating
series
{Lab(z)λLcd(w)}HD = Lcb(z)iz(z − w − λ− ∂)
−1Lad(w)
−Lcb(w + λ+ ∂)iz(z − w − λ− ∂)
−1L∗ad(−z + λ)
−
1
N
Lcb(w + λ+ ∂)(λ+ ∂)
−1L∗ad(−z + λ) −
1
N
Lad(w)(λ + ∂)
−1Lcb(z)
+
1
N
m∑
k=1
δadLck(w + λ+ ∂)(λ+ ∂)
−1Lkb(z)
+
1
N
m∑
k=1
δcbLkd(w)(λ + ∂)
−1L∗ak(−z + λ) .
(4.44)
This is the same as equation (4.11) in [DSKV14a].
Example 4.12. For N = 2, we have R2
/
I = F〈u
(n) | n ∈ Z+〉 (where u is the
image of u−1). The two compatible double PVA structures (H
D,K) given by the
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equations (4.44) and (3.86) (using that L(z) = z2 + u) are
{{uλu}}HD = (1⊗ 1)
λ3
2
+
1
2
(2λ+ ∂)(u ⊗ 1 + 1⊗ u)−
1
2
u⊗ (λ+ ∂)−1u
−
1
2
(
(λ+ ∂)−1u
)
⊗ u+
1
2
u(λ+ ∂)−1u⊗ 1 +
1
2
⊗
(
(λ+ ∂)−1u
)
u ,
{{uλu}}K = 2(1⊗ 1)λ .
The above double Poisson structures are (up to a scalar factor) the same as that
appearing in formula (6.15) in [OS98]. Note that the Olver and Sokolov formula is
given in terms of operators onR2
/
I, rather than as an element of
(
R2
/
I ⊗R2
/
I
)
[λ].
The rule to recover their formula is the following: we should replace an element
p⊗ q ∈ R2
/
I ⊗R2
/
I by the operator Lp ◦ Rq, where Lp (respectively Rq) denotes
the left (respectively right) multiplication by p (respectively q).
Example 4.13. For N = 3, we have R3
/
I = F〈u
(n), v(n) | n ∈ Z+〉 (where u is the
image of u−2 and v is the image of u−1). The two compatible double PVA structures
(HD,K) given by the equations (4.44) and (3.86) (using that L(z) = z3 + uz + v)
are
{{uλu}}HD =
1
3
(
u(λ+ ∂)−1u⊗ 1 + 1⊗
(
(λ + ∂)−1u
)
u
)
−
1
3
(
u⊗ (λ+ ∂)−1u+
(
(λ+ ∂)−1u
)
⊗ u
)
+ 1⊗ v − v ⊗ 1
+ (1⊗ u)λ+ (λ+ ∂)u⊗ 1 + 2(1⊗ 1)λ3 ,
{{uλv}}HD =
1
3
(
v(λ + ∂)−1u⊗ 1 + 1⊗
(
(λ+ ∂)−1u
)
v
)
−
1
3
(
v ⊗ (λ+ ∂)−1u+
(
(λ+ ∂)−1u
)
⊗ v
)
+
1
3
(
u2 ⊗ 1− u⊗ u
)
+ 1⊗ (2λ+ ∂)v + (v ⊗ 1)λ+
1
3
(λ+ ∂)2 (u⊗ 1− 1⊗ u) + (u ⊗ 1)λ2
+ (1⊗ 1)λ4 ,
{{vλv}}HD =
1
3
(
v(λ+ ∂)−1v ⊗ 1 + 1⊗
(
(λ+ ∂)−1v
)
v
)
+
2
3
(u⊗ v − v ⊗ u)
+
1
3
(uv ⊗ 1− 1⊗ uv)−
2
3
(u⊗ (λ+ ∂)u) +
2
3
(
(λ+ ∂)2(1⊗ v)− (v ⊗ 1)λ2
)
+
1
3
(
(λ+ ∂)2(v ⊗ 1)− (1⊗ v)λ2
)
−
2
3
(
(λ + ∂)3(1⊗ u)− (u ⊗ 1)λ3
)
−
2
5
(1⊗ 1)λ5 ,
{{uλu}}K = 0 , {{uλv}}K = 3(1⊗ 1)λ , {{vλv}}K = u⊗ 1− 1⊗ u .
5. Adler-Gelfand-Dickey non-commutative integrable hierarchies
In this section we want to show how to apply the Lenard-Magri scheme of integra-
bility (see Section 2.5) in order to obtain integrable hierarchies for the compatible
pair of PVAs we constructed in Section 3.8.2.
First we state a technical lemma.
Lemma 5.1. Let V be an arbitrary differential algebra endowed with a 2-fold λ-
bracket {{−λ−}}. Let L(∂) ∈ V((∂
−1)) be a monic pseudodifferential operator of
order N > 0. Then, for all k ≥ 1, the following identity holds in V((w−1)):
Resz m
(
{{L
k
N (z)λL(w)}}
∣∣
λ=0
)
=
k
N
Reszm
(
{{L(z + x)xL(w)}} ⋆1
(∣∣
x=∂
L
k
N
−1(z)
))
.
(5.1)
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Proof. Since, L
k
N (z) = L
1
N (z + ∂)L
1
N (z + ∂) . . . L
1
N (z) (k times), we have, by
sesquilinearity and the right Leibniz rule,
{{L
k
N (z)λL(w)}} =
k∑
l=1
(∣∣
y=∂
(L∗)
l−1
N (−z + λ)
)
⋆1{{L
1
N (z + x)λ+x+yL(w)}} ⋆1
(∣∣
x=∂
L
k−l
N (z)
)
.
(5.2)
Since m(a ⋆1 X ⋆1 b) = m(X ⋆1 ba), for all a, b ∈ V and X ∈ V
⊗2, we have
m{{L
k
N (z)λL(w)}} =
k∑
l=1
m
(
{{L
1
N (z + x)λ+x+yL(w)}}
⋆1
(∣∣
x=∂
L
k−l
N (z)
)(∣∣
y=∂
(L∗)
l−1
N (−z + λ)
))
.
(5.3)
Taking the residue of both sides of equation (5.3) and using (3.66) with t = λ+ y,
we get
Reszm{{L
k
N (z)λL(w)}} = Resz
k∑
l=1
m
(
{{L
1
N (z + λ+ x+ y)λ+x+yL(w)}}
⋆1
(∣∣
x=∂
L
k−l
N (z + λ+ y)
)(∣∣
y=∂
L
l−1
N (z)
))
,
and setting λ = 0 we get
Reszm
(
{{L
k
N (z)λL(w)}}
∣∣∣
λ=0
)
=
kReszm
(
{{L
1
N (z + x)xL(w)}} ⋆1
(∣∣
x=∂
L
k−1
N (z))
)
.
(5.4)
On the other hand, letting k = N in (5.2), we have
{{L(z)λL(w)}} =
N∑
l=1
(∣∣
x=∂
L
N−l
N (z)
)
⋆1{{L
1
N (z + x)λ+x+yL(w)}} ⋆1
(∣∣
y=∂
(L∗)
l−1
N (−z + λ)
)
.
(5.5)
If we replace in equation (5.5), z by z + ∂ and λ by λ+ ∂ acting on L
k
N
−1(z), and
we apply the multiplication map m we get
m
(
{{L(z + x)λ+xL(w)}} ⋆1
(∣∣
x=∂
L
k
N
−1(z)
))
=
N∑
l=1
m
(
{{L
1
N (z + x)λ+x+yL(w)}} ⋆1
(∣∣
x=∂
L
k−l
N (z)
)(∣∣
y=∂
(L∗)
l−1
N (−z + λ)
))
.
(5.6)
Taking, as before, residues of both sides of equation (5.6) and using (3.66) with
t = λ+ y, we get, after setting λ = 0,
Reszm
(
{{L(z + x)xL(w)}} ⋆1
(∣∣
x=∂
L
k
N
−1(z)
))
= N Reszm
(
{{L
1
N (z + x)xL(w)}}
(∣∣
x=∂
L
k−1
N (z)
))
.
(5.7)
Equation (5.1) follows from equations (5.4) and (5.7). 
As in Section 3.8.2, let V be the non-commutative algebra of differential polyno-
mials in the variables ui, i ∈ I, namely
V = RI = F〈u
(n)
i | i ∈ I, n ∈ Z+〉 .
(The index set I may be either I = {i ∈ Z | i ≥ −N} or I− = {−N,−N +
1, . . . ,−1}). Let us collect the differential generators of V into the generating series
L(z) = zN +
∑
i∈I
uiz
−i−1 ∈ V((z−1)) ,
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and let us consider the compatible double PVA structures (H,K) on V defined by
Corollary 3.27. Let, for k ≥ 1,
hk =
N
k
Resz L
k
N (z) ∈ V , (5.8)
where L
1
N (∂) ∈ V((∂−1)) is uniquely defined (see Proposition 1.1 in [DSKV14a]).
Lemma 5.2. For the compatible pair of double PVA structures (H,K) on V, we
have for k ≥ 1:
(a) m{{hkλL(w)}}H
∣∣
λ=0
= L
k
N (w + ∂)+L(w)− L(w + ∂)L
k
N (w)+;
(b) m{{hkλL(w)}}K
∣∣
λ=0
= L
k
N
−1(w + ∂)+L(w)− L(w + ∂)L
k
N
−1(w)+.
Proof. By Lemma 5.1 and equation (3.85) we have
m {{hkλL(w)}}H |λ=0 = Resz L
k
N (z)iz(z − w − ∂)
−1L(w)
−L(w + ∂)Resz L
k
N
−1(z)iz(z − w − ∂)
−1L∗(−z) .
(5.9)
Using (3.65), we have
Resz L
k
N (z)iz(z − w − ∂)
−1 = L
k
N (w + ∂)+ , (5.10)
while, using (3.66) and equation (3.65), we have
Resz L
k
N
−1(z)iz(z − w − ∂)
−1L∗(−z) = Resz L
k
N
−1(z + ∂)iz(z − w)
−1L(z)
= Resz L
k
N (z)iz(z − w)
−1 = L
k
N (w)+ .
(5.11)
Combining equations (5.9), (5.10) and (5.11), we get part (a). Similarly, for part
(b), we use Lemma 5.1 and equation (3.86) to get
m {{hkλL(w)}}K |λ=0 = Resz iz(z − w)
−1
(
L(z + ∂)− L(w + ∂)
)
L
k
N
−1(z)
+Resz L
k
N
−1(z)iz(z − w − ∂)
−1
(
L(w)− L∗(−z)
)
.
(5.12)
By equations (3.65) and (3.66), we have
Resz iz(z − w)
−1L(z + ∂)L
k
N
−1(z) = L
k
N (w)+
= Resz L
k
N
−1(z)iz(z − w − ∂)
−1L∗(−z) .
(5.13)
Moreover, by equation (3.65) we also have
Resz iz(z − w)
−1L(w + ∂)L
k
N
−1(z) = L(w + ∂)L
k
N
−1(w)+ , (5.14)
and
Resz L
k
N
−1(z)iz(z − w − ∂)
−1L(w) = L
k
N
−1(w + ∂)+L(w) . (5.15)
Combining equations (5.12), (5.13), (5.14), and (5.15), we get the claim. 
The following Theorem says that the Lenard-Magri scheme of integrability works
for the bi-Poisson structure (H,K), see Remark 3.14:
Theorem 5.3. (a) For every ε ∈ {1, . . . , N}, we have{∫
hε, u
}
K
= 0 , for all u ∈ V . (5.16)
(b) For every k ≥ 1, we have the Lenard-Magri recursion{∫
hk, u
}
H
=
{∫
hk+N , u
}
K
, for all u ∈ V . (5.17)
Proof. For 1 ≤ ε < N , we have L
ε
N
−1(w)+ = 0, and therefore, recalling (3.19),
equation (5.16) holds by Lemma 5.2(b). Moreover, m{{hNλL(w)}}K
∣∣
λ=0
= L(w)−
L(w + ∂) · 1 = 0. This proves part (a). For part (b), by Lemma 5.2, the recursion
(5.17) holds for u = L(w), the generating series of the generators of V . Hence,
(5.17) holds for all u ∈ V by the left Leibniz rule. 
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Remark 5.4. It follows from Lemma 5.2 that the Hamiltonian equation correspond-
ing to the Hamiltonian functional
∫
hk, k ≥ 1, can be written as (in terms of
generating series)
dL(w)
dtk
= [(L
k
N )+, L](w) , (5.18)
where on the RHS we have to take the symbol of the usual commutator of pseudodif-
ferential operators. This equation is the symbol of the usual Lax pair representation
of the AGD hierarchies of Hamiltonian equations.
Example 5.5. On F〈u
(n)
i | i, n ∈ Z+〉, we have L(∂) = ∂ +
∑
i∈Z+
ui∂
−i−1. By an
explicit computation we get
L2(∂) = ∂2 + 2u0 + (2u1 − u
′
0)∂
−1 + (2u2 + u
′
1 + u
2
0)∂
−2 + . . . ,
L3(∂) = ∂3 + 3u0∂ + 3(u1 + u
′
0) + (3u2 + 3u
′
1 + 3u
2
0 + u
′′
0)∂
−2 + . . . .
Hence, the first few integrals of motion are∫
h1 =
∫
tr(u0) ,
∫
h2 =
∫
tr(u1) ,
∫
h3 =
∫
tr(u2 + u
2
0) , . . .
To find the corresponding bi-Hamiltonian equations, we use Lemma 5.2. We have
L(w)+ = w, L
2(w)+ = w
2 + 2u0, L
3(w)+ = w
3 + 3u0w + 3(u
′
0 + u1). Hence,
dL(w)
dt1
= ∂L(w) ,
dL(w)
dt2
= ∂2L(w) + 2w∂L(w) + 2(u0L(w) − L(w + ∂)u0) ,
dL(w)
dt3
= ∂3L(w) + 3w∂2L(w) + 3w2∂L(w) + 3u0∂L(w) ,
+3
(
((w + ∂)u0 + u1)L(w)− L(w + ∂)((w + ∂)u0 + u1)
)
. . .
(5.19)
Consider the first two equations in the second system of the hierarchy (5.19), and
the first equation in the third system of (5.19). Namely,
du0
dt2
= u′′0 + 2u
′
1 ,
du1
dt2
= u′′1 + 2u
′
2 + 2u0u
′
0 + 2u0u1 − 2u1u0 ,
du0
dt3
= u′′′0 + 3u
′′
1 + 3u
′
2 + 3u0u
′
0 + 3u
′
0u0 .
We can eliminate the variable u2 from this system. After relabeling t2 = y, t3 = t,
u = 2u0 and w = 4u1 + 2u
′
0, we get the system{
uy = w
′ ,
3wy = 4ut − u
′′′ − 3(u2)′ + 3[u,w] ,
(5.20)
We call the system (5.20) the non-commutative Kadomtsev-Petviashvili (KP) equa-
tion.
Example 5.6. On F〈u(n) | n ∈ Z+〉, we have L(∂) = ∂
2 + u. By an explicit
computation we get
L
1
2 (∂) = ∂ +
u
2
∂−1 −
u′
4
∂−2 +
1
8
(u′′ − u2)∂−3 . . . ,
L
3
2 (∂) = ∂3 +
3
2
u∂ +
3
4
u′ +
1
8
(3u2 + u′′)∂−1 + . . . .
Hence, the first two integrals of motion are
∫
h1 =
∫
tr(u) and
∫
h3 =
∫
1
4 tr(u
2).
To find the corresponding bi-Hamiltonian equations, we use Lemma 5.2. We have
L
1
2 (w)+ = w and L
3
2 (w)+ = w
3 + 32uw +
3
4u
′. Hence, du
dt1
= u′ and
du
dt3
=
1
4
(u′′′ + 3uu′ + 3u′u) . (5.21)
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The equation (5.21) is the non-commutative KdV equation.
Example 5.7. On F〈u(n), v(n) | n ∈ Z+〉, we have L(∂) = ∂
3 + u∂ + v. By an
explicit computation we get
L
1
3 (∂) = ∂ +
u
3
∂−1 +
1
3
(v − u′)∂−2 +
1
9
(2u′′ − u2 − 3v′)∂−3 . . . ,
L
2
3 (∂) = ∂2 +
2
3
u+
1
3
(2v − u′)∂−1 +
1
9
(3u′′ − u2 − 3v′)∂−2 + . . . .
Hence, the first two integrals of motion are
∫
h1 =
∫
tr(u) and
∫
h2 =
∫
tr(v).
To find the corresponding bi-Hamiltonian equations, we use Lemma 5.2. We have
L
1
3 (w)+ = w and L
2
3 (w)+ = w
2 + 23u. Hence, the corresponding Hamiltonian
equations are du
dt1
= u′, dv
dt1
= v′ and{
du
dt2
= 2v′ − u′′
dv
dt2
= v′′ − 23u
′′′ − 23uu
′ + 23 [u, v] .
(5.22)
We call the equation (5.22) the non-commutative Boussinesq equation (since it
reduces to the classical Boussinesq equation if [u, v] = 0).
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