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The Rockefeller University 2011 
In eukaryotic organisms, each chromosome must be precisely replicated every time a 
cell divides so that the genetic material can be passed on to the cell’s progeny. The work 
presented here is an in-depth investigation into the dynamics of the proteins that 
associate with progressing replication forks in yeast. A focused proteomics approach is 
employed to specifically identify interactions between the replication fork-coupled 
GINS complex and other components of the replication machinery. The scope of this 
technique is extended by applying it to cells that have been synchronized within the cell 
cycle – revealing the cell cycle dependent interactions of the GINS complex. The results 
show that GINS is a stable complex throughout the cell cycle, and interacts with 
components of the replicative helicase and chromatin during S –phase.  
Previous studies have led to a picture wherein the replication of DNA progresses at 
variable rates over different parts of the budding yeast genome. It is widely held that 
the dynamics of replication fork progression are strongly affected by local chromatin 
structure/architecture, and by interaction with machineries controlling transcription, 
repair and epigenetic maintenance. Here we adopted a complementary approach to 
those previously applied for assaying replication dynamics wherein we used whole 
genome time-resolved ChIP-chip analysis of three integral members of the replication 
fork – the GINS complex, Polymerase !, and Polymerase ". Surprisingly, our data 
demonstrate that these proteins progress at highly uniform rates regardless of genomic 
location, revealing that replication fork dynamics in yeast is simpler and more uniform 
than previously envisaged. In addition, we demonstrate how the synergistic use of 
experiment and modeling leads to novel biological insights. In particular, a 
parsimonious model allowed us to accurately simulate fork movement throughout the 
genome and also revealed a subtle phenomenon, which we interpret as arising from 
low frequency fork arrest. Taken together, these experiments suggest that the 
progressing replication forks take precedence in the genome, and that chromatin state 
does not have as significant affect on the rate of fork progression, as was previously 
believed.!
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CHAPTER I ! INTRODUCTION 
DNA is often referred to as the blueprint of life. This analogy carries significant 
conceptual value, even though it should be taken with a grain of salt – one cannot 
entirely predict the traits of an organism by examining its DNA sequence, and in 
humans a majority of the blueprint appears not to diagram anything at all. It is certainly 
true, however, that the genome encodes the basic plans for a cell, and every cell in an 
organism contains the same genetic sequence. Thus, an immense amount of information 
is carried within the genome of even the simplest organism. Indeed, the blueprints of a 
simple bacterium are many orders of magnitude more complicated than even those of 
the Empire State Building. 
Despite its daunting complexity, the concept of genetic material was surprisingly well 
understood well before the physical or chemical composition of genomes was 
uncovered. Gregor Mendel’s 19th century work on pea plants revealed that traits were 
systematically passed from generation to generation, and Darwin explained how these 
traits could change gradually over time. Thus, scientists intuited that organisms must 
contain a blueprint to be passed on to their progeny, and this blueprint needed to be 
copied prior to cell division or reproduction. For this reason, the molecular component 
of evolution itself is in part based on the replication of genomes, as mutations caused by 
errors in the replication process occasionally lead to adaptive advantages for the 
organism. 
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In the physical sense, eukaryotic genomes are a collection of linear strands of DNA 
called chromosomes (Figure 1-1). The human genome contains 23 pairs of 
chromosomes, all of which must be precisely copied each time a cell divides. In 
humans, cell division primarily occurs during development and in tissue that receive 
the most wear and tear, and these cells must regenerate themselves throughout life. 
Problems in chromosome replication are associated with disease and aging, making 
them important areas of research. The replication process in higher metazoan species 
with large genomes and long generation times is extremely difficult to study. 
Fortunately, most of the components of the replication process are very highly 
conserved, and unicellular eukaryotes, such as Saccharomyces cerevisiae, divide rapidly 
!
Figure 1-1. The genome of an organism is a composite of its chromosomes. A human male 
karyotype is shown, in which ~3.2 billion base pairs are distributed among 23 pairs of 
chromosomes. Every time a human cell divides, it must copy each of these chromosomes so 
that each of the daughter cells gets one. [from (Wippold and Perry, 2007)] 
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(Table 1-1). Yeast is therefore an excellent model system for investigating chromosomal 
replication, and indeed, a large amount of the work on eukaryotic DNA replication has 
been carried out in S. cerevisiae and S. pombe. 
Eukaryotic chromosomes are composites of DNA and its interacting proteins - 
collectively referred to as chromatin. In particular, histone proteins confer a higher 
order structure to chromatin by tightly wrapping the DNA into nucleosomes. Histones 
also play an active regulatory role in gene expression by compacting the regions near 
gene promoters. This creates regions of the genome that are more densely packed than 
others. 
The structure of DNA affects the way proteins can bind to it. Therefore, to understand 
the process of replicating DNA, we must first understand its chemical nature. 
Moreover, the different degrees of chromatin compaction have potentially major 
implications on the process of replicating the chromosomes. A picture has emerged in 
which some regions of the genome are more difficult to replicate due to barriers created 
!
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by dense packing of the chromatin. The task of xeroxing the blueprints of life is 
therefore daunting, but one that cells pull off with aplomb. 
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 1.1 - DNA 
Chromosomes are made of DNA, as demonstrated in 1944 by Avery, Macleod, and 
McCarty (Avery et al., 1944). DNA is composed of nucleotides, which consist of a base 
group, a sugar, and a phosphate group (Figure 1-2). The sugar found in all DNA is a 
pentose ring named 2-deoxyribose. There are four nucleotides found in DNA, 
distinguished only by their base groups – adenine (A), guanine (G), cytosine (C), and 
thymine (T) (Figure 1-2, top gray shaded area). These are grouped into two classes, 
purines (A and G) and pyrimidines (C and T).  
Nucleotides are linked to each other via alternating sugar and phosphate residues. A 
phosphodiester bond links adjacent sugars via their third and fifth carbon atoms. This 
generates an asymmetric chain of nucleotides with a sugar-phosphate backbone that 
spells out the genetic code in the order of the base groups. Therefore, the 5’ end of the 
molecule displays a phosphate group, while the 3’ end displays a hydroxyl group. 
Two strands of DNA pair together through hydrogen bonding of the base groups, 
creating a double strand of DNA (Figure 1-3). This double-strand is anti-parallel – the 5’ 
end of one molecule binds to the 3’ end of the other. The strands spiral around 
themselves, forming one of the most striking and elegant structures in all of nature - a 
double helix. The double helix is 23.7 Å in diameter, and can be extraordinarily long. In 
fact, human chromosome 1 is the longest strand of DNA occurring in biology at ~220 
million base pairs. The helix completes a 360° right-handed turn every 10.4 – 10.5 bp 
(Figure 1-4). Many biological processes can impart torsional strain on the DNA. This is 
particularly true in the case of DNA replication, as unwinding the DNA for use as a 
template can impart negative supercoils upstream of the unwound DNA. 
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!
Figure 1-2. The chemical structure of the four common bases that compose DNA – Adenine 
(A), Guanine (G), Cytosine (C), and Thymine (T). The sugar group is a 2-deoxyribose, and 
when coupled to a base the resulting group is referred to as a nucleoside. When the 
phosphate group is coupled to the 5’ – hydroxyl group of the ribose, the resulting molecule 
is referred to as a nucleotide. Nucleotides are strung together when the phosphate bonds 
with the 3’ – hydroxyl of another nucleotide. This gives DNA its polarity, as the sugar 
phosphate backbone is directional (i.e., 5’ to 3’). 
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The discovery of the double-stranded nature of DNA was remarkable for many reasons, 
but particularly because it immediately hinted at the mechanism used by cells to copy 
the chromosomes. Indeed, Watson and Crick noted at the end of their 1953 paper “it has 
not escaped our notice that the specific pairing we have postulated immediately 
suggests a possible copying mechanism for the genetic material” (Watson and Crick, 
1953). Essentially, the two strands of DNA may be separated, and each used as a 
template for synthesizing a complementary second strand. This process will yield two 
chromosomes (or genomes once all of the chromosomes are replicated), one of which 
would be passed on to the daughter cell. This so-called “semi-conservative” model of 
DNA replication means that in every cell, one strand of DNA is from the parent, and 
the other is newly synthesized. 
!
Figure 1-3. Hydrogen bonds maintain interactions between the base pairs in double-stranded 
DNA. Base pairs stack on top of each other and hold the sugar-phosphate backbone together. 
[from the NIH genome site http://www.genome.gov/glossary/index.cfm?id=143]. 
!
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Haploid yeast cells contain ~12 million base pairs distributed among 16 chromosomes 
that must be accurately replicated every time a cell divides. The size of each 
chromosome ranges from ~230 kb to ~1.5 Mb, which means that a single uncoiled 
molecule of yeast DNA can be as long as ~0.5 mm. The nucleus of the yeast cell is 1-2 
!m in diameter, so chromosomes must be heavily compacted to fit into the tiny 
compartment of the nucleus. DNA may carry the instructions for life, but clearly there is 
more to a chromosome than DNA alone. 
!
Figure 1-4. Structure of double-helical DNA. The base pairs are stacked, and the sugar-
phosphate backbone is twisted around forming the double helix structure. The helix 
completes one turn approximately every 10.5 bp. Two grooves form along the backbone 
– the larger major groove, and the smaller minor groove.  
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1.2 - CHROMATIN 
The genome can only be partially described by the chemical nature of DNA. A number 
of proteins integrally associated with genomic DNA affect its three-dimensional 
structure and function. Most notable is the wrapping of DNA around the four core 
histones (H2A, H2B, H3, and H4) to create nucleosomes (Figure 1-5). Nucleosomes are 
further coiled into tight fibers that are called chromatin, and amazingly, this process is 
sufficient for packaging two meters worth of human DNA within a nucleus that is only 
6 !m in diameter (on average).  
In S. cerevisiae, the nucleosome consists of 147 bp of DNA tightly wrapped twice around 
the histone octamer (2 copies of each core histone) (Felsenfeld and Groudine, 2003; 
Richmond and Davey, 2003; Segal and Widom, 2009) (Figure 1-5). Nucleosomes are 
typically spaced ~20 – 50 bp apart, and ~75 -!90% of DNA is wrapped up in these 
structures (Van Kolde, 1989). Six nucleosomes coil together, and these are then stacked 
on top of each other into a fiber of packed nucleosomes called chromatin. The 
chromatin is looped and packaged with other proteins into chromosomes (Figure 1-6). 
In general terms, two types of chromatin exist in the cell – densely packed 
heterochromatin and loosely packed euchromatin. The dense packing of 
heterochromatin excludes transcriptional machinery from these regions, and it is 
therefore a major regulatory factor for gene expression. Importantly, post-translational 
modifications on the tails of histones affect the state of compaction of the chromatin 
(Jenuwein and Allis, 2001; Vermaak et al., 2003). While this fact has major implications 
in the chromatin structure and gene expression, it has also been proposed that certain 
regions of the genome are available for the replication machinery to pass freely through, 
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while very tightly compacted regions are less accessible to the replication machinery. A 
handful of highly influential studies that measure the rates of DNA synthesis have 
supported this hypothesis by reporting a wide range of rates at different regions of the 
genome (Raghuraman et al., 2001; Yabuki et al., 2002). This view has settled in the 
literature (see for example (Antequera, 2004; Spiesser et al.; Tourriere and Pasero, 
2007)), although the direct effect that heterochromatin has on progressing forks remains 
unclear. 
 
Figure 1-5. Three-dimensional structure of a nucleosome. 147 bp of double helix DNA (green 
and gold helices) are wrapped nearly twice around the four core histones (red, orange, green 
and blue ribbons). The view on the left is looking down the superhelix axis, and the right is 
looking perpendicular to it. shown in ribbon structure. [From (Luger et al., 1997)] 
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Figure 1-6. The different levels of chromatin compaction. Double-helix DNA is wrapped 
around histone octamers to form nucleosomes. Six nucleosomes are coiled together, and 
these are stacked on top of each other to form a 30 nm in diameter fiber called chromatin. 
Chromatin is further wrapped and condensed to form chromosomes. [From (Felsenfeld 
and Groudine, 2003)] 
!
Felsenfeld, G. & Groudine, M. (2003), Nature 421:  448-453
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DNA replication is a fundamental aspect of life, and as such, likely evolved well before 
histones or other histone-like proteins began occupying the genome. Certainly, as life 
evolved and genomes became more and more complex, the replication machinery must 
have also co-evolved to cope with the sharp bending of DNA around the histone 
octamers. A major goal of this thesis will be to explore the extent to which 
heterochromatin and other obstacles affect the progression of the replication machinery. 
Previous genome-wide studies have suggested that some regions of the genome are 
more difficult to replicate than others, and have attributed this to heterochromatic 
impediment of the replication fork (Raghuraman et al., 2001; Spiesser et al., 2010; 
Tourriere and Pasero, 2007). Raghuraman et. al. monitored the incorporation of 
nucleotides during S phase by density transfer experiments and concluded that 
replication proceeds more slowly in certain regions of the genome, and that several of 
the origins showed asymmetrical fork migration. The results of this study will be 
discussed in detail in Chapter 5. 
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 1.3 – ORIGINS OF REPLICATION & REPLICATION BUBBLES 
Every time a cell divides, the genome must be precisely copied within the window of 
S phase. Even the simplest protists have genome sizes approaching 10 million base 
pairs, and the yeast genome contains ~12 million base pairs. To replicate an entire 
genome of that size would take several days if the process only initiated from a single 
site. In fact, several-hundred start points, called “origins of replication”, are present in 
the yeast genome. 
Identifying the determinants for origins in the genomes of various eukaryotic 
organisms has been a complicated endeavor. One defining characteristic of all 
eukaryotic origins is the presence of a set of six proteins called the Origin Recognition 
Complex (ORC) (Diffley, 2004). While the ORC proteins are very highly conserved, the 
DNA sequence that they bind to is not. In Xenopus egg extracts and Drosophila embryos 
the origins appear randomly located in the genome with respect to DNA sequence 
(Blow et al., 2001; Costa; Hyrien et al., 2003). Mammalian origins of replication seem to 
be localized to ‘initiation zones’ that can be several kb in length (Mesner et al., 2006). 
S. cerevisiae origins, on the other hand, contain a consensus sequence that the ORCs bind 
to called Autonomously Replication Sequence (ARS). At the core of the origin is a 17 bp, 
A-T rich consensus sequence (5'- T/A T T T A Y R T T T T/A -3' (Bell, 1995; Newlon and 
Theis, 1993)), called an ARS Consensus Sequence (ACS), which is required for ORC 
binding to the origin. 
The ORC proteins mark the origins, and recruit other replication factors in the steps 
leading up to S phase. The culmination of these events is the melting of the DNA at the 
origins, and ultimately in bi-directional movement of replication forks away from the 
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origin. This process is referred to as “origin firing”, and the firing time can vary from 
origin to origin. Interestingly, the firing times of origins appear to cluster spatially in the 
genome, implying a spatial regulatory element exists (McCarroll and Fangman, 1988; 
Poloumienko et al., 2001; Raghuraman et al., 2001; Yamashita et al., 1997). 
As many as 732 sites of initiation within the 16 chromosomes of the S. cerevisiae genome 
have been reported as potential origins of replication (reviewed in (MacAlpine and Bell, 
2005), (Nieduszynski et al., 2007)). Three separate studies monitoring the production of 
newly replicated DNA identified respectively 332, 260 and 444 origins in the yeast 
genome (Feng et al., 2006; Raghuraman et al., 2001; Yabuki et al., 2002). In addition, 
experiments using chromatin immunoprecipitation combined with microarray analysis 
(ChIP-chip) to search for the genomic localization of MCM and ORC proteins identified 
422 (Wyrick et al., 2001) and 529 sites (Xu et al., 2006). Thus, although it is likely that 
virtually all origins in S. cerevisiae have been identified, exactly which are active during 
S-phase remains open to debate. 
Origin activation produces bi-directionally moving replication forks and expanding 
replication bubbles (Figure 1-7). As indicated, hundreds of these bubbles stud the 
genome during S phase, all merging to create two of every chromosome. The replication 
machinery slides along the template in the 3’ to 5’ direction, and can only synthesize 
DNA in the 5’ to 3’ direction. Therefore, the two melted strands of DNA at the 
replication fork must be synthesized in opposite directions. In the leftward moving fork 
in Figure 1-7, the DNA being synthesized on the top is labelled the leading strand, and 
the DNA being synthesized on the bottom is the lagging strand. Barring any problems, 
the leading strand can be synthesized continuously by a single polymerase. Conversely, 
the lagging strand is synthesized in the opposite direction in short bursts called Okazaki 
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fragments, which are annealed together. The process is referred to as semi-conservative 
because each of the resulting DNA molecules contains one newly synthesized strand, 
and a strand from the parent. 
As a final note regarding replication forks, a long-standing hypothesis was recently 
confirmed when the Tanaka and Blow laboratories showed that many replication forks 
cluster together as “replication factories” (Kitamura et al., 2006). By their count, at least 
a dozen factories are present in the yeast nucleus, indicating that each contains at least 
fifty forks. These experiments suggest that forks that coalesce into factories are likely 
exposed to the same conditions and behave similarly. Interestingly, clusters of early and 
late firing origins are observed across the genome, and may be a by-product of this 
phenomenon (McCarroll and Fangman, 1988; Poloumienko et al., 2001; Raghuraman et 
al., 2001; Yamashita et al., 1997). Sister forks, generated from the same origin, were 
!
Figure 1-7. Semi-conservative replication of DNA in a replication bubble. The double-
stranded DNA from the parent is pulled apart and the resulting two single strands are 
used as a template to replicate two new double-stranded molecules of DNA. DNA 
synthesis only happens in the 5’ to 3’ direction, thus the red arrows represent the leading 
strand synthesis, while the short, green arrows represent the Okazaki fragments on the 
lagging strand. One of the new molecules will remain with the parent cell, while the other 
is passed on to the daughter. 
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shown to associate with each other during the replication process. It is somewhat 
surprising then, that asymmetric progression of sister forks away from the origins has 
been described, and used as evidence for certain regions being more difficult to 
replicate than others (Raghuraman et al., 2001). This study revealed that forks probably 
do not slide along a stable DNA substrate, as schematized in many textbook 
representations of the process, and in this thesis, for the purposes of simplification. 
Instead, many strands of unreplicated DNA enters the factories, and pairs of replicated 
sister strands are extruded. A large number of proteins are required for replicating each 
strand, and therefore these factories are very likely enormous clusters of DNA and 
replication fork proteins, each of which contribute an important role in the replication 
process. 
 17!
1.4 - THE COMPOSITION & BEHAVIOR OF EUKARYOTIC REPLICATION FORKS 
The eukaryotic replication fork has yet to be reconstituted in vitro. The prevailing 
explanations for this fact are 1) not all of the essential components have been identified, 
2) specific post-translational modifications are required for them to function, and 3) a 
specific sequence of association of the players is critical, or 4) some combination of these 
possibilities. Conceptually, only a few enzymes are required for replication to occur - a 
helicase enzyme for unwinding the DNA (the MCM complex in yeast (Forsburg, 2004)), 
topoisomerases to remove negative supercoils from the annealed DNA, and polymerase 
enzymes that incorporate nucleotides into the new DNA strand (Figure 1-8). Of course, 
the entire picture is much more complicated and a number of accessory proteins are 
also required to initiate and maintain active replication. 
!
Figure 1-8. Hypothetical arrangement of eukaryotic replication fork proteins. RFC is 
coordinating the loading of the sliding clamp (PCNA) with the polymerases Pol ; and Pol <. 
MCM2-7 is the putative helicase, while GINS, and Cdc45 are accessory proteins [From (Johnson 
and O'Donnell, 2005)] 
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Other essential proteins associated with the replication fork include single-stranded 
binding proteins (RPA) to prevent the re-annealing of the melted DNA, sliding clamp 
proteins that hold the polymerase enzymes to the DNA (PCNA), a clamp loader to load 
the sliding clamp with the polymerases (RFC), and a number of ancillary proteins that 
appear to be required for helicase activity (Cdc45 and the GINS complex). 
1.4.1 - The Yeast Polymerases 
Replicating the genome requires the accurate and coordinated copying of both the 
leading and lagging strand templates by DNA polymerases. In prokaryotic organisms, a 
single enzyme is responsible for replicating both strands (e.g., DNA Polymerase III in E. 
coli). At least three enzymes are required for the synthesis of DNA in eukaryotic 
systems like S. cerevisiae (Figure 1-8). Specifically, Pol ", Pol #, and Pol $ coordinate to 
synthesize two new strands of DNA every round of cell division.  
Pol " has both RNA primase and DNA polymerase activity within the four subunits of 
the complex (Garg and Burgers, 2005; Johnson and O'Donnell, 2005), but it lacks a high 
degree of processivity. It therefore has the unique ability to lay down RNA primers 
followed by short strands of DNA. On the leading strand, it performs this function only 
near origins, but on the lagging strand this happens continuously in the form of 
Okazaki fragments, as replication is moving in the opposite direction of the progressing 
fork (Figure 1-7). 
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The Pol $ holoenzyme consists of four polypeptide subunits – Pol2, Dpb2, Dpb3, and 
Dpb4 (Figure 1-9 middle). The essential POL2 gene encodes the catalytic subunit Pol2. 
ChIP studies indicate that Pol $ is loaded onto the origins prior to S phase and moves 
away upon origin firing (Aparicio et al., 1997; Feng et al., 2003) and reviewed in 
(Johnson and O'Donnell, 2005). Surprisingly, the entire catalytic domain has been found 
to be non-essential for growing cells (Dua et al., 1999; Feng and D'Urso, 2001; Kesti et 
al., 1999). Dpb2, Dpb3, and Dpb4 all appear to provide some stabilizing function for the 
Pol $ polymerase activity, as well as other chromatin remodelling functions (Tackett et 
al., 2005). The Pol $ holoenzyme seems to have a fairly high degree of processivity even 
!
Figure 1-9. The composition of the three replicative polymerases present in yeast. Top - 
Pol = contains four subunits; the catalytic Pri1, Pri2, Pol1, and Pol12. Middle - Pol ; 
contains four subunits; the catalytic Pol2, Dpb2, Dpb3, and Dpb4. Bottom - Pol < 
contains three subunits; Pol3, Pol31, and Pol32 (Cdm1 is only present in humans and S. 
pombe. [Adapted from (Garg and Burgers, 2005)]. 
 20!
without PCNA, although the sliding-clamp confers some increase in fidelity, and 
appears to play a role in DNA repair (Dua et al., 2002). 
In S. cerevisiae, Pol # consists of three proteins (Figure 1-9 bottom) – Pol3, Pol32, and 
Pol31. Humans and S. pombe both have a fourth Pol # subunit called Cdm1 that is not 
present in yeast. This subunit does not appear to be essential for DNA replication 
(Reynolds et al., 1998). The catalytic subunit for Pol # is encoded by the essential POL3 
gene. Pol # interaction with PCNA on DNA conveys a high degree of fidelity that Pol #, 
unlike Pol $, does not possess on its own.  
The exact roles of the two processive polymerases, Pol # and Pol $, in replicating the 
genome are still being debated (reviewed in (Pavlov and Shcherbakova)). The Kunkel 
lab has shown that an error-prone mutant of Pol2 has a strong tendency to make T to A 
substitutions on the leading strand (Pursell et al., 2007), while a similar Pol3 mutant 
tends to misincorporate on the lagging strand (Nick McElhinny et al., 2008). This 
strongly suggests that Pol $ is exclusively responsible for synthesizing the leading 
strand, and Pol # the lagging strand (Figure 1-10 top). 
Unfortunately, the design of these experiments was such that replication was monitored 
only near the origins. This, and the fact that the catalytic portion of Pol2 has been shown 
to be non-essential has lead to an alternate hypothesis in which Pol $ is loaded onto the 
genome as replication initiates, but Pol # takes over for Pol $ at sites where the forks 
stall (Figure 1-10 bottom) [(Stillman, 2008) and personal communication with Dr. 
Stillman]. 
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Figure 1-10. The two most plausible scenarios for polymerase usage based on the current 
data. Scenario 1 – Pol ; and Pol < are each dedicated to a discrete strand. Based on work of 
the Kunkel lab, Pol ; is most likely responsible for polymerizing the leading strand, while 
Pol < is responsible for the lagging strand. Scenario 2 – Pol ; is loaded to the origins and 
progresses with the fork until a difficult to replicate region is reached. At this point, Pol < 
takes over and finishes the job. The observable difference between these two scenarios is in 
scenario 1, Pol can be seen across the genome, whereas it is localized to regions surrounding 
the origins in scenario 2. 
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Perhaps the process is so important that nature has built-in redundancy, and Pol $ can 
be compensated for by Pol #. To clarify the roles of these two enzymes, one could 
expand on the referenced mutational studies (Nick McElhinny et al., 2008; Pursell et al., 
2007) by moving the reporter genes farther away from the origins. Alternatively, simply 
monitoring the progression of each of these enzymes across the genome would reveal 
whether Pol $ is localized to the regions surrounding the origins, or if it progresses with 
the helicase enzymes to sites of replication termination.  
1.4.2 - The Yeast Helicase 
Genomic replication requires a single-stranded DNA template. An enzyme that melts 
double-stranded genomic DNA is essential for producing this template. In general, 
enzymes that carry this out are referred to as helicases. In yeast, there are 134 putative 
helicase open reading frames (Shiratori et al., 1999), but the most likely candidates for 
replicative helicases are six paralogous proteins called Mcm2-7 - collectively referred to 
as the MCM complex (Forsburg, 2004). These proteins are conserved in all eukaryotes, 
and are essential for the initiation of DNA replication.  
The three dimensional structure of the eukaryotic MCM complex has yet to be solved, 
but electron microscopic studies of the highly orthologous MCM protein from the 
archaeon Methanothermobacter thermautotrophicus (MthMCM) suggest that it forms a 
hexameric ring with a 3 - 4 nm pore, wide enough to allow a single or double-strand of 
DNA to pass through.  MthMCM has also been show to bind to DNA as a double 
hexamer, and to slide along the DNA after loading (Evrin et al., 2009). 
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MCM complex activity is regulated by the cell cycle, and is activated by S phase cyclin 
dependant kinases (including Cdk2 and Cdc7) (Sheu and Stillman, 2010). That two 
hexameric complexes are loaded onto the origins is in agreement with the concept of a 
single helicase moving in each direction away from the origin to unwind the DNA 
(Evrin et al., 2009). However, relative to the number of potential replication forks, there 
exists a vast overabundance of MCMs within cells. In S. cerevisiae, the number of MCMs 
is estimated to be ~30,000 copies per cell – a ratio of ~100 MCMs per origin (Forsburg, 
2004). In human cells a majority of MCM complexes are distributed along the genome, 
and are not localized to sites of replication. In the literature, this excess is referred to as 
the “MCM paradox” – the concentration of MCMs can be drastically decreased without 
affecting DNA replication. However, lowered amounts of MCMs do have a negative 
effect on the cell, implying that MCMs are doing more than just unwinding DNA 
(reviewed in (Forsburg, 2004)). Possible roles for MCMs outside of replication include 
transcription (DaFonseca et al., 2001; Yankulov et al., 1999; Zhang et al., 1998), 
chromatin remodelling (Ishimi et al., 1996; Ishimi et al., 1998; Ishimi et al., 2001), and the 
checkpoint response (Ishimi et al., 2003; Liang et al., 1999). 
Setting aside for the moment these alternate roles for MCMs, its function as the 
replicative helicase has been shored up in recent years. This has mainly come about 
from biochemical studies that finally uncovered helicase activity in vitro when co-
purified with several accessory proteins (Ilves et al., 2010; Moyer et al., 2006). 
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1.4.3 - Helicase Accessory Proteins – The CMG Complex 
While the MCM complex displays many characteristics of a DNA helicase enzyme 
(including ATPase activity, a structure that allows double stranded DNA to be passed 
through a 3 – 4 nm pore, and sequence homology to prokaryotic replicative helicase 
enzymes), in vitro helicase activity eluded researchers for many years. This is most 
likely because other accessory proteins or post-translational modifications required for 
the activation of this function need to be identified. Very recently, helicase activity was 
isolated from insect cells in a fraction that contained all seven subunits of the MCM 
complex, Cdc45, and the four subunits of the GINS complex (Moyer et al., 2006). 
Together these proteins have been labelled the CMG complex (Cdc45, MCM, GINS). 
The GINS complex is a component of the pre-RC, and consists of a highly conserved set 
of proteins - Psf1, Psf2, Psf3 and Sld5 (Kanemaki et al., 2003; Kubota et al., 2003; 
Takayama et al., 2003). The four subunits form a globular complex with a small central 
pore (Figure 1-11). All of the subunits share a very weak homology to each other, 
probably representing paralogues from a single gene that was duplicated twice. In the 
archaeal organism Solfolobus solfataricus, two proteins called Gins51 and Gins23 were 
identified (Makarova et al., 2005; Marinsek et al., 2006). Gins51 shows a domain 
organization that is similar to both Psf1 and Sld5, while Gins23 has an organization that 
resembles Psf2 and Psf3. The archaeal GINS has been shown to directly interact with the 
primase and helicase, implying a role in the initiation and maintenance of replication 
forks.  
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A similar role in eukaryotic systems is very likely, as many links to the helicase and 
replication fork have been observed. All four of the GINS subunits are essential for cell 
survival, and inactivation of the individual subunits by temperature sensitive mutation 
show that the genes are essential for the initiation of DNA replication (Kanemaki et al., 
2003; Takayama et al., 2003). In Xenopus egg extracts, GINS has been shown to localize 
at sites of unwound DNA (Pacek et al., 
2006), suggestive of a role at the 
replication fork. In yeast, the complex 
associates with paused replication forks 
(Calzada et al., 2005), and directly 
interacts with several fork proteins 
(Gambus et al., 2006) in a complex 
called the Replisome Progression 
Complex (RPC). ChIP experiments 
show that the GINS complex moves 
away from specific ARSs at the time of 
initiation (Kanemaki and Labib, 2006; 
Takayama et al., 2003). As mentioned, 
biochemical fractionation of the CMG 
strongly implicate GINS as supporting 
the helicase activity of the MCM 
complex (Moyer et al., 2006). Taken 
together, these data suggest that the 
GINS complex is an integral component 
!
Figure 1-11. The structure of the human GINS 
tetramer. A. A ribbon model view of the 
central pore. B. A space filling model of the 
GINS tetramer, looking into the central pore. 
[From (Chang et al., 2007)] 
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of the replication fork, and that its interaction with the genome correlates directly to the 
movement of the fork (reviewed in (Labib and Gambus, 2007) and (MacNeill, 2010)).!
1.4.4 – DNA Replication Fork Progression 
The progressing replication forks must cope with a number of obstacles in the genome – 
including the hydrogen bonds that hold the DNA together, the topology of the helical 
DNA, and the proteins embedded in the chromatin. The timing of origin firing and the 
rates of fork progression have been investigated by monitoring nascent DNA synthesis 
(Raghuraman et al., 2001; Yabuki et al., 2002). In one approach, newly synthesized DNA 
was isotopically labelled and separated from unreplicated DNA before being subjected 
to microarray analysis (Raghuraman et al., 2001). The results are represented as a 
replication-timing curve, indicating the time that every microarray element is 
replicated. An example of what curves like this look like is shown in Figure 1-12. In this 
study, origin firing was observed to occur as early 14 min into the cell cycle and as late 
as 44 min. A wide range of nucleotide incorporation rates (0.5 – 11 kb/min) was 
observed, with a mean of 2.9 kb/min. 
A second study monitored the copy number of each piece of DNA with microarrays 
(Figure 1-12, light grey line), reasoning that replicated DNA would yield twice as 
intense of a signal on the array. This study reported a mean rate of DNA replication of 
2.8 +/- 1.0 kb/min (Yabuki et al., 2002). In addition to these velocities, replication has 
been inferred to progress asymmetrically from certain origins (Raghuraman et al., 2001). 
These data have been interpreted to mean that the dynamics of replication fork 
progression are strongly affected by local chromatin structure or architecture, and 
perhaps by interaction with the machineries controlling transcription, repair and 
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epigenetic maintenance (Antequera, 2004; Deshpande and Newlon, 1996; Ivessa et al., 
2003; Raghuraman et al., 2001; Rothstein et al., 2000; Spiesser et al., 2010; Tourriere and 
Pasero, 2007). 
!
Figure 1-12. Example of Replication Timing. The replication timing curve for chromosome 
4 for heavy: light analysis (dark gray line (Raghuraman et al., 2001)), and for copy number 
analysis (light gray line (Yabuki et al., 2002)). Regions replicated first (origins) are higher 
up the y-axis, while late replicating regions are at the bottom. The vertical lines indicate the 
locations of the origins identified by these studies. (Nieduszynski et al., 2007). [From 
(MacAlpine and Bell, 2005)] 
 28!
1.5 - DNA REPLICATION & THE CELL CYCLE 
In mitotic division, cells duplicate their DNA in S-phase to ensure that the proper 
genetic material is passed on to their progeny. This process of DNA replication is 
initiated from several hundred specific sites, termed origins of replication, dispersed 
across the genome. It is essential for 
replication to initiate only once, and at the 
right time (during S phase), and it must 
finish prior to the initiation of anaphase to 
ensure that the genomes are properly 
segregated (Blow and Dutta, 2005; 
Machida et al., 2005). To ensure proper 
timing, the beginning stages of DNA 
replication are tightly coupled to the cell 
cycle through the activity of the cyclin-
dependent kinases CDK and DDK in a 
process referred to as licensing 
(Masumoto et al., 2002; Nguyen et al., 
2001; Sclafani and Holzen, 2007; Sheu and 
Stillman, 2010).  
Licensing is the stepwise assembly of 
proteins at the origins of replication 
(Figure 1-13). It is initiated by the 
recruitment of Cdc6 to the ORC complex 
!
Figure 1-13. Licensing of Replication Origins 
in S. cerevisiae. A model for the stepwise 
assembly of the replication fork. [From 
(MacNeill, 2010)] 
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at the origins in G1 (Aparicio et al., 1997). In turn, Cdc6 recruits Cdt1 and the Mcm2-7 
complex, forming the licensed origin and a complex referred to as the pre-replication 
complex (pre-RC) ((Hua and Newport, 1998; Nishitani et al., 2000; Rowles et al., 1999) 
and reviewed in (Blow and Dutta, 2005),(Nishitani and Lygerou, 2004), and (Mendez 
and Stillman, 2003)). The pre-RC matures into the pre-initiation complex (pre-IC) upon 
the recruitment of several other replication fork-associated proteins, including Cdc45, 
Sld3, and the GINS complex (Blow and Dutta, 2005). These steps are regulated by both 
the CDK and DDK cell-cycle kinases (Bell and Dutta, 2002; Diffley, 2004; Masai and 
Arai, 2002; Sclafani, 2000; Sclafani and Holzen, 2007; Stillman, 1996). 
All aspects of the cell cycle, including the licensing reaction (Figure 1-13), are controlled 
by the oscillating activity of CDK (reviewed in (Murray, 1989, 2004) Figure 1-14). 
Through most of the cell cycle, CDK activity prevents the initial steps of the licensing 
reaction from occurring by inhibiting the binding of Cdt1 to the ORC complex and 
!
Figure 1-14. Licensing of Replication Origins in S. cerevisiae. CDK activity is high 
throughout most of the cell cycle, inhibiting the licensing of origins through a variety of 
mechanisms. It decreases during G1, promoting the licensing of origins, and inhibiting 
active replication. As S phase commences, CDK activity returns, preventing the re-loading 
of the origins, but promoting active replication. [From (Blow and Dutta, 2005)] 
"!
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exporting Cdt1 and the MCM proteins from the nucleus (Bell and Dutta, 2002; Blow and 
Dutta, 2005). When cells enter a new round of mitosis (early G1), CDK activity 
decreases, which allows Cdc6 to bind to the ORC complex, and imports Cdt1 and the 
MCM proteins back into the nucleus. The licensed origins are activated through the 
phosphorylation of Mcm4 by DDK (Sheu and Stillman, 2010), which allows the binding 
of Sld3, Cdc45, and the GINS complex. These steps occur while CDK activity is still low 
at the end of G1. CDK activity is essential for the firing of the origin, which therefore 
occurs at the beginning of S phase when CDK activity rises once again (Figure 1-14) 
(Tanaka et al., 2007; Zegerman and Diffley, 2007). 
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1.6 - THE IMPORTANCE OF GENOMIC REPLICATION 
1.6.1 – The Basic Components of Life and Eukaryotic Development 
One of the great mysteries in biology is how life on Earth began some 3.8 billion years 
ago. Life as we know it today requires a blueprint in the form of a genome, and the 
genome in turn encodes for proteins that carry out biological functions. Proteins are 
necessary to replicate a genome, creating a paradox as to how the first genome could 
replicate itself. The best guess is that primitive blueprints were actually made from 
genetic heteropolymers that can both catalyze metabolism and confer heredity – an 
example of which is RNA, leading to the RNA world hypothesis. The precursors to 
prokaryotic cells are referred to as protobionts, and were able to metabolize chemicals 
from the environment and replicate themselves. They were solely composed of the two 
essential components for the “simplest” life - 1) genetic polymers and 2) membranes 
that separate the genetic material from the environment. Thus, copying the blueprints is 
one of the most fundamental aspects of life. 
Protobionts gave way to prokaryotes, most of which have smaller, circular genomes 
containing only a single site for initiation of replication. When multicellular eukaryotes 
evolved DNA replication took on new responsibilities – replicating much larger 
genomes that were split into several chromosomes, each with multiple sites of initiation. 
Instead of replicating the genome for progeny, replication in mitotically-dividing 
somatic cells yields copies of the cells, and replication in meiotically-dividing sex cells 
produces gametes.  
 32!
In humans, fertilization of a haploid egg cell by a haploid sperm cell sets off a cascade 
of events that culminates in the emergence of an adult human consisting of 1013 cells. 
How a single zygocyte, formed from the fusion of the two gametes, passes an exact 
copy of the genetic information to each cell over the course of 5 trillion cell divisions 
(DePamphilis, 2006) is a testament to the efficiency and elegance of the DNA replication 
process. A major difference between replication in unicellular versus multicellular 
organisms is that in the latter it is linked not only to cell growth, but also to 
differentiation. This may partially explain the fact that sequence specific origins are 
found in yeast, whereas multicellular organisms have evolved a more liberal origin 
usage. 
1.6.2 - When Eukaryotic Replication Goes Bad 
Cancer is a collection of diseases with a variety of associated etiologies. Needless to say, 
the molecular causes of these diseases are diverse and have proven difficult to remedy. 
Still, a single attribute underlies all cancers – namely, uncontrolled cellular growth 
leading to malignancy. Faithful replication of cellular DNA is part of the process that 
ensures normal cell growth is maintained, and defects in the DNA replication 
machinery can therefore lead to aberrant cell proliferation. The major causes of 
replication defects that result in uncontrolled cellular proliferation are the 
misincorporation of nucleotides, and damage or modifications to DNA. 
In humans, the spontaneous mutation rate is estimated to be between 10-9 and 10-11 
mutations/base pair/replication (Drake et al., 1998; Loeb, 2001). The events that ensure 
this extraordinary accuracy include the high degree of nucleotide selectivity of the 
replicative DNA polymerases, and the ability of these enzymes to proofread and correct 
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mismatched base pairs during the replication process, minimizing the possibility of 
detrimental lesions or point mutations in the genome. Despite the fine-tuned nature of 
this process, problems can arise that decrease fidelity, and affect the stability of 
genomes. If a DNA polymerase incorporates an incorrect nucleotide, and continues to 
extend the mismatched strand, a lesion forms and a point mutation may arise in the 
next round of synthesis. The major replicative polymerases - Pol $ and Pol # - have 3’ 
exonuclease activity that is responsible for correcting these errors, but studies of mice 
that are deficient in this proofreading activity show increased rates of tumorigenesis 
(Goldsby et al., 2002). 
Overall, the process of unwinding and replicating DNA renders it particularly 
susceptible to damage in the form of lesions and double-stranded breaks. In turn, these 
features stall replication fork progression, preventing the complete replication of the 
genome. Cells have multiple checkpoint and repair pathways to correct these problems 
when they arise, and defects in any one of the repair pathways can result in decreased 
genome stability. For example, the ATM gene encodes for a protein that senses DNA 
damage associated with double-stranded breaks (Sancar et al., 2004). Mutations in this 
gene lead to problems in the DNA damage response, predisposing the patients to 
leukemias and lymphomas in a disease named ataxia-telangiectasia. 
Clearly, the process of DNA replication is an integral part of genomic stability. Many 
other devastating diseases are the result of complications in the replication cycle, 
including Fanconi Anemia, Bloom’s Syndrome, and Werner’s Syndrome. All of these 
are rare, autosomal recessive conditions, and interestingly, can lead to increased rates of 
cancer or the appearance of aging in carriers. Understanding the process of DNA 
replication therefore goes beyond basic curiosity to appreciate how cells work - it is 
 34!
essential for understanding the causes of cancer and other diseases associated with 
genomic instability.  
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CHAPTER II ! PROTEIN-PROTEIN INTERACTIONS 
OF REPLICATION FORK COMPONENTS 
Within cells, proteins carry out a vast assortment of cellular functions. In most, if not all 
cases, two or more proteins must interact with each other for their role in the cell to be 
fulfilled. These multiprotein complexes can be thought of as molecular machines, and 
can be extraordinarily large as in the case of the nuclear pore complex (456 individual 
proteins in yeast, totalling ~50 MDa) (Alber et al., 2007). Yet enzymes, in many cases, 
are composed of a single catalytic subunit bound to a handful of regulatory or auxiliary 
proteins. 
The individual components of the replication fork are multiprotein complexes that 
range in size from four to seven polypeptide chains (as discussed in Chapter 1; 
Figure 1-8). The smaller component complexes interact with each other during S phase 
to form larger functioning complexes. For example, the homotrimer PCNA interacts 
with the three-subunit Pol #, equipping it with the requisite processivity to fulfill its 
role in copying the genome (Burgers, 1991; Langston and O'Donnell, 2008). To do so, 
PCNA acts as a sliding clamp (Georgescu et al., 2008) and reviewed in (Jeruzalmi et al., 
2002), (McHenry, 2003), and (Johnson and O'Donnell, 2005)) - wrapping itself around 
single-stranded DNA and forming a tight bond with the polymerase enzyme. 
Because PCNA encircles single-stranded DNA, and the polymerases require a single-
stranded template, a replicative helicase must unwind and melt the duplex genomic 
DNA in front of the PCNA-polymerase complex. The six-subunit MCM complex 
appears to possess this enzymatic activity only when it interacts with the four-subunit 
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GINS complex and Cdc45 (collectively, this is referred to as the CMG complex) (Ilves et 
al., 2010; Moyer et al., 2006). Thus, a minimum of eleven proteins must be in physical 
contact at the replication fork to produce unwound DNA, yet the details of the 
interactions that underlie this important complex are poorly understood. Moreover, the 
CMG and the replicative polymerases must coordinate with each other to some degree 
in order to minimize the amount of exposed, single-stranded DNA in the genome 
during replication. 
The characterization of protein-protein interactions of these types is feasible due to 
advances in protein isolation and biological mass spectrometry (Beavis and Chait, 1996; 
Krutchinsky et al., 2001). A general workflow for such an experiment is outlined in 
Figure 2-1. Briefly, tiny magnetic beads (made from polystyrene embedded with 
paramagnetic particles) that are conjugated with the appropriate antibody can be used 
to quickly and directly isolate a genomically-tagged protein (the bait) from the cellular 
milieu. Under appropriate conditions, proteins that interact with the bait protein inside 
the cell will co-isolate as a complex. Peptide mass fingerprinting and mass 
spectrometric sequence analysis can then be used to identify these proteins from protein 
databases (Zhang and Chait, 2000). This powerful tool can be used to examine the 
function of proteins in the cell by characterizing their interaction partners. For example, 
the interactions of Pol $ have been previously characterized in this way (Iida and Araki, 
2004; Tackett et al., 2005). In this chapter, the protein-protein interactions of GINS and 
Pol # - two proteins that play key roles in the unwinding and synthesis of DNA, 
respectively - are described. 
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Figure 2-1. A workflow description of the immunoisolation and identification of proteins 
from yeast cells. The protocol described here can be generalized to the experiments 
described in both Chapters 2 and 3. Step I) a complex is isolated via an affinity tagged 
protein component. Step 2) Members of the complex are separated by gel electrophoresis 
and identified mass spectrometrically. 
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2.1 – PROTEOMIC CHARACTERIZATION OF THE GINS COMPLEX & ITS BINDING 
PARTNERS 
MATERIALS & METHODS 
Strain Construction, Storage, and Growth Conditions 
S. cerevisiae strains are from the W303-1A background (see Appendix A for a list of 
strains used in this work, and their genetic background). The strains in use in this 
section (ATY112, ATY113, and ATY114) contain a genomic PrA tag at the 3’ end of the 
ORF of each of the genes encoding the four subunits of the GINS complex (SLD5-PRA, 
PSF1-PRA, and PSF2-PRA, respectively). Stocks of the cells are stored indefinitely at 
-80°C in YEPD (10 g/L yeast extract, 20 g/L Bacto-peptone, 20 mg/L uracil, 80 mg/L 
tryptophan, 40 mg/L adenine hemisulfate, 20 g/L D-glucose) and 25% glycerol. When 
required, strains are streaked to SD –his plates (20 g/L agar, 6.7 g/L yeast nitrogen base 
without amino acids, 1.6 g/L yeast synthetic drop-out media minus histidine, 20 g/L D-
glucose) and grown at 30°C for 2 days, or until a thick streak is observed. Plates are 
stored at 4°C and used to inoculate cultures for experiments for no longer than one 
month before re-streaking from frozen stocks. Typically, a small amount of cells is 
cultured in 2 mL YEPD at 30°C overnight, reaching a density of ~2x108 cells/mL. This 
culture is then diluted 1:100 in 5 mL YEPD and incubated at 30°C for 5 hr, until the 
density reaches mid-log, ~2x107 cells/mL. Finally, these cells are used to inoculate large 
batches of YEPD (4 – 12 L), by calculating the number of cells from the inoculum 
required to achieve a mid-log density culture the following morning (assuming a 90 
min doubling time at 30°C). 
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Harvesting Cells and Cell Lysis 
Once the cells reach mid-log density (~2x107 cells/mL), the culture is centrifuged for 10 
min at 4°C and 10,000 RPM. The supernatant is discarded and the pellet washed with 
sterile, de-ionized water. The cells are centrifuged again for 5 min at 4°C and 3000 RPM. 
The supernatant is discarded and the pellet re-suspended in Yeast Lysis Buffer (20 mM 
hepes pH 7.5, 1.2% polyvinylpyrrolidone, 0.2 mg/mL PMSF, 4 !g/mL pepstatin A) at a 
ratio of 100 !L/g of cells (weight of the cells is an estimate based on the volume of the 
pellet in the tube). The cells are then dripped into liquid nitrogen, forming small frozen 
balls that are stored at -80°C. 
The frozen cells are cryolyzed (ground at liquid nitrogen temperatures) by using a 
MM400 Mixer Mill (Retsch). To achieve complete lysis and minimize losses, ~4 g of cells 
are placed in steel jars that are pre-frozen in liquid nitrogen for 5 – 10 min. A single 5 
mm stainless steel ball bearing is added and the canister oscillates at 30 Hz for 3 min. 
This is repeated a total of five times, with incubation of the entire canister in liquid 
nitrogen in between rounds of grinding. The momentum imparted to the grinding balls 
by the high frequency oscillations force the grinding balls to crush the samples with 
high energy against the rounded ends of the canisters. A small amount of powder is 
checked for complete lysis, as evidenced by completely broken cells with few if any 
intact cells in the field of a 40x objective on a phase contrast microscope (Zeiss). In all 
experiments the degree of lysis is estimated to be !95%.  
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GINS Complex Immunoisolation 
The GINS complex is immunoisolated via the PrA affinity handle that is genomically 
encoded at the C-terminus of each individual subunit (Sld5, Psf1, Psf2 in strains 
ATY112, ATY113 and ATY114, respectively). Typically, 2 – 3 g of frozen powder is 
resuspended in 5 mL GINS IP Buffer per 1 g of cell grindate. The buffer includes 20 mM 
hepes pH 7.5, 2mM MgCl2, 0.1% tween-20, 1/100 (v/v) solution P (20 mg/mL 
phenylmethylsulfonyl fluoride, 0.4 mg/mL pepstatin A in ethanol) and NaCl. Salt 
concentrations of 150 mM, 200 mM, and 300 mM were used to test for appropriate IP 
conditions. Additionally, 20 !g/mL of DNase I is added to half of the suspended cells, 
which are then incubated for 10 min at room temperature. In all other IPs, the DNase 
step is omitted, and the buffer contains 150 mM NaCl. 
The cell powder is never allowed to thaw before being resuspended in ice-cold IP 
buffer. Upon resuspension, it is immediately homogenized for 10 sec with a polytron 
device (in earlier experiments), or by vortexing at a high setting for ~30 sec (in later 
experiments, which proves to be just as effective). Once thawed and fully homogenized, 
the suspension is centrifuged for 10 min at 4°C and 3,000 RPM. The supernatant is then 
passed through a 1.6 !m glass microfiber syringe filter (Whatman, Piscataway, NJ) to 
remove further any debris. 7.5 mg of IgG conjugated dynabeads (Invitrogen, (Cristea et 
al., 2005; Tackett et al., 2005); conjugation protocol can be found online at 
http://prowl.rockefeller.edu/protocols/conjugation_magnetic_beads.html) is added to 
the flowthrough and the samples are incubated at 4°C for 1 hr with constant rotation. 
The beads are collected on a magnetic rack (Invitrogen) for 5 min at 4°C. The 
supernatant is discarded and the beads are washed five times with 1 mL of cold GINS 
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IP buffer. A final wash with 1 mL of wash buffer (0.1 M ammonium acetate pH 7.5, 0.1 
mM MgCl2, 0.02% tween-20) helps to remove salt from the sample. The complex is 
eluted from the beads by incubating twice with 500 !L of elution buffer (0.5 N NH4OH 
and 50 mM EDTA) at room temperature for 20 min. The supernatants are pooled and 
dried in a speedvac (ThermoSavant) for !2 hr for analysis by SDS-PAGE. 
SDS-PAGE Analysis 
Dried protein samples were resuspended in 4.5 !L of HPLC-grade H2O, and 5 !L of 2X 
TCEP-sample buffer (625 !L tris-HCL 2M, 500 !L of 0.1% bromophenol blue, 400 !L 1M 
tris base, 500 !L 0.2M TCEP-HCl in H2O, 2 mL of glycerol, 4 mL 10% SDS). After 
mixing, samples were mixed and heated at 95°C for 5 min, and allowed to cool to room 
temperature. The samples were alkylated by adding 0.5 !L of 0.5 M iodoacetamide (25 
mM final concentration), incubating in the dark at room temperature for 30 min. 
Samples were then loaded onto a NuPAGE® 4-12% Bis-Tris gel (with MOPS running 
buffer), and resolved at 125V for 5 min, then 200 V for 45 min. The gel was fixed in 10% 
acetic acid, 16% methanol for 5 min with rocking, and then washed extensively with 
HPLC grade H2O. Proteins were visualized with GelCode® Blue colloidal Coomassie 
stain (Pierce), developed with 1% acetic acid, and scanned. 
In-Gel Digestion of Protein Bands 
The entire lane was cut into 1 mm bands using a Mickle gel Slicer (Brinkman 
Instruments). Approximately 60 bands were excised from a 10 cm gel with a small 
razor, and pairs of consecutive bands were transferred to a microcentrifuge tube (2 mm 
segments of the gel). The gel slices were destained by adding 500 !L of 50 mM 
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ammonium bicarbonate/50% methanol, and shaking overnight at 4°C in a vertical 
vortex mixer (Tomy Seiko Co.). Twice adding and removing 100 !L of acetonitrile dried 
the destained gel slices. Proteins are digested with 150 ng of bovine, modified, 
sequencing grade trypsin (Roche) for 2 hr at 37°C. 
A slurry of POROS® 20 R2 beads (PerSeptive Biosystems) were used to extract the 
tryptic peptides.  
15 !L of bead slurry was added to each gel slice, and agitated at 4°C overnight (Cristea 
et al., 2005; Tackett et al., 2005).  
The POROS beads were removed from the sample and loaded onto ZipTips® (C18, size 
P10, Millipore) that were washed with elution solution (70% acetonitrile/0.1% 
trifluoroacetic acid). The ZipTips were washed twice with 20 !L of 0.1% trifluoroacetic 
acid, and eluted directly onto a MALDI target with matrix at 50%-saturation in 70% 
acetonitrile/0.1% trifluoroacetic acid. The standard MALDI matrix for these 
experiments was "-cyano-4-hydroxycinnamic acid (4-HCCA). 
MALDI MS and MS/MS Protein Identification 
Peptide masses were determined mass spectrometrically by using a PrOTOF 
(PerkinElmer Life and Analytical Sciences) orthogonal time-of-flight mass spectrometer. 
Peptides sequences were further validated by tandem MS/MS by using a MALDI-LTQ 
(Thermo Fisher). MS data is calibrated post-acquisition by using the 1673 Da trypsin 
auto digestion product peptide as an internal standard, improving the mass accuracy to 
"10 ppm. Identifications are made by pasting the list of peptide masses into the 
Profound search engine (http://prowl.rockefeller.edu/), and searching against the 
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yeast protein database. Similarly, the XProteo algorithm was utilized to identify 
proteins with the tandem MS/MS data (www.xproteo.com). 
RESULTS 
Genetic studies indicate that GINS is an essential component of the replication 
machinery. In agreement with this interpretation, GINS is found to localize to sites of 
unwound DNA in oocyte extracts from X. laevis (Pacek et al., 2006), and to interact with 
Cdc45 and several other replication fork proteins (Gambus et al., 2006). Our 
characterization of the protein-protein interactions of the GINS complex uses an 
orthogonal isolation strategy, and was carried out prior to the publication of this latter 
study. In an initial analysis, conditions for purifying GINS complex from cells 
expressing a PrA tagged version of Sld5 were worked out (Figure 2-2). The purity was 
gauged solely from the bands observed on a Coomassie stained gel, and the identities of 
the proteins are preliminary “guesses” for optimization purposes prior to performing 
the full mass spectrometric analysis. Future experiments confirmed these guesses. NaCl 
concentrations and the effect of DNase on the interactions were tested, and found to 
have little affect on the core complex. 
In general, the IP appears very clean. Few, if any suspected contaminant proteins are 
observable by gel and the amount of IgG leaching off the beads appear low. By 
estimating the molecular weights from band migration, each of the four GINS subunits 
is observed to co-isolate with Sld5-PrA under all conditions. This indicates that the 
complex is extremely stable, and is not mediated by or dependent on the presence of 
DNA. 
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A fifth protein is observed to migrate ~110 KDa. This protein appears to interact stably 
with the GINS complex at low salt conditions, but quickly dissociates as salt 
concentration increases. The interaction remains consistent regardless of the presence of 
DNase in the IP, and is therefore unlikely to be mediated by the presence of DNA. 
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Figure 2-2. Isolation of the GINS complex by magnetic bead affinity-isolation. The Sld5 
subunit of the GINS complex was tagged with PrA and 2 g of cells were immunoisolated 
with rabbit-IgG conjugated dynabeads. The concentration of NaCl and the presence of 
DNase I is indicated above each lane and the size of the molecular weight proteins are 
indicated on the left. The identities of the bands are based on the observed molecular 
weights. Psf1, Psf2, and Psf3 co-migrate as a single band in this gel. 
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Final conditions for routine immunoisolation of the GINS complex include 150 mM 
NaCl, and exclude the digestion of DNA by DNase I. In order to identify the interacting 
proteins by mass spectrometry the amount of samples were increased to 3 g, and 3 of 
the 4 subunits were isolated via their PrA tags (Sld5, Psf1, and Psf2; Figure 2-3). All four 
GINS proteins co-purified with the three analyzed subunits, as did the subunits of the 
MCM complex and Cdc45. These three proteins constitute the CMG, a complex believed 
to be necessary for helicase activity (Ilves et al., 2010; Moyer et al., 2006).  
!
Figure 2-3. Proteomic identification of proteins interacting with the GINS complex. Psf1-
PrA, Psf2-PrA, and Sld5-PrA were immunoisolated by using optimized conditions. The four 
subunits of the GINS complex consistently co-isolated with each of the bait proteins 
(indicated by yellow font). Other proteins identified include Ctf4 (105 KDa), Cdc45 (74 
KDa), and members of the MCM complex (ranging in MW from 87 – 114 KDa, numbers are 
indicated in red font). 
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In addition to the isolation of the CMG complex, the cohesion-associated protein Ctf4 
co-isolated with the GINS. The role of Ctf4 remains a mystery, but it is thought to be 
involved in bridging these two mitotic processes (replication and sister chromatid 
cohesion) (Formosa and Nittis, 1999; Hanna et al., 2001; Kouprina et al., 1992; Miles and 
Formosa, 1992). None of the three tagged proteins appeared to have any deleterious 
effects on the cells, but we chose to utilize Psf2 for all future isolations as this IP worked 
somewhat better than the other three. 
Our approach demonstrates a successful attempt to isolate the CMG complex, but 
misses many of the components associated with the RPC (as characterized by (Gambus 
et al., 2006)). This, along with in vitro helicase assays, indicates that the CMG is a core 
complex, while the other RPC proteins may play an ancillary role to the unwinding of 
the DNA at the fork. 
Another intriguing clue in these data is the lack of any hint that the three polymerase 
enzymes interact with GINS. Indeed, none of these proteins have ever been shown in 
direct complex with the CMG. This may suggest that the helicase, which by definition 
must travel ahead of the polymerases, is an independent complex. Native studies 
investigating proteins that directly associate with Pol $ failed to identify any of the 
CMG members (Iida and Araki, 2004; Tackett et al., 2005), although an interaction has 
been found when the cells were first treated with a chemical cross-linker (Muramatsu et 
al., 2010). This may imply that the link between these proteins is dependent on DNA, 
but this remains to be investigated. If a direct interaction exists, the fairly mild 
conditions used here to isolate the CMG complex appear to eliminate it. Regardless, the 
CMG must coordinate with the polymerases to some extent, and it is therefore of 
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interest to characterize the interactions of Pol #, and to investigate whether it shows any 
interaction with these proteins. 
2.2 – PROTEOMIC CHARACTERIZATION OF THE POLYMERASE ! HOLOENZYME 
MATERIALS & METHODS 
Strain Construction and Storage 
The strain in use in this section (ATY44) contains a PrA tag at the 3’ end of the Pol3 
ORF, which is the catalytic subunit of the Pol # holoenzyme. Cells were stored and 
cultured identically as in the GINS isolations. 
Harvesting and Cell Lysis 
The harvesting and lysis protocols were identical to those used in the GINS isolations. 
Pol2 Immunoisolation 
The immunoisolation of Pol3-PrA was identical to that of Psf2-PrA, except for the IP 
buffer (20 mM Hepes pH7.4, 140 mM NaCl, 1 mM EDTA, 1% Triton X-100, 0.5% Na-
Deoxycholate, 1/100 (v/v) solution P, 1/200 (v/v) protease inhibitor cocktail (Sigma)). 
These conditions were previously used to isolate Pol3 for ChIP analysis (Hiraga et al., 
2005).  
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SDS-PAGE and Mass Spectrometric Analysis 
The protocols for SDS-PAGE and mass spectrometric analysis of Pol # were identical to 
those used to analyze the GINS complex. 
RESULTS 
Pol # is a multiprotein complex consisting of three polypeptides – Pol3, Pol31 and Pol32 
(Figure 1-9). The role of this enzyme is to synthesize DNA from a template strand, in the 
wake of the helicase. To date, focused proteomic analysis of the complex has not been 
carried out, and so interactions with other replication fork proteins have not been 
assigned. The results presented in Figure 2-4 A suggest that Pol3 forms a stable complex 
with Pol31 and Pol32 (these three proteins form the holoenzyme Pol #), but do not 
directly interact with any other proteins to a significant degree (MS results can be found 
in Appendix B, Table B-6). No sign of any of the GINS or MCM proteins was observed 
to interact with Pol3 in these experiments. 
There are several explanations for these results that are fully compatible with the 
present data. They are: 1) A large excess pool of Pol # exists within the cells, and at any 
given time only a small fraction of the protein is bound to the replication fork, 
interacting with other fork proteins, and 2) The IP conditions in use were too stringent, 
stripping away less tightly bound proteins. 3) The CMG and Pol # form completely 
distinct complexes within the cell. 
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By performing the immunoisolation under less stringent conditions, it is possible to test 
for the second interpretation (Figure 2-4 B). The results show that even in far lower 
detergent conditions, no CMG proteins can be found interacting with Pol3. Because the 
conditions are relatively mild, and no interaction has been shown in either direction 
(that is, via the GINS or Pol #), it seems unlikely that the second explanation would be 
the case. On first glance, the third interpretation may also seem surprising since the 
polymerases must coordinate with the helicase to some extent, although it is possible 
that the distinct complexes remain near each other despite no physical interaction. 
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Figure 2-4. Polymerase < was immunoisolated via a protein A tag on the c-terminus of the 
catalytic subunit Pol3. A. Under highly stringent conditions only Pol32 and Pol31 are 
detected. B. Under conditions of lower stringency, several putative contaminant proteins 
appear in the gel (Cdc19, Tef1, and Tdh3) along with Pol31 and Pol32, but no CMG proteins 
appear to be present. 
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CHAPTER III – DYNAMIC PROTEIN-PROTEIN INTERACTIONS 
The results described in the previous chapter demonstrate how information about 
protein-protein interactions for the CMG and Pol # complexes can reveal certain aspects 
of about their biological relevance. The CMG is observed to form a stable complex, 
while other members of the RPC appear to be structurally ancillary to this core. Further, 
interaction studies of the CMG and the polymerases Pol $ and Pol # have so far failed to 
reveal a direct connection between any of these proteins. These results suggest that if 
the interactions exist, they are very weak, or they are only present for a fraction of the 
protein pools in the cell population. One possible explanation for this observation is 
that the proteins only interact in particular stages of the cell cycle. 
Focused proteomics experiments are typically performed from asynchronous cultures 
of cells. This approach is extremely effective at identifying stable interactions that 
persist throughout the cell cycle. However, in some cases the compositions of 
multiprotein complexes are altered by trans-acting stimuli, such as the phosphorylating 
activity of cell cycle dependant kinases (CDK). CDK activity regulates a vast number of 
cell cycle dependent processes within the cell, including DNA replication. Proteomic 
studies of specific replication complexes may therefore benefit from an approach where 
the interactions of these proteins were dissected into discrete stages of the cell cycle. 
This chapter describes experiments that couple classical techniques for synchronizing 
cells with state-of-the-art immunoisolation of protein complexes and mass 
spectrometric readout. The focus is on the GINS complex in these experiments because 
a number of proteins were identified in the affinity isolation from asynchronous cells 
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(Chapter 2) that appear to interact less tightly than the tetrameric core GINS complex. 
This suggests that these loosely bound proteins are either peripheral to the core GINS 
complex, or that the interaction is not persistent in all cells, and may be regulated by the 
cell cycle. 
3.1 - PROTEOMIC CHARACTERIZATION OF THE DYNAMIC PROTEIN-PROTEIN 
INTERACTIONS OF THE GINS COMPLEX 
MATERIALS & METHODS 
Strain Construction 
Strain MSY1 was constructed from strain ATY114 by replacing the BAR1 gene, which 
encodes for the "-factor protease with the KANMX4 selection cassette (see appendix A). 
This produced a Psf2-PrA strain that was rendered hypersensitive to !-factor arrest in 
G1.  
Cell Growth and Harvesting 
10 L of cells were grown in a 12 L BioFlo 410 fermenter (New Brunswick) in rich YEPD 
medium for synchronization at 30°C. When the cells reached a density of ~7.5x106 
cells/mL), "-factor was added to a concentration of 50 nM and the culture was allowed 
to incubate for another 3 hr. When fully blocked, as assessed by the complete 
appearance of the shmoo morphology, the cells were very quickly harvested through a 
drain valve at the bottom of the fermenter and centrifuged for 10 min at 10,000 RPM at 
4°C. The cell pellets were washed twice with ice-cold YEPD, and resuspended in 10 L of 
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fresh YEPD (no "-factor) in the fermenter at 25°C. The initial cell density for all 
experiments was ~1x107 cells/mL. Upon release from G1 block, cell density, DNA 
content, and the budding index were all used to monitor uniform progression of the 
population throughout the cell cycle. 
500 mL of cells were harvested every 15 or 30 minutes (two separate experiments) 
directly into a 1 L centrifuge tube that was filled halfway with ice to slow down cellular 
processes. Each time point was pelleted for 3 min at 5000 RPM in a JLA-8.1000 rotor in 
an Avanti J-26 XP centrifuge (Beckman Coulter). The pellet was quickly washed with 
sterile dH2O, centrifuged again for 3 min at 3500 RPM, and quickly resuspended in 100 
!L of yeast grind buffer. The suspension was dripped into liquid nitrogen forming very 
small, frozen balls. The process from harvesting to freezing took no more than 10 min, 
and the cells were kept on ice at all times to minimize progression or loss of synchrony. 
Cells were stored at -80°C until all time points were ready for grinding. 
Flow Cytometry and Budding Index 
10 mL of cells from each time point were fixed in 70% ethanol for 1 hr at room 
temperature, and prepared for FACS analysis following previously described methods 
(Haase and Lew, 1997). Cells were stained with 50 µg/mL propidium iodide, and DNA 
content was analyzed using a Facscalibur I (BD Biosciences). Data analysis was 
performed with FloJo 8.3.3 (http://www.flowjo.com). 
Budding indices were calculated for all time points by counting the percentage of cells 
in each time point that contained small or large buds. The reported budding index is the 
total of both small and large bud counts. 
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Cell Lysis and Immunoisolation of Protein Complexes 
Each time-point of frozen cells was cryolyzed as described for the asynchronous GINS 
and Pol # immunoisolations. 3 g of grindate from each time point was resuspended in 
GINS IP buffer and immunoisolated as in the asynchronous IP experiments (Section 
2.1). 
SDS-PAGE and Mass Spectrometric Analysis 
The SDS-PAGE and mass spectrometric analyses of the proteins present in each time 
point Psf2-PrA IP were essentially the same to those of the asynchronous experiments. 
Here, each gel lane was sliced into 2 mm sections for digestion and MS analysis. Thus, 
even slices with no observable bands were searched for the presence of proteins. This is 
important because the sensitivity of the MS instruments far exceeds that of Coomassie 
stain. 
RESULTS 
3.1.1 - Lower Time-Resolved Focused Proteomics of GINS 
As a proof of principle for a time-course focused proteomics analysis, a preliminary 
experiment in which time points were harvested every 30 min for 2.5 hr is presented in 
Figures 3-1 and 3-2. Cell density and the budding index were monitored for each time 
point, and indicate that the cells are properly released from G1, and cycle through with 
relative synchrony (Figure 3-1). DNA content was not monitored in this experiment, 
and so an approximation of the cell cycle is indicated above the growth curve and IP 
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results. Briefly, cells enter S phase ~15-20 min after being released from G1, and finish 
mitosis ~80-90 min after release. 
The successful immunoisolation of the GINS complex for all six time points is shown in 
Figure 3-2 (detailed information on the MS and MS/MS identification can be found in 
Appendix B, table B-4). The results show that the tagged version of Psf2-PrA pulls 
down each of the remaining three subunits (Sld5, Psf1, and Psf3) in all time points, 
confirming that GINS is a stable, heterotetrameric complex throughout the cell cycle. 
The bands corresponding to the four GINS subunits appear to be of roughly equal 
intensity on the gel. 
!
!
Figure 3-1. Growth curve and budding index for 30 minute time-course experiments. The 
dark line corresponds to the cell density (right axis), and the light line corresponds to the 
budding index (left axis). The cells are in S phase in the 30 and 60 min time point, and 
finish dividing by the 120 min time point. 
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The remaining members of the CMG complex - Cdc45 and several of the MCM proteins 
- were identified in the 60 and 150 min time points. The 60 min sample roughly 
corresponds to cells that are in S phase, indicating that the CMG complex is formed 
exclusively in this stage of the cell cycle. Importantly, the time point that is 150 min after 
release from G1 corresponds to divided cells and likely re-entered the next round of 
DNA replication (Note: After one division, cell synchrony is partially lost due to the 
asymmetric division of yeast, so this later time point only stands to confirm that the 
cells are cycling properly). The four core histones appear to interact with the GINS 
complex in these same S phase time points, forecasting a role of the complex in 
chromatin during replication. This is highly compatible with the prediction that the 
CMG works as the helicase at the replication fork. 
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Surprisingly, the only other RPC protein to co-purify with the CMG is the cohesion 
protein Ctf4. The fact that it does so during all time points suggests that this interaction 
persists throughout the cell cycle. However, no other components of the RPC are 
observed in any time point, and neither Pol $ or Pol # can be identified in any time 
point. It remains possible that the isolation conditions are too stringent for the 
purification of this entire complex. 
!
 
Figure 3-2. 30-Minute time-course proteomic characterization of the interactions of the 
GINS complex. Psf2-PrA was immunoisolated from synchronized cells corresponding to the 
time indicated along the top of the gel. The bands for the MCM complex are indicated by 
their corresponding number in red font. Proteins were identified by MS after in gel 
digestion with trypsin. The MS scores can be found in Appendix B, Table B-4. 
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 3.1.2 - Higher Time-Resolved Focused Proteomics of GINS 
Given the "90 min duration of the cell cycle, harvesting time points every 15 minutes 
provides considerably more information than the 30 min time points described above, 
and allows for more specific assignment of interactions to specific stages in the cell 
cycle. Because the CMG complex formation is likely to be an indicator for GINS 
functionality, its formation was carefully monitored.  
The cells cycled appropriately (Figure 3-3), as indicated by the budding index and flow 
cytometry. The overall interaction picture for the 15 min time-course was identical to 
that in the 30 min experiment – the stable GINS complex and Ctf4 interacted with the 
MCM complex, Cdc45, and the four core histones specifically during S-phase 
(Figure 3-4). The higher time resolution revealed that the CMG complex formed 
sometime after the 15 min time point, but before the 30 min time point. The interaction 
peaked in the 45 min time point, and disappeared after the 75 min time point. These 
observations indicate that the CMG complex forms specifically in S phase, consistent 
with the view that the CMG complex is necessary for unwinding the DNA at the 
replication fork. It is interesting to note that the remaining members of the RPC – Mrc1, 
Csm3, Mcm10, Spt16, and Top1 - were not identified in any time point in either the 30 
min or 15 min experiments. This is likely due to the fact that the fractionation of the 
RPC (Gambus et al., 2006) was done under very specific conditions to preserve these 
interactions, and these components very likely interact less stably than the core CMG 
components. 
The hope for this experiment was that isolating GINS complexes from cells at discrete 
points in the cell cycle would help enrich for less stable or frequent interactions. Indeed 
 59!
the relative intensities of the MCM proteins to the GINS proteins is much increased in 
the 30 min time point compared to asynchronous cells. Still, we were not able to detect 
the presence of Pol $ or Pol #. The lack of any hint of an interaction between the GINS 
complex and Pol $ or Pol # in these studies or the Pol2 and Pol3 isolations is striking. 
Importantly, it has been shown that GINS and Pol $ can be co-isolated from cells that 
have been treated with formaldehyde in order to capture transient or indirect 
interactions (Muramatsu et al., 2010). On first glance our results likely imply that the 
GINS-Pol $ interaction they have described is indirect, occurring through DNA or 
B>! ! ! ! ! ! ! ! ! ! C>!
!
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Figure 3-3. Monitoring the progression of synchronized cells for time-resolved focus 
proteomics analysis of the GINS complex. A. The budding index (black line) and cell count 
(grey line) for time points harvested every 15 minutes for focused a proteomics experiment. 
B. The DNA content for the cells in each time point. The y-axis indicates the time point, and 
the relative amount of DNA is indicated with arrows. 
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another protein. They speculate that this interaction occurs via the essential C-terminal 
portion of Pol2, and that it is not dependent on DNA - although no data in support of 
this was shown in the paper. A direct interaction between the GINS complex and Pol $ 
must occur at a very weak level, if it occurs at all. 
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Figure 3-4. 15-Minute Time-course Proteomic Characterization of the interactions of the 
GINS complex. A. Psf2-PrA was immunoisolated from synchronized cells corresponding to 
the time (in minutes after release) indicated along the top of the gel. An IP from 
asynchronous cells is indicated (Asy). The bands MCM complex are indicated by their 
corresponding number in red font. Proteins were identified by MS after in gel digestion 
with trypsin. The mass spec scores can be found in Appendix B, Table B-5. B. Expanded 
look at the region around 105 KDa in the gel indicates which time points show interactions 
between Psf2-PrA and the MCM proteins (black dots). 
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It is fascinating that GINS co-isolates with the sister chromatid cohesion factor Ctf4. 
Ctf4 has been shown to interact genetically with several other replication proteins, but 
its role at the fork remains a mystery. Experiments in which the GINS complex was 
immunoisolated with various concentrations of salt (Figure 2-2) revealed that this 
interaction was less stable than those between the GINS subunits. Taken together, these 
results paint a picture wherein the GINS is constantly in a complex with Ctf4, but the 
interaction may be continuously exchanging. 
Setting aside for the moment the details of its interaction with the polymerases, it is 
clear that GINS interacts with chromatin at the replication fork, exclusively during S 
phase. The next phase of this project aimed to understand that relationship, and 
determine if GINS could reveal anything interesting about the progressing replication 
fork. 
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CHAPTER IV ! GENOME-WIDE LOCALIZATION OF REPLICATION 
FORK COMPONENTS THROUGHOUT THE CELL CYCLE 
The results from the dynamic proteomic studies emphasized two major attributes of 
replication forks. First, the GINS complex is an integral member of the replication fork 
and interacts with chromatin during S phase. In light of this fact, a novel set of 
experiments is described in this chapter (Section 4.1) in which the genome-wide 
localization of the GINS complex is monitored by ChIP-chip throughout the cell cycle. 
The results of this study suggest that monitoring GINS progression is a valuable 
strategy for exploring replication fork dynamics. 
The second aspect about the replication fork revealed by the proteomics study is that 
the relationship between the GINS and the replicative polymerases, Pol $ and Pol #, is 
intriguingly complicated. No evidence for a direct interaction has been observed in any 
immunoisolation experiment – except when cross-linking reagents are utilized to 
capture the interactions. Thus, it is possible that the CMG complex progresses 
independently of the polymerases, and that the observed interaction is via genomic 
DNA covalently linking the two complexes. Alternatively, the interactions between the 
CMG and the polymerases are so dynamic – that is, they exchange rapidly and 
continuously throughout the replication cycle – they are extremely difficult to observe 
by standard techniques. This unresolved issue prompted an investigation into 
polymerase movement across the genome, with the aim to compare the dynamics of all 
three proteins - GINS, Pol $ and Pol # (Section 4.2). A final step, in which two of the 
 64!
proteins in question are directly compared by co-ChIP-chip experiment, is also 
described (Section 4.3) 
4.1 - GENOME-WIDE & TIME-RESOLVED CHIP-CHIP LOCALIZATION OF THE 
GINS COMPLEX 
MATERIALS & METHODS 
Yeast Strain Construction and Growth Conditions 
Strains MSY1 is described in Section 3.1 (see also strain table A-1 in Appendix A). The 
strain is genomically modified so that the C-terminus of the Psf2 protein carries a PrA-
tag. 
Cell Synchronization 
MSY1 cells are cultured and synchronized as in the GINS proteomics experiments in 
Section 3.1.  
Time-course Sampling and Cell Lysis 
Time points are collected in two separate experiments – a) once every 15 min after 
release from the G1 block from 0 min – 105 min and b) every 5 min beginning 20 min 
after block (through S-phase) from 20 - 50 min.  For each time-point, a 1 L sample is 
cross-linked by incubation in 1% formaldehyde at room temperature for 20 min. 
Samples for analyzing budding index and DNA content by FACS are harvested at the 
same time. 
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The cross-linking reaction is quenched by adding 125 mM glycine and rocking for 5 
min. The formaldehyde treated cells are centrifuged at 5,000 RPM for 4 min at 4°C, 
washed with ice-cold tris pH 7.8, and centrifuged again at 3000 RPM for 3 min at 4°C.  
The pellet is re-suspended in 500 µL of cold Lysis Buffer (50 mM Hepes pH 7.5, 1.2% 
polyvinylpyrrolidone) and the cells are dripped into liquid nitrogen forming small, 
frozen balls. The frozen cells were stored at -80°C until use. 
Flow Cytometry and Budding Index 
The protocols for flow cytometry and calculating the budding index are identical to 
those described in Section 3.1. 
Cell Lysis and Chromatin Immunoprecipitation 
Cryogenic grinding of the ChIP time points is identical to that for the proteomic 
samples (Section 3.1). ChIP is performed as previously reported (Tackett et al., 2005). 
Briefly, 0.5 g of each frozen, ground time point is suspended in 1 mL of ChIP lysis 
buffer (50mM Hepes-KOH pH7.5, 140mM NaCl, 1 mM EDTA, 1% Triton X-100, 0.1% 
Na-Deoxycholate, 1/100 (v/v) solution P), and sonicated at 4˚C, to an average size of 
~400 bp. 25 µL of the supernatant is reserved as the whole cell extract (WCE). The 
remaining sample (IP) is incubated for 2 hr at 4˚C with 4.5 mg of IgG - conjugated, 3 µm 
dynabeads (Invitrogen, conjugation protocol discussed in Section 2.1). The beads are 
collected and washed 2x with ChIP lysis buffer, 2x with high-salt lysis buffer (50mM 
Hepes-KOH pH7.5, 500mM NaCl, 1 mM EDTA, 1% Triton X-100, 0.1% Na-
Deoxycholate, 1/100 (v/v) solution P), 1x with TE (10 mM Tris pH 8.0, 1 mM EDTA). 
The samples are eluted by incubation with TE/1% SDS (50 mM  Tris pH8.0, 10 mM 
EDTA, 1% SDS) at 65°C for 15 min. The eluate is transferred to a fresh tube and the 
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beads washed with TE/0.67% SDS (50 mM Tris, pH8.0, 10 mM EDTA, 0.67% SDS) and 
the eluates pooled.  
The eluted samples are incubated overnight at 65°C to reverse the cross-links. Samples 
are then treated with proteinase K and the DNA is extracted with phenol/chloroform, 
followed by ethanol precipitation. RNase A is used to digest the RNA in the sample, 
and DNA is purified  with a PCR cleanup kit (Qiagen). 
Real-Time PCR 
Real-Time PCR is typically performed as sample validation prior to array hybridization. 
1 µL of undiluted sample is analyzed in 20 µL reaction volume with 900 nM forward 
(ARS306taqfor – 5’-TCGTCTAAGTCCTTGTAATGTAAGGTAAGA-3’) and reverse 
primers (ARS306taqrev – 5’-GCTTGGGTTTGTGACTTACTAACG-3’), 250 nM probe 
(ARS306taqprobe – 5’-FAM-TGCAAGCATCTTGTTTGTAACGCGATTG¬TAMRA-3’), 
and 1x Taqman Universal PCR Master Mix (Applied Biosystems). Sample analysis is 
carried out in a 7900HT Sequence Detection System (Applied Biosystems). The PCR 
program is for the following 45 cycles: denaturation at 94˚C for 15 s, annealing at 43˚C 
for 30 s, and extension at 72˚C for 30 s. Results are normalized to ACT1 levels (primer 
sequences are ACT1taqfor – 5’-CTCCGTCTGGATTGGTGGTT-3’, ACTtaq1rev – 5’-TGG 
ACCACTTTCGTCGTATTCTT-3’, ACT1taqprobe – 5’-FAM-
TTGACTACCTTCCAACAA-TAMRA-3’). 
Microarrays 
A linker-mediated amplification and labelling protocol is used to prepare the samples 
for microarray hybridization (Agilent protocol). Briefly, 40 µL of sample DNA (IP) and 
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1.5 µL of whole cell extract DNA (WCE) are blunt-ended with T4 DNA polymerase 
(New England Biolabs). Blunt ended DNA is purified by phenol/chloroform extraction, 
and ligated with annealed linkers (5’-GCGGTGACCCGGGAGATCTGAATTC-3’) by 
using T4 DNA ligase. The DNA is then subjected to two rounds of Taq polymerase 
amplification with primers complementary to the annealed linker. Amplified DNA is 
precipitated with ethanol and labelled with Cy5-dUTP (IP samples) or Cy3-dUTP (WCE 
samples) using a CGH labelling kit (Invitrogen). 
Labelled DNA is hybridized to yeast 4x44k whole genome microarrays (Agilent) with 
average spatial resolution of ~290 nt, and analyzed as previously described (Ren et al., 
2000; Tackett et al., 2005), and following the manufacturers recommendations. The 
scanner quantifies the intensity for the two fluorophores at each array element, which 
corresponds to the amount of Cy5-labeled DNA (IP samples) and Cy3-labeled DNA 
(WCE samples). The analytics software creates a list consisting of the log2 ratios of these 
intensities for every spot on the array. The default setting on the data analysis software 
sets the median ratio as the zero, giving 50% of the intensities positive values, and 50% 
negative values. For better visualization, the intensities were scaled so that only 3% of 
the data was negative. This yields a robust zero that is independent of occasional large 
negative outliers in the data. In order to normalize the individual time points to each 
other, the intensities are scaled so that the noise within each time point is equivalent 
(discussed in detail in Section 5.1). The program SignalMap (Nimblegen) was used to 
visualize the data. The list of previously documented origins was obtained from the 
OriDB website (Nieduszynski et al., 2007). 
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Calculating Fork Velocities 
The exact location of a particular GINS complex at any given fork is blurred within the 
population due to slight losses in synchrony and random molecular fluctuations within 
the cells. Still, the average location for a given replication fork can be approximated 
from the peaks present in each time point. In many cases the edges of these peaks were 
well resolved from other peaks, and we were able to estimate replication fork velocities 
across the genome by measuring the distance between the peak edges in successive time 
points and dividing that number by 5 minutes (Figure 4-6).  When edges began to 
merge with each other we ignored these data points. The average rates are reported in 
kilobases per minute (kb/min). 
RESULTS 
There is no doubt that chromatin compaction states affect the ability of proteins to bind 
across the genome. For example, the ability of transcription factors to bind to specific 
regions of the genome is regulated by the level of compaction at that location – tightly 
compacted heterochromatin excludes these proteins from the genome, while the less 
dense euchromatin allows them to bind. 
This effect has lead to speculation that heterochromatic regions of the genome may be 
more difficult to replicate because the dense chromatin would be more difficult for the 
helicase to unwind (Raghuraman et al., 2001). In agreement with this, several studies 
reported widely varying rates of replication fork progression during S phase, a sign that 
the rate of replication was highly dependent on genomic location. To determine the 
rates, these studies monitored nucleotide incorporation, but a more direct measurement 
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of helicase progression would monitor the locations of members of the CMG complex 
throughout S phase. 
Here, we monitor the spatial and temporal association of a protein that assembles at 
origins with the pre-RC and has been inferred to travel with the advancing replication 
forks as a member of the CMG complex. For this purpose, we focus on Psf2, a 
component of the GINS complex (Takayama et al., 2003), and collect ChIP-chip (Ren et 
al., 2000; Tackett et al., 2005) data as a function of time throughout the cell cycle. 
Properly synchronized cells are vital to the success of this approach. Therefore, the 
samples are carefully monitored for synchrony by quantitating the appearance of buds 
(Figure 4-1) and DNA content (Figure 4-2) for each time point. To ensure that the cell 
cycle does not progress during the incubation with formaldehyde, budding indices 
from before and after formaldehyde incubation are compared (Figure 4-1 C). These data 
indicate that the cells are properly synchronized through the first round of cell division 
and, at least by external appearance, formaldehyde arrests the cell cycle to an acceptable 
degree. 
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Figure 4-1 (Next Page). Cell growth for typical time-course experiments. A. Growth curve 
(light line) and budding indices (dark line) for each time point in a 15 min time course 
experiment. B. Comparison of budding indices before (light line) and after (dark line) 
formaldehyde treatment during a 15 min time course experiment. C. Growth curve (light 
line) and budding indices (dark line) during a 5 min time-course experiment carried out 
through S phase (20 – 50 min after release from =-factor block). 
 71!
 
F*,8&'!GE5"!
#"!
 
-"!
!
0"!
 
5>5!
5>D!
A>5!
A>D!
4>5!
4>D!
5!
5>4!
5>?!
5>6!
5>:!
A!
5! AD! @5! ?D! 65! ED! F5! A5D! A45!
!0
'
11
/2
3
.!
4!
5
6
7
!
-
8
9
9
*+
,
!:
+
9
'
4!
;*3'!<3*+=!
A&%>)B!08&C'2-899*+,!:+9'4!
5!
5>4!
5>?!
5>6!
5>:!
A!
5! AD! @5! ?D! 65! ED! F5! A5D! A45!
-
8
9
9
*+
,
!:
+
9
'
4!
;:3'!<3*+=!
0BH+,'!*+!-899*+,!:+9'4!I8&*+,!0&%//E.*+J*+,!
A!
A>4!
A>?!
A>6!
A>:!
4!
5!
5>4!
5>?!
5>6!
5>:!
A!
AD! 45! 4D! @5! @D! ?5! ?D! D5! DD!
0
'
11
/2
3
.!
4!
5
6
7
!
-
8
9
9
*+
,
!:
+
9
'
4!
;*3'!<3*+=!
A&%>)B!08&C'2-899*+,!08&C'!
 72!
ChIP-chip methods are utilized to monitor progression of 
the GINS complex across the genome. By shearing the 
DNA to ~400 bp fragments (Figure 4-3) prior to 
immunoisolating the Psf2 subunit, relatively small 
stretches of genomic DNA are co-isolated with the GINS 
complex. After isolation and amplification, the DNA 
from each time point is then hybridized to yeast whole-
genome microarrays. In doing so, the relative binding of 
GINS to precise regions of the genome can be assessed 
for each time point. Because GINS is a member of the 
CMG and progresses with helicase, a picture of fork 
progression emerges (Figure 4-4 and 4-5). 
At early times (" 20 min), the GINS complex does not 
exhibit any observable interaction with the genome as evidenced by the lack of peaks in 
the ChIP-chip signal (Figure 4-4). As the cell cycle progresses, the GINS complex begins 
to interact with specific chromosomal sites (indicated by the peaks and the dashed lines 
in Figure 4-4), nearly all of which correspond to previously posited origins (Appendix F 
(Nieduszynski et al., 2007). The height of the peaks provides a measure of average 
occupancy, and their spreading indicates that some fraction of the origins within the 
cell population has fired. The data for chromosome 16 (Figure 4-4) indicate that 12 
origins are occupied to some extent in the population, almost all of which have fired by 
25 min. By 30 min the number of occupied origins increases to ~28, after which time no 
additional origins appear to be populated. Bi-directional GINS progression from each of 
these origins (averaged over the population of cells) can be inferred from the spreading 
!
Figure 4-2. DNA content 
for the cells during a 5 min 
time-course experiment. 
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of the edges of the corresponding peaks. By 35 
min, many of these edges have merged with 
those from adjacently spreading GINS and 
fewer locations on the chromosome remain 
wholly unoccupied. Spreading continues with 
time such that by 50 min GINS has progressed 
to most regions of the chromosome, and 
reduced occupancy is observed in the regions 
surrounding the origins. By 60 min the overall 
occupancy has fallen sharply across the 
chromosome indicating that the replication 
process for most of the population is nearing 
completion and the GINS complex has been 
released. The GINS re-associates with the 
origins at the beginning of the next cell cycle 
(data not shown). Thus, the Psf2 reporter provides an animated view of the GINS 
progression across an entire chromosome. 
Similar data to that shown in Figure 4-4 and 4-5 were obtained for all 16 yeast 
chromosomes (Appendix C). At the time resolution of the experiment (5 min), we 
discern three broad categories that describe the association of GINS with origins. The 
first includes those origins that fire in the interval 20-25 min. The second includes those 
that fire in the interval 25-30 min. The final category includes origins to which the GINS 
complex binds, but from which bidirectional spreading is not observed. While others 
have reported similar early and late firing origins (Poloumienko et al., 2001; 
Raghuraman et al., 2001; Yabuki et al., 2002; Yamashita et al., 1997), our data reveal the  
 
!
Figure 4-3. Confirming the Shearing of 
DNA. 1 µL of input DNA after shearing 
(cross-links reversed), analyzed by 0.9% 
agarose gel stained with SYBR-Gold. 
Each time point is labelled above the 
well. Similar fragment lengths were 
observed for all ChIP experiments. 
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Figure 4-4. Time-course ChIP-chip analysis of GINS complex binding to chromosome 16 
through the cell cycle. Strain MSY1 (Psf2-PrA) was synchronized in YPD media with =-
factor. Starting from G1, ChIP-chip was performed at eleven time points through the cell 
cycle (see Materials and Methods). The GINS complex was immunoisolated at each time 
point. Associated DNA was amplified and hybridized to yeast whole genome microarrays. 
Relative occupancies of the GINS complex for sites across chromosome 16 are shown for 
each time point. Locations of the initial binding sites are noted with red dashes. 
!
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vast majority of origins fire in a much narrower time window – i.e., 15 min versus 30 
min. Applying this classification system to chromosome 15 (Figure 4-5), we identified a 
total of 29 origins, of which 17 are category 1, nine are category 2, and three are category 
3. In the whole genome, we identified 168, 135, and 24 origins respectively in categories 
1, 2 and 3 (Appendix F, which also provides a detailed comparison with previous 
studies). Overall, we observe 303 origins that give rise to active GINS progression (i.e., 
categories 1 and 2). Although a small number of late firing origins may be obscured by 
proximal early firing origins, our data were determined with sufficiently high 
resolution and signal-to-noise to provide an accurate map of the majority of origins that 
are active in the cell cycle. 
Most of the 303 active origins fire within a short time window (~10 min) (Figures 4-4, 
4-5, and Appendix C). The progression rates for 278 spreading peaks emanating from 
199 of these 303 origins are determined by direct measurement of the positions of the 
peak edges as a function of time (Figure 4-6). We obtain an average progression rate of 
1.6±0.3 kb/min, a value that is considerably lower and more narrowly distributed than 
previous replication rate estimates (2.9 kb/min with a range between 0.5 – 11 kb/min 
(Raghuraman et al., 2001) or 2.8 +/- 1.0 kb/min (Yabuki et al., 2002). The bidirectional 
spreading that emanates from the origins progressed to the left and right at closely 
comparable rates. From these data, we infer that this movement is largely symmetric 
and occurs at a highly characteristic rate, implying that, in contrast to previous 
inferences relating chromatin position to replication rate, there are few obvious 
chromosomal features that locally alter uniform GINS progression. 
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Figure 4-5. Time course ChIP-chip analysis of GINS complex binding to chromosome 15 
through S-phase. At the beginning of S-phase (20 min time point) the GINS complex has not 
yet associated with any part of the chromosome. As S phase progresses, replication initiates 
at the indicated origins (25 - 30 min time points) whereupon the GINS complex moves away 
bi-directionally with the replication forks. Replication of a particular chromosomal region is 
finished when adjacent forks collide, giving rise to broad peaks in the inter-origin spaces. 
The locations of previously defined ARSs (excluding dubious origins as defined by 
(Nieduszynski et al., 2007) are shown as red columns in the bottom panel. 
!
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The method is sufficiently sensitive to 
detect small heterogeneities in 
replication dynamics and in the 
process sheds new light on the 
phenomenon described as 
‘replication pausing’ – short duration 
stalling of forks at numerous specific 
sites in the genome (Azvolinsky et al., 
2006; Azvolinsky et al., 2009; 
Deshpande and Newlon, 1996; Ivessa 
et al., 2003). For example, pausing 
intervals at tRNA genes have previously been estimated at ~10 sec (Deshpande and 
Newlon, 1996; Ivessa et al., 2003) – i.e., ~4 times longer than the interval required for 
unimpeded replication fork transit of a tRNA gene. Although such events would seem 
too subtle to detect with 5 min resolution (Azvolinsky et al., 2009), we observed sharp 
features at 267 out of 275 these tRNA genes (discussed in more depth in Chapter 5), 
indicating that our methodology is sensitive enough to detect small perturbations, and 
that GINS movement can indeed be hindered to some degree (Figure 4-7). This 
phenomenon was also observed at 81 of the 83 snoRNA and snRNA genes, and 95 of 
the 100 other most highly transcribed genes in the genome (Figure 4-7), and appears to 
be independent from the direction of transcription. 
These data represent the highest time resolution ChIP-chip experiments to date. The 
data contradict much of the literature regarding replication fork behavior and 
progression velocities. The discrepancies will be discussed in detail in Chapter 5. 
!
Figure 4-6. Schematic of fork progression rate 
calculations 
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Figure 4-7. Persistent features associated with GINS progression through highly 
transcribed genes. ChIP-chip data for the GINS with the entire chromosome 7 are shown 
for the 75 min time point. The baseline has been raised to emphasize peaks. Persistent 
features can be observed at all of the tRNA genes (t), snoRNA genes and snRNA genes (s), 
rRNA genes (r), as well as 6 out of the other 9 most highly expressed genes on this 
chromosome (indicated by the gene name). 
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4.2 - GENOME-WIDE & TIME-RESOLVED CHIP-CHIP LOCALIZATION OF 
POLYMERASE " AND POLYMERASE ! 
MATERIALS AND METHODS 
Yeast Strain Construction and Growth Conditions 
Strains MSY9 (POL2-PRA, bar1%) and MSY10 (POL3-PRA, bar1%) were constructed 
from strains ATY27 by genomically tagging the POL2 and POL3 genes, respectively (see 
appendix A). The BAR1 gene has been deleted, rendering these strains hypersensitive to 
!-factor arrest in G1.  
Cell Synchronization 
Strains MSY9 and MSY10 are cultured and synchronized as in the GINS proteomics 
experiments in Section 3.1, and the time-course ChIP-chip experiment in Section 4.1. 
Time-course Sampling, Cell Cycle Monitoring, Chromatin Immunoprecipitation 
Time points were collected and cross-linked as in the GINS time-resolved ChIP-chip 
experiment (Section 4.1). Budding index and FACS analysis was performed as in 
Sections 3.1 and 4.1. ChIP was performed as previously reported (Ren et al., 2000; 
Tackett et al., 2005), and as described in the GINS time-resolved ChIP-chip experiments 
(Section 4.1).  
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Real-Time PCR and Microarray Analysis 
Real-Time PCR and microarray hybridization and analysis was performed as in the 
GINS time-resolved ChIP-chip experiments above (Section 4.1). The microarray results 
were normalized as in GINS time-resolved ChIP-chip experiments, and fork velocities 
were calculated as in Section 4.1 
RESULTS 
The GINS complex proved to be an invaluable marker for monitoring the progression of 
replication forks as they traversed the genome. Intriguingly, the overall rates of fork 
progression and the distribution of velocities differed significantly from previous 
reports (Raghuraman et al., 2001). One possible explanation for this is the differences in 
experimental design – prior studies monitored nucleotide incorporation, while this 
ChIP-chip approach focuses on a protein that was ancillary to the actual process of 
DNA synthesis. To account for the possibility that the CMG complex is de-coupled from 
the polymerase at some regions, a follow-up study in which the progression of the 
replicative polymerases are monitored in the same way that the GINS complex is 
described here. Differences in the progression would indicate that replication forks 
behave differently from the polymerase enzymes. Because the roles of Pol $ and Pol # 
remain somewhat ambiguous, both were monitored. 
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Figure 4-8. The time-resolved ChIP-chip analysis of Pol2-PrA (Pol $, top panel) and Pol3-
PrA (Pol #, bottom panel) progression during S phase, shown for chromosome 16. Neither 
polymerase is localized to any particular region of the genome. The Pol3-PrA data is noisier 
than the Pol2 results, but the overall picture of Pol < progression can be see and looks 
similar to that of Pol ;. 
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A second motivation for performing this experiment is the fact that the precise roles 
that Pol $ and Pol # have in replicating the genome are debated. It has been assumed 
that one would be utilized on the leading strand, while the other on the lagging strand, 
but the evidence for this has remained elusive. The only competing theory that can 
account for all of the currently accumulated data is one in which Pol $ replicates near 
the origin and Pol # takes over after some distance (Figure 1-10). By monitoring the 
movement of the polymerases in the same manner described for monitoring GINS 
complex progression (Section 4.1), we are able to test the veracity of this alternate 
hypothesis. 
As in the Psf2 time-course ChIP-chip experiment, both Pol2 (Pol $) and Pol3 (Pol #) bind 
to sites of origins and move away bi-directionally once an origin fires (Figure 4-8 and 4-
9). The rates of progression are measured to be 1.6 ± 0.3kb/min. No evidence for 
asymmetric fork progression was observed in either experiment, and the overall 
profiles of Pol $ and Pol # progression look identical to that of Psf2. In terms of quality 
of the experiments, the Pol3 ChIP-chip data (bottom panels in Figures 4-8 and 4-9) do 
not appear to be as strong as is observed for Psf2 (Figures 4-4 and 4-5) or Pol2 (top 
panels in Figures 4-8 and 4-9). The overall level of noise is much higher in this 
experiment, but the patterns of progression are apparent. 
In general, the profiles observed in the Pol2 experiment appear to be a few minutes 
earlier in the cell cycle than those observed for either Psf2 or Pol3 (compare the 
appearance of peaks in the two panels in Figure 4-7, and the appearance of peaks in 
Figure 4-4). If this observation is to be believed, then Pol $ arrives at the origins 
significantly earlier than the GINS complex or Pol #, and progresses ahead of the  
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Figure 4-9. The time-resolved ChIP-chip analysis of Pol2-PrA (Pol $, top panel) and Pol3-
PrA (Pol #, bottom panel) progression during S phase, shown for the 710-950 kb region of 
chromosome 15.  
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helicase. A much more likely explanation is that the cell cycles between the experiments 
have become slightly displaced, resulting in profiles with slightly different start times 
across the genome. 
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4.3 – GENOME-WIDE & TIME-RESOLVED CHIP-CHIP CO-LOCALIZATION OF 
THE GINS COMPLEX & POLYMERASE " 
MATERIALS & METHODS 
Strain Construction 
For information on the strains used in this sections see Appendix A, Table A-1. Strain 
MSY10 and MSY11 were constructed from strain ATY27 by genomically tagging the C-
terminus of the Pol2 and Psf2 proteins with the PrA tag. Strain MSY16 was constructed 
from the MSY10 strain by genomically tagging C-terminus of the Pol3 open reading 
frame with a 13xMyc tag. Similarly, strains MSY13 and MSY17 were constructed from 
strain MSY11 by genomically tagging C-terminus of Pol2 and Pol3 with the 13xMyc tag. 
Cell Growth and Synchronization 
For the asynchronous antibody test IPs, growth conditions were identical to those used 
in the asynchronous IPs of Psf2-PrA and Pol3-PrA in Chapter 2. For synchronized 
antibody tests by ChIP-chip, growth conditions were identical to those used in the Psf2-
PrA time-resolved ChIP-chip experiment in Section 4.1, except only 25 and 30 min time 
points were harvested. 
Antibody Test Immunoisolations 
Strains MSY11 (PSF2-PRA, bar1%) and MSY12 (PSF2-MYC, bar1%) were utilized to 
evaluate a variety of "-Myc antibodies for their cross-reactivity with PrA (see table 4.1 
for a list of the antibodies tested). Protein extracts from 3g of asynchronous cells of both 
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strains were split seven ways and incubated with either rabbit IgG or one of six "-Myc 
antibodies. The immunoisolation protocol was identical to that used in the 
asynchronous Psf2-PrA IPs (Chapter 2). Half of each sample was analyzed by western 
blot using a HRP-conjugated goat polyclonal to Myc-tag (Abcam), while the remaining 
half was analyzed by SDS-PAGE stained with the Pierce Silver Stain Kit (Thermo). 
Chromatin Immunoprecipitation 
In general, immunoisolation of the cross-linked protein-DNA was carried out in a 
similar manner to the GINS ChIP-chip experiment (Section 4.1). After shearing the 
DNA, the samples were split into two tubes for incubation with each of the antibodies. 
Washing, eluting, preparation for hybridization, and data analysis was identical to the 
protocol described in Section 4.1. 
!
!
!"#$%&'
!"#()"*
+),%("-.)& /0%")*12 3%45,) 67"487,945)5
*6%4:);1(< /;6', =>?@ 6%4:) 3-(A7*
6%4:);1(< /;6', 6',B!C 6%4:) !$,7A
+79;1(< /;6', D!/E +79 !$,7A
+7$$-9;1(< /;6', F! +7$$-9 3-(A7
/G-,H)";1(I /;6', F! /G-,H)" <)"J7'
/G-,H)";1(I /;6', F! /G-,H)" 1/KL*1",B
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RESULTS 
Monitoring the GINS complex revealed several important aspects of replication fork 
behavior (Section 4.1). Most intriguing is the observation that replication forks appear to 
move at highly uniform velocities that are independent of genomic location. Monitoring 
the progression of Pol $ and Pol # (Section 4.2) suggests that these enzymes behave very 
similar to each other while traversing the genome, dispelling the possibility that the 
uniform progression of GINS is specific to the helicase, and that this behavior cannot be 
generalized to the replication machinery as a whole. However, some minor differences 
in the timing of the experiments, as discussed at the end of Section 4.2, were detected. 
These could be caused by the discrete behaviors of each of the proteins in question, or 
by experimental differences, such as slight delays in the release of the cultures from the 
G1 block.  
To address the possibility of experimental differences, and determine conclusively 
whether the polymerase movement is coupled to the helicase, we have chosen to 
monitor the genome-wide localization of Pol $ and the GINS. To do so, “mixed-tag” 
strains were constructed in which one of the proteins of interest was genomically-
tagged with PrA, and the other with the C-Myc epitope. 
A general concern with this strategy is that most commercial antibodies for C-Myc are 
isoforms of IgG, most of which bind to the PrA tag via its constant region. Therefore, it 
was necessary for us to identify a suitable antibody that does not cross-react with PrA-
tagged protein. Once this was accomplished, time-resolved ChIP-chip studies could be 
performed that allowed us to directly compare the movement of the GINS and Pol $. 
 88!
4.3.1 - Antibody Tests 
Of the six "-Myc antibodies tested, three originated from mouse, one from rabbit, one 
from rat, and two from chicken embryos (Table 4-1). Based on the known interactions 
between PrA and IgGs of different species (Figure 4-10), the rabbit and mouse "-Myc 
should interact with Psf2-PrA from strain MSY11 to a high degree, while rat and 
chicken "-Myc should not. This was confirmed by incubating extract from this strain 
with each of the antibodies in question (Figure 4-11, left panel). The results show that 
rat and chicken "-Myc will not cross-react with the PrA tag.  
A second test that incubates MSY12 extract with the various antibodies determines 
whether the antibody is good for immunoisolation (Figure 4-11, right panel). This 
!
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Figure 4-10. Cross-reactivity of PrA with IgG from different species (adapted from 
(Richman et al., 1982)). PrA from S. aureus binds extremely well to serum from humans and 
rabbits, moderately well to serum from mice and rat, and binds poorly to serum from 
chicken. 
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shows that antibody JAC6 (from rat), 9E10 (from mouse), and rabbit polyclonal "-Myc 
pulled out Psf2-PrA to a degree that was comparable to the standard rabbit IgG that is 
used for PrA isolations (Figure 4-11, left panel, PrA IP lane). A.7 and 33 (both from 
mouse) and both chicken "-Myc antibodies show a decreased level of interaction with 
Psf2-PrA, consistent with predictions based on the known PrA interactions.  
In the right panel of Figure 4-11, the amount of Psf2-Myc present in the isolation with 33 
was negligible. Isolations performed with A.7, JAC6, and 9E10 showed a reasonable 
level of Psf2-Myc, and the isolations with both of the chicken IgYs yielded very large 
amounts of Psf2-Myc. The signal in the chicken lanes is so strong that it used up the 
reagent before the film was developed. 
SDS-PAGE analysis of the complex verified that the chicken antibody was successful at 
immunoisolating the GINS complex from MSY12 strain, but did not pull-down GINS 
from the MSY11 strain (Figure 4-12). The rat (JAC6) antibody pulled down some Psf2-
Myc, but also cross-reacted with Psf2-PrA. 
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Figure 4-11. Testing the specificity of various =-Myc antibodies. Extracts from MSY11 (left 
panel) and MSY12 (right panel) cells were incubated with beads conjugated with one of 
each of the six =-Myc antibodies described in Table 4-1 (and rabbit-IgG as a control, last 
lane in each blot). The beads were washed and eluted, and the samples were analyzed by 
western blot. The MSY11 samples were probed with rabbit-IgG to test for the presence of 
Psf2-PrA, while the MSY12 samples were probed with a general =-Myc to test for the 
presence of Psf2-Myc. The letters at the top of the blot indicate the animal that the antibody 
originates from (M – mouse; Rat – rat; Rab – rabbit; C – chicken). The clone ID is listed 
below where applicable. The dark bands in the Rat, M, and Rab lanes in the MSY11 blot 
indicate that these antibodies cross-react with PrA. The overexposed bands in the Rab, and 
two C lanes, indicate that these antibodies pull down large amounts of the Myc-tagged 
protein. 
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Figure 4-12. Testing the specificity of various =-Myc antibodies. The same samples 
described in Figure 4-10 were analyzed by SDS-PAGE, visualized with silver stain. The 
black dots indicate the presence of Ctf4; the red dots indicate the presence of tagged Psf2; 
the yellow dots indicate the presence of Sld5; the white dots indicate the presence of Psf1 
and Psf3. Extracts from MSY11 (left panel) and MSY12 (right panel) cells were incubated 
with beads conjugated with each of the six =-Myc antibodies described in Table 4-1 (and 
rabbit-IgG as a control, last lane in each blot). The staining pattern in the left panel 
indicates that the mouse (33), rat, mouse (9E10), and rabbit antibodies cross-react with Psf2-
PrA. The staining pattern in the right panel indicates that The rat, rabbit and the two 
chicken antibodies adequately pull down the CMG complex via Psf2-Myc. 
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Based on these two tests, either of the chicken "-Myc antibodies appeared to be good 
candidates for use in a mixed-tag experiment, since they showed excellent specificity 
and reasonable enrichment for Psf2-Myc as compared to the other options. For all co-
ChIP-chip experiments, the chicken "-Myc antibody from ICL, Inc was utilized. 
As a final test to verify that the ICL chicken "-Myc was truly specific for the C-Myc tag 
under the desired experimental conditions, strains MSY11 (Psf2-PrA) and MSY12 (Psf2-
Myc) were subjected to time-resolved ChIP-chip with this antibody (Figure 4-13). S 
phase time points (25 and 30 min after release from G1) of each strain were subjected to 
formaldehyde cross-linking and immunoisolated with the ICL chicken "-Myc antibody. 
The results show that the antibody produced bi-directional movement from the origins 
!
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Figure 4-13. Testing the specificity of the chicken =–Myc antibody in ChIP-chip 
experiments. MSY11 (Psf2-PrA) and MSY12 (Psf2-Myc) cells were synchronized and 
samples were cross-linked 25 and 35 min after release from G1 arrest. The samples were 
immunoisolated with chicken =-Myc AB from ICL. No signal is observed in the PrA tagged 
strain, while robust replication fork progression is seen in the Myc tagged strain. 
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in strain MSY12, but no signal from strain MSY11. This confirms that this antibody is 
suitable for use in the mixed-tag ChIP-chip experiments. 
4.3.2 - Psf2-PrA and Pol2-Myc Co-ChIP-chip 
Strain MSY13 (Psf2-PrA, Pol2-Myc) was utilized to assess the differences in the 
progression of the GINS complex and Pol $. Figure 4-14 shows the results for all of 
chromosome 16. Despite the high level of noise in the Psf2-PrA IP (Figure 4-14, top 
panel), the overall patterns demonstrate that the progression of the two complexes is 
identical. 
This can be more easily seen in a close-up region of chromosome 15 (Figure 4-15). Peaks 
can be seen in the 30 min time point at a category 1 origin (~910 kb) in both 
experiments. Bidirectional spreading is observed through the duration of S phase, and 
termination of fork progression occurs at sites intermediate to the origins in the 50 min 
time point. The progression of both proteins is identical.  
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Figure 4-14. The time-resolved co-ChIP-chip analysis of Psf2-PrA (top panel) and Pol2-Myc 
(bottom panel) progression during S phase, shown for chromosome 16. !
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Figure 4-15. The time-resolved co-ChIP-chip analysis of Psf2-PrA (top panel) and Pol2-Myc 
(bottom panel) progression during S phase, shown for chromosome 15 region 710-950 kb.  
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CHAPTER V ! DATA PROCESSING & ANALYSIS 
The experiments described in Chapters 3 and 4 all couple a ChIP protocol (to isolate the 
DNA associated with three different replication fork proteins) with microarray 
technology (for visualizing the relative occupancies of these proteins). The substantial 
amount and complex nature of the data requires a significant degree of analysis in order 
to extract useful, quantitative information about the localization and progression of 
GINS, Pol $ and Pol #. Importantly, several processing steps are required to extract 
accurate details from the data, and the confident interpretation of the time-resolved 
ChIP-chip data requires careful normalization of signal intensities across the genome 
(discussed below in Section 5.1). These steps help to reveal the locations of the forks 
within individual time points, and allow us to deduce the behavior of the forks as they 
traverse the genome by comparing different time points. 
From the resulting time-resolved ChIP-chip data, we infer that this movement is largely 
symmetric and occurs at a highly characteristic rate, implying that, in contrast to 
previous inferences relating chromatin position to replication rate, there are few 
obvious chromosomal features that locally alter uniform GINS progression (Chapter 4). 
To test the generality of this rather simple view of GINS progression throughout the 
genome, we use our measurements to generate an iterative model of this process 
(discussed below in Section 5.2).  
Finally, the differences between our findings and previous calculations of fork 
progression rates were too striking to dismiss. We have therefore carefully re-analyzed 
the most influential nucleotide incorporation study (Raghuraman et al., 2001) in an 
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attempt to comprehend at which steps our results differ. Our findings help to explain 
why certain aspects of the replication program have been misinterpreted for nearly a 
decade, and why the direct monitoring of replication fork proteins is a more suitable 
technique for making these calculations. 
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5.1 – DYNAMIC RANGE EXTRAPOLATION & SIGNAL NORMALIZATION 
For clarity’s sake, the following description regarding data processing will refer to the 
time-resolved GINS ChIP-chip experiments describe in Section 4.1, but the remaining 
experiments were analyzed in an identical manner. Microarray results are returned as 
log2 ratios of the IP and WCE fluorescence. In one of the data sets, the fluorescence 
signals for all of the IP and WCE samples appeared saturated to an unacceptable degree 
(~25% of the data). The slides were therefore re-scanned at a lower gain setting, and the 
mean intensity ratios for the high and low scans were determined from the raw data 
(Figure 5-1). The intensity of the saturated data in the high gain setting was re-
calculated by multiplying those signals in the low gain data by the mean intensity ratio, 
improving the dynamic range of the data, and providing an accurate picture of genome-
wide GINS occupancy for each time point (Dudley et al., 2002). 
Next, the extended dynamic range data was normalized. The data were binned using a 
5000 base pairs bin size. The distributions for the average intensities and the RMSD for 
these bins can be seen in Figure 5-2 A. The first normalization of the data was carried 
out by finding the intensity where 3% of the bins had a negative average intensity. This 
gives a robust zero level that is independent of occasional large negative outliers in the 
data. The centroid of the RMSD distribution was then found for each time point and the 
intensities were scaled in such a way that these centroids were set to 1 (Figure 5-2 B). 
The second normalization was performed by finding an intensity threshold that 
separated the signal from the noise, and by normalizing the centroid of the RMSD 
distribution of the noise (Figure 5-2 C). An additional correction was used for time 
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 points where the data was dominated by signal. This correction (1.5 fold for the 40 min 
time point) was based on the assumption that the number of forks in a wave is constant 
after firing of that origin has ceased and before the front of the wave has reached an 
adjacent wave of forks traveling in the opposite direction (see, for example, the 35 and 
40 min data in Figure 4-4 and 4-5). 
 
Figure 5-1. Signal extrapolation. The elements were sorted from low to high intensity. The 
intensity value of each array element from the low-gain scan (y-axis) was plotted against 
the intensity of the same element from the high-gain scan (x-axis). A large number of 
elements were saturated in the high-gain setting (evidenced by the straight vertical line on 
the right-hand side of the chart). A regression line was used to find the slope, which was 
then used to scale the low-gain intensities of the array elements that were saturated in the 
high-gain data. For this experiment the slope was ~1/6.5, so the low gain intensities were 
scaled by a factor of 6.5. This yielded data with improved dynamic range than would be 
obtained by using the low-gain data alone. 
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The extended dynamic range and normalization process yielded robust data sets that 
were easily analyzed. The peak areas appear relatively consistent between time points, 
implying that the GINS binding is consistent as it traverses the genome through S 
phase.  
 
 
Figure 5-2. Data Normalization. The distributions for the average intensities and the RMSD 
for 5000 base pair bins. The average intensity of 3% of the bins is below the black dashed 
lines in the left panels. The red lines in the right panels show the centroid of the RMSD 
distribution.  (a) before normalization; (b) normalization using all intensities: the zero is set 
so the average intensity of 3% of the bins is negative, and the intensities are scaled so the 
centroid of the RMSD distribution is one; (c) normalization using background intensities 
(lower than the blue line in b). 
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5.2 - SIMULATIONS 
We utilize computer simulations to test our interpretation that replication fork 
progression is uniform across the genome. In accordance with the simplicity of our 
interpretation, our model uses a parsimonious set of assumptions: 1) the start of 
replication at origin i is normally distributed with an average start time ti and a 
standard deviation !; 2) replication progresses at a constant velocity, v = 1.6 kb/min, for 
all replication forks and over the whole genome; 3) each origin has an associated 
efficiency, ei; 4) pausing might occur at a pause site j in a fraction (f) of the cells with a 
probability (pj) and a duration (dj). 
The mean start times, the standard deviation of the start times, and origin efficiencies 
were determined from our data by minimizing the sum of the square differences 
between simulation results and experimental data. For each pair of adjacent origins, this 
minimization procedure used five slices of the data. These slices were chosen to 
encompass each of the origins and three equidistant regions between them, and the 
width of the slices was chosen to be 10% of the distance between the neighboring 
origins. The median was calculated for each of these slices, and used to calculate the 
sum of square differences.  Each origin was assumed to have its own mean start time, ti, 
but the standard deviation of the start time was assumed to be constant in each 
simulation region. We also assumed that the GINS complex does not linger at the origin 
for any significant period of time, and after binding moves away 1.6 kb/min.  
Finally, the GINS complexes fall off when adjacent forks collide. Each simulation was 
performed 10,000 times (to simulate 10,000 cells), using a random number generator to 
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determine start times within the Gaussian distribution for a particular origin. Examples 
of the effects of changing the parameters used in the optimizations are presented in 
Figures 5-3 (varying the standard deviation), 5-4 (varying the firing times), and 5-5 
(varying the velocities). By varying the assumed fork velocity, our model also allows us 
to estimate the accuracy of velocities inferred from the time-resolved ChIP-chip 
analysis. Velocity changes as small as 0.4 kb/min can readily be discerned. 
Examples comparing simulations based on our model with experimental data are 
provided in Figure 5-6. The top panel (Figure 5-6 A) compares a region containing a 
single category 1 origin and two adjacent category 2 origins. The model accurately 
recapitulates the features exhibited in the experimental data. The same is true of the 
more complex region containing seven category 1 origins shown in Figure 5-6 B. It also 
accounts for fork movement between the most widely spaced origins (~100kb apart) 
(Figure 5-6 C). Such regions are completely filled in at our experimentally determined 
average rate of 1.6 kb/min, within the duration of S-phase (~30 35 min at room 
temperature). Figs. 5-6 D and 5-6 E show that regions proximal to the telomeres and 
centromeres are as easily modeled as any other region of the genome. Category 3 
origins were also readily modeled by allowing a small amount of binding without 
bidirectional spreading (Figure 5-6 F). We conclude that our simple model successfully 
recapitulates GINS movement throughout the genome, indicating that this movement is 
largely uniform irrespective of location. 
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Figure 5-3 (Next page). The effect of varying the standard deviation (#t) of the firing time 
distribution. Simulations with #t = 4, 8, and 12 min compared to the observed data for 
region 230 – 370 kb of chromosome 8 are shown here. A # of 8 min was determined to give 
the best fit, on average, across the genome. Smaller standard deviations result in peaks that 
are too sharp, and wider standard deviations give peaks that are too broad and do not fill 
in the gaps properly. Origins are noted with dashed lines. 
!
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Figure 5-3 
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Figure 5-4 (Next page). The effect of varying the firing times for simulations. The mean of 
the optimized firing times (t) was shifted -3, 0, and +3 min for the region between 230-370 
kb of chromosome 8.  When start times were shifted -3 min, the peaks began to spread too 
early.  When start times were set to + 3 min, adjacent peaks merged too late. 
!
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Figure 5-4 
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Figure 5-5 (Next page). The effect of varying the fork velocities. Simulations with a series of 
different rates (1.2, 1.6 and 2.0 kb/min shown here) are compared to the observed data for 
region 230 – 370 kb of chromosome 8. When the rates were set to 1.2 kb/min, the peak 
edges did not merge fast enough, and peaks at origins lingered there for too long.  When 
the rates were set to 2.0 kb/min, the peaks spread too fast, and the gaps filled in too early. 
The measured velocity of 1.6 kb/min gives the best fit between the experimental data and 
the simulations. 
!
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Figure 5-5 
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Figure 5-6 (Next page). S-phase time course data (experimental and simulations) for 
several genomic regions of interest. a, Chr 8 coordinates 240-370 kb. A category 1 origin 
flanked by two category 2 origins. b, Seven category 1 origins spaced unevenly between 
320-600 kb of Chr 4. c, Chr 12 coordinates 510-600 kb.  The gap in between the two noted 
origins is 97 kb, among the longest inter-origin distance observed in the yeast genome.  d, 
The right-hand telomere region of Chr 13. The telomere is shaded. e, The centromeric 
region of Chr 9 (shaded grey). f, A category 3 origin (shaded grey) located at ~695 kb 
(ARS1625) in Chr 16. 
 110!
Figure 5-6 
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For simplicity, all origins illustrated in Figures 5-6 A-E are assumed to fire with unit 
efficiency. A refined model should include the possibility that different origins fire with 
different efficiencies. For example, replication is known to initiate at a reduced 
efficiency in many late firing origins (Poloumienko et al., 2001; Yabuki et al., 2002; 
Yamashita et al., 1997). In addition, there is a pattern of alternating groups of early and 
late firing origins across the genome (McCarroll and Fangman, 1988; Poloumienko et al., 
2001; Raghuraman et al., 2001; Yabuki et al., 2002; Yamashita et al., 1997). We observe 
similar trends in the present work (see Appendix F). As an example, we consider the 
cluster of late firing origins located on the right arm of chromosome 15 between 
500 - 800 kb (Figure 4-5). We find that our model fails to accurately simulate this region 
if the firing efficiency for these late firing origins is too high (100%) or too low (30%). 
However, we can accurately simulate fork dynamics in this region if we assume that the 
efficiencies for these sites are decreased to 50% relative to the surrounding early firing 
origins (Figure 5-7). Thus, not only does the model provide an overall picture of the 
dynamic nature of GINS, but also a means to extract quantitative details concerning 
factors such as firing efficiency. 
Indeed, the method is sufficiently sensitive to detect small heterogeneities in replication 
dynamics and in the process sheds new light on the phenomenon described as 
‘replication pausing’ – short duration stalling of forks at numerous specific sites in the 
genome (Azvolinsky et al., 2006; Azvolinsky et al., 2009; Deshpande and Newlon, 1996; 
Ivessa et al., 2003). Although such events would seem too subtle to detect with 5 min 
resolution (Azvolinsky et al., 2009), we observed sharp features at 267 out of 275 these 
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Figure 5-7. Varying efficiencies applied a group of origins located in the right arm of 
Chr 15. The six category 1 origins on either end are given 100% efficiencies, whereas the 
efficiency applied to the cluster of seven category 2 origins in the middle of this region is 
indicated above each panel.  
!
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 tRNA genes (Figure 4-7, Figure 5-8, and Appendix G), indicating that our methodology 
is sensitive enough to detect small perturbations, and that GINS movement can indeed 
be hindered to some degree. However, rather than a brief pause of each fork as it passes 
through these sites, these features persist late into the cell cycle. Simulation of several 
different scenarios (Figures 5-9 and 5-10) suggests that these features may represent 
infrequent long-term arrest events, occurring with a probability of <0.5% for any given 
 
 
Figure 5-8. 8 of the 275 tRNA genes encoded in the yeast genome were not 
observable as persistent features in our analysis. 3 of the 8 genes were too close to 
either long terminal repeats or the LEU2 gene (not present in the strain used), leaving 
an obvious empty space in the array readout (black circles). To understand why the 
other 5 sites did not show up, we examined the relationship between the intensities 
of peaks at elements within 500 bp of all tRNA genes and the distance of these 
elements from the gene. The elements flanking the 5 remaining tRNA genes are 
highlighted as red circles in the above scatter plot. From this analysis we conclude 
that the absence of features at these tRNA genes is likely due to the fact that the 
nearest array elements are not close enough to these genes to give a large signal. 
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fork passing through a tRNA gene (Figure 5-9). This phenomenon was also observed at 
81 of the 83 snoRNA and snRNA genes, and 95 of the 100 other most highly transcribed 
genes in the genome (Figure 5-10 and Appendix G), and appears to be independent 
from the direction of transcription. 
 
 
Figure 5-9. The GINS complex undergoes long-term arrest at tRNA genes. (Center) ChIP-
chip data for the association of the GINS complex with a region of chromosome 6 
(coordinates 125–220 kb) containing eight tRNA genes. Data are shown in 15 min 
increments through the cell cycle. During late S phase sharp spikes are observed, which 
coincide with the position of the tRNA genes. We observe similar long-lived spikes that 
coincide with 267 of the 275 tRNA genes in the yeast genome. Two alternative models for 
explaining these spikes are presented: (left) in each cell, the replication forks are assumed 
to pause for 6 s at each tRNA gene; (right) the replication forks are assumed to have a 0.2% 
chance of long-term (t #N) arrest at each tRNA gene. Additional model parameter 
conditions are shown in the Supplementary information. 
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Figure 5-10. The GINS complex undergoes long-term arrest at highly transcribed genes. 
Time-course ChIP-chip data are shown for a region of Chr 7 (coordinates 833 – 889 Kb, left 
panel). The locations of the highly-transcribed TDH3 gene (red bar) as well as the tRNA 
genes (grey lines) in this region that overlap with the chip elements present in our arrays 
(see Supplementary Fig. S9). We have simulated this region (right panel) to show that the 
model of low probability (0.2%), long-term arrest can explain how these persistent features 
accumulate at highly transcribed genes. 
!
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5.3 – RE-ANALYSIS OF NUCLEOTIDE INCORPORATION STUDIES 
5.3.1 - On the Integration of Replication Dynamics 
Replication fork movement can be monitored in at least two different ways. In the first, 
the movement of the fork is directly monitored as in the present work (Figure 5-11, left 
panel, ‘Non-Integrative’). In the second, the incorporation of nucleotides is monitored 
using a density transfer approach during the formation of nascent DNA (Raghuraman 
et al., 2001) (Figure 5-11, right panel, ‘Integrative’). The first approach monitors the 
transit of forks, while the second approach integrates this process over time – that is, 
each time point accumulates signal.  
!
Figure 5-11. Integrative versus non-integrative monitoring of replication fork progression. 
Data is accumulated in the integrative approach, whereas forks can be observed leaving 
sites in a non-integrative approach. 
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The non-integrative approach more accurately differentiates between discretely firing 
origins within a population than the integrative approach. By analyzing our data for 
chromosome 16 in these two different ways (Figure 5-12), the accuracy of the non-
integrative approach is demonstrated. The left panel shows the results for the non-
integrative approach and the right panel the results for the integrative approach (as per 
(Raghuraman et al., 2001)), in both cases using the same raw time-resolved ChIP-Chip 
data. In this example, the origin ARS609 (indicated by the red arrow) fires later than 
ARS607 and with a much lower efficiency – estimated to be ~30% (Yamashita et al., 
1997). The region immediately to the left of ARS609 can be replicated in two directions 
(either by forks originating from ARS609 or from ARS607), and at two different times: 
30% of the time it is replicated early from right to left, while 70% of the time it is 
!
!
Figure 5-12. Integrative versus non-integrative monitoring of replication fork progression. 
In cases where an origin fires with less than unit efficiency, the observed replication time 
can be skewed by integration. In the case of ARS609 (red arrow in both panels), the 
replication time is observed to be very late in the right panel, most likely because much of 
the time that region is being replicated by forks emanating from an adjacent origin (gray 
arrow in both panels). 
 118!
replicated late (since the fork emanating from ARS607 has much further to travel 
(~55kB)) and from left to right. Thus, integrating the replication time for this region 
yields an average that does not represent the actual properties of forks emanating from 
ARS609. This example shows that the average time of replication (Trep) for a region 
surrounding an inefficient origin is dependent on its distance from adjacent origins 
(firing time and efficiency of the adjacent origins also have an effect). The change in Trep 
affects the shape of the replication-timing peak, and because rates are calculated by 
measuring the slopes of curves generated from the Treps, this bias may account for some 
of the variation in rates across the genome when nascent DNA is monitored 
(Raghuraman et al., 2001). 
5.3.2 - The Quality of the Density Transfer Data 
The experimental details of nucleotide incorporation studies are explained in Figure 1 
of that paper (Raghuraman et al., 2001) (recreated in Figures 5-13 and 5-14). Briefly, a 
given stretch of DNA will switch from the HH band in a CsCl gradient to the HL band 
once it is replicated. This process should follow a sigmoid curve, which is then used to 
calculate the Trep for that particular stretch (the stretches are identified by microarray). 
The Trep for every stretch is then used to generate a plot that shows the replication 
timing profile for every chromosome. Thus, an accurate replication profile is heavily 
dependent on smooth, sigmoidal replication curves.  
We generated timing curves for every stretch of chromosomes 6 and 10 form the raw 
data provided by the authors in the downloadable supplementary data Section of the 
paper. Two examples are provided in Figure 5-13. There is a clear difference between 
the ideal sigmoid Trep curve, which should begin at 50% HL, and convert to 100% HL by 
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the end of the curve (Figure 5-13, left panel). In fact, the HH curve nearly always 
increases before dropping to zero, and the HL curve never reaches above 50%. The 
cause of these systematic behaviors is not known, but the effects could easily include 
skewing the peak shapes in the Trep plots to create artificially high or low slopes at 
various regions of the genome. 
Indeed, the mean velocity reported in this study is 3.0 kb/min – nearly twice as fast as 
the rates observed by monitoring the GINS progression, and the rate that is typically 
assumed when discussing fork dynamics. However, the modes of the two rate 
distribution are much closer to each other (2.0 kb/min observed by Raghuraman et. al. 
!
!
Figure 5-13. Examples of timing curves for individual array elements in Raghuraman et .al. 
The y-axis is percent, and the x-axis is minutes. The numbers above each panel indicate the 
region of the genome being examined. The %HL is the pre cent at $ replication for each 
curve, an indicator of replication time. The dark lines represent the percentage of HH DNA 
for the region indicated above each box. The light (orange) line indicates the amount of HL 
DNA for this region. HH DNA should drop from 50% to 0%, while HL rises from 0% to 
100%. 
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versus 1.6 kb/min measured by GINS progression). Together with our observation that 
fork progression is in fact a uniform process, this suggests that perhaps the mean is 
skewed by a number of outliers. 
Overall, this study earlier study appears to have been very successful at identifying the 
locations of the origins across the genome. Unfortunately, it seems likely that the 
technique was not appropriate for quantitating velocities due to systematic errors in the 
experiment. These include skewed replication times for regions with origins that fire 
with less than unit efficiency, and the surprising behavior of the density transfer curves. 
These observations suggest that the direct monitoring of replication fork proteins is a 
more accurate approach for deducing the details of replication fork progression. 
 
!
Figure 5-14. Examples of timing curves for individual array elements in Raghuraman et al. 
The y-axis is percent, and the x-axis is minutes. The numbers above each panel indicate the 
region of the genome being examined. The left panel shows a timing curve using our time-
resolved ChIP-chip data, and the right panel shows a density transfer experiment 
(Raghuraman et al., 2001) for the same approximate region. 
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CHAPTER VI ! DISCUSSION 
6.1 – DNA POLYMERASE & HELICASE PROGRESSION DURING REPLICATION 
All theories of abiogenesis – the study of how the earliest life rose from inanimate 
matter - include replication as an integral feature, firmly presenting replication as an 
indispensible aspect for all of life and indicating that the process of genome replication 
is fundamental to biology. Another indicator of the importance of this process is the 
myriad of genetic health issues associated with problems in DNA replication. These 
include, but are not limited to, most types of cancer as well as aging. Many of these 
complications arise due to the fact that the genome is particularly exposed during this 
process. Investigating the details of the unwinding and synthesis of DNA is therefore an 
essential task that will not only help us appreciate how life came to exist, and perhaps 
contribute to solving important human health problems. 
Sites in the genome at which DNA synthesis takes place are called replication forks. 
Previous studies have suggested that progression of the forks is greatly affected by the 
different states of chromatin compaction, and from this, that the individual velocities of 
fork progression in yeast are highly variable. The reported velocities range from 0.5 – 10 
kb/min and asymmetric progression around origins has been described (Raghuraman 
et al., 2001). Importantly, these experiments were carried out nearly a decade ago, and 
microarray technology has progressed significantly since this time. As described here in 
Section 5.3, we have carefully re-assessed the quality and behavior of this data. This re-
analysis showed that the timing curves used to create the replication profiles in the 
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Raghuruman study do not behave as predicted for DNA in the process of being 
replicated. In fact, the shapes of the replication timing curves appear rife with 
systematic errors, making it difficult to extract quantitative information. 
Several studies claim evidence that “hard to replicate” regions of the genome can give 
rise to “paused” replication forks. This pausing phenomenon has been described as 
short duration stalling of forks at numerous specific sites in the genome (Azvolinsky et 
al., 2006; Azvolinsky et al., 2009; Deshpande and Newlon, 1996; Ivessa et al., 2003). For 
example, pausing intervals at tRNA genes have previously been estimated at ~10 sec 
(Deshpande and Newlon, 1996; Ivessa et al., 2003) – i.e., ~4 times longer than the 
interval required for unimpeded replication fork transit of a tRNA gene. The time-
resolved monitoring of replication fork proteins presented here reveals no evidence of 
pausing. In fact, our results suggest that instead of short pauses, the observation for 
pausing could equally be interpreted as infrequent replication fork arrest. 
The experiments presented in this dissertation take a different approach in comparison 
to previous attempts at analyzing the dynamics of DNA replication. By monitoring the 
progression of three replication fork-associated proteins along the genome during the 
cell cycle with time-resolved ChIP-chip techniques, we have come to significantly 
contrasting conclusions regarding the details of the replication program. The proteins 
monitored included a member of the CMG helicase complex (the Psf2 subunit of the 
GINS complex), and two replicative polymerases (the Pol2 subunit of Pol $ and the Pol3 
subunit of Pol #). The aims of this study were to understand in greater detail how 
chromatin affects the movement of the replication machinery. 
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6.1.1 - GINS Progression 
The data presented here, along with previously determined interactions of the GINS 
complex, strongly suggest that GINS moves with the helicase at the replication fork. 
Our time-resolved ChIP-chip data reveal that GINS binds to active replication origins 
and spreads bi-directionally and symmetrically as S-phase progresses. A similar 
approach had previously been used to monitor Pol $ localization on yeast chromosome 
3, albeit at much lower time resolution (Hiraga et al., 2005). As monitored by GINS 
movement, the majority of origins appear to fire in the first ~15 min of S-phase. A small 
fraction (~10%) of the origins to which GINS binds show no evidence of spreading 
(category 3 origins), although it remains possible that these peaks represent passively 
fired origins (Shirahige et al., 1998). Once an active origin fires, the GINS complex 
moves at an almost constant rate of 1.6 ± 0.3 kb/min. Its movement through the inter-
origin regions is consistent with that of a protein complex associated with a smoothly 
moving replication fork. This progression rate is considerably lower and more tightly 
distributed than those inferred from previous genome-wide measurements assayed via 
nascent DNA production (Raghuraman et al., 2001; Yabuki et al., 2002).  
6.1.2 - Progression of the Polymerases 
It is of interest to consider potential sources of these discrepancies between our 
observed fork progression rates and those reported in the literature. Some of the 
differences can be explained by the integration inherent to monitoring nascent DNA 
accumulation (discussed in Section 5.3). Such problems are avoided by our direct 
measurement of a specific fork-associated protein Psf2. However, it may also be 
conjectured that the discrepancies discussed above can be explained by the possibility 
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that the replication forks are not tightly coupled to the replicative polymerases with 
respect to their dynamics (Pacek et al., 2006; Walter and Henry, 2004). 
Using similar methods, the enzymes that synthesize DNA were monitored to address 
this possibility. Two general results were expected – 1) if the polymerases were 
significantly affected by chromatin structure, the progression profiles would look 
drastically different in certain regions of the genome; or 2) the CMG complex and the 
polymerases are spatially, if not physically coupled to the genome, and the progression 
profiles would look identical. 
The data reveal the progression profiles of both polymerases look extremely similar to 
that for the GINS complex. The mean and standard deviation of the velocity were 
identical, and no evidence of asymmetric progression was observed. Moreover, the data 
revealed uniquely unambiguous results that both Pol $ and Pol # progress from the 
origins to the termination sites. This resolves a long-standing debate on the roles that 
these two enzymes play in the replication process. Indeed, it is now very likely that 
Pol!$ is responsible for synthesizing the leading strand, while Pol # is responsible for 
the lagging strand. 
The only observable differences in the progression profiles of the three proteins came in 
the form of slight shifts in the timing – that is, the origins fired slightly earlier in the 
Pol $ experiments compared to the GINS or Pol # studies. This was a confusing result 
because it seemed inconceivable that a polymerase could progress ahead of the helicase. 
Experimental variations in the timing of the cell cycle seemed a much more plausible 
explanation. To test this, the progression of Pol $ was directly compared to that of the 
GINS complex by using a dual-tagged strain (Psf2-PrA, Pol2-Myc). After carefully 
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testing that the tags would not cross-react with the antibodies used to isolate the 
proteins, the resulting data confirmed that Pol $ and the GINS complex indeed move in 
unison. Thus, the polymerase proteins appear to traverse the genome in unison with the 
CMG complex and the differences in velocities between studies do not arise from any 
distinct behavior being attributable these complexes. Moreover, our re-analysis of the 
nucleotide incorporation experiments (Section 5.3) suggests that the direct monitoring 
of replication fork proteins is a more reliable method for measuring velocities. These 
results raise important questions regarding the interpretation that specific regions of the 
genome are particularly difficult to replicate. 
6.1.3 – Replication Fork Stalling 
The phenomenon described as pausing at tRNA genes is a predicted consequence of 
regions that are difficult to replicate. We observe sharp features at 267 out of 275 these 
tRNA genes (Figure 4-7), indicating that our methodology is sensitive enough to detect 
small perturbations, and that GINS movement can indeed be hindered to some degree. 
However, rather than a brief pause of each fork as it passes through these sites, these 
features persist late into the cell cycle. Simulation of several different scenarios (Figure 
5-9 and 5-10) suggest that these features may represent infrequent long-term arrest 
events, occurring with a probability of <0.5% for any given fork passing through a 
tRNA gene (Figure 5-9). This phenomenon was also observed at 81 of the 83 snoRNA 
and snRNA genes, and 95 of the 100 other most highly transcribed genes in the genome 
(Figure 4-7 and Appendix G). 
Previously, pausing of forks had been observed at such sites, where in certain cases the 
pause appeared to be coordinated with head-on collisions between the replication and 
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transcriptional machineries (Deshpande and Newlon, 1996). Here we do not observe 
any significant directional dependence of fork arrest at the tRNA genes, 40% of which 
transcribe in the same direction as the movement of the replication fork. Thus, the 
presently described features at highly transcribed genes do not appear to exclusively 
correlate with head-on collisions. The extremely low frequency of these events in wild 
type cells suggests they are due to low probability stochastic occurrences during the 
replication process. 
6.2 - UNIFORM FORK PROGRESSION & CHROMATIN  
We have made extensive use of modeling to test a number of different hypotheses and 
assumptions. In particular, iterative modeling allowed us to infer that GINS progression 
is uniform and smooth throughout the genome. We have also demonstrated the 
potential of simulations for estimating firing efficiencies. In the future, extending such 
firing efficiency simulations to the whole genome should allow us to make correlations 
with chromosomal features such as nucleosome occupancy. Such correlations may help 
in determining factors that govern the probability of replication initiation throughout 
the genome. Finally, simulations of the persistent features that correlate with the 
locations of paused replication forks suggest that this phenomenon is not a particularly 
prominent characteristic of fork progression. Instead, a large percentage of forks in a 
majority of cells appear to progress with great uniformity, only stalling on very rare 
occasions (with <0.5% frequency). 
Overall, the data and simulations lead us to the conclusion that replication forks in 
yeast cells traverse the genome at a relatively constant rate of 1.6 kb/min. The state of 
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chromatin compaction does not appear to affect fork progression to any observable 
degree. The different rate distributions can be attributed to systematic errors in the prior 
published data (Raghuraman et al., 2001), and fundamental issues in the prior 
experimental design (Raghuraman et al., 2001). 
An overwhelming majority of the yeast genome is wrapped up in the tight packaging of 
nucleosomes. Yet by any measurement the replication fork does not appear to have any 
problem coping with these structures. Whether the fork removes and replaces histones 
as it traverses the genome, or uses another mechanism to get through nucleosomes is a 
matter of intense research. In either case, our observation that the state of chromatin 
compaction does not have a major effect on the rate of fork progression may not be 
particularly surprising for two major reasons – 1) Replication forks already have the 
means to confront the presence of nucleosomes without significantly affecting their 
progression. 2) The fact that replication occurs in factories (Kitamura et al., 2006) 
suggests that groups of replication forks, particularly sister forks that originate from the 
same origin, should perhaps have similar behavior.  
6.3 – THE POLYMERASES & THE HELICASE COMPLEX 
From these time-resolved ChIP-chip experiments we conclude that three of the major 
components of replication forks – the CMG complex, Pol $, and Pol # – traverse the 
genome in unison. We have concluded that the simplest interpretation of the data is 
that GINS progresses with the helicase, while Pol $, and Pol # synthesize the leading 
and lagging strands, respectively. If there is a lag in space between the helicase and the 
polymerases, it must be relatively small since the replication profiles look nearly 
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identical for these proteins. Further, the presence of an extended amount of unwound, 
single-stranded DNA would leave these regions of the genome particularly exposed to 
damage. The fact that the GINS complex does not co-isolate with either polymerase 
raises further questions about the relationship between these three proteins.  
Recent experiments showing that Pol $ proteins can be detected in GINS 
immunoisolations when treated with formaldehyde may help to clarify the relationship 
between these proteins (Muramatsu et al., 2010). It is possible that the helicase and 
polymerases are in direct contact at the replication fork, but that the binding is 
necessarily weak in order to allow for polymerase replacement under certain 
conditions. It is also possible that these proteins interact indirectly through DNA, but 
their progression is coordinated in some other way to prevent exposed DNA.  
Currently, the dual-tagged approach described in Section 4.3 is being extended to co-
localize all three components together. These experiments will confirm whether 
progression of these three important replication fork proteins – GINS, Pol #, and Pol $ - 
are indeed directly coordinated. We have shown that this technique is highly 
reproducible, and it appears to be a reliable approach for measuring the rates of 
progression across the genome. These experiments suggest that the progressing 
replication forks take precedence in the genome, and that chromatin state does not have 
as significant of an affect on it as previously believed. 
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APPENDICES 
 APPENDIX A – Saccharomyces cerevisiae Strains Used in this Work 
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APPENDIX B – Mass Spec Identifications and Scores 
The log expectation values are from searches against the yeast genome database by 
using ProFound. Some proteins were not identified in the initial peptide search, but 
were only found by searching the MS/MS fragmentation data with Xproteo. A Xproteo 
d’ value of 4 means the hit probability is 0.99 with a false alarm rate of 0.5. 
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APPENDIX C — Time-Course Psf2 ChIP-chip Results Over S-phase for all 16 
Chromosomes in the Yeast Genome. 
The horizontal axes provide chromosomal locations in kb. Red vertical bars at the 
bottom of each chromosome indicate the locations of “confirmed” and “likely” ARS 
sites as defined in the reference (Nieduszynski et al.). The raw data is available at the 
following web address (prowl.rockefeller.edu/data/yeast_repl). 
 137!
Appendix C Continued 
!
 138!
Appendix C Continued 
!
 139!
Appendix C Continued 
!
 140!
 
 
 
 
 
 
 
 
 
 
 
APPENDIX D — Time-Course Pol2 ChIP-chip Results Over S-phase for all 16 
Chromosomes in the Yeast Genome. 
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APPENDIX E — Time-Course Pol3 ChIP-chip Results Over S-phase for all 16 
Chromosomes in the Yeast Genome. 
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APPENDIX F — Comprehensive Origin List 
Origins identified in from the Psf2 time-course study listed by chromosome number, 
systematic name (where available), and start and end coordinates. The category number 
(1, 2 or 3) that we have assigned to each is listed in column 5.  Prior identification of 
origins and their correspondence with the present study are listed in columns 6 to 10. A 
designation and reference for each of these 5 prior studies is given at the top of the 
column, and the reference number is listed in the appropriate box where a 
correspondence with the present work is observed. Asterisks represent potential 
passively firing origins. 
 
Table F-1 
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3
4!4
5
!.6/7
8
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<
4!4
=
3 ;>(3?5 @=? 3AB3 5 5 =
3 ;>(3?8 ABBC C=<C 8 =
3 ;>(3?< 8?B<@ 833C< 5 5 8 < =
3 ;>(3?= <?A3@ <88?? 5 3 5 8 < =
3 ;>(3?@ A?5=C A?<B3 5 3 5 < =
3 ;>(3?A 35<8=? 35<=BB 3 3 5 8 < =
3 ;>(3?C 3<@A?8 3<A@B? 3 3 5 8 < =
3 ;>(3?B 3=BB?@ 3@?35A 3 5 < =
3 ;>(33? 3A@3=< 3A@<?5 3 3 8 < =
5 ;>(5?3D= 5CB88 5B3=5 5 =
5 ;>(5?5 @83C@ @8<53 3 3 5 8 < =
5 ;>(5?8 B8<3? B8C33 5 3 5 < =
5 ;>(5?@E 3<5C@C 3<<?3@ 5 5 8 < =
5 ;>(5?AE 3A??<B 3A?5BC 5 3 5 8 < =
5 ;>(5?AD= 3BC3B8 3BC<8< 3 3 8 < =
5 ;>(5?C 58A@<< 58ACAB 3 5 8 < =
5 ;>(5?B 5=<CB? 5==38@ 3 5 < =
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5 ;>(53CE =8B38A =8B@BB 5 5 < =
5 ;>(53BE =B3<5< =B3A38 5 5 8 < =
5 ;>(55? @55@5= @55CB< 3 3 5 8 < =
5 @@?=<? @@?=CA 8
5 ;>(553D= @A=B<A @A@@@A 5 3 8 =
5 ;>(555E A?<5=? A?<=53 5 5 8 < =
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APPENDIX G — The Locations of tRNA Genes and Arrest Sites for the Entire Yeast 
Genome.  
The 75 min time point is shown for each chromosome. Red lines indicate the locations 
of tRNA genes, while peaks in the data indicate sites of long-term fork arrest in the 
genome. 
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