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Abstract
This paper concerns the problem of determining an H 2-function f when |f (x)| is known for
almost all x. It is shown that the conditions (∗) |g(x)| = |f (x)| and (∗∗) |g(x + b) − g(x)| =
|f (x + b) − f (x)| together imply that either g = Vf or g = V f¯ , where V has period b. Under
certain restrictions on f and g the function V takes the form V = eı(αx+β)B1B¯2, where B1, and B2,
are Blaschke products. If the conditions (∗) and (∗∗) hold for three incommensurable b’s, then g is
constant multiple of f . Analogous results for the problem of magnitude retrieval of H 2-functions
are discussed briefly.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
The problem of reconstructing a signal, i.e., function, f (x) from its magnitude |f (x)|
is of considerable interest to engineers, physicists and mathematicians (see, e.g., [5,6,8,
9]). In particular, the case of phase retrieval of H 2-functions was studied extensively by
Akutowicz (see [2,3]). One of his main results is the following: given f,g ∈ H 2 with
Fourier transforms fˆ , gˆ belonging to L1 and |f | > 0, then |g(x)| = |f (x)| for all real x
implies the existence of Blaschke products B1,B2 and real constants α,β such that g(x) =
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for band-limited functions, we will prove the following variant of Akutowicz’ result: given
f,g ∈ H 2 such that∣∣f (x)∣∣= ∣∣g(x)∣∣ and (1)∣∣f (x + b) − f (x)∣∣= ∣∣g(x + b) − g(x)∣∣ (2)
for almost all x and for some real constant b = 0. Then under certain restrictions on f
and g, either g = Vf or g = V f¯ , where V has period b and is of the form V (x) =
eı(αx+β)B1(x)/B2(x), where B1 and B2 are Blaschke products.
2. Preliminaries
The space H 2 consists of functions in L2 = L2(−∞,∞) whose Fourier transforms
vanish almost everywhere on (−∞,0). Each f ∈ H 2 uniquely determines an analytic
function defined in the upper half of the complex plane and also denoted by f satisfy-
ing: sup{∫∞−∞ |f (x + ıy)|2 dx: y > 0} < ∞ and f (x) = limy↓0 f (x + ıy) for almost all x.
The properties of Hp-functions used here can be found, e.g., in the book of Duren [4]. The
term inner function means a function of the form
J (z) = eıαzB(z)S(z)
for Im z > 0, where α is a non-negative constant, B is a Blaschke product and S is a
singular inner function defined as follows. Let ψ(w) denote |w2+1|
w2+1 if w = ±ı, otherwise
let ψ(w) = 1. The infinite product
B(z) =
∞∏
n=1
ψ(wn)
z − wn
z − wn , Imwn > 0,
is called a Blaschke product. It converges uniformly on compact subsets of the upper half-
plane exactly when
∑ Imwn
1+|wn|2 < ∞. A singular inner function is given in the upper half-
plane by
S(z) = eı
∫∞
−∞
1+zt
t−z dν(t),
where ν is a finite positive measure on (−∞,∞), that is singular with respect to Lebesgue
measure. When J is an inner function, limy↓0 J (x + ıy), which exists for almost all real x,
will also be denoted by J (x). Furthermore, J (x), x ∈ (−∞,∞), completely determines
J (z) for z in the upper half-plane and also satisfies |J (x)| = 1 for almost all x. It should
also be pointed out that in the representation of J given above the factors B and S are
uniquely determined. An outer function is determined in the upper half-plane by
F(z) = eıβ exp
((
1
ıπ
) ∞∫
−∞
1 + tz
t − z
logw(t)
1 + t2 dt
)
,
where β is real and logw(t)1+t2 is integrable with respect to Lebesgue measure. Any function
f ∈ H 2 has a unique factorization f = BSF where B is a Blaschke product, S is the
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discussion that F is determined up to a constant factor by |f (x)|, x ∈ (−∞,∞). Thus,
two H 2-functions with the same absolute value on the real line must have the same outer
factor up to multiplication by a unimodular constant.
3. Main results
We begin with a simple factorization associated with the equation |f (x)| = |g(x)|.
Proposition 1. Suppose f,g ∈ L2 and |f (x)| = |g(x)| for almost all real x. Then there
exist u ∈ L2 and v ∈ L∞ such that: |v(x)| = 1 for almost all x,f = uv¯, and g = uv.
Proof. Choose measurable functions real functions r and s such that f (x) = |f (x)|eır(x)
and g(x) = |f (x)|eıs(x). Let u(x) = |f (x)|eı(r(x)+s(x))/2 and v(x) = eı(s(x)−r(x))/2. Then
u and v satisfy the assertion of the proposition. 
In what follows δ = δb will denote the difference operator δh(x) = h(x + b) − h(x),
where b > 0.
Proposition 2. Suppose f,g ∈ L2 and |f (x)| = |g(x)| and |δf (x)| = |δg(x)| for almost
all real x. Then(
g(x)f (x + b) − f (x)g(x + b))(g(x)f (x + b) − f (x)g(x + b))= 0
for almost all real x.
Proof. By applying the operator δ to the factorizations f = uv¯ and g = uv asserted in
Proposition 2, it follows that
δf = uδv + δuv¯ + δuδv and δg = uδv + δuv + δuδv.
Substituting into δf δf = δgδg and simplifying yields
(uδu − u¯δu)(vδv − v¯δv) = 0
almost everywhere. It follows that, for almost all x, either
v(x)v(x + b) = v(x)v(x + b) or (3)
u(x)u(x + b) = u(x)u(x + b). (4)
By multiplying both sides of (3) by u(x)u(x + b) and (4) on both sides by v(x)v(x + b) it
follows that, for almost every x, either
f (x)g(x + b) = f (x + b)g(x) or
g(x + b)f (x) = g(x)f (x + b). 
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real x. Then, either
g(x + b)f (x) = g(x)f (x + b) (5)
for almost all x, or
g(x + b)f (x) = g(x)f (x + b) (6)
for almost all x.
Proof. From the theory of Hp-spaces [4] it follows that, if h does not vanish a.e., then
−∞ <
∞∫
−∞
log |h(x)|
1 + x2 dx
when h ∈ Hp, p > 0. The function h(x) = g(x + b)f (x)− g(x)f (x + b) belongs to H 1.
Thus, h vanishes a.e. or it is non-zero a.e. Thus, by Proposition 2, either g(x + b)f (x) =
g(x)f (x + b) for almost all x or g(x + b)f (x) = g(x)f (x + b) for almost all x. 
We make the following observations about Theorem 1: first, it holds if the hypothe-
sis f,g ∈ H 2 is replaced by the assumption that f and g are analytic in some open set
containing the real line, second, it holds if the difference operator δb is replaced by the
q-difference operator γ (f )(x) = f (qx) − f (x), where q is a real number = 1,0. In this
case the conditions (5) and (6) are replaced by conditions
g(xq)f (x) = g(x)f (xq) (7)
for almost all x, and
g(xq)f (x) = g(x)f (xq), (8)
respectively.
Corollary 1. Let f and g satisfy the hypotheses of Theorem 1. If the condition (5) holds,
then g = Wf , where W is, up to a constant multiple, a quotient of inner functions and has
period b. If (6) holds, then g = V f¯ , where V = JF/F¯ , where J is inner and F is outer
and V has period b.
Proof. Let f = IF be the inner outer factorization of f . Then, since the outer factor of g
is determined up to a constant multiple by |g|, it follows that there is a real constant β such
that g = eıβKF where K is inner. If (5) holds, then
W(x) = g(x)
f (x)
= eıβ K(x)
I (x)
is defined almost everywhere and has period b. Similarly, if (6) holds,
V (x) = g(x)¯ = e
ıβI (x)K(x)
F (x)
¯ . f (x) F (x)
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some lemmas.
Lemma 1. Let b be a real number and let
B(z) =
∞∏
n=1
ψ(wn)
z − wn
z − wn , Imwn > 0,
be a Blaschke product that converges in the upper half-plane. Then there is a unimodular
constant c such that B(z + b) = cA(z), where A(z) is the Blaschke product given by
A(z) =
∞∏
n=1
ψ(un)
z − un
z − un ,
where un = wn − b.
Proof. If it can be shown that
lim
y↓0
∞∫
−∞
log |B(x + b + ıy)|
1 + x2 dx = 0, (9)
then it will follow from a result of Akutowicz [1] that there is a Blaschke product A and
real constants α,β such that B(z + b) = eı(αz+β)A(z).
From
∞∫
−∞
log |B(x + b + ıy)|
1 + x2 dx
=
∞∫
−∞
log |B(x + ıy)|
1 + x2 dx
+
∞∫
−∞
log
∣∣B(x + b + ıy)∣∣( 1
1 + x2 −
1
1 + (x + b)2
)
dx
it suffices to show that limy↓0 J (y) = 0, where
J (y) =
∞∫
−∞
log
∣∣B(x + b + ıy)∣∣( 1
1 + x2 −
1
1 + (x + b)2
)
dx.
From
∣∣J (y)∣∣
∞∫
− log∣∣B(x + b + ıy)∣∣ |2xb + b2|
(1 + x2)(1 + (x + b)2) dx−∞
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∣∣J (y)∣∣ k
∞∫
−∞
− log |B(x + b + ıy)|
1 + (x + b)2) dx,
where the constant k is chosen to exceed |2xb+b
2|
1+x2 for all x. Hence, J (y) tends to 0 as y ↓ 0.
Thus, it is shown that B(z + b) = eı(αz+β)A(z), where A(z) is a Blaschke product given
by
A(z) =
∞∏
n=1
ψ(un)
z − un
z − un .
Since the zeros of B(z + b) occur exactly at wn − b, the un’s are given by un = wn − b.
By calculating B
′(z+b)
B(z+b) in two different ways, it follows that
ıα +
∑
n
2 Im(wn − b)
(z − (w¯n − b))2 =
∑
n
2 Im(wn − b)
(z − (w¯n − b))2 .
Thus, α = 0. The proof of the lemma is complete. 
Consider the singular inner function given by S(z) = exp(ı ∫∞−∞ 1+ztt−z dν(t)). The fol-
lowing condition on S will be important below:
∞∫
−∞
t2 dν(t) < ∞. (10)
The following well-known property of the Poisson kernel will be needed below.
Lemma 2. Let µ be a regular Borel measure on the real line. If ∫∞−∞ y(t−x)2+y2 dµ(t)
vanishes for all real x and all y > 0, then µ vanishes identically.
Lemma 3. Let J and K be inner functions whose singular factors satisfy condition (10).
Suppose that J (x)/K(x) has period b. Then there are Blaschke products A and B and a
real numbers α and β such that J (x)/K(x) = eı(αx+β)A(x)/B(x).
Proof. Here x and z will indicate, respectively, points of the real line and of the upper half-
plane. Since J and K are inner, there exist Blaschke products A and B and real constants
α1, α2, β1, β2 such that
J (x) = eıα1xA(x)S1(x), K(x) = eıα2xB(x)S2(x),
where
Sj (z) = exp
(
ı
∞∫ 1 + zt
t − z dνj (t)
)
, j = 1,2.−∞
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eıα2bA(z)S1(z)B(z + b)S2(z + b) = eıα1bA(z + b)S1(z + b)B(z)S2(z). (11)
By Lemma 2, A(z)B(z+ b) and A(z+ b)B(z) are Blaschke products up to constant multi-
pliers. As both sides of (11) are inner up to constant multipliers, uniqueness of factorization
yields
S2(z)S1(z + b) = eıβS2(z + b)S1(z),
where β is a real constant. Writing
S1(z)/S2(z) = eıαzeı
∫∞
−∞
1+tz
t−z dν(t),
where α = α1 − α2, ν = ν1 − ν2, it follows that
αz + β +
∞∫
−∞
1 + tz
t − z dν(t) = 2π + α(z + b) +
∞∫
−∞
1 + t (z + b)
t − (z + b) dν(t)
for some integer . Taking imaginary parts on both sides yields
∞∫
−∞
Im z(1 + t2)
|t − z|2 dν(t) =
∞∫
−∞
Im z(1 + t2)
|t − (z + b)|2 dν(t). (12)
Iterating (12) yields
∞∫
−∞
Im z(1 + t2)
|t − z|2 dν(t) =
∞∫
−∞
Im z(1 + t2)
|t − (z + nb)|2 dν(t), n = 1,2, . . . . (13)
By the condition (10) and Lebesgue’s dominated convergence theorem, it follows that
∞∫
−∞
Im z(1 + t2)
|t − z|2 dν(t) = 0.
Thus, by Lemma 2, the measure ν vanishes identically. 
Theorem 2. Suppose that f and g satisfy the hypotheses of Theorem 1 and that their
singular factors satisfy condition (10). Suppose, furthermore, that condition (5) also holds.
Then there are Blaschke products B1 and B2 and real constants α,β such that
g(x) = eı(αx+β)B1(x)B2(x)f (x)
and eıαxB1(x)B2(x) has period b.
Proof. Let f and g be factored as follows: f = JF and g = KeıβF , where J and K are
inner, F is outer and β is a real constant. It follows from (5) that K(x + b)J (x + b) =
K(x)J (x). The assertion of the theorem now follows from Lemma 3. 
Note that condition (10) is satisfied by the singular factors of f and g if they satisfy
the hypotheses of the result of Akutowicz mentioned in the introduction. Indeed, in that
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band-limited function also reduces to 1 is a consequence of the following:
Lemma 4. Suppose f ∈ H 2 is band-limited, i.e., f (x) = 1√
2π
∫ a
0 e
ıxt fˆ (t) dt for some finite
positive constant a. Then the singular factor of f is the constant 1.
Proof. Let f (x) = eıαxB(x)S(x)F (x) be the usual inner-outer factorization of f . Let h
be a non-negative continuous function vanishing outside of an interval [−M,M], M > 0.
Suppose it can be shown that
lim
y→0+
∞∫
−∞
h(x) log
∣∣f (x + ıy)∣∣dx =
∞∫
−∞
h(x) log
∣∣f (x)∣∣dx, (14)
lim
y→0+
∞∫
−∞
h(x) log
∣∣F(x + ıy)∣∣dx =
∞∫
−∞
h(x) log
∣∣f (x)∣∣dx, (15)
and
lim
y→0+
∞∫
−∞
h(x) log
∣∣B(x + ıy)∣∣dx = 0. (16)
It then follows that the singular factor S(z) = exp(ı ∫∞−∞ 1+txt−z dν(t)) satisfies:
lim
y→0+
∞∫
−∞
h(x) log
∣∣S(x + ıy)∣∣dx = 0. (17)
It follows from Fubini’s theorem that
∞∫
−∞
h(x) log
∣∣S(x + ıy)∣∣dx =
∞∫
−∞
∞∫
−∞
h(x)
y(1 + t2)
(t − x)2 + y2 dx dν(t).
For x ∈ [−M,M] and |t | 2M the expression 1+t2
(t−x)2+y2 is bounded independent of y.
Thus,
lim
y→0+
∫
|t |2M
∞∫
−∞
h(x)
y(1 + t2)
(t − x)2 + y2 dx dν(t) = 0.
By a property of the Poisson kernel,
lim
y→0+
∞∫
h(x)
y
(t − x)2 + y2 dx = πh(t)
−∞
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lim
y→0+
∞∫
−∞
h(x) log
∣∣S(x + ıy)∣∣dx = π
∞∫
−∞
(1 + t2)h(t) dν(t).
Thus, by (17),
∞∫
−∞
(1 + t2)h(t) dν(t) = 0.
As h is an arbitrary non-negative continuous function vanishing outside a finite interval,
the measure ν vanishes identically.
It remains to verify (14)–(16). If f (z) has no zeros on the interval [−M,M], then (14)
follows immediately by the dominated convergence theorem. Otherwise, let x1, x2, . . . , xn
be the zeros of f on [−M,M] and let p(z) =∏njj=1(z−xj )nj , where nj is the order of xj .
Then (14) holds when f is replaced by f/p. It is also easy to check that it holds when f
is replaced by p. Thus, (14) is established. By Fubini’s theorem,
π
∞∫
−∞
h(x) log
∣∣F(x + ıy)∣∣dx =
∞∫
−∞
log |f (t)|
1 + t2
∞∫
−∞
yh(x)(1 + t2)
(t − x)2 + y2 dx dt.
For |t | 2M , 1 y > 0 the expression (1+t2)
(t−x)2+y2 is bounded by a constant. Thus,
π
∞∫
−∞
h(x) log
∣∣F(x + ıy)∣∣dx =
2M∫
−2M
log
∣∣f (t)∣∣
∞∫
−∞
yh(x)
(t − x)2 + y2 dx dt + O(y).
Since
∫ 2M
−2M | log |f (t)||dt < ∞, and
∫∞
−∞
yh(x)
(t−x)2+y2 dx tends uniformly to πh(t), (15) fol-
lows. Finally, (16) is a consequence of the result of Akutowicz [1]. 
Theorem 3. Suppose that f and g satisfy the hypotheses of Theorem 1. Suppose, further-
more, that condition (6) also holds, that g satisfies (10) and that f is band-limited. Then
there are Blaschke products B1,B2 and real numbers α,β such that eı(αx+β)B1(x)B2(x)
has period b and
g(x) = eı(αx+β)B1(x)B2(x)f (x).
Proof. It is given that f (x) = 1√
π
∫ 2πN/b
0 fˆ (t)e
ıtx dt for some positive integer N . Let
f1(x) = eıx2πN/bf (x). Then f1 ∈ H 2 and furthermore, f1 and g satisfy the hypotheses of
Theorem 2. The asserted result now follows easily. 
4. Applications and examples
The following theorem shows that at most three applications of condition (2) are enough
to yield uniqueness up to a constant factor in the phase retrieval problem.
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respect to the rational numbers. Suppose f,g ∈ H 2 and |f (x)| = |g(x)| and |δbi f (x)| =|δbi g(x)| for almost all real x for i = 1,2,3. Then there is a constant c such that g(x) =
cf (x) for almost all x.
Proof. The proof relies on the following exercise: if h is a bounded measurable function
satisfying h(x + b) = h(x + b′) = h(x) almost everywhere where b and b′ are incommen-
surable real numbers, then h is constant almost everywhere. The hypotheses above imply
that either g = Wf or g = Wf¯ where W has at least two incommensurable periods. It
follows that either g = cf or g = cf¯ for some constant c. In the latter case, however, f
and g both vanish since they belong to the space H 2. 
Example 1. The hypotheses of Theorems 2 and 3 can be satisfied simultaneously. Here is
an example. Let k ∈ L2 vanish outside [0,1] and satisfy k(x) = k(1 − x) for x ∈ [0,1]. Let
f (x) = ∫ 10 eıxt k(t) dt and g(x) = eıxf (x). Then (1), (2), (5) and (6) are satisfied in the
case b = 2π .
Example 2. It is easy to give illustrations of Theorem 2. Let c be a complex number with
positive real part and let b > 0. Then the Blaschke product B(z) =∏∞n=−∞ ψ(ı +n)z−ı−nz+ı−n
converges uniformly on compact subsets of the upper half-plane and has period 1. Thus,
for any f ∈ H 2 the function g = Bf satisfies |g| = |f | and |δ1g| = |δ1f |.
Example 3. Theorem 2 fails if the condition (10) is removed. Consider the singular inner
function
S(z) = e−ıπ cot(πz) = exp
(
ı
∞∫
−∞
1 + tz
t − z dµ(t)
)
,
where µ is the discrete measure
∑∞
n=−∞ 11+n2 δn, where δn denotes the measure with unit
mass concentrated at n. Let f ∈ H 2 and let g = Sf . Then, with b = 1, f and g satisfy all
of the conditions of Theorem 2 except (10).
Example 4. Here is an example where the assertion of Theorem 3 is satisfied while f is
not band-limited. Let
f (x) =
∞∫
0
e−t eixt dt = 1
1 − ix .
Note that f is outer. Let B be the Blaschke product of Example 2. Let B∗(z) =∏
n=0 ψ(ı + n)z−ı−nz+ı−n and g = −fB∗. Then B(x)f (x) = g(x).
Example 5. In certain cases conditions (1) and (2) imply that g is a either multiple of f or
of f¯ by a factor of the form eıαx+β . Suppose that it is known that f and g have at most
finitely many zeros in the upper half-plane. Suppose further that condition (5) holds. Then
g(z) = eı(αz+β) B2(z)f (z), where B1,B2 are Blaschke products and the factor eı(αz+β) B2(z)B1(z) B1(z)
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factors. If B2 vanishes at some z0 in the upper half-plane, then it vanishes at all of the
points z0 + nb, n = 1,2, . . . . But then g would have infinitely many zeros. Hence, B2
reduces to a constant. A similar argument shows that B1 is constant.
5. Magnitude retrieval
The methods of Section 3 can be applied to the problem of magnitude retrieval of H 2-
functions, i.e., given f,g ∈ H 2 and arg(f (x)) = arg(g(x)) for almost all real x, to what
extent does f determine g? (In what follows we take the expression arg(f (x)) = arg(g(x))
to mean that both sides are undefined when one side is. Also, δ continues to indicate δb .)
Theorem 5. Suppose that f,g ∈ H 2/{0}. If
arg
(
f (x)
)= arg(g(x)) and (18)
arg
(
δf (x)
)= arg(δg(x)) (19)
for almost all real numbers x, then either g = Wf for come real valued function W having
period b or there is a periodic unimodular function U such that f = Uf¯ and g = Ug¯.
Proof. Let u,v, and w denote, respectively, f/|f |, |f |, and |g|. Then, f = uv and g = uw.
From (19) we have
δ(uv)(x)
δ(uv)(x)
= δ(uw)(x)
δ(uw)(x)
. (20)
Simplifying using (18) and (20), we obtain(
u(x)δu(x) − u(x)δu(x))(w(x)δv(x) − v(x)δw(x))= 0.
It follows that for almost all x, either
w(x)v(x + b) = w(x + b)v(x) or (21)
u(x)u(x + b) = u(x + b)u(x). (22)
Suppose that (21) holds for all x in a set of positive measure. Then, multiplying both
sides by u(x)u(x + b) and arguing as in the proof of Theorem 1, it follows that
f (x)g(x + b) = f (x + b)g(x). (23)
It follows that the real valued function W = g/f has period b. If (22) holds for all x, then
the unimodular function U = u2 is periodic and satisfies: f = Uf¯ and g = Ug¯. 
Using Theorem 5 and the techniques of Section 2 results analogous to Theorems 2–4
can be obtained.
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