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1. GENERAL THEORY 
Various models of biological or physical systems in terms of systems of delay differential equa- 
t ions DDE have been studied in different contexts, e.g., [1-7]. I t  is very impor tant  to show 
nommgat iv i ty  of the solutions of biological or physical models. It is obvious, if a certain variable 
represents an amount  of something (i.e., concentrat ion of wolves), then we expect that  this vari- 
able is nonnegative. Moreover, a l though several specific results are available in the l i terature,  
which looks true for specific cases, stil l general results for abstract  systems need to be developed 
in order to provide a general  f ramework for specific class of models. The case of l inear equat ions 
was studied in [8]. The general condit ions guaranteeing the nonnegat iv i ty  of solut ions as well as 
some examples when the nonnegat iv i ty  is not preserved in t ime are proposed in this paper.  
Consider the following equation: 
k(t) = F(x(t))  + G(x(t - T)), (1.1) 
where t E ]~, x(t) E Ru; F : R n --~ •n is a Lipschitz continuous function, and G : R '~ -~ R n 
is a cont inuous function, F = (F1 , . . . , Fu) ,  G = (G1, . . . ,Gn)  and is a constant  ~- > 0. Let  
if) : [-w, 0] -~ R n be a continuous function and 
x(t) = ~(t) ,  for t E I--T, 01, (1.2) 
be an init ial  data  of equat ion (1.1). Consider the auxi l iary problem 
Jc(t) = F(x(t)) ,  for t >_ 0, 
z(0)  = (1.3) 
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THEOREM 1.1. Assume that equation (1.3), for each (I)(O) _> O, has a nonnegative solution and 
the following inequality holds: 
VsE( I~+) ~, i= l , . . . ,n ,  Gi(s) >_0. (1.4) 
Then the solution of problem (1.1),(1.2) with 42(t) >>_ 0 for t E [-7, O] is nonnegative on the 
interval on which it exists. 
PROOF. Let x be a solution of problem (1.1),(1.2). Let t E [0, T], then we have t - T E [--T, 0]. 
Inequality (1.4) implies 
V iE{1 , . . . ,n} ,  V t>0,  2 i ( t )>F~(x(t ) ) .  (1.5) 
Assume that xi can be negative for some i E {1,.. .  ,n}. Then there exists to _> 0 such that 
2(t0) _< 0 and x(to) = 0. (1.6) 
But the autonomous equation y = F(y) has nonnegative solutions, and solving this equation with 
initial data (to,x(to)), we obtain F~(x(to)) >_ O. For G(x(to)) > 0, we have ~(t0) > Fi(x(to)) >_ O, 
which contradicts (1.6). It is easy to see for G(x(to)) = 0, we also have x(t) > O. By induction 
on k, the inequality x(t) >_ 0 holds for all k and for t E [kT, (k + 1)T]. Hence, 
x~(t) >_ o, v t  > o, v i  E {1 , . . . ,n} .  (1.7) ! 
THEOREM 1.2. Let 
3~E(R+)  n, 3 iE{1 , . . . ,n} ,  3e>0:G i (~)<- (F i (0 )+e) .  (1.8) 
Then there exists a function ~(t) >_ 0 such that the corresponding solution of problem (1.1),(1.2) 
becomes negative in a finite interval of time. 
PROOF. Let ~ = (s l , . . . ,  Sn) and let ~) -- (( Ih, . . . ,  ~n) be given: 
{ ~3, fo r te  - r , -2  ' • j(t) = ^ for j = 1 , . . . ,n .  (1.9) 
7- 
Hence, 
x~(0) = 0 and 2~(0) = Fi(0) + Gi(~) < 0. (1.10) 
This shows that there exists t > 0 such that xi(t) < O. | 
REMARK 1.1. If F(0) = 0, it is enough that Gi(~) < 0, for some s, i, to have negative values of 
the solution of problem (1.1),(1.2). 
REMARK 1.2. Let the solutions of problem (1.1),(1.2), with T = 0, be nonnegative for each 
nonnegative initial condition. It does not imply that the solutions of problem (1.1),(1.2) with 
some 7- > 0 are nonnegative for nonnegative initial data. 
PROOF. Consider the following equation: 
2(t) = x(t) x(t - T) (1.11) 
2 
It is easy to see that all solutions of equation (1.11) with nonnegative initial data have uonnegative 
solutions with T = 0. On the other hand, Theorem 1.2 implies that for the nonnegative initial 
data, equation (1.11) can have solutions with negative values. | 
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It is easy to generalise Theorems 1.1 and 1.2 to the following equation: 
k 
2(t) = F(x(t)) + E c(j) (x(t - Tj)). 
j= l  
(1.12) 
In this case, condition (1.4) becomes 
V (X 1 . . . .  ,Xk) : X i E (~-b)n,  
k 
Vj • {1,.. . ,n}, EG/ ) (x i )  >- O, 
i= l  
(1.13) 
and condition (1.8) becomes 
k 
3 jE{1 , . . . ,n} ,  3e>0:EG~0(s~ ) <-(Fj(O)+Q. (1.14) 
i=1 
2. LOGIST IC  EQUATION WITH T IME DELAY 
The logistic equation is applied frequently to biological systems [1,6-9]. We show that the 
solutions of the logistic equation with time delay can become negative in an finite interval of 
time. Then some special cases when the property of nonnegative solution is fulfilled will be 
discussed. 
Consider the following problem: 
&(t) = ax(t-- T) (1 X(/~_T)),  fo r t>0,  (2.1) 
x(t) = ¢(t), for t • [-7-, 0], 
where a is the growth rate, K the environment capacity, and 7- are positive constants. This model 
was studied in [9], but not the nonnegativity of solutions. Scaling variable x and time (see [1]), 
we obtain 
~(t) = awx(t - 1)(1 - x(t - 1)), for t > 0, 
x(t) = ¢(t), for t E [-1,0]. (2.2) 
As a consequence of Theorem 1:2, we have the following. 
COROLLARY 1.2. For the nonnegative initial condition, the solution of problem (2.2) carl have 
negative values. 
Since K = 1 is the environment capacity, there are biological reasons to consider initial condi- 
tions 0 < ¢(t) < 1. Consider the following polynomials: 
Wl(X) = - lx3  -1x2  + lx  + l (2.3) 
and 
W (x) = -2x3i6 - ¼ x +i' (z4) 
Let Pl and P2 be the greatest roots of W1 and I¥2, respectively, i.e., 
Pl = max{x 6 R :  Wl(x) = 0}, P2 = max{x E R:  W2(x) = 0}. (2.5) 
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0 _< ¢(t) _< 1, for t E [-1,0].  (2.6) 
if aT > Pl, then there exists a function ¢, which satisfies condition (2.6) and the corre- 
sponding solution to problem (2.2) has negative values; 
if aT < P2 and the function ¢ satisfies (2.6), then the solution to problem (2.2) is nonneg- 
ative. 
PROOF. Let 
1 for t E [ -1,0) ,  
¢(t) = 2' 
1, for t = 0, 
and xn be a solution of problem (2.2) on the interval In - 1, n]. It is easy to see that 
(2.7) 
~0 txl( t )  = ¢(0) + aTe(S)(1 -- ¢(S)) ds. (2.8) 
Hence, 
f t  aT aTt Xl(t)=l+j0 4ds=l+-T (2.9) 
Therefore, 
f l  t aT f t (  aTS~aTs 
x2( t )=x l (1 )+ aTx l ( s ) (1 - -X l (S ) )ds=l+-  T -  1+ 4 / - -~-ds"  (2.10) 
Consequently, we have 
x(2) = x2(2) = 1+ aT (aT) 2 (aT)3 = WI(aT). (2.11) 
4 8 48 
(i) 
(ii) 
If aT > Pl, then WI(aT) = x(2) < 0. 
First we show that if condition (2.6) is fulfilled then the following inequality holds: 
aT 
Vt > O, x(t) _< 1 + -T  (2.12) 
If x(t) > 1, then there must exist a point to < t such that x(to) = 1. Since 
x(t) = x(to) + aTx(s)(1 - z(s)) ds, (2.13) 
--1 
we have 
~tl ° aT aT x(t) < 1+ -~ds  = 1+ - - .  
- -1  4 
On the other hand, we have 
£o ( 
z(t)  >_ 1 + 1 + - ds = W2(s) ds. 
--1 
Thus, a r  < P2 implies W(aT) > 0 and consequently x(t) > O. 




Pl ~ 3.0578, P2 ~ 1.6786. (2.16) 
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3. F INAL  REMARKS 
Many researchers use models with delay without checking its basic properties and believing 
that the behaviour for small delay is similar to the case without delay. It should be pointed out 
that it may be false. 
We have shown that the nonnegativity of solutions of delay differential systems need not be 
preserved. Some general conditions guaranteeing the nonnegativity have been proposed, but 
some problems are still open. For example, consider equation (1.1) with the function G = 
c(x ( t ) ,  x( t  -- 7)); i.e., 
J:~(t) = xi(t)(Fi(x) + Gi(x(t) ,  x(t - 7))). (3.1) 
Then we note the following. 
REMARK 3.1. For each initial data (I) such that (I)i(0) > 0 for i = 1 , . . . ,n ,  the solutions of 
problem (3.1) are nonnegative. 
Theorem 1.2 shows that there exists an initial data (I), such that the solution of problem 
(1.1),(1.2) becomes negative. But the nonnegativity may depend on the way in which delay is 
introduced to the equation. If we consider the logistic delayed equation of the form (2.1), then the 
solution is negative for nonnegative initial data. Even if the solution can be negative sometimes, 
there exists a set of parameters and initial data that the nonnegativity is guaranteed. The logistic 
equation with time delay is a good example. The behaviour of its solutions, for small values of av, 
is similar to the logistic discrete time model. 
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