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ABSTRACT

Author: Zhu, Yuqi. Doctor of Philosophy
Institution: Purdue University
Degree Received: August 2018
Title: Electronics and Optoelectronics Devices from Low-Dimensional Systems
Major Professor: Joerg Appenzeller
The notion of low dimensionality becomes more than a pure mathematical ideal, as scaling of
modern electronics reaches a state of the art in which electrons are strongly confined at the
interface between silicon and the gate oxides in MOSFETs. Moreover, the improvement of
material synthesis in the last two decades gives rise to many fascinating materials, in which the
electronic states are confined at least for one dimension, like quantum dots (QD) for 0 dimension
(0D), carbon nanotubes (CNT) for 1 dimension (1D), graphene and transitional metal
dichalcogenides (TMD) as 2 dimensions (2D). In these materials, quantum confinement due to
the reduced dimensionality can significantly change their electronic and optical properties as
compared to their bulk counterparts.

Those materials offer great potential and opportunity for electronics and optoelectronic devices
beyond traditional bulk materials. As novel and unique as the low dimensional materials, they
require a change of understanding of charge transport from the macroscopic to the mesoscopic
level, and in many cases from classical Ohm’s law to quantum tunneling.

This thesis focuses on understanding charge transport in low dimensional material systems, and
on building prototype devices for electronic and optoelectronic applications. I studied Two
different material systems in detail: 1) 2D transition metal dichalcogenides (TMDs); 2)
heterojunction between 0D CdSe QDs and 1D CNTs. TMD materials have unique van der Waal
interactions in the out-of-plane direction. Understanding charge transport is limited due to a lack
of periodicity in the out-of-plane direction. Thus, both experiments and simulations are conducted
to extract the effective mass in the out-of-plane direction for the first time. Based on this
understanding, I have also explored vertical-TMD based memory devices for RRAM and selector.
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The CNT-QDs heterostructure is designed to combine the excellent light absorption of QDs and
exceptional mobility of CNTs for light harvesting. The key, to achieve a high-efficiency solar cell,
lies in the charge transport through QDs and CNTs interface. After initially gaining insight into
the impact of functionalization of QDs, the transport properties of FET based on CNT-QDs
heterojunctions are studied with different QD sizes and different laser wavelengths. The electron
transfer from QDs to CNT is confirmed, and the tunneling nature of this electron transport is
revealed.

In the last chapter, the current drive capability is compared between 1D and 2D devices to show
the benefit of low dimensional devices.
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1. INTRODUCTION

Rising of TMDs
Since the discovery of graphene, a fantastic material that consists of an atomically thin layer and
fascinate properties [1], researchers have been pursued a layered 2-dimensional material with a
bandgap. The family of TMDs including materials with bandgap from 0.5eV to 3eV becomes a
promising candidate for electronic and optoelectronic devices.

TMD materials are atomically thin semiconductors of the type MX2, with M a transition
metal atom (Mo, W, etc.) and X a chalcogen atom (S, Se, or Te). Like graphite, TMD bulk crystals
consist of monolayers bound to each other through vdW interaction. The bandgap is directly tuned
by the thickness of the TMD material. As their thickness is reduced down to the monolayer, some
materials show an indirect to direct bandgap transition like MoS2, MoSe2[2-3].

Fig 1.1 Views for atomic structure of MX2. A view along b-axis. B view along C-axis.
Having a sizable bandgap and ultrathin body of TMD makes it an interesting material for future
FETs. Unlike FETs based on silicon, the electronic properties of TMD based FETs can be described
as a Schottky barrier device which is a concept first identified in CNT based devices [4-5]. The
choice of metal contact determines the Schottky barrier at the TMD metal interface, which then
determines the I-V characteristics in the transistors. [6-8].
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Fig 1.2 Vertical stacking of 2D material graphene and BN shows an atomic sharp interface.
[Reprinted by permission from Springer Nature: Nature, Nature, Van der Waals heterostructures,
A.K. Geim & I.V. Grigorieva, Nature 499, 419–425, Copyright (2013).]
Another major advantage of the 2D vdW material is that it allows stacking vertically through
vdW interaction without any constraint of lattice mismatch. This unique advantage allows
creating many interesting heterojunctions with all sorts of TMD materials. Sub-thermionic
tunneling FET is achieved by charge tunneling vertically through MoS2/Ge [9]. PN junctions for
light harvesting are demonstrated by vertically stack different 2D materials like MoS2/WSe2,
BP/MoS2 [10-11]. However, charge transport through vdW interacted layers has not been studied
deeply. The lack of the periodicity in the vertical direction makes it very difficult to predict
electronic properties in the vertical direction.

Novel solar cells based on low dimensional material
The solar cell is a great source to provide clean energy. The bottleneck of solar cell technology
has always been relatively high cost compared with other sources of energy. Increasing the
power conversion efficiency (PCE) is the dominant way of lowering the cost per Watt. The Sibased solar cell is most commonly used for a commercial product due to its low fabrication cost.

However, there is a maximum PCE for a single PN junction based solar cell such as the Si solar
cell. This limit, known as Shockley-Queisser Efficiency Limit [16], shows that the maximum
power conversion efficiency is around 33.7% for a single p-n junction photovoltaic cell,
assuming typical sunlight conditions (unconcentrated, AM 1.5 solar spectrum). This maximum
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occurs at a band gap of 1.34 eV. To overcome this limit requires a combination of different
bandgap material. As I will discuss below, the CdSe QDs is an ideal candidate for surpassing the
Shockley-Queisser Efficiency Limit.

Figure 1.3 The Shockley-Queisser limit for the efficiency of a solar cell.
1.2.1

CdSe Quantum Dots

Quantum dots exhibit properties that are intermediate between those of bulk semiconductors and
those of discrete molecules. For sizes below 10nm, the quantum confinement effect will increase
the bandgap of CdSe QDs, thus the optoelectronic properties of CdSe QDs change as a function
of both sizes and shapes. The smaller diameter will result in a larger bandgap due to the quantum
confinement [15]. Due to highly tunable optical properties, QDs offer unique opportunities for
solar cell applications. In the traditional Si-based solar cell, the maximum power conversion
efficiency is limited to 33.7% which is known as Shockley-Queisser limit as stated above [16].
To overcome this limitation requires a combination of semiconductors with different bandgaps
which can be easily achieved by combining QDs with different diameters. However, a drawback
of QDs is that they cannot form a good conductive path by themselves.
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Figure 1.4 The size-dependent bandgap in CdSe Quantum Dots. [Reprinted with permission from
B.O. Dubbousi et. al., (CdSe) ZnS core− shell quantum dots: synthesis and characterization of a
size series of highly luminescent nanocrystallites. J. Phys. Chem. B 1997, 101, 9463-9475.
Copyright (2018) American Chemistry Society]

1.2.2

Carbon Nanotube

Figure 1.5 The chirality of carbon nanotubes.
The discovery of CNT can be traced back to 1950s, but it has not drawn a lot of attention until
1991, in which year Dr. Iijima observed the needle-like material having the graphite structure
[12,13]. It is proven that CNT is the result of rolling up graphene at a specific angle, so-called
chirality. Depending on the diameter and chirality, CNTs can be either semiconducting or
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metallic [14]. The bandgap of CNT will decrease while increasing the diameter of the
semiconducting tube.

The mobility in CNTs is extremely high as it is derived from graphene. The mobility can reach
150,000cm2/Vs. The excellent mechanical strength, electron mobility, and unique size and
chirality tunable bandgap make CNTs fascinating materials for both fundamental physics
research and industrial applications.

Figure 1.6 The bandgap in CNT. [Reprinted with permission from Y. Matsuda et al., Definitive
Band Gaps for single-wall carbon nanotube J. Phys. Chem. Lett. 2010, 1, 2946. Copyright (2018)
American Chemistry Society]
In order to benefit from both optical properties of QDs and high conductivity of CNTs, a
heterojunction of QDs and CNTs is designed to achieve a high-efficiency solar cell [17]. An
organic is introduced as a linker at the interface between QDs and CNTs to connect the QDs and
CNTs. However, in previous studies of the CNT-QDs heterojunctions, the power conversion
efficiency was found to be very low [18,19]. The main challenge is the insulating organic ligand
which connects the QDs and CNT which prohibited charge transfer between CNTs and QDs. In
order to design the right CNT/ligand/QD system, the key is to understand the charge transfer
mechanism inside the system [20].
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Memory Devices: Resistive Random-Access Memory and Selectors

EPRPOM
ROM

Non-Volatile

EEPROM
NAND

Memory Device

Others
NOR
FeRAM
Non-Volatile

STT-RAM
PCRAM
RRAM

RAM

Others
Volatile

DRAM
SRAM

Figure 1.7 The classification of memory devices.
The solid-state memory device can be divided into two group: Random-access memory (RAM),
Read-only memory (ROM). The volatile RAMs: DRAM & SRAM are high speed and high cost
in the top of the memory hierarchy. In modern computer storage hierarchy, there is a gap between
FLASH and DRAM as shown in fig. 1.8. At a cost, the modern computer system has to be designed
carefully to hide this gap. A non-volatile low-cost and relatively high-speed memory is desired to
bridge this gap.
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Figure 1.8 Memory hierarchy in computer storage. [Reprinted with permission from G.W. Burr
et. al, Phase change memory technology, Journal of Vacuum Science and Technology B, 2010 2,
28. Copyright [2018] American Vacuum Science.]
The resistive random-access memory (RRAM) is emerging rapidly as a possible solution to
bridge this gap. Depending on the physical mechanism of resistive switching, there are mainly 4
types for RRAMs: the Ferroelectric RAM (FeRAM) in which a ferroelectric layer is used instead
of a dielectric layer in DRAM, the spin-torque-transfer RAM (STT-RAM), the phase-transition
RAM (PCRAM), and most the commonly RRAM in which the resistive switching is achieved by
migration of oxygen defects or metal ions.

In most RRAMs, the resistive switching is achieved by filamentary switching as shown in fig.
1.9. In this initial state, a forming process is required to form the high conductivity filament for
the first time in this oxide or other types of semiconductor. After the forming process, the rest/set
operation is controlled by rupture or restoration of the filament. The resistance of the device will
switch between a high-resistance state (HRS) and a low-resistance state (LRS) after the reset/set
operation. After a set operation, the device will become LRS due to the highly conductive
filament. While after a reset operation, the device will become HRS due to tunneling gap in the
filament.
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Figure 1.9 The filamentary switching of RRAM.
As RRAM device is a simple two-terminal device which can be easily built from a MetalInsulator-Metal structure (MIM). This allows the implementation of RRAM devices into highdensity cross-point arrays as shown in fig. 1.10A. This 2D cross-point structure allows the
vertical integration of devices as well which can further improve the device density and lower
the cost per bit.

A practical problem of the cross-point structure is the sneak current path as shown in fig. 1.10B.
The sneak current is a type of leakage current from the unselected devices during a device
operation which will limit the output read margin, even causing a read error. The only way to
suppress the sneak current is to increase the nonlinearity of the device’s I-V characteristic.
Reducing the current through the unselected memory cell is achieved by adding an extra device
with large non-linearity which is called selector.

Figure 1.10 A The cross-point array of RRAM cells. B Sneak current path in the cross-point
array.
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The ideal selector can be viewed as a 2-terminal voltage controlled switch. At a voltage below a
threshold, it is in its off state with very large resistance to suppress sneak current through
unselected cells. While at high voltage, it is in its on state with very small, ideally zero, resistance
to let current pass through the selected cells.

The general requirements for a selector

implementation are: (1) two-terminal device, (2) high drive current, (3) high non-linearity, (4) bidirectional operation and (5) process compatibility.

Transport Model for Schottky-Barrier Device
In traditional Si-based FETs, an ohmic contact is achieved by heavily doping the contact region.
However, the doping of novel low dimensional materials like, CNTs and TMDs are still under
ongoing research. It is common practice to deal with the Schottky-barrier contact devices in lowdimensional devices instead of ohmic contacts as in Si-based FETs.

Figure 1.11 A IDS-VGS curve for SB FET. B-D Energy band diagram for different VGS biased
condition.
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Thus, understanding the charge transport in the SB FET is critical. The alignment of the source
and drain Fermi level relative to the conduction band or valence band of the semiconducting
channel is determined by the working function of the metal, and the electron affinity of the
semiconductor. A band alignment where Φp is smaller than Φn is shown in fig. 1-11. The flat
band voltage is defined as the particular VGS at which there is no band bending in the source
injection side. As shown in fig. 1-11A, the transfer curve IDS vs. VGS shows three different
segments. For VGS<VFB, the current is from hole Schottky barrier tunneling; while for VGS>VFB,
the thermal current with a 60mV/dec slope takes over; for larger VGS, electron Schottky barrier
tunneling becomes dominant.

The temperature dependence is shown in fig. 1.12A. The thermal current between VGS>VFB and
VGS<VMin (where VMin is VGS corresponding to the minimum current) shows exponential
deceasing with decreasing temperature. The temperature dependence becomes smaller as the
tunneling currents increase. Eventually, the tunneling is dominant at both large positive and
negative VGS where the current is almost temperature independent.

Moreover, this significant tunneling current will result in an underestimate of the barrier height,
if it is extracted from a conventional Arrhenius plot in which In(IDS/T2) is plotted against q/kt. In
the Arrhenius plot, the negative slope of In(IDS/T2) vs. q/kt is used to extract the barrier height, as
shown in fig. 1.12B. In fig. 1.12 C, the extracted barrier height is plotted as a function of VGS. In
the thermal hole branch, the barrier height (Φp) is tuned by VGS through the band movement, and
in the hole tunneling branch, the Φp should be 0.3eV regardless of the VGS. However, in the hole
tunneling branch, the extracted Φp will become smaller for more negative VGS. The reason for
this is that a near temperature independent tunneling current would be interpreted as zero barrier
height by the conventional Arrhenius plot.
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Figure 1.12 A Temperature dependence of a SB FET. B Arrhenius plot In(IDS/T2) vs. q/kt, the
negative of the slope is extracted as barrier height. C Extracted barrier height as a function of
VGS.
About this thesis
In this thesis, two different material systems have been studied in great detail: 1) the charge
transport in the out-of-plane direction in TMDs; 2) the charge transfer between CNTs and QDs.

In Chapter 2, a numerical model of charge transport in TMD is presented. Two different
transport mechanisms are identified: thermal diffusion at low Vds, and Fowler-Nordheim
tunneling at high Vds. Based on this model, the effective mass in the vertical direction has been
extracted for TMDs for the first time.

In chapter 3, heterojunctions of CNTs and QDs have been studied in two aspects: 1) impact of
the chemical process in which CNTs are functionalized with QDs; 2) charge transfer between
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QDs and CNTs under laser illumination. Since the chemical process of the functionalization of
QDs would damage only the outer shell of a DWNT, a DWNT is picked instead of SWNT. The
first finding is confirming that decoration of QDs will not degrade the conductance of DWNT.
The only impact is an effective n-doping due to a smaller work function in the QDs.

After the impact on the electronic properties of DWNT caused by the chemical process is well
understood. A detailed study of the charge transport between QDs and DWNTs, including
different QDs sizes and different laser wavelengths is conducted. Based on the changes of I-V
characteristics induced by the laser, an electron transfer to DWNTs is confirmed. Moreover, the
charge efficiency between the CNT and the QDs is extracted and the tunneling nature of the
charge transfer is revealed.

Finally, in chapter 5, simulations to compare the current capability in a 1D and 2D conductor are
presented. Our findings from analytical expressions reveal that under certain conditions an array
of 1D channels can outperform a 2D field-effect transistor because of the added degree of
freedom to adjust the threshold voltage in an array of 1D devices.
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2. VERTICAL CHARGE TRANSPORT THROUGH TRANSITION
METAL DICHALCOGENIDES

Part of the content in this chapter is reproduced from Ref. [21] Nanoscale, 2017, 9, 19108
DOI: 10.1039/C7NR05069K with permission from The Royal Society of Chemistry.

Part of the content in this chapter is reproduced with permission from Ref. [22] [F. Zhang, Y. Zhu, J.
Appenzeller, Novel two-terminal vertical transition metal dichalcogenide based memory selectors,
Device Research Conference, 2017 75th Annual] © [2017] IEEE.

The Challenge of Charge transport in Vertically-Stacked TMDs
Recently, vertical transport in two-dimensional (2D) semiconducting materials has drawn an
increasing amount of attention as a novel path towards future electronic devices [23-26]. The key
in the vertical stack of TMDs is that different from bulk crystals the broken symmetry in the
vertical stack direction is expected to manifest itself in otherwise unachievable electronic
properties. For example, large on/off current ratios and large on-currents in some vertical 2D
heterostructures [24,27,28], and inverse subthreshold slopes below 60mV/dec in a Ge-MoS2
heterostructure [29] have been reported and attributed to the vertical heterostructure layout. At
the same time, a theoretical description of the vertical transport is anything but straightforward,
as apparent from experimentally unverified predictions, e.g., superconductivity in constructed 2D
heterostructures [30].

The crux lies in the non-ideal interface properties between dissimilar materials that are not
epitaxially grown on top of each other but bound together by van der Waals forces alone. It is
these interfaces and transport through the same that needs to be understood in detail to allow for
a proper description of hetero-devices from 2D materials. As we will discuss here, a simple
transport model can be used to capture experimental data for vertical MoS2 and WSe2 devices
properly. This model with only 2 free parameters: barrier height and effect mass can provide a
very good description for charge transport as a function of TMD thickness (tbody), vertical electric
field (ε) and temperature (T).
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Different from previous experiments [24-29], our devices do not include any lateral transport
segment that may obscure the true vertical transport contributions, which allows for detailed
quantitative analysis with a minimum set of assumptions.

2.2 Experimental Results of Vertical Charge Transport
2.2.1 Device Fabrication & Electrical Measurement
Figure 2-1A and B illustrate the vertical device layout employed throughout this chapter that
eliminates any lateral transport contributions. In detail, the fabrication process consists of 4
steps: First, gold is deposited to create a large bottom contact using electron beam evaporation
onto a Si/SiO2 wafer. Au is chosen here to avoid introducing any contamination layer between
the electrode and the TMD. Second, WSe2 or MoS2 flakes are exfoliated on top of the bottom
contact. Third, an isolation layer (SiO2 for WSe2, HSQ for MoS2) is deposited and patterned by
electron beam lithography to avoid creating a short between the top and the bottom contact. The
device fabrication is finalized by the definition of the top contact (Ni for WSe2, Ti for MoS2)
using e-beam lithography, evaporation, and lift-off techniques. Typical contact areas range from
0.3μm2 to 3μm2.

Figure 2-1: A illustrates the device layout schematically and B shows a false colored SEM image
of a readily fabricated device. [Reproduced from Ref. [21] Nanoscale, 2017, 9, 19108
DOI: 10.1039/C7NR05069K with permission from The Royal Society of Chemistry.]
This particular sandwich structure ensures that current flow only exists in the vertical direction.
After fabrication, devices are characterized under vacuum (10-5 torr) using HP 4156A
semiconductor parameter analyzer. The bottom Au electrode was used as the source in all
measurements. Electrical characteristics of devices are studied for a wide range of flake
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thicknesses – determined for the individual devices by atomic force microscopy (AFM). The I-V
characteristics of WSe2 is shown in figure 2-2A. Different contact metal will impact the transport
properties. For now, the analysis focuses on the Au injection band. As shown in figure 2-2B, an
interesting observation can be made: there are two different thickness dependences at different
biased conditions.

Figure 2-2: A illustrates I-V characteristics of Ni-WSe2-Au structure, different contact metals
result in different I-V characteristics. B Current vs. thickness is plotted at different voltages.
[Reproduced from Ref. [21] Nanoscale, 2017, 9, 19108 DOI: 10.1039/C7NR05069K with permission
from The Royal Society of Chemistry.]

2.2.2 Two different Charge transport mechanisms
IDS versus applied voltage VDS has been observed for all TMD devices as shown in figure 2-2A
and 2-2B. At room-temperature, out-of-plane conductivities reach 4.6*105 S/cm2 at VDS=1V for
MoS2 devices and 200-300S/cm2 at 1V for WSe2. It is interesting to note that the experimental
values reported here for MoS2 are about 10 times larger than expected from reference 31 further
underlining the need for an experimentally supported vertical transport model. Moreover, due to
the absence of any lateral transport segment and the clean interface preparation, current drives
are about 100 times larger than reported from reference 28. While figure 2-2A and 2-2B show
the wide range of current levels that are achievable in MoS2 and WSe2 devices, there is, in fact, a
clear trend of current for a given VDS-value as a function of flake thickness (tbody) that can be
seen from figure 2-2B. The thinner the flake, the higher the current density is for sufficiently
high voltages. In fact, the current density changes approximately exponentially with flake
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thickness for VDS=1V. On the other hand, when plotting IDS for a constant electric field across
the flake, the high field regime shows tbody-independent IDS-values as apparent from figure 2-3D.
At the same time, IDS shows little dependence on the film thickness for small voltages.

The sum of these findings suggests that different transport mechanisms dominate for different
voltage conditions. In fact, the above findings are consistent with the notion that at low fields
thermal emission over a barrier of height Φ and at high fields Fowler Nordheim tunneling
through this barrier dominates transport through the vertical TMD device. Since barrier heights
are sensitive to the choice of contact metal, as mentioned above, Au is used as the most reliable
contact material for carrier injection into the vertical TMD structure, and the following
quantitative analysis is performed exclusively using the “Au-branch” of the I-V characteristics.
Note that the work function of Au ranges from 5.10 to 5.47eV according to reference 30. For
reference purposes, the work function of other metals used in our device such as Ni and Ti are
5.04 to 5.35eV, and 4.33 respectively according to reference 30. As discussed above, to obtain
reproducible data sets, only carrier injection from the gold contact has been studied here.

In the past, non-periodic structures that do not readily allow for the definition of a transport mass
have still been successfully described through an effective tunneling mass m*. The most
prominent example is silicon dioxide that is used in field-effect transistors (FETs) as insulating
layer between the silicon channel and the gate electrode. When scaling the gate dielectric film
thickness, currents leak through the silicon dioxide films and deteriorate the transistor
performance. Vertical transport through SiO2 has been extensively quantitatively analyzed in
metal-SiO2-metal structures [32-36] by employing Fowler Nordheim (FN) tunneling [36]:
I

=

q ε

4(2m)
8πhΦ exp −

⁄

Φ

/

3ℏqε

(2.1)

and an effective tunneling mass of m* = 0.3 m0 has been found to be adequate for the description
of vertical transport through amorphous SiO2 films [36].
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Figure 2-3: A and B show I-V curves for MoS2 and WSe2 devices. C shows IDS vs. thickness for
MoS2 at two biases. D illustrates IDS vs. TMD flake thickness at a constant electric field for 12
MoS2 and 16 WSe2 devices. [Reproduced from Ref. [21] Nanoscale, 2017, 9, 19108
DOI: 10.1039/C7NR05069K with permission from The Royal Society of Chemistry.]
Figure 2-3A plots

I

1
ε vs. ε (referred to as FN-plot in the following), clearly showing an

almost universal dependence for each of the TMDs at high fields (small 1/ε-values) that occurs
“linear” in the FN-plot, which is the signature of FN-tunneling. However, different from SiO2, a
second, almost constant current regime can be seen for TMDs at low electric fields (large 1/εvalues). This current is a result of the much smaller barriers for carrier injection into TMDs if
compared to SiO2 [32-36], where the thermal current over the “many eV-high” SiO2 barrier can
almost always be ignored. Figure 2-3B clearly shows that the barrier for injection into WSe2 is
much larger than in case of MoS2 – consistent with our findings on the lateral transport in these
structures [37].
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Figure 2-4: In A a signature FN tunneling is observed in IDS/ε2 vs. 1/ε plot. B and C show
experimental data for WSe2 at different temperatures in a FN-plot and IDS vs. VDS plot.
[Reproduced from Ref. [21] Nanoscale, 2017, 9, 19108 DOI: 10.1039/C7NR05069K with permission
from The Royal Society of Chemistry.]

Figure 2-5: A displays the band diagram used to describe our devices. B & C shows log IDS vs.
I
1
VDS and
ε vs. ε from simulation with parameters set of m*= 0.15m0, Φ = 0.3eV.
[Reproduced from Ref. [21] Nanoscale, 2017, 9, 19108 DOI: 10.1039/C7NR05069K with permission
from The Royal Society of Chemistry.]
To further substantiate our claim that thermal injection and FN-tunneling determine the observed
device characteristics, temperature dependent measurements are employed. As apparent from
figure 2-4 B and C, two distinctly temperature response regions can be identified as a function of
inverse electric field and drain voltage. For large 1/ε-values, a very strong increase in current
density is observed with increasing temperature as expected for the thermal injection part. On the
other hand, the high field region (small 1/ε-values or large VDS) shows almost no temperature
dependence as expected for FN-tunneling.
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2.3 Numerical Model for Vertical Charge Transport
To model the current through our vertical TMD devices, we are employing a band structure as
depicted in figure 2-5A. The Fermi level on the left-hand side is set to zero since the Au-injector
is grounded in our case. The barrier Φ for electron injection is treated as being exactly
triangular shaped in our model, implying that there is no charge accumulation occurring in the
TMD. Three different current transport mechanisms can be separated by the energy windows at
which they allow for electron transport as shown in figure 2-5A. For E ≥ Φ , electrons travel
from one contact electrode to the other by means of thermal injection over the barrier between
the Au electrode and the TMD. For lower energies, Φ > E ≥ Φ − qV , transport occurs
through Fowler-Nordheim (FN) tunneling through a triangular barrier. Finally, for E < Φ −
qV

direct tunneling occurs. Since our experimental study does not include TMD films that are

smaller than 8nm, direct tunneling currents were found to always be much smaller than their FNtunneling or thermal emission counterparts and will be ignored in the following for simplicity. In
the simulation for the current through our vertical devices, we assume that a constant twodimensional density of states (DOS) D2D describes the situation in the yz-plane (perpendicular to
the vertical transport direction, which is x) in every TMD flake irrespective of thickness. The
metal contacts do not introduce boundary conditions in the x-direction that make the use of a
flake thickness dependent D2D necessary.

Then, the basic equation for the vertical current through a TMD device can be written as:
I=

where, D

2q
h

D

T (f − f )dE dE

(2.2)

= m ⁄2πℏ is the 2D density of states of the yz-plane inside the metal contact. E//

and E are the corresponding energies in the yz-plane and x-direction, where E = E// + E is the
total energy. f , f are Fermi distribution functions inside the source and drain contacts.
Integration of currents occurs from –μ to infinity. T (E , Φ ) is the one-dimensional
transmission probability in the x-direction (current flow direction). Through a change of
variables w = E − Φ and w = E − Φ , T (w ) becomes independent of Φ and after
defining T (w) = D

∫ T (w ) dw with f = f − f , eq.(2.2) becomes:
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I=

2q
T
h

fdw

(2.3)

In calculating T (w ), WKB approximation is employed:

T
where k(x) =

=e

∫ ( )

(2.4)

2m∗ (E (x) − w )⁄ℏ.

Figure 2-6: A displays simulation I-V curve for different barrier height with a constant mass. B
shows the same plot for different effective mass and a constant barrier. [Reproduced from Ref.
[21] Nanoscale, 2017, 9, 19108 DOI:10.1039/C7NR05069K with permission from The Royal Society
of Chemistry.]
Since it is the product of effective mass and barrier height which determines the transmission, it
is impossible to separate barrier height and effective mass exactly in the previous study in SiO 2.
Here, this problem is solved by separating tunneling and thermal current. As shown in fig. 2-6A,
the thermal current decreases exponentially with increasing the barrier height. Meanwhile, in
fig.2-6B, the thermal current becomes a constant with different effective mass. By this finding,
the barrier height can be extracted through the thermal current without knowing any effective
mass.

The prediction for different thickness is shown in figure 2-7. The thermal current at small VDS
has no thickness dependent; whereas the tunneling current becomes independent of thickness at a
high electrical field. This finding allows me to extract thermal and tunneling current regardless
of the thickness of the right condition.
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Figure 2-7: A&B displays simulation I-V curve for different thickness.

2.4

Extraction of Barrier Height & Effective Masses

The strategy is to first extract Φn from the best fit to the thermal injection part of the
experimental data sets (IDS at VDS=50mV), and then use this value to identify the best fit to the
FN-dominated portion of the characteristics (IDS at ε = 5 * 107 V/m). The results of the extraction
approach are summarized in table 2-1.
Table 2-1: Extraction of Φ and m*/m0. [Reproduced from Ref. Nanoscale, 2017, 9, 19108
DOI: 10.1039/C7NR05069K with permission from The Royal Society of Chemistry.]
IDS @50MV
m*/m0
Φ
IDS/Ε2 @50mV/nm
[A/cm2]

[MeV]

[104A/V2]

[a.u.]

WSe2

1.9*10-3±2.1*10-3

567±25

2.4*10-16±2.1*10-12

0.14±0.03

MoS2

42.6±29.3

300±15

2.6*10-12±1.1*10-12

0.18±0.04

Note that the extracted barrier heights are in good agreement with the previously determined
Schottky barrier heights in lateral TMD-based field-effect transistors [37-39]. The vertical
effective tunneling masses in WSe2 and MoS2 are extracted experimentally here for the first time
to be around 0.14m0 and 0.18m0 respectively. Interestingly, the trend of larger masses for Mocontaining TMDs, if compared to W-containing TMDs, holds true even for the vertical transport
case.
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Figure 2-8: Fitting result for WSe2. A, B show experimental data (solid lines) and simulation
results (dotted lines), using the effective mass and barrier values from table 2-1. The color
shaded regions capture the error bars. C displays the corresponding IDS vs. thickness
dependencies, both experimentally and through simulations for two chosen bias values. D shows
the fitting of the temperature dependence at different VDS. [Reproduced from Ref. [21]
Nanoscale, 2017, 9, 19108 DOI: 10.1039/C7NR05069K with permission from The Royal
Society of Chemistry.]
Last, the extracted Φn and m* values were used to fit the experimental finds. As shown in fig. 28 & 2-9, our model and extracted barrier height and effective mass provide a very accurate
description of I-V characteristics, thickness dependence, and temperature dependence.
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Figure 2-9: Fitting result for MoS2. A, B show experimental data (solid lines) and simulation
results (dotted lines), using the effective mass and barrier values from table 2-1. The color
shaded regions capture the error bars. C displays the corresponding IDS vs. thickness
dependencies, both experimentally and through simulations for two chosen bias values.
[Reproduced from Ref. [21] Nanoscale, 2017, 9, 19108 DOI: 10.1039/C7NR05069K with permission
from The Royal Society of Chemistry.]

2.5

TMD Based Memory Selectors

In the memory device, each memory cell should have good selectivity to function properly. A
strong non-linearity is the key to ensure only the selected memory cell being accessed during
device operation. However, most of the resistive memories have an Ohmic behavior which is
highly linearity. A sneak current path is a result of this linear behavior. A selector device is
necessary to suppress the sneak current. Here, TMD based selector devices with high driving
current and high non-linearity are demonstrated.
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Figure 2-10: IDS-VDS curve for different TMD material. [Reproduced with permission from Ref.
[22] © [2017] IEEE]].
The device characteristics are shown in fig. 2-11. A high driving current more than 106A/cm2 is
achieved while the non-linearity ratio reache3 1,000 for ½ VDD scheme. The performance is
summarized in fig. 2-12. The solid line is simulation data with decreasing thinness. As thickness
decreases, the driving current increases while the non-linearity decreases. Thus, only engineering
with thickness will not improve the device performance.

Thus, a heterojunction of BN/WSe2/BN is proposed. Adding an extra thin tunneling barrier at
contact the interface will increase the non-linearity significantly due to increasing of the
tunneling height. The reduction in the on-current is trivial if the thickness of the tunneling height
is very small. As shown in fig. 2-12, the proposed heterojunction will provide high driving
current and high non-linearity at the same time.
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Figure 2-11: Non-linearity vs. Current for WSe2, MoTe2, MoS2. [Reproduced with permission
from Ref. [22] © [2017] IEEE].

Figure 2-12: Non-linearity vs. Current for WSe2, MoTe2, MoS2 and heterojunctions.

2.6 Conclusion
To summarize, we have fabricated truly vertical TMD devices and measured the vertical
transport through multi-layer MoS2 and WSe2 structures. Large current drives were demonstrated
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by employing a clean and reliable fabrication approach. Carefully evaluating experimental data
for a wide range of flake thicknesses as a function of the electrical field resulting in the
identification of two dominant current components: 1) Fowler Nordheim tunneling at high
voltages and 2) thermal injection at low voltages. A quantitative model considering both of these
contributions can quantitatively describe all experimental data, including temperature dependent
measurements. From a comparison between our model and the various data sets, Schottky barrier
heights in agreement with previously reported values are confirmed, and vertical effective
tunneling masses for MoS2 and WSe2 are determined for the first time.
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3. CHARGE TRANSFER BETWEEN CDSE QUANTUM DOTS AND
DWNTS

The content in this chapter is reprinted with permission from Ref. [40] Y. Zhu, R. Zhou, L. Wang,
S.S. Wong, and J. Appenzeller, Utilizing Electrical Characteristics of Individual Nanotube
Devices to Study the Charge Transfer between CdSe Quantum Dots and Double-Walled
Nanotubes ACS Energy Letters 2017 2(3), 717-725, Copyright (2018) American Chemical
Society.

3.1 Choice of Device Structure & Chemical Linker
Semiconducting quantum dots (QDs) exhibit strongly size-dependent optical and electronic
properties due to their tunable band gaps [41-43] and are frequently employed as key ingredients
for solar cell and photodetector applications [44-49]. On the other hand, semiconducting carbon
nanotubes (CNTs) have demonstrated outstanding electrical transport properties giving rise to
field-effect transistors with performance specs that are unrivaled by other materials [50,51] and
excellent switching behavior with large gate induced on/off-current ratios [52,53]. Combining
these two interesting and distinctive materials is believed to potentially result in a heterostructure
with attributes for solar cell applications beyond the conventionally achievable performance
specs [54,55]. However, for low-dimensional materials and combinations of the same, the key to
designing desired electronic properties is a detailed understanding of all interfaces involved and,
in the context of a QD-CNT system, charge transfer through the same interfaces.

In order to study the charge transfer between cadmium selenide (CdSe) quantum dots (QDs) and
double-walled nanotubes (DWNTs), various sizes of CdSe-ligand-DWNT structures are
synthesized, and field-effect transistors (FETs) from individual functionalized DWNTs rather
than networks of the same are fabricated. The previous studies have focused on quantum dot
decorated nanotube networks, in particular, derived from single wall carbon nanotubes (SWNTs)
[56-59], our approach of characterizing individual decorated double wall carbon nanotubes
(DWNTs) allows for a previously unachievable quantitative analysis of the charge transfer
between QDs and the nanotube channel. In fact, all of the above references had focused on the
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qualitative demonstration of a photoresponse, which only [57] determined the amount of charge
transfer to some extent quantitatively for a particular CdSe-ligand-SWNT network under one
laser wavelength. Here we present for the first time a comprehensive analysis on the impact of
QD size and laser wavelength, which resulted in the extraction of a charge transfer efficiency ke,
a quantity that had not been considered previously at the nanoscale.

There 3 major improvements in our devices compared with those in previously published works.
The first improvement is the absence of a tunneling resistance between tubes that is typically
obscuring the current contributions from transport inside the individual tubes in a nanotube
network. The second improvement is the easy access to so-called ambipolar device
characteristics, i.e. electron transport for positive and hole transport for negative gate voltages.
This particular feature allows for determining the number of charges transferred from one system
component to the other, which is not possible in so-called unipolar devices, as previously
reported [56-59]. Lastly, the use of DWNTs rather than SWNTs which allows for the chemical
modification of the outer shell without impacting the electronic signature of the inner shell,
thereby leaving an unperturbed nanotube available for carrier transport.

4-mercaptophenol (MTH) with the terminal thiol−SH is chosen as the linker molecule (ligand)
due to its strong affinity for CdSe and favorable π-π interactions with carbon nanotubes through
which the heterostructure is formed. In this context, it is worth noting that MTH is known to act
as a “hole-scavenger” [60,61], which prevents hole transfer from occurring between the QDs and
the nanotube, an aspect that will be discussed in greater detail below.

3.2 Device fabrication & Materials Synthesis
The synthesis of DWNT-MTH-CdSe is performed according to procedures from the prior
literature [42,43]. Pristine DWNTs were acquired from Helix Material Solutions and are
oxidized by HNO3 at 95°C for 20 hours followed by filtering through a 200 nm membrane. The
sample preparation is finalized by washing in water and drying at 180°C for 18 hours. CdSe QDs
with various sizes have been prepared, according to a well-known protocol.29 In addition, a
ligand exchange process was used to substitute MTH ligands for the original trioctylphosphine
oxide (TOPO) and hexadecylamine (HDA) capping agents of CdSe. The ligand-exchanged QDs
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were subsequently collected by centrifugation. In order to decorate DWNT with MTH-CdSe
QDs, the mixture of both solutions was sonicated for 10 mins to complete the reaction. After
sonication, the solution is filtered once again through a 200nm membrane and extensively
washed with distilled water and ethanol to remove excess free standing CdSe QDs. After the
preparation of DWNT-MTH-CdSe heterostructures, the DWNT-QDs solution is spin coated onto
a silicon/silicon dioxide wafer covered with 90 nm silicon dioxide. Utilizing pre-designed
alignment marks and imaging of the DWNTs relative to the same, individual contacts to the
DWNTs are defined by electron beam lithography using PMMA A4 as the resist, which was spin
coated at 6000 rpm for 45s with subsequent baking at 180°C for 80 s. After e-beam exposure, the
sample is developed in an IPA: water 3:1 solution for 60 s. After development, a stack of
titanium and gold (Ti = 30 nm, Au = 30 nm) is electron-beam deposited, which is then lifted off
after soaking in acetone at 75°C, overnight. Typical channel lengths lie in the 1 μm to 3 μm
range. Electrical measurements without laser illumination are conducted in a Laker Shore probe
station at 10-5 torr. The laser source is an argon laser; the laser intensity is adjusted by adding
optical attenuators. A 10x objective, with an N.A. = 0.25, is used to focus the laser beam. For the
electrical measurements using a laser, the sample is mounted onto a 16 pin chip carrier connected
through a chip socket. All electrical data are obtained using an HP semiconductor parameter
analyzer.

3.3

Impact of QDs Functionalization

The challenge in using individual DWNTs lies in a rather large variation of DWNT device
characteristics which obviously has to be controlled to ensure a meaningful interpretation of I-V
measurements. Two main sources for these variations exist and have been addressed in our work.

1) Device-to-device discrepancies are a result of diameter and chirality variations in DWNTs.
The electrical properties of DWNT are divided into 4 different aspects: the on-current value, the
on-off ration, the hole current to electron current ratio, and the voltage of minimum current Vmin.
Device characteristics of 30 to 40 individual transistors (depending on the nature of the
functionalization) have been averaged to reduce the device variation. Conclusions are only
drawn for the ensemble of all tubes explored rather than for an individual tube.
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2) Charging of the tubes’ surroundings and associated hysteresis effects [62] frequently obscure
“real” device characteristics and prevent the extraction of charge transfer information from a
shift of current (IDS) versus gate voltage (VGS) characteristics along the VGS-axis. A pulse
measurement set-up [63] is employed to eliminate these types of variations.

Figure 3-1: A: TEM image of DWNT-MTH-CdSe heterostructure with 3.0nm QDs. B: AFM
image of our fabricated device with individual DWNT-MTH-CdSe. C: Zoom-in view of 1B,
QDs are visible on the surface of the DWNT. D: AFM scan confirms that the QD height is about
3 nm and that the DWNT diameter is about 2.5 nm. [Reprinted with permission from Ref. [40],
Copyright (2018) American Chemical Society.]
Through this approach, electron transfer between QDs and DWNTs prior to light exposure as
well as under exposure to laser light with various frequencies has been quantitatively evaluated
for the first time. By comparing and analyzing data sets for different QD sizes, two distinct
charge transfer processes are identified. Without light exposure, charge transfer is found to be
only related to the coverage densities and does not depend on the QD size. On the other hand,
under illumination, charge transfer occurs through an induced tunneling process between the
QDs and the DWNTs. A relative charge transfer efficiency ke has been extracted based on the
coverage density, the absorbance, and the charge density of transferred electrons. Our analysis
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shows that ke only depends on the QD size, wherein smaller QDs result in a larger ke value. This
finding is consistent with our tunneling model for charge transfer and is in line with results
obtained by optical experiments [64].

A TEM image of a functionalized DWNT, coated with QDs measuring 3.0 nm on average in
size, is shown in Fig. 3-1A. An averaged 3.0 nm QD size with a coverage density of 14±10 per
100 nm is observed after functionalization. AFM images are taken after the device fabrication,
Fig. 3-1B-3-1D. Figure 1D further confirms our claim of electrical characterization of individual
DWNTs with uniform QD coverage in that it shows the height information for a DWNT (~2.5
nm) with a QD attached (total height is about 5.5 nm which translates into a QD size of about 3
nm).

Figure 3-2: A-C Transfer characteristics, IDS vs. VGS for pristine DWNT based FETs with
different bandgap. D Ion vs. On-off ratio for all device. E Statistics for the on-off ratio.F Ip/In vs.
On-off ratio for all device.
In order to investigate the charge transfer in the DWNT-QDs hybrid system, we first carefully
characterized the electronic properties of pristine DWNTs (tubes without any functionalization)
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as a baseline. As shown in Fig. 3-2 A-C, ambipolar transfer characteristics are obtained for
pristine DWNT transistors as expected for a Schottky barrier device [65,66]. Unlike in networks
of carbon nanotubes wherein frequently only a p-branch (conduction for negative gate voltages)
can be observed [56-59], individual DWNT devices show both current branches, which is critical
for the extraction of VGS point “Vmin“ data at which the electron and hole branches intersect
(minimum current value). As long as the Schottky barrier at either source-to-channel or drain-tochannel interface is not changed when the tube is “doped” through the attachment of the QDs,
Vmin is a reliable measure of the charge state of the functionalized DWNTs.

Figure 3-3: A: Set-up of pulse measurement to reduce hysteresis in the device characteristics
where tON=100 μs, tOFF=1 s. B: Transfer curves obtained by continuous measurement show a
large Vmin-shift and more substantial measurement variations. C: Same measurement as in 2B
using the pulse measurement approach. VDS=-0.9V are applied for both figure 3-3B and figure 33C. [Reprinted with permission from Ref. [40], Copyright (2018) American Chemical Society.]
Although using individual DWNT instead of networks of DWNTs has an advantage in ambipolar
characteristics, it results in the unavoidable large device-to-device variation as shown in fig. 3-3
A-C. The electronic performances are summarized in fig. 3-3 D-E for on current value, on-off
ratio, hole-current to electron current ratio. As shown in fig. 3E, a large portion of DWNT is
metallic/semi-metallic. The percentage to have an on-off ratio larger than 2 orders is only 14.8%.
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The reason is due to the fact that DWNTs become metallic if only one tube, inner or outer tube is
metallic. The on-current values are largely between 1uA to 10uA which is expected for a
Schottky barrier contact. The hole to electron current ratio is primarily larger than 1 due to
suppressing the electron current.

However, a reproducible Vmin value extraction is not guaranteed by the presence of ambipolar
characteristics. In fact, hysteresis effects as shown in Fig.3-3B frequently prevent an accurate
determination of Vmin. To address this issue, a pulse measurement set-up as described in Fig. 33A is used. The voltage biases VGS and VDS are applied simultaneously with a short pulse of
tON~100μs which allows the HP parameter analyzer to measure a current value. Between each
data point acquisition, zero voltage is applied for a time tOFF sufficient to allow for discharging of
the tube environment (tOFF is about 1 s unless otherwise specified). As a result, a much more
reliable and hysteresis-free set of data can be obtained (compare Fig. 3-3B and Fig. 3-3C). In the
following, we will thus utilize Vmin to monitor the charge state of the hybrid systems. Last, it is
worth noting that to ensure ambipolar device characteristics, titanium is chosen as the contact to
the tube since it is known to form almost symmetric Schottky barriers [65].

First, we characterized functionalized and pristine DWNT devices without illumination. Both the
DWNT-QD systems and pristine DWNTs exhibit similar ambipolar characteristics with similar
on current levels, indicating that the chemical process involved in the QD decoration did not
impact the electronic transport through the DWNT, likely because only the outer shell is affected
by the functionalization process. The detailed comparison is shown in figure 3-4. As shown in
fig. 3-4A, the one current value after functionalization is very similar as in the pristine DWNTs.
Furthermore, the Ip/In ratio does not show any obvious change after functionalization. Thus, we
can draw a conclusion that the chemical process of adding CdSe QDs does not reduce the
conductance of DWNT.
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Figure 3-4 A Comparison of on current values between pristine and functionalized DWNT. B
Comparison for Ip/In between pristine and functionalized DWNT.

Figure 3-5: A: Distribution of Vmin for pristine DWNT samples and DWNT samples with
different QD sizes. B: Exemplary transfer characteristics for various DWNT devices with and
without functionalization. C: Average Vmin as a function of coverage density with the pristine
sample used as a control sample for “zero” coverage. A standard error is used for the error bar.
[Reprinted with permission from Ref. [40], Copyright (2018) American Chemical Society.]
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This finding stands in stark contrast with other publications, 56, 58, 59 wherein after QD
decoration, these devices consisting exclusively of SWNT networks showed a large current
decrease, an observed thereby further confirming the validity, significance, and novelty of using
of DWNTs in this study. When averaging Vmin for all devices both with and without
functionalization, a negative shift of Vmin is observed consistently between the functionalized and
pristine DWNTs as shown in Fig. 3-5C. This trend is in general agreement with the reports in
reference 51 and 52 wherein a current degradation had been reported if we considered a constant
negative gate voltage used for the evaluation process. For the three different QD size hybrid
types under investigation (2.3 nm, 3.0 nm, and 4.1 nm), the negative shift follows the trend:
Vmin(DWNT-QDs 4.1 nm) < Vmin(DWNT-QDs 3.0 nm) < Vmin(DWNT-QDs 2.3 nm). The
coverage densities acquired from TEM as discussed above for different samples are shown in
Table 3-1. Within this study, it was not possible to completely distinguish between the impact of
QDs coverage and QDs size, as both of them vary for all three samples.

However, by analyzing our data, we observe a qualitative trend between the coverage densities
vs. shift of Vmin, i.e. larger coverage tends to result in a larger shift of Vmin, as shown in Fig. 35C and Table 3-1. The normalized shift of Vmin per number of QDs, as shown in the last column
of Table 3-1, is similar between QDs measuring 3.0 nm & 4.1 nm in size, whereas it is smaller
for the 2.3 nm QDs. Therefore, we cannot rule out the possible impact originating from the QD
size though it certainly is a factor.

According to reference 67, 4.1 nm CdSe QDs exhibit a LUMO level at about -3 eV relative to
the vacuum level. On the other hand, work function values of 4.6 eV-4.8 eV have been identified
for DWNTs [68]. A combination of the two materials can thus be expected to result in a work
function difference of more than 1.3 eV (we note that the difference between the conduction
band edge to the Fermi level maybe 0.2-0.3 eV for DWNT itself), which favors electron transfer
from the QD to the DWNT. Changing the QD average size from 4.1 nm to 2.3 nm only changes
the LUMO level by 0.5 eV [67]. We believe that it is this rather small difference that is
responsible for our experimental finding, i.e. that electron transfer is mainly related to the
coverage density whereas the impact of QD size is limited.
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Table 3-1 Coverage density and shift of Vmin for DWNTs attached to different QD sizes.
Assuming that the coverage densities and shift of Vmin are totally correlated variables for error
propagation. [Reprinted with permission from Ref. [40], Copyright (2018) American Chemical
Society.]
QD size Vmin [V]
[nm]

Coverage

Shift of

Normalized Shift of ΔVmin

[#QDs/100nm]

Vmin [V]

[V] (x100)

2.3

8.8±1.21

14±10

0.43±0.10

3.07±1.48

3.0

9.3±2.09

16±8

0.9±0.27

5.63±1.12

4.1

10±2.606

27±5

1.6±0.45

5.93±0.57

Figure 3-6 Statistics for on-off ratios for A functionalized DWNTS B Pristine DWNT C Pristine
DWNT.
Another interesting finding is that after functionalized DWNTs tend to have a larger on-off ration
than the pristine DWNTs. As shown in figure 3-6A, the percentage of functionalized DWNTs to
have an on-off ration larger than 2 orders is increased to 35.77 from 14.8% in pristine DWNT.
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Another control sample of pristine SWNTs is made, as shown in fig. 3-6C. After
functionalization, the distribution of on-off ration become much more similar to pristine DWNT.
This finding indicates that during the chemical process of adding CdSe QDs, the outer shell is
damaged whereas the inner shell in intact. Thus, the on current value can remain unchanged but
the on-off ration has increased.

3.4

Light Response from the DWNT-QDs Hetero-Structure

Next, we turn our attention to the impact of light upon the observed charge transfer. A shift of
Vmin was observed under light exposure itself, indicating light stimulated charge transfer, which
we analyzed as a function of a) laser frequency, b) laser intensity, and c) QD size. After laser
exposure of functionalized samples, device characteristics further changed in a reproducible
fashion, i.e. transfer characteristics again showed a shift towards negative gate voltages. Fig. 3-7
shows representative measurements of a DWNT-QD 2.3 nm device both without and with laser
light (λlaser=488 nm). As before, we attribute the observed apparent laser power dependent
“doping effect” to charge transfer (see Fig. 3-7B) – this time induced by light. We also verified
that pristine DWNT devices did not show any shift of their transfer characteristics if not too high
laser intensities were used. In this context, low laser intensities are necessary to avoid any
photoresponse from the DWNT itself or charged states at the Si/SiO2 interface as well as to avoid
any photodesorption effects [69,70]. The change in Vmin under laser light is again consistent with
other reports [56,57] that current changes either in the application of distinct gate voltages or in
the absence of applying a gate voltage, denoting overall behavior which can be understood
within our comprehensive gate voltage dependent characterization. In fact, our results support
the notion that electron-hole pairs are generated in the QD-system by absorbing incoming light
and that the electron is transferred into the conduction band of the DWNT, whereas the hole is
trapped in the MTH ligands, as depicted in Fig. 3-7C.
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Figure 3-7 A: Transfer characteristics of a 2.3 nm QD size sample under no laser and 488 nm
laser light exposure. B: Transfer characteristics of the same device under different laser output
power levels at 488 nm. C: The schematic illustrates how we envision electrons to tunnel from a
CdSe QD with varying size to the DWNT, mediated by the presence of the ligand. Smaller QD
sizes lead to smaller tunneling barriers (the HOMO and LUMO levels shown in the figure are
just qualitative representations). The energy levels for the DWNT, QDs and the ligand are from
reference 57, 63 and 64. [Reprinted with permission from Ref. [40], Copyright (2018) American
Chemical Society.]
The ligands between the QDs and the DWNT can be viewed as a “bridge” or a tunneling barrier
for electron and hole transport. The length of the ligand (tunneling distance d) and energy offset
between QDs and ligands (energy barrier ΦSB) are the determining factors for the tunneling
process to take place. However, the MTH-ligand containing a thiol group on the QD side is
known to create hole trapping states. Thus, in our heterostructure, only electron transfer can
occur, which is consistent with our observations from above regarding Vmin, since these positive
charges (trapped holes) act like a positive gate voltage which requires an additional negative
back gate voltage VGS to counter their effect on the band structure of the DWNT. Since there is a
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net charge transferred to the DWNT, the QD ligand system after the charge transfer is no longer
neutral. This is the reason why our analysis focuses on the charge transfer process instead of an
energy transfer process. Our analysis assumes that the charge left on the QD ligand system
effectively acts as a gate and that no particular electron-hole interaction needs to be considered
after the transfer has occurred and the transferred charge becomes delocalized.

Figure 3-8: A: Temporal response under continuous voltage biases. B: Temporal response under
pulsed voltage biases. VGS=-10 V, VDS=-0.9 V are applied and the device is exposed to 488 nm
laser light at 98 nW. [Reprinted with permission from Ref. [40], Copyright (2018) American
Chemical Society.]
Fig. 3-8A and 3-8B display both the current without light (white band) and with laser light
(green band) of 488 nm @98 nW. Due to the effective ‘n-doping’, the hole current at negative
VGS bias is decreased when the device is exposed to the laser. The temporal response of the
photocurrents shows a slow decay time of around 4 s once the light is turned on and an even
slower recovery time in the time window from 10 s to 25 s when the light is turned off for
continuous measurement conditions, i.e. when a constant gate voltage of -40 V and a drain
voltage of -0.9 V is continuously applied (Fig. 3-8A). The reason for this slow response time lies
in the effect discussed above, namely charging of the tube environment under both light and nonlight conditions and trapping of charge carriers that are transferred from the QD to the tube.
After turning off of the laser, it takes a substantial amount of time for the trapped holes to
overcome the barrier to recombine with the electrons in the DWNT if a constant electric field is
present. To further illustrate this point, we have employed a pulse measurement set-up as
described above.
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Figure 3-9: A to C show the extracted Δn-values for different QD sizes under laser exposure at
wavelengths of 488 nm, 514 nm, and 531 nm respectively. [Reprinted with permission from Ref.
[40], Copyright (2018) American Chemical Society.]
Table 3-2: Summary Data for Δn @power 98 nW. [Reprinted with permission from Ref. [40],
Copyright (2018) American Chemical Society.]
QD size Δn@488nm Δn@514nm Δn@531nm
[nm]

[106 cm-1]

[106 cm-1]

[106 cm-1]

2.3

4.62±2.68

2.68±1.10

̶

3.0

2.92±1.19

3.10±0.94

2.55±1.30

4.1

2.63±1.22

2.04±0.80

1.75±0.65

Fig. 3-8B displays the current changing as before, both with and without light but this time
without a constant gate voltage applied. Turning the VGS off between the acquisition of data
points allows for discharging of the trapped carriers [46,70,71] and results in a much sharper
decay and recovery time (smaller than 1s, which is the timespan between acquiring each data
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point). The significant difference in the obtained response times clearly highlights the
importance of employing a proper measurement set-up when characterizing complex systems
such as the one under investigation here.

To quantitatively understand charge transfer in the CdSe/DWNT system, a detailed wavelength
and QD size dependent study was performed. From the shifts of the transfer curves along the
gate voltage axis (ΔVmin), the number of transferred electrons can be estimated asΔn=ΔVmin•Cox
/q, where q is the unit charge, and Cox is the oxide capacitance per unit length where
COX=2πε/ln( + ( ) − 1), h is the oxide thickness with h=90 nm and r is the radius of the
DWNT with r=1.25 nm. From this,Δn is determined to be around 106 cm-1. Considering that the
coverage density in our case is about several hundred QDs per micron tube length, in average
each CdSe quantum dot thus contributes about one electron which is transferred to the DWNT.
Table 3-2 summarizes the data obtained from the distribution plots in Fig. 3-9A through Fig. 39C as a function of QD size and laser frequency. When comparing the extracted Δn-values with
the absorbance as summarized in Table 3-2, a clear positive correlation is apparent. The intuitive
picture in this context is that a certain number of photons that are proportional to the laser power
reaches the CdSe QDs are absorbed and generate electron-hole pairs, according to the specific
QD size and laser frequency dependent absorbance. Next, the electron-hole pair is separated and
only electrons are transferred to the DWNT, as described above, with a transfer efficiency ke.
Considering the coverage per tube according to Table 3-1, the total number of electrons
transferred can be reasonably and approximated captured by the expressions:
∆n ∝ power ∙ Absorption ∙ Coverage ∙ k

(3.1)

The only unknown in the above equation is the transfer efficiency ke. For a comparison between
different quantum dot sizes and wavelengths used in the experiment, the ke-value for a sample
with 4.1 nm QD size illuminated at 531nm laser light is set to unity. From Table 3-3 and Fig. 310, two trends are clearly visible: 1) ke does not show any dependence on the laser frequency and
2) ke shows a prominent monotonic dependence on the QD size. These two experimental
findings are interpreted as follows: 1) The absence of an explicit laser light energy dependence
suggests that once the laser wavelength reaches a minimum threshold value which is given by
the optical band gap of the QDs, (i.e. the first absorption peak for 2.3 nm, 3.0 nm, and 4.1 nm is
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494 nm, 550 nm, and 588 nm respectively), electron-hole pairs are excited and can be transferred
independent of the actual energy difference equally well to the DWNT. The above finding also
implies that the excess energy that the electron-hole pair gains from the laser is released in the
QD prior to the transfer into the tube. 2) The smaller the QD size, the larger the apparent transfer
efficiency with an almost linear dependence between the two. This behavior is attributed to the
fact that a smaller quantum dot implies a higher LUMO level (see also Fig. 3-7C) and thus, once
the electron-hole pair is created, a lower energy barrier for electrons tunneling through the ligand
derived tunneling barrier to the DWNT. Since the ligand length is independent of the actual QD
size, it is indeed only the height of the energetic barrier presented by the difference between the
LUMO level of the QD and the LUMO level of the ligand that determines the degree of charge
transfer to the nanotube.

Figure 3-10: A: Extracted ke values for different QD sizes and laser wavelengths when assuming
that the coverage density and Δn are totally correlated variables. B: Flowchart to illustrate the
equation correlating Δn and ke. [Reprinted with permission from Ref. [40], Copyright (2018)
American Chemical Society.]
Unlike the ΔVmin-shift without illumination, an explicit QD size dependence is observed under
laser light due to the difference in the charge transfer processes. After functionalization with the
quantum dot-ligand system, the band alignment between the nanotube and the QD-ligand system
occurs based on the relative work function differences and results in a preferred transfer of
electrons to the DWNT for all QDs irrespective of their size as discussed above. On the other
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hand, shining the laser onto the sample excites electron-hole pairs in the QDs, with electrons
tunneling through the energetic barrier induced by the ligand into DWNT, with the holes being
trapped in the MTH ligand. As a result, an additional shift of ΔVmin is created with an efficiency
ke that depends on the actual tunneling barrier height which itself is QD size dependent.

Table 3-3: Extracted ke for different QD size and excitation wavelengths. [Reprinted with
permission from Ref. [40], Copyright (2018) American Chemical Society.]
QD size ke @488nm

ke @514nm

ke @531nm

[nm]

[a.u.]

[a.u.]

[a.u.]

2.3

4.62±0.62

3.87±1.18

-

3.0

3.20±0.30

3.31±0.65

3.04±0.03

4.1

1.23±0.34

1.01±0.21

1±0.19

Table 3-4: Absorption at different QDs size and excitation wavelength. [Reprinted with
permission from Ref. [40], Copyright (2018) American Chemical Society.]
Absorption
Absorption
Absorption
QD size

3.5

[nm]

@488nm [a.u.]

@514nm [a.u.]

@531nm [a.u.]

2.3

0.8723

0.6037

0.3056

3.0

0.6964

0.7142

0.6395

4.1

0.9645

0.9172

0.7911

Conclusion

In summary, herein we have presented for the first time a study on functionalized individual
CdSe-DWNT heterojunction field-effect transistors with the purpose of studying charge transfer
with and without illumination under laser light. As compared with traditional structures created
from networks of SWNT, our composite architecture offers two significant advantages: 1) a
consistently high electronic performance of DWNT devices after the chemical process of
functionalization and 2) an ambipolar gate voltage response which allows for the extraction of a
well-defined Vmin, thereby allowing for a more detailed analysis and comparison of the impact of
different QD sizes and wavelengths. As a result, a relative electron transfer efficiency ke was
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determined for the first time based on the electrical data, which is in agreement with a simple
tunneling model for charge transfer.
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4. ON THE CURRENT DRIVE CAPABILITY 1D VS 2D

The content in this chapter is reprinted from Ref. [72]. This article is distributed under a
Creative Commons Attribution international license (CC By4.0)
https://creativecommons.org/licenses/by/4.0/legalcode.

Low dimensional electronic systems are at the heart of many scaling approaches currently pursuit
for electronic applications. Here we present a comparative study between an array of onedimensional (1D) channels and its two-dimensional (2D) counterpart in terms of current drive
capability. Our findings from analytical expressions derived in this article reveal that under certain
conditions an array of 1D channels can outperform a 2D field-effect transistor because of the added
degree of freedom to adjust the threshold voltage in an array of 1D devices.

4.1 Is 1D better than 2D?
The trend of scaling CMOS technology towards ever smaller dimensions has resulted in device
structures that resemble nanowires in terms of their cross-sectional dimensions, i.e. FinFETs and
TriGates [73-78] are approaching heights and widths of few tens of nanometers. Depending on the
nature of the channel material, and in particular if materials other than silicon are considered, size
quantization effects can be relevant [79,80], in these types of structures. Envisioning that the
current trend of miniaturization prevails, one-dimensional modes will ultimately carry the current
from source to drain. In other words, in order to continue channel length scaling, low dimensional
channel structures are introduced at the expense of lower current drive capabilities per wire. The
obvious question arising in this context is: “Under which circumstances does this approach make
sense and when does it fail or – as we will show below – under which conditions is it desirable to
operate in the one-dimensional transport mode regime even without requiring the additional
benefit of channel length scaling.” [81-85]

To shine some light on these questions we have studied a model system that consists of a twodimensional gated channel with ideal source/drain contacts operating in the ballistic regime. This
system is then “patterned” into individual one-dimensional channels of various dimensions and
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spacing between them. Note, that the structures under consideration remain planar and do not
provide the added advantage of increasing the device width in the vertical direction (as in the case
of FinFETs and TriGates). A comparison between both the on- and off-state performance of the
various systems when operating in the quantum capacitance limit, i.e. the conduction and valence
bands of the structure are under ideal gate control, reveals the desired operation window for lowdimensional nanowire arrays which goes beyond the arguments that typically motivate the
introduction of FinFETs and TriGates.

Figure 4-1 Model system (top left), the impact of VDS and VGS on the 1D mode system (top
right), and visualization of parallel conduction in an array of 1D wires (bottom). [Reprinted with
permission from Ref. [72].]
4.2 Simulation Methods
Let us consider an array of 1D nanowires with width a that are separated by a gap of dimension b,
as shown in figure 4-1. The total width of the array is assumed to be W = n ∙ (a + b), where n is
the number of wires. Manipulating a and b and comparing the conductivity of the array with a 2D
film of width W allows gaining insights into the impact of size quantization and, as will be shown,
indicates a window of operation for which an array of 1D wires can outperform a 2D film despite
the material loss associated with introducing “cuts” of width b.
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To perform a quantitative analysis, we first consider graphene and then extend our calculation to
a semiconductor with parabolic E(k) relation. Starting from the two-dimensional linear energy
dispersion of graphene around the Dirac point, size quantization results in a set of one-dimensional
modes as depicted in figure 4-1. The actual energy spacing between the individual 1D modes
becomes larger (including the band gap) if a becomes smaller. At the same time, the number of
modes M1D(E) becomes discrete in 1D. The band line-up under zero gate and drain bias conditions
for each 1D wire are defined as the minimum of the lowest conduction band edge EC0 in the channel
aligning with the source and drain Fermi levels in the contacts. All wires are assumed to respond
in the same manner to the gate and drain field (see the bottom part of figure 4-1). In case of the 2D
graphene film, the threshold voltage is defined as the Dirac point. Through this approach of setting
the threshold voltage to zero for both 1D wires and 2D films at the conduction band edge, a
comparison of the device on-state needs to be concerned only with the gate voltage VGS rather than
the overdrive voltage V

−V .

Under the conditions discussed above, the current through the device can be calculated using
Landauer formalism. For ease of handling the analytical expressions, zero temperature
conditions and ballistic transport in the quantum capacitance limit (QCL) are assumed. Our
calculations are extended towards 300K showing that the analytical results obtained for T=0K as
discussed in the following capture all relevant aspects and allow to understand the critical trends
even quantitatively.

Within this model the electron current density (which is the only component considered) can be
written as:
I2 D  W

q
M 2D ( fS  fD )dE
h E
C

(4.1)

Here q is the electron charge, M 2 D is the number of propagating modes per unit width in the 2D
device, M

= D

∙ v , D2D is the full density of states (including +k and –k-states), veff is the

average electron velocity in the transport direction, and fS and fD are the source and drain Fermi
distributions respectively.
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If a positive gate bias is applied, the bottom of the conduction band is pulled down by exactly the
amount of qVGS because of the assumed operation in the quantum capacitance limit (QCL)
[86,87], and a positive drain voltage moves the drain Fermi level down by qVDS. Note that the
assumption of operation in the QCL is justified for materials with a low density of states when
aggressively scaled gate oxides are considered. Furthermore, it should be noted that operation in
the QCL is harder to achieve in the 2D case than for 1D due to the larger density of states in 2D.
Thus, assuming that both 1D and 2D follow a one-to-one band movement with the gate voltage
will potentially underestimate (but not overestimate) the amount of current by which the 1D
current can surpass its 2D counterpart.

To calculate the current through the graphene transistor we note that: i) the current in a uniform
2D system is proportional to the device width W, ii) the energy dispersion E(k) of graphene close
to the Dirac point can be approximated by E = v ℏk, and iii) the DOS is D

= g ∙ 2πE⁄h v ,

where g is the degeneracy factor, which is 4 for graphene – accounting for spin and valley
degeneracy. To simplify the following calculations, we set g to 1. Furthermore, iv) the average
velocity in two dimensions is v


= 2v ⁄π. Under these assumptions we find:
I2 D 

I2 D 

Wq 3 2
VGS
h2v f

Wq 3
2
2VDSVGS  VDS
h2v f



VGS  VDS



(4.2)
VGS

VDS

On the other hand, the current in a one-dimensional system is carried by 1D modes with discrete
k-vector values in the quantization direction. For simplicity, we assume here hard wall potentials
at the edges of the wires with width a , resulting in an energetic spacing between modes of ∆E =
hv /2a. This is a simple yet valid assumption if comparing our findings with results from firstprinciple calculation [86,89]. Only modes in the energy interval between the source and the drain
Fermi level contribute to the current. Moreover, D

∙v

= 2/h for g=1, independent of the

actual energy dispersion. Assuming zero temperature conditions and ballistic transport in the
quantum capacitance limit as in the 2D case and noting that v

= v in the 1D case, the 1D

current can be expressed as:

I1D  n

q
M1D (E)( fS  fD )dE
h

(4.3)
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Here n = W/(a + b) is the number of wires, m(E) is the number of modes at each energy,
M (E) = int[(E + qV )/∆E] + 1 for E > −qV and m(E)=0 for E > −qV . Only currents
due to electron flow in the conduction band are considered. It seems apparent that the current
through an array of 1D structures cannot exceed the 2D current for finite b-values. Interestingly,
this statement is only correct for qVGS and qVDS simultaneously being larger than ΔE. In fact, as
will be discussed in the following for operation at sufficiently small bias conditions, equation
(4.3) reveals higher current levels in 1D compared to the 2D transport case. For small bias
conditions qV

< ∆E, and qV

< ∆E only 1 mode is conducting and equation (4.3) simplifies

to:


I1D 
I1D

Wq 2
VGS VGS  VDS
(a b)h

Wq 2

VDS VGS
(a b)h

(4.4)
VDS

From equation (4.4), the conductance of each wire is, independent of the material choice q ⁄h.
Comparing equations (4.4) with (4.2) now reveals a different trend. While the 2D current in
equation (4.2) always shows a square-dependence on VGS and VDS at any biased condition, the
1D current in equation (4.4) exhibits a linear dependence on V

and V

at small bias values. A

crossover between I1D(VGS, VDS) and I2D(VGS, VDS) is expected, with the 1D current being larger
than the 2D current below this crossing point. It is worthwhile mentioning at this stage again that
equations (4.4) hold true independent of material choice or the details of the E(k) relation as long
as only one 1D mode is involved in current transport.

At this point, it is worthwhile reviewing the assumption of ballistic transport that has been made
to allow obtaining the simple analytical expressions from above. For carbon nanotubes [80] and
the cases of graphene and graphene nanoribbons [90-92] operation in or close to the ballistic
limit has been reported, validating our approach. However, even in the case, that scattering limits
the current carrying capability of the device, equation (4.4) can still provide useful insights into
the benefit of 1D transport. If the same scattering mechanisms prevail in the planar and ribbon
device, the current in both cases is decreased by the same amount and thus the ratio between eq.
(4.2) and eq. (4.4) remains unaltered, thus not impacting our analysis. Only if additional
scattering in the ribbon case, e.g. due to the roughness of the edges, reduce the current in eq.
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(4.4) more than in the 2D case, our analysis will be affected. In this case, the voltage range (see
discussion below) over which 1D currents can be expected to exceed their 2D counterparts will
be reduced by the same scaling factor that impacts the current in eq. (4.4) due to scattering.

4.3 Better current drive capability in 1D.

Figure 4-2 Calculated conductance versus gate voltage for different drain voltages. The diagrams
indicate the relative position of the 1D subbands for the respective drain and gate voltage
conditions. Diagram 1&2 show the band alignment when the 2nd, 3rd mode starts to conduct.
Diagram 3 shows the band alignment for current saturation. Diagram 4 shows the band
alignment when only the 1st mode is saturated but not the 2nd mode. [Reprinted with permission
from Ref. [72].]
Based on the above analytical framework I-V characteristics have been calculated for various 1D
transport scenarios. For all simulations, a width of W=1

m has been assumed. A set of

conductance versus gate voltage curves for different drain voltages is plotted in figure 4-2. For the
1st subband, the conductance saturates at 33 ∙ q /h, where 33 is the total number of wires in the
array, with the conductance contribution per wire for one subband being q /h as expected from
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eq. (4.4). The higher the drain voltage, the larger the gate voltage needed to reach the same
conductance saturation level.

For a=15nm, ∆E = hv /2a ≅ 0.14eV, which means that at V

= m ∙ 0.14V the (m+1)th subband

will start to conduct. This situation corresponds to band diagrams 1 and 2 that illustrate the 2nd, 3rd
subband at gate voltages of 0.14V and 0.28V aligned with the source Fermi level. For V
40mV, V

=

= 0.18V (diagram 3) maximum conductance through two subbands occurs since the

minimum of the 2nd subband is exactly by the amount of VDS below the source Fermi level. Thus,
even a further increase of gate voltage does not change the conductance until the 3rd mode starts
to conduct. Only when V
saturate. Accordingly, for V

=V

+ m ∙ 0.14V, the conductance through the (m+1)th mode will

= 200mV, V

= 200mV (diagram 4), only the 1st mode in each

wire has reached its saturation conductance of q /h while the 2nd mode has not. For gate voltage
values below 200mV, an increase in gate voltage leads to more conduction in both, the 1st and 2nd
mode. However, for gate voltages above 200mV, an increase in gate voltage only leads to more
conduction in the 2nd mode. As a result, the slope of conductance versus gate voltage decreases at
this point.

Next, we compare the current levels in 1D and 2D. In figure 4-3a, both, the 1D current (blue) and
the 2D current (red) are plotted as a function of gate voltage. It is clear that for small gate voltages
the 1D current can exceed the 2D counterpart as mentioned above in the context of equation (4.4).
The crossing points are labeled from small drain voltages to large drain voltages as 1, 2, 3, and 4.
The corresponding positions are shown in figure 4-3c, and it is obvious that for drain voltages
larger than V

= ∆E/q = 0.14V , the position of the crossing point occurs at the same gate

voltage of V

= ∆E/q = 0.14V . For drain voltages below 0.14V, the crossing points depend

linearly on the gate voltage, and VGS approaches ∆E/2q = 0.07V when the drain voltage tends to
zero. Note that, as stated earlier, the assumption of operation in the QCL for both the 1D and 2D
case is a conservative estimate in that it will overestimate the band movement in the 2D case
resulting in an underestimated gate voltage range for which 1D exhibits a larger current than 2D.
In terms of transconductance gm, 1D can also exceed the 2D case for certain bias conditions (shown
in figure 4-3d). Interestingly, this statement even holds true for large VGS values as long as VDS is
small enough because of the onset of higher 1D modes.
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Figure 4-3 a) ID vs. VGS for both, the 1D and 2D case b) 3D plot of I1D-I2D, (z-axis: I1D-I2D, xaxis: VGS, y-axis: VDS), the black line indicates where the 1D current and the 2D current are
equal c) 2D projection of b. d) 3D plot for gm1D-gm2D (z-axis: gm1D-gm2D, x-axis: VGS, y-axis:
VDS), the black line indicates where 1D has a larger transconductance. [Reprinted with
permission from Ref. [72].]
Next, we will illustrate based on the density of states (DOS) of 1D versus 2D how 1D currents can
exceed their 2D counterparts. As discussed before, both 1D and 2D currents can be expressed as
an energy integral of the number of conducting modes M1D,2D(E) and the difference of the source
and drain Fermi distributions. If we compare M1D for a wire of width a with its counterpart in 2D:
aM2D, one can derive the following expressions:
X2D  aM 2D 

2 Ea
hv f

X1D  M1D  int[

2Ea
]
hv f

(4.5)

(4.6)
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Figure 4-4 a) X1D and X2D respectively as defined in the text, b) situation as in a) after threshold
voltage shift, c) situation as in a) after threshold voltage shift and accounting for material loss,
and d) zoom of c). [Reprinted with permission from Ref. [72].]
Equation (4.5) was multiplied by the wire width a for a proper comparison of the 2D and 1D
number of modes. Obviously, equation (4.6) is just the discrete version of equation (4.5) as
shown in figure 4-4. Depending on the choice of threshold voltage (ΔE in case of figure 4-4a and
0 in case of figure 4-4b) X1D is smaller or larger than X2D. From figure 4-4b one might conclude
that the 1D case is always providing larger currents, but in reality, the material loss that is
captured by the above-introduced parameter b needs to be considered as well. If we choose a = b,
the material loss results in a scenario as depicted in figure 4-4c. Under these conditions, X1D is
larger than X2D only for VGS<ΔE/q. The exact conditions under which the 1D current can be
larger than the 2D counterpart can be calculated by comparing ∫ X dE and ∫ X

dE. As shown

in fig.4-4c and fig. 4-4d, X1D is only larger for the energy region from 0 to ∆E⁄2, and for the
integration range (0, ΔE), ∫ X dE and ∫ X

dE are identical. This means that for VGS larger

than ∆E/q = 0.14V, the 2D current will be always larger which confirms the results in figure 43c. Equation (4.7) summarizes the conditions under which the 1D current exceeds the 2D one:
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(E qVDS )
qVDS  E
2
qVDS E
qVGS  E

qVGS 

(4.7)

Note that equation (4.7) describes precisely the black line in figure 4-3c. If scattering is considered
as discussed above, a scaling parameter that captures excess scattering in the ribbon case will have
to be introduced in equation (4.7), which will reduce the voltage range over which the 1D currents
are larger than the 2D ones.

In the following, we want to focus on the interplay between a and b. As discussed above, the 1D
current depends on both parameters, and depending on the introduced quantization conditions
through a and the material loss through b, I1D will exceed (or not) I2D. To illustrate this point, both
the 1D and the 2D currents are plotted for different a, b-values in figure 4-5 for a linear and figure
4-6 for a parabolic energy dispersion. Since in general, different E(k) dispersion relations impact
the above analysis only in so far that the density of states and energy quantization ΔE is changed,
both, figure 4-5 and figure 4-6 show qualitatively the same dependences. While the energy
dispersion impacts the values of the parameters a, b, VDS, and VGS for which the 1D current can
exceed the 2D counterpart, the general trends described above prevail. In particular, equations
(4.1), (4.3), and (4.4) are valid independent of the exact material choice. For the details of how
equation (4.2) and the number of 1D modes m(E) is modified under the assumption of a parabolic
energy dispersion see the appendix.
For (a,b) = (0,0) I1D becomes infinite since the number of wires W/(a+b) contributing q2/h to the
conductance becomes infinite. Also, as expected, small b-values are in general desirable to reduce
the amount of material loss. The a-dependence is somewhat more surprising. In fact, we find a
non-monotonic dependence of the 1D current with a for constant b as shown in figure 4-5b. Two
effects need to be considered when a increases. On one hand, the number of contributing wires
decreases with increasing a for fixed W and b. This results in an I1D

1/a trend as depicted in

figure 4-5b. On the other hand, increasing a changes the quantization conditions per wire and
decreases the mode spacing ΔE. The sharp increases in current around 21nm, 42nm, 63nm are a
result of this effect. For these a-values, ΔE is 100meV, 50meV, and 25meV respectively. From the
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discussion above, the number of contributing modes at source Fermi level is simplyint(qV /∆E +
1) which implies that for a = 21nm, 42nm, and 63nm the 2nd, 3rd, and 4th mode start conducting
for a VGS of 100mV. The amount of current change at the onset of the nth mode is proportional to
n/(n-1) which implies a current increase by a factor of 2, 1.5, and 1.33 at a = 21nm, 42nm, and
63nm respectively consistent with figure 4-5b.

Figure 4-5: 1D current and 2D currents are plotted as a function of a, b for a linear E(k).
[Reprinted with permission from Ref. [72].]

Figure 4-6 1D current and 2D currents are plotted as a function of a, b for a parabolic E(k).
[Reprinted with permission from Ref. [72].]
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So far, the discussion had only been concerned with the on-state performance of an array of 1D
wires in comparison with their 2D counterpart. In this section, we will discuss that the benefits
mentioned above of a higher on-current in 1D for specific parameters do in fact NOT come at the
expense of a deteriorated off-state performance of the device. In order to come to this conclusion,
currents through both, the conduction and valence band need to be considered. If a band gap is
assumed in a semiconductor with parabolic bands (see also figure 4-6), size quantization increases
the energetic spacing between the maximum of the valence band and the minimum of the
conduction band for the 1D case. To quantify the impact of this band gap change, the above
condition about zero Kelvin operation needs to be revised since otherwise an infinitely steep
inverse subthreshold slope and accordingly an infinite on/off-current ratio would make the
comparison between the 2D and 1D scenario meaningless. Figure 4-7 shows transfer
characteristics for both the 1D and the 2D case at 300 K. As apparent from the plot, the quantization
conditions in the nanowires result in a larger band gap that leads to a larger on/off-current ratio,
i.e. in particular, a substantially lower minimum current level as shown in Figure 4-7.

Figure 4-7 Transfer characteristics for the 1D and 2D case for a parabolic E(k)-relation. As
above, a width of W=1μm and a=10nm b=4nm has been assumed. [Reprinted with permission
from Ref. [72].]
4.4 Conclusion
In conclusion, we have presented in this article a simple analysis focusing on both the on-current
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in arrays of one-dimensional wires if compared to a two-dimensional structure of similar
dimensions. Different from general expectations, an array of 1D structures can outperform the
current in a 2D system if threshold voltages are properly adjusted, even under room temperature
operation. The above discussion provides a simple guide to performing similar comparisons for
other material systems and device structures.
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APPENDIX

Part of the content in Appendix is reprinted with permission from Ref. [40] Y. Zhu, R. Zhou, L.
Wang, S.S. Wong, and J. Appenzeller, Utilizing Electrical Characteristics of Individual
Nanotube Devices to Study the Charge Transfer between CdSe Quantum Dots and DoubleWalled Nanotubes ACS Energy Letters 2017 2(3), 717-725, Copyright (2018) American
Chemical Society.

Part of the content in Appendix is reprinted from Ref. [72]. This article is distributed under a
Creative Commons Attribution international license (CC By4.0)
https://creativecommons.org/licenses/by/4.0/legalcode.

A.1. Material Characterization of CNT and QDs.

Figure A1-1. A-C Low magnitude TEM for QDs size 2.3nm, 3.0nmn, 4.1nm. D-F High
magnitude TEM for QD size 2.3nm, 3.0nmn, 4.1nm. [Reprinted with permission from Ref. [40],
Copyright (2018) American Chemical Society.]
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Figure A1-2. Absorbance spectrum for QDs size 2.3nm, 3.0nm, 4.1nm. The concentration of
each solution is adjusted such that the peak absorbance (588nm, 550nm, and 494nm) is to be 1.
[Reprinted with permission from Ref. [40], Copyright (2018) American Chemical Society.]
A.2. Current Calculation for parabolic E-k relation.
For a parabolic E(k) relation: =

∗

/2

, where m* is the effective electron mass in channel.

In 2D, the density of states and effective velocity can be described by:

D2D

2 m*
 g 2
h

veff 

2



2E
m*

(A1)
(A2)

If we assume g to be 1 and only consider the electron currents, I2D becomes:


5

I 2D

4 2m*Wq 2 3 2

VGS
3h 2

VGS  VDS

5

I 2D

3
4 2m*Wq 2 3 2

[VGS  (VGS VDS ) 2 ] VGS
2
3h

VDS

(A3)
Which replaces the set of equations (A2) from above for the parabolic E(k)-case. In 1D on the
other hand as discussed above for g=1: D v

= 2/h. Using the same size quantization

conditions: ∆k = π/a. The current in the 1D case becomes:
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qV

0

I1D

DS
qW

(  m(E )dE   m(E )dE)
h(a b) qVGS
qVGS

(A4)

With the number of modes m(E) = int( 8m∗ a (E + qV /h ) + 1).

A.3 Temperature Dependence
The impact of finite temperature is included by the kt-term within the Fermi distribution. In this
case the current equation becomes:


I1D

Wq

M1D (E)( fS  fD )dE
(a b)h Ec

(A5)



I2 D

q
 W M 2 D (E)( fS  fD )dE
h Ec

(A6)

From the result shown in fig. A2-1 it is clear that the temperature does not impact our
quantitative conclusion about the 1D current surpassing its 2D counterpart substantially.

Figure A2-1: a) Plot of I1D-I2D for different VGS and VDS biases at T=0K b) Plot of I1D-I2D for
different VGS and VDS biases at T=300K. [Reprinted with permission from Ref. [72].]
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