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A b stract
The structure of benzimidazole has been determined in the electronic ground and excited 
states using rotationally resolved electronic spectroscopy. The rovibronic spectra of four iso­
topomers and subsequently the structure of benzimidazole have been automatically assigned 
and fitted using a genetic algorithm based fitting strategy. The lifetimes of the deuterated 
isotopomers have been shown to depend on the position of deuteration. The angle of the 
transition dipole moment with the inertial axis could be determined to be -30°. Structures 
and transition dipole moment orientation have been calculated at various levels of theory and 
were compared to the experimental results.
1 Introduction
The thorough knowledge of excited state properties like structures, excitation energies, lifetimes, 
and transition dipole moments of indole and indole analogues is an im portant prerequisite for the
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interpretation of chromophore fluorescence in proteins. Many of the excited state properties of 
these molecules have been predicted at all levels of theory ranging from configuration interaction 
with single excitation over time-dependent density functional theory to complete active space self 
consistent field methods with second order perturbation corrections. The high level of approxi­
mations in some of the theoretical methods sometimes leads to contradictory results between the 
applied methods. Therefore, it is desirable to compare them  to experimental results. Rotationally 
resolved fluorescence spectroscopy in combination with a genetic algorithm (GA) based fitting 
procedure is an ideal tool for determination of all excited state properties, mentioned above.
The autom ated assignment of very complex rotationally resolved electronic spectra using GA 
based fitting procedures has been shown to be very successfull if the cost function can be evalu­
ated sufficiently fast. [1-3] The obtained molecular param eters can be used in the interpretation 
and evaluation of excited state molecular properties like the orientation of the transition dipole 
moment, the excited state lifetimes and the geometry in both electronic states connected by the 
transition. The problem of determining molecular structures from an insufficient number of iner­
tial param eters is well known. If not enough information from singly substituted isotopomers is 
available to perform a complete Kraitchm an analysis, a fit to a pseudo-Kraitchman structure can 
be used within a model geometry with reduced numbers of param eters to be fit. [4] Because of the 
nonlinear relation between internal coordinates and rotational constants, it is necessary to perform 
a nonlinear fit, which means th a t starting values for the geometry param eters are needed and an 
iterative procedure has to be applied. If there is an insufficient number of inertial parameters 
several assumptions on the geometry have to be made, regarding relations between the parame­
ters. The more of these artificial constraints have to be imposed on the real geometry, the more 
unreliable the fit gets, regarding its ability to find the global minimum. Therefore the application 
of GA based strategies, which do not depend on the initial conditions, is also advantageous for the 
nonlinear fit of the geometry.
Benzimidazole easily forms several deuterated isotopomers upon coexpansion with D 2O which 
are spectrally well separated. Recording of isotopically substituted species always allows the de­
term ination of the orientation of the transition dipole moment (TDM), while rotationally resolved 
electronic spectra of a single isotopic species generally yields only the absolute value of the TDM 
angle. [3] Knowledge of the direction of the TDM contains the information about the electronic 
nature of the excited state, which can be compared to theoretical predictions. The use of the GA 
for autom ated fitting of the rotationally resolved spectra allows for a very accurate determination 
of the TDM angle, because all lines in the spectrum are considered in the calculation of the cost 
function.
The low resolution R2PI spectra of the four isotopomers investigated in the present study have 
been presented by Jacoby et al. [5] Furthermore, they performed ab initio calculations on the 
different tautom ers of benzimidazole. The first vibronically resolved spectrum of benzimidazole 
in a molecular beam was published by Jalviste and Treshchalov. [6] Velino et al. reported the 
microwave spectrum of benzimidazole and the ND deuterated isotopomer. [7] They proved pla­
narity in the electronic ground state on the basis of the rotational constants of both isotopomers. 
The inertial param eters in the first electronically excited were determined from a band contour 
analysis of benzimidazole in the vapour phase by Cane et al. [8] Later Berden et al. performed 
rotationally resolved LIF spectroscopy and proved as well the planarity of the molecule also in the 
first electronically excited state. [9] Serrano-Andrés and Borin presented a theoretical study of the 
absorption and emission spectra of benzimidazole. [10,11] They determined the transition dipole 
moment orientation from a CASSCF calculation to be +29° for the 1Lb-state of benzimidazole.
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This value is in contradiction to an experimentally determined one from polarization measure­
ments in a stretched polymer of -16°. [12] A similar disagreement between the experimentally 
determined TDM and the CASSCF calculated value has been found for 7-azaindole. [3]
In the present study the structural param eters of benzimidazole in its ground and electron­
ically excited states are determined via a genetic algorithm based fitting procedure both of the 
experimental spectrum as well as the geometry. Furthermore the absolute orientation of the TDM 
of the lowest excited state of benzimidazole will be determined and compared to the results of ab 
initio calculations.
2 E xperim ental
The experimental setup for the rotationally resolved LIF is described elsewhere [13]. Briefly, it 
consists of a ring dye laser (Coherent 899-21) operated with Rhodamine 110, pumped with 6 W of 
the 514 nm line of an Ar+-ion laser. The light is coupled into an external folded ring cavity (Spectra 
Physics) for second harmonic generation (SHG). The molecular beam is formed by expanding 
benzimidazole, seeded in 600 mbar of argon, through a 70 ^m  hole into the vacuum. The molecular 
beam machine consists of three differentially pumped vacuum chambers tha t are linearly connected 
by skimmers (1 mm and 3 mm, respectively) in order to reduce the Doppler width. The molecular 
beam is crossed at right angles in the third chamber with the laser beam 360 mm downstream 
of the nozzle. The resulting fluorescence is collected perpendicular to the plane defined by laser 
and molecular beam by an imaging optics setup consisting of a concave mirror and two plano­
convex lenses. The resulting Doppler width in this set-up is 25 MHz (FWHM). The integrated 
molecular fluorescence is detected by a photo-multiplier tube whose output is discriminated and 
digitized by a photon counter and transm itted to a PC for da ta  recording and processing. The 
relative frequency is determined with a quasi confocal Fabry-Perot interferometer with a free 
spectral range (FSR) of 149.9434(56) MHz. The FSR has been calibrated using the combination 
differences of 111 transitions of indole for which the microwave transitions are known [14,15]. The 
absolute frequency was determined by recording the iodine absorption spectrum and comparing 
the transitions to the tabulated lines [16].
3 T heoretical m ethods
3.1 Ab initio calculations
The structure of benzimidazole in the electronic ground state has been optimized at the HF/6- 
31G(d,p), B3LYP/6-31G(d,p), and M P2/6-31G(d,p) levels and at the CIS/6-31G(d,p) level for 
the electronically excited Si-state with the Gaussian 98 program package (Revision a11). [17] The 
SCF convergence criterion used throughout the calculations was an energy change below 10-8 
Hartree, while the convergence criterion for the gradient optimization of the molecular geometry 
was d E / d r  < 1.5 ■ 10-5 H artree/Bohr and d E / d p  < 1.5 ■ 10-5 Hartree/degrees, respectively. Ad­
ditionally a CASSCF optimization of the ground and excited state structures has been performed 
with an active space of ten electrons in nine orbitals. The CAS orbitals are shown in Figure 
1, both occupied and unoccupied ones sorted by increasing energy. The CASSCF calculations 
have been performed using the MOLCAS-5.4 program package. [18] Additionally the geometry of 
the electronically excited state has been optimized using time-dependent density functional the­
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ory [19, 20] with the B3-LYP functional [21, 22] using the TZVP basis and Dunnings basis set 
of triple Z quality (cc-pVTZ). [23] These calculations were performed with the program system 
TURBOMOLE [24,25] and yield also the TDM direction of the electronically excited states.
3.2 The genetic algorithms
The genetic algorithm is basically a global optimizer, which uses concepts copied from reproduction 
and selection in nature. For a detailed description of the GA the reader is referred to the original 
literature [26-28]. The GA library PGAPack version 1.0, which can run on parallel processors, has 
been used [29]. We shortly introduce the elements of the GA, which will be used in the analysis 
of the spectra and the structures.
• Representation of the parameters: The molecular param eters are encoded binary, each pa­
ram eter representing a gene. A vector of all genes, which contains all molecular parameters 
is called a chromosome. In an initial step the values for all param eters are set to random 
values between lower and upper limits which have to be chosen by the user.
• The solutions are evaluated by a fitness function, which is a measure for the agreement 
between simulation and experiment.
• One optimization cycle, including evaluation of the cost of all chromosomes, is called a 
generation.
• Pairs of chromosomes are selected for reproduction and their information is combined via a 
crossover process. Crossover combines information from the parent generations.
• The value of a small number of bits is changed randomly. This process is called mutation.
3.3 Fitting of the spectra
The cost function for evaluation of the quality of a given solution has been discussed in detail in 
refs. [1,2]. It is expressed as:
Cfg =  100(1 -  F„ ) =  100(1 -  ), (1)
where f  and g  represent the experimental and calculated spectra, respectively. The inner product 
( f , g)  is defined with the metric W
( f , g) =  f T W g  (2)
and the norm of f  defined as | | f  || =  ( f , f ) (a similar definition holds for g). W  has the m atrix 
elements W j  =  w (|j — i|) =  w(r). For w(r) we used a triangle function [1] with a user controlled 
width of the base Aw
/ \ ƒ 1 — |r| /  (2Aw) for |r| ^  2Aw , ,
w (r) =  \  0 otherwise2 (3)
Since the GA performs a lineshape fit of the complete spectrum, much more information on 
the linewidth is gathered than from a lineshape fit to a few individual lines. In order to obtain 
the relevant param eters th a t determine the intensities in the spectrum, we performed a second 
GA fit with a reduced search range for the inertial param eters and the weight function width
4
Figure 1: Occupied and unoccupied CASSCF orbitals sorted by increasing energy.
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Aw =  0. This resulted in improved values for the angle 9 th a t is connected to the components of 
the transition dipole moment by:
Aa2 =  (Va/V)2 =  cos2 9 (4)
Ab2 =  (Vb/V)2 =  sin2 9 (5)
The determination of the Lorentzian component of the line width can be improved using the 
fit of all available intensities. The Gaussian width is fixed to the experimentally determined value 
of 25 MHz. The tem perature dependence of the intensity is described by a two tem perature 
model [30]:
n (T i,T 2 , w) =  e-E/kTl +  we-E/kT2 (6)
were E  is the energy of the lower state, k is the Boltzmann constant, w is a weighting factor, T1 
and T2 are the two tem peratures.
3.4 Fitting of the structure
The program pKrFit [31] is used to determine the structure of benzimidazole in the S0 and S2- 
states. There are several new features of the program which are described in the following.
One of the most limiting problems in the process of the structure determination of larger 
molecules is the lack of independent data (rotational constants) compared to the number of model 
parameters. These param eters are the internal coordinates used to describe the geometry and 
a small number of param eters used to describe the vibrational contributions to the structure. 
Sometimes the number of model param eters to be determined can be reduced by using more 
symmetric models, where several param eters are interdependent by means of constraints (planarity, 
mirror planes, etc.). But often those symmetric models don’t exist or they prove to be bad 
approximations to the real structure. Another well-known method to increase the number of 
independent data is to combine data  of different sources. This method has been shown to work 
successful in combined fits of the intensities of vibronic spectra (Franck-Condon fit) and the changes 
of rotational constants upon electronic excitation (inertial param eter fit) in order to determine 
geometry changes upon excitation. [32] Another advantage of this method is, th a t it minimizes the 
correlations among data of given measurement series. This has been dem onstrated by Lees who 
investigated the positive effect of mixing data of different sources (infrared and microwave data), 
although these had very different accuracies. [33]
To increase the number of data  points in our structural determination fits we extended the 
functional capability of pKrFit to take both the moments of inertia as well as the angles (or the 
corresponding direction cosines) of the TDM of the respective isotopomer with the main inertial 
axes into account. Both experimental data sets are independent from each other and can be 
extracted from the spectra fits described in section 3.3. In the following we show how these two 
data  sets can be used in a combined fit to determine the best param eter set of internal coordinates 
(i.e. distances, angles, and dihedral angles) describing a given molecular structure.
Using the nomenclature introduced in [31] the cost function to minimize in a pure rotational 
constants fit is given by the weighted sum of squared residuals: [34, 35]
x 2 =  x L  =  A y T W rotA v- (7)
In this equation y T =  (B° 1,B 0 2 1 , . . . ,Ba k, B 0 k, k) is the vector of n  =  3k measured 
and calculated rotational constants y exp and y ca1c of k isotopomers, respectively, A y  =  y exp —
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y caic is their corresponding residual vector and W rot denotes an n-by-n positive-definite weight 
m atrix obtained from the covariance m atrix of the n  experimental rotational constants. Via the 
inverse relation to the moments of inertia, the rotational constants directly depend on the cartesian 
coordinates of the isotopomers, thus the mathem atical relation between those n  inertial values and 
the internal coordinates bj, j  =  1..m, of a hypothetical equilibrium structure is straightforward.
There exists no direct relation between the geometric TDM parameters, i.e. either polar angles 
(9, 0) or squared direction cosines (Aa, A2), and the internal coordinates bj of the molecule similar 
to th a t of the inertial parameters. But we can deduce an indirect relation by recognizing tha t 
the rotation of the inertial frame of a given reference isotopomer into any other isotopomer also 
implies a corresponding change of the TDM vector. In other words: We extend our former model 
of a molecule described by a set of internal coordinates by a molecular geometry and an additional 
TDM vector of unit length of an arbitrary reference isotopomer. It should be emphasized tha t 
although this ansatz adds two further fit param eters to the model, these are usually outweighed 
by the increased number of additionally available experimental TDM data. Mathematically, the 
TDM vector ^ ref  =  (v ref,a, Vref  ,b, Vref  ,c)T of the reference isotopomer is transformed into the TDM 
vector ^ other of another isotopomer via
Mother R other R re f  L^ref. (8)
In this equation R  denotes the 3 x 3 orthogonal rotation m atrix which transforms the initial 
geometry of the i th isotopomer into its own inertial system. Our fit program accepts either reduced 
polar angles or squared direction cosines as input parameters. The polar angles are reduced, 
because the corresponding octant cannot be determined by the experiment and thus both angles 
are confined to the limited range 0-90° instead of their full range. The direction cosines are 
similarly constrained, because only their absolute value can be determined. Using the extended 
model the cost function is given by
X2 =  x L  +  xTm =  A y T W rotA y  +  A z °  W TDMA z (9)
where either z T =  (92, 0 2, ..., 9r , 0 r) or z T =  (Aa 1,A21,...,A?a r , A2 r) in the general abc case 
depending on the available r  transition dipole moment data. In the special case of ab hybrid 
spectra, the vector z  simplifies to z T =  (92,...,9 r ) or z T =  (Aa 1,...,A?a r), respectively. Similarly 
to the weight m atrix Wrot of the rotational constants, WTDM is the weight m atrix obtained by 
the covariance m atrix of the TDM data. Therefore the standard deviations of the TDM data 
were determined from the standard deviations of three independent runs of the GA using different 
(random) starting parameters. Additionally it was assumed th a t no correlations exist among the 
different polar angles or direction cosines, respectively.
The original optimization strategy of pKrFit used a gradient-based x 2 minimizer. While the 
speed of this approach is appealing, the main disadvantage is the possibility of becoming trapped 
in local minima different from the absolute one. We decided to extend the program ’s capabilities 
by incorporating the same PGAPack global optimizer as used in the spectra fit. The GA library 
was used in minimization mode and thus directly used the correspondingly defined x 2 value as 
cost function.
Furthermore our global minimizer has been extended in to allow intermediate local minimiza­
tion steps rather than  simple cost function evaluations. This technique was originally introduced 
by Li and Scheraga as part of a simulated annealing (SA) exploration of the potential hypersurface
7
of proteins. [36] Also known as basin-hopping [37] by Doyle and Wales, it was successfully combined 
with GA and SA to determine minimum-energy structures of fullerene and atomic clusters. [38-41]
4 R esu lts
The atomic numbering for the designation of the isotopomers and the geometry param eters for 
the structure fit used throughout this publication is shown in Figure 2.
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Figure 2: Atomic numbering used for definition of the isotopomers.
Figure 3 shows the rotationally resolved spectrum of the electronic origin v0 of 1H2H-benzimidazole 
at 36021.38 cm-1 along with the simulation using the best param eters given in Table 1, tha t are 
obtained by a GA fit as described in section 3.3. It is an ab hybrid type spectrum with an angle 9 
between the inertial a-axis and the transition dipole moment of 31.9(5)° (72.1 % a, 27.9 % b-type). 
The excited state lifetime of this isotopomer is determined to be 5.2(2) ns from a 30.8(10) MHz 
Lorentzian contribution to the Voigt profile.
Figure 4 shows the rovibronic spectrum of the electronic origin of 1D2D-benzimidazole. The 
electronic origins of the mixed isotopomers 1D2H-benzimidazole and 1H2D-benzimidazole are 
shown in the supplementary material. The results of the GA fits of all four spectra are sum­
marized in Table 1. All bands are ab hybrids with similar angles 9 between TDM and the inertial 
a-axis as the undeuterated isotopomer. Nevertheless, the small differences of the TDM angles of 
the different isotopomers are crucial in the determination of the absoute transition dipole moment 
orientation, as has been shown in Ref. [3].
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Figure 3: Rotationally resolved spectrum of the electronic origin v0 of 1H2H-benzimidazole at 
36021.38 cm-1 along with the simulation using the best param eters given in Table 1.
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Figure 4: Rotationally resolved electronic spectrum of the origin v0 of 1D2D-benzimidazole at 
36052.64 cm-1 along with the simulation using the best param eters given in Table 1.
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Table 1: Molecular param eters of the electronic origin band of benzimidazole (B) isotopomers 
as obtained from the genetic algorithm fit. The numbering of the substitution position refers to 
Figure 2.
1H2H-B“ 1D2H-B“ 1H2D-B 1D2D-B
A"/MHz 3929.720(7) 3811.29(19) 3930.61(69) 3810.69(57)
B "/M Hz 1679.259(3) 1658.846(2) 1618.58(29) 1599.70(25)
C "/M Hz 1176.747(1) 1156.052(3) 1146.71(28) 1126.94(24)
Av0/cm -1b 0.00 7.08(1) 24.18(1) 31.26(1)
0/° -31.9(5) -30.4(5) -31.3(5) -30.2(5)
A Lorentz/MHz 30.8(10) 22.8(10) 30.8(10) 26.5(10)
t i / 2/n s 5.2(2) 7.0(3) 5.2(2) 6.0(3)
AA/M Hz -155.72(22) -149.98(11) -156.27(14) -150.26(13)
A B/M H z -15.28(15) -13.77(13) -14.67(14) -13.53(14)
A C/M H z -21.40(11) -20.47(11) -20.65(13) -19.85(13)
“fixed to  the microwave values from Ref. [7].
brelative to  the electronic origin of 1H2H-benzimidazole at 36021.38(1) cm -1 .
5 D iscussion
5.1 Orientation of the transition dipole moment and excited state life­
times
Off axis isotopic substitution results in a rotation of the respective inertial axis, but the orientation 
of the TDM remains the same. This procedure has successfully been applied to the determination 
of the absolute direction of the transition dipole moment in 7-azaindole. [3]
If the sign of the angle of the TDM with the inertial a-axis is positive (orientation I in Figure 5), 
the angle should increase for 1D2H-Benzimidazole, if the sign is negative (orientation II in Figure 
5), the angle will decrease. As both 1D2H-benzimidazole and 1D2D-benzimidazole have a smaller 
angles 9 than  the respective 1H2H-benzimidazole and 1H2D-benzimidazole the sign of the angle 9 
is negative. Table 2 compares the angles of the TDM vector for the two lowest electronic 1L b and 
1L a states from various experiments with the results of electronic structure calculations at different 
levels of theory. The CIS/6-31(d,p) calculations give an angle 9 of -1 5 °  in fair agreement with 
the experimental result of -3 2 °. The determination of the TDM angle from the CASSCF(10,9) 
calculations yields a value of +36° for the lowest state in contrast to the experimental findings. 
A similar result was found for 7-azaindole, where the experimentally determined orientation of 
the TDM has the opposite sign as obtained from CASSCF calculations. Further calculations on 
the transition dipole moment were performed with time-dependent B3-LYP calculations, using the 
TZVP basis set. Calculating the TDM in the geometry of the TDB3-LYP optimized S1 geometry, 
a positive angle of +36°, close to the results of the CASSCF calculations resulted. Keeping the 
geometry fixed at the B3-LYP geometry obtained for the S0 state, the TDM angle changes to 14°. 
While for time-dependent density functional theory a large difference between the TDM calculated 
in the ground state geometry and the one calculated in the excited state geometry is found, both 
CAS and CIS calculations show nearly no differences with respect to the reference geometry (S0 
or S1). The large difference found at TD D FT level between the TDM calculated in the S0 and
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S1 geometry, respectively can of course not be attributed merely to a rotation of the inertial axis 
system upon electronic excitation. The geometry changes are too small, which is immediately 
obvious from the Franck-Condon pattern  of the vibronic spectrum, which shows the vibrationless 
origin as the by far most intense band.
Figure 5: Angle 0 between TDM and inertial a-axis for 1H2H-benzimidazole and 1D2H- 
benzimidazole. The rotation of the inertial axis system upon deuteration is not drawn to scale for 
reasons of clarity.
The lifetime of the four isotopomers has been determined from the Lorentzian contribution to 
the Voigt profile. The lineshape fit using the GA, results in very accurate values for the Lorentzian 
contribution, because in contrast to a conventional lineshape fit, all transitions which contribute to 
the band are taken into account, even if they are overlapping partially. Although the differences of 
the lifetimes, determined from the Lorentz width are small, they are well outside the uncertainties. 
The two isotopomers, th a t are deuterated at the N-H group (1D2H-benzimidazole and 1D2D- 
benzimidazole) have generally longer lifetimes (6.0 and 7.0 ns) than the ones undeuterated in this 
position (5.2 ns). A similar situation was found for phenol, where deuteration at the hydroxy group 
leads to a substantial increase of the lifetime. [31,42,43]. As Sobolewski and Domcke pointed out 
for the similar indole system, an increasing lifetime upon deuteration at the NH group, indicates 
a control of the lifetime by a tunneling process along the NH coordinate. [44] This tunneling takes 
place between the the excited n -  n * and the n -  a* surfaces. The n -  a  * surface has a conical 
intersection with the ground state surface which allows a very fast evolution of the excited state 
population to the ground state.
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Table 2: Experimental and calculated TDM orientations of the two lowest excited states of benz­
imidazole. CASSCF alculations have been performed with the (10,9) space described in the text 
using the 6-31G(d,p) basis set. The TD D FT calculations have been performed using the B3-LYP 
functional and the TZVP basis set.
Exp.“ Exp.b CIS c SIC CASc CASd T D D F T  TD D FTd
’-H 
CN
CO 
CO
- 3 2  -1 6  
-  -8 0
-1 5
-7 1
-1 4
-7 9
+36
-5 2
+36
-5 3
+39 +14 
- e -3 4
“This work
bFrom polarized absorption in a stretched polymer. [12] 
cIn the optimized geometry of the excited state 
dIn the optimized geometry of the ground state
eDue to  state flipping the optimization did not converge for the S2 state
5.2 Determination of the structure
5.2.1 C o m p a riso n  to  th e  ab in i t io  c a lc u la tio n s
The experimentally determined rotational constants of benzimidazole are compared to ab initio 
calculated rotational constants in Table 3. The M P2/6-31G(d,p) rotational constants agree within 
1% with the experimental ones. Although the HF (for the ground state) and CIS calculations 
(for the excited state) with the same basis set show quite substantial deviations for the absolute 
values, the difference of both sets gives a very good approximation of the change of the rotational 
constants upon electronic excitation (cf. Table 3). The CASSCF(10/9) optimized structure shows 
both acceptable absolute values, slightly worse than at MP2 level for the ground state and also 
very accurate changes upon electronic excitation. Even better absolute rotational constants are 
obtained from density functional theory for the electronic ground state and time-dependent density 
functional theory for the electronically excited state. Both DFT and TD D FT have been performed 
using the B3-LYP functional with the TZVP basis set.
Table 3: Experimental and ab initio inertial constants of benzimidazole. All calculations have been 
performed using the 6-31G(d,p) basis set. All values are given in MHz. The DFT and TDDFT 
calculations have been performed using the B3-LYP functional and the TZVP basis set.
Exp. MP2 HF CIS CIS-HF CAS(10/9) B3-LYP/TDB3-LYP
A'' 3929.7 3918 4016 - - 3971“ 3953
B" 1679.3 1681 1700 - - 1684a 1682
C '' 1176.7 1176 1194 - - 1183a 1180
A' 3774.0 - - 3876 - 3807b 3773b
B' 1664.0 - - 1690 - 1657b 1672b
C ' 1155.3 - - 1177 - 1154b 1160b
AA -155 .7 - - - -1 4 0 —164 —180
A B -15 .3 - - - -1 0 -2 7 —10
A C -21 .4 - - - -1 7 -2 9 -2 0
“Geometry optimized to  the So-state. 
bGeometry optimized to  the Si-state.
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5.2 .2  F i t  o f th e  s t ru c tu re
The ro-structure of benzimidazole has been determined using the program pKrFit, whose new 
features are described in section 3.4. The bond lengths obtained from the fit to the rotational 
constants and to the changes of the TDM angle 9 of four isotopomers are given in Table 4. 
The TDM of the undeuterated benzimidazole has been taken as reference and the change of the 
orientation of the three remaining isotopomers was used in the fit as additional param eter (Note 
th a t the method is generally invariant under the choice of the actual reference regardless of the 
quality of the initial TDM param eter value). W ithin the Born-Oppenheimer approximation being 
valid for this molecule, the different TDM orientations are only due to the geometry change induced 
rotations of the inertial axis system. The application of genetic algorithms for the variation of the 
geometry param eters minimized the risk to be trapped in a local minimum, which we found could 
easily happen if gradient based downhill optimizers were used. Furthermore, the possibility of 
defining physically meaningful param eter limits excludes the output of molecular structures which 
bear no relationship to reality.
Table 4: Comparison of experimentally determined geometry param eters of benzimidazole in the 
S0 and in the Si-state. All distances are given in pm.
So Si A
d(N iC 8) 137.0(7) 133.8(18) -3 .2
d(C8C9) 140.7(0) 137.3(10) -3 .4
d(CgNa) 137.6(6) 132.5(17) -5 .1
d(NaC2) 129.6(10) 129.8(12) +0.2
d(C2Ni) 144.4“ 143.3a -1 .1
d(C9C4) 141.3(11) 144.5(20) +3.2
d(C4C5) 142.3(3) 139.9(8) -2 .3
d(C5C6) 144.6(1) 148.0(5) +3.4
d(C6Cz) 140.7(11) 146.0(22) +5.3
d(CzC8) 139.0a 146.8a +7.8
“this param eter is not needed in the z-matrix definition of the structure, since as last bond in a cyclic system, it 
is defined by the preceeding bond lengths. It is therefore not included in the fit, but calculated from the resulting 
structure and given here only for completeness.
Comparison with the results of the B3-LYP/TDB3-LYP optimized geometries shows a good 
agreement with the trends of the experimentally determined geometry changes. While a general 
expansion in the benzene ring is found upon excitation, the situation in the imidazole ring is 
different. We deduce a general decrease of bond lengths from the experiment. The difference of 
the B3-LYP bond lengths (for the ground state) and the time-dependent B3-LYP (for the excited 
state) in the imidazole ring shows alternating bond length changes.
Since the deuteration takes place only in the imidazole moiety of the molecule, the geometry 
changes in the benzene moiety are quite inaccurate and correlated and depend considerably on the 
chosen model. Therefore, the values of Table 4 present only a possible set of geometry changes. 
More isotopic substitutions are necessary for a more complete description of the geometry changes 
upon electronic excitation.
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6 C onclusions
The geometry of benzimidazole has been determined experimentally in the So and in the first elec­
tronically excited Si state. The structure in both states was fit to the rotational constants of four 
different isotopomers and the change of the TDM orientation between the isotopomers due to in­
ertial axis rotation. As optimizer both a gradient based Levenberg-Marquart variant and a genetic 
algorithm have been used. The first allows very fast optimizations (in less than  a second, on a fast 
desktop personal computer) while the latter has the advantage of being implicitly independent of 
the starting geometry. Convergence with the GA can be reached within 200 generations in about 2 
minutes . The geometry changes upon electronic excitation can be divided into two major contri­
butions: A general increase of the bond lengths in the benzene ring moiety and an overall decrease 
of bond lengths in the imidazole moiety. The main contributions to the S1 (1Lb) ^  S0 transition in 
the one-electron approximation of the CIS calculations are HOMO ^  LUMO (0.6), HOMO-1 ^  
LUMO+1 (0.3), and HOMO-1 ^  LUMO (0.1), cf Figure 1. The main (n) bonding contributions of 
HOMO and HOMO-1 are localized in the benzene ring, while the imidazole ring has non-bonding 
or anti-bonding characteristics. The LUMO and LUMO+1 are comprised of mainly anti-bonding 
interactions in the benzene ring and non-bonding and anit-bonding interactions in the imidazole 
ring. This fact might give a pictoral explanation of the origin for the observed geometry changes. 
Of course one has to keep in mind th a t other references than single excitations also contribute 
considerably to the excitation.
While the geometric structure of the electronically excited state can be calculated with sufficient 
accuracy even at time-dependent density functional theory, the determination of the transition 
dipole moment orientation poses serious problems to theory. First of all, although the rotational 
constants of the excited state from the CIS, TDDFT, and CASSCF calculations match closely the 
experimental values, even the quadrant of the TDM vector differs between the various calculations. 
Only the CIS calculated TDM orientation points to the negative quadrant (cf. Figure 5) as has 
been found experimentally. CASSCF calculations with the complete active n space result in a 
positive value. Obviously for an exact calculation of the TDM orientation the excitations in the a  
space give im portant contributions. Although the CIS calculations includes only single excitations, 
the inclusion of a  excitations gives a better description of the TDM as a complete CI in a limited 
space (neglecting a  configurations) like in CASSCF. Nevertheless, the good agreement between 
experiment and CIS calculations has to be viewed as merely fortuitous, regarding the level of theory. 
Time-dependent DFT also considers only single excitations. Although the geometry change upon 
electronic excitation is small, the transition dipole moment orientation depends strongly on the 
reference geometry (S0 or S1). To compare with the vertical excitation scheme of our experiment 
we have to consider the value calculated in the optimized ground state geometry. This value is 
still positive, but much smaller than  the respective CASSCF value. Future calculations, which 
include multiple excitations in a larger space (multi reference CI) together with time-dependent 
DFT should result in more accurate predictions for the transition dipole moment orientation.
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