A methodology based on a system of dynamic multiple linear equations is proposed that incorporates hourly, daily and annual seasonal characteristics to predict hourly pm 2.5 pollution concentrations for 11 meteorological stations in Santiago, Chile. It is demonstrated that the proposed model has the potential to match or even surpass the accuracy of other linear and nonlinear forecasting models in terms of fit and predictive ability. In addition, the model is successful in predicting various categories of high concentration events, up to 76% of mid-range and 100% of extreme-range events as an average across all stations. This forecasting model is considered a useful tool for government authorities to anticipate critical episodes of air quality so as to avoid the detrimental impacts economic and health impacts of extreme pollution levels.
Introduction
In 2014, the OECD ranked Chile as the country with the highest air pollution among its 36 members. Furthermore, the capital Santiago, where 41% of the country's total population resides, is ranked fourth in terms of cities with the worst air quality on the continent (WHO, 2011) . The components of pollution of most concern is particulate matter with a diameter less than either 10 or in particular 2.5 µg/m 3 , pm 10 and pm 2.5 respectively. In
Chile at least 60% of the inhabitants are exposed to pm 2.5 concentrations over the annual US norm of 15 µg/m 3 (Cifuentes, 2010) , with WHO suggesting an annual limit of 10 µg/m 3 , since its effects on health are more severe than those of pm 10 (Kelly & Fussell, 2012) . In fact approximately 4,000 premature deaths due to chronic exposure to this component of pollution have been recorded (MMA, 2011) . There are also significant broader economic consequences of air pollution. In 2013, the World Bank estimated that lost work-related income due to air pollution was USD 225 billion. In Chile, the net economic benefits of effectively regulating pm 2.5 is estimated to be USD 7.1 billion (SINIA, 2010) . Studies such as Böhringer & Jochem (2007) show that incorporating environmental quality in analysis of economic and social contexts, is key to the sustainable development of nations.
Given the negative impacts of pm 2.5 , the central aim of this work is to propose a multiple linear equation model with dynamic coefficients, which can be easily interpreted, capable of capturing the stylized features of pm 2.5 . The predictive ability of this approach is then compared to a number of more complex competing approaches. Predictive models are important so that government authorities can take efficient action to minimise the economic consequences of heightened pollution levels.
In Chile, the regulated target level for pm 2.5 is 50 µg/m 3 over a 24-hour average. Above this threshold, three categories of critical episodes are defined: Alert (80 -109 µg/m 3 ), Preemergency (110 -169 µg/m 3 ) and Emergency (>170 µg/m for example, a 44% rate of accuracy for alerts 1 .
Different methodologies have been proposed to predict pm 2.5 concentrations in the short term, with the recent literature employing both linear and nonlinear econometric models.
Linear specifications include Kalman filtering (Sahu & Mardia, 2005; Djalalova et al., 2015) , multiple linear regression models (Chaloulakou et al., 2003; Genc et al., 2010; Vlachogianni et al., 2011) and autoregressive integrated moving average (ARIMA) models (Jian et al., 2012) . The last two are widely used in forecasting due to their accuracy and ease of interpretation of their coefficients (Zhou et al., 2014) . Nonlinear models include a support vector machine (Lu & Wang, 2005; Osowski & Garanty, 2007; Weizhen et al., 2014) , a hidden Markov model (Sun et al., 2013) and artificial neural network (ANN) models (McKendry, 2002; Kukkonen et al., 2003; Ordieres et al., 2005; Prakash et al., 2011) . ANN have been found to successfully model time series with complex characteristics in different fields (Hill et al., 1996; Hamzaçebi et al., 2009; Zhang et al., 2012) generating accurate forecasts over the long term given their capacity to make forecasts with multiple advanced notice periods (Tang & Fishwick, 1993 ).
In the case of Chile, studies focusing on forecasting pm 2.5 mainly employ nonlinear models (Perez & Reyes, 2006; Díaz-Robles et al., 2008; Perez & Gramsch, 2016) . For example, Perez & Gramsch (2016) use an ANN to forecast critical episodes of pm 2.5 during winter night periods using hourly historical pm 10 and pm 2.5 data, concentrations from nearby stations and weather variables. They show that the model correctly predicts up to 70% of critical episodes of pm 2.5 , which is attributed to the inclusion of a factor of ventilation as covariate. Díaz-Robles et al. Their results show that the hybrid model captures 80% of the pre-emergency episodes at this location. Finally, Saide et al. (2011) propose a deterministic chemical based forecasting model for pm 2.5 using carbon monoxide CO as a tracer due to its high correlation to predict critical night episodes. They conclude that the greatest benefit of the model is its ability to forecast up to 48 hours ahead.
The paper proceeds as follows. In Section 2, the stylized facts of the pm 2.5 time series that motivate the proposed methodology are presented. Section 3 introduces the methodology including three specifications of the proposed model along with two competing approaches: a linear SARIMAX model and a nonlinear ANN model. Section 4 discusses the estimation and prediction results. Finally, Section 5 provides concluding comments.
Description of the Data
The data used in this study are hourly historical observations of weather and environmental concentrations for 11 monitoring stations located in Santiago, Chile. The data was collected from the National Air Quality Information System (SINCA) for the period January 1, 2011
to August 31, 2015. period at each station. An interesting pattern is that stations with high average concentrations are located in communes with a higher population density and industrialization. A clear example is the Cerro Navia station, which is surrounded by the greatest population density of the stations analyzed with a value of 13,361 inhab/km 2 , where the annual average of pm 2.5 in the period is 29.45 µg/m 3 , the highest of all the stations studied.
To gain a deeper understanding of the stylized facts of the pm 2.5 concentrations, Figure   2 shows three box plot graphs characterizing the distribution of pm 2.5 at the Pudahuel monitoring station. This station is in the commune with the largest geographical area, with a land surface of 197.4 km 2 and 195,653 inhabitants (INE, 2007) . In addition, it is one of the country's most polluted communes in terms of annual average pm 2.5 concentration, reaching 34 µg/m 3 in 2015.
The upper panel shows the hourly pattern of the time series: the highest hourly average pm 2.5 concentration is between 6:00 A.M. and 10:00 A.M, due to heavy traffic as the population begins the work day. Later, the greatest dispersion of hourly average pm 2.5 concentration corresponds to the time between 6:00 P.M. and 3:00 A.M. as the work day ends and people return to their homes between 6:00 P.M. and 9:00 P.M., and temperatures in winter decrease every day between 10:00 P.M. and 4:00 A.M.
The second panel characterizes the daily average pm 2.5 concentration according to the day of the week. While it is difficult to discern with the naked eye, weekend mean concentration levels are slightly lower, with greater dispersion in concentrations observed across
Friday, Saturday and Sunday. This is likely due to the traffic following a stable pattern during most of the week and on the weekends, much of the the transient population of 1,800,000 people made up of workers and students return to their homes from Santiago for the weekend (CONAMA, 2005) .
Finally, the third panel shows the annual seasonality according to monthly average pm 2.5 concentrations. Note that this annual pattern is due to there being on average more pollution in the autumn-winter months, i.e., April to August, than at other times of the year. Different factors help explain this behavior. For example, the low temperatures registered in this period mean the demand for heating homes in Santiago increases, normally from the burning of fossil fuel material and firewood leading to increased pollution levels.
Therefore, the primary source of pm 2.5 in Santiago, in terms of annual average, is firewood at 45%, followed by transport 33%, industry 16%, agriculture 4% and non-firewood heating 2% (MMA, 2012).
Temperature should play an important role in the prediction of the pm 2.5 concentration, given its impact on the atmospheric and ventilation conditions in the Santiago river basin and it impact on the demand for heating. Different studies also use temperature and relative humidity as explanatory variables in pm 2.5 prediction models (Kurt & Oktay, 2010; Las Condes (21.18 , 2014; Feng et al., 2015; Saide et al., 2016) .
In addition to weather variables, it is also possible to relate pm 2.5 to environmental concentrations. For example, studies such as Shah et al. (2004) and Wang et al. (2010) report that pollution from cars and burning firewood is associated with the current level of CO in the atmosphere, which comprises up to 54% of the pm 2.5 concentration. In particular, Saide et al. (2011) reports a high correlation between the levels of CO concentration and pm 2.5 in Santiago, this even being over 0.95 during night periods in winter. Figure 3 shows the dynamic behavior of pm 2.5 in relation to a set of weather and environmental covariates for whole sample period (2011 -2015) at the Pudahuel monitoring station. Indeed, a direct relation exists between CO and pm 2.5 with a positive correlation of 0.84, similar to what has been observed in the literature (Naeher et al., 2001; Saide et al., 2011) . Temperature and wind speed are noteworthy among the weather covariates, having a strong relationship with pm 2.5 with a negative correlation of -0.41 and -0.38 respectively.
On the other hand, the relative humidity exhibits a positive correlation with pm 2.5 of 0.23, whereas the wind direction shows a weak negative correlation of -0.09.
Another important weather variable is wind speed (W S) as wind assists in dispersing pollution particles. Thus, low W S values favor the accumulation of contaminants; however, if W S is high, greater ventilation is experienced in the region (Saide et al., 2016) . This explains the negative correlation with the pm 2.5 concentration. When the W S values are high, the pollution particles dissipate faster, thereby reducing the pm 2.5 concentration; if this value is low, the ventilation of pm 2.5 decreases.
It should be pointed out that this effect across different stations will also depend on the wind direction (W D) at each particular station. Garreaud & Rutllant (2006) shows that southwesterly winds lead to the dispersion of pollution and the intake of clean air towards the Santiago river basin. Thus, an interaction term between wind speed and direction can capture the natural ventilation conditions of surrounding a station (Horan & Finn, 2008) .
In summary, the proposed model uses the following covariates: carbon monoxide (CO) measured in parts per billion (ppb), temperature (T emp) measured in degrees Celsius, the 
Methodology
A dynamic multiple equation (DME) model is proposed for the purposes of forecasting pm 2.5 . The structure is designed to capture the salient features of pm 2.5 and contains 24 equations, one for each hourly interval h within a day. Along with the regular patterns, a number of weather and environmental variables are included following a number earlier studies (Hien et al., 2002; Saide et al., 2011; Zhou et al., 2014) . A similar model was used by (Clements et al., 2016) for forecasting electricity demand in the Australian National Electricity Market. Electricity demand exhibits broadly similar dirunal and seasonal patterns to pm 2.5 levels. The importance of the proposed model lies in its ease of interpretation as it is linear in the parameters.
P M hdt is used to denote the pm 2.5 concentration observed at any each station at hour h of day d, where h = 1, . . . , 24 and d = 1, . . . , 7. In addition, the index t is used to indicate the pooled time of the series, with one calender year containing 8,760 observations. The base specification proposed for the DME is given by the following:
As each hour of the day is governed by a separate equation, the intercepts, θ 0 h , h = 1, . . . , 24 control the diurnal pattern within a calendar day.
The weekly cycle is incorporated by allowing the autoregressive coefficient on one-day lagged pm 2.5 , P M h,d−1,t−24 to be a function of the day of the week in the following way:
where W p is a dummy variable, taking a value of 1 if p corresponds to the day of the week d and zero in the other case; η hp corresponds to the coefficients to be estimated. This structure allows for differences, for example, between using Sunday to forecast Monday and using Tuesday to forecast Wednesday.
Similar to the inclusion of the weekly pattern through the θ 1 h (d) coefficients, the annual cycle is incorporated through the interactions of the θ 2 h (t) coefficients on the one-week lag P M h,d−7,t−168 . This annual cycle is captured through a Fourier polynomial with annual
where a h0 , a hj and b hj are the coefficients of the polynomial for h = 1, . . . , 24 and j = 1, . . . , 4. Finally, moving averages at one-day ε h,d−1,t−24 and seven-day ε h,d−7,t−168 are also included to complte the vector ARMA structure.
The proposed model also includes a set of K environmental and weather covariates related to the pm 2.5 concentration level with j hours of delay, with three specifications
proposed. The first of these is given by:
The first two covariates correspond to the pm 2.5 concentration with a one-hour delay and the maximum pm 2.5 concentration in last the 24 hours (P M max). The latter, given that if it reflects an above-standard value, it is likely to be repeated or it will be difficult to reduce in the following 24 hours, acting then as a good predictor of the following day's concentration. The third covariate is the hourly environmental concentration of CO, which is directly related to the pm 2.5 concentration, as discussed in the previous section 3 . The final covariates are T emp, RH and W S as an interaction term with W D, which is defined by using a combination of dichotomous variables given by:
where North (N ) is between 45˚and 135, South (S) between 225˚and 315, East (E) between 315˚and 45˚and West (W ) between 135˚and 225. These each take the value of 1 if the wind is blowing from that specific direction. As discussed in Section 2, W D is designed to reflect the atmosphere's ventilation conditions around the meteorological station.
The second specification is designed to capture spatial effects and includes a covariate P M c, which represents the average pm 2.5 concentrations at the neighboring stations:
where,
The other stations are denoted by m = 1, . . . , 10. w m is a specific weight corresponding to the Euclidean distance between the station under study and the other stations, standardized such that their total is one, and P M m hdt is the level of pm 2.5 concentration at the neighboring stations. Thus, the closer a station is, the greater impact its concentration will have on pm 2.5 at the station of interest. The main idea of this specification is to control for possible spatial correlations among the concentrations at the different monitoring stations.
The third specification also captures the impact of the pm 2.5 concentrations at stations close to the station under study, but dynamically using the wind direction at those stations.
The idea is to determine whether the wind at the stations nearby is moving in the direction of the station under study, and if so, this station would more likely be an influence, although this influence would be inversely proportional to the distance between these stations. This third model is specified as follows:
In this case, the spatially weighted concentrations P M c hdt interact with the average direction of the wind at each of the nearby stations, W Dc hdt . To achieve this, the wind direction W D hdt from each station m is decomposed into vectors x and y, giving greater weight to those closest to the station under study. These are determined by:
Thus, the direction for this control station is obtained:
Similar to equation (5), dummy variables are used to determine whether the wind direction at the nearby stations plays an important role in predicting the pm 2.5 concentration.
The multiple equation model in all its variants can be estimated equation-by-equation using iterative ordinary least squares method porposed by (Spliid, 1983) . Each equation is initially estimated ignoring the moving-average error terms and the regression residuals stored. The equations are then re-estimated using the regression residuals from the previous step as observed moving average error terms. This process is then iterated until convergence which is defined as the difference in parameter values in successive iterations being less than a user supplied tolerance, in this case the square root of machine precision for floating-point arithmetic.
Competing Models
Here, two competitors to the DME are presented, a SARIMAX model (a linear alternative) and an ANN model (a nonlinear alternative).
SARIMAX Model
A multiplicative double seasonal ARIMA model with exogenous variables (SARIMAX) is proposed (Box et al., 2015) as pm 2.5 series exhibits, in addition to hourly patterns, daily and weekly seasonality. The general structure for the model is as follows: Where P M t is the pm 2.5 concentration in the period t, L is the delay operator, φ p and Θ q are standard autoregressive polynomials and moving averages of orders p and q respectively. Likewise, φ P 1 (L S1 ) and φ P 2 (L S2 ) determine the autoregressive polynomials of the orders P 1 and P 2 , while Θ Q1 (L S1 ) and Θ Q2 (L S2 ) are the moving average polynomials of the orders Q 1 and Q 2 . The order of integration for each component is defined as d, D 1 and D 2 . Note that δ h in this model represents the group of exogenous covariates according to three specifications used in the DME model defined in Equations (4)-(8). Thus, the previous model is built for each station in such a way that it is effectively comparable to the proposed DME model, being expressed as
In this case, the seasonal cycles S 1 and S 2 capture the daily and weekly patterns with S 1 = 24 and S 2 = 168, respectively. Overall, the structure similar to the DME is SARIMAX (1,0,1) × (1,0,1) 24 × (1,0,0) 168 .
Artificial Neural Network Model
Among the nonlinear prediction models, artificial neural networks (ANN) are a popular choice given their flexibility when dealing with seasonal patterns (Franses & Draisma, 1997) .
The most frequently used ANN is the feedforward type and the backpropagation learning algorithm, following the works by Feng et al. (2015) and Perez & Gramsch (2016) . Figure   4 presents the structure of the ANN used. It consists of 8 unit input layers, using the same inputs as the exogenous variables used in the proposed DME model. These inputs feed into a hidden layer of 8 neurons, which are transformed to one output, corresponding to the pm 2.5 concentration over a specified forecast horizon.
The feedforward neural network refers to information only moving forward through the network in one direction, as represented by the arrows in Figure 4 . Parameter estimation is based on the backpropagation learning algorithm of (Rumelhart et al., 1986) . Backpropagation minimizes error between the predicted and target values by propagating the errors back through the network to the hidden neurons where the weights are adjusted according to their previous contributions to the output. Observations over a two year and three month period prior to forecasting are used as a training set where this algorithm is used to minimize prediction error in this period before the subsequent forecasting exercise.
Measures of Fit and Test of Predictive Ability
The mean absolute error and the root mean square error are used as measures to evaluate the fit of the forecast for the pm 2.5 time series. The simple prediction error is interpreted Equations (12) and (13) show the standard MAE and RMSE measures respectively:
In addition to these simple loss measures, two tests of predictive ability are used to statistically distinguish between the forecast accuracy of the competing models. The first is the test proposed by Diebold & Mariano (1995 , 2012 , a traditional test of unconditional predictive ability (DM test) to reveal whether there is a statistically significant difference between the forecast accuracy of two models and is based on the null hypothesis of no difference in the squared errors of the alternative models,
Similarly, the test of conditional predictive ability proposed by Giacomini & White (2006) , denoted as the GW test, is performed. This test is based on the same null hypothesis as the DM test, but its evaluation includes the backtesting period (2 years and 3 months) and all the prediction periods which vary according to the re-estimation periods (1, 3 and 24 hours). The GM test is more powerful than the DM test which only considers differences in average forecast performance.
Empirical Results
This section presents the empirical analysis in terms of in-sample fit and predictive power, in context of both the level of pm 2.5 and the occurrence of periods of extreme levels. Here, the performance of the DME model will be compared to the SARIMAX and ANN approaches.
Specification of the models
Three different periods are used for estimation and prediction, 2011-2013, 2012-2014 and 2013-2015 . Within each, a period of 2 years and 3 months is used for model estimation,
beginning January 1 at 1:00 A.M. and ending March 31 at 6:00 P.M. of the subsequent year.
Then, the quality of the prediction is evaluated for 2013, 2014 and 2015, from March 31 at 7:00 P.M. to August 31 at 6:00 P.M. of each year. This stage is called critical episode management (GEC, in Spanish) because it is the period where the highest pm 2.5 concentration levels are recorded, (Perez & Gramsch, 2016) , and where the government authorities take mitigation measures through environmental alert, pre-emergency or emergency, according to the levels defined in Section 1.
The data used to forecast the following 24 hours ends at 6:00 P.M. every day. This is because the primary quality regulation of pm 2.5 demands that a critical episode of air pollution be reported between 8:00 P.M. and 9:00 P.M. on the day prior to its occurrence (MMA, 2011).
The prediction is made by the hour, re-estimating the model every 1 hour, 3 hours and 24 hours. For the 1 hour ahead forecast, the covariates are included a one-hour delay j = 1.
For 3 and 24 hour forecast horizons, the covariates are included with j = 24 hours of delay to be consistent with the previously explained forecasting structure. This is because using the same variable with a one-day delay provides greater explanatory power than including it at a 3-hour delay given the diurnal pattern discussed in Section 2. When the longer 3-and 24-hour forecasts are generated, 1-hour ahead predictions of pm 2.5 are recursively constructed and used as lagged information in the longer forecasts.
In-sample fit of the models
The in-sample RMSE and MAE measures of fit were evaluated to determine which of the three specifications of the proposed DME model best captures the pm 2.5 time series. Table   1 presents these results for the three specifications of the DME across the different periods 4 .
Results are reported for each monitoring station individually and the average for the 11 stations. Overall, at a 1-hour horizon, Specification 2 produces the best in-sample fit in all three periods, on average across the 11 stations (irrespective of the loss function).
The difference between the three Specifications diminishes when moving to the longer 24-hour forecast horizon. These patterns continue when considering the performance of the SARIMAX model in Table 2 and the ANN in Table 3 , with Specification 2 offering the best in-sample fit at a 1-hour horizon with the differences between the specifications again falling moving out to the longer forecast horizons. The DME offers superior in-sample fit relative to the SARIMAX across all periods, loss functions and forecast horizons, while the differences are much smaller when the comparing DME and ANN, even though in the majority of cases the DME preforms marginally better. The superiority of Specification 2 implies that the interaction between WS and WD act effectively as a ventilation factor for each station, with their influence being important only if accompanied by the pm 2.5 concentration of the stations near the one being studied. This result is consistent with earlier studies such as Perez & Salini (2008) , Jollois et al. (2014) and Perez & Gramsch (2016) where geographical proximity is found to help explain the relationship between concentrations at nearby stations.
The remaining discussion of in-sample fit is based on Specification 2. One of the main stylized facts described in Section 2 is the strong seasonal component present in different forms of persistence (daily, weekly and annually). First, using heat graphs, Figure 6 presents the results of the estimation of the Fourier series proposed in (3) to capture the annual cycle, based on the hourly pm 2.5 data at the Pudahuel station for 2013, 2014 and 2015, respectively. The horizontal axis corresponds to the 8,760 hourly observations in a year, and the vertical axis represents the 24 equations of the model, one for each hour of the day. Darker colors indicate lower estimates of the θ 2 h (t) coefficient implying lower persistence in pm 2.5 concentration, whereas light colors reflect an increase in persistence. Thus, the annual seasonal component is characterized for each hour of the day. Additionally, in the period between 2000 and 5000 hours, corresponding to the colder months of April to August, where GEC is needed, increases in θ 2 h (t) are observed, indicating higher persistence in the pm 2.5 concentration. Another important pattern is the time of day when the greatest persistence of θ 2 h (t) is observed. In this case, the highest values for θ 2 h (t) are seen around 9:00 A.M. and 5:00 P.M. approximately, the peak periods of vehicular traffic in the city.
In relation to the weekly component, Figure 7 shows the coefficients of the dummy variable according to the day of the week and the multiplicative variable according to the daily delay P M h,d−1,t . These stay positive for most of the hourly periods, except between 1:00 A.M. and 4:00 A.M., where the influence of the daily delay is lower and even negative in some cases, a night-time period in which there is no major traffic or movement in the city. A smoothed fit to the coefficients is also shown to highlight the average value of these coefficients, revealing that the persistence is also a function of the time of the day.
In relation to the overall fit obtained by the DME model, Figure 5 shows the average R 2 statistic for the 11 stations. The three colors represent 2013, 2014 and 2015, respectively.
The upper limit of each band represents the 1-hour estimation and the lower limit the 24-hour estimation. Note that between 5:00 and 10:00 A.M. the explanatory capacity of the model decreases, which is consistent with the greater dispersion of the series in that period (see Section 2). The peak in average R 2 for the 11 stations is at 5:00 P.M., with the model explaining up to 90% of the variance of the pm 2.5 in individual cases.
In relation to the proposed covariates, Figure 8 shows the smoothed coefficients in graphical form, again using the Pudahuel monitoring station and the year 2013 for illustrative purposes. They show that on average, the coefficients on both the daily lag of pm 2.5 and concentrations at nearby stations, P M c are positive. In addition, CO positively influences pm 2.5 on average, while the coefficients on T emp and RH take negative values, consistent with the logic discussed in Section 2, cold days imply a greater use of wood for heating, while a lower percentage of RH means less dispersion of particulate matter. Figure 9 presents the coefficients of the interaction term of W S × W D, according to north, south, east and west. The results reflect the average negative coefficients, which may be associated with the component of wind speed which shown in Section 2, reflects the ventilation conditions. This effect is all the more important if it is moving in a southwesterly direction.
Prediction
In this section, the predictive accuracy of the proposed DME model is compared with its competitors. In the context of the DME and SARIMAX models, Specification 2 produces the most accurate forecasts, consistent with the in-sample results reported earlier. However under the ANN, Specification 1 described in Equation (4) is preferred, a result at odds with the in-sample results. This demonstrates a possible problem of overfitting when using the ANN, an issue widely cited in the literature (Tetko et al., 1995) . This occurs when the supervised training algorithm, backpropagation here, memorizes the training set in such a way that when there are new observations it cannot adapt and recognize new patterns. In light of this, Specification 1 is chosen as the specification in the ANN, while continuing the analysis with the DME and SARIMAX based on Specification 2. Table 4 reports out-of-sample forecast accuracy in terms of MAE and RMSE. Overall, irrespective of the model, it is clear that it is possible to generate more accurate forecasts at the shorter 1-hour horizon, with relatively little differences between the precision of the forecasts over the 3-and 24-hour horizons. Even though the models are re-estimated every 3-hours, the covariates are included at a lag of 24-hours which results in the accuracy of both longer horizon forecasts being similar due to the diurnal patterns in the data, which is less of an issue for 1-hour forecasts that use 1-hour lags. On average across the 11 stations, at a 1-hour horizon, the DME produces the most accurate forecasts in nearly all combinations of loss function and evaluation periods. At a 3-hour horizon, the DME models continues to dominate the others in most cases, somewhat more frequently under the RMSE loss function. Even at the 24-hour horizon, the DME provides more accurate forecasts in two of the three periods, 2013 and 2015, with the ANN and DME exhibiting similar performance in 2014.
Although the previous results provide a preliminary view of the relative forecast accuracy of the three proposed models, they do not reveal whether the models are significantly different in terms of predictive accuracy. Therefore, tests of unconditional and conditional predictability, the DM and GW tests are performed, respectively (Diebold & Mariano 1995; Giacomini & White 2006) . Table 5 shows the p-values of the DM test statistic in every period, emphasizing in bold the values that conclude that the DME approach produces significantly more accurate forecasts than the alternative model, SARIMAX or ANN. Likewise, Table 6 presents the same results based on the GW test. It is clear that the proposed DME produces more accurate forecasts (under both tests) than the SARIMAX model for most stations and periods, with the superior performance of the DME more pronounced at the longer 24-hour horizon. At the shorter horizons of 1-and 3-hours, the ANN model is preferred for most, though not all, stations across the different periods. However, at the longer 24-hour ahead forecast, the DME produces significantly more accurate forecasts in about half (fewer cases under the GW test) of the cases across the different stations and periods considered.
Unreported results (when the direction of the DM and GW tests are reversed to identify if the ANN is significantly more accurate than the DME) show that there are very few instances where the ANN models produces significantly more accurate forecasts. Overall, these results indicate that the DME model produces forecasts that are at least as accurate as the more complex ANN model, and in many instance are significantly more accurate even they are produced from a set of simpler linear regressions.
Analysis of critical episodes
Given the potential impact of periods of extreme pollution, this section considers how well the DME predict episodes of alert, pre-emergency and emergency, based again on Specification 2. Table 7 shows the success rate, in the form of percentage of episodes correctly predicted during the GEC periods, along with number of episodes recorded. The average for the 11 stations (in the final column headed byX EST ) indicates that the proposed model achieves a 76% success rate in alert episodes and 100% in pre-emergency and emergency episodes for 2013. The lowest average success rate for the three critical episodes is observed in 2015, the year that also exhibited the highest average pm 2.5 at 46.19, and greatest standard deviation of 29.82.
In terms of analysis by individual stations, Las Condes station has the lowest average pm 2.5 and the least variability compared to series from other stations, along with lower correlation CO, which is lower than the standard average. This is due to the fact that Las Condes station is located at a higher altitude than other communes thus having the benefit of better atmospheric ventilation.
In contrast, Cerro Navia shows the lowest success rate on average for the three years of study, with 44%, 69% and 50% of correct prediction of alerts, pre-emergencies, emergencies, respectively. This is because this station exhibits the worst contamination rates, mainly due to the high consumption of firewood in this commune and the high population density, characterized by its high CO levels strongly correlated with pm 2.5 . Moreover, this station exhibits the highest dispersion in terms of the standard deviation of the pm 2.5 concentration (average 53.84 in 2014), which seems to reflect the strong differences between levels of pollution between winter and other seasons of the year. In fact, in 2014 firewood accounted for 45% of all sources of pollutants, while in the winter period its contribution increased to 70%.
Overall, the DME model, based on a simple system of linear regressions, is shown to produce forecasts that are as least as accurate and in many cases more accurate than a number of common competitors. Beyond its relative forecast performance, the ease with which the coefficients can be interpreted is beneficial as the impact of a range of exogenous covariates can easily be examined.
Conclusions
Air pollution is a major environmental, health and economic issue in many large urban areas around the world. In Santiago, Chile, this issue is exacerbated by it unique geographical location in the Central Valley nestled between the Andes to the west and a smaller range to the east. Given the negative impacts of air pollution, and in particular pm 2.5 , much research attention has been paid to developing predictive models. This paper developed a a multiple linear equation model (DME) with dynamic coefficients for the purposes of forecasting pm 2.5 in Santiago. The model is structured with an linear equation for each hour of the day, with dynamic coefficients using an annual Fourier component to capture the annual cycle, well as dummy variables according to the day to capture the day of the week effect. The advantages of this approach lie in the model being linear, meaning that it is less susceptible to overfitting issues associated with nonlinear models such as ANNs, and that the coefficients can easily be interpreted. A forecasting exercise has demonstrated that proposed multiple equation approach is a competitive fore-casting alternative to the two alternative models, ANN and SARIMAX, which are often applied in the literature. The DME can adequately capture the seasonality in pm 2.5 , and surpasses the ANN and SARIMAX competitors in most cases, in terms of both in-sample and out-of-sample performance. Prediction performance was analyzed across a number of horizons, with day ahead forecasts, and in particular, extreme events of particular importance. Based on such forecasts, government authorities can take prompt strategic measures in response to the forecasts of critical pm 2.5 episodes to restrict emissions of this pollutant.
This research can be extended in a number of different directions including more complex multivariate models to take into account spatial interactions, forecasts of covariates, and other information such as traffic flows. This methodology could also be applied to air quality forecasting in other cities and countries where the time series exhibit broadly with similar characteristics. Table 4 : Out-of-sample fit for the three models evaluated (DME, SARIMAX and ANN) for 1, 3 and 24 hours in three prediction years. ESP corresponds to the specification evaluated in each model. Values in bold indicate average for the 11 stations according to the category. Table 6 : p-value results for GW Test at 11 monitoring stations for three forecasting years (2012, 2013 and 2014) 
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