We discuss the existence of positive solutions for the coupled system of multiterm singular fractional integrodifferential boundary value problems 
Introduction
During the last decade, there were a lot of manuscripts on fractional differential equations (see, e.g., [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] and the references therein). Fractional equations have been discussed extensively as valuable tools in the modeling of many phenomena in various fields of science and engineering. Indeed, we can find numerous applications in fluid mechanics, viscoelasticity, edge detection, porous media, and electromagnetism, as well as in various other areas. For more examples and details, see [3, [13] [14] [15] and references therein. On the other hand, there are many works about the existence of positive solutions of fractional differential equations (see, e.g., [1, 2, 6-8, 10, 17, 19] and the references therein).
The Problem
In this paper, we investigate the following coupled system of multiterm singular fractional integrodifferential boundary value problem:
( 1 V) ( ) , 0 + ( ) , 
where ≥ 4, − 1 < , < , 0 < , < 1, 1 < , ] < 2 ( = 1 
for almost all ∈ [0, 1] and all ( , , , , V, 1 , 2 , . . . , ) ∈ . The functions , V ∈ 2 [0, 1] are called positive solutions of the problem (1), (2) , and (3) whenever > 0 and V > 0 on 
(0) = (1) = 0, where 1 < < 2, 0 < ≤ −1 and satisfies the local Caratheodory condition on [0, 1] × (0, ∞) × R [1] . In 2011, Staněk reviewed the singular problem
(0) = 0, (0) = (1) = 0, where 2 < < 3, 0 < < 1 and satisfies the local Caratheodory condition on
Here, D is a subset of R 3 . In 2012, Bai and Sun reviewed the singular problem
(0) = (0) = (0) = (1) = 0, where 3 < ≤ 4, 0 < ] ≤ 1, 1 < ≤ 2 and satisfies the local Caratheodory condition on [0, 1] × D [8] . Again, D is a subset of R 3 . In this year, Agarwal et al. reviewed the singular problem
(0) = 0, (1) = 0, where 1 < < 2, 0 < < 1 and is a -Caratheodory function on [0, 1] × B [2] . Here, B = (0, ∞) × (−∞, 0) × (−∞, 0), > 1/( − 1) and is the Caputo fractional derivative. Many researchers have established the existence and uniqueness of solutions for some systems of nonlinear fractional differential equations, but there are few works about coupled system of multiterm nonlinear fractional differential equations (see, for example, [4, 5, 20, 21] ). Also, there are a few papers discussing singular system of fractional differential equations (see, e.g., [6, 16] ).
Let ‖ ‖ 1 = ∫ , respectively. In this paper, we suppose that the functions 1 and 2 in (1) satisfy the following conditions: 
for almost all ∈ [0, 1] and ( , , , ,
Since we suppose that the problem (1) is singular, we use regularization and sequential techniques for the existence of positive solutions of the problem. In this way, for each natural number define the function ( = 1, 2) by
for almost all ∈ [0, 1] and ( , , , , V, 1 , 2 , . . . , ) ∈ R +5 , where 
for almost all ∈ [0, 1] and ( , , , , V, 1 , 2 , . . . , ) ∈ D.
For obtaining solutions of the system (1), (2) , and (3), for each natural number , we will obtain solutions of the system
via the boundary conditions (2) and (3) and by using solutions of this system, we will obtain solution of the system (1), (2) , and (3). It has been proved that the fractional integral 
− for all ∈ (0, 1], where = [ ] + 1 and ∈ R for = 1, 2, . . . , [7] . Suppose that ] ∈ (0, 1), ∈ (1, 2),
Main Results
Now, we are ready to state and prove our main results. One can find main idea of next result in [17] . 
Abstract and Applied Analysis
Proof. It is easy to see that the functions
, where 1 ∈ R. The boundary condition (2) implies that 2 = ⋅ ⋅ ⋅ = −1 = 0 and
(1)
Thus, ( ) = (
Note that the Green function in Lemma 1 has some properties. For example, , ( / ) and
, and
It is easy to see that for each ( , ) ∈ , = 1, 2, . . . , and
. Now for each natural number , define the operator on by
Lemma 2. For each natural number , is a completely continuous operator on .
Proof. Let be a natural number, ( , ) ∈ ,
and (0, ) = 0, and
and
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and also ‖ ‖ ≤ 0 ‖ ‖ and ‖ ‖ ≤ 0 ‖ ‖ for = 1, 2 and ≥ 1. Now, put
bounded sequences in 2 [0, 1] and also by using the above
such that ≤ ( ) ≤ ( ) for almost all ∈ [0, 1] and ≥ 1. Thus, by using the Lebesgue dominated convergence theorem and the following relations:
we get lim → ∞ (
This implies that 1 and 2 are continuous operators and so is a continuous operator. Let {( , )} ≥1 be a bounded sequence in . We show that the sequence { ( , )} ≥1 is relatively compact in × . By using the Arzela-Ascoli theorem, it is sufficient to prove that { ( , )} ≥1 is bounded in × and {( ( , )) } is equicontinuous on 
. Similarly, we can verify that
for all . Hence, { ( , )} ≥1 is bounded in × . Also, for 0 ≤ 1 < 2 ≤ 1 we have
Similarly, we have 
and so is a completely continuous operator on .
We need the following result (see [10] ). 
Theorem 4. For each natural number , the system (15), (2), and (3) has a solution
Proof. Let ( , ) ∈ and ≥ 1 be given. Then,
Then, ‖ ( , )‖ * * ≥ ‖( , )‖ * * for all ( , ) ∈ ∩ Ω 1 . Let = (1/ , 1/ , . . . , 1/ ) for = 1, 2. Then, we have , . . . ,
for all ( , ) ∈ and ∈ [0, 1]. Hence,
Put Ω 2 = {( , ) ∈ × s.t ‖( , )‖ * * < }. Then, the above inequalities imply that ‖ ( , )‖ * * ≤ ‖( , )‖ * * for all ( , ) ∈ ∩ Ω 2 . Now by using Lemma 3, we conclude that the operator has a fixed point ( , V ) in ∩ (Ω 2 \ Ω 1 ). It is easy to see that ( , V ) is a desired solution of the system, that is,
We need the following lemma.
Lemma 5. The set of solutions {( , V )} ≥1 of the system (15), (2), and (3) is a relatively compact subset of × .
Proof. It is easy to check that
for ∈ [0,1] and ≥ 1, satisfy in Theorem 4. Also,
(36) for = 1, 2, . . . , . Since
for all ∈ [0, 1] and ≥ 1 and so
, . . . ,
for all ∈ [0, 1] and ≥ 1 and also Λ 1 < ∞, where
Hence, * ≤
for all ≥ 1. Similarly, we have
for all ≥ 1, where 
for all ∈ (0, 1]. Note that, Λ = ∫ 1 0 Φ ( ) for = 1, 2 and
for almost all ∈ [0, 1] and ≥ 1. If 0 ≤ 1 < 2 ≤ 1, then
[ (
Similarly, we have
Let > 0 be given. Choose 0 > 0 such that 0 <
and 0 < ( 2 − )
This completes the proof. Now, we give our main result. Theorem 6. The system (1), (2) , and (3) has a positive solution Proof. By using Theorem 4, for each natural number , the system (15), (2) , and (3) has a solution ( , V ) in . Also by using Lemma 5, the set {( , V )} ≥1 is a relatively compact subset of × . By using the Arzela-Ascoli theorem, without loss of generality we can assume that {( , V )} ≥1 is convergent in × to some element ( , V) of . It is easy to check that ( , V) satisfy the boundary conditions (2) and (3) and also lim → ∞ 0
0 + , and lim → ∞ 0 + V = 0 + V for = 1, 2, . . . , and lim → ∞ = and lim → ∞ V = V for = 1, 2. Thus, it is easy to see that ( , V) satisfy the desired conditions. Also, 
for all ∈ [0, 1]. Therefore, ( , V) is a positive solution of the system (1), (2) , and (3).
Example
Here, we give an example to illustrate our last result. 
1 ( ) = | 1 ( )| + 1 ( ) and 2 ( ) = | 2 ( )| + 2 ( ). Theorem 6 guarantees that the system (1), (2) , and (3) via these functions has a positive solution ( , V) satisfying the desired inequalities in Theorem 6 whenever 1 = 1 /( − 1 )Γ( + 1) and 2 = 2 /( − 2 )Γ( + 1).
Conclusions
One of the most interesting branches is obtaining solutions of singular fractional differential equations via boundary value problems. Having these thought in mind we discuss the existence of positive solutions for a coupled system of multiterm singular fractional integrodifferential boundary value problems. An illustrative example illustrates the applicability of the proposed method.
