In recent years, many models based on the convolutional neural network have achieved highquality reconstruction for single image super-resolution. Meanwhile, many researches on image superresolution have been applied to various fields. However, only a few research works have been applied to climate prediction. In this paper, we present ResLap to achieve high-resolution climate prediction. ResLap is a spatial downscaling method that converts low spatial resolution climate data into high-resolution regional climate forecasts. This method mainly introduces a novel residual dense block (RDB) into the Laplacian pyramid super-resolution network (LapSRN). Among them, we use LapSRN to achieve upsampling image reconstruction, and adopt RDB to fully extract the hierarchical features from all the convolutional layers. Extensive experimental results on benchmark climate datasets show that our new proposed model performs better than many super-resolution methods. Besides, the climate data are more complicated than the general image, because of its dynamic and chaotic nature. To facilitate model training, we integrate original climate data provided by the China Meteorological Administration, then convert it into trainable climate images. We also publish some climate image datasets online for research. Finally, we avoid the checkerboard artifacts in the generated high-resolution climate images.
I. INTRODUCTION
Image super-resolution [1] - [8] has always been a hot topic in computer vision, and it aims to generate a high-resolution image from a low-resolution input image. Many super-resolution methods have been proposed to reconstruct high-resolution images. For example, Early super-resolution methods are mostly example-based, such as the sparse-coding-based method [6] , [9] . These algorithms mainly learn feature mapping functions from the low-resolution and high-resolution exemplar pairs. Later, Dong et al. [10] firstly introduced the convolutional neural network (CNN) [11] into image super-resolution. Then, they proposed the super-resolution convolutional neural network (SRCNN) and obtained further improvement over traditional methods. Thus, current methods widely apply CNN The associate editor coordinating the review of this manuscript and approving it for publication was Oguz Elibol. to achieve image super-resolution reconstruction, such as the Laplacian pyramid super-resolution network (LapSRN) [2] , the very deep super-resolution network (VDSR) [1] , and the efficient sub-pixel convolutional network (ESPCN) [7] . These methods have gained great performance for image super-resolution.
Many super-resolution models have been applied in various fields, such as medical examination [13] and traffic travel [14] . These methods have all achieved good results. Inspired by these successful cases, we directly consider applying the CNN based network to spatial downscaling methods [15] - [17] and achieve high-quality climate prediction. This method converts large-scale (or low-resolution) climate output information into small-scale (or high-resolution) regional climate prediction. For example, it can downscale the low-scale weather information at a 5km hourly spatial resolution to 1km low-scale climate forecasts, as shown in Fig 1. Namely, we can get a smaller range of precipitation VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ FIGURE 1. The high-resolution precipitation prediction, and the clearer the generated image shows that we can get the precipitation forecast in a smaller area.
prediction through downsampling technology for the same area. In addition, climate data are more complicated than general images and many climate variables have large effects on weather conditions, such as topography, humidity, and pressure. We need to take full advantage of the potential information of these climate factors. Therefore, we integrate climate data into a single climate image to facilitate model training. Note that we get the original climate data from the public meteorological service center of China Meteorological Administration (CMA), and convert it into trainable climate images openly available to the public. Downscaling technology can obtain high-resolution climate prediction from low-resolution spatial climate images [18] , [19] . Vandal et al. [18] firstly introduced a threelayer CNN in the downscaling approach. This method, termed DeepSD, actually applied the SRCNN network. Then, researchers proposed to apply some advanced CNN based networks to the downscaling model, such as VDSR, ESPCN, and LapSRN. These methods had achieved further improvements than DeepSD in high-resolution climate prediction. However, these methods neglected to fully exploit hierarchical features [8] from any convolutional layers, thus obtained relatively-low performance in climate image superresolution.
To address the drawback, we introduce a novel residual dense block (RDB) [8] to the LapSRN network. This method, termed ResLap, allows the current convolutional layer to directly access all of the previous convolutional layers. Thus, it can fully extract the hierarchical features from all convolutional layers. Furthermore, our RDB structure mainly includes contiguous memory and local feature fusion mechanism, different from RDB in the residual dense network (RDN) [8] , as shown in section IV. D.
We adopt the LapSRN network to implement residual image reconstruction and generate high-quality climate prediction. Besides, we observe that many super-resolution models are easy to produce uncoordinated noise in the final generated images. For example, there are a series of strange checkerboard artifacts [20] - [22] emerging in the final output images. To solve this problem, we mainly focus on the operation of deconvolution [21] , [23] - [25] , and readjust the detail of the deconvolutional layer. Finally, the checkerboard artifacts are eliminated in the final generated images.
In summary, the contributions of this work are mainly three-folds: 1) We innovatively introduce the RDB structure into the LapSRN network, which can make full use of the hierarchical features from the original input images.
The new proposed network can generate multiple highquality super-resolution predictions through progressive reconstruction. 2) We propose a new method to eliminate the checkerboard artifacts in the final generated images. This method allows the generated image without losing any climate detail. Therefore, it can improve the accuracy of climate prediction. 3) We propose a new spatial downscaling method, termed ResLap, to generate high-resolution climate prediction. This method can convert various large-scale (or lowresolution) climate output information into small-scale (or high-resolution) regional climate prediction.
II. RELATED WORK
As mentioned previously, climate data are more complicated than the general image, and include predictions for multiple climate patterns, such as precipitation, temperature, and humidity. We mainly focus on precipitation prediction in the paper. Besides, the precipitation information is spatial climate data that are affected by many climate variables, such as topography, pressure, and humid. Thus, our goal is to downgrade low-scale precipitation information to high-scale precipitation prediction in the spatial range by the downsampling method, as shown in Fig. 1 . Early algorithms mainly adopted dynamical and statistical modeling [15] , [16] to achieve precipitation prediction, such as linear models (Bilinear) [26] and support vector machines [27] . These traditional methods only learned a func- tion or model from many observed low-resolution and highresolution precipitation data pairs, which were challenged by the difficulties of effectively modeling the data. Furthermore, these approaches did not exploit the spatial structural information of the precipitation data, thus achieved relatively-low performance in the precipitation forecasts.
To solve the drawback, Vandal et al. [18] proposed the DeepSD, and first applied the CNN network to the spatial downscaling model. In addition, they integrated complex precipitation data into a single image by a computer vision method, which could make use of the potential information of the precipitation variables. We can regard that each pixel on the climate image represents the precipitation information of the corresponding area. Thus, our task is to increase the number of pixels in the climate image by the downsampling method. Actually, the downscaling process is similar to image super-resolution in computer vision. Besides, the better the quality of the generated climate image is, the better the effect of climate prediction is.
Inspired by the DeepSD algorithm, researchers applied many CNN based models to improve the quality of the generated climate images. For example, the VDSR model increases the network depth from 3 convolutional layers to 20 convolutional layers. It implements a deeper network than SRCNN. Morethan, VDSR predicts the residual of the image, not the actual pixel value. Thereby, it can accelerate the convergence speed to train a deeper model. The ESPCN network extracts feature maps from the low-resolution image with efficient sub-pixel convolution, instead of deconvolution upsampling operation. LapSRN adopts the local residual learning to exploit more hierarchical features from the original input image. It upscales the low-resolution image to the target scale with the transposed convolutional layer, instead of bicubic interpolation. Besides, RDN uses the residual dense learning to extract feature information from input pictures.
We compare all the network structures of Bilinear, DeepSD, VDSR, ESPCN, RDN, LapSRN, and our ResLap, as shown in Table 1 . Among them, most methods neglected to fully exploit hierarchical features from each convolutional layer, except for RDN. In contrast, our proposed approach introduces the RDB framework to efficiently extract feature maps from all convolutional layers in the low-resolution images. Although RDN also utilizes RDB to extract image features, our model is still different from RDN. The differences between RDN and ResLap would be summarized in Section IV. Besides, we use the multi-scale root mean square error (MRMSE) to optimize the deep network, instead of the Charbonnier loss function [2] .
We have observed that a series of strange checkerboard artifacts appear in the generated climate images, as shown in Fig. 2 . Odena et al. [21] demonstrated that these artifacts are caused by the deconvolution operation, as shown in Fig. 3 . This operation allows the model to draw a series of points in a large image using each point in the small image. However, deconvolution can easily produce uneven overlap, placing more shadows in some places than others. It causes characteristic checkerboard artifacts appearing in the final images. To avoid these artifacts, Odena et al. [21] focused on the relationship between the deconvolutional kernel size (deker) and the length of the deker moving on the image (stride). They proposed that if deker is divided by stride, the overlap issue can be removed. Although this method is helpful to alleviate the overlap issue, it is still easy for deconvolution to create checkerboard artifacts. To address this drawback, we present a new approach to eliminate the artifacts by adjusting the relationship between deker and stride.
III. METHODOLOGY
In this paper, we propose ResLap to generate high-resolution climate images from the low-resolution images. ResLap mainly replaces simple residual learning in LapSRN with the RDB structure, and our RDB structure is different from RDB in the RDN. We use the MRMSE loss function to optimize the model. Besides, we also present an approach to avoid the checkerboard artifacts emerging in the final climate images. Finally, we use a neural network to integrate all precipitation variables into a single climate image. 
A. THE RESIDUAL DENSE BLOCK
Currently, we mainly improve the performance of the superresolution models by increasing the depth of the network layers. However, there is a shortcoming when the network layers become very deep, the model will be difficult to train. Fortunately, the residual network can accelerate the convergence speed to train a deeper model, such as the residual block [28] , the dense block [29] , and the residual dense block [8] . Compared with the residual block and the dense block, the residual dense block has better performance in extracting hierarchical features from the input images. Therefore, we apply the RDB structure to our model and make some adjustments to it, as shown in Fig. 4 . Furthermore, our RDB includes two parts: contiguous memory and local feature fusion.
1) CONTIGUOUS MEMORY
we use the dense connected convolutional layer to extraction features and allow each layer to be directly connected to all subsequent layers. Thus, the input of the local convolution layer is the output of all the previous convolutional layers. RD d−1 and RD d refers to the input and output of the d-th RDB, respectively, and both have m feature maps, we empirically set m to between 5 and 20. Let RD d,c be the output of the c-th convolutional layer of the d-th RDB, and it can be represented as:
where relu and W d,c are the ReLU activation function and the weights of the c-th convolutional layer, respectively. 1 , · · · , RD d,c−1 is the concatenation of the feature maps generated by all subsequent RDB, which can efficiently extract local dense feature.
2) LOCAL FEATURE FUSION
As mentioned above, the feature maps of the convolutional layers 1, . . . , (c-1) in the (d-1)-th RDB are directly used as input to the d-th RDB in a concatenation way. Thereby, we need to decrease the number of feature maps to make the model training faster. We apply a 1 × 1 convolutional layer after the c-th convolutional layer to control the output information. This operation, termed local feature fusion (LFF), can be expressed as:
where F d LFF refers to the function of the 1 × 1 convolutional layer in the d-th RDB.
The main difference between our RDB and the original residual dense block is that our RDB does not carry the local residual learning, and we implement the local residual learning in the image reconstruction. Thus, we can attain different scales of high-resolution images at the corresponding level.
B. NETWORK STRUCTURE
We build the ResLap model by combining the LapSRN and RDB, as shown in Fig. 5 . Our ResLap mainly consists of two parts: feature extraction and image reconstruction. Among them, we use RDB to exploit hierarchical features from each convolutional layer in the feature extraction. We adopt local residual learning to complete the fusion of the upsampling image at each level in the image reconstruction. Besides, let I LR and I SR be the input and output of ResLap, respectively. The conv(·) and trans(·) are the operations of the convolution and the deconvolution, respectively.
In the experiments, our ResLap model is a two-level structure network, due to limited computing resources. For example, a 2km low-resolution climate picture will generate 5km and 10km high-resolution pictures in turn, which generate the final climate forecast. Furthermore, each level contains a feature extraction and an image reconstruction, and the corresponding scale of the reconstructed image is generated at each level.
Level 1 is expressed as F 1 = F 0,T + conv(RD 1,T ), where F 0,T refers to the upsampling image of the input lowresolution image passing through a transposed convolutional layer [30] , and F 1 can be defined as F 0,T = trans(I LR ). RD 1,T is the upsampling image of the output of the first RDB passing through a transposed convolutional layer, and RD 1,T is expressed as RD 1,T = trans(RD 1,LF ). Morethan, RD 1 is the output of the first RDB and is denoted as RD 1 = rdb(RD 0 ), where rdb(·ď) refers to the operation of the RDB. The output of the upsampling image RD 1,T is not only the input of the second RDB, but also the input of a convolutional layer for extracting feature from RD 1,T . Then we take RD 1,T through a convolutional layer to get the feature maps conv(RD 1,T ). Finally, we achieve the upsampling image reconstruction, and combine these high-resolution images F 0,T and conv(RD 1,T ) to get the first residual image F 1 . Furthermore, we emphasize that the size of the convolution kernel and the deconvolution kernel are the same.
Correspondingly, level 2 is the same operation as layer 1, and is defined as I SR = F 1,T + conv RD 2,T , where F 1,T refers to the upsampling image of the first residual image F 1 passing through a transposed convolutional layer, and F 1,T can be defined as F 1,T = trans(F 1 ). RD 2,T is the upsampling image of the output of the second RDB passing through a transposed convolutional layer. RD 2,T is expressed as RD 2,T = trans(RD 2,LF ). RD 2 is the output of the second RDB, it is denoted as RD 2 = rdb(RD 1 ). Then we use a convolutional layer to extract feature from RD 2,T . Finally, we achieve the upsampling image reconstruction, and combine F 1,T and conv(RD 2,T ) to get the final output image I SR .
C. THE LOSS FUNCTION
The ResLap algorithm generates a corresponding-size climate prediction at each level. Therefore, we need to compute the loss between the generated high-resolution image and the truth-ground image at all levels, and the proposed MRMSE function is to calculate the sum of the mean square error [31] of each level.
Let x and θ be the input low-resolution image and the set of model parameters to be optimized, respectively. x s and r s are the upscaled low-resolution image and the residual image at level s, respectively.ŷ s refers to the generated output highresolution image at each level s, and is represented asŷ s = x s + r s . We denote the corresponding truth high-resolution image at each level s by y s , and adopt the scipy ndimage function to downsample the ground truth HR image y to y s at each level. Furthermore, our target is to make the generated output imageŷ s close to the corresponding truth image y s at each level through the proposed loss function. The MRMSE loss function is defined as:
where L refers to the number of the network levels, and we set L to 2 in this work. δ is an influential factor constant, and we empirically set δ to 0.001. In addition, we adopt the corresponding truth high-resolution image y s at each level as supervision. The supervision allows our model to predict the residual images and generate corresponding-size output images at each level, which is helpful for us to learn the internal mechanism of the model. 
D. THE WAY TO AVOID CHECKERBOARD ARTIFACTS
As mentioned previously, to avoid checkerboard artifacts appearing in the final climate images, the model should solve the problem of uneven overlap. Thus, we mainly focus on the relationship between the sizes of the deker and the stride, and this relationship directly depends on the quality of the final generated climate image, as shown in Fig. 6 . Besides, we observe that different sizes of deker and stride will cause different effects on the final image. For example, when stride is smaller than deker, uneven overlap will appear in the final generated image, as shown in Fig. 6(b) and Fig. 6(c) . When stride is greater than deker, the sparse stripes will appear in the final generated image, as shown in Fig. 6(e) . Only when stride is equal to deker, no uneven overlap and sparse stripes appear in the generated image.
In this paper, we propose that if the condition stride = deker is satisfied, the problems of uneven overlap and sparse stripes can be perfectly solved, as shown in Fig. 6(a) and Fig. 6(d) . This is equivalent to sub-pixel convolution [7] , [20] , [25] , a technique that also has a great performance in image super-resolution. Furthermore, we also test two thousand samples of different sizes of the deker and the stride, the experiment results show that if the stride is equal to the deker, the corresponding checkerboard pattern will not appear in the picture. These results further prove that our proposed method can solve the problem of uneven overlap.
E. PRE-PROCESSING CLIMATE DATA
The precipitation data are more complex than the general images, and the high-resolution precipitation prediction is affected by many climate factors, such as topography, humid, and temperature. To generate the high-resolution precipitation prediction, we should take advantage of valuable information on these climate variables. It is well known that the color images contain channels such as red, green, and blue. Inspired by it, the precipitation data can be represented analogously, and we regard each precipitation variable as an image channel [32] . Finally, we attain the multi-channel climate images for training.
In the experiments, we assume that the topography and humid variables have large effects on the precipitation prediction. To get the model input climate images, we first obtain low-resolution 3D precipitation data, 3D humid data, and 2D topographic data from the same area through CMA. Then, we will integrate these two variable data into the lowresolution precipitation data. However, the dimensions of these data are not the same, and we should use the reshape function to upgrade the 2D topographic data into 3D topographic data. Next, we treat each type of climate data as a channel for climate images, and get the 4D three-channel climate images I ori , as shown in Fig. 7 . Finally, we use a convolutional layer to extract shallow hierarchical features from the three-channel images I ori to get the model input images I LR . The model input images can be obtained by I LR = conv(I ori ), where conv(·) denotes convolution operation. Therefore, our goal is to generate high-resolution climate images I SR from low-resolution images I LR using the ResLap network.
IV. EXPERIMENTS
We get the original climate data from the CMA and integrate it into a training image set of models, this is our unique contribution. Besides, our model has three downscaling modes, such as EC (2km), NMC (5km), and GRAPE_MESO (10km). Finally, we compare the proposed ResLap network with six common super-resolution algorithms: Bilinear, DeepSD, VDSR, ESPCN, RDN, and LapSRN. We also set five corresponding meteorological indicators to evaluate the performance of these models.
A. DATASETS FOR TRAINING AND TESTING
We get all the original climate data from the CMA. Among them, the precipitation data record 1 hour of precipitation information over a latitude and longitude region. The humid data record 1 hour of humid change information in the same latitude and longitude. The terrain data note the latitude and longitude coordinates corresponding to the precipitation and humid. Then we integrate these three data into climate images, and these climate images will be used as training and test sets for the model.
We carry out extensive experiments using two region datasets: North China (NCN) and South China (SCN). These climate datasets record precipitation information from different parts of the country. Note that the area of each divided region is different, thus the size of the climate image of each data set is different. For example, the size of a high-resolution climate image in the NCN is 1400 × 1600, while the size of a high-resolution image in the SCN is 1200 × 2000.
We randomly select 1200 climate images from the annual precipitation observation data of each region. Each climate image records 1 hour of precipitation information in a certain area. Among them, we train all of our networks with 1000 training images and use 100 validation images in the training process. We evaluate the performance of each model with 100 testing images.
B. TRAINING DETAILS
The ResLap model is a two-level structure network, as shown in Fig. 5 . Each level has 17 convolutional layers and 2 deconvolutional layers. Among them, each convolutional layer consists of 32 filters with a size of 3 × 3 in the RDB. Another convolutional layer consists of one filter with a size of 1 × 1, it is used to control the number of feature maps of the image. Besides, the size of the all deconvolution filter is 4 × 4, and all the convolutional and the deconvolutional layers are followed by a rectified linear unit. We implement the ResLap network with the TensorFlow framework [33] . Furthermore, we optimize ResLap with the MRMSE loss function and update it with Adam optimizer [34] . The learning rate is initialized to 0.0001 for all layers, and the batch size is set to 32. Finally, we train all models with a Titan Xp GPU for 100 epochs and it roughly takes one day to complete the training process.
Our model has three downscaling modes: EC (2km), NMC (5km), and GRAPE_MESO (10km). We produce highresolution images in the corresponding mode and compare the results generated by different models. For example, NMC is that we downscale the hourly precipitation data at a 5km spatial resolution to the precipitation data at a 1km spatial resolution. To train the model, we first get the original highresolution climate images with the size of 1400 × 1600 as the label. Then, we downscale the original label data by five times into low-resolution climate images. The low-resolution images with the size of 280 × 320 are used as the input of the model. Finally, we use the input data to train all models. The final generated results are evaluated with five metrics.
To eliminate the checkerboard artifacts in the final generated images, we apply the newly proposed method to two models: LapSRN and ResLap. Our new method only discusses the relationship between the deker and the stride. Thus, we take three different sizes of the deker and the stride. Among them, the first case is that deker is equal to stride. The second case is that deker is greater than stride, which can be expressed as deker = stride+1. The last case is that deker is less than stride, which is defined as dekel = stride − 1. For testing, we only adopt the NMC mode and use two benchmark datasets: NCN and SCN.
C. THE EVALUATION METRICS
We evaluate the performance of all models using five metrics: root mean squared error (RMSE), prediction correction (PC), prediction omission (PO), false alarm ratio (FAR), and threat score (TS) [35] . The first metric is the common image evaluation indicator, and the last four metrics are climate data evaluation indicators. These four indicators are calculated as follows:
.
As shown in Table 2 , NA represents the number of stations where the prediction is the same as the actual precipitation in the test area. NB indicates the number of stations where the prediction does not appear in reality. NC indicates the number of stations that are not predicted and appear in reality. ND represents the number of stations that predicted to be the same as the actual sunny days in the test area, and n refers to the number of days of scoring. Actually, these indicators are somewhat similar to the ROC curve values in machine learning.
We divide 4 precipitation levels according to the amount of rainfall: light rain ( 0.1mm), moderate rain ( 10mm), heavy rain ( 25mm), and torrential rain ( 50mm). Therefore, our TS score has four corresponding values. Furthermore, It is known that the higher value of RMSE denotes the better quality of the generated high-resolution image. The higher value of the TS score denotes the more accurate the precipitation level prediction of the model. The larger value of the PC score denotes the more precise the forecast for sunny and rainy days. The smaller values of the PO and FAR score denote the better the effectiveness of the climate prediction.
D. DIFFERENCES FROM PREVIOUS MODELS 1) DIFFERENCE TO LAPSRN
Inspired by LapSRN, our newly designed model is also divided into two parts: feature extraction and image reconstruction. Among them, LapSRN uses a series of continuous convolutional layers to achieve feature extraction, and this way neglected to fully exploit hierarchical features from each convolutional layer. However, ResLap introduces RDB structure to extract image features, rather than a series of continuous convolutional layers. Our network allows the current convolutional layer to directly access all of the previous convolutional layers. Thus, it can fully extract the hierarchical features from all convolutional layers and it can add more convolutional layers to extract features. In addition, LapSRN utilizes the Charbonnier loss function to optimize the deep network, which is to calculate the L 1 loss for each level structure. In contrast, ResLap uses the MRMSE function to calculate the total loss of the entire model, which is to calculate the L 2 loss for each level. In fact, extensive experiments have proved that L 2 loss function is more powerful for performance and convergence in climate prediction.
2) DIFFERENCE TO RDN
There are two main differences between RDN and our ResLap network. The first one is that our model can generate multiple high-resolution images through progressive reconstruction using the Laplacian pyramid. However, RDN only gets the final high-resolution image through one upsampling operation. It is well known that climate prediction is a complex task and we need multi-scale climate prediction in daily life. Fortunately, our model can greatly simplify this operation. Besides, we calculate the total loss of highresolution images and truth images at different scales, which can make the model converge faster. The second one is that our RDB does not achieve the local residual learning, and we implement the local residual learning in the image reconstruction. Thus, we can attain different scales of high-resolution images at the corresponding level. For example, we get the output of the d-th RDB by combining the input of the dth RDB and the fusion image RD d,LF in the original RDB. However, we will perform upsampling operations on the input of the d-th RDB and RD d,LF in the new RDB, respectively. Then, we implement residual image reconstruction at the corresponding level. 
V. RESULTS AND EVALUATIONS
We perform two experiments, one to avoid the presence of checkerboard artifacts in the generated climate images, and the other to achieve high precision precipitation prediction. For the first experiment, we can directly observe the final output images to evaluate the effectiveness of the proposed method. For the second experiment, we adopt five corresponding metrics to evaluate the accuracy of precipitation prediction.
A. THE RESULTS OF THE CHECKERBOARD ARTIFACTS
In the experiment, we apply the proposed method to the Lap-SRN and ResLap models, and these two networks adopt the deconvolution layer to implement the upsampling operation. Fig. 8 shows different high-resolution climate images generated by LapSRN in the CCN and SCN dataset. Fig. 9 illustrates three high-resolution climate images produced by our ResLap network in the CCN and SCN dataset. In addition, we only adopt the NMC downscaling mode.
As we can see, there are a series of apparent checkerboard patterns appearing in all final output images, when the deker is not equal to the stride. However, when the deker is equal to the stride, we notice that there are no checkerboard artifacts emerging in the generated climate images. Besides, the generated images are clear and smooth. Note that the problem of checkerboard artifacts may occur when our super-resolution models use deconvolution operations. This problem does not emerge when the model uses other upsampling operations, such as the sub-pixel convolution layer and bilinear interpolation. Finally, we can deduce that our proposed method be applied to the super-resolution models and eliminate the artifacts that appear in the final generated images. Table 3 shows quantitative comparisons between our ResLap network and the other five super-resolution models, and we adopt the EC (2km), NMC (5km), and GRAPE_MESO (10km) mode, respectively. The values of precipitation data are generally small, therefore most models have similar values on various indicators. It is obvious that our ResLap network performs better compared with existing methods on the CCN and SCN datasets. Especially, the ResLap method can attain higher TS scores. The higher the value of the TS score denotes the more accurate the prediction of the precipitation level of the model. Moreover, we have achieved the most significant performance in the prediction of heavy rain and torrential rain. When compared with traditional super-resolution models (Bilinear), the ResLap network performs the best in every meteorological indicator, and we get the same result in all datasets with all downscaling modes. This highlights the huge effectiveness of our algorithm in precipitation prediction. When compared with the remaining popular models (DeepSD, VDSR, ESPCN, RDN, and Lap-SRN), our model still has a further improvement compared with other networks. Furthermore, when the downsampling scale is small, the ResLap will not have a significant advantage over other models. For example, for the downsampling scale 2km, most methods get almost the same results on all datasets. When the downsampling scale becomes larger, ResLap will show significant advantages over other models.
B. THE PERFORMANCE OF THE GENERATED CLIMATE IMAGES
In Fig. 10 , we present visual comparisons on the NMC dataset with the downscaling scale of 10km, and we compare the ResLap network with Bilinear, ESPCN, VSDR, RDN, and LapSRN. For the selected low-resolution image, the darker the color is, the greater the precipitation in the area is, and we find that most models easily produce excessive deep color patterns in the final climate images. Among them, ESPCN generates the most image noise compared to other models. However, our model generates almost the same climate image as RDN and LapSRN. In order to compare the performance of these three models more clearly, we focus on the darker regions in the generated climate image, as shown in Fig 11. It is obvious that the images generated by our model are closer to the real images, our method can effectively suppress noise in dark areas in the generated images. It means that our approach achieves the best performance in predicting heavy rain and torrential rain.
VI. CONCLUSION
In this paper, our proposed method, termed ResLap, innovatively integrates the RDB with LapSRN. Among them, we use RDB to exploit hierarchical features from all convolutional layers, and adopt LapSRN to achieve high-resolution image reconstruction. Besides, our multi-scale root mean square error is simplified on the basis of the Charbonnier loss function, which can effectively reduce the error between the predicted images and the original truth images. The comparison experiments with some common super-resolution models also illustrate that the proposed ResLap network can produce high-quality climate images, and perform well in climate prediction. In addition, we infer that the deconvolution operation caused the checkerboard artifacts to appear in the final output images. Then, we propose a method to adjust the size relationship between deker and the stride. The extensive experimental results also show that these superresolution models can generate climate images without any checkerboard artifacts in this method.
