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Abstract
In recent years some numerical methods have been developed to integrate matrix dierential systems whose solutions
are unitary matrices. In this paper we study numerical methods for the special class of unitary systems the solutions of
which are Hermitian matrices throughout the evolution. Several numerical comparisons with known unitary integrators are
reported. c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
Recently, there has been an increased interest in conservative numerical methods for ODEs which
preserve certain features of the theoretical solution such as the unitariness, the symplecticness, the
isospectrality, the rst integral, etc. (see [1,2,4{6,8,9]). The mathematical formulation of unitary
dierential systems is the following:
Y 0(t) = A(t; Y (t))Y (t); Y (t0) = Y0; t>t0; (1)
where Y0 is a unitary matrix and A(t; Y ) is skew-Hermitian, then it is known that the solution Y (t)
remains unitary throughout the evolution. Recently unitary-preserving integrators for such problems
have been proposed (see [2,4{6]). These methods may be splitted in the following way: structural
unitary integrators based on Gauss Legendre Runge Kutta schemes which automatically preserve
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unitariness (see [5,6]); projected unitary integrators (see [5]); unitary integrator based on the Cayley
transform (see [4]), iterated commutator methods [10]. The aim of this paper is to study unitary
dierential systems whose solutions are also Hermitian for all t and unitary numerical integrators
which are also Hermitian integrators. Hermitian unitary dierential systems arise in certain in-
verse eigenvalue problems (see [3]); examples of Hermitian unitary dierential systems are Toda
ows with Hermitian unitary initial matrices or systems which derive from dierentiating a contin-
uous Householder reection. If the unitary solution of (1) is also Hermitian for all t, the known
unitary schemes generally are not Hermitian-preserving integrators. In Section 2 we study when
the known unitary-preserving methods are Hermitian-preserving integrators. We will show that the
Cayley unitary-preserving methods are also Hermitian-preserving integrators. Moreover, since Her-
mitian unitary dierential systems are equivalent to isospectral dierential systems, we will show
how to employ isospectral methods to obtain Hermitian-preserving integrators.
We will use the following notations: E stands for the real line R or for the complex plane C; Mn(E)
is the set of nn matrices whose elements are in E; Un(E); Hn(E) and Sn(E) are respectively the set
of nn unitary, Hermitian and skew-Hermitian matrices whose elements are in E, Lip[ES1 ! S2]
is the set of Lipschitz matrix functions mapping E S1 to S2, C(S1 ! S2) is the set of continuous
matrix functions mapping S1 to S2.
The following two results characterise Hermitian unitary systems.
Theorem 1. Let us consider the linear unitary dierential system (4) where A(t) = a(t)B; with
a(t) 6= 0 real continuous function and B constant skew-Hermitian matrix. Then the solution Y (t)
is Hermitian for all t > 0 if and only if Y0 and B are such that
BY0 =−Y0B: (2)
Proof. Since A(t) = a(t)B commutes with its derivative, the solution of (4) is given by
Y (t) = exp(b(t)B)Y0 =
1X
k=0
b(t) kBk
k!
Y0 (3)
with b(t) =
R t
0 a(s) ds. Assume that (2) is satised. Since Y0 is Hermitian and B is skew-Hermitian,
then because of (2) we obtain BkY0 = (−1) kY0Bk , for any k > 0, hence Y (t) = YH (t) for all t > 0.
The converse is trivially true because if Y (t) is Hermitian then Y 0(t0) = [Y 0(t0)]
H and hence (2)
follows.
Theorem 2. Consider the unitary dierential system
Y 0 = A(t; Y )Y; Y (t0) = Y0 2 Un(E) \ Hn(E); (4)
where A 2 Lip[RUn(E)! Sn(E)]. Then; the exact solution Y (t) of (4) belongs to Hn(E) for all
t > t0; if and only if there exists a matrix function B 2 Lip[R Un(E)! Sn(E)] such that
A(t; Y ) = B(t; Y )− YB(t; Y )YH : (5)
Proof. We note that, if Y (t) is Hermitian, since A(t; Y ) is skew-Hermitian, the exact solution Y (t)
satises the following dierential system:
Y 0 =−YA(t; Y ); Y (t0) = Y0: (6)
N.D. Buono, L. Lopez / Journal of Computational and Applied Mathematics 111 (1999) 133{145 135
Thus by summing (4) and (6) we obtain Y 0 + Y 0 = A(t; Y )Y − YA(t; Y ), that is Y (t) satises the
isospectral system
Y 0 = 12[A(t; Y ); Y ]; Y (t0) = Y0; (7)
where [; ] denotes the Lie bracket commutator. It is known that the solution Y (t) of (7) may be
written into the isospectral form
Y (t) = V (t)Y0VH (t); (8)
where V (t) satises the unitary dierential system
V 0(t) = B(t; VY0VH)V; V (t0) = I; (9)
with B(t; Y ) = 12A(t; Y ) (see [2]). Since V (t) is unitary, from (8) it follows that Y (t) is similar to
Y0 for all t, hence it preserves the eigenvalues and the determinant of Y0.
On the other hand, if A(t; Y ) is of the form (5), then the exact solution of (4) satises the
isospectral ow
Y 0 = [B(t; Y ); Y ]; Y (t0) = Y0; (10)
therefore the solution Y (t) may be written in the form (8), hence it is Hermitian.
Note that the Hermitian property can be seen as a linear invariant for (4) and it is known that
Runge{Kutta and multistep methods generally preserve such an invariant. In particular, the following
result may be shown:
Theorem 3. Let us consider the matrix dierential system Y 0 = F(t; Y ); Y (t0) = Y0 2 Hn(E) for all
t>t0 and F 2 Lip[R  Hn(E) ! Hn(E)]. Then Runge{Kutta and multistep methods preserve the
solution on the vector space of the Hermitian matrices.
Proof. Suppose that the sequence given by tk = tk−1 + h, with h> 0 and k>1, provides a partition
on the time interval, then a Runge-Kutta method applied to (4) reads
Yk = Yk−1 + h
vX
i=1
biF(tki; Yki); (11)
Yki = Yk−1 + h
vX
j=1
aijF(tkj; Ykj); i = 1; : : : ; v; (12)
with tkj = tk−1 + cjh, for j = 1; : : : ; v. Assume Yk−1 Hermitian, then, if F : R  Hn(E) ! Hn(E), it
follows that Yki for i=1; : : : ; v; are Hermitian matrices and hence Yk is also Hermitian. Similar result
may be given for multistep methods.
2. Hermitian integrators
Since we are interested in preserving the numerical solution either unitary or Hermitian we will
study when known unitary numerical methods are also Hermitian integrators.
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2.1. GLRK methods
Regarding the s-stage Gauss{Legendre{Runge{Kutta schemes (GLRKs) the following result may
be shown.
Theorem 4. The GLRK methods are Hermitian integrators when applied to the linear Hermitian
dierential system (4) where A(t) = a(t)B; with a(t) 6= 0 real continuous function and B constant
skew-Hermitian matrix. While the GLRK methods are not Hermitian integrators when applied to
the nonlinear Hermitian unitary dierential system (4).
Proof. The rst part of the proof is an immediate consequence of Theorem 3. In fact by using
the isospectral form (7) of (4) it follows that 12 [A(t; Y ); Y ] =
1
2 [a(t)B; Y ] which maps Hn(E) into
Hn(E). In the nonlinear case, since A(t; Y ) maps only unitary into skew-Hermitian matrices and since
A(tki; Yki) is not a skew-Hermitian matrix, then 12 [A(tki; Yki); Yki] is not Hermitian.
2.2. Projected methods
The projected integrators proposed in [5] for unitary dierential systems consist of a two-step pro-
cedure in which an approximation ~Yk of the solution, provided by any explicit scheme, is computed
and then projected onto the set of unitary matrices. For instance, if a v-stage explicit RK method
(of order p) is applied we get
~Yk = Yk−1 + h
vX
i=1
biA(tki; Yki)Yki; (13)
Yki = Yk−1 + h
i−1X
j=1
aijA(tkj; Ykj)Ykj; i = 1; : : : ; v; (14)
with tkj= tk−1 +cjh for j=1; : : : ; v. Hence the QR factorization of ~Yk by the modied Gram{Schmidt
process is performed, that is ~Yk =QkRk , and we assume as unitary solution Yk =Qk . This procedure
will be denoted by PRKv.
Theorem 5. The PRKv methods are generally not Hermitian integrators applied to linear Hermi-
tian unitary systems (4) where A(t)=a(t)B; with a(t) 6= 0 real continuous function and B constant
skew-Hermitian matrix. However; if the matrix (Y0B)2 is a diagonal matrix with the same diagonal
elements then the PRKv methods are Hermitian integrators.
Proof. We consider rst the constant case a(t)=1. The application of a v-stage explicit RK method
to linear systems leads to
~Y1 = Pv(hB)Y0; (15)
where Pv(z) is a suitable polynomial of degree v and ~Y
H
1 = ~Y1 because of Theorem 3. The numerical
solution Y1 will be obtained by the QR factorization ~Y1 = Y1R1 so it follows that
Y1 − YH1 = ~Y1R−11 − ( ~Y1R−11 )H :
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Hence generally Y1 − YH1 6= 0, while if R1 is a diagonal matrix with the same diagonal elements,
that is R1 = r1I with r1 constant, then Y1 − YH1 = 0. Note that R1 = r1I means ~Y1 orthogonal, that is
~Y
H
1
~Y1 = jr1j2I . Now using (15) it follows that
~Y
H
1
~Y1 = Y0Pv(−hB)Pv(hB)Y0;
thus if (Y0B)2 is a diagonal matrix with the same diagonal elements, it is easy to show that ~Y
H
1
~Y1 =
d1I with d1 constant. Thus by using induction we can prove that the numerical solution Yk is
Hermitian for all k. In the coecient variable case A(t)=a(t)B, the proof may be made using similar
arguments.
2.3. The Cayley methods
In [4] the Cayley method has been proposed in which the unitary dierential system (2) is
transformed in the following skew-Hermitian dierential system:
H 0(t) = G(t; H (t)); t>t0;
H (t0) = H0 = (Y0 − I)(Y0 + I)−1;
(16)
where G 2 Lip[R Hn(E)! Hn(E)] is given by
G(t; H) = 12(I − H)A(t; (I − H)−1(I + H))(I + H)
and we return to the exact solution by the Cayley transform
Y (t) = [I − H (t)]−1[I + H (t)]; t>t0: (17)
If the numerical solution of the skew-Hermitian dierential system (16) is performed by an explicit
RK scheme, the Cayley method (CAYRKv) consists of the following steps:
Hk = Hk−1 + h
vX
i=1
biG(tk + cih; Hki);
Hki = Hk−1 + h
i−1X
j=1
aijG(tk + cjh; Hkj); i = 1; : : : ; v; k>1
(18)
and we return to the numerical solution by solving
(I − Hk)Yk = (I + Hk); k>1: (19)
A restarting procedure is required to control the growing of Hk (see [4]). We observe that unitary
dierential system (4) is equivalent to
~Y
0
(t) = A(t; Y (t)) ~Y (t); ~Y (t0) = I; (20)
where ~Y (t) = Y (t)YH0 and the initial matrix is now the identity matrix. This transformation may be
seen as an example of restarting procedure at t = t0. We come back to the solution of (2) by
Y (t) = [I − H (t)]−1[I + H (t)]Y0; t>t0: (21)
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It is easy to show that, since Y0 =YH0 , the condition Y (t)=Y
H (t) is equivalent to H (t)Y0 =−Y0H (t)
for all t > t0. Therefore from the last equation, the Hermitian unitary solution may be expressed in
the isospectral form
Y (t) = [I − H (t)]−1Y0[I − H (t)]; t>t0; (22)
where H (t) satises the dierential system (16) with
G(t; H) = 12(I − H)A(t; (I − H)−1(I + H)Y0)(I + H): (23)
The isospectral form (22) may be used, in place of the Flaschka isospectral form (8), to derive an
isospectral numerical scheme. We can show that:
Theorem 6. The CAYRKv methods are Hermitian and isospectral integrators when applied to
linear and nonlinear Hermitian unitary dierential systems (4).
Proof. Consider the transformed system (20). Now the Cayley method becomes
Yk = (I − Hk)−1(I + Hk)Y0; k>1; (24)
where
Hk = Hk−1 + h
vX
i=1
biG(tki; Hki);
Hki = Hk−1 + h
i−1X
j=1
aijG(tkj; Hkj); i = 1; : : : ; v;
(25)
with H0 = 0 and where the matrix function G(t; H) is given by (23). Thus, since Y0 is Hermitian
and Hk is skew-Hermitian, the numerical solution Yk is Hermitian if and only if
(I − Hk)−1(I + Hk)Y0 = Y0(I − Hk)(I + Hk)−1;
which is equivalent to
HkY0 =−Y0Hk; k>1: (26)
Now, we assume that A(t; Y ) is of the form (5). Observe that, if H is skew-Hermitian and Y is
Hermitian such that
Y = (I − H)−1(I + H)Y0;
then
G(t; H) = 12(I − H)B(t; Y )(I + H)− 12 (I − H)YB(t; Y )YH (I + H)
= 12(I − H)B(t; Y )(I + H)− 12 (I + H)Y0B(t; Y )Y0(I − H):
Furthermore, if HY0 =−Y0H , we get
2G(t; H)Y0 = (I − H)B(t; Y )Y0(I − H)− (I + H)Y0B(t; Y )(I + H);
2Y0G(t; H) = (I + H)Y0B(t; Y )(I + H)− (I − H)B(t; Y )Y0(I − H);
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hence since HY0 =−Y0H was already stated before, it follows that
G(t; H)Y0 =−Y0G(t; H): (27)
Eq. (26) may be shown by using induction on k. In fact, from A(t0; Y0)Y0 =−Y0A(t0; Y0) and (27),
it is easy to show that H1Y0 =−Y0H1. Thus if we suppose Hk−1Y0 =−Y0Hk−1, then Hk1Y0 =−Y0Hk1,
moreover from (27) we obtain G(tk1; Hk1)Y0=−Y0G(tk1; Hk1) and using the form of Hk2 given by the
second equation in (25), we derive that Hk2Y0 = −Y0Hk2. Thus, k xed, by induction on the index
i, we may prove that HkiY0 =−Y0Hki, for any i=1; : : : ; v, from which it follows that HkY0 =−Y0Hk .
In the linear case A(t; Y ) = a(t)B, the proof may be made in a similar way. In fact, using BY0 =
−Y0B, we may show that, if HY0 =−Y0H , then (27) holds and hence the result follows. From (26)
it follows that (24) may be written as
Yk = (I − Hk)−1Y0(I − Hk); k>1; (28)
thus the isospectrality follows.
2.4. Isospectral methods
By using the fact that Hermitian unitary systems are equivalent to isospectral dierential sys-
tems (see (7) or (10)), Hermitian-preserving methods may be derived by known isospectral meth-
ods recently proposed for Toda and double bracket ows (see [1,2,4,7]). An isospectral method
consists of a computable expression for the isospectral form (8) of the solution. The associated
unitary system (9) may be solved by a unitary-preserving method in order to compute Vk and hence
Yk may be given by
Yk = VkY0VHk ; k>1: (29)
If to compute Vk we employ the modied GLRKs method proposed in [5], the following iteration
must be performed:
V (m+1)ki = Vk−1 + h
sX
j=1
aijB(tkj; Y
(m)
kj )V
(m+1)
kj ; i = 1; : : : ; s;
V (m+1)k = Vk−1 + h
sX
i=1
biB(tkj; Y
(m)
ki )V
(m+1)
ki ;
Y (m+1)k = V
(m+1)
k Y0[V
(m+1)
k ]
H ;
for m>0 and where Y (m)kj are unknown matrices providing an approximation of Y (t) at the internal
points of [tk ; tk+1]. These matrices may be evaluated by means of
Y (m+1)kj = V
(m+1)
kj Yk[V
(m+1)
kj ]
H ; m>0; j = 1; : : : ; s
with the starting guess Y (0)kj = Yk , for j=1; : : : ; s. Other methods, i.e. the Modied Gauss{Legendre{
Runge{Kutta methods, compute the matrices Y (m)kj , at the internal points, by means of Hermite inter-
polation of Y (t) at tk and tk−1 (see [1]). Dierent isospectral methods have also been proposed (see
[2,7]). Some of these methods are not Hermitian-preserving integrators, for example the method of
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the adjoint equation in [2], while some other methods loose the orthogonality applied to problems
in which B(Y ) transforms only Hermitian into skew-Hermitian matrices, such as the methods based
on GLRK schemes.
3. Numerical tests
In this section we compare dierent unitary integrators on linear and nonlinear problems of Her-
mitian unitary type. Comparisons for the used schemes are done in terms of accuracy (against the
exact solution), unitariness and symmetry. The loss of unitariness is measured by kI−YHYkF and the
loss of Hermitian structure by kY −YHk1, where k  kF and k  k1 denote respectively the Frobenius
and the innity norm of matrices. In the nonlinear case the GLRKs methods have been implemented
using the iteration proposed in [5] with tolerance  = 10−12. The EvGLRKs methods represent an
explicit variation of GLRKs methods for nonlinear problems which use, as initial approximation of
the solution, the matrices obtained by continuous v-stage explicit Runge{Kutta schemes (see [7]).
We note that in the CAYRKv methods the restarting procedure at t0 and during integration has been
performed. The isospectral methods have been denoted using the prex Iso, for example IsoGLRKs
will be the isospectral method in which the associated unitary system has been solved by GLRKs.
Finaly ITCOMs denote the iterated commutator methods proposed in [10]. In the linear case we have
compared GLRKs, PRKv, CAYRKv and ITCOMs because EvGLRKs coincides with GLRKs. The
numerical tests have been obtained by MATLAB codes implemented on a scalar computer Alpha
200 4=233 with 128Mb RAM.
Example 1. Inverse eigenvalue problem. Let us consider
Y 0(t) =
2
1 + 2t2
0
@
0 1 0
−1 0 −1
0 1 0
1
AY (t); Y (0) =
0
@
1 0 0
0 −1 0
0 0 1
1
A ;
the exact solution of which is given by
Y (t) = I − 2
1 + 2t2
0
@
t2 t t2
t 1 t
t2 t t2
1
A with lim
t!1Y (t) =
0
@
0 0 −1
0 1 0
−1 0 0
1
A :
Table 1 reports the innity norm of global errors, the unitary errors and the symmetric errors at
t = 100 for the second-order methods applied with h= 18 . The results of this table show that PRKv
methods do not preserve Hermitian structure, in fact in this case (Y0B)2 is not a diagonal matrix
(see Theorem 5).
Example 2. Isospectral problem. Let us consider the nonlinear equation
Y 0 = A(Y )Y;
Y (0) = Y0;
(30)
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Table 1
Example 1. Errors at t = 100
Method Unitary error Global error Symmetric error
GLRK1 8.5495e−16 0.0173 1.8388e−16
IsoGLRK1 1.5627e−14 0.0043 0
PRK2 2.4827e−16 0.0332 4.1773e−05
CAYRK2 7.3156e−15 2.5215e−05 7.1072e−15
ITCOM2 1.2743e−14 1.8412e−09 1.2139e−15
Table 2
Example 2: Errors at t = 10
Method Global error Unitary error Hermitian error
GLRK1 0.2029 8.2403e−12 0.2302
PRK2 0.6180 4.7408e−16 0.5772
CAYRK2 0.0403 3.6365e−15 1.0061e−14
E1GLRK1 0.1608 2.4738e−15 0.2547
ITCOM2 0.0940 1.1710e−14 0.1658
IsoGLRK1 0.0603 4.0782e−12 3.4049e−16
GLRK2 2.1754e−04 8.4113e−14 2.0522e−04
PRK4 0.0525 3.6824e−16 0.0069
CAYRK4 2.5326e−05 3.2899e−15 1.2115e−14
E4GLRK2 1.9507e−04 1.8147e−15 8.3533e−04
ITCOM4 1.5997e−04 1.3718e−14 2.5300e−04
IsoGLRK2 2.3411e−04 1.4934e−13 2.7756e−16
where
A(Y ) = B− YBY T;
B=
0
BB@
0:6277i 0:3246 + 0:7406i 0:1667 + 0:6169i −0:3450 + 0:2786i
−0:3246 + 0:7406i 0:0244i −0:1783 + 0:7305i 0:2637 + 0:8443i
−0:1667 + 0:6169i 0:1783 + 0:7305i 0:5499i 0:0052 + 0:7699i
0:3450 + 0:2786i −0:2637 + 0:8443i −0:0052 + 0:7699i 0:4560i
1
CCA ;
the initial condition given by the elementary complex Householder reection
Y0 =
0
BB@
0:9974 −0:0024 + 0:0015i −0:0365− 0:0618i 0:0006− 0:0009i
−0:0024− 0:0015i 0:9968 0:0023− 0:0796i 0:0011− 0:0004i
−0:0365 + 0:0618i 0:0023 + 0:0796i −0:9938 −0:0115− 0:0276i
0:0006 + 0:0009i 0:0011 + 0:0004i −0:0115 + 0:0276i 0:9996
1
CCA ;
and the exact solution given by
Y (t) = exp(tB)Y0 exp(−tB); t>0:
Table 2 shows the errors of the second- and fourth-order methods applied with h= 116 . Fig. 1 shows
the Hermitian errors against t, obtained with time step h = 116 , for the second and fourth order
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Fig. 1. Second- and fourth-order Hermitian integrators.
Fig. 2. Second- and fourth-order nonHermitian integrators.
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Fig. 3. Second-order Hermitian integrators.
methods CAYRK2 (solid line), IsoGLRK1 (dash{dotted line), CAYRK4 (dashed line), IsoGLRK2
(dotted line). Fig. 2 reports the Hermitian errors for the second- and fourth-order methods GLRKs
(solid line), PRKv (dash{dotted line), ITCOMs (dotted line). These results conrm that, in the
nonlinear case, GLRKs and PRKv do not preserve Hermitian structure while the methods based on
the isospectral formulation and the CAYRKv methods are Hermitian-preserving integrators.
Example 3. Toda flow. Let us consider the system (30), where
A(Y ) = B(Y )− YB(Y )Y T;
B(Y ) = Y+ − Y−;
Y+ and Y− are, respectively, the strictly upper and lower triangular part of the matrix Y and the
initial condition is the Householder matrix obtained by the vector v= [1; 0:5; 2]T.
Table 3 reports the performance at t = 10 with h= 18 for the studied second-order methods. The
exact solution has been obtained using the same methods with h= 1512 . Fig. 3 shows the numerical
performance (that is the number of ops against the global errors obtained for dierent time steps)
of the second order Hermitian-preserving methods: CAYRK2 (dashed line), IsoPRK2 (dash{dotted
line), IsoGLRK1 (solid line), IsoE1GLRK1 (dotted line) applied to Example 3. Fig. 4 regards the
fourth-order methods: CAYRK4 (dashed line), IsoPRK4 (dash{dotted line), IsoGLRK2 (solid line),
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Table 3
Example 3: Errors at t = 10
Method Global error Unitary error Symmetric error
GLRK1 1.7658e−04 4.2335e−05 3.1074e−04
PRK2 5.6165e−05 2.2204e−16 1.1152e−04
CAYRK2 8.5764e−10 2.8291e−16 1.9429e−16
E1GLRK1 5.0974e−04 1.0064e−04 9.1543e−04
ITCOM2 2.9381e−07 2.1422e−16 8.7122e−04
IsoGLRK1 9.0483e−10 2.0911e−13 9.7145e−17
Fig. 4. Fourth-order Hermitian integrators.
IsoE4GLRK2 (dotted line). We may observe that among the second-order methods, IsoPRK2 seems
to be better, respectively, than the others, while CAYRK4 method seems to have the best performance
among the fourth-order ones.
References
[1] M. Calvo, A. Iserles, A. Zanna, Numerical solution of isospectral ows, Math. Comput. 66 (1997) 1461{1468.
[2] M. Calvo, A. Iserles, A. Zanna, Runge{Kutta methods for orthogonal and isospectral ows, Appl. Numer. Math. 22
(1996) 153{164.
N.D. Buono, L. Lopez / Journal of Computational and Applied Mathematics 111 (1999) 133{145 145
[3] M. Chu, On the dierential equation X 0 = [X; k(X )] where k is a Toeplitz annihilator, Dept. Math. Report North
Carolina Univ., 1995.
[4] F. Diele, L. Lopez, R. Peluso, The Cayley transform in the numerical solution of unitary dierential systems, Adv.
Comput. Math. 8 (1998) 317{334.
[5] L. Dieci, D. Russell, E. Van Vleck, Unitary integration and applications to continuous orthonormalization techniques,
SIAM J. Numer. Anal. 31 (1994) 261{281.
[6] D. Higham, Runge{Kutta-type methods for orthogonal integration, Appl. Numer. Math. 22 (1996) 217{224.
[7] L. Lopez, T. Politi, Numerical procedures based on Runge Kutta methods for solving isospectral ows, Appl. Numer.
Math. 25 (1997) 443{459.
[8] G.R.W. Qwispel, G.S. Turner, Discrete Gradient methods for solving ODE’s numerically while preserving a rst
integral, J. Phys. A 29 (1996) 341{349.
[9] J.M. Sanz-Serna, M.P. Calvo, Numerical Hamiltonian Problems, Chapman & Hall London, 1994.
[10] A. Zanna, The method of iterated commutators for ordinary dierential equations on Lie groups, Numer. Anal.
Report, Univ. Cambridge, DAMTP 96=NA12.
