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Abstract 
Robust performance problems for linear time varying sys- 
tems considered over a finite horizon, are reduced to the 
computation of the structured singular value of a finite ma- 
trix. Connections are established between the time domain 
and frequency domain tests. 
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1 Introduction 
Most of the research done on robust performance analy- 
sis, with an 12 + I2 performance measure, has been done in 
the frequency domain. If we are considering the system over 
an infinite time horizon and the system is linear and time 
invariant then the frequency domain approach is equivalent 
to the time domain one, but presents certain computational 
and technical advantages. However if we are working with 
finite time horizon, non-linear or time varying systems, the 
frequency domain approach can't be used and we are thus 
forced to set up our performance specifications, and uncer- 
tainty descriptions directly in the time domain. 
In this paper we will explore different possible setups for 
uncertainty and performance requirements in the time do- 
main based on quadratic constraints for discrete time sys- 
tems, and we will show how they can be reduced to the 
computation of the structured singular value of a constant 
matrix. 
An important issue in time domain based tests is compu- 
tational complexity. It is to be expected that the complexity 
will grow with the length of the time horizon. It is important 
to  exploit the structure of the matrices associated with the 
time domain tests to avoid this growth becoming prohibitive. 
We will discuss how the standard algorithm for computing 
the lower bounds for p can be modified to take advantage of 
the structure of this particular problem. 
We also investigate the behavior of the time domain tests 
in the limit when the time horizon tends to infinity. We es- 
tablish connections between these limits and the frequency 
domain robustness tests. We expect these connections to 
shed light on the nature of the frequency domain tests for 
systems with uncertainty described by integral quadratic 
constraints. 
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2 Preliminaries 
The notation used here is fairly standard and is essen- 
tially taken from [l] and [2]. For any square complex ma- 
trix M we denote the complex conjugate transpose by M'. 
The largest singular value and the structured singular value 
are denoted by F ( M )  and p ( M )  respectively. The spectral 
radius is denoted p ( M ) .  For any complex vector 2, then 
z* denotes the complex conjugate transpose, and IzI the 
Euclidean norm.{a(i)}7=o denotes the sequence a(l)..a(n). 
p ~ a ( M )  denotes the structured singular value of M with re- 
spect to the uncertainty set A. 
3 Performance Analysis 
3.1 Uncertain Finite Time Horizon Systems 
LTI systems are normally described as transfer functions. 
However, in order to derive computable tests we have to de- 
scribe them in terms of constant matrices. This is achieved 
in state space by incorporating the delay operator into the 
uncertainty, and in the frequency domain case by doing a 
search over frequency, the analysis at each frequency point 
reducing to a constant matrix problem. None of these a p  
proaches can be applied to systems considered over a finite 
time horizon. However, for these systems a natural finite 
matrix representation can be achieved by mapping the tem- 
poral axis into the spatial one. To illustrate this concept 
consider the system that obeys the following equations, 
over a time horizon of length 4. These equations can be 
rewritten as: 
We can now define a mapping from the initial state and 
the time history of the inputs from i = 0 to  3, to the fi- 
nal state and the time history of the outputs from i = 0 to 
3. Denote that mapping with the symbol Mi31 (see figure 
1). The system is now represented by a single constant ma- 
trix M[31, over which we can write our performance bounds. 
However the size of the matrix M[kl grows with the length 
of the time horizon. This means that a strong emphasis has 
to be put in the development of efficient algorithms for the 
computation of the stability tests. 
We can add uncertainty to this system to model time vary- 
ing or time invariant parameters or norm bounded unmod- 
eled dynamics. As is the case with infinite horizon systems, 
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Figure 1: Conversion of the problem to a constant matrix 
we will describe the uncertain model as a linear fractional 
transformation of a nominal plant,and a structured uncer- 
tainty operator. As an example, figure (2), shows how time 
varying parametric uncertainty can be added to the system 
in (2). 
Figure 2: Adding uncertainty as an LFT 
In the sections that follow we will show how to form the 
uncertain system as an LFT for the other classes of problems. 
3.2 Robust Performance Problems 
A wide class of system analysis problems can be character- 
ized as noise rejection problems. In this case, given a bound 
on a particular norm of the inputs, it is desired to find the 
worst case norm of the output. The quotient between those 
two bounds is called the performance of the system. In infi- 
nite horizon systems, stability is a precondition for the norms 
of the outputs, and thus performance, to be defined. This is 
not the case in discrete time finite horizon systems.However, 
for systems described as LFT's we will still require as a pre- 
condition for performance that when the driving input (the 
one associated to  the performance condition) and the initial 
state are zero, then all internal signals are zero. 
In what follows we will describe several robust perfor- 
mance problems, and we will recast them as a p compu- 
tation for an adequate constant matrix and block structure. 
For simplicity we will write the equations for a first order, 
2 input, 2 output, system considered over a 3 time steps 
horizon, however they can all be applied to an arbitrary 
system, and the generalization of the formulas is straightfor- 
ward. For signals that are functions of time we will denote 
a ( k )  its value at  time k and a = ( a ( l ) , . . . a ( T ) )  the vector 
corresponding to  its time history. 
3.2.1 12 4 2  performance under parametric uncer- 
tainty 
We will start with the discrete time version of the standard 
robust performance question that is answered with a p test 
in the LTI, infinite time horizon case. Given a system as in 
(2) and a partition of the inputs and outputs: 
we would like to  answer the following : 
Question 1 If 
is it true that the following two conditions hold: 
Remark: The first condition is similar to the requirement 
of stability in infinite time horizon. We require that if the 
system is not driven, then all internal signals should remain 
zero. The second condition is the counterpart of the perfor- 
mance condition in the standard setup. 
When the answer to question (1) is yes we say that the 
system meets the robust performance requirement. The an- 
swer to question (1) is yes if and only if for every Ap E R"' 
with llAPllz 5 1, for all a(;) E [-1,1], the following set of 
equations has only the trivial solution: 
where M[3l is constructed as i t  was shown in the preceeding 
section. This is equivalent to  AlMr31 being invertible for 
every 
and thus by the definition of the structured singular value 
the answer to question 1 is yes if and only i f  
Remark: It is not necessary for the parameters to  vary with 
time. The temporal nature of the parameters is reflected by 
the uncertainty structure in Ai. This shows an important 
difference between the finite and infinite horizon cases. In 
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the latter, the temporal nature of the uncertainty determines 
the test to  perform ( p ,  frequency domain upper bound, state 
space upper bound.) In the former the temporal nature of 
the uncertain operators is reflected in the block structure. 
3.2.2 I ,  +I2 performance under parametric uncer- 
tainty 
Another possible performance requirement, is to  require 
a bound on the total energy in the output, given that the 
magnitude of the input, a t  each time instant is bounded. 
(The bound being either constant or a function of time). 
We will show how to set this performance requirement as a 
p problem for a system with parametric uncertainty: 
For the system in the preceeding section we would like to  
answer now the following: 
Question 2 If 
is it true that the following two conditions hold: 
and: 
? 
I Y ~ I ~  + 1z(3)iZ < 1 
This question can be answered by determining whether 
or not the the following set of equations has nontrivial solu- 
tions: 
for all A E RIx4 with llAll2 5 1, for all 63(a) E [-1,1], 
6, E [-1,1]. Partition the matrix R = Mi31 according to the 
partition in the input and output vectors: 
and build the matrix: 
Again from the definition of p,  the system will only have 
trivial solutions, and therefore the answer to question 2 is 
yes if and only i f  
p A a ( M e )  < 1 
where: 
AZ = {blockdiag(Ay,  6, 6 0 ( i ) ,  61 ( i ) ) ,  
Ay E R i X 4 ,  6 3 ( 4  E [-I, I]} 
3.2.3 AfRne Systems 
In some applications we need to set an affine performance 
specification. For example suppose the desired response to 
the input uo is yo. Given that there is bounded noise added 
to the command signal uo, we would like to  know whether 
or not the maximum possible distance from the desired tra- 
jectory is smaller than a preset amount d .  If y is the output 
corresponding to a given input U, our performance require- 
ment is met if and only i f  
In what follows we show how this question when asked of an 
uncertain system can can be recast as p problem. 
For the system in the preceeding sections, and a given set 
of signals uo, zi ,  yo, zf we would like to  answer the following 
question: 
Question 3 If 
is it true that the following two conditions hold: 
z(0) = UO(k) = 0 k = 0 ,1 ,2  * 
4 3 )  = Ul(k) = yo@) = Yl(k) = 0 k = 0 , 1 , 2  
and: 
? 
We proceed in the same 
Define the signals: 
(4, Y; ,Y: I t  
The answer to question (3) 
fashion as in the previous cases. 
= M[3](Zi,260,0)t (8) 
is yes if and only if the following . ,  
system of linear equations has only the trivial solution: 
for all A p  E RiX4,  Ai E R4" with llApllz 5 1, llAi112 5 1 
for all 61(Z) E [-l,l].  To prove this claim, note that if t h i i i  
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exists a solution to  these equations with a # 0 then there is 
one with a = 1. In this case the equations can be rewritten 
as: 
and thus the second condition of question (3) is violated. 
Similarly, the reader can verify that if a nontrivial solution 
with a = 0 exists, the first condition of the question is vio- 
lated. Now build the matrix: 
and the set: 
As = {bZockdiag(Ap, A, ,  {hl(i)}:z;) 
Ap E R l X 4 ,  Ai E R1x4, 6 ( i )  E R} 
then the system (9) has only trivial solutions and therefore 
the answer to  question (3) is yes if and only if 
P A ~ ( M ~ )  < 1 
3.2.4 Performance under uncertainty with memory 
In the preceeding sections, we described how different per- 
formance requirements could be evaluated with respect to  
parametric uncertainty. We will now show how we can eval- 
uate robustness with respect to dynamic uncertainty. The 
dynamic operators we will consider can be either time in- 
variant (that is their matrix has a Toeplitz structure), or 
time varying (the matrix is lower triangular), and they are 
bounded in the I2 + I2 induced norm. For simplicity we 
will describe the time invariant case with an I2 into 12 per- 
formance specification, but as in the preceeding sections the 
procedure is general. 
Question 4 If 
k 
Ul(k) = C61(k-j)Y1(i) k = l , 2 , 3  
J=o 
T 
J=o 
i s  it true that: 
x ( 0 )  = UO(k) = 0 k = O , l ,  2 e. 
4 3 )  = Ul(k) = yo(k) = Yl(k) = 0 k = 0 , 1 , 2  
again, as in the preceeding sections, it can be shown that 
the answer to question (11) is yes if and only if the following 
system of equations has only trivial solutions: 
for all Ap E with llAPl12 5 1, for all A, E R3x3  with 
llAu112 5 1,for all 6 ( i )  E [-1,1] This system of equations can 
be represented by the diagram in figure (3)(for simplicity we 
only represent two time steps). This diagram is different as 
the one in the preceding sections since it includes implicit 
equations. Recent work ( [ 5 ] )  has extended the definition of 
p to this kind of systems. 
Figure 3: Dynamic uncertainty as an LFT with implicit 
equations 
To build the matrix corresponding to figure (3), partition 
the matrix R as in the preceeding section, and introduce the 
variables: 
Define also the following two matrices: 
Me = 
C =  
-1 0 0 
0 0 -1 
0 -1 0 ]  
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It can be verified that the systems in (13) have only trivial 
solutions if and only i f  
ker ( [  = (6) (14) 
for all A4 E A4 where: 
Following the definition in [5], the answer to question (11) 
is yes if and only if: 
Remark: For each performance requirement, we can add 
different kinds of uncertainty. Thus for all the performance 
questions described we can compute robustness with respect 
to  any mix of dynamic and parametric uncertainty both time 
varying and time invariant over the horizon considered. 
4 Computational Issues 
4.1 Lower bound 
It  was shown in [2] that the computation of a lower bound 
for p ( M )  can be tackled via a power iteration. Although in 
theory this algorithm can be used directly to establish a 
sufficient condition for the time domain performance specifi- 
cations, it needs to  be modified for practical considerations. 
Extensive experimentation done with the power algorithm 
shows that the complexity of the algorithm is dominated by 
the multiplication of M and M' with corresponding vectors. 
The cost of these operations is proportional to  the square of 
the size of M; in time domain tests, the size of M grows 
linearly with the number of time steps considered. However, 
due to the special nature of the matrices involved, quadratic 
growth of the computation time with the number of time 
steps can be avoided. 
In order to  see how the structure of M [ k ]  can be exploited 
to reduce the time complexity of the calculation, the multi- 
plication: 
is equivalent to  computing the output of the system, when 
the initial condition is zo and the input is given by 
uo . . . U k - 1 .  Thus multiplication by M [ k ]  can be done using 
the following sequence of operations: 
The computation time for this set of operations grows 
linearly with the number of time steps considered. The mul- 
tiplication by M i l  is similar, and involves simulating back- 
wards in time the transpose of the original system. 
4.2 Upper bound 
The same computational complexity problems arising in 
the lower bound arise in the computation of the upper 
bound. However, i t  is not as straightforward to use the 
structure in the matrix M[kl to  reduce the growth of the 
computation time, when using current state of the art opti- 
mization algorithms for LMI's. 
Using gradient search, we can develop an algorithm that is 
slower on small problems when compared to the LMI meth- 
ods, but whose computation time doesn't degrade as much 
with the number of time samples. This is due to the fact 
that the complexity in computing the gradient depends on 
the number of repeated singular values, and this apparently 
is more strongly related to the order of the system than to 
the number of time samples taken. However our tests of this 
algorithm are still preliminary and more extensive experi- 
mentation and further research is needed in this area. 
5 Connections to the frequency domain 
tests 
If the system under consideration is LTI, the uncertainty 
description is repeated at  each time instant and the perfor- 
mance condition is given as a full block mapping the final 
state to the initial state, we can develop some connections 
between the time domain tests and the corresponding fre- 
quency domain ones. From these connections we expect to  
derive a better understanding of the nature of the frequency 
domain tests for LTI systems. 
Consider an n-dimensional linear time invariant system, 
defined by the equations: 
(18) 
(19) 
z(k + 1) = A z ( k )  + B u ( k )  
y(k) = C z ( k )  + D u ( k )  
Let 
where * denotes the Redheaffer star-product and let A be an 
uncertainty structure. Let M [ k ]  be the time domain m a p  
ping associated to G, with the following uncertainty struc- 
ture: 
A[k] = {b lockdiag(e ,  A,; ' .  , A), A E A) 
k 
With this definitions we will have: 
Denote 
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where 6 Conclusions 
We present a setup in which performance of a time vary- 
ing, finite time horizon linear system, under uncertainty de- 
scribed by quadratic constraints, can be tested. The per- 
formance conditions take the form of standard p tests on 
constant matrices. However it is not desirable to use di- 
rectly the usual computation schemes for the p lower and 
upper bounds, since those do not exploit the special struc- 
ture of the matrix derived from the finite time horizon prob- 
lem. We discussed a modification to the lower bound power 
algorithm, that achieves linear growth in the computation 
time with the number of time steps considered. We also 
discussed some possible modification to the upper bound al- 
gorithms. Our results in this area are however preliminary 
and we are carrying out further research in this problem. 
By using lossless-ness results for the S-procedure applied to  
constant matrices we were also able to establish connections 
between the frequency domain tests, and the limits of time 
domain tests. 
We expect to extend the setup presented in this paper to 
the robustness analysis in trajectories of uncertain nonlin- 
ear systems and to treat model validation and system ID of 
uncertain systems with observed data. 
and ubA denotes the /LA upper-bound as defined in [3]. Fi- 
nally, for an uncertainty set A we will define the set ONA 
of operators with same block diagonal structure than the 
elements of A but with each entry in the set O ( C N )  of o p  
erators defined from CN into C N .  
The following is adapted from a theorem by A. Packard 
([3]) It connects the robust stability question posed for an 
LTI system in finite horizon, to the performance of a finite 
time horizon system. 
Theorem 1 [3] Given a system M an uncertainty struc- 
ture A,,, then there exists K > 0 such that for all k > K ,  
t d p ( M ( . ) ,  k )  < 1, if and only i j p A ( M )  < 1 
By using results on the lossless-ness of the S-procedure 
when the system is a constant matrix ([4], [5], [SI) we can 
generalize the preceding result to the upper bounds in the 
frequency and time domain respectively. The following the- 
orem is essentially from [SI: 
Theorem 2 [6] Given a constant matrix M and an uncer- 
tainty structure A then ubA(M) < 1 if and only if M * A i s  
well posed for all A E ONA, for all N E W 
We will then have the following: 
Theorem 3 There exists K > 0 such that for all 6 > K ,  
tdub(M(.), k )  < 1 only if fdubA,(G(z)) < 1 
PROOF. 
+ Assume tdub(M( . ) ,  k )  < 1. 
Then according to the small gain theorem for all N for all 
A[k] E ONA[k]: 
From equation (22) it  follows that for all A in ONA, for all 
k > h’: 
!IMP] * < 
ll(M * AIk/l < 1 (25) 
Since for any operator A , 
equation (25) implies that  for all A in ONA 
and thus for all 6 E C, 161 = 1, for all A E ONA 
(SI,, * M) * A” 
is well posed. Thus according to (2): 
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