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Abstract
We study the asymptotic distribution of the number of matchings of size ℓ = ℓ(n)
in G(n, p) for a wide range of p = p(n) ∈ (0, 1) and for every 1 ≤ ℓ ≤ ⌊n/2⌋. We
prove that this distribution changes from normal to log-normal as ℓ increases,
and we determine the critical value of ℓ, as a function of n and p, at which the
transition of the limiting distribution occurs.
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1. Introduction
Let G(n, p) denote the probability space of random graphs on n vertices,
where each edge is included independently with probability p. A classical result
by Rucin´ski [17] shows that the distribution of the number of small subgraphs
(meaning the number of subgraphs isomorphic to a graph with a fixed size) is
asymptotically normal if its expected value goes to infinity as n goes to infinity.
This is naturally expected as this random variable can be expressed as a sum of
indicator random variables such that each variable is dependent only on a small
proportion of the other variables. However, this intuitive explanation fails when
the size of the subgraphs increases since then each indicator variable depends on
more and more of the other variables. It has been shown by Janson [11] that the
numbers of spanning trees, perfect matchings, and Hamilton cycles in G(n, p)
(when p is in an appropriate range) are asymptotically log-normally distributed,
which behave quite differently from variables with the normal distribution. The
first author [6, 7] recently proved that the numbers of d-factors (for d not growing
too fast), triangle-factors and triangle-free subgraphs also follow a log-normal
distribution (when p is in an appropriate range). Comparing the result by
Rucin´ski [17] with that by Janson [11], we notice that the distribution of the
number of ℓ-matchings (matchings of size ℓ) must undergo certain phases of
transition, starting from normal and ending with log-normal, when ℓ increases
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from a constant size to ⌊n/2⌋. This motivates our research in this paper. We
study the asymptotic distribution of the number of matchings of size ℓ in G(n, p),
denoted by Xn,ℓ, for every 1 ≤ ℓ ≤ ⌊n/2⌋. In particular, we prove that Xn,ℓ
is asymptotically normal if ℓ = o(n
√
p) and is asymptotically log-normal if
ℓ = Ω(n
√
p). This holds for all p such that 1 − p = Ω(1) and n1/8−ǫp → ∞,
where ǫ > 0 is an arbitrarily small constant. To our best knowledge, this is the
first paper that studies the distribution of the number of copies of a subgraph
whose order is between constant and n in G(n, p).
This same phenomenon of the transition of limiting distributions of a cer-
tain subgraph count as the size of the subgraph increases has been observed
and studied in another well-known random graph space: the random d-regular
graphs. There is a classical result by Bolloba´s [3] and Wormald [20] stating
that the distributions of the numbers of short cycles (cycles with constant sizes)
in a random d-regular graph are asymptotically Poisson, known as the Poisson
paradigm [1], whereas it was observed later by Robinson and Wormald [18, 19]
that the number of Hamilton cycles is determined by the numbers of short cy-
cles. Janson [10] proved that the logarithm of the number of Hamilton cycles
can be expressed as the linear combination of a sequence of independent Poisson
variables, based on the results in [18, 19]. Garmo [5] filled the gap and deter-
mined the distribution of all long cycles, whose sizes vary from constant to n
(i.e. the Hamiltonian cycles). His result also describes the critical point (of the
size of the cycles), at which the distribution of the number of the cycles changes
from a linear combination of independent Poisson variables to the exponential
of that form, the same as what was described in [10].
Note that the proof of our main theorem is not just a generalisation of
the proofs in [17, 11, 6, 7]. In fact, we use very different approaches and new
techniques. We do apply basic tools that also appear in [17, 7] to show that a
sequence of distributions converges to normal or log-normal. Our proof consists
of three parts. In the first part, we study the subcritical case, where ℓ = o(n
√
p).
The second part deals with ℓ such that ℓ = Ω(n
√
p) but ℓ is not too close to n/2,
whereas the last part focuses on the near-perfect matchings, where ℓ is very close
to n/2 (i.e. ℓ = n/2−O(nα) for some 0 < α < 1). The proof techniques and tools
used in these three parts are different. In the first part, we will use the method
of moments [12] to show that the distribution of Xn,ℓ is asymptotically normal.
This same method was also used in Rucin´ski’s proof for constant ℓ. However, the
method of moments cannot be used to prove distributions that are not uniquely
determined by its moments, for instance, the log-normal distribution. (For more
details on the problem of moments, we refer the reader to [2].) For this reason,
we will use another theorem from [7], known as the log-normal paradigm, as
a basic tool to prove the second and third parts, equipped with the switching
method (described below). The proof for the third part is a generalisation of
the proof in [6] for the perfect matchings, whereas the switchings used in the
second part are very different.
The switching method was first introduced by McKay [13] to enumerate
(sparse) graphs with given degree sequences. In general, the method defines a
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set of switching operations that map graphs in a set A to graphs in another
set B. By computing the number of switchings from A to B and the inverse
switchings from B to A, we can estimate the ratio |A|/|B| in some cases quite
precisely. This method has been widely used to estimate the probability that a
multigraph generated by the configuration model [4] is simple (e.g. see [14, 15, 8])
or to estimate probabilities of certain events (e.g. see [16]).
Applying the log-normal paradigm in [7, Theorems 1 and 3] requires a close
analysis of the set of ordered pairs of ℓ-matchings (M1,M2) that share exactly
j edges, for j in a certain range. The analysis in [6] (for perfect matchings) is
based on an argument using the switching method and that proof easily extends
to our proof for the near-perfect matchings. Compared with the case of the near-
perfect matchings, the difference in the proof for the second part (for large ℓ but
not near-perfect matchings) lies in the additional effort to analyse the typical
values of the number of vertices incident to both matchings in the pair (M1,M2).
In the proof for the subcritical case ℓ = o(n
√
p), in order to apply the
method of moments, we need to compute the k-th central moment for each
integer k ≥ 1, which requires a close study of the graph structure composed by
the union of k (not necessarily distinct) ℓ-matchings. With an unusual use of
the switching method (unlike in [13, 14, 15] and most other work that uses the
switching method, in which usually a small number of edges are switched, we
may switch o(n) edges in a single step), we will characterise the graph structure
that leads the contribution to the k-th central moment. As shown in Lemma 9
in Section 3.1, for each even k, the leading structure is k/2 edge-disjoint kissing
pairs; whereas for odd k, the leading structure is (k− 3)/2 edge-disjoint kissing
pairs together with a chained triple or a flower with 3 petals. (The terminology
of kissing pairs, chained triples and flowers are defined in Section 3.1 and an
example is given in Figure 1.) We think this is the first time that the switching
method is used to determine certain graph structures. These leading structures
were proved by Rucin´ski for constant ℓ (with a different approach), but the use
of the switchings allows us to derive a proof for all ℓ = o(n
√
p).
In this paper, we assume that 1− p = Ω(1) and p ≥ n−1/8+ǫ for some small
constant ǫ > 0. In fact, we only assume 1 − p = Ω(1) and p = ω(n−2) for the
subcritical case. The case where 1 − p → 0 is less interesting as there is less
“randomness”, and this condition is indeed necessary for the supercritical case
since, otherwise, the limiting distribution of the number of perfect matchings
(assuming that n is even) will be normal instead of log-normal (see [6, Theorem
2.3]). The case p = O(n−2) is also less interesting as in this case there will
be bounded number of edges present, pairwise vertex-disjoint, with probability
going to 1. The asymptotic distribution function of Xn,ℓ can be explicitly for-
mulated and it is easy to see that Xn,ℓ is not Poisson convergent unless ℓ = 1.
This agrees with the result by Rucin´ski [17, Theorem 1]. In that sense, our re-
sult covers almost all interesting values of p. For the supercritical case, we only
use the condition p ≥ n−1/8+ǫ for values of ℓ = n/2−O(n7/8+ǫ) (see Theorem 6
and the remark below that). In the proof for other values of ℓ, we only assume
that p = ω(n−1/2). In fact, p = ω(n−1/2) is likely to be another necessary
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condition in the supercritical case since a result by Janson in [11] implies that
the hypotheses in the tool [7, Theorems 1 and 3] that we use will no longer be
satisfied (for ℓ = n/2). We conjecture that the condition p ≥ n−1/8+ǫ in our
main theorem can be weakened to p = ω(n−1/2). The distribution of Xn,ℓ in
the supercritical case for p = O(n−1/2) remains open.
2. Main results
An ℓ-matching is a matching with ℓ edges. Let X = Xn,ℓ denote the number
of subgraphs of G(n, p) that are isomorphic to an ℓ-matching. Throughout the
paper, let N =
(
n
2
)
and define m!! to be
∏⌊(m−1)/2⌋
i=0 (m−2i) for any real number
m ≥ 1. Then, the number of ℓ-matchings in the complete graph Kn is(
n
2ℓ
)
(2ℓ− 1)!! =
(
n
2ℓ
)
(2ℓ)!
2ℓℓ!
. (2.1)
Let λn,ℓ := EXn,ℓ and σn,ℓ :=
√
Var(Xn,ℓ). Then, obviously,
λn,ℓ =
(
n
2ℓ
)
(2ℓ)!
2ℓℓ!
pℓ.
Define
σ¯ := σ¯n,ℓ =
(
ℓ
(
n
2ℓ
)(
n− 2
2ℓ− 2
)
(2ℓ− 1)!!(2ℓ− 3)!!(p2ℓ−1 − p2ℓ)
)1/2
. (2.2)
We will show that σn,ℓ ∼ σ¯n,ℓ. Moreover, we will prove the following theorem
about the central moments of Xn,ℓ.
Theorem 1. Suppose that 1 − p = Ω(1). Then, for every positive ℓ = ℓ(n) =
o(n
√
p) and for every fixed integer k ≥ 2,
E((Xn,ℓ − λn,ℓ)k) =
{
(1 + o(1))(k − 1)!!σ¯k, if k is even;
o(σ¯k), if k is odd.
By Theorem 1 and using the method of moments (Theorem 7 below), we
immediately have the following theorem for the subcritical case.
Theorem 2. Suppose that 1−p = Ω(1). For every positive ℓ = ℓ(n) = o(n√p),
Xn,ℓ − λn,ℓ
σn,ℓ
d−→ N (0, 1), as n→∞,
where N (0, 1) is the standard normal distribution.
Remark: Note that condition p = ω(n−2) is implicit in Theorems 1 and 2 so
that ℓ = o(n
√
p) can be satisfied by some positive integer ℓ.
The following result gives the asymptotic distribution of Xn,ℓ in the super-
critical case.
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Theorem 3. Let 0 < ǫ < 1/8 be an arbitrarily small constant. Suppose that
1− p = Ω(1) and p ≥ n−1/8+ǫ. Then, for every positive ℓ = ℓ(n) = Ω(n√p),
ln(eβ
2
n,ℓ/2Xn,ℓ/λn,ℓ)
βn,ℓ
d−→ N (0, 1), as n→∞,
where βn,ℓ = ℓ
√
(1− p)/pN .
Immediately, we have the following corollary of Theorems 2 and 3.
Corollary 4. Let 0 < ǫ < 1/8 be fixed. Suppose that 1 − p = Ω(1) and
p ≥ n−1/8+ǫ. For any integer ℓ = ℓ(n) ∈ [1, n/2],
(i) if ℓ = o(n
√
p), then Xn,ℓ is asymptotically normally distributed;
(ii) if ℓ = Ω(n
√
p), then Xn,ℓ is asymptotically log-normally distributed.
Theorem 3 is implied by stitching together the following two theorems, which
give more precise description of the distribution of Xn,ℓ (with wider ranges of p
than in Theorem 3).
Theorem 5. Let α ∈ (7/8, 1) be fixed and suppose that np → ∞ and 1 − p =
Ω(1). Then, for every positive ℓ = ℓ(n) = Ω(n
√
p) such that ℓ ≤ n/2− nα and
ℓ3 = o(n4p2), we have
ln(eβ
2
n,ℓ/2Xn,ℓ/λn,ℓ)
βn,ℓ
d−→ N (0, 1) as n→∞,
where βn,ℓ = ℓ
√
(1− p)/pN and N (0, 1) is the standard normal distribution.
Theorem 6. Let α ∈ (1/2, 1) be fixed. Suppose that pn1−α → ∞ and 1 − p =
Ω(1). Then, for every positive ℓ = ℓ(n) = n/2−O(nα),
ln(eβ
2
n,ℓ/2Xn,ℓ/λn,ℓ)
βn,ℓ
d−→ N (0, 1) as n→∞,
where βn,ℓ = ℓ
√
(1− p)/pN and N (0, 1) is the standard normal distribution.
Remark: Theorems 5 and 6 deal with the case ℓ = Ω(n
√
p). Note that the
condition ℓ3 = o(n4p2) in Theorem 5 is weaker than the condition p2n → ∞.
Indeed, assuming p2n → ∞, we have that ℓ3 ≤ n3 = o(n3 · p2n). Thus, the
condition p ≥ n−1/8+ǫ in Theorem 3 is only used while applying Theorem 6 (by
taking α = 7/8+ ǫ) and it is likely that it may be weakened to p2n→∞, as we
conjectured in the introduction.
3. Proof of Theorems 1 and 2
Theorem 2 follows from Theorem 1 and the following theorem, known as the
method of moments.
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(a) Kissing pair.
(b) Chained triple.
(c) Flower with 3 petals.
Figure 1: Kissing pair, chained triple and flower with 3 petals. Each dot represents an edge
and each ellipse represents a matching.
Theorem 7 (Corollary 6.3 in [12]). If Z1, Z2, . . . are random variables with
finite moments and an are positive numbers such that, for fixed integer k ≥ 2,
as n→∞,
E ((Zn −EZn)k) =
{
(k − 1)!!akn + o(akn), if k is even;
o(akn), if k is odd;
then (Zn −EZn)/
√
Var(Zn)
d−→ N (0, 1).
We proceed to prove Theorem 1. Let M = {M1, . . . ,Ms} be the set of
ℓ-matchings in K[n], where K[n] is the complete graph on [n]. Thus, by (2.1),
s =
(
n
2ℓ
)
(2ℓ − 1)!!. Let HM denote the graph on M such that a matching M
is adjacent to another matching M ′ if and only if M ∩M ′ 6= ∅. Let k ≥ 1 be
any fixed integer. For any (i1, . . . , ik) ∈ [s]k, let HM(i1, . . . , ik) be the subgraph
of HM induced by {Mi1 , . . . ,Mik} and let C(i1, . . . , ik) denote the set of com-
ponents of HM(i1, . . . , ik). For C ∈ C(i1, . . . , ik), let nˇC = |{j :Mij ∈ V (C)}|
and mˇC = |
⋃
M∈C M |. That is, nˇC is the number of matchings in C (counting
repetitions), whereas mˇC counts edges in the union of the matchings in C. We
will use i to denote (i1, . . . , ik) and C(i) to denote C(i1, . . . , ik).
Two matchings are called a kissing pair if they share exactly one edge. An
ordered triple of matchings (M1,M2,M3) is called a chained triple if |M1∩M2| =
1 and |M2∩M3| = 1 and |M1∩M3| = 0. A set of matchings {M1, . . . ,Mt} of size
t is called a flower with t petals if there exists an edge e such thatMi∩Mj = {e}
for any distinct i, j ∈ [k]. Hence, a flower with two petals is a kissing pair.
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Let K denote the subset of [s]k such that i ∈ K if each component C ∈ C(i)
satisfies nˇC ≥ 2. Let K′ be the subset of K such that i ∈ K′ if
(a) |C(i)| = ⌊k/2⌋ (and so nˇC ∈ {2, 3} for every C ∈ C(i));
(b) if nˇC = 2 for some C ∈ C(i), then C is a kissing pair;
(c) if nˇC = 3 for some C ∈ C(i), then C is a chained triple or it is a flower with
3 petals.
Remark: By the definition of K′, if k is even, then every component of C(i) for
i ∈ K′ is a kissing pair; whereas if k is odd, every component in C(i) is a kissing
pair except one, which is a chained triple or a flower with 3 petals.
For i ∈ [s], let Xi be the indicator variable for the event that Mi ⊆ G(n, p)
and let Yi = Xi − EXi. Note that EXi = pℓ for all i ∈ [s]. We first estimate
E
(∏k
j=1 Yij
)
, for i ∈ K′.
Proposition 8. For any i = (i1, . . . , ik) ∈ K′, if k is even,
E

 k∏
j=1
Yij

 = (p2ℓ−1 − p2ℓ)k/2;
if k is odd, ∣∣∣∣∣∣E

 k∏
j=1
Yij


∣∣∣∣∣∣ ≤ (p2ℓ−1 − p2ℓ)(k−3)/2p3ℓ−2.
Proof. We only give a detailed proof for the case that k is even and the proof
for the other case is analogous. By the definition of K′, C(i) contains k/2
components, each of which is a kissing pair. Without loss of generality, we may
assume that {Mi2j−1 ,Mi2j}, 1 ≤ j ≤ k/2 are kissing pairs. Since each kissing
pair does not share any edge with other kissing pairs, Yi2j−1 is independent with
all other Yi′ , i
′ ∈ i, except for Yi2j . Hence,
E

 k∏
j=1
Yij

 = k/2∏
j=1
E
(
Yi2j−1Yi2j
)
= E (Yi1Yi2)
k/2 .
Since Mi1 and Mi2 share exactly one edge, we have |M1 ∩M2| = 2ℓ− 1 and so
E(Yi1Yi2 ) = E(Xi1Xi2)− p2ℓ = p2ℓ−1 − p2ℓ.
This completes the proof for the case that k is even. For odd k, we can easily
show that, if the component with three matchings is a chained triple, then
E

 k∏
j=1
Yij

 = (p2ℓ−1 − p2ℓ)(k−3)/2p3ℓ−2(1− p)2,
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and, if the component with three matchings is a flower with 3 petals, then
E

 k∏
j=1
Yij

 = (p2ℓ−1 − p2ℓ)(k−3)/2p3ℓ−2(1− 3p+ 2p2).
Since 0 ≤ (1 − p)2 ≤ 1 and |1 − 3p + 2p2| ≤ 1, the inequality in the lemma
follows.
The following lemma shows that the leading contribution to the k-th central
moment of Xn,ℓ is from graph structures in K′.
Lemma 9. Suppose that 1 − p = Ω(1) and ℓ2 = o(n2p). For every fixed even
k ∈ N with k ≥ 2,
E
(
(X −EX)k) =∑
i∈K
E
( k∏
j=1
Yij
)
∼
∑
i∈K′
E
( k∏
j=1
Yij
)
= |K′|(p2ℓ−1 − p2ℓ)k/2;
(3.1)
and, for every odd k ∈ N with k ≥ 3,
∣∣∣E ((X −EX)k)∣∣∣ ≤∑
i∈K
∣∣∣E( k∏
j=1
Yij
)∣∣∣ ≤ (1 + o(1))|K′|(p2ℓ−1 − p2ℓ)(k−3)/2p3ℓ−2.
(3.2)
Remark: Note that (p2ℓ−1 − p2ℓ)(k−3)/2p3ℓ−2 in (3.2) is an upper bound of∣∣∣E(∏kj=1 Yij)∣∣∣ for any i ∈ K′ by Proposition 8. In fact, it is possible to
strengthen (3.2) to
∣∣E ((X −EX)k)∣∣ ≤ (1 + o(1))∑
i∈K′
∣∣E (∏kj=1 Yij)∣∣ with a
slightly more delicate proof. But, an upper bound as in (3.2) is sufficient and it
allows us to present a slightly simpler proof.
We leave Lemma 9 to be proved in Section 3.1. Now we complete the proof
of Theorem 1 by assuming Lemma 9.
Proof of Theorem 1. Suppose that k is even. By Lemma 9, it suffices to show
that |K′|(p2ℓ−1 − p2ℓ)k/2 ∼ (k − 1)!!σ¯k. Recall that i ∈ K′ if |C(i)| = k/2
and each C ∈ C(i) is a kissing pair. First we evaluate the size of the set T
of (k/2)-tuples ((i′1, i
′
2), . . . , (i
′
k−1, i
′
k)) ∈ ([s] × [s])k/2 such that, for each pair
(i′j , i
′
j+1) with odd j ∈ [k − 1], we have that Mij′ and Mi′j+1 are a kissing pair
and |Mi′
j
∩Mi′t | = 0 and |Mi′j+1 ∩Mi′t | = 0 for all t < j. Given any i′ ∈ T
and any perfect matching P of [k], we obtain a k-tuple i ∈ K′ as follows. Order
the edges in P as (u1v1, . . . , uk/2vk/2) in a way such that, for every j ∈ [k/2],
uj < vj and uj < uj′ for any j
′ > j. Then set iuj = i
′
2j−1 and ivj = i
′
2j for all
1 ≤ j ≤ k/2. Each i in K′ is generated by a unique pair (i′, P ), where i′ ∈ T and
P is a perfect matching on [k]. Since there are exactly (k− 1)!! such matchings,
we have that
|K′| = (k − 1)!!|T |. (3.3)
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Note that |V (HM)| = s. Recall from (2.1) that s =
(
n
2l
)
(2l − 1)!!. Note also
that HM is a regular graph. Let D denote the degree of any vertex in HM and
let d denote the number of ℓ-matchings with exactly one edge in common with
a given fixed ℓ-matching. Let ∆r denote the number of ℓ-matchings containing
a given r-matching. We have that
D ≤ ℓ∆1 = ℓ
(
n− 2
2l− 2
)
(2l− 3)!! = O
(
s
ℓ2
n2
)
= o(s) (3.4)
since ℓ2/n2 = o(1). Moreover, by the Inclusion-Exclusion Principle,
d ≤ ℓ∆1 and
d ≥ ℓ∆1 −
(
ℓ
2
)
∆2 = ℓ
(
n− 2
2ℓ− 2
)
(2l− 3)!!−
(
ℓ
2
)(
n− 4
2ℓ− 4
)
(2ℓ− 5)!! ∼ ℓ∆1
(3.5)
since
(
ℓ
2
)
∆2/(ℓ∆1) = O(ℓ
2/n2) = o(1). Thus, we have shown that d ∼ ℓ∆1.
Suppose we already chose (i′1, i
′
2), . . . , (i
′
j−2, i
′
j−1). We compute the number of
choices for (i′j , i
′
j+1). We have at most s choices for i
′
j and, using (3.4), at least
s − kD ∼ s choices. Next, we estimate the number of choices for i′j+1. The
matching Mi′
j+1
must be chosen among the ones that have exactly one edge in
common with Mi′
j
. Hence, the number of choices is at most d. On the other
hand, a matching containing exactly one edge e1 in common withMi′
j
cannot be
chosen as Mi′
j+1
only if it has another edge e2 in common with some matching
Mi′t with t < j. There are ℓ choices for e1 and at most kℓ choices for e2. The
number of ℓ-matchings containing e1 and e2 is at most ∆2. Thus, the number
of choices for Mi′
j+1
is at least d − kℓ2∆2. By (3.5), d − kℓ2∆2 ∼ d and so the
number of choices for i′j+1 is asymptotically d. Thus, |T | ∼ (sd)k/2, and we are
done by (3.4), (3.5) and (3.3), finishing the proof for even k.
Now suppose that k is odd. By Lemma 9, (2.2), and (3.5), it suffices to show
that
|K′|(p2ℓ−1 − p2ℓ)(k−3)/2p3ℓ−2 = o
((
sd(p2ℓ−1 − p2ℓ))k/2) . (3.6)
Recall that i ∈ K′ if C(i) contains (k − 1)/2 components, in which (k − 3)/2
are kissing pairs and the other one is a chained triple or a flower with 3 petals.
Similarly to the previous case when k is even, we consider the set T of ⌊k/2⌋-
tuples ((i′1, i
′
2), . . . , (i
′
k−2, i
′
k−3), (i
′
k−2, i
′
k−1, i
′
k)) with every i
′
j ∈ [s], such that all
{Mi′
2j−1
,Mi′
2j
}, 1 ≤ j ≤ (k − 3)/2, are kissing pairs and (Mi′
k−2
,Mi′
k−1
,Mi′
k
) is
a chained triple or a flower with 3 petals and all kissing pairs and chained
triples (or the flower) are edge disjoint. Similar to the previous argument,
we have |K′| = O(|T |) since k is fixed. The number of choices for the first
(k − 3)/2 pairs in T ∈ T is at most (sd)(k−3)/2 and the number of choices
for the triple (i′k−2, i
′
k−1, i
′
k) is at most 2sd
2 (at most sd2 choices for a chained
triple and at most sd2 choices for a flower with 3 petals). Thus, we have that
|K′| = O
(
(sd)k/2 · d/√sd
)
and, in order to prove (3.6), it suffices to show that
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dp3ℓ−2 = o(
√
sd(p2ℓ−1 − p2ℓ)3). Indeed, using (3.4) and (3.5),
d2p6ℓ−4
(p2ℓ−1 − p2ℓ)3sd = O
(
dp6ℓ−4
sp6ℓ−3(1− p)3
)
= O
(
ℓ2
n2p(1− p)3
)
,
which goes to zero since ℓ2/(n2p) = o(1) and 1− p = Ω(1).
3.1. Proof of Lemma 9
In this section, we assume ℓ = o(n
√
p) and 1− p = Ω(1) and k ∈ N is fixed,
which are the hypotheses of Lemma 9. Recall that for C ∈ C(i) we defined
nˇC = |{j :Mij ∈ V (C)}| and mˇC = |
⋃
M∈C M |. For each C ∈ C(i) where
i ∈ [s]k, define
YC =
∏
j:Mij∈C
Yij .
and define
pˇC =
{
pmˇC − pnˇCℓ, if nˇC ≤ 2;
pmˇC , otherwise;
define then
pˇ(i) =
∏
C∈C(i)
pˇC .
Lemma 10. For every i ∈ [s]k and any C ∈ C(i),
|EYC | ≤ 2nˇC pˇC .
Moreover, if nˇC ≤ 2, then EYC = pˇC . In particular, pˇC = 0 if nˇC = 1.
Proof. This follows from the fact that, for any subset I ∈ [k], we have that
∣∣∣E(∏i∈I Yi)∣∣∣ = ∣∣∣E(∏i∈I(Xi − pℓ))∣∣∣ =
∣∣∣∣∣∣
∑
I′⊆I
(−1)|I\I′|pℓ|I\I′|p|∪i∈I′Mi|
∣∣∣∣∣∣
≤ 2|I|p|∪i∈IMi|
since there are 2|I| choices for I ′ and, for each I ′, we have
| ∪i∈I Mi| ≤ | ∪i∈I′ Mi|+ | ∪i∈I\I′ Mi| ≤ | ∪i∈I′ Mi|+ ℓ|I \ I ′|.
The conclusion for the case where nˇC ≤ 2 follows directly from the definition
of pˇC .
Proof of Lemma 9. For any i ∈ [s]k,
E
( k∏
j=1
Yij
)
=
∏
C∈C(i)
EYC , (3.7)
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since YC , C ∈ C(i) are independent random variables. If C(i) has a compo-
nent C with nˇC = 1, then it follows directly from (3.7) and Lemma 10 that
E
(∏k
j=1 Yij
)
= 0. Thus, we have E ((X − E (X))k) = ∑
i∈KE
(∏k
j=1 Yij
)
.
By Proposition 8 and the definition of pˇC , we have that
E
( k∏
j=1
Yij
)
= pˇ(i) if k is even;
∣∣∣∣∣∣E
( k∏
j=1
Yij
)∣∣∣∣∣∣ ≤ pˇ(i) if k is odd. (3.8)
Next, we prove that ∑
i∈K
pˇ(i) ∼
∑
i∈K′
pˇ(i). (3.9)
Note that Lemma 9 then follows from the above and the definition of pˇ(i).
Indeed, for even k, we have that
∑
i∈K
E
( k∏
j=1
Yij
)
=
∑
i∈K′
E
( k∏
j=1
Yij
)
+
∑
i∈K\K′
E
( k∏
j=1
Yij
)
=
∑
i∈K′
pˇ(i) +O
( ∑
i∈K\K′
pˇ(i)
)
∼
∑
i∈K′
pˇ(i),
where the second equality follows by (3.8) and Lemma 10, and the last relation
holds by (3.9). Similarly, for odd k,∣∣∣∣∣∣
∑
i∈K
E
( k∏
j=1
Yij
)∣∣∣∣∣∣ ≤
∑
i∈K′
∣∣∣∣∣∣E
( k∏
j=1
Yij
)∣∣∣∣∣∣+
∑
i∈K\K′
∣∣∣∣∣∣E
( k∏
j=1
Yij
)∣∣∣∣∣∣
≤
∑
i∈K′
pˇ(i) +O

 ∑
i∈K\K′
pˇ(i)

 ∼ ∑
i∈K′
pˇ(i).
Thus, it suffices to show (3.9). LetK(x1, . . . , xk) be the restriction ofK\K′ to
the tuples (i1, . . . , ik) such that, for every 1 ≤ j ≤ k, the number of edges e with
|{j′ : e ∈Mij′ }| = j is xj , that is, the number of edges that appear in exactly j
matchings is xj . For any such tuple (x1, . . . , xk), we have
∑k
i=1 ixi = kℓ. Since
i ∈ K, the number of edges contained only in Mij is at most ℓ − 1 for every
1 ≤ j ≤ k. It follows immediately that x1 ≤ k(ℓ − 1) and so we must have∑
i≥2 ixi ≥ k. Let X = {(x1, . . . , xk) ∈ Nk :
∑
i≥1 ixi = kℓ,
∑
i≥2 ixi ≥ k}. In
order to prove (3.9), we will define switchings from K(x1, . . . , xk) to K′ for every
(x1, . . . , xk) ∈ X and thereby we prove that the contribution to (3.9) from K
is dominated by the contribution from K′. We discuss the cases when k is odd
and even separately.
We first prove (3.9) for even k. Let (x1, . . . , xk) ∈ X . Let i = (i1, . . . , ik) ∈
K(x1, . . . , xk). We define the following switching from i to k-tuples in K′ (see
Figure 2). For each j, let Ij denote the set of edges that Mij shares with
∪j′ 6=jMij′ .
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1. (Delete the shared edges) For each j ∈ [k], let M ′ij :=Mij \ Ij .
2. (Obtain pairwise disjoint partial matchings each of size ℓ − 1) For each
j ∈ [k], choose edges a(j)1 , . . . , a(j)|Ij |−1, one after the other, so that M ′ij ∪
{a(j)1 , . . . , a(j)|Ij |−1} is an (ℓ − 1)-matching and, for every r, the edge a
(j)
r
is not in
(⋃k
j′=1M
′
ij′
)
∪
(⋃
j′<j{a(j
′)
1 , . . . , a
(j′)
|Ij′ |−1
}
)
. Let M ′′ij := M
′
ij
∪
{a(j)1 , . . . , a(j)|Ij |−1}.
3. (Build kissing pairs) Choose a perfect matching P in [k]. (Here we are
choosing the pairs of matchings that will form a kissing pair in K′.)
4. (Choose shared edges in kissing pairs) Let e1, . . . , ek/2 be an enumeration
of the edges in P . For each r ∈ [k/2], let j and j′ denote the ends of er
and choose an edge fr such that fr 6∈
(⋃k
a=1M
′′
ia
)
∪
(⋃r−1
b=1 fb
)
and both
M ′′′ij := M
′′
ij ∪ {fr} and M ′′′ij′ := M ′′ij′ ∪ {fr} are matchings. (Note that
M ′′′ij and M
′′′
ij′
are each of size ℓ and they form a kissing pair.)
5. (Update the indices) Let i′′′ be the new tuple such that for every 1 ≤ j ≤ k,
Mi′′′
j
=M ′′′ij .
Let
L(x1, . . . , xk) =
(
1
2
(
n
2
))kℓ−x1−k/2
. (3.10)
Now we show that, for every (x1, . . . , xk) ∈ X and for every i ∈ K(x1, . . . , xk),
the number of applicable switchings defined above for i is at least L(x1, . . . , xk),
regardless of the choice of i, for all sufficiently large n. In Step 2, given r ∈
[|Ij | − 1], we have that any edge with no ends in the set of vertices induced
by the set of edges (
⋃k
j′=1M
′
ij′
) ∪ (⋃j′<j{a(j′)1 , . . . , a(j′)|Ij′ |−1}) ∪ (⋃r′<r a(j)r′ ) is a
possible choice for a
(j)
r . Since this set has at most kℓ edges, it induces at most 2kℓ
vertices and so there are at least
(
n
2
)−2kℓn choices for a(j)r in Step 2 and thus we
have at least
((
n
2
)− 2kℓn)|Ij |−1 choices in Step 2. There are k!/((k/2)!2k/2) ≥ 1
choices for P in Step 3. With the same argument as before, given the choice of
P in Step 3, there are at least
((
n
2
)− 2kℓn) choices for f for each pair in P in
Step 4. Since there are k/2 pairs in P in total, it follows then that the number
of applicable switchings is at least
((
n
2
)
− 2kℓn
)k/2+∑kj=1(|Ij |−1)
=
((
n
2
)
− 2kℓn
)−k/2+∑kj=1 |Ij |
≥ L(x1, . . . , xk),
(3.11)
for all sufficiently large n, where we used the fact that ℓ2 = o(n2p) and that∑
j |Ij | = kℓ− x1 in the last inequality.
Now we describe the inverse switching, which converts i = (i1, . . . , ik) ∈ K′
to some k-tuples in K(x1, . . . , xk).
1. (Choose the number of edges shared by each matching) Choose an integral
vector r = (r1, . . . , rk) so that
∑k
j=1 rj = kℓ − x1 such that rj ≥ 1 for
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Figure 2: Switching for subcritical case.
every j. (In the following steps, we will convert i to some i′′ so that Mi′′
j
contains rj shared edges)
2. (Make room for shared edges) For each j ∈ [k], let fj be the unique edge in
Mij ∩ (
⋃
j′ 6=j Mij′ ). Choose rj − 1 edges one by one without repetition in
Mij − fj. Let M ′ij be the (ℓ− rj)-matching obtained from Mij by deleting
these edges and fj.
3. (Choose shared edges) Choose a set of edges X of size
∑k
i=2 xi such that
no edge in X is contained in
⋃k
j=1M
′
ij . Partition X into sets X2, . . . , Xk
such that |Xi| = xi for every i.
4. (Assign shared edges) Construct a bipartite graph Q with bipartition
(X, [k]) so that the degree of each e ∈ Xi is i and the degree of each
j ∈ [k] is rj . Let M ′′ij be obtained from M ′ij by including the edges in X
that are adjacent to j in Q.
5. (Update the indices) If each M ′′ij is an ℓ-matching, let i
′′ be the new tuple
such that for every 1 ≤ j ≤ k, Mi′′
j
=M ′′ij .
Let
U(x1, . . . , xk) = (kℓ− x1)k−1ℓkℓ−x1−k
(
n
2
)∑
r≥2 xr
βkℓ−x1 , (3.12)
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for some constant β to be determined later. We prove that, for every k-tuple
(x1, . . . , xk) ∈ X and for every i = (i1, . . . , ik) ∈ K′, the number of inverse
switchings that can convert i to some k-tuples in K(x1, . . . , xk) is at most
U(x1, . . . , xk). Note that it is possible for some choices made in Steps 3 and 4,
M ′′ij may not be an ℓ-matching. But we only need an upper bound for the num-
ber of inverse switchings in our case. The number of integer compositions of
kℓ− x1 into k positive parts is
(
kℓ−x1−1
k−1
)
, and so we have
(
kℓ−x1−1
k−1
)
choices for
the vector r in Step 1. The number of choices in Step 2 is at most ℓ
∑
1≤j≤k(rj−1).
In Step 3, we have at most
((n2)
|X|
)
choices for X and
(
|X|
x2,x3,...,xk−1
)
choices for
the partition of X . Now we bound the number of choices for Q in step 4. This
number equals the number of (simple) bipartite graphs (X, [k]) with the degrees
as in Step 4 (note that the sum of the degrees of vertices in X is kℓ − x1).
One can obtain a bipartite multigraph with the degrees as in Step 4 by the
following procedure: replace each vertex in Q with a set of points of size equal
to its degree; add a perfect matching between the points arising from vertices
in X to points arising from vertices in [k]; for each vertex, contract the set of
points arising from it. Note that each simple bipartite graph corresponds to∏k
i=2(i!)
xi
∏k
j=1 rj ! matchings. Moreover, there are (kℓ − x1)! choices for per-
fect matchings in the procedure. Thus, after restricting to counting only perfect
matchings corresponding to simple bipartite graphs, the number of choices for
Q is at most
(kℓ− x1)!∏k
i=2(i!)
xi
∏k
j=1 rj !
≤ (kℓ − x1)!∏k
j=1 rj !
≤ (kℓ− x1)!(⌊kℓ−x1k ⌋!)k ≤ β
kℓ−x1 ,
for a constant β (depending only on k) by Stirling’s approximation. Thus, the
number of inverse switchings applicable on each i ∈ K′ is at most(
kℓ− x1 − 1
k − 1
)
ℓ
∑
1≤j≤k(rj−1)
((n
2
)
|X |
)( |X |
x2, x3, . . . , xk−1
)
βkℓ−x1
≤ (kℓ − x1)k−1ℓkℓ−x1−k
(
n
2
)∑
r≥2 xr
βkℓ−x1 = U(x1, . . . , xk),
(3.13)
where we used that
∑
1≤j≤k rj = kℓ − x1. We will now proceed to bound the
ratio ∑
i∈K(x1,...,xk)
pˇ(i)∑
i′∈K′ pˇ(i
′)
,
for (x1, . . . , xk) ∈ X . Construct a bipartite multigraph R with bipartition
(K(x1, . . . , xk),K′) such that i ∈ K(x1, . . . , xk) and i′ ∈ K′ are adjacent if there
is a switching mapping i to i′ and the number of edges joining them is the num-
ber of such switchings. By (3.11), the degree of any vertex in K(x1, . . . , xk) is at
least L(x1, . . . , xk), and, on the other hand, by (3.13), the degree of any vertex
in K′ is at most U(x1, . . . , xk). Moreover, for any i ∈ K(x1, . . . , xk) and i′ ∈ K′,
we have that
pˇ(i)
pˇ(i′)
≤
∏
C∈C(i) p
mˇC
(p2ℓ−1 − p2ℓ)k/2 =
p
∑ℓ
r=1
xr
pkℓ−k/2(1− p)k/2 =: p(x1, . . . , xk). (3.14)
14
Let N(i) denote the set of neighbours of i in the bipartite multigraph R. For
each i ∈ K(x1, . . . , xk), we have then
pˇ(i) ≤ p(x1, . . . , xk)
∑
i′∈N(i) pˇ(i
′)
|N(i)| ≤
p(x1, . . . , xk)
∑
i′∈N(i) pˇ(i
′)
L(x1, . . . , xk)
and so
∑
i∈K(x1,...,xk)
pˇ(i) ≤ p(x1, . . . , xk)
L(x1, . . . , xk)
∑
i∈K(x1,...,xk)
∑
i′∈N(i)
pˇ(i′)
=
p(x1, . . . , xk)
L(x1, . . . , xk)
∑
i′∈K′
|N(i′)|pˇ(i′)
≤ p(x1, . . . , xk)U(x1, . . . , xk)
L(x1, . . . , xk)
∑
i′∈K′
pˇ(i′).
Recall from (3.10) and (3.12) that
L(x1, . . . , xk) =
(
1
2
(
n
2
))kℓ−x1−k/2
,
U(x1, . . . , xk) = (kℓ− x1)k−1ℓkℓ−x1−k
(
n
2
)∑
r≥2 xr
βkℓ−x1 .
Thus,∑
i∈K(x1,...,xk)
pˇ(i)∑
i′∈K′ pˇ(i
′)
≤ U(x1, . . . , xk)
L(x1, . . . , xk)
· p(x1, . . . , xk)
≤ ℓ
kℓ−k−x1(kℓ− x1)k−1βkℓ−x1
(
n
2
)∑
r≥2 xr(
1
2
(
n
2
))kℓ−x1−k/2 p
∑ℓ
r=1
xr
pkℓ−k/2(1− p)k/2
=
ℓkℓ−k−x1(kℓ− x1)k−1βkℓ−x1
((
n
2
)
p
)∑
r≥2 xr(
1
2
(
n
2
)
p
)kℓ−x1−k/2 1(1 − p)k/2
= O

 (2βℓ)kℓ−k−x1(kℓ− x1)k−1((
n
2
)
p
)kℓ−k/2−∑k
i=1
xi

 ,
(3.15)
where the last equation holds because 1− p = Ω(1) and k is fixed. Now we will
bound ∑
(x1,...,xk)∈X
∑
i∈K(x1,...,xk)
pˇ(i)∑
i′∈K′ pˇ(i
′)
.
We partition X into two sets X1 and X2. Let X1 be subset of X such that
(x1, . . . , xk) ∈ X1 if x1 ≤ kℓ − k − 1 and let X2 be subset of X such that
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(x1, . . . , xk) ∈ X2 if x1 = kℓ − k. Note that X = X1 ∪ X2 since x1 ≤ kℓ− k for
all (x1, . . . , xk) ∈ X .
Recall that
∑k
i=1 xi = kℓ for all (x1, . . . , xk) ∈ X . Obviously, given the
value of x1, the number of nonnegative integral vectors (x2, . . . , xk) such that∑k
r=2 rxr = kℓ − x1 is O(k(kℓ−x1)/2), as
∑k
r=2 xr ≤ (kℓ − x1)/2. Together
with (3.15), this implies that
∑
(x1,...,xk)∈X1
∑
i∈K(x1,...,xk)
pˇ(i)∑
i′∈K′ pˇ(i
′)
= O
(
kℓ−k−1∑
x1=0
k(kℓ−x1)/2
(2βℓ)kℓ−k−x1(kℓ− x1)k−1((
n
2
)
p
)(kℓ−x1−k)/2
)
= O
(
kℓ−k−1∑
x1=0
(2kβℓ)kℓ−k−x1(kℓ− x1)k−1((
n
2
)
p
)(kℓ−x1−k)/2
)
.
Let
g(x1) =
(2βkℓ)kℓ−k−x1(kℓ− x1)k−1((
n
2
)
p
)(kℓ−x1)/2−k/2 .
For x1 = kℓ− k − 1,
g(x1) =
(2kβℓ)(k + 1)k−1((
n
2
)
p
)1/2 = O
(
ℓ
n
√
p
)
= o(1),
since ℓ2 = o(n2p). Moreover, for x1 < kℓ − k − 1, using ℓ2 = o(n2p) and
kℓ− x1 > k + 1,
g(x1)
g(x1 + 1)
=
(2kβℓ)((
n
2
)
p
)1/2 ·
(
kℓ− x1
kℓ− x1 − 1
)k−1
≤ (2kβℓ)((
n
2
)
p
)1/2 ·2k−1 = O
(
ℓ
n
√
p
)
= o(1),
since ℓ2 = o(n2p) and both k and β are fixed constants. This shows that
∑
(x1,...,xk)∈X1
∑
i∈K(x1,...,xk)
pˇ(i)∑
i′∈K′ pˇ(i
′)
= o(1). (3.16)
Now we deal with the case (x1, . . . , xk) ∈ X2, i.e., x1 = kℓ − k. We have
that
∑k
i=2 ixi = k. This implies
∑k
i=2 xi ≤ k/2. But note that the only way∑k
i=2 xi = k/2, would be x2 = k/2 and xi = 0 for i ≥ 3 and K(x1, . . . , xk)
would be empty (since all such i are in K′) and there is nothing to prove in this
case. Thus, we can assume
∑k
i=2 xi ≤ k/2 − 1. Using this fact together with
that the number of choices for (x2, . . . , xk) ∈ N such that
∑k
i=2 ixi = k is O(1)
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and (3.15),
∑
(x1,...,xk)∈X2
∑
i∈K(kℓ−k,x2,...,xk)
pˇ(i)∑
i′∈K′ pˇ(i
′)
= O

 (2βℓ)kℓ−k−x1(kℓ− x1)k−1((
n
2
)
p
)kℓ−∑k
i=1
xi−k/2


= O
(
1(
n
2
)
p
)
= o(1),
(3.17)
where in the last equality we use the fact that n2p→∞.
Equation (3.16) and Equation (3.17) imply
∑
(x1,...,xk)∈X
∑
i∈K(x1,...,xk)
pˇ(i)∑
i′∈K′ pˇ(i
′)
= o(1).
Now we have completed the proof of Lemma 9 for even integers k ≥ 2. The
proof for odd integers k is analogous to that for even k, with slightly more
complication due to the treatment of the single component that is a chained
triple or a flower with 3 petals that would appear in C(i), where i ∈ K′ for odd
k. Thus, we will only give a sketch of the proof. Slightly different from the
case where k is even, we split K \ K′ into K0 and K1, where K1 contains all
K(x1, . . . , xk) with x1 ≤ k(ℓ− 1)− 1, whereas K0 corresponds to x1 = k(ℓ− 1).
We also partition K′ into K′0 and K′1 such that K′0 contains all i ∈ K′ for which
the only component in C(i) having three matchings is a flower with 3 petals
(and thus K′1 is with respect to the structure of a chained triple). Obviously, if
i ∈ K(x1, . . . , xk) where x1 = k(ℓ − 1), then each component C in ∪1≤j≤kMij
is a flower and at least one flower has at least 3 petals because k is odd. It is
not difficult to verify (use switchings to remove all but one flower with 3 petals
and form the other partial matchings into kissing pairs; the analysis for these
switchings is similar but simpler compared with the above analysis for even k)
that
∑
i∈K0
pˇ(i) = o(
∑
i∈K′
0
pˇ(i)). Next we show that
∑
i∈K1
pˇ(i) = o

∑
i∈K′
1
pˇ(i)

 , (3.18)
which will complete the proof of Lemma 9 for odd k.
Same as in the case of even k, we will define a switching from K(x1, . . . , xk)
to K′1 where x1 ≤ k(ℓ−1)−1. As the analysis is almost the same to the previous
case, we omit the calculations and just describe the switching operation and its
inverse. Let (i1, . . . , ik) ∈ K(x1, . . . , xk). Similarly to the even case, for each j,
let Ij denote the set of edges that Mij shares with ∪j′ 6=jMij′ . Note that, since
x1 ≤ k(ℓ− 1)− 1, there exists a matching Mij such that |Ij | ≥ 2.
1. (Delete shared edges) For each j ∈ [k], let M ′ij :=Mij \ Ij .
2. (Choose a matching that will share two edges in the chained triple) Choose
t ∈ [k] such that |M ′it | ≤ ℓ− 2.
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3. (Obtain pairwise disjoint partial matchings each of size (ℓ− 1) but one of
size (ℓ − 2)) For each j ∈ [k], let hj = |Ij | − 1 if j 6= t and |Ij | − 2 if
j = t. For each j ∈ [k], choose edges a(j)1 , . . . , a(j)hj , one after the other, so
that M ′ij ∪ {a(j)1 , . . . , a(j)hj } is an (ℓ − 1)-matching (or (ℓ − 2)-matching if
j = t) and a
(j)
r 6∈
(⋃k
j′=0M
′
ij′
)
∪
(⋃
j′<j{a(j
′)
1 , . . . , a
(j′)
hj′
}
)
for every r. Let
M ′′ij :=M
′
ij
∪ {a(j)1 , . . . , a(j)hj }.
4. (Build kissing pairs and chained triple) Choose a graph P on [k] such that
the degree of t is 2 and the degree of any other vertex is 1.
5. (Choose shared edges in kissing pairs and chained triple)Let e1, . . . , e(k+1)/2
be an enumeration of the edges in P . Let t1 < t2 be such that et1 and et2
are the edges incident to t. For each r ∈ [(k + 1)/2] \ {t2}, let j and j′
denote the ends of er and choose an edge fr such that M
′′′
ij
:=M ′′ij ∪ {fr}
andM ′′′ij′ :=M
′′
ij′
∪{fr} are matchings and fr 6∈
(⋃k
a=1M
′′
ia
)
∪
(⋃r−1
b=1 fb
)
.
For r = t2, let j denote the end of er other than t and choose an edge
fr such that M
′′′
ij
:= M ′′ij ∪ {fr} and M ′′′it ∪ {fr} are matchings and
fr 6∈
(⋃k
a=1M
′′
ia
)
∪
(⋃
b6=t2
fb
)
. Redefine M ′′′it by including fr.
6. (Update the indices) Let i′′′ be the new tuple such that for every 1 ≤ j ≤ k,
Mi′′′
j
=M ′′′ij .
Similarly to the even case, the number of applicable switchings for any i ∈
K(x1, . . . , xk) is at least
(
1
2
(
n
2
))∑
j
hj+
k−1
2
+1
=
(
1
2
(
n
2
))kℓ−x1− k+12
.
Now we describe the inverse switching. Let (i1, . . . , ik) ∈ K′1.
1. (Find the index of the matching in the chained triple that shares two edges)
Let t ∈ [k] such that |Mit ∩ (
⋃
j 6=tMij )| = 2.
2. (Choose the number of edges shared by each matching) Choose an integral
vector r = (r1, . . . , rk) so that
∑k
j=1 rj = kℓ − x1 and rj ≥ 1 for every j
and rt ≥ 2.
3. (Make room for shared edges) For each j ∈ [k], let hj = rj − 1 if j 6= t and
ht = rt − 2. Choose hj edges one by one without repetition in Mij \ Ij .
Let M ′ij be (ℓ − rj)-matching obtained from Mij by deleting these edges
and the edges in Ij .
4. (Choose shared edges) Choose a set X of
∑k
i=2 xi edges that are not in⋃k
j=1M
′
ij . PartitionX into setsX2, . . . , Xk such that |Xi| = xi for every i.
5. (Assign shared edges) Construct a bipartite graph Q with bipartition
(X, [k]) so that the degree of each e ∈ Xi is i and the degree of each
j ∈ [k] is rj . Let M ′′ij be obtained from M ′ij by including the edges in X
that are adjacent to j in Q.
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6. (Update indices) If each M ′′ij is a ℓ-matching, let i
′′ be the new tuple such
that for every 1 ≤ j ≤ k, Mi′′
j
=M ′′ij .
Similarly to the even case, the number of inverse switchings applicable to any
i ∈ K′1 is at most
(kℓ− x1)k−1ℓkℓ−x1−k−1
(
n
2
)∑k
i=2
xi
βkℓ−x1 ,
for the same constant β that is defined before. The same calculations as in the
case of even k (also by splitting the analysis into two cases x1 = k(ℓ − 1) − 1
and x1 ≤ k(ℓ − 1) − 2) give verification of (3.18). This completes the proof of
Lemma 9.
4. Proof of Theorem 5 and Theorem 6
4.1. The log-normal paradigm
Let S be a set of graphs on vertex set [n] such that each graph in S has
h edges (e.g. S is the set of ℓ-matchings in K[n]). Let s = |S| and Xn denote
the number of graphs in S that are contained in a random graph (G(n, p) or
G(n,m)) as a subgraph. Define
µn = s
(
N − h
m− h
)/(N
m
)
, λn = sp
h. (4.1)
Immediately we have
EG(n,m)Xn = µn, EG(n,p)Xn = λn.
When lim supn→∞ h/m < 1 and h
2 = Ω(m), we can further simplify µn and
obtain
µn = s · [m]h
[N ]h
= s(m/N)h exp
(
−N −m
mN
h2
2
+O(h3/m2)
)
. (4.2)
Given i ≥ 0, let F (i) = {(G1, G2) ∈ S2, |E(G1) ∩ E(G2)| = i} and let fi =
|F (i)|.
A slight generalisation of [7, Theorem 1], with almost the same proof (with
only fj replaced by f
′
j and some equalities replaced by asymptotic equalities),
gives the following theorem.
Theorem 11. Let µn be as in (4.1). Suppose there is a sequence (f
′
j)
h
j=0 such
that fj ∼ f ′j uniformly for all j ≥ 0. Let rj = f ′j/f ′j−1 for all 1 ≤ j ≤ h.
Assume that h3 = o(m2), h2 = Ω(m), and, for ρ(n) = h2/m and some function
γ(n), the following conditions hold:
(a) for all K > 0 and for all 1 ≤ j ≤ Kρ(n),
rj =
h2
Nj
(
1 + o
(m
h2
))
;
(b) rj ≤ m/2N for all 4ρ(n) ≤ j ≤ γ(n);
(c) t(n) :=
∑
j>γ(n) fj = o(µn|S|);
Then, in G(n,m),
Xn/EG(n,m)(Xn)
p−→ 1
as n→∞.
The following theorem can also be found in [7, Theorem 3].
Theorem 12. Assume h3 = o(p2n4). Let βn = h
√
(1 − p)/pN and λn =
EG(n,p)Xn. Assume further that lim infn→∞ βn > 0. If, for all m = pN +
O(
√
pN), we have that Xn/EG(n,m)(Xn)
p−→ 1, then, in G(n, p),
ln(eβ
2
n/2Xn/λn)
βn
d−→ N (0, 1) as n→∞,
where N (0, 1) is the standard normal distribution.
We will apply Theorems 11 and 12 with S =M = {M1, . . . ,Ms}, the set of
all ℓ-matchings of K[n]. For 0 ≤ i ≤ ℓ, let F (i) be the set of pairs of ℓ-matchings
(M,M ′) in K[n] such that |M ∩M ′| = i and let fi = |F (i)|. For any element
g = (M,M ′), let n0 = n0(g) denote the number of vertices that are incident
with neitherM norM ′; n1 = n1(g) the number of vertices incident with exactly
one of M and M ′; n2 = n2(g) the number of vertices incident with both M and
M ′. Then we immediately have that n = n0 + n1+ n2 and 4ℓ = 2n2+ n1. This
implies that
n1 = 4ℓ− 2n2, and n0 = n− 4ℓ+ n2. (4.3)
We will constantly use the relation (4.3) in the following proofs. Now we close
this section by proving a lemma that will be used to verify condition (c) of
Theorem 11 in the proofs of Theorems 5 and 6.
Lemma 13. Let m = ω(n). Suppose that ℓ3 = o(m2) and ℓ2 = Ω(m). For
δ > 4/5, we have that
∑
i≥δℓ fi = o(sµn).
Proof. Let I = ⌈δℓ⌉ and P = m/N . We bound the number of ways to choose a
pair of matchings (M,M ′) sharing at least I edges. There are s choices for M .
The matching M ′ has to share at least I edges with M and the other edges
of M ′ cannot intersect these I edges. Thus, we have at most
(
ℓ
I
)(
n−2I
2ℓ−2I
)
(2ℓ −
2I)!
/(
2(ℓ−I)(ℓ− I)!) choices for M ′. Thus, by (4.2),
∑
i≥I fi
sµn
≤
(
ℓ
I
)(
n− 2I
2ℓ− 2I
)
(2ℓ− 2I)!
2ℓ−I(ℓ− I)!
µn
=
(
ℓ
I
)(
n− 2I
2ℓ− 2I
)
(2ℓ− 2I)!
2ℓ−I(ℓ− I)!(
n
2ℓ
)
(2ℓ)!
2ℓℓ!
P ℓ
exp
(
(1− P )ℓ2
2m
+O
( ℓ3
m2
))
.
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Using Stirling’s approximation for (2I)! and I! and the fact that
(
ℓ
I
) ≤ ( eℓI )I ,(
n
2I
) ≥ ( n2I )2I and n− 2I ≥ (1− δ)n = Ω(n), we have(
ℓ
I
)(
n− 2I
2ℓ− 2I
)
(2ℓ− 2I)!
2ℓ−I(ℓ− I)!(
n
2ℓ
)
(2ℓ)!
2ℓℓ!
P ℓ
=
[ℓ]2I2
I
I![n]2IP ℓ
=
(
O
(
ℓ2
(n− 2I)2IP ℓ/I
))I
=
(
O
(
1√
ℓP ℓ/I−1
)(
ℓ3
n4P 2
)1/2)I
.
We have that ℓ3/(n4P 2) = o(1) since ℓ3 = o(m2) and
√
ℓP ℓ/I−1 = Ω(m1/4)P δ
−1−1 = Ω(n1/4P 1/4)→∞,
where the first equality holds because ℓ2 = Ω(m) and the second equality
because δ > 4/5, and the last asymptotics holds because nP → ∞ (since
m = ω(n)). Hence,∑
i≥I fi
sµn
= exp
(
(1 − P )ℓ2
2m
+O
( ℓ3
m2
)
− ω(I)
)
= o(1)
since ℓ3/m2 = o(1) and I = Ω(ℓ) = Ω(ℓ2/m).
4.2. Proof of Theorem 6
In this section, we apply Theorem 11 and Theorem 12 to prove Theorem 6,
which deals with near-perfect matchings.
Lemma 14. Let 0 < α < 1 be fixed and assume n− 2ℓ = O(nα). For any fixed
0 < δ < 1 and any 1 ≤ i ≤ δℓ,
fi
fi−1
=
n2
8iℓ2
(1 +O(i/n+ nα−1)).
Proof. We define the following switching (see Figure 3). For any g = (M,M ′) ∈
F (i), pick an edge x ∈ M ∩M ′ and label the end vertices of x by 1 and 2.
Then pick edges y ∈ M \M ′ and z ∈ M ′ \M such that y and z are disjoint
and label the end vertices of y and z by 3, 4 and 5, 6 respectively. Replace x
and y by {1, 3} and {2, 4} in M and replace x and z by {1, 5} and {2, 6} in M ′.
This operation results in g′ ∈ F (i − 1). The number of ways to perform such a
switching is 2i · 2(ℓ − i) · 2(ℓ − i + O(1)), since the numbers of ways to choose
x and y are i and ℓ − i respectively, and the number of ways to choose z is
ℓ− i+O(1) where O(1) accounts for the choices of z such that z and y are not
disjoint, and for each edge there are two ways to label its end vertices. The
inverse switching can be described as follows. For any g′ = (Q,Q′) ∈ F (i − 1),
pick a 2-path in Q∪Q′ and label the vertices as 3, 1, 5 such that {3, 1} ∈ Q and
{1, 5} ∈ Q′. Pick another 2-path in Q ∪Q′ and label the vertices as 4, 2, 6 such
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that {4, 2} ∈ Q, {2, 6} ∈ Q′ and {3, 4} /∈ Q, {5, 6} /∈ Q′. Replace {3, 1} and
{4, 2} by {3, 4} and {1, 2} in Q and replace {1, 5} and {2, 6} by {1, 2} and {5, 6}
in Q′. This operation is applicable if and only if all six vertices i, 1 ≤ i ≤ 6, are
distinct. Recall that n2 = n2(g
′) denotes the number of vertices incident with
both Q and Q′. By (4.3) and the assumption that n − 2ℓ = O(nα), it follows
immediately that n2 = n − O(nα). There are n2 − 2(i − 1) ways to choose
vertex 1 and then the vertices 3 and 5 are determined by the choice of vertex 1.
The number of ways to choose 4, 2, 6 is n2 − 2(i − 1) − O(1), where 2(i − 1)
counts the number of vertices incident to edges in Q ∩ Q′ and there are O(1)
ways to choose vertex 2 so that either the six vertices are not all distinct, or
{3, 4} ∈ Q′, or {5, 6} ∈ Q. Hence, the number of applicable inverse switchings
for any g′ ∈ F (i − 1) is (n2 − O(i))2 = n2(1 + O(i/n+ nα−1)). Hence, for any
1 ≤ i ≤ δℓ,
|F (i)|
|F (i − 1)| =
n2
8i(ℓ− i)2 (1 +O(i/n+ n
α−1)) =
n2
8iℓ2
(1 +O(i/n+ nα−1)).
1
2
3
4
5
6
1
2
3
4
5
6
Figure 3: Switching to decrease the number of shared edges.
Proof of Theorem 6. For any m = pN + O(
√
pN), consider G(n,m). Apply
Theorem 11 with h = ℓ and f ′j = fj for all 0 ≤ j ≤ ℓ. By our assumption,
pn1−α → ∞ as n → ∞ and ℓ = n/2 − O(nα), where α > 1/2, which imply
p2n → ∞. Hence, we have ℓ3 = o(m2) and ℓ2 = Ω(m). Let γ(n) = 9ℓ/10.
Conditions (a) and (b) are satisfied by Lemma 14 (by taking δ = 9/10) and
the assumption that pn1−α → ∞ as n → ∞, and condition (c) is satisfied by
Lemma 13. Hence, for all m = pN+O(
√
pN), we have Xn,ℓ/EG(n,m)(Xn,ℓ)
p−→ 1
as n → ∞. We also have 1 − p = Ω(1) and ℓ = Ω(n) by assumption, and so
βn,ℓ = ℓ
√
(1− p)/pN = Ω(1). Then Theorem 6 follows by Theorem 12.
4.3. Proof of Theorem 5
In this section, we apply Theorem 11 and Theorem 12 to prove Theorem 5.
We assume the hypotheses in Theorem 5: np→∞, 1− p = Ω(1), ℓ = Ω(n√p),
ℓ ≤ n/2− nα with α ∈ (7/8, 1) being fixed, and ℓ3 = o(n4p2).
For 0 ≤ i ≤ ℓ and 0 ≤ n2 ≤ 2ℓ, let F (i, n2) be the set of pairs (M,M ′) ∈ F (i)
such that |V (M)∩V (M ′)| = n2 and let f(i, n2) = |F (i, n2)|. Let δ = 9/10. For
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0 ≤ i ≤ δℓ, define
z(i) =
4(ℓ− i)2
n− 2i ,
f ′i =
√
π
(
1
2z(i)
+
1
2ℓ− z(i)− 2i +
1
2(n− 4ℓ+ z(i) + 2i)
)−1/2
f(i, z(i) + 2i).
(4.4)
For δℓ < i ≤ ℓ, let f ′i = fi.
First we prove that fi and f
′
i are asymptotically equal. In many places,
we ignore the floor sign if a certain variable is required to be integral (e.g. the
number of edges) but the error caused by ignoring it in the analysis is negligible.
Lemma 15. For i ≤ δℓ, we have that fi = f ′i(1 + o(1)), uniformly for i. More-
over, f(i, z(i)+2i+k)/f(i, z(i)+2i) = 1+O
(
1/z(i) + n/(ℓ(n− 2ℓ)) + n/(n− 2ℓ)2)
for k = O(1), uniformly for i.
Proof. We define the following switching (see Figure 4). Given a pair of match-
ings (M,M ′) ∈ F (i, n2), choose a vertex v saturated by both M,M ′ with dis-
tinct edges, say av ∈ M, bv ∈ M ′, choose a vertex u not saturated by neither
matching, delete av from M and add au to M . The new pair of matchings is in
F (i, n2− 1). Note that there are (n2− 2i)n0 ways of performing this switching.
u
a
v
b
u
a
v
b
Figure 4: Switching to decrease n2.
The inverse switching is described as follows. Given a pair of matchings
(M,M ′) ∈ F (i, n2 − 1), choose vertices u covered by M but not by M ′ and v
covered by M ′ but not by M such that the edge au ∈M and the edge bv ∈M ′
satisfy a 6= b. Delete au from M and add av to M . The number of vertices
that are saturated only by M is n1/2 and so is the number of vertices that
are saturated only by M ′. Hence, there are n1(n1 −O(1))/4 ways of doing the
switching, where the O(1) accounts for the choices of v such that a = b, given
the choice of u.
By (4.3),
f(i, n2)
f(i, n2 − 1) =
n1(n1 −O(1))/4
(n2 − 2i)n0 =
(2ℓ− n2)2
(n2 − 2i)(n− 4ℓ+ n2)
(
1 +O
(
1
2ℓ− n2
))
.
For n2 = z(i) + 2i, we have that this ratio (ignoring the error term) is 1. Thus,
for k < z(i)α
′/3 with α′ ∈ (1.5, 2) satisfying 2α > 1 + α′/2,
f(i, z(i) + 2i+ k)
f(i, z(i) + 2i)
=
k∏
j=1
f(i, z(i) + 2i+ j)
f(i, z(i) + 2i+ j − 1)
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=
k∏
j=1
(2ℓ− z(i)− j − 2i)2
(z(i) + j)(n− 4ℓ+ z(i) + j + 2i)
(
1 +O
(
1
2ℓ− z(i)− j − 2i
))
=
k∏
j=1
(2ℓ− z(i)− 2i)2
z(i)(n− 4ℓ+ z(i) + 2i)
(
1− j2ℓ−z(i)−2i
)2 (
1 +O
(
1
2ℓ−z(i)−j−2i
))
(
1 + jz(i)
)(
1 + jn−4ℓ+z(i)+2i
)
=
k∏
j=1
exp
(
− 2j
2ℓ− z(i)− 2i −
j
z(i)
− j
n− 4ℓ+ z(i) + 2i+
+O
(
j2
(2ℓ− z(i)− 2i)2 +
j2
z(i)2
+
j2
(n− 4ℓ+ z(i) + 2i)2 +
1
2ℓ− z(i)− j − 2i
))
= exp
(
− k
2
2ℓ− z(i)− 2i −
k2
2z(i)
− k
2
2(n− 4ℓ+ z(i) + 2i)+
+O
(
k
z(i)
+
k
n− 4ℓ+ z(i) + 2i
)
+O
(
k3
(2ℓ− z(i)− 2i)2 +
k3
z(i)2
+
k3
(n− 4ℓ+ z(i) + 2i)2 +
k
2ℓ− z(i)− k − 2i
))
.
We have that the derivative of z(i) with respect to i is −8(ℓ − i)(n − ℓ −
i)/(n− 2i)2. Since n − ℓ − i ≥ n − 2ℓ ≥ 0, this implies that z(i) ≥ z(⌊δℓ⌋) for
all i ≤ δℓ. Moreover, z(⌊δℓ⌋) = Ω(ℓ2/n) = ω(1) because ℓ = ω(√n) (this holds
since ℓ2 = Ω(n2p) and np = ω(1)). Thus, using k < z(i)α
′/3 and α′ < 2, we
have that
k3
z(i)2
<
1
z(i)2−α′
≤ 1
z(⌊δℓ⌋)2−α′ = o(1),
and so k/z(i) = o(1) as well.
Using k < z(i)α
′/3,
k3
(2ℓ− z(i)− 2i)2 <
z(i)α
′
(2ℓ− z(i)− 2i)2 = O
(
(ℓ− i)2α′−2(n− 2i)2−α′
(n− 2ℓ)2
)
= O
(
nα
′−2α
)
= o(1),
where the first equation is by (4.4) and the fact that 2α′ − 2, 2 − α′ > 0, the
second equation is by noting that n− 2ℓ = Ω(nα) and ℓ− i, n− 2i ≤ n, and the
last equation holds because 2α > 1 + α′/2 and α′ < 2, implying that α′ < 2α.
We also have that
k3
(n− 4ℓ+ z(i) + 2i)2 <
z(i)α
′
(n− 4ℓ+ z(i) + 2i)2 =
4α
′
(ℓ − i)2α′(n− 2i)2
(n− 2i)α′(n− 2ℓ)4
= O
(
ℓ2α
′
(n− 2i)2−α′
(n− 2ℓ)4
)
= O
(
n2+α
′−4α
)
= o(1),
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where the first equation is by (4.4), the second equation follows from α′, 2−α′ >
0, the third equation is by n−2i, ℓ ≤ n and n−2ℓ = Ω(nα), and the last equation
holds because 2α > 1 + α′/2. Moreover, k3/(n− 4ℓ+ z(i) + 2i)2 = o(1) implies
that k/(n− 4ℓ+ z(i) + 2i) = o(1) as well. We have that
z(i)α
′/3
2ℓ− z(i)− 2i =
4α
′/3(ℓ− i)2α′/3
(n− 2i)α′/3
n− 2i
2(n− 2ℓ)(ℓ− i) = O
(
n2α
′/3−1n1−α
′/3
nα
)
= O
(
n−α+α
′/3
)
= o(1),
where the first equation is by (4.4), the second equation follows from ℓ−i, n−2i≤
n, α′ ∈ (3/2, 2) and n− 2ℓ = Ω(nα), and the last equation follows from the fact
that 2α > 1 + α′/2, which implies α > α′/3.
Thus, for any k < z(i)α
′/3,
f(i, z(i) + 2i+ k)
f(i, z(i) + 2i)
∼ exp
(
− k
2
2ℓ− z(i)− 2i −
k2
2z(i)
− k
2
2(n− 4ℓ+ z(i) + 2i)
)
.
Then, for k = O(1),
f(i, z(i) + 2i+ k)
f(i, z(i) + 2i)
= exp
(
O
(
− 1
2ℓ− z(i)− 2i −
1
2z(i)
− 1
2(n− 4ℓ+ z(i) + 2i)
))
.
We have that 2ℓ−z(i)−2i = Ω(ℓ(n−2ℓ)/n) and n−4ℓ+z(i)+2i = Ω((n−2ℓ)2/n).
This implies that f(i, z(i) + 2i + k)/f(i, z(i) + 2i) = 1 + O(1/z(i) + n/(ℓ(n −
2ℓ) + n/(n− 2ℓ)2) for k = O(1).
Note that the ratio between consecutive terms is decreasing as n2 increases
(moreover we can ignore the error in the ratio because we only need an upper
bound now). If k′ = zα
′′/3 with 1.5 < α′′ < α′, then∑
j≥k′ f(i, z(i) + 2i+ j)
f(i, z(i) + 2i)
≤ (1 + o(1))
∑
j≥k′
exp
(
− j
2
2z(i)
)
≤ (1 + o(1))
∑
j≥k′
exp
(
− jk
′
2z(i)
)
≤ (1 + o(1))
exp
(
− (k′)22z(i)
)
1− exp
(
− k′2z(i)
)
∼ exp
(
− (k
′)2
2z(i)
− ln
(
z(i)
k′
))
= o(1),
since z(i)1/2 < k′ < z(i)2/3 and z(i) = ω(1). Thus, we can ignore the terms
with z(i) + 2i+ j with j > k′. By similar computations, we have
f(i, z(i) + 2i− k)
f(i, z(i) + 2i)
∼ exp
(
− k
2
2ℓ− z(i)− 2i −
k2
2z(i)
− k
2
2(n− 4ℓ+ z(i) + 2i)
)
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and the lower tail can be bounded in the same manner. Thus,
fi ∼
z(i)α∑
k=−z(i)α
f(i, z(i) + 2i)×
× exp
(
− k
2
2ℓ− z(i)− 2i −
k2
2z(i)
− k
2
2(n− 4ℓ+ z(i) + 2i)
)
∼ f(i, z(i) + 2i)√n×
×
∫ ∞
y=−∞
exp
(
−y2
(
n
2ℓ− z(i)− 2i +
n
2z(i)
+
n
2(n− 4ℓ+ z(i) + 2i)
))
dy
∼ √π
(
1
2z(i)
+
1
2ℓ− z(i)− 2i +
1
2(n− 4ℓ+ z(i) + 2i)
)−1/2
f(i, z(i) + 2i)
= f ′i .
In the next lemma, we compute the ratio f ′i/f
′
i−1.
Lemma 16. Suppose that i ≤ δℓ. Then
f ′i
f ′i−1
=
z(i)2
8i(ℓ− i)2
(
1 + O
(
n
ℓ(n− 2ℓ)
)
+O
(
n
(n− 2ℓ)2
)
+O
(
1
z(i)
))
.
Proof. By (4.4), for i ≤ δℓ, we have
f ′i
f ′i−1
=
√√√√√√√
1
2z(i− 1) +
1
2ℓ− z(i− 1)− 2i+ 2 +
1
2(n− 4ℓ+ z(i− 1) + 2i− 2)
1
2z(i)
+
1
2ℓ− z(i)− 2i +
1
2(n− 4ℓ+ z(i) + 2i)
· f(i− 1, z(i) + 2i)
f(i− 1, z(i− 1) + 2i− 2) ·
f(i, z(i) + 2i)
f(i− 1, z(i) + 2i)
We will analyse each of these three ratios separately. The square of the first
ratio (the expression can be easily simplified using Maple) equals
(ℓ− i)2(n− 2i+ 2)3
(ℓ− i+ 1)2(n− 2i)3 = 1 +O
( 1
ℓ− i
)
+O
( 1
n− 2i
)
.
We have that 1/(ℓ − i) = O(1/ℓ) since i ≤ δℓ with δ < 1 and similarly, 1/(n−
2i) = O(1/ℓ). Thus, the first ratio is 1 + O(1/ℓ). Next, we analyse the second
ratio. Using that ℓ2/n→∞, it follows easily that z(i− 1)− z(i) = O(1). Thus,
we have that the second ratio is 1 +O(1/z(i) + n/(ℓ(n− 2ℓ)) + n/(n− 2ℓ)2) by
Lemma 15.
Finally, we analyse the last ratio. We use the same switching in the proof of
Lemma 14 to analyse the ratio f(i, n2)/f(i− 1, n2), where n2 = z(i) + 2i. As it
was shown that the number of ways to perform a switching is 8i(ℓ − i)(ℓ − i+
O(1)) = 8i(ℓ − i)2(1 + O(1/ℓ)), and the number of ways to perform an inverse
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switching is (n2 − 2(i − 1))(n2 − 2(i − 1) + O(1)) = z(i − 1)2(1 + O(1/z(i))).
Thus, we have
f(i, z(i) + 2i)
f(i− 1, z(i) + 2i) =
z(i)2
8i(ℓ− i)2
(
1 +O
(
1
ℓ
)
+O
(
1
z(i)
))
.
Proof of Theorem 5. For any m = pN + O(
√
Np), consider G(n,m). Apply
Theorem 11 with h = ℓ and (f ′j)
ℓ
j=1. By Lemma 15, we have that fj ∼ f ′j for
all 1 ≤ j ≤ ℓ. By our assumptions on p and ℓ, it is straightforward to verify
that ℓ3 = o(m2) and ℓ2 = Ω(m). Next, we show that the conditions (a)–(c) in
Theorem 11 hold for γ(n) := δℓ = 9ℓ/10. By Lemma 16, for 1 ≤ j ≤ Kℓ2/m,
we have that
rj =
z(j)2
8j(ℓ− j)2
(
1 +O
(
n
ℓ(n− 2ℓ)
)
+O
(
n
(n− 2ℓ)2
)
+O
(
1
z(j)
))
=
ℓ2
Nj
(
1 +O
(
j
ℓ
)
+O
(
n
ℓ(n− 2ℓ)
)
+O
(
n
(n− 2ℓ)2
)
+O
(
1
z(j)
))
.
We have that ℓ = Ω(n
√
p) = Ω(
√
n · √np) = ω(√n) since np → ∞. Using this
together with ℓ3 = o(n4p2), we obtain
n1+αp = ω
(
n1+α
ℓ3/2
n2
)
= ℓω
(
ℓ1/2
n1−α
)
= ℓω(n1/8)
and
n1+2αp = ω
(
n1+2α
ℓ3/2
n2
)
= ℓ2ω
(
n−1+2α
ℓ1/2
)
= ℓ2ω(n1/4).
This implies ℓ = o(n1+αp) and ℓ2 = o(n1+2αp). Thus, we have that
j
ℓ
≤ Kℓ
m
= O
(
ℓ
n2p
)
= O
(
n2p
ℓ2
)
·O
(
ℓ3
n4p2
)
= o
(
n2p
ℓ2
)
;
and
n
ℓ(n− 2ℓ) = O
(
n1−α
ℓ
)
= O
(
n2p
ℓ2
)
·O
(
ℓ
n1+αp
)
= o
(
n2p
ℓ2
)
;
and
n
(n− 2ℓ)2 = O
(
n1−2α
)
= O
(
n2p
ℓ2
)
· O
(
ℓ2
n1+2αp
)
= o
(
n2p
ℓ2
)
;
and
1
z(j)
= O
( n
ℓ2
)
= O
(
n2p
ℓ2
)
· O
(
1
np
)
= o
(
n2p
ℓ2
)
.
Thus, condition (a) holds. Now we will check condition (b). We have that for,
4ℓ2/m ≤ j ≤ δℓ,
rj ∼ z(j)
2
8j(ℓ− j)2 =
2(ℓ− j)2
j(n− 2j)2 .
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By computing the derivative of the RHS with respect to j and using n ≥ 2ℓ, it is
easy to see that the derivative is negative. At j = 4ℓ2/m, using ℓ2/(n3p) = o(1),
2(ℓ− j)2
j(n− 2j)2 ≤
m
2(n− 2j)2 =
m
2n2(1 + o(1))
≤ m
4N
(1 + o(1)).
So condition (b) holds. Condition (c) holds by Lemma 13 (with δ = 9/10).
Hence, we have thatXn,ℓ/EG(n,m)(Xn,ℓ)
p−→ 1 by Theorem 11. Since 1−p = Ω(1)
by assumption, we have βn,ℓ = Ω(ℓ/
√
pn) = Ω(1). Then Theorem 5 follows by
Theorem 12.
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