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ABSTRACT: We develop an alternative formulation in the energy-domain to calculate the second order Møller-Plesset 
(MP2) perturbation energies. The approach is based on repeatedly choosing four random energies using a non-separable 
guiding function, filtering four random orbitals at these energies, and averaging the resulting Coulomb matrix elements 
to obtain a statistical estimate of the MP2 correlation energy. In contrast to our time-domain formulation, the present 
approach is useful for both quantum chemistry and real-space/plane wave basis sets. The scaling of the MP2 calculation 
is roughly linear with system size, providing a useful tool to study dispersion energies in large systems.  This is demon-
strated on a structure of 64 fullerenes within the SZ basis as well as on silicon nanocrystals using real-space grids.  
The second order Møller-Plesset (MP2) perturbation theory is 
one of the simplest and most fundamental forms used to in-
troduce correlations in electronic structure calculations.1 The 
formal MP2 expression can be manipulated into the following 
form: 
 = − 	
| + 	
| − 	
||	
 +  −  −   (1)  
where 	
| and 	
| are the Coulomb and exchange 
matrix elements, respectively,  is the orbital energy, and the 
indices ,  and 	, 
 refer to occupied and virtual states, re-
spectively. Direct application of Eq.  (1) involves CPU time 
scaling as 		with the size of system (. Such scaling 
severely caps the size of systems which can be studied and 
serves as a driving force to develop more efficient computa-
tional schemes.2-12 In these methods, linear scaling emerges 
once the system is larger than the one particle density matrix 
range, typically above a few tens of thousands of atoms, lim-
iting the efficacy of the methods considerably.  
In a previous paper 13 we developed an expeditious stochastic 
approach to obtain the MP2 energy, whereby the energy de-
nominator in Eq. (1) is replaced by integration over a real-
time correlation function and the exact eigenstates are re-
placed by arbitrary combinations of random states filtered to 
be in the occupied and virtual space, respectively. Applica-
tion to hydrogen passivated silicon nanocrystals with thou-
sands of electrons represented on a real-space grid provided 
accurate estimates of the MP2 energies in systems far beyond 
the capabilities of present day MP2 implementations. Other 
stochastic schemes have been recently proposed to reduce the 
computational workload of the MP2 calculation,14,15 or other 
approaches to treatment of electron correlations.13,16-18  
Here we present an alternative stochastic approach, akin to 
our previous work on multiexciton generation rates19, more 
suitable for quantum chemistry basis-sets and nearly as effi-
cient for grid-based representation. The approach is based on 
choosing four random energies using a non-separable guiding 
function and then filtering four random orbitals at these ener-
gies. The MP2 energy is then estimated as an average over 
different combinations of random orbitals, where for each 
combination we calculate the contribution to the MP2 energy 
given by Eq. (1) with a proper weight.  
The motivation for the development of the present energy-
domain method is to avoid the costly repeated estimates of 
the Coulomb matrix elements in the time domain formula-
tion. In real-space/plane-wave basis this is relatively cheap, 
but when quantum-chemistry basis sets are used, the estima-
tion of the Coulomb integral at each time step becomes the 
most demanding portion of the calculation, and thus, prohib-
its application to large systems. In contrast, the energy-
domain formulation requires the evaluation of a single Cou-
lomb integral for each set of random orbitals, providing a 
framework for a stochastic MP2 approach suitable for quan-
tum chemistry basis sets. 
To start, let us note the following relation, replacing a sum 
over states by an average …  over random orbitals	 : 
 !"#$%#&∈()) = *! +",#$%#,&- . (2)  
where: 
  ≡ ,  = 01 − 234 − 56 	  (3)  
is a “projected” random occupied orbital at energy , 34 = 7 489:;4:: is a squared Lorentzian filter function, 6 = <= − 5 is the density of states (DOS), 0> is the 
Heaviside step function, and 1 is the chemical potential. Sim-
ilarly, for a virtual orbital we have an analogous expression 
with the following random orbitals: 
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	  ≡ 	,  = 0 − 1234 − 56 	  (4)  
With this notation the MP2 energy can be written as:   
 = −* ?@A +  −  −  B@A.C@A, (5)  
where @A is shorthand notation for	D, , , E and @A for D ,  ,  , E,	B@A = 66FG66, and the pos-
itive definite coupling	?@A = "	
| + 	
| −	
||	
&@A. The integrand in Eq.  (5) has contributions 
from the Coulomb matrix elements which depend on the 's 
and the density of states and the denominator which also de-
pends on the 's in an obvious way. To perform the integral, 
we need to evaluate it using a Monte Carlo procedure with 
importance sampling based on a guiding function	H@A: 
 = −* ?@AB@AF +  −  − GH@AH@A.C@A (6)  
We find that a guiding weight of the form  
H@A = B@AF +  −  − GIJ
× L 1N −  − F − GO + P
+ 1N −  −  − O + PQ, 
(7)  
works quite well and the numerical fluctuations are fairly 
insensitive to the values of P (chosen here as P = RRSS and T = 3). This function accounts for the fact that the coupling 
matrix elements tend to be large whenever the particle-hole 
pairs are close in energy, i.e., whenever  −  ≈  −  or  −  ≈  − .   
We applied the energy-domain formalism using a Gaussian 
basis set, where the W ×W overlap and Hamiltonian matri-
ces, X and 5 (W is the size of the basis) are transformed to an 
orthogonal basis, 5Y = XIZ:5XIZ:		and then we 
ize	5Y = [[\ . The density of states is constructed explicitly 
from the eigenvalues of	5Y, e.g.:  
6 = 34 − ]R . (8)  
Then, in each calculation we randomly sampled four energies 
from the weight function	H@A and also chose four orbitals 
described by random coefficients (with respect to the basis 
set), . These coefficients are uniformly generated in the 
range−√3 <  < √3, where	a = 1,… ,W. This choice en-
sures that the components of the random vectors are mutually 
orthonormal on average, i.e.,	b = 3b. The four random 
orbitals are then filtered, e.g. when the energy is smaller than 1 one obtains an occupied random orbital:  
c,̅ = 234 − 6 . (9)  
Similarly, for a virtual random orbital one obtains: 
c,̅ = 234 − 6  . (10)  
The four orbital are then rotated to the original atomic basis, , = XIZ:[c̅ and		, = XIZ:[	e. Finally, the two-electron 
integrals |	
 involving the four random orbitals are per-
formed on a 3D real-space grid, applying fast Fourier tech-
niques for the convolution operation.  
There are several sources for numerical errors in estimation 
of the MP2 energy in a given basis. The systematic errors 
result from the parameter f in the squared-Lorentzian but this 
can be controlled to a desired predefined accuracy. Stochastic 
errors (SE) are due to random fluctuations and can be con-
trolled by repeated sampling. After g samplings (iterations) 
the SE is equal to XR/√g where XR is the "SE per iteration".
  
We now describe applications of the method for small and 
medium sized molecules, and for huge fullerene clusters 
(with 36 and 64 fullerenes) with over 15,000 basis functions. 
We used the Siesta package 20 within the SZ, DZ and DZVP 
Siesta basis sets.  The results of these MP2 energy calcula-
tions are summarized in Table 1. For small molecules, we 
compare the results of the stochastic calculations with the 
explicit summation results of Eq.  (1), referred to as ‘deter-
ministic’. We provide details about the basis set used, the 
total number of basis function, the number of stochastic sets 
of orbitals used (iterations), the statistical error in the MP2 
energy per electron (SE), the SE per iteration and whether the 
guiding weight function was used or not. 
We find that the MP2 correlation energy per electron is 
roughly independent of the system size for systems with simi-
lar electronic character. This is certainly the case for Ben-
zene, Naphthalene and Pentacene series (/ ≈ 0.52 −0.56 eV) and also for varying sizes of Fullerene clusters 
(/ ≈ 0.68 − 0.70 eV). 
The SE per iteration decreases somewhat with the size of the 
system. For example, the SE per iteration decreases from 2.7 
eV to 2.0 eV when a fullerene is replaced by a fullerene clus-
ter.  Similarly, the SE per iteration reduces from 5.6 eV to 3.7 
eV going from Benzene to Pentacene. This is in contrast to 
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the time-domain algorithm, where the SE decreased and then 
leveled off for a linear chain model and increased and leveled 
off for a 3D silicon nanocrystal (see more below).  The reduc-
tion of the SE per iteration indicates that the energy formula-
tion of MP2 benefits from self-averaging, again in contrast to 
the time-domain approach. Furthermore, as the basis increas-
es the SE per iteration increases from 2.7eV to 7.1eV, which 
is natural since the MP2 energy also increases by a similar 
factor. 
 
Table 1: MP2 energies (all energies are per electron, in eV) using Siesta basis sets with the Stochastic Energy-domain approach for a range of 
molecules, up to clusters of 36 and 64 fullerenes (with center-to-center distances of 10 Angstrom).   For small molecules we compare the 
stochastic results with the traditional explicit summation results. The SE per iteration is the SE multiplied  by the square root of the number 
of iterations. Catechol-Fullerene refers to a fullerene derivative with a catechol molecule fused to an open fullerene cage through a 2-carbon 
linker. 
Molecule op Basis set q r sqtu/op vs √r × vs Guiding 
Function? 
Deterministic Stochastic 
Water 8 SZ 6 1048576 0.197 0.196 0.002 1.5 N 
8 DZVP 23 1048576 1.015 1.029 0.012 12.6 N 
Ethylene 12 SZ 12 4194304 0.447 0.454 0.006 12.7 N 
Benzene 30 SZ 30 4194304 0.521 0.523 0.005 11.1 N 
30 SZ 30 1048576 0.521 0.522 0.005 5.6 Y 
Naphthalene 48 SZ 48 1048576 0.558 0.557 0.004 4.5 Y 
Pentacene 102 SZ 102 1048576  0.560 0.004 3.7 Y 
Catechol-Fullerene 290 SZ 286 524288  0.709 0.004 2.7 Y 
290 DZ 572 524288  0.995 0.005 3.6 Y 
290 DZVP 940 524288  1.442 0.009 6.8 Y 
Fullerene 240 SZ 240 1048576  0.678 0.003 2.7 Y 
240 DZ 480 1048576  0.981 0.005 5.1 Y 
240 DZVP 780 1048576  1.434 0.007 7.1 Y 
Fullerene 3 × 3 × 4 8640 SZ 8640 131072  0.704 0.006 2.2 Y 
Fullerene 4 × 4 × 4 15360 SZ 15360 65536  0.696 0.008 2.0 Y 
In Table 2 we show in more detail, the effect of the guiding 
function on the SE for a set of molecules. It reduces the SE 
per iteration by approximately	2 for the smallest molecule 
and nearly a factor of	4 for the largest, implying reduction of 
the number of stochastic orbitals required to achieve a given 
SE by a factor 4 for smaller molecules and 16 for larger ones.  
Table 2: The effects of the guiding function. The guiding function 
reduces the dispersion in the MP2 energies by a factor of 2-4, there-
by reducing the number of iterations by 4-16. For all cases  g = 10x.   
Molecule 
Basis Set Guiding 
function? 
sqtuop  vs √r × vs 
Benzene SZ 
N -0.518 0.010 10.1 
Y -0.522 0.005 5.6 
Naphthalene SZ 
N -0.548 0.009 8.8 
Y -0.557 0.004 4.5 
Pentacene SZ 
N -0.583 0.015 15.8 
Y -0.560 0.004 3.7 
Fullerene 
SZ 
N -0.700 0.008 8.6 
Y -0.678 0.003 2.7 
DZ 
N -0.972 0.013 13.7 
Y -0.980 0.005 5.1 
DZVP 
N -1.448 0.023 23.6 
Y -1.433 0.007 7.1 
The principles of our energy-domain stochastic approach can 
also be applied to a real-space-grid or plane-waves represen-
tation. Here, the underlying basis is orthogonal so there is no 
overlap matrix to consider, on the other hand the Hamiltonian 
matrix is too large to be diagonalized and so iterative sparse 
matrix techniques must be applied. The random orbitals (cf. 
Eqs.  (3) and  (4)) can be obtained similarly to in ref. 13 by ex-
panding y34 − 5 as a Chebyshev expansion.21 From the 
structure of the Chebyshev series it is possible to obtain sev-
eral stochastic orbitals of different  from a single expansion 
and we use this property to obtain 4 unoccupied and 16 occu-
pied orbitals. In addition, the density of states 6 is calcu-
lated separately using a stochastic trace formula as in refer-
ence.19 Finally, the two electron integrals for the orbitals on 
the grid are obtained using fast Fourier convolution tech-
niques. 
We apply the energy-domain stochastic method to hydrogen 
passivated spherical silicon nanocrystals (NCs) of several 
sizes. We use a semi-empirical pseudopotential model to con-
struct the single particle Hamiltonian 22 and a real-space grid 
to represent the single particle orbitals.23 In Table 3 we sum-
marize the results for three systems sizes: Si35H36, Si87H76, 
and Si353H196. The total number of electrons varies from 176 
to 1608 and the size of the Hamiltonian matrix from 32z to 64z.  Since a direct calculation of the MP2 correlation energy 
is prohibited for these NCs, we compare the current approach 
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to our previous time-domain stochastic approach.13 
The agreement between the energy- and time-domain sto-
chastic approaches is excellent for the smaller NCs (differ-
ences are well within the SE). For the largest NC, we find 
small deviations between the two approaches, which may 
result from systematic errors introduced by the finite Cheby-
shev expansion length.  For the smaller NC, we find that 
within the SE, 2048 Chebyshev terms are sufficient to con-
verge the MP2 correlation energy to within 0.04 eV/atom. 
For the larger NC, however, one would require a longer Che-
byshev expansion since the quasi-particle gap is smaller by 
nearly a factor of 2 compared to the smaller NC. Tests of the 
effect of the length of the Chebyshev series for the larger NC 
require more work and larger computational resources. 
Table 3: Comparison between the energy (present) and time (ref. 13) 
domain stochastic MP2 calculations for hydrogen passivated silicon 
nanocrystals. The number of stochastic orbitals used is 50,000 for 
the energy-domain results and 2,500 for the time-domain results.  
Nanocrystal: v{|}~| v{~ v{|}|~ 
 176 424 1608 W 32768 110592 262144 
  Energy-domain -1.03 -1.07 -1.23 Time domain -1.06 -1.13 -1.31 
X Energy-domain 0.03 0.04 0.04 
Time domain 0.02 0.03 0.04 
√I × SE Energy-domain 6.8 8.7 8.6 Time domain 0.8 1.3 1.8 
Ratio of computational work 4.8 3.3 1.4 
It is interesting to note that the SE per iteration in the energy-
domain calculations, which does not incorporate the guiding 
function, are much larger in comparison to the time-domain 
approach. However, since the time-domain approach requires 
in addition to the filtering step, a propagation step, the overall 
ratio of computational work is between 1.4 and 4.8 depending 
on the size of the NC. For the larger NC, this ratio should be 
multiplied by 2 if an appropriate length of the Chebyshev 
expansion is used. On the other hand we did not use a guiding 
function in these calculations, and that would have allowed us 
to reduce the energy-domain computational effort by a factor 
of 2-4 based on the results reported in Table 2.  
Table 4: The MP2 correlation energy and SE for SizHzx for differ-
ent values of the Chebyshev expansion length. 
Expansion length: 2048 4096 8192 
Stochastic MP2 energy -1.066 -1.029 -1.085 
SE 0.04 0.03 0.03 
SE per iteration 9.2 6.8 6.8 
To summarize, we developed an energy-domain stochastic 
method for estimating the MP2 energy which gives con-
verged per-electron properties.  For a basis of contracted 
Gaussian functions (CGF), the energy-domain approach is 
more suitable than our previous time domain approach. A key 
element is the introduction of a guiding function which we 
find to reduce the computational effort by a factor of 4-16. 
The approach is also suitable for a real-space-grid or plane-
waves representation where the time domain approach seems 
more suitable, but the energy-domain approach seems to 
work nearly as fast when the system size increases. 
Our results show that it is feasible to perform MP2 correla-
tion energy calculations even for very large systems. For 
CGF basis sets, assuming that the Hartree-Fock orbitals and 
orbital energies are available, our MP2 approach scales as  log. In the real-space-grid or plane-waves application 
the unoccupied orbitals and energies are not known and we 
rely on application of filters to random wave functions (ap-
plied using Chebyshev expansions) and the scaling is also log.   
QG is grateful for support from the Fellowship for Students 
of Basic Subjects (Zhejiang University) during a stay in 
UCLA.  YG and DN were supported by NSF grant CHE-
1112500. RB and DN were supported by the US-Israel Bi-
national Foundation (BSF). ER would like to thank the Israel 
Science Foundation (grant number 611/11) for financial sup-
port and the Marko and Lucie Chaoul Chair. We thank Chris 
Arntsen for valuable discussions and Rob Thompson for 
providing the structure for the Catechol-Fullerene derivative. 
(1) Møller, C.; Plesset, M. S. Phys. Rev. 1934, 46, 618. 
(2) Weigend, F.; Häser, M.; Patzelt, H.; Ahlrichs, R. Chem. Phys. 
Lett. 1998, 294, 143. 
(3) Schutz, M.; Hetzer, G.; Werner, H.-J. J. Chem. Phys. 1999, 
111, 5691. 
(4) Hetzer, G.; Schutz, M.; Stoll, H.; Werner, H. J. J. Chem. Phys. 
2000, 113, 9443. 
(5) Werner, H. J.; Manby, F. R.; Knowles, P. J. J. Chem. Phys. 
2003, 118, 8149. 
(6) DiStasio, R. A.; Jung, Y. S.; Head-Gordon, M. J. Chem. Theor. 
Comp 2005, 1, 862. 
(7) Hattig, C. In Computational Nanoscience: Do It Yourself; 
Grotendorst, J., Bl¨ugel, S., Marx, D., Eds.; John von Neumann 
Institute for Computing: J¨ulich,, 2006. 
(8) Izmaylov, A. F.; Scuseria, G. E. Phys. Chem. Chem. Phys. 
2008, 10, 3421. 
(9) Doser, B.; Lambrecht, D. S.; Kussmann, J.; Ochsenfeld, C. J. 
Chem. Phys. 2009, 130, 064107. 
(10) Olivares-Amaya, R.; Watson, M. A.; Edgar, R. G.et al. J. 
Chem. Theor. Comp 2009, 6, 135. 
(11) Doser, B.; Zienau, J.; Clin, L.et al. Z Phys Chem 2010, 224, 
397. 
(12) Hohenstein, E. G.; Parrish, R. M.; Martinez, T. J. J. Chem. 
Phys. 2012, 137, 044103. 
(13) Neuhauser, D.; Rabani, E.; Baer, R. J. Chem. Theor. Comp 
5 
2013, 9, 24. 
(14) Thom, A. J. W.; Alavi, A. Phys. Rev. Lett. 2007, 99, 143001. 
(15) Willow, S. Y.; Kim, K. S.; Hirata, S. J. Chem. Phys. 2012, 137, 
204122. 
(16) Neuhauser, D.; Rabani, E.; Baer, R. J. Phys. Chem. Lett. 2013, 
4, 1172. 
(17) Baer, R.; Neuhauser, D.; Rabani, E. Phys. Rev. Lett. 2013, 111, 
106402. 
(18) Baer, R.; Neuhauser, D. J. Chem. Phys. 2012, 137, 051103. 
(19) Baer, R.; Rabani, E. Nano Lett. 2012, 12, 2123. 
(20) Artacho, E.; Anglada, E.; Dieguez, O.et al. J. Phys.: Condens. 
Mater. 2008, 20, 064208. 
(21) Kosloff, R. J. Phys. Chem. 1988, 92, 2087. 
(22) Wang, L. W.; Zunger, A. J. Phys. Chem. 1994, 98, 2158. 
(23) Rabani, E.; Hetenyi, B.; Berne, B. J.; Brus, L. E. J. Chem. 
Phys. 1999, 110, 5355. 
 
 
