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Abstract 
 
Software quality assurance becomes especially critical if bioinformatics tools are to be used 
in a translational medical setting, such as analysis and interpretation of biological data. We 
must ensure that only validated algorithms are used, and that they are implemented correctly 
in the analysis pipeline – and not disrupted by hardware or software failure. In this thesis, I 
review common quality assurance practice and guidelines for bioinformatics software testing. 
Furthermore, I present a novel cloud-based framework to enable automated testing of genetic 
sequence alignment programs. This framework performs testing based on gold standard 
simulation data sets, and metamorphic testing. I demonstrate the effectiveness of this cloud-
based framework using two widely used sequence alignment programs, BWA and Bowtie, 
and some fault-seeded ‘mutant’ versions of BWA and Bowtie. This preliminary study 
demonstrates that this type of cloud-based software testing framework is an effective and 
promising way to implement quality assurance in bioinformatics software that is used in 
genomic medicine. 
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Chapter 1 – Introduction 
1.1 Background 
 
With recent advances in computational technologies the result of many medical and 
bioinformatics research studies now relies on programs that are often performing 
computation on a massive amount of data (Chen et al., 2009). The correctness of 
bioinformatics programs is critical, and false output in such programs may lead to incorrect 
interpretation of data and misguide downstream experimentation.  
 
 
1.2 Problem of Software Testing in Bioinformatics 
 
Nowadays, an increasing number of scientists write their own computer code in their research 
projects (Merali, 2010). According to a recent study, many scientists claimed that they have 
learned programming by self-practice and many of them are not familiar with common 
practices and guidelines of software quality assurance techniques (Merali, 2010). In another 
study, a comparison of five commonly used different variant calling pipelines revealed that 
there was a low concordance among the output of the five pipelines (less than 60%) (O’Rawe 
et al., 2013). While it is impossible to directly determine whether the discordance was caused 
by issues in the algorithms themselves (making it a validation problem) or incorrect 
implementation of the algorithms (making it a verification problem), these results clearly 
indicate the need of improved software validation and verification in scientific fields, 
especially in bioinformatics programs that may be used in a clinical genomics context.  
 
There have been a lot of studies on testing software programs (Myers et al., 2011). Many 
testing methods have been introduced and have helped software developers and software 
testers to identify potential faults in the programs. Common software testing routines consist 
of execution and verification of a set of program inputs, called test cases. One major 
challenge of testing bioinformatics programs is that it is often not possible to verify the 
correctness of the program output. This is referred to as the oracle problem (Chen et al., 
2009). An oracle is defined as “A mechanism, which can systematically verify the 
correctness of a test result for any given test case” (Chen et al., 2003; Weyuker, 1982). This 
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means, with the lack of oracle, it is often very hard or sometimes impossible (with defined 
costs) to evaluate the correctness of the results produced by these large and complex 
programs. There is a need to adopt state-of-the-art software testing strategies to 
systematically verify and validate these bioinformatics programs. 
 
 
1.3 Contribution 
 
In this thesis, we propose a novel approach to software testing of sequence alignment 
programs and help bioinformaticians by providing them a fast and scalable cloud-based 
testing framework for this kind of bioinformatics software. Our approach deals with the 
problem of verification, and to some extend validation, of bioinformatics programs (see 
Chapter 2 for a discussion of software verification and validation). This framework not only 
enables testing by a collection of gold standard datasets, it also implements metamorphic 
testing, which is a state-of-the-art approach that deals with the oracle problem. This 
framework allows bioinformaticians and software developers not only to test the current 
sequence alignment programs, but also enables them to upload any other future programs and 
get detailed testing reports. 
 
The contribution of my research on the bioinformatics and software testing community 
include: 
 
1. A literature review of bioinformatics software testing (Chapter 2 and Kamali et al 
2015) 
 
2. A cloud-based implementation of a parallelized gold standard and MT framework for 
testing sequence alignment programs (Chapter 3) 
 
3. Systematic evaluation of the usefulness of our MT framework (Chapter 4). 
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1.4 Thesis Overview 
 
This thesis starts by reviewing the bioinformatics and software-testing field in Chapter two. 
This review contains many terms and definitions along with an overview of software testing. 
This chapter also includes study of different software testing methodologies. It also includes 
the detailed explanation of current problems in bioinformatics and bioinformatics software 
testing. The content of this chapter has been published as a review article in journal  
Biophysical Reviews (Kamali et al., 2015). 
 
In Chapter three, we propose a cloud-based framework that enables automated and systematic 
testing of genetic sequence alignment programs using metamorphic testing, and a collection 
of gold standard data sets. This chapter also explains the motivation for the use of the cloud 
computing paradigm, and the system architecture. 
 
In Chapter four, we evaluate the application of our framework to test two widely used DNA 
sequence aligners: BWA and BOWTIE. To test the effectiveness of the framework, we 
artificially introduced ‘faults’ (i.e., mutations), into the source code of BWA and BOWTIE. 
The mutated programs are then compiled and subjected to testing on our cloud-based 
framework. We found that framework is effective at identifying mutants, yet some mutants 
are harder to be identified, suggesting the future need to construct more effective test cases. 
 
In Chapter five, we conclude this thesis by considering the limitations of our study followed 
by proposing future work.  
 
This Thesis includes several appendices containing the details of my research achievements 
and contribution. It also provides the detailed guidelines and instructions of using the 
proposed cloud based testing framework. 
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Chapter 2 - Literature review 
 
2.1 Introduction 
 
Nowadays, the use of computer programs is pervasive in many areas of biomedical sciences, 
especially in biophysics, genomics, proteomics, biotechnology and medicine. Rapid 
accumulation of high-throughput datasets and an increasing focus on systems-level biological 
modelling increase the size and complexity of bioinformatics programs. This poses a great 
challenge in developing a good testing strategy to ensure the reliability of the design and 
implementation of these programs (Chen et al., 2009). 
 
Nonetheless, the mechanism of scrutinizing the software implementation of these programs is 
often far less comprehensive than the rigorous peer review process of the research articles 
that describe the programs’ applications (Check Hayden, 2015). The potentially widespread 
problem of errors or misuses of scientific computing in biology and medicine is highlighted 
by recent news and commentary articles in top-tier journals such as Nature and Science 
(Joppa et al., 2013; Merali, 2010), and the problem could be attributed to a lack of proper 
software verification and validation (Alden and Read, 2013; Check Hayden, 2013). Incorrect 
computed results may lead to wrong biological conclusions and may misguide downstream 
experiments. In some cases, it may lead to retraction of scientific papers (Check Hayden, 
2015).  
 
This problem is especially critical if these programs are to be used in a translational clinical 
setting, such as the analysis of whole genome sequencing data for identifying genetic variants 
in a patient’s DNA sample. In a genetic variant calling pipeline, one must have high 
confidence that the resulting variant calls have high sensitivity and specificity. A recent 
comparison of five commonly used variant-calling pipelines demonstrates that the overall 
concordance of the variant calls was low (only 57.4 % for single nucleotide variants and 
26.8% for indels were concordant across the tested pipelines) (O’Rawe et al., 2013). The 
study found that a large portion of pipeline-specific variant calls could be validated by 
independent means, suggesting that each pipeline may be missing a lot of genuine genetic 
variants. This is particularly troubling, since although false positive variant calls can be 
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distinguished from true positives through external validation, it is almost impossible to 
systematically distinguish false negatives from the vast amount of true negatives.  
 
Besides variant calling, the use of different variant annotation programs and transcript 
annotation files can also make a substantial difference in annotation results that are not 
commonly appreciated. McCarthy et al. (2014) recently examined the effect of using 
different transcript annotations and different variant annotation programs. They found that a 
non-trivial proportion of variants were annotated differently due to the use of different 
transcript annotations, or different programs (McCarthy et al., 2014). These troubling reports 
highlight the need to ensure that bioinformatics pipelines are subjected to better verification 
and validation.  
 
Software testing is an important step towards developing high quality software. Nonetheless, 
many developers of scientific software find implementing software testing challenging. In a 
recent survey of nearly 2000 scientists, it was found that in the past five years 45% of 
scientists spent more time developing software, but less than half of them had a good 
understanding of software testing (Hannay et al., 2009; Merali, 2010). Performing proper 
software testing can be a time-consuming task, accounting for up to 50 % of the total 
software development time (Myers et al., 2011). Therefore, it is especially important to make 
sure we use effective and systematic software testing strategies.  
 
Many efficient software testing concepts and techniques have been developed over the years 
(Myers et al., 2011). Recently, some groups, including ours, are beginning to adopt state-of-
the-art software testing techniques to test scientific software (Baxter et al., 2006; Murphy et 
al., 2009a), including bioinformatics software (Chen et al., 2009). This review begins by 
outlining several key concepts in software testing, followed by discussing state-of-the-art 
testing techniques. Furthermore, we review recent case studies that have applied various 
software test strategies to verify or validate bioinformatics software.  
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2.2 Software Testing Definitions and Concepts  
 
Software testing is the process of actively identifying potential faults in a computer program. 
Software testing can be static or dynamic. Static testing involves code review or inspection, 
whereas dynamic testing involves execution of the Program Under Test (PUT) using a given 
set of test cases. The rest of the review focuses on techniques for dynamic software testing. In 
dynamic software testing, the PUT can be thought of as implementation of a (mathematical or 
computational) function f(x) = y where x represents all valid input from the input domain and 
y represents all possible outputs. The goal of verification is to show that for a given 
implementation fPUT of PUT, fPUT(x) = f(x) for all possible x from the input domain. An input 
xfailure is a failure causing input if fPUT(xfailure)!= f(xfailure), and the PUT is deemed to contain a 
failure. A failure reveals an underlying fault in the implementation of the program, which in 
turn is a manifestation of an error introduced by the programmer (Lanubile et al., 1998). 
Common terminologies used in the software testing field are summarized in Table 1.1.  
 
Table 1.1 Definition of commonly used terms in software testing 
Key Term Definition 
Validation “The process of evaluating a system or component during or at the end of the 
development process to determine whether it satisfies specified requirements.” 
(IEEE, 1990) 
Verification “The process of evaluating a system or component to determine whether the 
products of given development phase satisfy the conditions imposed at the start 
of that phase.” (IEEE, 1990) 
Quality Control “A set of activities designed to evaluate the quality of developed or 
manufactured products.” (IEEE, 1990) 
Quality Assurance “A planned and systematic pattern of all actions necessary to provide adequate 
confidence that an item or product conforms to established technical 
requirements.” (IEEE, 1990) 
Test Case 
“A set of test inputs, execution conditions, and expected results developed for 
a particular objective, such as to exercise a particular program path or to verify 
compliance with a specific requirement.” (IEEE, 1990) 
Test Suite 
“A set of several test cases for a component or system under test, where the 
post condition of one test is often used as the precondition for the next one.” 
(ISTQB, 2015) 
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Test Reliability 
“A test T is called reliable if it can reveal error in program P if P has 
implemented incorrectly. It is important to note that it has been proven that 
there is no testing strategy that can check the reliability of all programs.” 
(Howden, 1976) 
Regression Testing 
“Testing of a previously tested program following modification to ensure that 
defects have not been introduced or uncovered in unchanged areas of the 
software, as a result of the changes made. It is performed when the software or 
its environment is changed.” (ISTQB, 2015) 
Oracle “A mechanism, which can systematically verify the correctness of a test result for any given test case.” (Liu et al., 2014) 
Test Oracle 
Problem 
“The oracle problem occurs when either an oracle does not exist, or exists but 
is too expensive to be used.” (Liu et al., 2014) 
Black-Box Testing 
“Testing that ignores the internal mechanism of a system or component and 
focuses solely on the outputs generated in response to selected inputs and 
execution conditions.” (IEEE, 1990) 
White-Box Testing 
“Testing that takes into account the internal mechanism of a system or 
component. Types include branch testing, path testing, statement testing.” 
(IEEE, 1990) 
Test Coverage “The degree to which a given test or set of tests addresses all specified requirements for a given system or component.” (IEEE, 1990) 
Fault 
“Fault – concrete manifestation of an error within the software. One error may 
cause several faults, and various errors may cause identical faults.” (Lanubile 
et al., 1998) 
 
Error 
“Defect in the human thought process made while trying to understand given 
information, solve problems, or to use methods and tools. In the context of 
software requirements specifications, an error is a basic misconception of the 
actual needs of a user or customer.” (Lanubile et al., 1998) 
 
Failure 
“Departure of the operational software system behavior from user expected 
requirements. A particular failure may be caused by several faults and some 
faults may never cause a failure.” (Lanubile et al., 1998) 
 
Successful Test “A test that cannot reveal any error in the implemented software using given test case.” (Chen et al., 1998) 
Static Testing “Testing of a component or system at specification or implementation level without execution of that software, e.g. reviews or static analysis.” (ISTQB) 
Dynamic Testing “Testing that requires the execution of the test item.” (IEEE, 2013) 
 
Majority of these terms are defined in IEEE Standard Glossary 610.12-1990 (IEEE 1990) and International 
Software Testing Qualification Board Glossary (ISTQB 2015) and ISO/IEC/IEEE 29119 (IEEE 2013). 
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A PUT may fail because of incorrect implementation of the algorithm (i.e., the verification 
problem), or a mismatch between the algorithm and the intended behavior (i.e., the validation 
problem). In other words, verification asks, “Are we building the software right?” whereas 
validation seeks to answer, “Are we building the right software?” In addition to the 
limitations of the algorithm and implementation, failure can also be caused by incorrect 
expectations of the intended use of a program (Joppa et al., 2013), and runtime hardware or 
system failure. For the rest of this review, we mainly focus on methods that test the 
limitations of the implementation of the program, i.e., verification, but some ideas can be 
extended to validation as well.  
 
 
2.3 Why is Bioinformatics Software Testing Difficult?  
 
There are two main challenges in testing scientific software, especially bioinformatics 
software: the oracle problem and the test case selection problem.  
 
2.3.1 The Oracle Problem  
 
In dynamic software testing, an oracle is a mechanism that decides if the output of the PUT is 
correct given any possible input (Barr et al., 2015). This mechanism is most useful if it is 
computationally simpler than the algorithm of the PUT.  
Without a tangible oracle, the choice of test cases is greatly limited to those special test cases 
where the expected outputs are known or there exists a way to easily verify the correctness of 
the testing results. In particular, an oracle problem is said to exist when: (1) “there does not 
exist an oracle” or (2) “it is theoretically possible, but practically too difficult to determine 
the correct output” (Chen et al., 2003; Weyuker, 1982). The existence of a practical oracle is 
essential when performing systematic program testing. Many bioinformatics programs suffer 
from the oracle problem since they often deal with large input and output data, and 
implement complex algorithms. Consider the situation of the molecular dynamic simulator or 
a short read sequence aligner. In both cases, the correctness of the output is very hard to 
verify.  
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2.3.2 The Test Case Selection Problem  
 
In dynamic software testing, the main approach is to execute a set of test cases. If a failure is 
detected after executing a test case, a fault is identified. However, not all test cases can 
trigger a failure even if the PUT contains one or more faults. Therefore, an effective software 
testing strategy often aims to identify the smallest set of test cases that reveals as many 
different faults as possible. A test case is simply an input drawn from the input space of the 
software. Many bioinformatics programs have a large input space, and it is often 
computationally challenging to automatically survey this space efficiently to identify the 
most failure-revealing test cases. This is the test case selection problem. A good software 
testing methodology often makes use of some knowledge of the likely position of failure-
causing input to select potentially fault-revealing input as test cases.  
 
 
2.4 Software Testing Methodologies  
 
Many methods have been developed in the software testing field. Many of them are designed 
to address the oracle and the test case selection problems. In the following sections, we 
review several testing methods that are commonly used in the area of scientific computing, 
with a focus on their advantages and limitations. This is not an extensive list of methods, but 
rather a selection of methods that illustrate important concepts and considerations when 
developing a software testing strategy. These methods are illustrated in Fig.2.1 and 
summarized in Table 1.2.  
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Fig. 2.1 Comparison of different testing techniques 
 
 
Table 2.2 Comparison of advantages and disadvantages of testing techniques 
Methodology Test case 
selection 
Test case 
coverage 
Testing output Requires 
oracle?  
Alleviates the  
oracle.problem? 
Special Case 
Testing 
Predefined Limited Faulty/Not faulty No No 
NVP Input space Input space Concordant/Discordant No Yes 
RT/ART Random Input space Faulty/Not faulty Yes No 
MT Based on 
relations 
Nearly all 
input space 
Satisfied/Not Satisfied No Yes 
NVP: N-version programming; RT: random testing; ART: adaptive random testing; MT: metamorphic testing 
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2.4.1 Special Test Case Testing  
 
Special test case testing is perhaps the most widely used approach in software testing. In 
special test case testing, the program’s functionality is tested over a predefined set of (input, 
output) pairs known as the special test cases, which can be used to verify the correctness of 
the program. For example, to test the correctness of the program P that computes sin(x) for 
any given x, some values like x=π/2 and x=π/6 can be considered as special cases since the 
result of P for these inputs is well known (1 and 0.5, respectively). Special test case testing is 
a useful strategy for performing testing in the absence of an oracle. The method has the 
advantages of being intuitive and easy to implement. Using this approach, any inconsistency 
between the program’s output and the expected output is considered to be a failure, which 
directly suggests an underlying fault. Nonetheless, the biggest limitation of the approach is 
that the choice of test cases is often very limited, which prohibits the application of more 
systematic testing strategies. It does not solve the oracle problem or the test case selection 
problem, but it serves as a good point of reference for a comparison with other testing 
methodologies.  
 
 
2.4.2 N-version Programming  
 
In N-version programming (NVP), the correctness of a program is checked by comparing the 
outputs generated by multiple independent implementations of the same algorithm (or the 
same general requirement) against the same set of inputs (Chen and Avizienis, 1978). It is 
expected that the outputs obtained from these implementations will be the same for all test 
cases. At the end of a test round, a tester can conclude whether the outputs are concordant or 
discordant. To increase the effectiveness of this method, it is recommended that different 
developers implement these different versions (Chen and Avizienis, 1978; Knight and 
Leveson, 1986). For example, NVP was used to discover the low concordance of variant 
calling results produced by five commonly used variant calling pipelines (O’Rawe et al., 
2013). Compared to the use of simple test cases, one major advantage of N-version 
programming is that it enables any input to be used as a test case. In other words, this method 
can perform software testing on the entire input domain without the need of an oracle. This 
approach is readily implementable if multiple versions of the same program already exist. 
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The main disadvantage of this approach is that it cannot decide which individual version/ 
program contains a fault if the outputs of multiple versions do not agree. Also, this approach 
is expensive and may not always be feasible in practice.  
 
 
2.4.3 Metamorphic Testing  
 
Metamorphic testing (MT) alleviates the oracle problem by using some problem domain-
specific properties, namely metamorphic relationships (MRs), to verify the testing outputs. 
The central idea is that although it is impossible to directly test the correctness of any given 
test case, it may be possible to verify the expected relationships of the outputs generated by 
multiple executions of a program over the source and follow-up test cases by comparing their 
corresponding outputs against the MRs (Chen et al., 1998; Chen et al., 2003, Zhou et al., 
2004). In other words, MT tests for properties that users expect of a correct program. If a MR 
is violated, for any pair of source and follow-up test cases, the tester reports a failure in the 
program. MT has been successfully applied to test many different types of software, such as 
numerical programs (Zhou et al., 2004), embedded software (Kuo et al., 2011), analysis of 
feature models (Segura et al., 2010), machine learning (Murphy et al., 2009a; Xie et al., 
2011), testing service oriented applications (Chan et al., 2007), and big data analytics (Otero 
and Peter, 2014).  
 
A simple and classical example of MT is to test the correctness of an implementation of a 
program that computes the sin(x) trigonometric function, using some well-known 
mathematical properties of the function as MRs (Table 2.3). These MRs express the expected 
relationships between outputs from the source test cases (left side of the equations), and 
outputs from the follow-up test cases (right side of the equations). For example, we may 
design a source test case of x1
 
= 1.345. Based on MR2, a possible follow-up test case 
is x2
 
= 1.345 + π. The output of the source and follow-up test cases are then compared to 
check whether MR2 is satisfied, i.e., sin(x1) = −sin(x2). It should be noted that this follow-up 
test case can then be used as a source test case to generate additional follow-up test cases, 
such as x3= 1.345 + 2π.  
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As illustrated in the sin(x) example, an MR is used for two purposes: (1) to generate 
additional follow-up test cases by modifying the source input, and (2) to check the 
relationship between the outputs produced by the execution of the source and follow-up test 
cases. It should be noted that in general many follow-up test cases can be derived from a 
single source test case input based on one MR. It is important to note that satisfying an MR 
does not necessarily imply the program is correct. Nonetheless, violation of an MR does 
imply the presence of a fault.  
	
Table 2.3 Metamorphic Relations for sin(x) 
MR MT Relation 
MR1 sin (x) = sin (x + 2!) 
MR2 sin (x) = -sin (x +	!) 
MR3 sin (x) = -sin (-x) 
MR4 sin (x) = sin (! - x) 
MR5 sin (x) = sin (x+	4!) 
	
Compared to NVP, MT can directly test an individual program without the need to compare 
to other independently developed programs. Also, test cases can possibly be drawn from the 
entire input space, if there is no special restriction placed on the MRs. Not all MRs have the 
same effectiveness to reveal failures in a program. Recent empirical evidence suggests that a 
small number of MRs may be sufficient to create an effective test, given that the MRs are 
diverse (Liu et al., 2014). The main challenge in applying MT for automated testing includes 
identification and selection of effective MRs, and generation of diverse test cases based on 
the MRs.  
 
 
2.4.4 Random Testing  
 
If an oracle exists or if the correctness of the output can be evaluated by techniques such as 
NVP or MT, one can select any input as a test case. In this case, the main challenge is to 
develop a mechanism to select a set of inputs to be used as test cases—the test case selection 
problem. The main idea of the problem is to identify the smallest set of test cases that can 
reveal the maximum number of faults in a program.  
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Arguably, the simplest method for selecting test cases is to select them randomly from the 
input space. This is the basic idea of random testing (RT). This approach starts by identifying 
the input domain, then randomly samples test cases independently from the input domain. 
These randomly chosen test cases are then executed by the PUT, and the results are checked 
by an oracle or other mechanisms (Hamlet, 1994). RT is perhaps the simplest and most 
intuitive approach of test case selection, and it is often used as the ‘reference’ when 
investigating the performance of test case selection methods.  
The advantage of this approach is that it is much easier to implement than carefully ‘hand 
picking’ special test cases. It is generally quick to generate a large number of random test 
cases that cover the input space widely in an automated fashion. Hook and Kelly (2009) 
conducted an experiment to compare the effectiveness of 105 hand-picked test cases and 
1,050 random test cases from the valid input space. Surprisingly, they found that randomly 
picked test cases were more effective than hand-picked test cases (Gray and Kelly, 2010). 
Their results suggest that random test case selection, especially when it is combined with 
some ‘hand-picked’ test cases, could be an effective technique for revealing failures (Gray 
and Kelly, 2010). 
 
RT has some limitations. Most notably, this method does not ‘select’ test cases per se. It 
simply generates test cases randomly from the input domain. This method does not use any 
information about the program structure, execution path, structure of the input domain, or 
knowledge of common faults. Therefore, it is conceivable that many “good” test cases (such 
as boundary conditions) are ignored. One solution suggested to overcome this issue is to use 
RT along with other testing methods such as special case testing and keep track of executions 
in branches of the program. Another limitation of this method relates to its dependency on an 
oracle to verify the output of program for random input. Therefore, it cannot be used for 
testing programs in which a practical oracle does not exist.  
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2.4.5 Adaptive Random Testing  
 
Adaptive random testing (ART) is a simple approach that takes advantage of the simplicity of 
RT, and incorporates additional information about the failure-causing input regions to 
minimize the number of test cases required to detect the same number of failures. The main 
observation is that failure-causing inputs are not randomly distributed in the input space, but 
are usually clustered together to form distinct failure regions (Chan et al., 1996). Chan et al. 
(2004) categorized failure-causing inputs into three types of patterns: block pattern, point 
pattern and strip pattern (Fig. 2.2). In block or strip patterns, all the failure-causing inputs are 
clustered in one or a few regions in the input space. In contrast, point pattern consists of 
possibly many distinct failure-causing inputs that are scattered across the whole input 
domain. They found that most real-life failure-causing inputs in programs form block or strip 
patterns, which means failure-causing inputs tend to cluster together in the input space. The 
implication is that non- failure regions are also contiguous; therefore, after the execution of a 
non-failure-causing input xi, one should select a random test case that is the furthest away 
from xi
 
in the input space. This is the basis of ART (Chen et al., 2005, 2010).  
The simplest implementation of ART, the fixed size candidate set (FSCS) approach, involves 
first generating a random set of candidate test cases in the input domain. At first, one test case 
is randomly selected for execution. If execution of this test case does not cause any failure, 
the candidate test case which is most different from the executed test cases is selected for the 
next execution, and so on. This process continues until a pre-defined number of failures are 
discovered or until all the input test cases have been successfully executed. ART provides a 
simple and rational approach to automatically generate diverse test cases.  
 
Theoretical and empirical studies have shown that ART can be up to 50% more effective than 
traditional RT in terms of failure detection ability (Chen and Merkel, 2008). The improved 
effectiveness stems from utilizing the knowledge of the most likely failure-causing patterns 
of a program. The additional computation involved in selecting the next test cases can be 
reduced by various methods, so ART remains a practical method for performing testing in 
real life (Chen et al., 2010). One challenge of ART is that it requires a meaningful distance 
metric to be defined in the input space, which may be non-trivial for programs that take non-
numerical inputs.  
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Fig 2.2: Illustration of different types of failure-causing  
input patterns, with  corresponding ex-ample source code 
 
2.5 In Vivo Testing: Continuous Software Testing in an 
Operational Environment  
 
In vivo testing has been introduced to perform software testing not only at the testing stage of 
the software development cycle, but also in the software deployment stage when the program 
is being executed in its operational environment (Chu et al., 2008; Murphy et al., 2009b). 
Since not all faults can be revealed using test cases in the software development stage, 
concurrent software testing on user input data while the software instance is running on the 
users’ machines is an effective solution to detect more hidden faults. Similarly, in 
bioinformatics software, testers might not be familiar with some specific uses of the 
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bioinformatics programs and their test cases may not identify all test faults in the software 
correctly.  
 
In this method, the code for executing the test cases is embedded inside the main source code 
of the program. Therefore, testing is executed in parallel to the execution of the real input 
from the users in an independent duplicated environment (Murphy et al., 2009b). This feature 
allows software testers to test their program using real inputs as test cases under realistic 
parameters and hardware environments. In vivo testing has three main advantages. Firstly, it 
can detect faults that may otherwise be hard to detect in a ‘clean state’ in a testing 
environment. Secondly, in vivo testing can guarantee that the testing process will be 
continued even after the software is released. Finally, inputs collected from the real world 
scenarios have a better chance of revealing faults than randomly chosen inputs (Dai et al., 
2010).  
 
 
2.6 Cloud-based Software Testing  
 
The cloud platform is the latest revolution in information technology which provides on-
demand access to a large and scalable amount of computing and storage resources without 
limiting developers to specific hardware restrictions (Parveen and Tilley, 2010). This feature 
can be beneficial to reduce execution time of testing, especially in terms of automated 
software testing (Riungu-Kalliosaari et al., 2012).  
 
Cloud testing is one of the applications of cloud computing, and is poised to take software 
testing to the “next level” (Candea et al., 2010). Testing as a Service (TaaS) is one of the 
outcomes of cloud testing that is considered to provide on-demand software testing activities 
for given computer programs based on the cloud infrastructure (Gao et al., 2011). TaaS can 
be used for different purposes, such as testing of Software as a Service (SaaS) applications; 
testing of the cloud which provides testing to assure functionality of the cloud from an 
external and end-user perspective; testing inside a cloud, which provides testing cloud 
infrastructures and the integrations of different components of cloud along with management 
and security testing; and finally testing applications over a cloud, which provides a service 
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for software developers to test specific software applications using the highly scalable and 
distributed environment offered by the cloud (Gao et al., 2011).  
 
Cloud-based testing provides several benefits compared to traditional software testing. 
Firstly, it enables large-scale and on-demand testing with a large number and variety of input 
data using many compute instances in a short period of time. This facility alleviates the need 
to invest in large high-performance computing infrastructure for testing, and also allows us to 
request different hardware or operating system environments for testing, which enables 
testing in realistic situations. Moreover, software testing may need a considerably large 
amount of disk space and storage, and an isolated environment to perform the testing 
(Parveen and Tilley, 2010). For instance, in vivo testing may require independent disks or 
virtual machines to execute the program against test cases with different configurations in 
parallel without affecting each other’s program state.  
 
The cloud platform also provides several advantages in comparison with conventional 
platforms and systems. Firstly, it provides an on-demand and online access for users, which is 
cost-effective and users will not be charged when they are not using the resource (Buyya et 
al., 2009). Secondly, the cloud can be accessible from anywhere and enables collaboration 
between developers and users from different locations. Finally, the cloud is adaptive and 
scalable; this means it can provide scalable hardware resources for different tasks that can be 
helpful to reduce the cost of information technology (Leavitt, 2009). We anticipate that the 
next generation of software testing using TaaS will become more popular as it provides easier 
and more comprehensive software testing for software developers.  
 
Besides all of the benefits of the cloud, the scalability feature itself in the cloud can pose a 
great challenge and an underestimate of the scale ratio could lead to heavy costs. This issue 
could become worse if the scalability ratio for scaling up or reducing hardware resources is 
incorrectly estimated with an automated algorithm. Latency of network data transfer is 
another issue that reduces the transfer and access speed during tests. This is due to the nature 
of remote existence of cloud. Latency becomes more important when the testing environment 
or task depends on another system from a different region or outside of cloud (Leavitt, 2009). 
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2.7 Mutation Analysis: Evaluation of the Effectiveness of 
Software Testing Methodologies  
 
Mutation analysis was introduced to quantify the effectiveness of testing methods (Hamlet, 
1977). The main idea of mutation analysis is the generation of mutants by injecting artificial 
faults into the program’s source code, which can be compiled and executed. Mutants are 
generated using simple syntactic rules, known as mutation operators. It is important to check 
that the mutant can generate different outputs compared to the original program when given 
the same inputs. If the mutant and the original program produce the same outputs given the 
same inputs, this mutant is considered as an equivalent mutant. An equivalent mutant may 
arise due to having the seeded fault in a section of the program that cannot be reached by the 
execution path. The following discussion involves the analysis of non-equivalent mutants. In 
general, a non-equivalent mutant should satisfy three characteristics: reachability, necessity 
and sufficiency (DeMilli and Offutt, 1991). Reachability means the mutated part of the 
program should be accessible in the program flow. Necessity means the mutated part of the 
program should produce a different internal state compared to the original version. Finally, 
sufficiency means that the error should be propagated to the program output.  
 
Once a set of non-equivalent mutants is generated, a set of test cases, generated by a testing 
methodology, is applied to test the mutants. We can then determine how many test cases 
reveal a fault in the mutants. A mutant that is identified by a test method to contain a fault is 
called a killed mutant, whereas a mutant that is not detected to contain a fault is called an 
alive mutant. The proportion of the killed mutants to all non-equivalent mutations is called 
the mutation score. The process of generating mutants can also be either manual or automated 
(Jia and Harman, 2011), and the process of testing mutants can be automated.  
 
 
2.8 Applications of Software Testing in Bioinformatics  
 
During our review of the bioinformatics literature, we only found a few reports that attempt 
to adopt state-of-the-art software testing methods to verify or validate bioinformatics 
software, including reports from the authors of this review. Here we summarize some of their 
results.  
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2.8.1 Biological Network Simulators  
 
Bergmann and Sauro (2008) performed a comparison of twelve biological network simulators 
that are compatible with Systems Biology Modeling Language (SBML) (Bergmann and 
Sauro, 2008). In their study, they simulated the same 150 curated SBML models from the 
BioModels database using the twelve simulators and compared their results. Their approach 
is akin to N-version programming. They showed that only six packages could return a result 
for all their models (all other packages failed to simulate some of the models). They also 
observed that among all the simulators, only two of them had complete agreement with each 
other across all models. In a separate study, Evans et al. (2008) developed a test suite for 
testing stochastic simulators (Evans et al., 2008).  
Their approach is essentially special test case testing—they evaluated the simulation output 
from multiple executions, and checked that the outputs from these distributions fell within the 
expected range of values. They showed that this test suite could be very helpful for simulator 
developers to test the correctness of their implementations. Chen et al. (2009) used MT to test 
a gene network simulator, GNLab. They identified ten MRs for this program. In this study, 
they found violation of one MR, which specified that adding a new edge with zero weight 
should not affect the simulation results. It turned out that this problem is due to a 
misspecification of the algorithm.  
 
 
2.8.2 Sequence Alignment Programs  
 
Short read sequence alignment programs are popular software programs in bioinformatics, 
and are widely used to analyze next-generation sequencing data. Popular alignment programs 
such as BWA (Li and Durbin, 2009), BOWTIE and BOWTIE2 (Langmead and Salzberg, 
2012) are widely used among bioinformaticians. These programs have been tested and 
evaluated using many reference test data by the developers. In a recent study by 
Giannoulatou et al. (2014) these sequence aligner programs were tested using MT 
(Giannoulatou et al., 2014). In their approach, they identified nine MRs. As an example, one 
of the MRs stated that random permutation of the input should not affect the alignment 
results. Surprisingly, this is one of the MRs that was violated by one of the aligners. This 
result is unexpected since the order of the input data is not supposed to affect alignment 
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results. None of the tested aligners satisfied all nine MRs. This result further supports the 
importance of testing bioinformatics programs, especially these widely used programs that 
have a potential to be used in a translational clinical setting in genomic medicine. The 
usefulness of metamorphic testing for such a type of software was clearly demonstrated.  
 
 
2.9 Concluding Remarks  
 
In this paper, we discussed the needs of proper software testing in bioinformatics. The main 
problem is related to the amount of data and complexity of algorithms in bioinformatics 
software, which makes it hard to verify the output data and to select many diverse test cases. 
We have also reviewed several popular and state-of-the-art software testing techniques, and 
discussed their applications. The key concepts illustrated by these methods include multiple 
executions of the same program or related programs, using diverse test cases in the input 
space, testing after deployment, and enabling scalable and parallelized testing using cloud 
technology. It is important to mention that there are many other software testing techniques 
(Beizer, 1990; Myers et al., 2011), but our main focus of this review was to discuss those 
techniques that have been used or are suitable for testing bioinformatics programs. Further 
research is required to quantify and compare the effectiveness of different methodologies, 
and make software testing much more systematic and automatable. We believe additional 
testing activities will improve the reliability of bioinformatics software, and therefore the 
reliability of scientific research results.  
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Chapter 3 – Cloud Based Bioinformatics Software Testing 
Framework 
 
3.1 Current Problems in Bioinformatics Software and Testing 
 
As reviewed in the previous chapter, bioinformatics software programs are usually 
implemented to compute large amounts of data (the big data problem). These computations 
also often involve complex algorithms containing multiple mathematical computations and 
statistical analysis (the complexity problem). Moreover, lack of a gold standard in genomic 
datasets (the gold-standard problem) has made performing software testing very difficult or 
sometimes impractical. 
 
 
3.2 Research Aims 
 
The focus of this study is to demonstrate the feasibility of implementing automated and 
systematic software testing approaches in bioinformatics, specifically for the testing of 
sequence alignment software. The main aim of this study is to answer the following research 
questions: 
 
1-Is it possible to create an easy to use and cost effective framework to test current and future 
sequence alignment software which provides a quantitative measure for software accuracy? 
 
2-Is it possible to employ the capabilities of cloud computing to bioinformatics software 
testing? 
 
To answer these fundamental questions, we start by defining the features and capabilities of 
the cloud platform, followed by describing the implementation of the cloud-based testing 
framework in this chapter.   
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3.3 Cloud Computing: Taking Computation and Software Testing 
to the Next Level 
 
The term “cloud computing” and cloud symbol were originally inspired from illustration of 
internet in flowcharts. Though the technology has only recently grown in popularity, the 
definition of this terminology originated in 1961 when scientists at MIT predicted that 
“computation may someday be organized as a public utility” (Garfinkel and Abelson, 1999). 
The cloud platform makes the best use of the large set of computing machines to provide on-
demand and reliable access for the users to perform their computational tasks in the form of 
Service Level Agreements (SLAs) through web application or Application Programming 
Interfaces (APIs) (Buyya et al., 2009). In this platform, computing utility can be defined by 
dedication of computational resources as a quantified service (“pay as you go”).  
In the cloud, the base infrastructure and its internal connections and configurations are 
invisible to end users. As such, the cloud can instead be viewed as a series of services such as 
computation, data storage, load balancing and Virtual Machines (VMs). Cloud services are 
classified by the different levels of user requirements. The most important services and their 
applications in bioinformatics and software testing are explained as follows. 
 
 
3.3.1 Software as a Service (SaaS): 
 
Software as a Service provides the opportunity for users to use the benefits of software 
program without having the problem of hardware and software requirements, limitations and 
licensing issues (Armbrust et al., 2010). This service also allows software companies and 
software developers to provide their products and services to a large number of cloud users. 
In bioinformatics, there are a number of software quality assurance products that can be 
deployed in the form of SaaS package which help bioinformaticians to perform their research 
and study tasks easily. DNAnexus is an example of SaaS services for analysis and data 
management using the cloud (DNAnexus, https://www.dnanexus.com/). 
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3.3.2 Testing as a Service (TaaS):  
 
Testing as a Service (TaaS) also known as on-demand testing, is new model of software 
testing service which provides the opportunity for software developers and software testers to 
perform testing on their programs, to maintain their applications, and to find potential faults 
in their software (Yu et al., 2010). Companies and users can take advantage of this service in 
order to save their time and money while increasing the accuracy of their tests. Moreover, it 
is easier for testing providers to upgrade and redesign their service without affecting end 
users (Yu et al., 2010). 
 
There are several types of software testing that can be offered in this service (Bai et al., 2011; 
Gao et al., 2011; Yan et al., 2012): 
-Functional testing – a series of tests to examine the functionality and accuracy of a program 
or its components. 
 
-Performance testing – or benchmark testing provides a detailed report of software 
execution performance such as execution time, CPU utilization, and memory consumption 
under different input parameters and environments and possibly comparison with other 
similar programs. 
 
-Load Testing – Testing that could be used to perform stress test on application to ensure the 
quality of its performance when exposed to a huge number of input data. 
 
-Regression testing – A service that provides a series of tests based on the previously known 
issues or written test scripts. 
 
Bioinformatics software testing needs a large number of testing services for a variety of 
purposes such as sequence alignment and variant callings. Bioinformaticians can use quality 
assurance cloud services mentioned to increase the accuracy of their existing scripts or 
programs thus ensuring accurate results in their studies. 
 
  
 37 
3.3.3 Platform as a Service (PaaS): 
 
Platform as a Service (PaaS) was designed to ensure users can get access to a range of 
services on the cloud (Dillon et al., 2010). In this service, the computational resources, the 
scale ratio and other parameters are controlled automatically so that users are not required to 
optimize the configuration manually. This service allows access to a range of platforms 
including operating systems, programming language environments, database engines, etc. 
 
This type of service has been used in the bioinformatics community.  Galaxy cloud for large 
scale genomic data analysis (Afgan et al., 2010, 2011) and Eoulsan for high throughput 
sequencing analysis (Jourdren et al., 2012) are two examples of this type of service. 
 
 
3.3.4 Infrastructure as a Service (IaaS): 
 
Infrastructure as a Service (IaaS) was designed to provide full computational resource access 
(such as CPU, RAM, Storage, …) to the users. In this service, users can utilize virtualized 
resources based on their needs (Dai et al., 2012).  
 
This feature can be used by software developers and service providers to implement their 
software or service without being limited by infrastructure and hardware resources. 
 
There are some implementation of IaaS in bioinformatics such as BioLinux (Krampis et al., 
2012) which is a publicly available high performance VM for bioinformatics computing, and 
CloVR that implements several pipelines for automated sequence analysis (Angiuoli et al., 
2011). 
 
We aim to develop a TaaS for sequence alignment programs using state of the art testing 
techniques to improve the quality of alignment programs and make software testing easier 
and more accessible for bioinformaticians around the world. 
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For this reason, we plan to achieve our research aims by combining the power of cloud 
computation with metamorphic testing to achieve a comprehensive testing framework. A 
summary of some of cloud based services in bioinformatics is shown in Table 3.1 
 
Table 3.1 List of current bioinformatics services on the cloud 
Name Service Type Service description 
Galaxy PaaS Bioinformatics tools 
Eoulsan PaaS High throughput sequencing analysis 
BioLinux IaaS High performance computing 
CloVR IaaS Automated sequence analysis 
Genestack PaaS Collaborative bioinformatics tools 
HPE Helion Eucalyptus PaaS Open source hybrid cloud software for AWS users 
DNAnexus SaaS Cloud-based DNA data management and analysis 
 
 
3.3.5 What is Sequence Alignment Software? 
 
Sequence alignment software is one of the essential tools for bioinformaticians. This type of 
software offers a method to map short sequences of DNA to a reference genome (Mount and 
Mount, 2001). The resulting aligned sequences of nucleotide or amino acid residues are then 
reported in a SAM / BAM file format. The process has been illustrated in Figure 3.1. 
 
 
 
Fig 3.1. The flow of sequence alignment process  
(originally adapted from https://www.broadinstitute.org/gatk/guide/best-practices) 
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3.3.6 Sequence Aligner Input 
 
Typically, the DNA sequencing short reads are presented in a FASTQ text file format. In a 
FASTQ file, each short read is represented by 4 lines. The first line represents an identifier 
for the read that starts with ‘@’, while the second line represents the actual sequence of 
nucleotides (A, T, C, G). The third line is the same identifier (optional) preceded by ‘+’ and 
the last line represents the quality of sequenced data which is available based on Phred 
quality score format. The quality score is based on ASCII characters and each character 
represents the quality of each sequenced nucleotide. A sample record of FASTQ format is 
shown in Figure- 3.2. 
 
 
Fig 3.2 Sample record in a FASTQ file. 
In Figure 3.2 Phred score is shown in line 4. This numerical score represents the quality of 
reading of nucleobases through DNA sequencing process. This scale of this score may vary 
depending on type of sequencing methods (Illumina, Solexa, Sanger, etc.). For easy 
representations, the numeric value of this score is mapped to ASCII character format. 
3.3.7 Sequence Aligner Output 
 
Data from sequence alignment programs are represented in a Sequence Alignment/Map 
(SAM) format. SAM is a tab delimited text file format that consists of an optional header and 
the alignment data. The header lines start with ‘@’, summarizing information about the 
reference genome. In terms of alignment results, each line represents the alignment position 
for each read. These fields represent essential information such as mapping positions, indels 
and other variable number of optional fields as aligner specific information. More 
information for SAM data can be accessed from https://samtools.github.io/hts-
specs/SAMv1.pdf . Sample SAM file has been illustrated in Figure 3.3 
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Fig 3.3: Sample SAM file format 
3.3.8 Popular Sequence Aligners 
 
With the expansion of scientific algorithms and computations, many programs are being 
developed to provide fast and more accurate alignment results (Chen et al., 2009). A number 
of sequence aligners that are commonly used by many bioinformaticians are listed in Table 
3.2: 
 
Table 3.2: Several commonly used Sequence Aligners 
Name Description  Multi-
threaded 
Year 
BLAT Suitable for small number 
of large sequences, not 
suitable for NGS data 
(Kent, 2002). 
Yes 2002 
BWA Similar to BOWTIE, but 
not very good at detecting 
indels. (Li and Durbin, 
2009) 
Yes 2009 
Bowtie2 Based on Burrows-
Wheeler transform to 
create a permanent, 
reusable index of the 
genome; (Langmead and 
Salzberg, 2012) 
Yes 2009 
 
 
3.3.9 Problem of Testing Sequence Aligners 
 
One problem in testing sequence aligners is that each aligner typically contains 
implementation of different algorithms. In some cases, the aligners can be different 
implementations of the same algorithm. As previously mentioned, it is hard to verify the 
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correct implementation of each software (complexity problem). This is accentuated by the 
lack of oracle in sequence aligner software which stops software developers and software 
testers to perform accurate testing and find false negatives in alignment results. 
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3.4 Framework Overview 
 
According to our review, results generated from variant-calling programs were not consistent 
with one another (O’Rawe et al., 2013). We also noticed that in the bioinformatics field new 
software are developed and updated continuously, thus testing all these variations could be 
very hard or impossible. This is because new components may use their own algorithms that 
requires additional testing. In addition, the integration with other components requires other 
types of testing such as integration and regression testing.  
 
Another issue of software testing based on our review is that there is no perfect software 
testing methodology to identify all faults in a program. Therefore, a combination of testing 
techniques is needed in order to increase the accuracy of tests. 
 
 With this observation, we designed a framework in which the user is able to upload any 
sequence alignment program’s source code. The framework would dynamically store and 
compile the source code and test the compiled program using a series of special test case 
testing and metamorphic testing on hundreds of virtual servers. The outputs of the framework 
are detailed test reports for the users which includes the number of misalignments according 
to different testing methodologies used for testing (Figure 3.4). The executions of a large 
number of MT in a sequential manner can take a long time. Therefore, one goal in this design 
was also to execute tests in a parallelized fashion. We believe the power of the cloud allows 
us to perform a high throughput computing in a distributed and parallelized manner that 
makes the best use of hardware resources and minimizes the computation time. 
 
 
Fig 3.4 High level view of testing framework 
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3.4.1 Framework Components Architecture 
 
To implement our proposed framework, we designed a general system architecture and 
defined several hardware and software requirements. We also reviewed commonly used 
cloud service providers and optimized our requirements based on the selected provider. An 
overview of our design is illustrated in Figure 3.5. 
 
 
Fig 3.5 An overview of framework architecture and user interactions 
with the framework 
 
 
3.4.2 Cloud Service Providers 
 
Cloud computing services are becoming popular and profitable for IT companies these days 
(Armbrust et al., 2010; Buyya et al., 2008). Some of these companies' services are limited to 
end user services such as SaaS and TaaS, others offer wider services such as PaaS and IaaS 
for developers and other companies to build their own design. Some companies also offer 
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combinations of these services such as vast amount of hardware resources, Big Data hosting 
solutions, Big data analysis tools, chartings, Image APIs and etc. We review and compare 
more commonly used cloud platforms regarding their advantages and limitations. 
 
- Amazon EC2: 
Amazon Elastic Compute Cloud (Amazon EC2) platform was initiated in 2006. Since then, it 
has become a leading cloud service provider in the industry. This platform provides on 
demand and scalable computation resources in the Amazon Web Service (AWS) cloud 
platform. In this platform, users can launch virtually unlimited number of virtual servers 
based on their need. They can configure the security and networking settings and manage 
storage. It also provides scalability feature that enables users to scale up on their requirements 
or spikes in popularity of their services or scale down in case of reduction of usage. 
Amazon EC2 provides several features, a summary of highlighted features taken from 
Amazon EC2 website is described below: 
-Virtual computing environments also named instances 
-Support for preconfigured VM Images 
-Wide range of hardware and networking capacity resources. 
-Advanced persistent storage volumes for data (Amazon EBS) 
-Advanced networking and security configurations and firewall. 
 
- Google Cloud: 
Google Cloud Platform is Google’s Cloud service that offers infrastructure-as-service which 
enables users to build and host scalable applications. This platform technically consists a 
group of tools described below:  
-Variety of computation resources (Google Compute Engine) 
-Support for different storage services. 
-Support for big data computations (Google BigQuery) 
-Load balancing services (Google Cloud DNS) 
-Automated data processing. 
-Advanced networking and firewall features. 
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- Microsoft Azure: 
Microsoft Azure is a growing collection of a variety of cloud services such as computing, 
database, mobile, networking, analytics, storage and web, which enables users to perform low 
cost computations for their need. This service has become popular because of the range of 
services. In addition, the integration of cloud services with other Microsoft’s products such as 
Windows operation system and Microsoft SQL can give the users best experience when using 
them together. Based on Azure’s documentations features of this cloud can be described as 
below: 
 
-Range of hardware and computational resources. 
-Support for modern mobile application services 
-Advanced data storage services. 
-Integration with other Microsoft products such as (Active Directory) 
-Multi factor authentication  
-Support for big data analysis (HDInsight) 
 
It is important to note that a very competitive market has been created in offering hardware 
and computational resources which are at the base level of service for these companies. In 
order to win this competition, many companies are now integrating and developing variety of 
value added services such as mobile services, load balancing, big data analysis, APIs, etc.  
In table 3.3 we compare and illustrated different capabilities of each platform. 
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Table 3.3 Comparison of popular cloud providers and their features 
 Amazon EC2 
 
Google Cloud
 
Microsoft Azure 
 
Hardware and 
computational 
resources 
Available Available Available 
Storage Services Amazon S3 Google Cloud 
Storage, Google 
Cloud SQL, 
Google Cloud 
Datastore 
Azure Files, Azure Storage 
Load Balancing Amazon Elastic Load Balancing 
(ELB) 
Google Cloud DNS  Azure Load Balancer 
Mobile App/ 
software services 
Amazon Cognate, Amazon Mobile 
Hub (Beta) 
Google Cloud End 
Points 
Azure App Service  
Big data analysis Elastic MapReduce (EMR) 
Amazon Redshift, 
Amazon DynamoDB 
Amazon Kinesis 
Google BigQuery HDInsight, Big Compute 
Virtual 
Networking 
YES YES YES 
Firewall / Security 
Systems services 
Firewall / Multifactor 
Authentication 
Firewall Firewall/Multifactor 
Authentication 
3rd Party services Amazon API Gateway Google services 
(map, navigation, 
translation, etc.) 
Microsoft Service (map, 
navigation, translation, etc.) 
App Service Market Place 
 
 
- Cloud Service used in Bioinformatics Testing Framework 
The suggested design for bioinformatics testing framework consists of combinations of 
different computation platforms (such as Linux and Microsoft Windows) and other 
technologies. We identified that all three major cloud platforms are capable of 
implementation of this design and we chose Microsoft Azure due to some advantages of this 
platform such as low cost of computing for Microsoft windows along with deep integrations 
with other platforms such as Microsoft SQL Server in comparing with other platforms. In 
addition, at the time of this study, our lab was awarded the Microsoft Azure Research Grant 
that enabled us to make best use of this platform.  
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3.4.3 Hardware Requirements 
 
There are several hardware requirements candidate for our design. A detail of each role and 
required configuration is listed in table 3.4.  
 
The listed configuration was chosen to be cost efficient in performing multiple execution of 
tests at the same time. However, these configurations may vary according to the number of 
users and actual usage of the framework.  
 
For Web Server a standard Azure A3 has been assigned to handle multiple operations 
including running Microsoft SQL-Server, handling web-users and managing background 
interactions with other VMS. VM-Assistant is used to compile and prepare test cases for 
MRs. This sometimes involves with execution of software which involves with RAM-
consuming operations. VM-Evaluations operations involves with analyzing comparison 
operations without large memory consumptions, therefore Basic Azure A3 was selected for 
this role. The main execution of test cases runs in VM-Workers. The Standard Azure A5 
hardware settings for VM-Workers allow them to have enough resources to execute test cases 
using different uploaded program without memory problem. 
 
Table 3.4: List of framework components and their recommended hardware configurations 
Role VM Type Tier Cores RAM(GB) OS Instances 
Web Server Azure A3 Standard 4 7 Windows 1 
VM Assistant Azure A3 Standard 4 7 Linux 1 
VM Evaluation Azure A3 Basic 4 7 Linux 1 
VM –Workers Azure A5 Standard 2 14 Linux 1 to many 
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3.4.4 Software Requirements 
 
In order to achieve goals in the proposed framework, several software requirements have 
been identified. The list of these requirements have been described below. 
 
Microsoft Windows Server Platform was selected as the web-server because of my 
familiarity with .NET platform, ASP.NET, SQL Server and C# language. On the other hand, 
Linux Ubuntu with JRE was selected to be compatible with most bioinformatics essential 
tools and programs and be able to execute sub-component programs written in java language. 
 
Microsoft Windows: 
- Operation System: Windows Server 2012 
- Database: Microsoft SQL Server 2012 
- Development Environment: Microsoft Visual Studio 2015 
- Web Server: Microsoft Internet Information Service 
- Programming Language: C# Programming Language 
- Software SDKs: Microsoft Azure SDK .NET 
 
 
Linux: 
- Linux Ubuntu 14 
- Shell script 
- Bamutil package 
- Java Runtime Environment 
3.4.5 Other Technologies and Standards  
 
There are number of technologies used in implementation of the framework. This list has 
been described in below. 
 
- HTML 5 with CSS3. Technologies used to develop web user interface. 
- AJAX. Or Asynchronous JavaScript and XML was used for development of real-time 
notification via user’s portal 
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- Microsoft ASP.NET 4 classic. Technology used for programming and developing web 
pages of user’s portal 
- Microsoft Entity Framework 6. Data access layer used for programming of 
communication with system’s database 
- LINQ 2 Entities. Technology used for fast query from system’s database. 
 
 
3.4.6 Shared Storage 
 
From system components point of view, different components of the framework should be 
able to perform their tasks independently. In the framework architecture, it is important that 
results produced by each component be easily shared and accessible by other components. 
 
One solution to fulfill this goal is to use a shared storage. Microsoft Azure recently 
introduced Azure Files Service which is part of Azure Storage service and provides the 
ability to cloud infrastructures (Cloud services, VMs, etc.) to access to a shared storage. 
 
The main important feature of this service is that it can be easily integrated with Linux and 
Windows VMs using SMB protocol. At the time of this thesis writing, this feature was in the 
preview phase and we only had a chance to access to this service by expressing our request to 
Microsoft Azure.   
 
In our design, shared storage was used for the following purposes: 
 
-Storage of testing data (test cases, alignment results, analysis, reports, …) 
 
-Storage of shared scripts and software programs for analysis purposes. 
 
In order to achieve this feature, Azure File storage with 1 TB capacity was used in the 
framework design to achieve this goal. 
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3.4.7 Testing Strategies 
 
There are 3 different testing strategies embedded in the implementation of this framework. 
 
- Gold Standard Testing. The testing with a known and accurate set of FASTQ files 
inputs and BAM outputs. 
 
- Metamorphic Testing: Permutation of Reads. The reads in the FASTQ files are 
reshuffled. We expect the output mapping to be the same as the original output. 
 
- Metamorphic Testing: Extension of Reads. After initial mapping, each read is 
extended by 20 bp to the 3' or 5' end of the read, with high quality score, based on the 
reference genome sequence. We expect the output mapping to remain the same. 
 
 
3.4.4 VM Testing Pool 
 
One of the most important benefits of cloud computing is the large amount of hardware and 
computational resources. This feature allows users of the cloud to reduce the processing time 
by parallelizing task on multiple machine. VM Pool component was designed to in order 
include large numbers of VMs for parallelization of cloud tasks. These VMs have several 
duties as described below: 
 
- Perform sequence alignment using given test cases. 
- Generate follow up test cases for Metamorphic Relations. 
- Sort results. 
 
Initially, the goal was creating a number of VMs upon receiving of test request with given 
source code. However, after deep investigation into Microsoft Azure APIs, we noticed 
creating VMs is done with an unexpected delay due to the sequential execution of VM 
creating operations. Therefore, it was impossible to create multiple VMs in parallel as we 
found from Microsoft technical support experts that there are some inevitable limitations in 
resource allocation while creating VMs.  
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 With this limitation, we came up with simple workaround and changed the initial design. 
Instead of creating VMs at the start of test, we decided to create a pool of shut down VMs 
before test is executed. This operation helps reducing time to create new VMs for new tests 
and does not add any overhead cost to system billing. 
 
This process will happen when the framework is in idle mode. Furthermore, depending on 
VM pool size, the system will deploy new VMs for future tests. 
 
 
3.4.8 VM-Evaluation Component 
 
VM Evaluation can be imagined as one or more instances of VM Testing pool in a separate 
component that is always ready to evaluate the results of alignments. These machines have 
two main tasks: 
 
- Analysis of alignment results. 
- Report the status of evaluations to the main server. 
 
After VM Evaluate machine has been notified alignment phase is complete, it starts to 
evaluate alignment results. At this stage, this machine will contact the main server to get a list 
of BAM files to compare with current BAM results.  
 
The comparison of BAM files is based on a third party software package “Bam Util” and the 
output results are based in a diff format. A sample output is shown in Figure 3.6.  
 
 
Fig 3.6 Sample result from Bam Util Diff program 
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VM Evaluation machines have a duty to analyze the comparison results to get the exact 
number of match and mismatches between two bam files and report the results to the main 
server. For this purpose, a software component “KDFAnalyzer” has been developed. 
 
KDFAnalyzer is a java program that analyzes diff format results. This program is able to 
process each record and distinguish correct matches.  
 
KDFAnalyzer generates two types of reports: detailed report, short report ([report].kzd, 
[report].kzs). Detailed report file is a CSV format file that contains the name of compared 
reads followed by the analyze result for each diff file record (Figure 3.7). 
 
 
Fig 3.7 sample records from .kzd format 
 
On the other hand, short report file is a single line text file that only contains the summary of 
analysis with number of passed / failed pointing to number of match/ mismatches during the 
analyzing of diff format file (Figure 3.8). 
 
 
Fig 3.8 sample record in .kzs file format 
 
The short size of .kzs files allow them to be easily uploaded to the server. The report action 
will be performed upon generation of this file. The result will then be stored with some other 
metadata such as timestamp in the system database. 
3.4.9 Main Server or Web Server 
 
The web server is the main component of this framework. This server performs task 
management and user management during testing. This component is also the only 
component that is available for interaction with user. This component has several roles as 
described below: 
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- Presenting a web portal for accessing users 
- Interacting with core framework 
- Preparing test cases for testing 
- Receiving updates and task logs from other system components 
- Sending job tasks to testing VMs 
- Contacting database and store data related to each testing 
 
 
3.5 Development of Testing Core Infrastructure 
 
The entire testing framework has been developed based on the testing core. This core consists 
of several logic and internal components to control and monitor different components of the 
framework. Testing core has been installed on the system’s main server. 
 
The most important tasks of testing core are listed below: 
 
• VM Management for testing (remove, create, start, and stop). 
• Operation queuing system  
• Managing notifications. 
• Generate startup tasks for framework’s VMs.  
• Test case preparation 
• Test execution handling 
 
 
3.5.1 VM Management for Testing: 
 
VM Management is one of the most important and regular tasks in this framework. These 
tasks include combination of commands such as create, delete, start and stop the VM 
instances. 
 
Based on system’s design, VMs are created to fill the VM pool. The core will execute this 
operation while the system is in idle mode or runs out of resources for the testing operation. 
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Due to the limitation of Microsoft Azure at the time of implementation of this framework, 
this operation will be executed in a sequential manner. VMs will be shutdown immediately 
after deployment on the cloud in order to avoid the billing costs for idle VMs. 
 
Each VM also will be deleted after the testing task. This will help the framework to perform 
accurate testing by avoiding the effects of previously executed operations on new tests and 
perform testing on fresh and clean slate machines. 
 
Depending on the number of test cases, the testing core will decide to quantify the number of 
VMs needed for the test. After this stage, the system will allocate the number of requested 
VMs from the pool and starts testing operation. The details of selected VMs then will be 
provided for further decision makings. 
 
 
3.5.2 Queuing System 
 
Creating, deleting, starting and stopping VMs are very important tasks in the proposed 
framework. These operations may overlap each other in a large scale testing and the system 
may not respond to requests properly and this would cause malfunction during testing 
process. On the other hand, some operations such as creating and deleting will need to 
allocate resource on the cloud and this prevents the successful execution of other requests. 
Moreover, not all operations have the same priority; For example, to ensure requests for 
testing are handled in the system in the shortest possible time, starting VMs for testing is 
much more important than deleting the old VM task. Furthermore, each operation on the 
cloud has its own execution time and synchronous communication of these operations will 
lead to block other parts of the framework. Therefore, the implementation of these 
communications should be in an asynchronous model. 
 
The issues discussed in previous paragraph clearly demonstrates the need of task 
management and processing queue. For this reason, a priority queue has been designed to 
maintain VM tasks and their executions. The queue allows system to perform several 
operations asynchronously without having the problems of resource racing and concurrent 
requests. 
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In the designed queueing system, each operation has several properties such as name, 
priority, dependency, successful and unsuccessful operation callbacks. This allows system to 
distribute tasks, manage operations and generate notifications to other system components 
efficiently. 
 
 
3.5.3 Preparing Tests and Generation of VM list 
 
Upon receiving test request, the core framework performs a series of operations to upload and 
save source code and create a profile for a test (name, time stamps, …). The creation of each 
profile goes through the following steps: 
 
1. Check for pre-existing record and create a record for a test in database. 
2. Assign a folder in cloud storage and save the uploaded source code. 
3. Check for pre-existing compiled source code using computed hash code and perform 
the compilation of the source code if necessary. 
4. Generate, register and save SHA256 hash code for the compiled source code. 
5. Determine testing methodologies and total number of test cases based on user 
requests. 
6. Calculate the number of VMs required for the test. 
7. Generate Test cases for the test 
8. Assign VM Task list 
9. Start VMs for test 
10. Shut down allocated hardware resources after the test. 
3.5.4 Generation of Test Cases 
 
In the designed framework, test cases are generated for two type of tests based on user 
requirements. 
 
Gold Standard Test Case Testing: In this type of test a set of predefined FASTQ / BAM 
files exists within the framework. After receiving a request for test, FASTQ files will be 
copied in target test’s home folder (Figure 3.9). In order to compare the generated BAM from 
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PUT, a link to Gold Standard BAM file will also be stored in a system’s database for future 
evaluation. 
 
The current version of framework contains several Gold Standard FASTQ/BAM pairs which 
is based on simulated and real datasets in the framework. This list can easily be expanded by 
copying new files in the Gold Standard test case folder. 
 
 
Fig 3.9 Structure of Gold Standard Testing in the cloud framework 
 
 
To produce gold standard testing we used a third party application called WGSIM to 
generated test cases in a form of single end reads across the reference genome. 
This step was used with a command below: 
wgsim -e 0 -N 10000 -r 0 -d 0 -R 0 -X 0 ~/../holab/files/reference/hg19/ ucsc.hg19.fasta 
/HD3/10K_allchr.fq /dev/null 
 
The simulated short read’ name contained the actual position. A program GS_Verifier was 
developed using this feature in order to generate the gold standard alignment results in a 
SAM format. A sample gold standard record has been illustrated in Figure 3.10 
 
 
Figure 3.10: Chromosome and positions in the simulated read names was used to generate the gold 
standard alignment result in a SAM file. 
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Metamorphic Testing – Permutation of Reads: In this type of test a sample FASTQ file 
containing 10,000 reads will be generated as a source test case based on a real dataset 
SRR098401 that contains 400,000 reads. The generated FASTQ will be copied to each test’s 
home directory. 
 
To handle operation for this MR, a KMR_Shuffle program was developed using Java 
language to generate source test case and generate follow up permutations test cases.  This 
program performs generation of randomly shuffled version of source test case which are 
known as follow up test cases. The flow of this MR is illustrated in Figure 3.11. 
 
 
Fig 3.11: Overview of testing using MR-Shuffle 
 
 
KMR Shuffle has several input parameters which are described as below: 
 
Generating source test case: 
java –jar KMRShuffle.jar –gen [Output folder] [Main FASTQ File] [Number of samples 
(Default =1k)] 
 
 
The core framework also uses this program to generate follow up test cases through VM-
Assistant machine during the test initialization stage. 
 
Generating follow up test case: 
java –jar KMRShuffle.jar [Source Test case] [Number of shuffles] [Output folder] 
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Metamorphic Testing – Extension of Reads: Based on the MR’s specification, the 
framework will generate 10,000 short read sequence data as a source test case. The source 
test case then will be executed using the uploaded program. To generate follow up test cases, 
the mapped reads from the result of initial execution will be filtered and extended by 20 bp 
based on the given reference. The system expects the alignment result to remain unchanged. 
The testing flow is illustrated in Figure 3.12 
 
Figure 3.12: workflow of MT-Extension of reads 
 
To perform operations in this MR, a java program kMR_Extentions has been developed. 
Generating source test case is possible with command below: 
 
java –jar KMRShuffle.jar gen –ref [Base FastQ file] –n [Number of Source test case] –out 
[Output folder] 
 
The core frame work generates the extension of reads with the following command. In this 
implementation, generated reads will be extended by 20 bp by the framework. 
 
java –jar KMRShuffle.jar flw –ref [Reference address] –samfile [address to generated sam 
file] –ext [length of extention] –out [Output file] 
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3.5.5 Generating Start up Tasks 
 
The aim of the overall development of the testing framework has been to maximize the 
system’s flexibility in different scenarios. One of the advanced features of the designed 
framework is that the core can control each VM immediately after its startup. This can be 
beneficial for initializing and auditing their activity. The target VMs can belong to VM pool 
or evaluation group.  
 
One important task during initialization of each VM is to mount shared cloud storage on the 
VM using the SMB protocol. The initialization commands along with needed credentials will 
be provided in a shell script command from the core framework for each VM. In this design, 
each VM will identify itself to the management core by its name and depending on the role, 
the core framework generates the startup script for the target VM. VM will download and 
execute the given script dynamically. 
  
3.6 Development of User Friendly Portal for the Users 
 
 
3.6.1 New Test Submission 
 
The user web portal can be thought as the main entry point of the testing framework. Users 
can access the framework through a web browser, so there is no need to download and install 
any standalone software component for testing. We have implemented a defined set of test 
cases based on metamorphic testing and gold standard datasets, so users do not need to have 
expertise in designing effective test cases. Using this framework, users only need to provide 
their software source code for their test. There is no restriction on the programming language 
in which the software source code is written in, as long as it can be compiled in a standard 
Unix environment with a makefile. Other materials such as gold standards, genomre 
reference, etc. are already included within the framework and user only needs to select them 
through the interface. This feature can be helpful to reduce data-transfer costs and test 
initialization time and can help avoiding human mistakes. 
 
 60 
On the “New Job” page user can send written software to the framework for testing (Figure 
3.13). 
 
This page contains several options for user. 
 
Test name: a friendly name that users can assign to their testing tasks to get further 
information about their tests from the framework. It is important to note that this name should 
be unique in order to avoid conflicts with other tests. 
 
Upload Program: a place where the user can select the sequence alignment source code. 
Selected software should be in a ZIP format. 
 
Execute Command: From this important parameter the user can specify the execution 
command for uploaded source code after it has been compiled / executed. 
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Fig 3.13: user’s portal New Job submission web Interface  
 
 
In this section user must specify parameters required by the system at the time of execution. 
These parameters include reference, FASTQ inputs, and BAM outputs. 
 
Select Reference: The testing framework has been equipped with several references that are 
generally used by bioinformaticians. This option saves transportation between user’s machine 
and helps the framework accelerating the testing process. 
 
Test Runs: This option will be available when user selects one of metamorphic testing 
options and specifies the number of follow up test cases that should be generated from source 
test case. 
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3.6.2 Test Report 
 
In the designed portal users are also able to view the summary of test reports for their 
program. This section helps users to view test details such as duration, number of 
misalignments detected by each method, etc. A sample report in the portal is illustrated in 
Figure 3.14  
 
 
Figure 3.14: Test report page in framework’s web portal 
 
 
3.6.3 Job Tracking Tool 
 
Investigation of problems in testing framework executing independent number of tests can be 
a challenging tasks. In order to alleviate this problem, all operations related to testing and 
execution of test cases are logged in to system’s database and can be accessed via “Track 
Job” page. A sample tracking data generated during for a test is demonstrated in Figure 3.15. 
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In this page users can view information regarding each test including start and stopping of 
VMs, performing alignment tasks, analyzing of the results with the time stamp. 
 
 
Figure 3.15 Sample Test information viewed in Job Tracking page 
 
 
3.7 Challenges of Implementation 
 
The challenges of implementations were mostly related to technical issues. After we 
identified that Microsoft Azure is not capable of several parallel VM operations, we 
overcame this issue by going back and performing major changes in our initial design and 
replaced the evaluation component with pool of pre-created VM instances in order to avoid 
increasing of testing process duration. 
 
During the creation of the VM pool we identified issues in the sequential execution of VM 
operations. Due to allocation resources and times required to execute each operation, it is a 
challenging task to process these requests along with other requests from testing tasks. It is 
important to find an efficient way to reduce the cost of testing while also being highly 
responsive to test requests. For example, in order to reduce the costs of using VMs with VM-
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pool design, each VM had to shut down immediately after the creation. On the other hand, 
delay in responding to testing operations such as starting and stopping VMs from the pool 
could affect the testing time and cost of using VMs. For this reason, a priority queue has been 
designed to serve requests based on their priority and their average execution time. 
 
Another challenge that we faced was due to high number of system components and large 
amount of VMs. We identified that communication between these components cannot be 
stored in a memory or simple file format, thus for this reason we included all VM interactions 
and their states in database tables. 
 
Furthermore, we found that due to increasing communications between system components 
and the main server, some requests may not be responded to. For this issue we designed a 
(First In, First Out) FIFO queue to guarantee all requests are served by the server. 
 
 
3.8 Summary and Discussions 
 
The necessity of quality assurance in bioinformatics software and current problems in 
bioinformatics software testing inspired us to develop a user-friendly and high performance 
software testing service on the cloud.  
 
A cloud based sequence alignment testing framework was implemented in approximately 
61,500 line of codes in order to test the commonly used sequence alignment programs. The 
main goal during the design and implementation of this framework was to increase the 
accuracy of this kind of programs by employing the power of cloud computing and 
effectiveness of popular testing methodologies. 
 
During the implementation of this framework, we encountered several technical limitations 
and challenges, which was addressed appropriately.  
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Chapter 4: Evaluation of the Framework and Mutation 
Analysis 
4.1 Introduction 
 
Mutation analysis is a technique used by software developers and software testers to improve 
the quality and reliability of their testing (Hamlet, 1977)  It has been shown that performing 
mutation analysis can simulate the faults observable in reality (Offutt and Pan, 1997). In this 
technique, faults (mutation) will be injected to the original source code and the result is called 
“mutant”. The main idea behind this test is that the testing strategy will be able to detect the 
injected fault. 
 
Despite the utility of mutation analysis in simulating real life problems, the analysis can be 
very expensive. One of the aspects of this cost is to avoid generation of equivalent mutants. 
Equivalent mutant is type of mutant that produce equal results comparing with original 
program for every test case (Offutt and Pan, 1997). There are several strategies to generate 
mutants in this type of testing. In this pilot study, we have decided to focus on generating 
mutants by seeded faults manually. In order to test the effectiveness of our current cloud-
based testing framework on detecting program faults, we used mutation analysis to generate 
10 mutants for each of the two widely used sequence alignment software, BWA and Bowtie. 
We then checked if our proposed cloud-based testing framework was effective in detecting 
faults in each mutant.  
4.2 Generation of Mutants for BWA and BOWTIE 2 
 
In order to generate mutants for both BWA and BOWTIE2 programs, artificial single 
changes were injected to the source code manually. Each mutant source code was compiled, 
and the resulting mutant programs were executed to confirm that each mutant generates 
different output from the original non-mutant program with respect to some inputs. This 
process also involved with filtering those mutants that produced trivial errors. The final 
mutants were able to produce false results that could not be detected without using software 
testing techniques. A list of mutations in the BWA program and Bowtie2 is shown in Tables 
4.1 and 4.2, respectively.  
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Table 4.1 A list of mutations inserted into the source code of BWA 
Mutation ID File Line Before After 
BWA-M1 basic 403 if (p->strand) flag |= SAM_FSR; if (!p->strand) flag |= SAM_FSR; 
BWA-M2 bwase.c 137 seq->pos = bwa_sa2pos(bns, bwt, 
seq->sa, seq->len + seq->ref_shift, 
&strand); 
seq->pos = bwa_sa2pos(bns, bwt, seq->sa, 
seq->len + seq->ref_shift, &strand) -10; 
BWA-M3 bwase.c 410 err_printf("%d\t%d\t", (int)(p->pos 
- bns->anns[seqid].offset +1 ), p-
>mapQ); 
err_printf("%d\t%d\t", (int)(p->pos - bns-
>anns[seqid].offset ), p->mapQ); 
BWA-M4 bwase.c 540 bwa_seq_t *p = seqs + i; bwa_seq_t *p = seqs + i+1; 
BWA-M5 bwase.c 40     s->sa = p->k + (bwtint_t)((p->l - 
p->k + 1) * drand48()); 
s->sa =(bwtint_t)((p->l - p->k + 1) * 
drand48()); 
BWA-M6 bwt.c 90 sa++; sa+=2; 
BWA-M7 bwase.c 40 s->sa = p->k + (bwtint_t)((p->l - p-
>k + 1) * drand48()); 
s->sa = p->k + (bwtint_t)((p->l - p->k + 1) 
); 
BWA-M8 bwase.c 33  for (i = cnt = 0; i < n_aln; ++i) { for (i = cnt = 1; i < n_aln; ++i) { 
BWA-M9 bwt.c 88 bwtint_t sa = 0 bwtint_t sa = 6 
BWA-M10 bwase.c 120 if (is_rev) pos_f = pos_f + 1 < 
ref_len? 0 : pos_f - ref_len + 1; 
if (is_rev) pos_f = pos_f + 1 < ref_len? 0 : 
pos_f + ref_len + 1; 
The current mutants were applied to BWA 0.7.12 original source code 
Table 4.2 A list of mutations inserted into the source code of BOWTIE2 
Mutaion ID File Line Before After 
BT-1 aligner_sw_dri
ver.c 
1252 if(tighten  == 0 && if(tighten %2 == 0 && 
BT-2 aligner_sw_dri
ver.c 
1253 msink->Mmode() && msink->Mmode() || 
BT-3 aligner_sw_dri
ver.c 
812 bool eeMode = eeHits > 0; bool eeMode = eeHits < 0; 
BT-4 aligner_sw_dri
ver.c 
813 bool firstEe = true; bool firstEe = false; 
BT-5 aligner_sw.cpp 183 leftNs = min(leftNs, rflen); leftNs = min(leftNs, rflen)+4; 
BT-6 aligner_sw.cpp 1254 msink-
>hasSecondBestUnp1() 
// msink-
>hasSecondBestUnp1() 
BT-7 aligner_sw_dri
ver.c 
1159 bool firstInner = true; bool firstInner = false; 
BT-8 aligner_sw_dri
ver.c 
1163 if(state == FOUND_EE) { if(state != FOUND_EE) { 
BT-9 aligner_sw_dri
ver.c 
1277 if(minsc < perfectScore)  if(minsc <= perfectScore)  
BT-10 aligner_sw_dri
ver.c 
1159 bool firstInner = true; bool firstInner = false; 
The current mutants were applied to BOWTIE2 2.2.5 original source code 
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4.3 Mutation Analysis of BWA and BOWTIE2 
 
We used our cloud-based software testing framework (Chapter 3) to test the original and 
mutant versions of BWA and BOWTIE.  
 
For each program, we performed gold standard and metamorphic testing. In gold standard 
testing each test case contained 10,000 simulated short reads where each read is 70bp in 
length across the entire human genome (reference genome hg19). 
 
 For MR-Shuffle and MR-Extension of reads we used subsection of a human whole genome 
sequencing data set (SRR098401) containing 10,000 read where each read is 76bp in length 
for each test. The result of the analysis is illustrated in Tables 4.3 and 4.4. 
 
Some of the mutations caused a false alignment operation on the entire test case records. This 
was due to a shift in some operations such as printing and calculating alignment positions 
(BWA-M1, BWA-M2, BW-M3, etc). 
 
The results from MR-Tests suggest that not all MRs are equally effective in finding 
misalignments between different programs. For example it was known that BOWTIE2 
program was not sensitive to MR-Shuffle while BWA is known to have issues with 
permutation of the reads in previous studies (Giannoulatou et al., 2014).   
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Table 4.3: The numbers represent the number of reads that were not aligned as it was expected according to the gold standard test (GS) and two metamorphic 
relations (MT-Shuffle and MT-Extension) with 10,000 reads, with 10 follow up test cases for MT in BWA 
 BWA-ORG BWA- M1 BWA-M2 BWA -M3 BWA -M4 BWA-M5 BWA -M6 BWA -M7 BWA-M8 BWA-M9 BWA-M10 
GS 379 10000 10000 10000 10000 10000 9717 10000 10000 10000 5137 
MT-Shuffle 467.2 432.9 478.7 478.4 9858.6 442.5 454.7 31.3 40.7 418.7 466.3 
MT-Extension 390.2 8844.6 8844.8 8840.2 8832.1 434.8 8398.9 8842.1 39.8 8832.1 4648.7 
 
 
 
 
 
Table 4.4: The numbers represent the number of reads that that were not aligned as it was expected according to the gold standard test (GS) and two metamorphic 
relations (MT-Shuffle and MT-Extension) with 10,000 reads, with 10 follow up test cases for MT in Bowtie2 
 BT-ORG BT-M1 BT-M2 BT-M3 BT-M4 BT-M5 BT-M6 BT-M7 BT-M8 BT-M9 BT-M10 
GS 357 360 376 502 502 358 376 9999 9347 364 9999 
MT-Shuffle 0 0 0 0 0 0 0 0 327.3 0 0 
MT-Extension 401.3 430.6 424.9 445.9 429.8 406.1 419.4 2570 559.3 429.8 2584.5 
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4.4 Comparison of Gold Standard Testing and MT testing 
 
The results in Tables 4.3 and 4.4 from testing of both sequence alignment BWA and 
BOWTIE2 in previous section suggest that the most effective approach for detecting 
misaligned reads in these programs was gold standard testing. However, according to the 
results metamorphic testing is also able to detect failures without having any gold standard.  
 
 
4.5 Evaluating the Performance of the Framework 
 
One of the most important aspects of designing the framework in the cloud was the benefit of 
the large number of computational resources available to achieve testing goals with the lower 
costs. 
 
According to specification defined earlier for the proposed framework (Chapter 3), the 
framework has been designed to execute the test cases in parallel. To measure and compare 
the performance and costs related to execution of tests cases in the proposed framework, the 
costs of test execution in terms of pricing and time have been measured. The process in this 
execution included tasks below: 
 
1. Access to shared storage and execution of compiled software 
2. Access to shared storage and read the test cases 
3. Execute the test case in the program under test 
4. Sort the final SAM / BAM result and write the results to shared storage for the 
analysis 
5. Analyze the generated BAM file with gold standard BAM and generate diff output 
6. Analyze the diff format to evaluate the number of pass/fails. 
7. Log activities and create activity report for the test. 
 
 
The performance test results for 1 gold standard testing + 2 metamorphic testing with 10 
follow up test cases is shown in Table 4.5 and Table 4.6.  
Table 4.5: Performance test results from testing 1 GS, 2 MT-10 Follow ups (FL) tests 
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 Sequential Parallel  2-VM Parallel 4 VM Parallel 8 VM 
Run1 45 36 30 29 
Run2 44 35 34 31 
Run3 42 36 32 33 
The above measurements in this table represents the execution time in seconds 
 
Table 4.6: Performance test results from testing 1 GS, 2 MT-50 FL tests 
 Sequential Parallel 2 VM Parallel 4 VM Parallel 8 VM 
Run1 74 52 47 43 
Run2 77 54 46 45 
Run3 76 53 48 37 
The above measurements in this table represents the execution time in seconds 
 
 
A comparison of test executions using serial execution and parallel execution using different 
number of VMs are illustrated in Figure 4.1. In the proposed framework users have an option 
to choose any number of VM instances that are available in the VM pool at that moment to 
be used for their tests.  The results from the tests suggest that parallel execution of test cases 
can reduce the amount of time the framework takes to complete the entire test. The saved 
execution time relates to the number of VMs used for the alignment task. 
  
Fig 4.1 Comparison of two different test executions in sequential and parallel mode using different VM 
instances. 
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The cloud billing costs associated with execution of each test are explained below: 
 
Computation costs: The costs related to using the VM with requested hardware 
configuration to run each test.  
 
Bandwidth costs: The costs related to accessing files from VMs to Azure Files service. 
According to Azure’s billing instruction page when both VM and Azure Files are located in 
the same geographical region this costs is zero. 
 
Transaction costs: the costs related to number of requests of accessing files on the Azure 
Files service. According to Azure not all transactions are subject to billing and Azure will 
analyze each request internally.  
 
Capacity costs: the costs related to accumulation of contents and their metadata on Azure 
Files service. 
 
We have used average time of performance test data, in order to compare tests billing costs. 
The results are demonstrated in Tables 4.5 and 4.6. 
 
Table 4.5 Costs related to storage and execution of a test including one gold standard test and two MT 
tests with ten follow up test cases in a sequential manner. 
Item Description Unit price Usage Cost (USD) 
Computation Costs $0.025/hr 0.727 hr (43.67 min) $ 0.018195  
Azure Files bandwidth costs N/A N/A N/A 
Azure Files I/O transactions 
costs 
$0.0046/100 K 
transactions 
Less than 1K (approx.) $ 0.000046 
Azure Files content capacity 
costs 
$0.102 /GB/Month 0.301 GB (Average in one month) $ 0.030702 
  TOTAL: USD $ 0.05 
 
The results suggest that billing costs related to execution of tests in sequential manner is 
slightly lower than when using 2VMs for the tests. However, both results from tests 
demonstrate that cloud can help to avoid heavy billing costs. In the next chapter, this topic 
will be reviewed and discussed in more depth with theoretical case study. 
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Table 4.6 Costs related to storage and execution of a test including one gold standard testing and two MT 
tests with ten follow up test cases using 2 VMs. 
Item Description Unit price Usage Cost (USD) 
Computation Costs $0.025/hr 0.583 hr (35 min) x 2 $ 0.02915  
Azure Files bandwidth 
costs 
N/A N/A N/A 
Azure Files I/O 
transactions costs 
$0.0046/100 K 
transactions 
Less than 1K (approx.) $ 0.000046 
Azure Files content 
capacity costs 
$0.102 /GB/Month 0.301 GB (Average in 
one month) 
$ 0.030702 
  TOTAL: USD $ 0.06 
 
4.6 Comparison of Results With Similar Previous Studies 
 
The metamorphic testing results using the proposed cloud framework was previously 
performed in smaller scale but in more detail at local lab and was published by Giannoulatou 
et al (Giannoulatou et al., 2014) . Table 4.7 demonstrates the results that was originally taken 
from this study.  
 
Table 4.7 Applying Metamorphic testing and comparison of results for BWA & BOWTIE adopted from 
the study of Giannoulatou et al., 2014. 
   
MR1 : Permutation of reads , MR5: Extension of reads. 
In this table the result of MT for MR1(permutation of reads) and MR5 (extension of reads) 
are presented for different number of input reads (from 103 to 107). In this table F is 
represented if the MR was effective to find faults. 
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The comparison of the previous study results and findings represented in Table 4.3 and Table 
4.4 verifies the detected issues in both experiments. According to both results, BWA program 
is vulnerable against MR-permutation of reads whereas Bowtie2 did not produce any false 
results based on this MR. Furthermore, MR-Extension of reads was helpful to detect failures 
in both programs. 
 
 
4.7 Summary 
 
 
In this chapter, our proposed cloud-based sequence alignment testing framework was 
analyzed with mutation analysis on two commonly used sequence alignment programs 
(BWA, BOWTIE2). The result showed that our framework was effective to find faults in 
mutated programs.  
  
The results also show that the methodologies are individually effective in only a subset of the 
mutants tested. For example, MT-Shuffle could help reveal on average 1194 misaligned reads 
in BWA mutations. In contrast, this method was not effective in BOWTIE2 and could only 
detect 327 misalignments in one out of ten mutants. It did not detect any misalignments in the 
other nine mutants. Therefore, incorporating different testing methodologies are helpful in 
terms of improving the fault detection ability. 
 
The performance testing of the framework illustrates that using multiple VM instances for the 
test can reduce the testing time without causing major additional billing costs (1 US cent 
increase when using 2VMs compared to sequential execution of test cases). Nonetheless, the 
result indicates that increasing any number of VMs does not always lead to a substantial 
reduction in execution time and costs and therefore optimal number of VMs depends on the 
number of test cases. Determining a good number of these VMs is one of future research 
topics that needs more detailed investigations. Finally, the results suggest that in general, 
higher number of VMs result in higher scalability, and better performance when it is 
performed in parallel.   
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Chapter 5: Discussions and Conclusion  
 
5.1 Introduction 
 
5.1.1 Cloud and Big Data 
 
At the end of the last decade, the exponential growth in the amount of high throughput 
sequence data derived from medical genomics, raised the needs for new computational 
infrastructures. These new requirements were not only related to the requirement for data 
processing, but also related to the data storage and data transfer requirement (Pareek et al., 
2011; Soon et al., 2013).  
 
The need for new set of requirements in biological data processing as well as its requirements 
in other fields of computations led to new era of information technology known as “Big 
Data” era and also the birth of new computing platform known as cloud computing. This has 
started to become the general computing platform for computational biology problems 
(Schadt et al., 2011).Briefly, big data is defined as data with the size above the management 
capabilities of typical database managing software(Merelli et al., 2014).  
 
A more technical definition of big data is defined as data sets with three key features: 
volume, variety and velocity (Genovese and Prentice, 2011). In this three V paradigm, 
volume refers to the large and massive amount of data; variety refers to the non-uniform and 
unstructured data which prevents straightforward use of data processing methodologies; and, 
velocity refers to the rate of dataset generation. 
 
The desire for fast processing of big data forced computer engineers to develop alternative 
technologies for transfer, storage, retrieval and computation of big- data. Technologies such 
as MapReduce and Hadoop File System (HDFS) and Spark have been designed to store and 
process big data, and are some replacements for traditional relational database engines. These 
new systems have been optimized to efficiently store and retrieve unstructured and raw data. 
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5.1.2 Software Testing Framework Based On the Cloud  
 
The objective of this thesis was to construct a new approach in software testing using cloud 
platform features to enable high scalability and automated tests in the bioinformatics field. 
We showed this framework is able to perform dynamic software testing based on uploaded 
source code and provide a detail testing report based on state of the art testing methodologies 
for its users. In previous chapter we also analyzed the framework’s performance using 
mutation analysis. 
 
This chapter starts by summarizing features of the software testing framework based on the 
cloud platform. Furthermore, it presents more in-depth analysis and discussions about testing 
of the testing framework followed by presenting a theoretical case study scenario to compare 
costs of using of the framework in the cloud with the costs of owning a local server. This 
chapter continues by presenting limitations during this study followed by discussion and 
summary of previous chapters and describe future works and road plans.  
 
 
5.2 Features of Cloud Based Testing Framework  
 
In addition to the difficulties of bioinformatics software testing discussed in Chapter 1 and 2, 
another major bottleneck in the widespread application of state-of-the-art software testing 
methodology in bioinformatics is the ease of set up and access hardware and software 
infrastructure for testing. In this regard, a cloud based testing framework has been proposed 
to alleviate these problems. This framework uses several state-of-the-art testing techniques to 
test the correctness of sequence aligning software. The goal is to improve the overall quality 
of bioinformatics software used in genomic medicine. Several features in this platform are 
highlighted below: 
 
• Combining state of the art testing strategies in order to improve quality and reliability 
of sequence alignment software. 
• Taking the advantages of cloud computing  
• Dynamic compilation and execution of software under test 
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• Task management, parallel executions 
• User friendly web Interface 
• Detail reporting of alignment tasks. 
• Archiving all activities within the system components and software in order to trace 
back and find the problems in a shortest amount of time. 
• Ability to expand test cases, testing strategies, resources and etc. easily. 
• Using hash table indexing for the programs under test in order to avoid recompilation 
of programs and reduce the testing time. 
• Managing of VM operations dynamically (creating, removing, starting and stopping). 
 
As demonstrated in Chapter 3 and 4, the current version of framework is ready to be used in 
testing short read sequence alignment programs. Users can simply upload their software 
source code and select testing options based on their requirements (genome reference, testing 
methodologies, number of test follow-ups for MT, etc.) and simply view a detailed testing 
report through the user portal. Furthermore, some additional features such as user 
management, billing management and development of testing APIs can help the framework 
to be used as a TaaS. 
 
Dynamic compilation of programs enables this framework to compile and run the written 
software. The ability to dynamically compile programs enables its utility to test future 
sequence aligners as long as they use the same inputs and output formats (FASTQ format as a 
reference and BAM format for output). The current version of framework is able to compile 
sequence alignments developed in any programming language as long as it is supported in the 
Unix environment.  
 
5.3 Testing the Proposed Framework 
 
Testing the final version of proposed framework was one of the important tasks during 
development of this software. As per design, the framework consists of many sub component 
programs and a large number of data communication between different components. 
 
Using mutation analysis, we demonstrated that the framework is able to detect faults in 
uploaded program source code containing errors. The result of mutation analysis has been 
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illustrated in Chapter 4. Several unit tests have been performed during the development of 
each component to identify potential faults in the framework. The communication of 
framework components has been tested using integration testing with several mutants that 
were used to evaluate the effectiveness of our testing strategy. Runtime performance of the 
proposed framework was an important consideration in our evaluation. For this reason, we 
evaluated the time to execute the framework. For example, features such as VM Pool was 
added to the design when we noticed Microsoft Azure only allow sequential instantiation of 
VM. In addition, source code indexing was one of the features that have been added to the 
framework during this test in order to reduce the compilation time. 
 
The testing process of the proposed framework was a challenging task due to a huge 
dependency between components tasks and a small error in one task could affect the progress 
of entire testing process and may cause the failure of the framework. In addition, some other 
components such as priority queue, communication with Azure API and FIFO notification 
queue has been tested to ensure the reliability of these components.  While it is impossible to 
develop an error-free software (Myers et al., 2011), the proposed framework has been tested 
extensively. It is important to note that revealing all potential framework faults is not possible 
with the development test cases. Therefore, the framework needs to be tested in a realistic 
environment using realistic conditions and test cases.  
 
 
5.4 Comparison of the Framework with Existing Testing Tools 
 
We compared our proposed testing methodologies with other existing testing resources 
available in scientific communities. Genome in the Bottle project  provides a benchmark for 
bioinformatics pipeline (Zook et al., 2014). The idea is similar to gold standard testing where 
the output is compared with benchmarked data. Genome Comparison and Analytic Testing 
(GCAT) provides access to several performance reports from commonly used pipelines and 
benchmarking tools for performance testing bioinformatics pipeline (Global Alliance for 
Genomic Health Benchmarking working group). In this platform, users can download sample 
test case and upload report generated from their pipeline and compare with other available 
reports. As we reviewed other available tools in bioinformatics community, we found that 
unfortunately there are not many available tools for increasing the quality and reliability of 
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such software programs. None of them is able to perform software testing in the absence of a 
gold standard. Based on the comparison of existing tools with proposed cloud-based 
framework, we have listed some of the highlights of our framework:  
 
1. Combination of cloud computing and bioinformatics software testing 
2. Dynamic compilation, execution and testing of software based on source codes 
3. Combining different software testing methodologies such as metamorphic testing 
which is very effective where the oracle does not exist. 
 
5.5 Estimation of On-going costs with a theoretical case study 
 
In order to evaluate the cost efficiency of proposed framework we propose a real life scenario 
of using this framework and compare costs of running tests in local server and cloud. 
 
5.5.1 Theoretical Scenario 
 
In the scenario, a pathology lab performs 500 typical sequence alignment testing (1 GS + 
2MT 10 FL) for the first two weeks (336 hours) in the first year of using this framework. The 
lab uses this framework 1 day (24 hours) in total and performs 50 test each year from the 
second year onward. The framework needs to be accessible from different regions so lab-
members can access the framework from different locations (home and office).  
 
In the next sections, the costs of running a server or hosting in the cloud for above scenario is 
being investigated. 
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5.5.2 Owning a Local Server 
 
Owning a local server involves with several considerations. These considerations include cost 
of buying hardware, software licensing and maintenance.  
 
Table 5.1 Costs of running a local server 
Item Description  Price (USD) 
HP® ProLiant ML350p  
Gen9 SFF 5U Tower Server* 
(8 cores,16 GB RAM, 300 GB SFF Hard drive) 
 4034 
Windows Server 2012 R2**  1209 
Electricity  20 / Month 
Internet  60 / Month 
SQL Server Standard **  3189 
Static IP Address  10/Month 
Maintenance & Support***  (20 USD/ month after 3 
years ) 
 Total $ 8432 + $ 10/ Month  + 
80 / Month + $ 20 / Year 
after 3rd year 
*Costs have based on Amazon.com website. 
**Pricing from Microsoft Store website 
*** Maintenance & support is variable price. In here we estimated average costs of software upgrades and 
supports and unexpected hardware failure costs over a time.  
 
In addition, hardware resources are limited and considering additional servers become 
necessary in order to maintain the performance, users, file storage.  
 
In this theoretical study buying a medium size local server to host the framework and costs 
related to running the servers and being accessed through different regions is calculated. 
Table 5.1 demonstrates the list of items related to running a local server. 
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5.5.3 On-going Costs on the Cloud 
 
There are also on going costs regarding computation in the framework on the cloud. This 
includes costs for running other framework components other than costs related to execution 
of tests. In Table 5.2 the details of these costs have been described when they are used for a 
month (30 days). These costs are based on the requirements which was optimized for 
multiple users support and test executions, however, hardware configurations in these 
components are subject to change depending on the number of users and test performed in the 
framework. According to Table 5.1 cost details, the total costs of on going costs for a month 
(30 days) is $ 582.12 USD and can be interpreted as hourly rate of $ 0.80 USD. 
 
Table 5.2: Description of on going costs for the current framework 
Item Description Unit price Usage (hours) Costs (USD) 
Main Server + SQL Server Web (A3-
Standard - US-East) 
$ 0.392/hr 720 hours (30 days) $ 282.24  
VM-Assistant (A3- Standard-US-East) $ 0.240/hr 720 hours (30 days) $ 172.80 
VM-Evaluation (A3 - Basic - US-East) $ 0.176/hr 720 hours (30 days) $ 126.72 
Azure Files I/O transactions costs $ 0.0046/100 K 
transactions 
1,000,000  (approx.) $ 0.046 
Azure Files (US-East) (containing 
shared programs and resources)  
$ 0.08 per GB 3.97 GB $ 0.3176 
  TOTAL: USD $ 582.12 / Months 
USD $ 0.8085 / Hour 
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5.5.4 Pricing Comparison in the given scenario 
 
According to the given scenario and detailed pricing in Table 5.1 and Table 5.2 The cost can 
be compared over a time. The result is demonstrated in Table 5.3. Using the following 
information, total costs of running framework is compared in 5-years time. 
 
Table 5.3: The comparison of costs for running framework on the local server and on the cloud 
Item Description Price for 
First Year 
(2 weeks) 
Price for  
Second Year 
(24 hours) 
Price for  
Third Year 
(24 hours) 
Price for  
Fourth Year+ 
(24 hours) 
Local Server $ 8447.33  
(8432 +10 + 5.33)  
$ 15.33  
(10 + 5.33)  
15.33 $ 15.38 
 (10 + 5.33 + 0.05) 
Azure Cloud $ 301.65  
(271.65 + 500 * 0.06 ) 
$ 22.4 
 (19.4 + 50 * 0.06)  
$ 22.4 $ 22.4 
In here price for each year is calculated based on testing usage defined in the scenario, with our assumption,  
1-The costs for local server includes unavoidable $10/ month of static IP address for each month the testing is 
performed plus the portion of other costs including bills for the defined time defined in the scenario. 2-The cost 
of executing typical test is $ 0.06 based on estimation from previous chapter. 3-In our assumptions month is 
assumed as 30 days. 
 
 
Table 5.4: Comparison of total costs in 5-years time 
Item Description Total (USD) 
Local Server $ 8508.75 
Azure Cloud $ 391.25 
In here price for each year is calculated based on testing usage defined in the scenario  
 
 
The results from Table 5.3 and Table 5.4 suggest that the cost of running framework on the 
cloud is remarkably lower than a local server. Furthermore, the cloud pricing costs over a 
time allows the lab to use their budget efficiently without the problem of investment in 
buying depreciating assets and involving with licensing issues and maintenance costs. 
 
Beside an expensive initial costs in owning a local server and licensing issues, this approach 
has some advantages. Firstly, testing costs are already included in on going costs and 
performing tests does not lead to any additional costs (other than buying additional storages if 
need to keep test results). The server can also be used for other computation purposes when 
not used for testing without causing major additional costs for hardware resources. This is 
 78 
beneficial for those groups that having several computing tasks. 
 
Using this study results and tests performance comparisons from previous chapter, it can be 
concluded that using cloud platform not only helps reducing of testing times, also it can be 
cost effective over a time. 
 
5.6 Limitation of the study 
 
During the implementation of the cloud testing framework we have faced several limitations 
that have been from different sources. These limitations can be categorized as: 
 
Limitation of cloud Service: At the time of implementation of this platform, Microsoft 
Azure had several limitations to create, deploy and delete multiple VMs in parallel. The 
limitation was because the need of exclusive allocation of resources by cloud service. This 
limitation was also confirmed after several communications with the Microsoft Azure support 
team.  
 
During the development of this framework, Microsoft Azure Files was in preview mode and 
storage pricing had new products trial discounts. The final pricing will be applied in final 
release of this service and pricing can be accessed via Microsoft Azure Pricing web site. 
 
Limitation of Time: As we have been implementing this platform, due to limitation of study 
time, we have only identified and implemented the necessary features of this framework, 
however integration of several other features with this framework could enhance the testing 
and reporting components; For example, we believe it is possible to identify and implement 
more Metamorphic Relations for sequence aligners in addition to available tests to increase 
the accuracy of tests. 
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5.7 Summary 
 
It has been illustrated while it is very difficult to find a gold standard to cover all parts of 
sequence alignment programs, this methodology remains the most effective methodology to 
reveal faults even in a small scale.  
 
The results from metamorphic testing suggest that it can be very effective to find faults 
without the need of an oracle. However, it cannot be a complete replacement as the sole 
testing method, since it does not reveal all faults. Using metamorphic testing can be an 
effective approach when it is hard to find or sometimes practically impossible to find gold 
standard to cover all faults in the program. The overall results from testing of both BWA and 
BOWTIE2 programs suggest that the combination of different testing methodologies can help 
by finding more faults in the program. 
 
It is important to mention that not all misalignments detected with our methodologies are 
caused by invalid software operations. In fact, due to repetitive nature of DNA in some 
regions, it is possible to find more than one match for some sequences in certain area of 
different chromosomes (Treangen and Salzberg, 2012). This type of errors reveals the 
difficulty nature of software testing of sequence alignment program and subsequently 
requires more in depth analysis to classify error types. In this context, using some 
methodologies such as gold standard testing might not reveal the source of these errors. 
However, if we derive MRs from the specification of the program, a violation of any of these 
MRs is most likely due to software fault and can be helpful in classifying these faults. 
Furthermore, increasing the length of reads can help to increase the uniqueness of the reads 
and reduce this type of faults in testing. 
 
According to the performance measurements in chapter 4 and theoretical on-going costs 
estimation, the proposed framework is able to perform typical testing with less than 1 USD  
($ 0.059 for test execution and $ 0.80 USD per hour for on-going costs such as storage). It 
illustrates that testing on the cloud is cost effective. We showed that increasing the number of 
VM workers from VM pool reduces testing time. For example, testing times results from 
Figure 4.5 showed a 28% and 45% reduction in test duration when using 8 VMs (1 GS, 2 
MT, 10 and 50 Follow up test cases respectively). 
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Although increasing the number of VMs in large tests can reduce the testing runtime, the 
results from performance testing in chapter 4 suggests that increasing number of VMs does 
not always lead to a linear decrease of execution time, and also may result in an increase in 
other costs such as cost of computation. For instance, although the average time of execution 
when using 4 and 8 VMs when executing 1 GS test and 2 MT tests with ten follow up test 
cases were close (32,31 seconds), some individual tests when using 4 VMs had better 
performance in comparison with using 8VMs. In addition, costs of computation using 8 VMs 
were higher due to use of 8 VMs to perform the tests. This is due to increase in the number of 
operations in the framework such as handling data from VMs, logging, coordinating 
operations, etc. Moreover, execution of parallel testing tasks is not always equal due to tasks 
split between different machines and although these machines had the same configurations, 
their performance in reality was slightly different. 
 
There are also some on-going costs for the framework such as costs for running other VMs 
such as main server and VM-Evaluation and VM-Assistant. These costs have been shown in 
this chapter. These costs may vary according to hardware configuration, geographical 
position and use of these machines. Pay-as-you-go billing methods can significantly reduce 
the on going costs and framework holder will only pay when these machines are running. 
 
The results from performance and cost estimations in previous chapter and theoretical case 
study suggest that performing computations on the cloud can be beneficial in reduction of 
testing times due to greater amount of hardware resources. Furthermore, on-demand access to 
the large amount of hardware resources on the cloud provides the opportunity to perform 
high performance computing and avoid high billing costs. 
 
5.8 Future Direction of the Study 
 
Our proposed framework showed that there are real problems in current bioinformatics 
software and these problems need to be thoroughly investigated in order to improve the 
quality of these programs. There are several analysis tasks which remain as a future direction 
of this study. Firstly, designing more Metamorphic Relations can help to improve the 
completeness of testing for such programs. Secondly, studying and analyzing the failure 
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causing input patterns can offer insights that may help debugging. Offering a benchmark data 
and comparison with other tested programs in the framework can help scientists to choose 
programs that are more reliable during their research. 
 
We have implemented this framework to demonstrate the usability of the proposed 
framework for scalability of sequence alignment testing. In principle, the modular 
architecture of the proposed framework should allow the system owner to design and perform 
MT and GS testing for different scientific and non-scientific programs that also have an 
oracle problem. In the bioinformatics context, many biological and medical research areas 
such as variant calling pipeline, scientific simulations could benefit from this framework. 
  
 82 
Appendix 
I – Publications, Conferences and Posters 
 
I-1 How to Test Bioinformatics Software? 
 
Kamali AH, Giannoulatou E, Chen TY, Charleston MA, McEwan AL, Ho JWK, 2015. How to 
test bioinformatics software? Biophysical Reviews. 7, 343–352 
Abstract 
Bioinformatics is the application of computational, mathematical and statistical techniques to 
solve problems in biology and medicine. Bioinformatics programs developed for 
computational simulation and large-scale data analysis are widely used in almost all areas of 
biophysics. The appropriate choice of algorithms and correct implementation of these 
algorithms are critical for obtaining reliable computational results. Nonetheless, it is often 
very difficult to systematically test these programs as it is often hard to verify the correctness 
of the output, and to effectively generate failure-revealing test cases. Software testing is an 
important process of verification and validation of scientific software, but very few studies 
have directly dealt with the issues of bioinformatics software testing. In this work, we review 
important concepts and state-of-the-art methods in the field of software testing. We also 
discuss recent reports on adapting and implementing software testing methodologies in the 
bioinformatics field, with specific examples drawn from systems biology and genomic 
medicine. 
 
 
I-2 Quality Assurance in Genome-Scale Bioinformatics Analyses 
 
Giannoulatou E, Kamali AH, Yang A, Chen TY, Ho JWK (2016) Quality assurance in 
genome-scale bioinformatics analyses. In Computational Biology & Bioinformatics: Gene 
Regulation (Ed. Wong KC), CRC Press. (in press) 
 
Abstract 
 The advent of Next Generation Sequencing (NGS) is transforming the landscape of 
biomedical research, ranging from disease gene discovery to clinical application of genomic 
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medicine. NGS enables low-cost, high-throughput sequencing for a wide variety of genome-
wide scale analysis of the genome, epigenome and transcriptome. However, with this vast 
quantity of data, we are faced with unprecedented technical challenges in terms of quality 
assurance of the computational analytical pipelines. In this chapter, we review current 
approaches used for bioinformatics validation and quality control in whole genome 
sequencing analysis for genomic medicine applications. We further discuss how state-of-the-
art software testing techniques can be used to establish strong quality assurance measures in 
genome-scale bioinformatics. 
 
I-3 A cloud-based framework for applying metamorphic testing to a 
bioinformatics pipeline. 
 
Troup M, Yang A, Kamali AH, Giannoulatou E, Chen TY, Ho JWK (2016).  
In Proceedings of the First International Workshop on Metamorphic Testing (accepted) 
 
Abstract 
Testing of bioinformatics software often suffers from the oracle problem, especially when 
testing software that analyses human genome sequencing data. Metamorphic testing has been 
proposed to alleviate the oracle problem. Nonetheless, smaller research or clinical centers 
may be challenged by the complexity and resources required to implement a suitable 
metamorphic testing framework in practice. This paper presents a case study on how a cloud-
based meta morphic testing framework can be applied to a widely used genomic sequencing 
pipeline, and discusses the future of implementing large-scale on-demand automated 
metamorphic testing using cloud-based resources. 
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I-4 22nd St. Vincent Hospital Symposium  
 
Approaches to Bioinformatics Software Testing (Kamali AH, Giannoulatou E, McEwan AL, 
Ho JWK, - Accepted for poster presentation.  
 
Abstract 
With recent advances in computational technologies the result of many medical and 
bioinformatics research programs now relies on programs that are often performing 
computation on a massive amount of data. Therefore, correctness of bioinformatics programs 
is a must and false output in such programs can lead to serious biological incorrect decisions 
and could misguide downstream experimentation. Common software testing routines consist 
of execution and verification of a set of test cases. However, many bioinformatics programs 
suffer from the oracle problem – it is often not possible to evaluate the correctness of the 
results produced by these large and complex programs. Therefore, verification of such 
programs is considered very difficult or sometimes impossible. There is a need to adopt state-
of-the-art software testing strategies to systematically verify and validate these bioinformatics 
programs. 
 
We evaluate the application of Metamorphic testing (MT) on a widely used DNA sequencer 
aligner – BWA. To test the effectiveness of MT, we artificially introduced 20 separate 
‘errors’ (i.e., mutations), into the BWA source code. These mutant programs are then 
compiled and subjected to MT. We found that MT is effective at identifying mutants, yet 
some mutants are harder to be identified. 
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Problems	in	Bioinformatics	Software	Testing
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they can find during the test. In Mutation Analysis testing a single fault is
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With advances in technology many software programs are designed to help
scientists to accelerate their research. Our research focuses on the verification
and validation of such programs. In particular we have focused our attention on
Sequence Alignment programs and SBML Simulators.
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Unmapped reads, 7-Mapped reads, 8-Quality score increase of reads, 9-Correction of
errors or mismatches in the mapped reads for the input reads for software alignment
software and applied a automation technique to execute and evaluate the
relationship existence between input and output data.
In this work we aim to extent our contribution to software testing by applying 
Metamorphic Testing(MT) to three commonly used NGS short-read alignment 
programs that have been used widely by the international academic community:
Burrows-Wheeler Aligner(BWA), Bowtie and Bowtie2
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In our approach to systematic 
software testing we used 
metamorphic testing. Metamorphic 
testing enables the software 
testers to validate and verify the 
output results based on previously 
known properties which is called as 
Metamorphic Relations (MRs).
Metamorphic	Testing	Results
Importance	of	scientific	software	testing
In recent decades a large number of research, experiment and simulation
results in medical science and bioinformatics rely on software programs.
Incorrect fault and errors in such programs can misguide future research. New
bioinformatics tools are being developed in a fast pace to analyse high-
throughput data. There is therefore a critical need to ensure or correct and
validated algorithms used and they are being implemented into computer
programs
N-Version Programming: Comparing different implementations of same 
functioning program
Special Test Case: Technique to test a software with a correct previously known 
input and output.
Random Testing: Testing software with some randomly generated data.
In Vivo testing: Testing software with the actual user data after development 
stage.
Metamorphic Testing :Testing input-output results with previously known 
properties.
Bioinformatics Software programs are
often designed to perform heavy
computations on a large amount of
data. However, due to the lack of
“oracle” or gold standard, it is often
expensive or sometimes impossible to
verify the correctness of output data.
Many bioinformaticians develop their own tools and in most cases they don’t
have any experience in software implementation. In addition, testing process can
take up to 50% of development time.
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We detected limitations of the programs by demonstrating violations in some
MRs to simulated runs of varying coverage.
We propose that MT can facilitate the of automatic and systematic testing and
quality assurance of multiple genomic bioinformatics tools.
Sin(x) = Sin(x + 2kΠ)
Example:
Sin(x) = −Sin(x)
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Systems biology & genomic medicine software 
Some techniques in scientific software testing 
Systematic and automated approaches 
Problems in bioinformatics software testing 
Future work: Evaluation of testing techniques 
The quality of tests are measured with the number of faults and 
problems that they can find during the test. In Mutation Analysis, a 
single error is injected to the source code of the program to simulate 
the potential failure in the software. This new version of software is 
then called Mutant. By applying our MT strategy to test a large 
number of mutants, we can evaluate the effectiveness of the testing 
strategy. In the future, we will apply our testing techniques on mutants 
to check how many of them could be killed using the technique. 
Many computer programs are designed to help scientists accelerate 
their research, especially in biomedical research. My thesis focuses 
on the verification and validation of such programs. In particular we 
have focused our attention on DNA sequence alignment programs 
and biological network simulators. 
In this work we extent our contribution to bioinformatics software 
testing by applying Metamorphic Testing(MT) to three commonly used 
NGS short-read alignment programs that have been used widely by 
the international academic community: 
Burrows-Wheeler Aligner(BWA), Bowtie and Bowtie2 
 
We have developed MRs for testing DNA sequence alignment 
programs: 1-Random permutation of reads, 2-Reverse 
complement of reads, 3-Addition of reads, 4-Removal of reads, 5-
Extension of reads, 6-Unmapped reads, 7-Mapped reads, 8-
Quality score increase of reads, 9-Correction of errors or 
mismatches in the mapped reads for the input reads for software 
alignment software and applied a automation technique to execute 
and evaluate the relationship existence between input and output 
data. 
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In our approach to systematic software 
testing we used metamorphic testing. 
Metamorphic Testing (MT) enables the 
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follow-up test cases, and to verify the 
output results based on previously 
known properties which is called as 
Metamorphic Relations (MRs). 
Metamorphic Testing results 
Importance of scientific software testing 
New bioinformatics tools are being developed in a fast pace to 
analyze high-throughput data. There is therefore a critical need to 
validate the correctness of the algorithms used, and to verify that they 
are being implemented into computer programs correctly. For instance 
it has been shown that the concordance of multiple widely used 
variant-calling pipelines is very low (<60% in SNP calling, and <30% 
in indel calling). Considering there is only one ground truth, the high 
level of discrepancy is troubling, and is telling us that even the most 
popular bioinformatics tools to date can generate results with a non-
negligible false positives or false negative rate. Thus, we want to have 
a QA measure to estimate the level of false positive or false negatives 
produce by the system with each experimental run. 
 
Special test case: Technique to test a software with set of input 
where the output is known. 
N-version programming: Comparing different implementations of the 
same program. 
Random Testing: Testing software with some randomly generated 
test cases. 
In vivo testing: Testing software with the actual user data after 
development stage. 
Metamorphic testing :Testing input-output results with previously 
known properties. 
Bioinformatics Software programs are often 
 designed to perform heavy computations 
 on a large amount of data. However, 
 due to the lack of “oracle” or 
 gold standard, it is often expensive  
or sometimes impossible to verify the 
correctness of output data. 
 
Also many bioinformaticians develop their  
own tools and in most cases they are not familiar  
with software engineering practices.  
 
A recent survey found that almost 40% of scientists spend at least one 
fifth of their time development software nowadays, but less than 50% 
of the scientists have a good understanding of software testing. 
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How to Test Bioinformatics Software? (Kamali AH, Giannoulatou E, Ho JWK) – Accepted 
for fast forward oral presentation and poster presentation.   
 
Abstract: 
With recent advances in computational technologies the result of many medical and 
bioinformatics research programs now relies on programs that are often performing 
computation on a massive amount of data. Therefore, correctness of bioinformatics programs 
is a must and false output in such programs can lead to serious biological incorrect decisions 
and could misguide downstream experimentation. Common software testing routines consist 
of execution and verification of a set of test cases. However, many bioinformatics programs 
suffer from the oracle problem – it is often not possible to evaluate the correctness of the 
results produced by these large and complex programs. Therefore, verification of such 
programs is considered very difficult or sometimes impossible. There is a need to adopt state-
of-the-art software testing strategies to systematically verify and validate these bioinformatics 
programs. 
 
We evaluate the application of Metamorphic testing (MT) on two widely used DNA 
sequencer aligners: BWA and Bowtie. To test the effectiveness of MT, we artificially 
introduced ‘errors’ (i.e., mutations), into the BWA source code. These mutant programs are 
then compiled and subjected to MT. We found that MT is effective at identifying mutants, yet 
some mutants are harder to be identified, suggesting the need to construct effective test cases. 
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II- Test case, samples inputs and outputs used for testing in the 
framework and sub components 
 
Testing a programs that was used for testing was a challenging task. To ensure that our 
framework was implemented correctly, we have designed a large number of test cases to test 
framework and its components, and verify the correctness of the outputs manually. Due to 
limitation of space in this thesis, in this section we show some selected examples of test cases 
that we have used. To ensure correctness, human was used as the oracle to check if the 
outputs produced was valid. 
 
II.1 - KMR_Shuffle 
 
a. Tests case folder 
 
 
 
 
b. Sample test case records 
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c. Sample follow up test case aligned records: 
All shuffled FASTQ files had the same number of records. They also have been aligned and 
the result has been sorted. 
 
c-1: Sample sorted alignment result from shuffle 1 
 
 
c-2: Sample sorted alignment result from shuffle 2 
 
 
 
II.2 - kMR_Extentions 
a. Test cases with their extensions 
 
 
 
b. Sample input FASTQ file record  
 
 
c. Sample initial alignment result 
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d. Sample 20 bp extended reads generated 
 
 
 
 
e. Sample check for record: 
 
 
 
 
II.3 - kMR_Analyzer 
 
a. Sample Diff format result (containing 379x3 = 1137 lines): 
 
 
b. Sample .kzd Result naming the misaligned reads 
 
 
c. Sample .kzs report: 
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II.4 – GS_Verifier 
 
a. Sample FastQ 
 
 
b. Generated result 
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II.5 – Framework Integration Testing 
 
More than 50 different source codes including equivalent and non-equivalent mutants of 
sequence-aligner programs have been uploaded to check if the framework is able to publish 
report using internal components. 
 
a. Equivalent and non equivalent programs used: 
 
 
 
b. Non-equivalent programs folder 
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c. Non-Equivalent mutant of BWA program 
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