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1. Introduction
In this paper, we consider the multiplicity results for positive solutions of the following semilinear
elliptic problem:
{
−u = f (x)|u|q−2u + (1− g(x))|u|2∗−2u in Ω,
u = 0 in ∂Ω, (E f ,g )
where 1 < q < 2, 2∗ = 2NN−2 (N  3), Ω ⊂ RN is a bounded domain with smooth boundary and the
weight functions f , g ∈ C(Ω) satisfy f + = max{ f ,0} ≡ 0 and 0  g(x) < 1 for all x ∈ Ω. Moreover,
we assume that the domain Ω satisﬁes
(D1) BN (2δ0)\BN (δ0) ⊂ Ω for some δ0 > 0, where BN (r) = {x ∈ RN | |x| < r}.
E-mail address: tfwu@nuk.edu.tw.0022-0396/$ – see front matter © 2010 Elsevier Inc. All rights reserved.
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1550 T.F. Wu / J. Differential Equations 249 (2010) 1549–1578Associated with Eq. (E f ,g), we consider the energy functional J f ,g in H10(Ω):
J f ,g(u) = 12‖u‖
2
H1 −
1
q
∫
Ω
f (x)|u|q dx− 1
2∗
∫
Ω
(
1− g(x))|u|2∗ dx
where ‖u‖H1 = (
∫
Ω
|∇u|2 dx)1/2 is the standard norm in H10(Ω). It is well known that the solutions
of Eq. (E f ,g) are the critical points of the energy functional J f ,g in H10(Ω) (see Rabinowitz [23]).
Under the assumption f , g ≡ 0, our Eq. (E f ,g) can be regarded as a perturbation problem of the
following critical problem:
−u = |u|2∗−2u in Ω. ( E˜0)
Associated with Eq. (E˜0), we consider the energy functional I0 in H10(Ω):
I0(u) = 1
2
‖u‖2H1 −
1
2∗
∫
Ω
|u|2∗ dx.
It is known that the existence of solutions of Eq. (E˜0) is affected by the shape of the domain Ω. This
has been the focus of a great deal of research by several authors (see Bahri and Coron [6], Coron [14]
and Kazdan and Warner [20], etc.). Moreover,
inf
u∈M0(RN )
I0(u) = inf
u∈M0(Ω)
I0(u) = 1
N
S
N
2 for all domain Ω ⊂ RN ,
where M0(Ω) = {u ∈ H10(Ω)\{0} | 〈I ′0(u),u〉 = 0} is the Nehari manifold. Actually, infu∈M0(Ω) I0(u) is
never attained on a domain Ω  RN .
When f ≡ 0, the existence and multiplicity of positive solutions of Eq. (E f ,g) may be inﬂuenced
by the concave and convex nonlinearities. These issues have been the focus of a great deal of research
in recent years. For the case where the weight functions satisfy f ≡ λ > 0 and g ≡ 0, Ambrosetti,
Brezis and Cerami [3] have been investigating the following problem:
{
−u = λ|u|q−2u + |u|p−2u in Ω,
u = 0 on ∂Ω, ( E˜λ)
where 1< q < 2< p  2∗. They proved that there exists λ0 > 0 such that Eq. (E˜λ) admits at least two
positive solutions for λ ∈ (0, λ0), one positive solution for λ = λ0 and no positive solution for λ > λ0.
Actually, Adimurthi et al. [5], Ouyang and Shi [22] and Tang [26] proved that there exists λ0 > 0 such
that Eq. (E˜λ) in unit ball BN (0;1) has exactly two positive solutions for all λ ∈ (0, λ0), has exactly
one positive solution for λ = λ0 and has no positive solution for all λ > λ0.
For a more general result, Ambrosetti et al. [2], Brown and Wu [11,12], de Figueiredo et al. [18]
and Wu [29,30] considered the following general problem:
{
−u = λa(x)|u|q−2u + b(x)|u|p−2u in Ω,
u = 0 on ∂Ω, (Eλ)
where 1 < q < 2 < p  2∗ and the weight functions a,b satisfy some integrability and change sign in
Ω . They proved that Eq. (Eλ) has at least two positive solutions if λ is suﬃciently small, i.e., if the
negative and the positive parts of the weight function λa(x) are both suﬃciently small in Ω.
The ﬁrst main purpose of this paper is to consider the case where p = 2∗ and Ω is a non-
contractible domain. We show that Eq. (E f ,g) has at least three positive solutions when ‖ f +‖Lq∗
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ciently small, and when q∗ = 2∗2∗−q . Our ﬁrst main result is as follows.
Theorem 1.1. Suppose in addition to the condition (D1), we also have:
(D2) there exists δ˜ > 0 with δ˜ < δ0 such that BN (δ˜) ∩ Ω = ∅;
(D3) f (x) = f +(x) − f −(x), where f ± :Ω → R are continuous functions and there exists a domain
BN (2δ0)\BN (δ0) ⊂ Θ ⊂ Ω of class C1 such that
(a) for all x ∈ Θ, f −(x) = 0, f +(x) > 0 and
(b) for all x ∈ Ω\Θ, f −(x) 0, f +(x) = 0;
(D4) g(x) = 0 for all x ∈ Ω.
Then there exists λ0 > 0 such that if ‖ f +‖Lq∗ < λ0, Eq. (E f ,0) has three positive solutions u+f ,0, u−1 and u−2
with ∫
Θ
f +(x)
∣∣u+f ,0∣∣q dx>
∫
Ω\Θ
f −(x)
∣∣u+f ,0∣∣q dx (1.1)
and ∫
Θ
f +(x)
∣∣u−i ∣∣q dx>
∫
Ω\Θ
f −(x)
∣∣u−i ∣∣q dx for i = 1,2. (1.2)
The second main purpose of this paper is to consider the case where Ω is a general bounded
domain. Our second main result is as follows.
Theorem 1.2. Suppose in addition to the conditions (D1) and (D3), we also have:
(D5) the N-ball BN (2δ0) ⊂ Ω such that for all x ∈ BN (δ0), 0 < g(x) < 1 and for all x ∈ Ω\BN (2δ0), 0 
g(x) < 1;
(D6) g(x) = 0 for all x ∈ BN (2δ0)\BN (δ0).
Then there exists λ˜0 > 0 such that if ‖ f +‖Lq∗ < λ˜0, Eq. (E f ,g) has three positive solutions u˜+f ,g, u˜−1 and u˜−2 .
For the solutions of Theorems 1.1, 1.2 as ‖ f +n ‖Lq∗ → 0, we have the following results concerning
their asymptotic behavior.
Theorem 1.3. Assume that Ω, g satisfy the conditions (D1), (D2) and (D4). Then for each sequence
{ f +n − f −} ⊂ C(Ω) that satisﬁes the conditions (D3) and ‖ f +n ‖Lq∗ → 0 as n → ∞, there exists a subse-
quence { f +n } and three sequences {u(+)n }, {u(i)n (x)} (i = 1,2) of positive solutions of Eq. (E f +n − f −,0) such
that
(i) ‖u(+)n ‖H1 → 0 as n → ∞;
(ii) there exist sequences {x(i)n } ⊂ Ω , {R(i)n } ⊂ R+ and a positive solution v0 ∈ D1,2(RN ) of the critical prob-
lem
−u = |u|2∗−2u in RN , (1.3)
such that
R(i)n → ∞ as n → ∞,
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∥∥u(i)n (x) − (R(i)n ) N−22 v0(R(i)n (x− x(i)n ))∥∥D1,2(RN ) → 0 as n → ∞.
Let Ω0 = {x ∈ Ω | g(x) = 0} and Ωρ = {x ∈ Ω | |x− y| < ρ and y ∈ Ω0}. Then we have the following
results.
Theorem 1.4. Assume that Ω, g satisfy the conditions (D1), (D5) and (D6). Then for each sequence
{ f +n − f −} ⊂ C(Ω) that satisﬁes the conditions (D3) and ‖ f +n ‖Lq∗ → 0 as n → ∞, there exists a subse-
quence { f +n } and three sequences {u(+)n }, {u(i)n (x)} (i = 1,2) of positive solutions of Eq. (E f +n − f −,g) such
that
(i) ‖u(+)n ‖H1 → 0 as n → ∞;
(ii) there exist sequences {x(i)n } ⊂ Ω , {R(i)n } ⊂ R+ and a positive solution v0 ∈ D1,2(RN ) of the critical prob-
lem (1.3) such that R(i)n → ∞ as n → ∞,
∥∥u(i)n (x) − (R(i)n ) N−22 v0(R(i)n (x− x(i)n ))∥∥D1,2(RN ) → 0 as n → ∞, (1.4)
and
dist
(
x(i)n ,Ω0
)→ 0 as n → ∞. (1.5)
Remark 1.1. By (1.4), (1.5), for each ρ > 0 there exists Λ0 > 0 such that the solutions u˜
−
1 and u˜
−
2 of
Eq. (E f ,g) are small in Ωcρ if ‖ f +‖Lq∗ < Λ0.
For another similar problem, Tarantello [25] and He and Yang [19] investigated the following in-
homogeneous elliptic problem:
{
−u = |u|2∗−2u + f (x) in Ω,
u = 0 on ∂Ω, (P f )
where Ω is a smooth bounded domain in RN and f ∈ H−1(Ω)\{0} with 0  f ≡ 0. Tarantello [25]
found that there exists d0 > 0 such that Eq. (P f ) admits at least two positive solutions for ‖ f ‖H−1 <
d0. He and Yang [19] proved that the existence of three positive solutions for Eq. (P f ) in a non-
contractible domain for ‖ f ‖H−1 is suﬃciently small.
This paper is organized as follows. In Section 2, we give some notation and preliminary informa-
tion. In Section 3, we establish the existence of a local minimum for J f ,g and an estimate of energy.
In Section 4, we discussion some concentration behavior in the Nehari manifold. In Section 5, we
prove Theorems 1.1 and 1.2. In Section 6, we prove Theorems 1.3 and 1.4.
2. Notations and preliminaries
Throughout this paper, we denote by S the best Sobolev constant for the imbedding of H10(Ω) into
L2
∗
(Ω), given by
S = inf
u∈H1(Ω)\{0}
∫
Ω
|∇u|2 dx
(
∫ |u|2∗ dx)2/2∗ > 0.0 Ω
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( ∫
Ω
|u|2∗ dx
) 1
2∗
 S −12 ‖u‖H1 for all u ∈ H10(Ω)\{0}. (2.1)
We deﬁne the Palais–Smale (PS) sequences, (PS)-values, and (PS)-conditions in H10(Ω) for J f ,g as
follows.
Deﬁnition 2.1.
(i) For β ∈ R, a sequence {un} is a (PS)β -sequence in H10(Ω) for J f ,g if J f ,g(un) = β + o(1) and
J ′f ,g(un) = o(1) strongly in H−1(Ω) as n → ∞;
(ii) β ∈ R is a (PS)-value in H10(Ω) for J f ,g if there exists a (PS)β -sequence in H10(Ω) for J f ,g ;
(iii) J f ,g satisﬁes the (PS)β -condition in H10(Ω) if every (PS)β -sequence in H
1
0(Ω) for J f ,g contains a
convergent subsequence.
As the energy functional J f ,g is not bounded below on H10(Ω), it is useful to consider the func-
tional on the Nehari manifold
N f ,g =
{
u ∈ H10(Ω)\{0}
∣∣ 〈 J ′f ,g(u),u〉= 0}.
Thus, u ∈ N f ,g if and only if
‖u‖2H1 −
∫
Ω
f (x)|u|q dx−
∫
Ω
(
1− g(x))|u|2∗ dx = 0.
Furthermore, we have the following results.
Lemma 2.2. The energy functional J f ,g is coercive and bounded below on N f ,g .
Proof. If u ∈ N f ,g, then by the Hölder and Young inequalities,
J f ,g(u) = 1N ‖u‖
2
H1 −
(
1
q
− 1
2∗
)∫
Ω
(
f +(x) − f −(x))|u|q dx
 1
N
‖u‖2H1 −
(
1
q
− 1
2∗
)∫
Ω
f +(x)|u|q dx, (2.2)
and so by the Hölder and Sobolev inequalities,
J f ,g(u)
1
N
‖u‖2H1 −
‖ f +‖Lq∗ S−
q
2
qq∗
‖u‖q
H1
.
Thus, J f ,g is coercive and bounded below on N f ,g . 
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J f ,g(tu) for t > 0. Such maps are known as ﬁbering maps and were introduced by Drábek and Po-
hozaev in [16]. They are also discussed in Brown and Zhang [13] and Brown and Wu [11,12]. If
u ∈ H10(Ω), we have
hu(t) = t
2
2
‖u‖2H1 −
tq
q
∫
Ω
f (x)|u|q dx− t
2∗
2∗
∫
Ω
(
1− g(x))|u|2∗ dx;
h′u(t) = t‖u‖2H1 − tq−1
∫
Ω
f (x)|u|q dx− t N+2N−2
∫
Ω
(
1− g(x))|u|2∗ dx;
h′′u(t) = ‖u‖2H1 − (q − 1)tq−2
∫
Ω
f (x)|u|q dx− N + 2
N − 2 t
4
N−2
∫
Ω
(
1− g(x))|u|2∗ dx.
It is easy to see that
th′u(t) = ‖tu‖2H1 −
∫
Ω
f (x)|tu|q dx−
∫
Ω
(
1− g(x))|tu|2∗ dx,
and so, for u ∈ H10(Ω)\{0} and t > 0, h′u(t) = 0 if and only if tu ∈ N f ,g , i.e., positive critical points of
hu correspond to points on the Nehari manifold. In particular, h′u(1) = 0 if and only if u ∈ N f ,g . Thus,
it is natural to split N f ,g into three parts corresponding to local minima, local maxima and points of
inﬂection. Accordingly, we deﬁne
N+f ,g =
{
u ∈ N f ,g
∣∣ h′′u(1) > 0};
N0f ,g =
{
u ∈ N f ,g
∣∣ h′′u(1) = 0};
N−f ,g =
{
u ∈ N f ,g
∣∣ h′′u(1) < 0}.
We now derive some basic properties of N+f ,g,N
0
f ,g and N
−
f ,g .
Lemma 2.3. Suppose that u+f ,g is a local minimizer for J f ,g on N f ,g and that u
+
f ,g /∈ N0f ,g . Then
J ′f ,g(u
+
f ,g) = 0 in H−1(Ω).
Proof. Our proof is almost the same as that in Brown and Zhang [13, Theorem 2.3] (or see Binding,
Drábek and Huang [7]). 
Lemma 2.4.
(i) For any u ∈ N+f ,g, we have
∫
Ω
f (x)|u|q dx> 0;
(ii) For any u ∈ N0f ,g, we have
∫
Ω
f (x)|u|q dx> 0 and ∫
Ω
(1− g(x))|u|2∗ dx> 0;
(iii) For any u ∈ N−f ,g, we have
∫
Ω
(1− g(x))|u|2∗ dx> 0.
Proof. If u ∈ N f ,g, then we have
h′′u(1) = ‖u‖2H1 − (q − 1)
∫
f (x)|u|q dx− N + 2
N − 2
∫ (
1− g(x))|u|2∗ dxΩ Ω
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N − 2‖u‖
2
H1 −
(
q − 2∗)∫
Ω
f (x)|u|q dx (2.3)
= (2− q)‖u‖2H1 −
(
2∗ − q) ∫
Ω
(
1− g(x))|u|2∗ dx. (2.4)
The result now follows immediately from (2.3) and (2.4). 
Let λ1 = S N(2−q)4 + q2 ( 2−q2∗−q )
(N−2)(2−q)
4 ( 2
∗−2
2∗−q ). Then we have the following result.
Lemma 2.5.We have N0f ,g = ∅ for all f ∈ C(Ω) with f + ≡ 0 and ‖ f +‖Lq∗ < λ1.
Proof. Suppose the contrary. Then there exists f ∈ C(Ω) with f + ≡ 0 and ‖ f +‖Lq∗ < λ1 such that
N0f ,g = ∅. Thus, for u ∈ N0f ,g, by (2.3) and the Hölder and Sobolev inequalities, we have
‖u‖2H1 =
2∗ − q
2∗ − 2
∫
Ω
f (x)|u|q dx ∥∥ f +∥∥Lq∗ S −q2 2∗ − q2∗ − 2‖u‖qH1 ,
and so
‖u‖2H1  S
q
q−2
[∥∥ f +∥∥Lq∗ 2∗ − q2∗ − 2
] 2
2−q
.
Similarly, using (2.4) and the Sobolev inequality, we have
‖u‖2H1  S
N
2
[
2− q
2∗ − q
] N−2
2
.
Hence, we must have
∥∥ f +∥∥Lq∗  S N(2−q)4 + q2
(
2− q
2∗ − q
) (N−2)(2−q)
4
(
2∗ − 2
2∗ − q
)
which is a contradiction. This completes the proof. 
In order to get a better understanding of the Nehari manifold and ﬁbering maps, we consider the
function mu :R+ → R deﬁned by
mu(t) = t2−q‖u‖2H1 − t2
∗−q
∫
Ω
(
1− g(x))|u|2∗ dx for t > 0. (2.5)
Clearly tu ∈ N f ,g if and only if mu(t) =
∫
Ω
f (x)|u|q dx. Moreover,
m′u(t) = (2− q)t1−q‖u‖2H1 −
(
2∗ − q)t2∗−q−1 ∫ (1− g(x))|u|2∗ dx, (2.6)Ω
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only if m′u(t) > 0 (or< 0).
Suppose u ∈ H10(Ω)\{0}. Then by (2.6), mu has a unique critical point at t = tmax where
tmax =
(
(2− q)‖u‖2
H1
(2∗ − q) ∫
Ω
(1− g(x))|u|2∗ dx
) N−2
4
> 0,
and clearly mu is strictly increasing on (0, tmax) and strictly decreasing on (tmax,∞) with
limt→∞mu(t) = −∞. Moreover,
mu(tmax) =
[(
2− q
2∗ − q
) 2−q
2∗−2 −
(
2− q
2∗ − q
) 2∗−q
2∗−2 ] ‖u‖ 2(2∗−q)2∗−2
H1
(
∫
Ω
(1− g(x))|u|2∗ dx) 2−q2∗−2
= ‖u‖q
H1
(
2∗ − 2
2∗ − q
)(
2− q
2∗ − q
) 2−q
2∗−2( ‖u‖2∗
H1∫
Ω
(1− g(x))|u|2∗ dx
) 2−q
2∗−2

∥∥ f +∥∥−1Lq∗ S N(2−q)4 + q2
(
2− q
2∗ − q
) (N−2)(2−q)
4
(
2∗ − 2
2∗ − q
)∫
Ω
f (x)|u|q dx
>
∫
Ω
f (x)|u|q dx,
since ‖ f +‖Lq∗ < S
N(2−q)
4 + q2 ( 2−q2∗−q )
(N−2)(2−q)
4 ( 2
∗−2
2∗−q ). Thus, we have the following lemma.
Lemma 2.6. For each u ∈ H10(Ω)\{0}, we have
(i) if
∫
Ω
f (x)|u|q dx 0, then there is a unique t− = t−(u) > tmax such that t−u ∈ N−f ,g and hu is increasing
on (0, t−) and decreasing on (t−,∞). Furthermore,
J f ,g
(
t−u
)= sup
t0
J f ,g(tu); (2.7)
(ii) if
∫
Ω
f (x)|u|q dx > 0, then there are unique 0 < t+ = t+(u) < tmax < t− such that t+u ∈ N+f ,g , t−u ∈
N−f ,g , and hu is decreasing on (0, t
+), increasing on (t+, t−) and decreasing on (t−,∞). Furthermore,
J f ,g
(
t+u
)= inf
0ttmax
J f ,g(tu); J f ,g
(
t−u
)= sup
tt+
J f ,g(tu); (2.8)
(iii) t−(u) is a continuous function for u ∈ H10(Ω)\{0};
(iv) N−f ,g = {u ∈ H10(Ω)\{0} | 1‖u‖H1 t
−( u‖u‖H1 ) = 1}.
Proof. Fix u ∈ H10(Ω)\{0}. We have
∫
Ω
(1− g(x))|u|2∗ dx> 0.
(i) Suppose
∫
Ω
f (x)|u|q dx  0. Then mu(t) =
∫
Ω
f (x)|u|q dx has a unique solution t− > tmax and
m′u(t−) < 0. Hence, hu has a unique critical point at t = t− and h′′u(t−) < 0. Thus, t−u ∈ N−f ,g, and
(2.7) holds.
(ii) Suppose
∫
Ω
f (x)|u|q dx > 0. Since mu(tmax) >
∫
Ω
f (x)|u|q dx, the equation mu(t) =∫
Ω
f (x)|u|q dx has exactly two solutions t+ < tmax < t− such that m′u(t+) > 0 and m′u(t−) < 0. Hence,
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critical points at t = t+ and t = t− with h′′u(t+) > 0 and h′′u(t−) < 0. This implies hu is decreasing on
(0, t+), increasing on (t+, t−) and decreasing on (t+,∞). Hence, (2.8) must hold.
(iii) By the uniqueness of t−(u) and the extremal property of t−(u), we have that t−(u) is a
continuous function for u ∈ H10(Ω)\{0}.
(iv) For u ∈ N−f ,g , let v = u‖u‖H1 . By parts (i), (ii), there is a unique t
−(v) > 0 such that t−(v)v ∈
N−f ,g or t
−( u‖u‖H1 )
1
‖u‖H1 u ∈ N
−
f ,g . Since u ∈ N−f ,g, we have t−( u‖u‖H1 )
1
‖u‖H1 = 1, and this implies
N−f ,g ⊂
{
u ∈ H10(Ω)\{0}
∣∣∣ 1‖u‖H1 t−
(
u
‖u‖H1
)
= 1
}
.
Conversely, let u ∈ H10(Ω)\{0} such that 1‖u‖H1 t
−( u‖u‖H1 ) = 1. Then
t−
(
u
‖u‖H1
)
u
‖u‖H1
∈ N−f ,g .
Thus,
N−f ,g =
{
u ∈ H10(Ω)\{0}
∣∣∣ 1‖u‖H1 t−
(
u
‖u‖H1
)
= 1
}
.
This completes the proof. 
3. Existence of ﬁrst solution and estimate of energy
First we remark that it follows from Lemma 2.6 that N+f ,g and N
−
f ,g are non-empty. Moreover, by
Lemma 2.5, we may write N f ,g = N+f ,g ∪N−f ,g and by Lemma 2.2, we may deﬁne
α+f ,g = inf
u∈N+f ,g
J f ,g(u) and α
−
f ,g = inf
u∈N−f ,g
J f ,g(u).
Then we have the following result.
Theorem 3.1.We have the following:
(i) α+f ,g < 0 for all f ∈ C(Ω) with f + ≡ 0 and ‖ f +‖Lq∗ < λ1.
(ii) If ‖ f +‖Lq∗ < λ2 = q2λ1, then α−f ,g > c0 for some c0 > 0. In particular, α+f ,g = infu∈N f ,g J f ,g(u) for all
f ∈ C(Ω) with f + ≡ 0 and ‖ f +‖Lq∗ < λ2.
Proof. (i) Let u ∈ N+f ,g . Then by (2.3),
‖u‖2H1 <
(2∗ − q)(N − 2)
4
∫
Ω
f (x)|u|q dx.
Hence, by (2.2) and Lemma 2.4(i),
J f ,g(u) = 1N ‖u‖
2
H1 −
(2∗ − q)
2∗q
∫
Ω
f (x)|u|q dx< − (2
∗ − q)(2− q)
22∗q
∫
Ω
f (x)|u|q dx< 0,
and so α+f ,g < 0.
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2− q
2∗ − q‖u‖
2
H1 <
∫
Ω
(
1− g(x))|u|2∗ dx S −NN−2 ‖u‖2∗H1 ,
and this implies
‖u‖H1 > SN/4
(
2− q
2∗ − q
)(N−2)/4
for all u ∈ N−f ,g .
By (2.2),
J (u) ‖u‖q
H1
(
1
N
( ∫
Ω
|∇u|2 dx
)(2−q)/2
− ∥∥ f +∥∥Lq∗ S −q2
(
2∗ − q
2∗q
))
> S
qN
4
(
2− q
2∗ − q
) q(N−2)
4
(
S
N(2−q)
4
N
(
2− q
2∗ − q
) (N−2)(2−q)
4
− ∥∥ f +∥∥Lq∗ S −q2
(
2∗ − q
2∗q
))
.
Thus, if ‖ f +‖Lq∗ < λ2 = q2λ1, then
α−f ,g > c0 for some c0 > 0.
This completes the proof. 
The following proposition provides a precise description for the (PS)-sequence of J f ,g .
Proposition 3.2. Each sequence {un} ⊂ H10(Ω) that satisﬁes
(i) J f ,g(un) = β + o(1) with β < α+f ,g + 1N S
N
2 ;
(ii) J f ,g(un) = o(1) in H−1(Ω) has a convergent subsequence.
Proof. By Lemma 2.2 and the compact imbedding theorem, there exist a subsequence {un} and u0 ∈
H10(Ω), a solution of Eq. (E f ,g), such that
un ⇀ u0 weakly in H
1
0(Ω)
and
un → u0 strongly in Lp(Ω) for all 1< p < 2∗.
Moreover,
〈
J f ,g(u0),u0
〉= ∫
Ω
|∇u0|2 dx−
∫
Ω
f (x)|u0|q dx−
∫
Ω
(
1− g(x))|u0|2∗ dx = 0
and ∫
f (x)|un|q dx =
∫
f (x)|u0|q dx+ o(1).Ω Ω
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Ω
|∇un|2 dx =
∫
Ω
|∇u0|2 dx+
∫
Ω
∣∣∇(un − u0)∣∣2 dx+ o(1).
To proceed, note that by the Brezis–Lieb lemma [8], we have∫
Ω
(
1− g(x))|un|2∗ dx =
∫
Ω
(
1− g(x))|u0|2∗ dx+
∫
Ω
(
1− g(x))|un − u0|2∗ dx+ o(1)
and ∫
Ω
((
1− g(x))|un|2∗−2un − (1− g(x))|u0|2∗−2u0)(un − u0)dx
=
∫
Ω
(
1− g(x))|un − u0|2∗ dx+ o(1).
Hence,
J f ,g(un) = J f ,g(u0) + J0(un − u0) + o(1)
and
o(1) = 〈un − u0, J f ,g(un)〉= 〈un − u0, J f ,g(un) − J f ,g(u0)〉
=
∫
Ω
∣∣∇(un − u0)∣∣2 dx−
∫
Ω
(
1− g(x))|un − u0|2∗ dx+ o(1). (3.1)
This implies
1
N
∫
Ω
∣∣∇(un − u0)∣∣2 dx = J0(un − u0) = J f ,g(un) − J f ,g(u0) + o(1)
 J f ,g(un) − α+f ,g + o(1).
Therefore, ∫
Ω
∣∣∇(un − u0)∣∣2 dx< S N2 when n is suﬃciently large.
By (2.1) and (3.1),
(
1− S N2−N
( ∫
Ω
∣∣∇(un − u0)∣∣2 dx
) 4
N−2)∫
Ω
∣∣∇(un − u0)∣∣2 dx

∫
Ω
∣∣∇(un − u0)∣∣2 dx−
∫
Ω
(
1− g(x))|un − u0|2∗ dx = o(1).
Consequently, un → u0 strongly in H10(Ω). 
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in N+f ,g, and it satisﬁes
(i) J f ,g(u
+
f ,g) = α+f ,g = infu∈N+f ,g J f ,g(u);
(ii) u+f ,g is a nonnegative nontrivial solution of Eq. (E f ,g);
(iii) J f ,g(u
+
f ,g) → 0 as ‖ f +‖Lq∗ → 0.
Proof. By the Ekeland variational principle [17] (or see Wu [30, Proposition 1]), there exists {un} ⊂
N+f ,g such that it is a (PS)α+f ,g -sequence for J f ,g . Then by Proposition 3.2, there exist a subse-
quence {un} and u+f ,g ∈ N+f ,g, a solution of Eq. (E f ,g), such that un → u+f ,g strongly in H10(Ω) and
J f ,g(u
+
f ,g) = α+f ,g . Since J f ,g(u+f ,g) = J f ,g(|u+f ,g |) and |u+f ,g | ∈ N+f ,g, by Lemma 2.3, we may assume
that u+f ,g is a nonnegative nontrivial solution of Eq. (E f ,g). Finally, by (2.3),
∥∥u+f ,g∥∥2−qH1 < (2∗ − q)(N − 2)4
∥∥ f +∥∥Lq∗ S −q2 .
This implies ‖u+f ,g‖H1 → 0 as ‖ f +‖Lq∗ → 0, and so J f ,g(u+f ,g) → 0 as ‖ f +‖Lq∗ → 0. 
Next, we consider
vε(x) = [N(N − 2)ε
2](N−2)/4
(ε2 + |x|2)(N−2)/2 , ε > 0 and x ∈ R
N ,
which is a positive solution of the critical problem:
−u = |u|2∗−2u in RN (3.2)
with
∫
RN
|∇vε|dx =
∫
RN
|vε|2∗ dx = S N2 for all ε > 0. Following the method of [9] and the conditions
(D1)–(D6), let η ∈ C∞0 (RN ) be a radially symmetric function such that
η =
⎧⎪⎨
⎪⎩
0, if |x| 76δ,
1, if 54δ  |x| 43δ,
0, if |x| 32δ,
and let
vε,e(x) = [N(N − 2)ε
2](N−2)/4
(ε2 + |x− 3124 (1− ε)δ0e|2)(N−2)/2
,
where e ∈ SN−1 = {x ∈ RN | |x| = 1} and 0< ε < 1. Set
wε,e(x) = η(x)vε,e(x) ∈ H10(Ω). (3.3)
Clearly,
∫
Ω
f −(x)|wε,e|q dx =
∫
Ω
g(x)|wε,e|2∗ dx = 0 for ε > 0 suﬃciently small. Furthermore, we have
the following results.
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(i) limε→0 ‖wε,e‖2H1 = S
N
2 uniformly in e ∈ SN−1;
(ii) limε→0
∫
RN
|wε,e|2∗ = S N2 uniformly in e ∈ SN−1;
(iii) limε→0 I0(wε,e) = 1N S
N
2 uniformly in e ∈ SN−1.
Proof. Similar to the proof of Lemma 4.2 in He and Yang [19]. 
Proposition 3.5. For each f ∈ C(Ω) with f + ≡ 0 and ‖ f +‖Lq∗ < λ2, there exists ε0 > 0 such that for ε < ε0
sup
l0
J f ,g
(
u+f ,g + lwε,e
)
< α+f ,g +
1
N
S
N
2 uniformly in e ∈ SN−1,
where u+f ,g is a local minimum in Theorem 3.3.
Proof. Since
∫
Ω
f −(x)|wε,e|q dx =
∫
Ω
g(x)|wε,e|2∗ dx = 0, we have
J f ,g
(
u+f ,g + lwε,e
)= 1
2
∥∥u+f ,g + lwε,e∥∥2H1 − 1q
∫
Ω
f (x)
∣∣u+f ,g + lwε,e∣∣q dx
− 1
2∗
∫
Ω
(
1− g(x))∣∣u+f ,g + lwε,e∣∣2∗ dx
= 1
2
∥∥u+f ,g∥∥2H1 + l22 ‖wε,e‖2H1 +
〈
u+f ,g, lwε,e
〉
H1 +
1
q
∫
Ω
f −(x)
∣∣u+f ,g∣∣q dx
− 1
q
∫
Ω
f +(x)
∣∣u+f ,g + lwε,e∣∣q dx+ 12∗
∫
Ω
g(x)
∣∣u+f ,g∣∣2∗ dx
− 1
2∗
∫
Ω
∣∣u+f ,g + lwε,e∣∣2∗ dx. (3.4)
A careful estimate obtained by Brezis and Nirenberg (see formulas (17) and (21) in [9]) shows that
∫
Ω
∣∣u+f ,g + lwε,e∣∣2∗ dx =
∫
Ω
∣∣u+f ,g∣∣2∗ dx+ l2∗
∫
Ω
|wε,e|2∗ dx+ 2∗l
∫
Ω
(
u+f ,g
)2∗−1
wε,e dx
+ 2∗l2∗−1
∫
Ω
(wε,e)
2∗−1u+f ,g dx+ o
(
ε
N−2
2
)
.
Also, from [10], we have
‖wε,e‖2H1 = S
N
2 + O (εN−2) and ∫
Ω
|wε,e|2∗ dx = S N2 + O
(
εN
)
uniformly in e ∈ SN−1.
Substituting in (3.4) and using the fact that u+f ,g is a positive solution of Eq. (E f ,g), we obtain
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(
u+f ,g + lwε,e
)= 1
2
∥∥u+f ,g∥∥2H1 + l22 S N2 + l
〈
u+f ,g,wε,e
〉
H1 −
1
2∗
∫
Ω
(
1− g(x))∣∣u+f ,g∣∣2∗ dx
− l
2∗
2∗
S
N
2 − l
∫
Ω
(
u+f ,g
)2∗−1
wε,e dx− l2∗−1
∫
Ω
(wε,e)
2∗−1u+f ,g dx
+ 1
q
∫
Ω
f −(x)
∣∣u+f ,g∣∣q dx− 1q
∫
Ω
f +(x)
(
u+f ,g + lwε,e
)q
dx+ o(ε N−22 )
= J f ,g
(
u+f ,g
)+ l2
2
S
N
2 − l
2∗
2∗
S
N
2 − l2∗−1
∫
Ω
(wε,e)
2∗−1u+f ,g dx
− 1
q
∫
Ω
f +(x)
(
u+f ,g + lwε,e
)q
dx+ 1
q
∫
Ω
f +(x)
∣∣u+f ,g∣∣q dx
+ 1
q
∫
Ω
f +(x)
∣∣u+f ,g∣∣q−1lwε,e dx+ o(ε N−22 )
= J f ,g
(
u+f ,g
)+ l2
2
S
N
2 − l
2∗
2∗
S
N
2 − l2∗−1
∫
Ω
(wε,e)
2∗−1u+f ,g dx
−
∫
Ω
f +(x)
{ lwε,e∫
0
[(
u+f ,g + s
)q−1 − (u+f ,g)q−1]ds
}
dx+ o(ε N−22 ).
From
f + > 0 in BN(0,2δ)\BN(0, δ) and wε,e ≡ 0 in
[
BN(0,2δ)\BN(0, δ)]c
we can conclude that
J f ,g
(
u+f ,g + lwε,e
)
 J f ,g
(
u+f ,g
)+ l2
2
S
N
2 − l
2∗
2∗
S
N
2 − l2∗−1
∫
Ω
(wε,e)
2∗−1u+f ,g dx+ o
(
ε
N−2
2
)
.
By an argument similar to that of Lemma 3.1 in Tarantello [25], we can conclude that there exists
ε0 > 0 such that for ε < ε0,
sup
l0
J f ,g
(
u+f ,g + lwε,e
)
< α+f ,g +
1
N
S
N
2 uniformly in e ∈ SN−1. (3.5)
This completes the proof. 
Let
A1 =
{
u ∈ H10(Ω)\{0}
∣∣∣ 1‖u‖H1 t−
(
u
‖u‖H1
)
> 1
}
∪ {0};
A2 =
{
u ∈ H10(Ω)\{0}
∣∣∣ 1‖u‖H1 t−
(
u
‖u‖H1
)
< 1
}
.
Following from Tarantello [25], we have the following results.
T.F. Wu / J. Differential Equations 249 (2010) 1549–1578 1563Lemma 3.6. For each f ∈ C(Ω) with f + ≡ 0 and ‖ f +‖Lq∗ < λ2, we have
(i) H10(Ω)\N−f ,g = A1 ∪ A2;
(ii) N+f ,g ⊂ A1;
(iii) for each ε < ε0 there exists l0 > 1 such that u
+
f ,g + l0wε,e ∈ A2 for all e ∈ SN−1;
(iv) for each ε < ε0 there exists s0 ∈ (0,1) such that u+f ,g + s0l0wε,e ∈ N−f ,g for all e ∈ SN−1;
(v) α−f ,g < α
+
f ,g + 1N S
N
2 .
Proof. (i) We prove this by Lemma 2.6(iv).
(ii) For each u ∈ N+f ,g, we have
1< tmax(u) < t
−(u) = 1‖u‖H1
t−
(
u
‖u‖H1
)
,
and so N+f ,g ⊂ A1.
(iii) First, we ﬁnd a constant c > 0 such that 0< t−
( u+f ,g+lwε,e
‖u+f ,g+lwε,e‖H1
)
< c for each t  0. Suppose the
contrary. Then there exists a sequence {ln} such that ln → ∞ and t−
( u+f ,g+lnwε,e
‖u+f ,g+lnwε,e‖H1
)→ ∞ as n → ∞.
Let un = u
+
f ,g+lnwε,e
‖u+f ,g+lnwε,e‖H1
. Since t−(un)un ∈ N−f ,g , by the Lebesgue dominated convergence theorem,
∫
Ω
(
1+ g(x))u2∗n dx = 1‖u+f ,g + lnwε,e‖2∗H1
∫
Ω
(
1+ g(x))(u+f ,g + lnwε,e)2∗ dx
= 1
‖ u
+
f ,g
ln
+ wε,e‖2∗H1
∫
Ω
(
1+ g(x))(u+f ,g
ln
+ wε,e
)2∗
dx
→
∫
Ω
(wε,e)2
∗
dx
‖wε,e‖2∗H1
as n → ∞.
Then we have
J f ,g
(
t−(un)un
) = 1
2
[
t−(un)
]2 − [t−(un)]q
q
∫
Ω
f (x)uqn dx− [t
−(un)]2∗
2∗
∫
Ω
(
1+ g(x))u2∗n dx
→ −∞ as n → ∞,
which contradicts the fact that J f ,g is bounded below on N
−
f ,g . Let
l0 =
|c2 − ‖u+f ,g‖2H1 |
1
2
‖wε,e‖H1
+ 1.
Then
∥∥u+f ,g + l0wε,e∥∥2H1 = ∥∥u+f ,g∥∥2H1 + l20‖wε,e‖2H1 + 2l0〈u+f ,g,wε,e 〉H1
>
∥∥u+ ∥∥2 1 + ∣∣c2 − ∥∥u+ ∥∥2 1 ∣∣f ,g H f ,g H
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[
t−
( u+f ,g + l0wε,e
‖u+f ,g + l0wε,e‖H1
)]2
,
and this implies u+f ,g + l0wε,e ∈ A2.
(iv) For each ε < ε0, deﬁne a path γε(s) = u+f ,g + sl0wε,e for s ∈ [0,1]. Then
γε(0) = u+f ,g and γε(1) = u+f ,g + l0wε,e ∈ A2.
Since 1‖u‖H1 t
−( u‖u‖H1 ) is a continuous function for non-zero u and γε([0,1]) is connected, there exists
s0 ∈ (0,1) such that
γ0(s0) = u+f ,g + s0l0wε,e ∈ N−f ,g .
(v) By part (iv) and Proposition 3.5, α−f ,g < α
+
f ,g + 1N S
N
2 . 
Lemma 3.7.We have
∫
Ω
f (x)|u|q dx> 0 for all u ∈ N−f ,g with J f ,g(u) α+f ,g + 1N S
N
2 .
Proof. Let u ∈ N−f ,g with J f ,g(u) α+f ,g + 1N S
N
2 . Then there is a unique tu > 0 such that tuu ∈M0(Ω).
Moreover, by Theorem 3.1 and Lemma 2.6,
J f ,g(u) = sup
t0
J f ,g(tu) J f ,g(tuu) I0(tuu) − t
q
u
q
∫
Ω
f (x)|u|q dx
 1
N
S
N
2 − t
q
u
q
∫
Ω
f (x)|u|q dx.
This implies
tqu
q
∫
Ω
f (x)|u|q dx−α+f ,g > 0,
and so
∫
Ω
f (x)|u|q dx> 0. 
4. Concentration behavior
For c > 0, we deﬁne
J c0,g(u) =
1
2
‖u‖2H1 −
c
2∗
∫
Ω
(
1− g(x))|u|2∗ dx;
Nc0,g =
{
u ∈ H10(Ω)\{0}
∣∣ 〈( J c0,g)′(u),u〉= 0}.
Note that I0 = J c0,0 and Nc0,0 = M0(Ω) for c = 1, and for each u ∈ N−f ,g there is a unique tu > 0 such
that tuu ∈ N0,g . Furthermore, we have the following results.
T.F. Wu / J. Differential Equations 249 (2010) 1549–1578 1565Lemma 4.1. For each u ∈ N−f ,g we have the following.
(i) There is a unique tc(u) > 0 such that tc(u)u ∈ Nc0,g and
sup
t0
J c0,g(tu) = J c0,g
(
tc(u)u
)= 1
N
( ‖u‖2∗
H1
c
∫
Ω
(1− g(x))|u|2∗ dx
) N−2
2
.
(ii) For μ ∈ (0,1),
J0,g(tuu) (1−μ)− N2
(
J f ,g(u) + 2− q2q μ
q
q−2
(∥∥ f +∥∥Lq∗ S −q2 ) 22−q
)
.
Proof. (i) For each u ∈ N−f ,g, we consider the ﬁbering map hu :R+ → R deﬁned by
hu(t) = J c0,g(tu) =
t2
2
‖u‖2H1 −
ct2
∗
2∗
∫
Ω
(
1− g(x))|u|2∗ dx.
Then hu(t) → −∞ as t → ∞, h′u(t) = t‖u‖2H1 − ct2
∗−1 ∫
Ω
(1 − g(x))|u|2∗ dx and h′′u(t) = ‖u‖2H1 −
(2∗ − 1)ct2∗−2 ∫
Ω
(1− g(x))|u|2∗ dx. Let
tc(u) =
( ‖u‖2
H1
c
∫
Ω
(1− g(x))|u|2∗ dx
) N−2
4
> 0.
Then h′u(tc(u)) = 0, tc(u)u ∈ Nc0,g and
h′′u
(
tc(u)
)= ‖u‖2H1 − (2∗ − 1)‖u‖2H1 = (2− 2∗)‖u‖2H1 < 0.
Thus, there is a unique tc(u) > 0 such that tc(u)u ∈ Nc0,g and
sup
t0
J c0,g(tu) = J c0,g
(
tc(u)u
)= 1
N
( ‖u‖2∗
H1
c
∫
Ω
(1− g(x))|u|2∗ dx
) N−2
2
.
(ii) For each u ∈ N−f ,g, let c = 1/(1 − μ) > 1, tc = tc(u) > 0 and tu > 0 such that tcu ∈ Nc0,g and
tuu ∈ N0,g . For μ ∈ (0,1), by the Hölder and Young inequalities,
∫
Ω
f +(x)
∣∣tcu∣∣q dx ∥∥ f +∥∥Lq∗∥∥tcu∥∥qL2∗  ∥∥ f +∥∥Lq∗ S −q2 ∥∥tcu∥∥qH1
 2− q
2
(∥∥ f +∥∥Lq∗ S −q2 μ−q2 ) 22−q + q2
(
μ
q
2
∥∥tcu∥∥qH1) 2q
= 2− q
2
μ
q
q−2
(∥∥ f +∥∥Lq∗ S −q2 ) 22−q + qμ2
∥∥tcu∥∥2H1 .
Then by part (i),
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t0
J f ,g(tu) J f ,g
(
tc(u)u
)
 1− μ
2
∥∥tc(u)∥∥2H1
− 1
2∗
∫
Ω
(
1− g(x))∣∣tc(u)u∣∣2∗ dx− 2− q
2q
μ
q
q−2
(∥∥ f +∥∥Lq∗ S −q2 ) 22−q
= (1−μ) J1/(1−λμ)0
(
tc(u)u
)− 2− q
2q
μ
q
q−2
(∥∥ f +∥∥Lq∗ S −q2 ) 22−q
= (1−μ) N2 1
N
( ‖u‖2∗
H1∫
Ω
(1− g(x))|u|2∗ dx
) N−2
2
− 2− q
2q
μ
q
q−2
(∥∥ f +∥∥Lq∗ S −q2 ) 22−q
= (1−μ) N2 J0,g(tuu) − 2− q
2q
μ
q
q−2
(∥∥ f +∥∥Lq∗ S −q2 ) 22−q .
By Lemma 2.6(i), (ii) and Theorem 3.1,
sup
t0
J f ,g(tu) = J f ,g(u).
Thus,
J f ,g(u) (1− μ)
2∗
2∗−2 J0,g(tuu) − 2− q
2q
μ
q
q−2
(∥∥ f +∥∥Lq∗ S −q2 ) 22−q ,
and so
J0,g(tuu) (1− μ)− N2
(
J f ,g(u) + 2− q2q μ
q
q−2
(∥∥ f +∥∥Lq∗ S −q2 ) 22−q
)
.
This completes the proof. 
We need the following lemmas.
Lemma 4.2.We have
inf
u∈N0,g
J0,g(u) = inf
u∈M0(Ω)
I0(u) = 1
N
S
N
2 .
Proof. Let wε,e be as in (3.3). Then by Lemma 2.6, there is a unique t−(wε,e) > 0 such that
t−(wε,e)wε,e ∈ N0,g for all ε < ε0, that is,
∥∥t−(wε,e)wε,e∥∥2H1 =
∫
Ω
(
1− g(x))∣∣t−(wε,e)wε,e∣∣2∗ dx.
Since
∫
Ω
g(x)|t−(wε,e)wε,e|2∗ dx = 0 for all ε < ε0,
∥∥t−(wε,e)wε,e∥∥2H1 =
∫ ∣∣t−(wε,e)wε,e∣∣2∗ dx,
Ω
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inf
u∈N0,g
J0,g(u) J0,g
(
t−(wε,e)wε,e
)= I0(t−(wε,e)wε,e)→ 1
N
S
N
2 as ε → 0.
Then
inf
u∈N0,g
J0,g(u) inf
u∈M0(Ω)
I0(u) = 1
N
S
N
2 .
Let u ∈ N0,g . Then by Lemma 2.6(i), J0,g(u) = supt0 J0,g(tu). Moreover, there is a unique t0 =
t0(u) > 0 such that t0u ∈M0(Ω). Thus,
J0,g(u) J0,g(t0u) I0(t0u)
1
N
S
N
2 .
This implies infu∈N0,g J0,g(u) 1N S
N
2 . Therefore,
inf
u∈N0,g
J0,g(u) = inf
u∈M0(Ω)
I0(u) = 1
N
S
N
2 .
This completes the proof. 
Lemma 4.3. Suppose that {un} is a minimizing sequence for J0,g in N0,g . Then
∫
Ω
g(x)|un|2∗ dx = o(1).
Furthermore, {un} is a (PS) 1
N S
N
2
-sequence for I0 in H10(Ω).
Proof. For each n, there is a unique tn > 0 such that tnun ∈M0(Ω), that is,
t2n
∫
Ω
|∇un|2 dx = t2∗n
∫
Ω
|un|2∗ dx.
Then by Lemma 2.6(i),
J0,g(un) J0,g(tnun) = I0(tnun) + t
2∗
n
2∗
∫
Ω
g(x)|un|2∗ dx 1
N
S
N
2 + t
2∗
n
2∗
∫
Ω
g(x)|un|2∗ dx.
Since J0,g(un) = 1N S
N
2 + o(1) from Lemma 4.2, we have
t2
∗
n
2∗
∫
Ω
g(x)|un|2∗ dx = o(1).
We will show that there exists c0 > 0 such that tn > c0 for all n. Suppose the contrary. Then we may
assume tn → 0 as n → ∞. Since J0(un) = 1N S
N
2 + o(1) and
J0,g(un) = 1 ‖un‖2H1 + o(1),N
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the statement that I0(tnun) 1N S
N
2 > 0. Thus,
∫
Ω
g(x)|un|2∗ dx = o(1),
which implies
∫
Ω
|∇un|2 dx =
∫
Ω
|un|2∗ dx+ o(1)
and
I0(un) = 1
N
S
N
2 + o(1).
Similar to the method used in Wang and Wu [28, Lemma 7], we have that {un} is a (PS) 1
N S
N
2
-sequence
for I0 in H10(Ω). 
Note that J0,g = I0 and N0,g =M0(Ω) if g ≡ 0. The following lemma is a key lemma to prove our
main results.
Lemma 4.4.
(i) If Ω satisﬁes the condition (D2), then there exists d0 > 0 such that for u ∈ M0(Ω) with I0(u) 
1
N S
N
2 + d0, we have
∫
RN
x
|x| |∇u|
2 dx = 0.
(ii) If Ω is a bounded domain and g satisﬁes the conditions (D5), (D6), then there exists d˜0 > 0 such that for
u ∈ N0,g with J0,g(u) 1N S
N
2 + d˜0, we have
∫
RN
x
|x| |∇u|
2 dx = 0.
Proof. (i) Suppose the contrary. Then there exists a sequence {un} in N0,g such that J0,g(un) = 1N S
N
2 +
o(1) and
∫
RN
x
|x| |∇un|
2 dx= 0.
Moreover, by Lemma 4.3, we have that {un} is a (PS) 1
N S
N
2
-sequence in H10(Ω) for I0. It follows from
Lemma 2.2 that there exist a subsequence {un} and u0 ∈ H10(Ω) such that un ⇀ u0 weakly in H10(Ω).
Since Ω is a bounded domain, we have u0 ≡ 0. Thus, by the concentration–compactness principle
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positive solution v0 ∈ D1,2(RN ) of the critical problem (3.2) such that Rn → ∞ as n → ∞ and
∥∥un(x) − R N−22n v0(Rn(x− xn))∥∥D1,2(RN ) → 0 as n → ∞. (4.1)
(i) By the condition (D2), xn /∈ BN (δ˜) for all n ∈ N. Hence, we may assume xn|xn | → e as n → ∞,
where e ∈ SN−1. Then by the Lebesgue dominated theorem, we have
0=
∫
RN
x
|x| |∇un|
2 dx =
∫
RN
x
|x|
∣∣∇(R N−22n v0(Rn(x− xn)))∣∣2 dx+ o(1)
=
∫
RN
x
Rn
+ xn
| xRn + xn|
|∇v0|2 dx+ o(1) = eS N2 + o(1),
which is a contradiction.
(ii) We will show that xn /∈ BN ( δ02 ) when n is suﬃciently large. Suppose the contrary. Then we may
assume that xn ∈ BN( δ02 ) for all n ∈ N, and xn → x0 for some x0 ∈ BN ( δ02 ). Thus, by (4.1),
∫
Ω
g(x)|un|2∗ dx =
∫
Ω
g(x)
∣∣R N−22n v0(Rn(x− xn))∣∣2∗ dx+ o(1)
=
∫
Ω
g
(
x
Rn
+ xn
)∣∣v0(x)∣∣2∗ dx+ o(1)
= g(x0)S N2 + o(1),
which contradicts to the result of Lemma 4.3:
∫
Ω
g(x)|un|2∗ dx = o(1). 
Lemma 4.5.
(i) If Ω, f and g satisfy the conditions (D1)–(D4), then there exists λ0 ∈ (0, λ2) such that for f ∈ C(Ω) with
f + ≡ 0 and ‖ f +‖Lq∗ < λ0, we have ∫
RN
x
|x| |∇u|
2 dx = 0
for all u ∈ N−f ,0 with J f ,0(u) < α+f ,0 + 1N S
N
2 .
(ii) If Ω, f and g satisfy the conditions (D1), (D3), (D5) and (D6), then there exists λ˜0 ∈ (0, λ2) such that for
f ∈ C(Ω) with f + ≡ 0 and ‖ f +‖Lq∗ < λ˜0, we have∫
RN
x
|x| |∇u|
2 dx = 0
for all u ∈ N−f ,g with J f ,g(u) < α+f ,g + 1N S
N
2 .
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N
2 , there exists tu > 0 such that tuu ∈ M0(Ω). By
Lemma 4.1(ii), we have that for any μ ∈ (0,1)
I0(tuu) (1−μ)− N2
(
J f ,0(u) + 2− q2q μ
q
q−2
(∥∥ f +∥∥Lq∗ S −q2 ) 22−q
)
. (4.2)
Since α+f ,0 < 0, we have [ J f ,0 < α+f ,0 + 1N S
N
2 ] ⊂ [ J f ,0 < 1N S
N
2 ]. Thus, by (4.2),
I0(tuu) < (1− μ)− N2
(
1
N
S
N
2 + 2− q
2q
μ
q
q−2
(∥∥ f +∥∥Lq∗ S −q2 ) 22−q
)
.
Let d0 > 0 be as in Lemma 4.4(i). Then there exist μ0 > 0 and λ0 ∈ (0, λ2) such that for f ∈ C(Ω)
with f + ≡ 0 and ‖ f +‖Lq∗ < λ0,
I0(tuu) <
1
N
S
N
2 + d0. (4.3)
Since tuu ∈M0(Ω) and tu > 0, by Lemma 4.4(i) and (4.3),∫
RN
x
|x|
∣∣∇(tuu)∣∣2 dx = 0.
This implies that ∫
RN
x
|x| |∇u|
2 dx = 0
for all u ∈ N f ,0 with J f ,0(u) < α+f ,0 + 1N S
N
2 .
(ii) For u ∈ N f ,g with J f ,g(u) < α+f ,g + 1N S
N
2 , there exists tu > 0 such that tuu ∈ N0,g . By
Lemma 4.1(ii), we have for any μ ∈ (0,1)
J0,g(tuu) (1− λμ)− N2
(
J f ,g(u) + 2− q2q μ
q
q−2
(∥∥ f +∥∥Lq∗ S −q2 ) 22−q
)
. (4.4)
Since α+f ,g < 0, we have [ J f ,g < α+f ,g + 1N S
N
2 ] ⊂ [ J f ,g < 1N S
N
2 ]. Thus, by (4.4),
J0,g(tuu) < (1−μ)− N2
(
1
N
S
N
2 + 2− q
2q
μ
q
q−2
(∥∥ f +∥∥Lq∗ S −q2 ) 22−q
)
.
Let d˜0 > 0 be as in Lemma 4.4(i). Then there exist μ0 > 0 and λ˜0 ∈ (0, λ2) such that for f ∈ C(Ω)
with f + ≡ 0 and ‖ f +‖Lq∗ < λ0,
J0(tuu) <
1
N
S
N
2 + d˜0. (4.5)
Since tuu ∈ N0,g and tu > 0, by Lemma 4.4(ii) and (4.5),∫
N
x
|x|
∣∣∇(tuu)∣∣2 dx = 0.R
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RN
x
|x| |∇u|
2 dx = 0
for all u ∈ N−f ,g with J f ,g(u) < α+f ,g + 1N S
N
2 . 
5. Proofs of Theorems 1.1, 1.2
In the following, we use an idea from Adachi and Tanaka [4]. For c ∈ R+, we denote
[ J f ,g  c] =
{
u ∈ N−f ,g
∣∣ u  0, J f ,g(u) c}.
We then try to show that for a suﬃciently small σ > 0
cat
([
J f ,g  α+f ,g +
1
N
S
N
2 − σ
])
 2. (5.1)
To prove (5.1), we need some preliminaries. Recall the deﬁnition of a Lusternik–Schnirelman category.
Deﬁnition 5.1.
(i) For a topological space X, we say that a non-empty, closed subset Y ⊂ X is contractible to a
point in X if and only if there exists a continuous mapping
ξ : [0,1] × Y → X
such that for some x0 ∈ X
ξ(0, x) = x for all x ∈ Y ,
and
ξ(1, x) = x0 for all x ∈ Y .
(ii) We deﬁne
cat(X) = min
{
k ∈ N
∣∣∣ there exist closed subsets Y1, . . . , Yk ⊂ X such that
Y j is contractible to a point in X for all j and
k⋃
j=1
Y j = X
}
.
When there do not exist ﬁnitely many closed subsets Y1, . . . , Yk ⊂ X such that Y j is contractible
to a point in X for all j and
⋃k
j=1 Y j = X , we say that cat(X) = ∞.
We need the following two lemmas.
Lemma 5.2. Suppose that X is a Hilbert manifold and F ∈ C1(X,R). Assume that there are c0 ∈ R and k ∈ N,
such that
1572 T.F. Wu / J. Differential Equations 249 (2010) 1549–1578(i) F (x) satisﬁes the Palais–Smale condition for energy level c  c0;
(ii) cat({x ∈ X | F (x) c0}) k.
Then F (x) has at least k critical points in {x ∈ X | F (x) c0}.
Proof. See Ambrosetti [1, Theorem 2.3]. 
Lemma 5.3. Let X be a topological space. Suppose that there are two continuous maps
Φ :SN−1 → X, Ψ : X → SN−1
such that Ψ ◦ Φ is homotopic to the identity map of SN−1, that is, there exists a continuous map ζ : [0,1] ×
SN−1 → SN−1 such that
ζ(0, x) = (Ψ ◦ Φ)(x) for each x ∈ SN−1,
ζ(1, x) = x for each x ∈ SN−1.
Then
cat(X) 2.
Proof. See Adachi and Tanaka [4, Lemma 2.5]. 
For ε < ε0, we deﬁne a map Φ f ,g :SN−1 → H10(Ω) by
Φ f ,g(e)(x) = u+f ,g + s0l0wε,e for e ∈ SN−1,
where u+f ,g + s0l0wε,e is as in Lemma 3.6(iv). Then we have the following result.
Lemma 5.4. There exists a sequence {σε} ⊂ R+ such that
Φ f ,g
(
SN−1
)⊂ [ J f ,g  α+f ,g + 1N S N2 − σε
]
.
Proof. By Proposition 3.5 and Lemma 3.6(iv), for each ε < ε0 we have u
+
f ,g + s0l0wε,e ∈ N−f ,g and
sup
l0
J f ,g
(
u+f ,g + lwε,e
)
< α+f ,g +
1
N
S
N
2 uniformly in e ∈ SN−1.
Since Φ f ,g(SN−1) is compact, we can conclude that J f ,g(u+f ,g + s0l0wε,e) α+f ,g + 1N S
N
2 −σε , so that
the conclusion holds. 
From Lemma 4.5, we deﬁne
Ψ f ,g :
[
J f ,g < α
+
f ,g +
1
N
S
N
2
]
→ SN−1
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Ψ f ,g(u) =
∫
RN
x
|x| |∇u|
2 dxupslope
∣∣∣∣
∫
RN
x
|x| |∇u|
2 dx
∣∣∣∣.
Then we have the following results.
Lemma 5.5.
(i) Suppose that Ω, f and g satisfy the conditions (D1)–(D4). Let λ0 > 0 be as in Lemma 4.5(i). Then there
exists a positive number ε∗  ε0 such that for ε < ε∗ and f ∈ C(Ω) with f + ≡ 0 and ‖ f +‖Lq∗ < λ0, the
map
Ψ f ,0 ◦ Φ f ,0 :SN−1 → SN−1
is homotopic to the identity.
(ii) Suppose that Ω, f and g satisfy the conditions (D1), (D3), (D5) and (D6). Let λ˜0 > 0 be as in
Lemma 4.5(ii). Then there exists a positive number ε˜∗  ε˜0 such that for ε < ε˜∗ and f ∈ C(Ω) with
f + ≡ 0 and ‖ f +‖Lq∗ < λ˜0, the map
Ψ f ,g ◦ Φ f ,g :SN−1 → SN−1
is homotopic to the identity.
Proof. (i) Let Σ = {u ∈ H10(Ω)\{0} |
∫
RN
x
|x| |∇u|2 dx = 0}. We deﬁne
Ψ f ,0 :Σ → SN−1
by
Ψ f ,0(u) =
∫
RN
x
|x| |∇u|
2 dxupslope
∣∣∣∣
∫
RN
x
|x| |∇u|
2 dx
∣∣∣∣
as an extension of Ψ f ,0. Since wε,e ∈ Σ for all e ∈ SN−1 and for ε suﬃciently small, we let
γ : [s1, s2] → SN−1 be a regular geodesic between Ψ f ,0(wε,e) and Ψ f ,0(Φ f ,0(e)) such that γ (s1) =
Ψ f ,0(wε,e), γ (s2) = Ψ f ,0(Φ f ,0(e)). Moreover, by an argument similar to that in Lemma 4.4, there
exists a positive number ε∗  ε0 such that for ε < ε∗
w2(1−θ)ε,e(x) ∈ Σ for all e ∈ SN−1 and θ ∈ [1/2,1).
We deﬁne
ζε(θ, e) : [0,1] × SN−1 → SN−1
by
ζε(θ, e) =
{
γ (2θ(s1 − s2) + s2) for θ ∈ [0,1/2);
Ψ f ,0(w2(1−θ)ε,e(x)) for θ ∈ [1/2,1);
e for θ = 1.
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know u+f ,g ∈ C(Ω). First, we claim that limθ→1− ζε(θ, e) = e and limθ→ 12 − ζε(θ, e) = Ψ f ,0(wε,e).
(a) limθ→1− ζε(θ, e) = e: since∫
RN
x
|x|
(∣∣∇[w2(1−θ)ε,e(x)]∣∣2)dx = S N2 e + o(1) as θ → 1−,
then limθ→1− ζε(θ, e) = e.
(b) lim
θ→ 12
− ζε(θ, e) = G(wε,e): since
lim
θ→ 12
− ζε(θ, e) = lim
θ→ 12
− γ
(
2(s1 − s2)θ + s2
)= γ (s1) = Ψ f ,0(wε,e).
Thus, ζε(θ, e) ∈ C([0,1] × SN−1,SN−1) and
ζε(0, e) = Ψ f ,0
(
Φ f ,0(e)
)
for all e ∈ SN−1,
ζε(1, e) = e for all e ∈ SN−1,
provided λ < λ0 and ε < ε∗ .
(ii) The proof of part (ii) is almost the same as that of part (i) and is omitted here. 
Lemma 5.6.
(i) Suppose thatΩ, f and g satisfy the conditions (D1)–(D4). Let λ0 > 0 be as in Lemma 4.5(i). Then for each
ε < ε∗ and f ∈ C(Ω) with f + ≡ 0 and ‖ f +‖Lq∗ < λ0, the functional J f ,0 has at least two critical points
in [ J f ,0 < α+f ,0 + 1N S
N
2 ].
(ii) Suppose that Ω, f and g satisfy the conditions (D1), (D3), (D5) and (D6). Let λ˜0 > 0 be as in
Lemma 4.5(ii). Then for each ε < ε∗ and f ∈ C(Ω) with f + ≡ 0 and ‖ f +‖Lq∗ < λ˜0, the functional
J f ,g has at least two critical points in [ J f ,g < α+f ,g + 1N S
N
2 ].
Proof. (i) Applying Lemmas 5.3 and 5.5, we have for ε < ε∗ and f ∈ C(Ω) with f + ≡ 0 and
‖ f +‖Lq∗ < λ0,
cat
([
J f ,0  α+f ,0 +
1
N
S
N
2 − σl
])
 2.
By Proposition 3.2, Lemma 5.2 and Lemma 3.6(v), J f ,0(u) has at least two critical points in [ J f ,0 <
α+f ,0 + 1N S
N
2 ]. (ii) The proof of part (ii) is almost the same as that of part (i) and is omitted here. 
We can now complete the proof of Theorem 1.1: For f ∈ C(Ω) with f + ≡ 0 and ‖ f +‖Lq∗ < λ0,
from Theorem 3.3 and Lemma 5.6, Eq. (E f ,0) has three nonnegative nontrivial solutions u
+
f ,0,u
−
1 ,u
−
2
such that u+f ,g ∈ N+f ,0 and u−i ∈ N−f ,0 for i = 1,2. Now, by Drábek et al. [15, Lemma 2.1], we have
u+f ,0,u
−
1 ,u
−
2 ∈ L∞(Ω). Then we can apply the Harnack inequality due to Trudinger [27] in order to
get that u+f ,0,u
−
1 and u
−
2 is positive in Ω. Moreover, by Lemmas 2.4 and 3.7,∫
Ω
f (x)
∣∣u+f ,0∣∣q dx> 0 and
∫
Ω
f (x)
∣∣u−i ∣∣q dx> 0 for i = 1,2.
This completes the proof of Theorem 1.1.
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6. Proofs of Theorems 1.3, 1.4
Finally, in this section, we give the proofs of Theorems 1.3 and 1.4.
To prove Theorem 1.3: Suppose that { f +n } ⊂ C(Ω) is a sequence such that ‖ f +n ‖Lq∗ → 0 as n → ∞.
Let it be given that f − ∈ C(Ω). Let fn = f +n − f −, and let u(+)n = u+fn,0 and u
(i)
n = u−i,n be positive
solutions of Eq. (E f ,0), corresponding to Theorem 1.1.
(i) By Theorem 3.3(iii), we can conclude that ‖u(+)n ‖H1 → 0 as n → ∞.
(ii) Since the sequences {u(i)n } are uniformly bounded in H10(Ω),∫
Ω
f +n (x)
∣∣u(i)n ∣∣q dx → 0 as n → ∞.
Moreover, by Lemma 3.7,
∫
Ω
f −(x)
∣∣u(i)n ∣∣q dx → 0 as n → ∞.
This implies
∫
Ω
fn(x)
∣∣u(i)n ∣∣q dx → 0 as n → ∞,
and so ∫
Ω
∣∣∇u(i)n ∣∣2 dx =
∫
Ω
∣∣u(i)n ∣∣2∗ dx+ o(1) (6.1)
and
J fn,0
(
u(i)n
)= 1
2
∫
Ω
∣∣∇u(i)n ∣∣2 dx− 12∗
∫
Ω
∣∣u(i)n ∣∣2∗ dx+ o(1) = I0(u(i)n )+ o(1). (6.2)
By Theorems 3.1, 3.3, (6.1), (6.2) and
J fn,0
(
u(i)n
)
< J fn,0
(
u(+)n
)+ 1
N
S
N
2 ,
we can conclude
lim
n→∞ I0
(
u(i)n
)= 1
N
S
N
2 .
Thus,
∫ ∣∣∇u(i)n ∣∣2 dx =
∫ ∣∣u(i)n ∣∣2∗ + o(1) and I0(u(i)n )= 1N S N2 + o(1).Ω Ω
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{u(i)n } are (PS) 1
N S
N
2
-sequences for I0 in H10(Ω). Clearly, {u(i)n } are bounded sequences in H10(Ω). Then
there exist subsequences {u(i)n } and u(i)0 ∈ H10(Ω) such that
u(i)n ⇀ u
(i)
0 weakly in H
1
0(Ω).
Since Ω is a bounded domain, we have u(i)0 ≡ 0. Then by the concentration–compactness principle
(see Lions [21] or Struwe [24, Theorem 3.1]), there exist four sequences {x(i)n } ⊂ Ω , {R(i)n } ⊂ R+ and a
positive solution v0 ∈ D1,2(RN ) of the critical problem (1.3) such that R(i)n → ∞ as n → ∞ and
∥∥u(i)n (x) − (R(i)n ) N−22 v0(R(i)n (x− x(i)n ))∥∥D1,2(RN ) → 0 as n → ∞.
This completes the proof of Theorem 1.3.
To prove Theorem 1.4: Suppose that { f +n } ⊂ C(Ω) is a sequence such that ‖ f +n ‖Lq∗ → 0 as n → ∞.
Let it be given that f − ∈ C(Ω). Let fn = f +n − f −, and let u(+)n = u+fn,g and u
(i)
n = u˜−i,n be positive
solutions of Eq. (E f ,g), corresponding to Theorem 1.2.
(i) By Theorem 3.3(iii), we can conclude that ‖u(+)n ‖H1 → 0 as n → ∞.
(ii) Mush as in the proof of Theorem 1.3, we have∫
Ω
∣∣∇u(i)n ∣∣2 dx =
∫
Ω
(
1+ g(x))∣∣u(i)n ∣∣2∗ dx+ o(1) (6.3)
and
J fn,g
(
u(i)n
)= 1
2
∫
Ω
∣∣∇u(i)n ∣∣2 dx− 12∗
∫
Ω
(
1+ g(x))∣∣u(i)n ∣∣2∗ dx+ o(1)
= J0,g
(
u(i)n
)+ o(1). (6.4)
By Theorems 3.1, 3.3, Lemma 4.2, (6.3), (6.4) and
J fn,g
(
u(i)n
)
< J fn,0
(
u(+)n
)+ 1
N
S
N
2 ,
we can conclude that
lim
n→∞ J0,g
(
u(i)n
)= 1
N
S
N
2 .
This implies∫
Ω
∣∣∇u(i)n ∣∣2 dx =
∫
Ω
(
1+ g(x))∣∣u(i)n ∣∣2∗ + o(1) and J0,g(u(i)n )= 1N S N2 + o(1).
Moreover, by Lemma 4.3, we have ∫
g(x)
∣∣u(i)n ∣∣2∗ = o(1). (6.5)
Ω
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Ω
∣∣∇u(i)n ∣∣2 dx =
∫
Ω
∣∣u(i)n ∣∣2∗ + o(1) and I0(u(i)n )= J0,g(u(i)n )+ o(1) = 1N S N2 + o(1).
By an argument similar to the one in the proof of Theorem 1.3, there exist four sequences {x(i)n } ⊂ Ω ,
{R(i)n } ⊂ R+ and a positive solution v0 ∈ D1,2(RN ) of the critical problem (1.3) such that R(i)n → ∞ as
n → ∞ and
∥∥u(i)n (x) − (R(i)n ) N−22 v0(R(i)n (x− x(i)n ))∥∥D1,2(RN ) → 0 as n → ∞. (6.6)
Now, we will show that dist(x(i)n ,Ω0) → 0 as n → ∞. Since g ∈ C(Ω), by (6.6),∫
Ω
g(x)
∣∣u(i)n ∣∣2∗ dx =
∫
Ω
g(x)
∣∣(R(i)n ) N−22 v0(R(i)n (x− x(i)n ))∣∣2∗ dx+ o(1)
=
∫
Ω
g
(
x
R(i)n
+ x(i)n
)∣∣v0(x)∣∣2∗ dx+ o(1)
= g(x(i)n )S N2 + o(1).
Then by (6.5), g(x(i)n ) → 0 as n → ∞, and so dist(x(i)n ,Ω0) → 0 as n → ∞.
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