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Proteins are extremely complex molecular systems whose functions and 
mutual interplay give rise to various biological events which, as a whole, 
characterize life. Among the plethora of processes taking place within the cellular 
environment, one of the most pervasive and, therefore, historically investigated, 
also due to its ties with extremely influential research fields like neurology and 
metabolic diseases, is “cell regulation”. Proteins involved in cell regulation fulfil 
their tasks in many diversified ways, such as directly interacting with other 
proteins to regulate their functional state, tuning the concentration of ions inside 
the cell and its compartments, controlling the synthesis of cofactors and key 
intermediate products within metabolic cycles and so on. Remarkably, advances 
in our knowledge of these biological macromolecules, from higher and lower 
organisms alike, turned out to be valuable not only for basic and applied research 
in biology, but also for seemingly orthogonal fields, such as nanotechnology and 
analytical chemistry. 
Understanding, at molecular level, the way in which such proteins operate 
implies understanding their microscopic dynamics, which spans several orders of 
magnitude both in time and length scales. Modern experimental approaches 
generally provide exceptionally insightful information about protein structural and 
functional features (like folding, structural transitions, binding and activity), but in 
many cases their outcomes prove to be cryptic, vague, or controversial, at times. 
In this context, molecular modelling and simulation demonstrated to be invaluable 
tools for both rationalizing data and designing new experiments. During the last 
two decades, impressive advances in theoretical approaches for the investigation 
	  
of protein dynamics have been made, owing to a boost in both computational 
power and accuracy of modelling techniques. These improvements have led to 
two major consequences. The first one is that the temporal domain accessible to 
classical simulations extended up to microseconds (µs) for small- to medium-size 
systems. The second one consists in the possibility to accurately evaluate the 
energetic landscape underlying the dynamics along selected degrees of freedom, 
via different free energy calculation methods, thus broadening the spectrum of 
questions that can be addressed computationally. 
This thesis reports on an in-silico investigation of a few proteins whose 
function takes part in cell regulation. In particular, this work focuses on selected 
proteins that carry out their tasks by modifying either the concentration or the 
nature of inorganic ions within the cell. Among them, there are systems so 
versatile to even allow, upon proper biotechnological modifications, the creation 
of new macromolecular entities exploitable in contexts not strictly biological. 
According to the growing interest towards these two classes of systems alike, both 
natural proteins and engineered protein-based nanodevices have been considered 
within this work. 
The thesis is organized as follows. In Chapter 2 a brief introduction to cell 
regulation is provided. The complexity of cell regulation is mostly described 
according to a phenomenological approach, in terms of the strategies exploited by 
cells to perform this activity. The role of inorganic ions within the cell is reviewed 
along with the most important proteins which take an active part in the regulation 
mechanisms. In this respect, two pivotal protein classes, i.e. ion channels and 
pores, are described in detail and the recent advances in protein engineering of 
these macromolecules are briefly overviewed. Moreover, in view of the critical 
roles played by inorganic metal clusters within proteins directly involved in 
metabolic or regulatory pathways, some classes of ubiquitously expressed 
enzymes, which assemble inorganic ions into such prosthetic groups, are 
discussed. 
In Chapter 3, the computational methodologies used throughout this work are 
described in some detail. Here, molecular dynamics (MD) simulation techniques 
are presented along with their advantages and limitations. The physical concept of 
rare event is presented and the standard approaches used to deal with it are 
overviewed. A special attention is given to the description of the thermodynamic 
integration (TI) methods and, in particular, to the Adaptive Biasing Force (ABF) 
methodology, having been extensively adopted within this work. 
	  
The following chapters report the bulk of the original research work carried 
out during my PhD training program. In Chapter 4, atomistic simulations are 
exploited to investigate pathways and energetic barriers for ion translocation 
through a member of the pentameric ligand gated ion channels (pLGIC) family, a 
well-known superfamily of membrane proteins that mediates communication 
processes within cellular networks. These protein channels work by converting a 
chemical signal (represented by an organic molecule commonly referred to as 
“neurotransmitter”) into the alteration of the ionic equilibrium across the cell 
membrane, through opening of a transmembrane pore. Such alteration brings 
about an increase in the ionic flux, in the form of an electric spike, which is used 
to elicit tissue-specific cellular responses. Specifically, the work focuses on one of 
the most studied members of this family, namely the 5-HT3A ionotropic receptor, 
due to its involvement in a wide number of vital neurophysiological functions, 
and on its peculiar ion transport properties.  
In Chapters 5 and 6, I report on the studies of two artificial nanodevices based 
on engineered bacterial proteins, namely MscL and α-Hemolysin, respectively.  
The mechanosensitive channel of large conductance (MscL) is a membrane 
protein functioning as a release valve in response to osmotic shocks potentially 
deadly for the cell. It also represents a well-studied model system for the 
investigation of the molecular bases of mechanosensation, especially for what 
concerns membrane tension. Due to its favourable transport properties, such as its 
large conductance and large pore size in the open state, in recent years this system 
has been increasingly employed to create artificial nanovalves for liposomial 
vescicles, so as to create nanocarrier prototypes aimed at the controlled release of 
the most disparate substances, including drugs. In Chapter 5, the artificial gating 
mechanism introduced within one of such MscL-based nanovalves, so to create a 
light controllable bio-nanodevice, is examined.  
The α-Hemolysin from Staphylococcus aureus is a very well-know bacterial 
pore-forming toxin, which takes its name from its capacity to destroy the integrity 
of red blood cell plasma membranes, causing their lysis. The capability of α-
Hemolysin to form a large, constitutively open and unselective membrane pore 
has made this protein a particularly appealing scaffold for creating a vast range of 
different bio-inspired nanopores suitable for analytical chemistry applications. In 
particular, detection and characterization of analytes is achieved by monitoring 
the partial current blockages that result from pore obstruction as the analyte 
translocates through the channel. In Chapter 6 the possibility to create, upon 
	  
combining an azobenzene based molecular photoswitch with the Staphylococcus 
aureus α-Hemolysin pore, a light-triggered, controllable nanopore suitable for 
sensing purposes is investigated.  
Chapter 7 reports on a study of the IscS-IscU tetrameric complex, a core 
protein complex within the complicated machinery of the iron-sulphur protein 
biogenesis. Specifically, the IscS-IscU complex is appointed with the task of 
assembling iron-sulphur clusters, a well-known class of ubiquitous inorganic 
prosthetic groups, and, as such, it is very well-conserved along the evolutionary 
tree. Recently it has been discovered that, besides its general importance in 
fundamental biology, this complex (and in particular its malfunction) is also 
involved a number of human pathologies. Moreover, defects in proteins regulating 
their functionality by interacting with them during the [Fe-S] cluster biosynthesis 
stage are also associated with severe diseases. The work presented here is thus 
aimed at elucidating important steps characterizing the catalytic mechanism of 
iron-sulphur cluster biosynthesis and the molecular basis of the regulation of the 
IscS-IscU complex functionality by its allosteric modulators. 
Finally, a summary of the main results presented in this thesis and some 
concluding remarks are given in Chapter 8.  














This chapter summarizes the role of inorganic ions in cell regulation and of 
those proteins which take part to the process. A special attention is reserved to ion 
channels and protein pores, owing to their important role of allowing the flow of 
ions, in a controlled or uncontrolled fashion respectively, between the exterior and 
the interior of the cell, or between cellular compartments, as they will be the 
subjects of Chapters 4, 5 and 6. The recent advances in exploiting, in non 
biological contexts and in a controlled fashion, the ion channels and protein pores 
capability of allowing the flux of solutes between separate compartments, as 
witnessed by the rise of bio-nanotechnology, is overviewed. Besides, the 
structural and functional role of inorganic clusters within regulatory proteins, and 
therefore the importance of the metabolic pathways in which they are synthetized, 
are discussed, as introduction to Chapter 7. 
 
2.1   Cell regulation and homeostasis 
 
Cell regulation is a broad term, usually encompassing the many integrated 
processes that occur within a cell and that, as a whole, are aimed at maintaining 
homeostasis. The concept of homeostasis[1] refers to a balanced condition in 
which cells (and on a larger scale tissues and organisms) keep their physico-
chemical conditions stable and relatively constant, avoiding harmful extremes of 
any form, through various regulatory processes, both active or passive (a general 
	  
mechanism is sketched in Figure 2.1). Regulatory processes moderate everything, 
from the growth and replication rates of cells, to the proteins and metabolites 
concentration, to the acidity and ionic strength levels of the cellular environment. 
In a physiological situation, these crucial variables are allowed to vary,[2] for 
instance in response to external stimuli or to a change in the cell internal 
environment, but always within tight limits. Such limits are needed to maintain 
the complex set of interacting metabolic reactions all organisms depend on. If a 
breakdown in the regulatory mechanisms occurs and an homeostatic imbalance is 
reached, detrimental events may take place,[3] with, if persisting, potentially 
pernicious, or even deadly, consequences for the organism.  
 
 
Figure 2.1: Schematic representation depicting the main steps of the cell 
regulation mechanism responsible for the control of homeostasis. The three 
key actors in this mechanism, here enclosed in coloured boxes, may be located in 
different cellular compartments or, in the case of more complex organisms, even 





2.1.1   Inorganic ions in cell regulation 
 
Inorganic ions constitute an essential component for vital cellular activity in 
all domains of life.[4,5] Their relevance is supported by an estimate according to 
which metal ions are essential for the function of over one third of all proteins and 
of almost half of all enzymes.[6] A few of them are present as trace elements, 
especially transition metals, and usually coordinated to proteins, while others are 
more abundant, such as Na+, K+, Ca2+, Cl-, phosphate and bicarbonate and usually 
found as free solutes. 
The biological role of inorganic ions goes far beyond the simple oxygen 
transport, as in haemoglobin, enzymatic catalysis, as cofactors within 
metalloenzymes, or electron transfer.[7] Indeed, they are necessary for many of 
the most important biochemical processes, i.e. protein and nucleic acid folding, 
protein aggregation, allosteric regulation, cell signalling, cell adhesion, cell-cell 
recognition, transcription regulation and biomineralization. Transition metal ions, 
above all Zn2+ but also Fe2+ and Fe3+,[8,9] in the form of iron-sulphur clusters, are 
found within structural motives in transcription factors, nucleases and chaperons, 
mainly coordinated by cysteine or histidine residues. Alkaline earth metal ions, 
such as Mg2+ and Ca2+, are present in cadherins and integrins,[10,11] two 
membrane protein families involved in cell-cell and cell-extracellular matrix 
adhesion processes. Calcium ions also play a pivotal role in many signal 
transduction pathways,[12] where they act as a second messenger, either directly 
or bound to Ca2+-modulated proteins like calmodulin. Last but not least, alkali 
metal ions, mainly Na+ and K+, along with chloride, phosphate and bicarbonate 
anions are used by transporters to set the osmotic pressure and pH equilibrium 
between the cell and the external medium or between cellular compartments.[13] 
Besides, ion pumps, like the Na+K+ ATPase, use the ATP energy to concentrate 
Na+, Cl- and Ca2+ and K+, on different sides of the plasma membrane (or within 
storage sites). Normally, the concentration of Na+, Ca2+ and Cl- is higher outside 
the cell (even though Ca2+ is abundant in mitochondria), while that of K+ is higher 
inside the cell, making, overall, the cell interior and the cell exterior negatively 
and positively charged, respectively.[14] The membrane is then said to be 
polarized. This charge polarization gives rise to an electrical potential difference, 
the so called membrane potential, which, along with the ionic concentration 
differences between both sides, creates an electrochemical gradient across the 
membrane. Such gradient is particularly important, since it provides the driving 
	  
force for many biological events at the membrane level, among which stands out 
electric signalling. 
 
2.2   Inorganic ions and electric signalling 
 
Electric signalling is one of the cell signalling mechanisms, i.e. the set of 
processes through which cells are able to sense and adequately response to the 
state of their microenvironment or to an information forwarded by other cells.[15] 
Electric signalling takes place in cells which are endowed with a particular 
property: they are “excitable”. This means that they are able to detect an external 
signal and convert it into an electrical signal (specifically a change in membrane 
potential), which, in turn, can either be passed on to other cells or trigger an 
appropriate biological response. Pivotal processes, like neuronal communication, 
muscle contraction, heart beating, or chemical transmitters secretion, depend on 
such signals.[16]  
The electric signal is generated by the flow of ions across the membrane and 
the change in membrane potential it brings about. Inorganic ions tend to move 
across the membrane following a particular direction, which is dictated by their 
electro-chemical gradient, given by the following formula. 
 
∆𝐺 = 𝑅𝑇 ln [𝐶]!" [𝐶]!"# + 𝑄ℱ𝑉! 
 
The gradient ∆𝐺 that causes an ion (e.g. a cation) to pass inward through the 
membrane is a function of the ratio of its concentrations between the two sides of 
the membrane ([𝐶]!" [𝐶]!"#) and of the membrane potential (𝑉!), with R being 
the gas constant, T the absolute temperature, Q the charge of the ion and ℱ the 
Faraday constant. The membrane potential can be estimated through the 
Goldman-Hodgkin-Katz (GHK) voltage equation,[17] which, in the case of 
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[𝑀!!]!"# , [𝑀!!]!" , [𝐴!!]!!"  and   [𝐴!!]!"  being the concentrations of monovalent 
cations (𝑀) and anions (𝐴) outside or inside the cell, respectively, and 𝑃!!! and 
𝑃!!! being the relative permeability of the membrane to such ions. In this specific 
formulation Ca2+ is omitted, but it can be added to deal with situations in which it 
plays a significant role. Note that, since the charges of cations and anions have 
opposite sign, their concentration ratios are reversed. So, in simple terms, 
according to the GHK model the membrane potential is a function of the 
external/internal concentration ratios of each ion, weighted by that ion 
permeability. Thus, the resting membrane potential basically results from the ion 
permeability that predominates when the cell is at rest. For instance, Na+ has 
almost no resting permeability and a very high driving force (∆𝐺) to move inward, 
while K+ permeability is very high and its driving force is very low. For this 
reason, at rest, the 𝑉! in excitable cells (-60 mV) is closer to the equilibrium 
potential for K+. Figure 2.2 provides the sketch of an excitable cell at rest. 
 
A given ionic species flows across the membrane as long as the combination of 
concentration gradient and electrical potential provides a driving force. The 
number of ions that must flow to produce a physiologically significant change in 
the membrane potential is negligible relative to the concentrations of Na+, K+ and 
Cl- in cells and extracellular fluid. Therefore, the ionic flux that occurs during 
signalling in excitable cells has essentially no effect on the concentration of these 
ions. With Ca2+ the situation is different; because the baseline intracellular [Ca2+] 
is generally very low, ~10-7 M (as mentioned above, Ca2+ is stored in 
mitochondria), inward flow of Ca2+ can significantly alter the cytosolic [Ca2+]. 
The ionic flux also causes a redistribution of charges on the two sides of the 
membrane, changing Vm. The net influx of a positively charged ion, such as Na+, 
or efflux of a negatively charged ion, such as Cl-, depolarizes the membrane and 
brings Vm close to zero. Conversely, the net efflux of K+ hyperpolarizes the 




𝑄ℱ ln [𝐶]!" [𝐶]!"# , 
 
	  
the driving force (∆𝐺) tending to move an ion is zero. The equilibrium potential is 
different for each ionic species, according to the aforementioned formula, because 
the concentration gradients differ. 
 
 
Figure 2.2: Schematic representation of the electrical signalling mechanism. 
The electrogenic pump Na+K+ ATPase (displayed in red) generates a 
transmembrane electric potential of about -60 mV (inside negative). The yellow 
arrows show the direction in which ions tend to move spontaneously across the 
plasma membrane in animal cells, driven by the combination of chemical and 
electrical gradients.  
 
Proper cellular function requires membrane permeability to a particular ion to 
be high at certain times, but not at other times, therefore leading to a variable 
ionic conductance. The lipid bilayer, however, is highly resistant to the movement 
of electrically charged species, as it functions mainly as an insulator. For this 
reason, cell membranes incorporate proteins, known as gated ion channels,[18] 
responsible for creating paths through which ions can flow inward or outward. 
	  
The term “gated” refers to the property of being opened and closed in a controlled 
fashion, specifically in response to stimuli of chemical or physical nature. 
Different cells express various types of gated ion channels, which differ for the 
specific signal sensed and the selectivity toward specific ions (or group of ions). 
The latter is usually achieved by winnowing ions out according to their charge 
and/or ionic radius. The membrane potential of a cell at a given instant is 
ultimately the result of the precisely timed gating of different types and numbers 
of these channels. When a channel opens, the consequent increase in membrane 
permeability for that particular ion (or group of ions) shifts the membrane 
potential towards the membrane potential for that ion. This may lead to the 
opening of other ion channels or to the activation of intracellular pathways. Once 
the signal ceases, ionic pumps come into play to restore the rest membrane 
potential. 
 The regulated and transient ionic flux realized by gated ion channels is 
essential to bring about a biological response of controlled degree and limited in 
time (usually in the millisecond range).[19,20] Indeed, the loss of control on the 
plasma membrane permeability to ions, and, as a consequence, a breakdown in the 
upkeep of the electro-osmotic gradient, would result in the dysregulation of all the 
downstream cellular processes. Detrimental consequences can ensue, including 
several pernicious disorders, with a potentially widespread damage for the entire 
organism.[21,22] That being said, it may not be surprising that many of the most 
potent microbial toxins operate by compromising the plasma membrane integrity 
or permeability, and, therefore, also the electrical signalling process and cell 
homeostasis. In particular, within the broad category of the membrane damaging 
toxins (also known as cytolysins) a peculiar class of proteins, known as pore-
forming toxins,[23] stands out. The toxicity of such pore-forming proteins arises 
from their ability to create open, unregulated pores within the lipid bilayer, 
thereby promoting water influx and dispelling the electro-osmotic gradient. In 
many cases, the size of the pore can be so large that even molecules greater than 
simple ions (from ATP up to small proteins) may be allowed to cross the plasma 
membrane,[24] eventually leading, in susceptible cells, to death.  
Hence, given the importance electric signalling regulation or dysregulation 
have on vital cellular functions, understanding, from a structural point of view, 
how gated ion channels and pore-forming proteins operate is momentous. Such 
knowledge can prove useful in several ways. For instance, it can provide the 
grounds for a pharmacological intervention in case of gated ion channel over- or 
	  
under-stimulation; or, it can be used for aptly modifying their structures so as to 
alter their transport properties or introduce completely new features. Accordingly, 
in anticipation of Chapter 4, 5 and 6, the classification and the most important 
structural and functional features of gated ion channels and pore-forming proteins 
will be described in the next paragraphs.  
 
2.3   Gated ion channels 
 
Gated ion channels (GICs) were first recognized as independent membrane 
inserted molecular entities back in the late 1960s, during electrophysiological 
studies on nerve and muscle cells.[25] Afterwards, thanks to the boost in 
genomics, the ancient origin of this protein class in the evolutionary timeline 
became clear, as its members are shared by almost all life forms. The GIC protein 
class encompasses a huge number of members, whose primary role is to permit 
that ions cross the membrane at certain times, but not at other times, in response 
to an array of diverse physico-chemical stimuli. Such stimuli include: changes in 
the membrane potential (sensed by voltage-gated ion channels);[20] osmotic 
stress and mechanical vibrations (sensed by mechanosensitive channels, 
MSCs);[26] temperature changes;[27] pH changes;[28] light;[29] binding of ions 
and metabolites (sensed by ligand-gated ion channels, LGICs). [30]  
Most of our knowledge about the GICs structural organization comes from 
very recent X-ray crystallography and cryo-electron microscopy (Cryo-EM) 
studies.[31-33] Almost all GICs are integral oligomeric membrane protein 
complexes (with few exceptions) formed by the assembly of identical or related 
subunits, ranging from two up to seven, around an axis of rotational symmetry. 
The single subunits are separately synthetized (and, if needed, modified in the 
Golgi’s apparatus through, e.g., N-glycosylation) and subsequently directed to the 
membrane surface. Once there, alone or assisted by chaperons, they embed into 
the membrane and assemble to form the channel. 
GICs are characterized by structural topologies and quaternary structures very 
different from each other (though proteins belonging to the same superfamily 
usually share similar structures) and can be formed by one or more domains (as 
Figure 2.3 shows). Despite such inter-family diversity, they all share a common 
structural feature: the presence of a transmembrane (TM) domain, made up by a 
bundle of alpha-helices, framing a central, funnel-shaped pore which provides a 
	  
permeation pathway through which ions diffuse, usually very fast, along their 
concentration gradients.  
The channel gate resides in the TM domain. At this level, frequently 
corresponding to the pore maximum constriction point, the channel is lined by a 
stretch of non-polar residues, which make up a sort of “hydrophobic girdle”, 
hindering the passage of water or ions.[34,35] Specifically, it occurs that, in 
correspondence of this critical region, the combination of hydrophobic effect and 
small pore diameter makes the behaviour of water and ions in the channel interior 
very different from the situation in the bulk. Indeed, as also observed in model 
nanopores, there exists a diameter threshold value, estimated around 9 Å, below 
which water density resembles more that of the vapour state rather than that of the 
liquid state.[36,37] This is reflected by a partial (or even total) dewetting of the 
pore surface, which in turn creates an highly effective energetic barrier to ion or 
even water permeation, making, under resting conditions, the channel gate closed. 
Over the last decade, there has been a growing number of experimental evidences 
in support of a gating mechanism being based on the hydrophobic effect and 
shared by all GICs.[38-40]  
The opening of the gate is the result of an allosteric process involving a 
complex conformational rearrangement.[41] Such rearrangement originates at the 
protein site in direct contact with the environmental signal and propagates 
throughout the protein structure, eventually ending to the transmembrane pore. At 
present, it is commonly accepted that the gate opening involves an increase in the 
diameter at the pore narrowest region, so as to shift the equilibrium between 
wetting and dewetting of the pore in favour of the wet state. However, the gating 
process itself is still, in large part, not completely understood, since it takes place 
on a very long temporal (and for some channels also spatial) scale.  
Additionally to their structural diversities, GICs also display functional 
differences, usually related to the previous ones, in their transport properties, such 
as ionic selectivity and conductance. For instance, some GICs are specific for a 
single ionic species (e.g. Na+ or K+), some other are selective for a particular 
group of ions (e.g. cations or anions) and some can be even completely non-
selective. Ionic selectivity is achieved through the presence of structural elements, 
hosted in the TM domain, known as selectivity filters. From a structural point of 
view, these filters vary considerably among GICs, as they differ in length, width, 
amino acid composition and charge (they can be neutral or charged) and can be 
made up by backbone or side chains atoms.  
	  
 
Figure 2.3: Few examples of gated ion channels three-dimensional structures 
embedded within a lipid membrane. A) Mechanosensitive channel of Large 
conductance (MscL) (PDB code: 2OAR);[42] B) bacterial chloride channel (ClC) 
(PDB code: 1KPL);[43] C) Mechanosensitive channel of Small conductance 
(MscS) (PDB code: 2OAU);[44] D) proton activated K+ channel (KcsA) (PDB 
code: 3EFF);[45] E) voltage gated K+ channel (Kv) (PDB code: 2R9R);[46] F) 
zebrafish P2X4 receptor (PDB code: 3H9V);[47] G) 5-Hydroxytriptamine 
receptor of type 3 (5-HT3R) (PDB code: 4PIR).[48] 
	  
The structure of the selectivity filter can have a profound impact on the 
solvation state of the ions, as it can either allow them to translocate with an intact 
first hydration shell or compel to a partial dehydration in order to move through it. 
Altogether these factors contribute to determine the energetic landscape 
experienced by ions inside the filter and, therefore, the selectivity towards a 
particular ion or group of ions.  
The ionic conductance, i.e. the permeation rate, is often correlated with the 
channel dimension and can range from very low values, like few pS, for narrow 
TM channels, as in the case of pentameric Ligand-Gated Ion Channels 
(pLGICs),[49] to high values, in the order of nS, as in the case of larger channels 
like the Mechanosensitive Channel of Large Conductance (MscL).[50] However, 
it has to be pointed out that, at variance with ionic selectivity, channel 
conductance is usually a more “global” property. That means it can be influenced 
by structural elements distributed all over the channel surface, hence possibly 
present on further domains and not strictly localized in the TM domain. As a 
result, ion conductance can be quite different also among channels of the same 
family. 
Understanding how GICs regulate the amount and the charge of translocating 
ions, thereby tuning the ionic flux, is pivotal to understand cellular 
communication, especially at the chemical synapse level. In order to get insights 
into the transport properties of a GIC member, namely the 5-Hydroxytryptamine 
receptor of type 3 (5-HT3R), we carried out an thorough molecular simulation 
study, which is reported in Chapter 4. 
 
2.4   Pore forming toxins 
 
The concept of membrane pore was first elaborated to explain the lytic 
damage brought about by the complement system to bacteria or other non-self 
cells.[23] However, sooner it was realized it could extend to a broader range of 
lytic agents.[51] In 1979, the classifications of cytolysins of different origins 
clearly indicated that many of these proteins don’t cause cell death purely by 
membrane destruction but rather form discrete lesions (i.e. pores) in the plasma 
membrane.[52] Since then, the pore forming toxins (PFTs) have been identified as 
one of the major and widespread weapons for chemical warfare in a wide range of 
organisms, both prokaryotic and eukaryotic, including bacterial, fungi, plants and 
	  
even animals. However for practical reasons, as well as the importance for their 
disease-causing abilities, the pore-forming toxins of bacteria have received far 
more attention than those from any other kind of organism. Nonetheless, due to 
sequence homology conserved across vast evolutionary distances, in few 
instances PFTs show structural and mechanistic similarities, thereby allowing 
conclusions drawn from the investigation of the bacterial orthologues to be 
generalized to proteins belonging to other organisms.  
The PFT protein class encompasses several members, which are characterized 
by many structural and functional features that make them fundamentally 
different from GICs. First and foremost, they are not gated by any environmental 
or intracellular stimuli but instead they create constitutively open, water filled 
pores (though exceptions exist), through which ions and bigger solutes can freely 
diffuse. Such free diffusion dissipates the electro-osmotic gradient and lead to cell 
death by loss of electrolytes and key organic metabolites like ATP. Cell 
membrane damage may have important fallouts besides the lytic effect per se. For 
instance, it can facilitates the uptake of essential nutrients from damaged cells, or 
the bacterial spread trough the tissues of the host, in concert with enzymes 
released by the invading bacteria which degrade cellular matrix.[53,54] 
Secondly, PFTs are dimorphic[23] since they exist in two structurally distinct 
forms, that is as water soluble protein monomers, suitable for diffusion in the 
organic fluids, or as membrane inserted protein complexes, the latter being the 
effectively harmful form of the toxin. The insertion process, conversely to what 
happens for many GICs where the membrane insertion requires the assistance of a 
number of proteins, is completely spontaneous and usually involves the homo-
oligomerization of several protein monomers. The pore forming mechanism is 
comprised by three fundamental steps. The first step involves the synthesis of the 
water soluble citolysin monomers and their release in the extracellular medium. 
The second step involves the PFT monomer adhesion to target cell membrane, a 
process which is apparently achieved through the interaction with specific 
membrane components, usually lipids. Subsequently, the PFT monomers diffuse 
laterally in the membrane until they encounter other membrane bound toxin 
monomers. Once this happens, the PFT monomers, via specific protein-protein 
interactions (PPIs), rapidly oligomerize to yield an intermediate homomeric 
complex termed as “pre-pore”. Such oligomer is characterized by a relatively 
specific size and represents a pre-insertion state where the monomers interact so 
strongly to make it resistant to dissociation by many detergents and chaotropic 
	  
agents. Ultimately, in the third stage the PFT oligomer penetrates the target cell 
membrane with its TM domain, forming the final functional membrane pore. The 
oligomeric pores can differ widely in size. The smallest pores formed in 
mammalian cell membranes have been sized to around 1-2 nm effective 
diameter.[55] In contrast, the TM pores formed by cholesterol binding cytolysins 
(CBCs), a sub-class of PFTs, can consist of up to ~ 50 monomers and create holes 
up to 25-30 nm diameter.[56] 
The progress in the cloning and sequencing of PFT structural genes and in the 
knowledge of their mechanism of action allowed to pinpoint another important 
difference with GICs, i.e. that PFTs, though sharing the mechanism of action, 
often don’t form known families. Specifically, at first level two PFT categories, 
present in both Gram-positive and Gram-negative bacteria, can be distinguished: 
“cogeneric” and individualistic” toxins.[57] The first category comprises those 
proteins that share close structural similarities and/or similar physicochemical and 
functional lytic properties and mechanisms of action, such as CBSs, pore-forming 
RTX (repeat in toxins), bicomponent toxins from Staphylococcus, Serratia and 
Proteus and some hemolysins from Vibrio species. The latter category, instead, 
comprises toxins exhibiting and appreciable degree of uniqueness, such as 
Staphylococcus aureus hemolysin and Aeromonas aerolysin. 
Several biophysical studies have been carried out on both soluble monomers 
and assembled pores to in order to characterize and classify their structure.[23] 
Despite the structural knowledge of the monomeric form, as compared with that 
of the assembled pore, can provide significant clues about the mechanism of pore 
formation and membrane insertion, the toxin structural classification through 
monomer structure is not very convenient. Indeed, the water soluble folds they 
adopt are just temporary and often quite different from those in the assembled 
state, which makes the structural classification of the holigomers, the effectively 
active form of the toxin, more informative. From a structural viewpoint, PFT 
oligomers can be roughly assigned to two categories, according to the 
predominant secondary structure element of the pore in the TM region (as shown 
in Figure 2.4): those formed predominantly by α-helices (α-PFTs) and the β-sheet 




Figure 2.4: Few examples of pore forming toxin three-dimensional 
structures. A) Gramicidin A (PDB code: 1JNO);[58] B) Dermcidin (PDB code: 
2YMK);[59] C) Staphylococcus aureus α-hemolysin (PDB code: 7AHL);[60] D) 
Cytolysin A (PDB code:2WCD);[61] E) Cryo-EM model of the assembled 
Pneumolysin pore (PDB code: 2BK1)[62]. Both side view (left) and top view 
(right) are displayed. 
 
The pore of α-PFTs can be made up by one single α-helix or a bundle of α-
helices per monomer, arranged around an axis of rotational symmetry. The TM 
	  
helices tend to be very hydrophobic and adopt the same conformation in both 
assembled and water-soluble state, where are hidden within the fold of the 
protein. Conversely, the pore of β-PFTs is a β-barrel made up by several 
amphipathic β–hairpins (at least one per monomer), which expose the 
hydrophobic side to the lipids and the hydrophilic side to the pore interior. The 
TM regions of β-PFTs adopt different folds in the water soluble states and are 
converted to β–hairpins only upon membrane insertion. A somehow peculiar 
group is that of pore forming antimicrobial peptides (PFAPs), which includes 
several relatively small linear or cyclic amphipathic peptides, formed by usually 
~12 to 50 L- or D-amino acids (or a mixture of both),[63] predominantly 
hydrophobic (usually ~ 50% of the sequence) and basic.[64] PFAPs are normally 
too small to create membrane holes and thus, after insertion, oligomerize and 
form bigger proteinaceous[65] or protein-lipid pores,[66] featuring a variety of 
secondary structures, from α-helices to β–sheets to a combination of both.  
 
2.5   Engineered protein channels and nanopores 
 
GICs and PFTs are a topic of interest not only for physicians or 
microbiologists but also for a variety of other scientists, from biochemists to 
nanoscientists. In recent years indeed, engineered biological channels and pores 
have been fruitfully used for various biotechnological applications.[67-69] 
Specifically, nanopore engineering was successfully used to enhance or add new 
functionalities to such systems, e.g. to regulate molecular transport by pre-
determined external stimuli.[70] Efforts focused on introducing artificial triggers 
and switches to control and modulate the nanopore functionalities have shown 
their utility in versatile applications as diverse as drug delivery, molecular 
sensing, disease detection and reaction monitoring.[68,71] One of such 
engineering strategies concerns the use of photochromic ligands, capable of 
changing their structure and properties in response to light. The strategy of 
tethering photo-switchable moieties into biomolecules has provided an 
unprecedented temporal control of purposely designed nanodevices,[72] as 
demonstrated, for example, by the light-mediated regulation of the activity of 
enzymes and biological channels. Already, a number of studies have reported the 
photomodulation of biological activity using tethered photochromic ligands. Some 
pioneering examples include I) the reversible photoactivation of nAChR receptor, 
	  
II) the dimerization of gramicidin-A by a photoswitchable cross linker, III) the 
photocontrol of K+ channels based on the photoisomerization of azocompound, 
IV) the activation of iGluR receptor by photoswitch ligated agonist, V) the 
modulation of Escherichia coli MscL activity via covalent linking of photo-caged 
compounds, VI) the blocking of hemolysin pore lumen via conjugating sulfonated 
azobenzene.[73-77] Among the various possible applications of these devices 
there is the fast-growing field of nanopore analytics, i.e. single-molecule detection 
using nanopores. Such an intriguing idea relies on correlating the transient current 
blockades induced by the analyte, as it passes through or binds the pore, to its 
molecular properties, such as size, charge or folding.[71,78] To this aim, non-
specific biological pores are functionalized, using site-specific mutagenesis and 
synthetic chemistry, in order to introduce an artificial gating and/or selective 
blockage. Moreover, introducing such a new functionality through a light-
activated molecular device may provide a fine temporal control of the pore gating, 
without the need to resort to more invasive techniques for the environment, as in 
the case of pH- or redox-based triggers. 
Modelling and simulation of such nanopore based systems can provide useful 
insights into their functioning mechanism as well as serve as a valuable tool for 
the design of novel bio-inspired molecular devices. The computational study of 
two artificial nanopores based on a GIC (the MscL channel) and on a PFT (the 
Staphylococcus aureus α-hemolysin) is reported, respectively, in Chapter 5 and 6. 
 
2.6   Iron homeostasis and the [Fe-S] cluster biogenesis machinery 
 
Iron is essential for life[79] being the most abundant transition metal in 
human body and one of the most biologically relevant inorganic ions. Iron ions 
are involved in essential functions of life, ranging from redox chemistry to oxygen 
transport and even cell regulation, owing to its versatile chemical and electronic 
features. Iron is present only in extremely small trace as a free solute, at variance 
with other more abundant ions in biological fluids, like Na+, K+ and Cl-. Indeed, 
whereas free Fe3+ is relatively inert and poorly soluble at pH 7, free Fe2+ is highly 
reactive and extremely cytotoxic. Specifically, Fe2+ is able to directly catalyse, via 
Fenton chemistry,[80,81] the formation of damaging reactive oxygen species 
(ROS), such as superoxides, peroxides and free radicals, which can cause severe 
	  
oxidative damage to cell constituents like lipids, proteins and DNA, and thus are 
extremely harmful to the organism.[82]  
Iron homeostasis, including uptake, metabolism and storage, is thus very 
tightly regulated and every step in all the aforementioned processes is associated 
with a redox cycling of iron oxidations and reductions between Fe2+and Fe3+.[83] 
The latter is the dominant form of iron we assume from diet and is conveyed to 
other cells through bloodstream circulating transferrin.[84] Subsequently, iron 
delivery into the cell interior takes place through receptor-mediated endocytosis 
of plasmatic iron loaded transferrin (Tf), upon interaction with the transferrin 
receptor (Tf-R).[85] Such mechanism is, however, both organism and cell-type 
specific. Once inside the cell iron fate is dual: it can either be dispatched to 
storage sites or it can be channelled into the enzymatic machineries that are 
responsible for iron incorporation into its biologically active forms, e.g. cofactors. 
Cellular iron is stored into ferritin,[86] a big globular protein complex of 450 kDa, 
consisting of 24 protein subunits, and represent the primary intracellular iron-
storage protein in both prokaryotes and eukaryotes, being able to host about 4500 
Fe3+ ions. Ferritin is endowed with a ferroxidase activity, which allows it to 
convert iron from ferrous to ferric state, so as to store it as inert, non toxic 
ferrihydrite mineral. When necessary, iron reserves can undergo reduction-
induced mobilization by electron donors, resulting in the release of Fe2+ ions, 
ready to be transformed according to the needs of the cell.  
Concerning the biologically active forms of iron, one of the most common is 
certainly that of inorganic iron-sulphur ([Fe-S]) clusters,[87,88] which are often 
found within structural motifs of regulatory proteins, where they play important 
structural and regulatory roles. Since the discovery of ferredoxins in the early 
1960s,[89] the number of identified proteins containing [Fe-S] clusters, referred to 
as [Fe-S] proteins, has greatly increased. The discovery of many different types of 
[Fe-S] proteins and [Fe-S] clusters has resulted in an appreciation of their 
remarkable functional and structural diversity (as shown in Figure 2.5).  
 [Fe-S] clusters can play purely structural roles, as in the case of the DNA 
repair enzymes endonuclease III[90] and MutY [91], where evidences indicate 
that redox-inactive cubane type [4Fe-4S] cluster, similarly to Zn in Zn-finger 
proteins, controls the structure of a protein loop essential for recognition and 
repair of damaged DNA. Moreover, there are now several well-characterized 
examples of [Fe-S] proteins involved in transcriptional or translational regulation 
of gene expression in bacteria.[92] In these cases, each [Fe-S] cluster senses a 
	  
different type of environmental stimuli and uses a distinct sensing mechanism, 
involving cluster assembly, conversion, or redox chemistry, in order to promote or 
repress the synthesis of proteins responsible for eliciting a specific biological 
response. For instance, the SoxR protein senses oxidative stress via oxidation of 
the [2Fe-2S]2+ cluster and thereby stimulates transcriptional expression of SoxS, 
which is responsible for activating the transcription of numerous enzymes in the 
oxidative stress response.[93]  
 
 
Figure 2.5: Structures, core oxidation states, and spin states of 
crystallographically defined [Fe-S] clusters. Iron is shown in red, and sulphur is 
shown in yellow. The spin state, denoted by a question mark, has yet to be 
determined. 
The FNR (fumarate and nitrate reduction) protein is an oxygen sensing 
transcriptional regulator that functions by oxygen-induced conversion of the 
DNA-binding [4Fe-4S]2+ cluster to [2Fe-2S]2+ cluster, so as to control the 
	  
expression of genes involved in the aerobic and anaerobic respiratory pathways of 
E. coli.[92] Finally, IRP1 (iron-regulatory protein 1), which binds to and stabilizes 
mRNA iron-responsive elements in eukaryotes and consequently regulates the 
translation of ferritin and transferrin receptors, is controlled by the assembly or 
the loss of a [4Fe-4S] cluster on the same IRP.[94] 
Given the broad spectrum of functions carried out by [Fe-S] proteins, it 
should not be surprising mutations in genes that encode proteins involved in 
human [Fe-S] protein biogenesis may have pleiotropic consequences. Indeed, in 
the past two decades, several diseases have been attributed to defective [Fe-S] 
protein biogenesis systems.[95] Consequently, understanding the actors and the 
mechanism of [Fe-S] protein biogenesis is of paramount importance in medicine.  
Most of our knowledge about the eukaryotic [Fe-S] protein biogenesis derives 
from studies in bacteria and yeast.[96,97] The whole [Fe-S] protein biogenesis 
process can be generally divided into two fundamental steps: 1) formation of the 
[Fe-S] cluster and 2) cluster insertion into apo-proteins. It is now widely 
recognized that the [Fe-S] protein biogenesis machinery is not unique but rather 
many different types exist,[88] which usually require a complicate interplay of a 
large number of proteins. These different and often interconnected[98] 
machineries can be located either in mitochondria or in cytosol and can be 
charged with specialized functions, such as providing [Fe-S] clusters for the 
maturation of specific proteins,[99] e.g. nitrogenases, or activating only under 
particular metabolic/environmental conditions, e.g. oxidative stress or iron 
starvation.[100] However, despite their specificities, all of them are 
mechanistically unified by the requirement for two proteins: a cysteine 
desulphurase, which provides the elemental sulphur, in the form of a highly 
reactive persulphide carried by an active site cysteine, for the cluster assembly 
and an [Fe-S] cluster scaffold-protein, on which the cluster is assembled and 
subsequently transferred to acceptor proteins.  
While the overall [Fe-S] protein biogenesis mechanism of these different 
machineries has been known for a number of years, the detailed molecular 
mechanism for each step remains to be elucidated. Indeed, there are many 
intriguing mechanistic questions related to the [Fe-S] protein biogenesis process 
that are still poorly understood, such as how [Fe-S] clusters are transferred from 
scaffolds to target proteins, how various accessory proteins participate in [Fe-S] 
protein maturation, how the [Fe-S] cluster biosynthetic process is regulated and, 
ultimately, how [Fe-S] clusters are assembled on scaffold proteins. Among these, 
	  
the latter is the most extensively addressed, but at the same time less resolved, due 
to the intrinsic biochemical complexity of the [Fe-S] cluster synthesis stage. Thus, 
to shed some light on the molecular details of a few key steps of the [Fe-S] cluster 
assembly mechanism, we have carried out a molecular simulation study of the 
E.coli IscS-IscU complex, i.e. the desulphurase/scaffold-protein pair of one of the 
most investigated [Fe-S] protein biogenesis machineries, namely the ISC (Iron 

















Biological macromolecules typically display a wide range of characteristic 
motions at different time and space scales, ranging from fast, localized motions of 
small chemical groups, to slow, large-amplitude, collective motions involved in 
folding transition or domain swapping.	  Molecular dynamics (MD) techniques are, 
in principle, capable of following atomistically the structural rearrangements of a 
molecular system as a function of time and to relate the outcome of molecular 
simulations to relevant structural, dynamic and thermodynamic properties. Indeed, 
MD has been successfully applied to the study of protein stability, conformational 
transitions, ionic transport and interaction with molecular partners. As a result, in 
the last decades MD simulations have become a wide-spread and well-established 
tool to understand the mechanism underlying complex biological processes, e.g. 
for interpreting experimental data or for making novel predictions. In addition, the 
rapid increase in computational resources, thanks to heavily parallelized computer 
architectures or clusters of graphic processing units (GPUs), in conjunction with 
more efficient algorithms for the simulation of biological events has extended the 
capability of MD simulations to the study of increasingly complex systems, like 
large protein complexes or membrane embedded proteins. Here, the theoretical 
foundations of MD and free energy calculation techniques are briefly reviewed. 
However, as providing a full treatise on all existing techniques goes far beyond 
the scope of this chapter, only those adopted in my research work are described in 
some detail. Finally, a brief description of the analyses employed is also provided.  
	  
3.1   Statistical mechanics foundations 
 
The microscopic dynamical information about a system (i.e. atomic 
positions and velocities) can be exploited to study its thermodynamic and kinetic 
properties. The connection between the macroscopic properties of a system and 
the spatial distribution and the motion of the atoms composing it is provided by 
statistical mechanics.[102,103] Within such theoretical framework, an ensemble 
of microscopic states (also called microstates) underlies, under equilibrium 
conditions, the thermodynamic state (also called macrostate) of a molecular 
system, as defined by a set of conserved thermodynamic parameters, such as 
temperature, T, pressure, P and number of particles, N. Different kinds of 
statistical mechanical ensembles exist, some of which are listed below. 
1) Microcanonical ensemble (NVE): characterized by a fixed number of 
particles (N), volume (V) and energy (E) 
2) Canonical ensemble (NVT): characterized by a fixed number of particles 
(N), volume (V) and temperature (T) 
3) Isobaric-Isothermal ensemble (NPT): characterized by a fixed number of 
particles (N), pressure (P) and temperature (T)  
4) Grand canonical (µVT): characterized by a fixed chemical potential (µ), 
volume (V) and temperature (T) 
From a classical viewpoint, the microstates of a system are simply and fully 
defined by a vector containing its atomic positions (𝒙) and momenta (𝒑), which 
altogether constitute the coordinates of a multidimensional space, referred to as 
the phase space. For a system of N particles, such space has 6N dimensions and a 
particular microstate of the system can be also considered as a single point in the 
phase space. From a purely thermodynamic point of view, all the microstates of an 
ensemble contribute to the thermodynamics of the system, though with a different 
weight, as they all correspond to the very same macrostate.  
In statistical mechanics, the expectation value of any thermodynamic 
observable of a molecular system can be expressed in terms of the weighted 
average, over the entire ensemble of microstates, of a specific microscopic phase 
space function 𝑓 =   𝑓 𝒙, 𝒑 , as given by the following general equation, 
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where 𝑓 𝒙, 𝒑  is the microscopic dynamical estimator of the thermodynamic 
property of interest, 𝐿. The weighting function 𝑃 𝒙, 𝒑  represents the ensemble 
probability distribution function, which generally is a function of the Hamiltionian 
of the system. For the specific case of the canonical ensemble, the probability 
distribution function corresponds to  the Boltzmann distribution function, that is 
 
𝑃 𝒙, 𝒑 =   
1





where ℋ is the Hamiltonian, 𝑇 is the temperature, 𝑘!  is Boltzmann's constant and 
the normalizing factor 1 𝑍 is the reciprocal of the partition function. The partition 
function is one of the central quantities in equilibrium statistical mechanics and 
represents a measure of the number of microscopic states in the phase space 
accessible within a given ensemble. In the specific case of the canonical 
ensemble, the partition function is an integral, over the entire phase space, of the 
Boltzmann's factors exp −ℋ 𝒙,𝒑 𝑘!𝑇  for each microstate 𝑖 , and has the 
following form 
 
𝑍 =    exp   −
ℋ 𝒙,𝒑
𝑘!𝑇
  𝑑𝒙𝑑𝒑   
 
The partition function is an extremely useful quantity in statistical mechanics 
since it can be used, among other things, to calculate the free energy of a system, 
through the following relation  
 
𝐴 =   −𝑘!𝑇ln(𝑍) 
 
In principle, in order to calculate the ensemble average of a property using eq. 
(1) one should first obtain the Boltzmann's factors for the entire ensemble of 
microstates of the system, then calculate the partition function and finally use 𝑍 in 
order to estimate the probability distribution function and thus the expectation 
value of the property of interest. A convenient method for calculating the 
	  
ensemble average is to follow the motion of a single microstate through the phase 
space as a function of time and then calculate averages over the phase space 
points sampled along the system’s trajectory. The averages over time can be 
calculated by the following equation  
 
𝐿 !"#$ =   
1
𝜏 𝑓 𝒙 𝑡   𝒑(𝑡)
!
!!!
𝑑𝑡   ≈   
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where 𝜏 is the time, 𝑀 is the number of time steps of the simulation and 𝑓 𝒙,𝒑  is 
the instantaneous value of the microscopic property 𝑓.  
The statistical mechanics argument which underpins the validity of such time 
averaging process is the so called ergodic hypothesis. According to such 
hypothesis, over long periods of time, all the microstates will be sampled. It 
follows that the time spent by a mechanical system in a region of the phase space 
of microstates with the same energy is proportional to the volume of that region. 
When this hypothesis holds true, i.e. for infinitely long trajectories, the probability 
of visiting the neighbourhood of each point in the phase space converges to a 
unique limiting value and the ensemble and time averages become independent of 
the initial conditions and thus equivalent to each other. 
 
3.2   Molecular Mechanics 
 
Molecular dynamics[104] represent one of the election methods to sample the 
several microscopic configurations of a molecular system characterized by certain 
thermodynamics conditions, such as temperature, pressure and volume. By 
following the trajectory of a given microstate, MD simulations allow to follow the 
time evolution of a system of N particles through the phase space, under the action 
of their interaction forces. Given a starting phase space point, with initial 
positions and momenta {𝒙(0),  𝒑(0)} at the initial instant 𝑡!, the positions and 
momenta {𝒙(𝑡),  𝒑(𝑡)} at a following time 𝑡 for each particle 𝑖, are obtained by 
integrating the Newton’s equation of motion for the system: 
 
𝑚!𝑥! =   −∇𝑈! 𝒙 , ∀  𝑖 = 1,… ,𝑁 
 
where 𝒙 is a vector representing the configuration of the system, U(𝒙) : ℝ!!  →  ℝ 
	  
is the potential energy function and 𝑚! the mass of the 𝑖-th particle. Figure 3.1 
















Figure 3.1: Flowchart of a MD simulation.  
 
Actually, a slightly different approach is usually employed in MD 
simulations, to enforce the influence of a thermostat, i.e. Langevin dynamics. In 
simple terms, Langevin dynamics differs from usual Newtonian dynamics in the 
presence of two additional terms to the Newton’s equations of motion, aimed at 
helping to mimic the viscous aspect of a solvent: 1) a term representing the 
frictional force of a solvent and 2) a term representing a random force. The 
dynamics of the system can then be written as 
 
𝑑𝒙! =   𝐌!!𝒑!  𝑑𝑡                                                                                                                              
𝑑𝒑! =   −∇𝑈 𝒙! 𝑑𝑡 −   𝛾𝐌!!𝒑!  𝑑𝑡 +    2𝛾𝑘!𝑇𝑑𝑊!  
, 
 
where 𝒙! and 𝒑! represent the atomic positions and the momenta at time 𝑡, 𝐌 is 
the mass matrix, 𝛾 is the frictional coefficient, 𝑊!  is the Weiner process that 
underlies the random force (white noise). In explicit solvent simulations, 
Langevin dynamics with a sufficiently soft damping force and small stochastic 
forces represents only a mere perturbation of Newtonian dynamics.  
	  
Depending on the way the potential energy surface (PES) is computed, MD 
methods can be mainly divided in two groups: 1) ab-initio methods, where the 
electronic structure is treated explicitly by means of the laws of quantum 
mechanics (QM), and 2) molecular mechanics (MM) methods (also referred to as 
classical MD), which, instead, use the laws of classical mechanics to describe the 
motion of a molecular system. The former methods take explicitly into account 
the electronic structure, thereby allowing to investigate electronically excited 
states or chemical bond formation/breaking processes. However, they are 
normally too computationally expensive for describing large and complex 
chemical systems. Molecular mechanics instead includes the effect of electrons 
implicitly and, provided that quantum effects are negligible, can be safely 
employed to study biological macromolecules in their environment, which would 
be otherwise hardly treatable via QM methods.  
In classical MD, the “mechanical components” of the system, i.e. the atoms, 
are treated as spheres of a particular radius (typically the van der Waals radius) 
held together by bonds of a certain strength and experiencing a non-bonding 
pairwise interaction potential with the other components of the system. The 
interactions potentials between atoms are empirical, as they are described by 
suitable combinations of analytical functions, appropriately constructed to fit ab-
initio calculations, experimental data or a combination of both. The use of such 
analytical functions (collectively termed force fields) as effective energies allows 
a fast evaluation of the interatomic interactions, and, as a consequence, larger 
systems can be sampled in the nanosecond or even microsecond time scale.  
It is worth to note that models with a reduced number of interactive centers 
also exist. Some remarkable instances are the “united atom” representation, where 
non-polar hydrogen atoms and the heavy atoms they are bonded to are treated as a 
single particle, or the “coarse grained” representation, where atoms of backbone, 
side chains or even whole amino acids are condensed into larger “beads”. These 
approaches allow to speed up the computational efficiency and thereby the 
sampling even further, at the expense of a fully atomistic description of the 
system . 
 
3.2.1   The Force Field equation 
 
In molecular mechanics, the term force field refers to a set of empirical 
	  
analytical functions and corresponding parameters, used to calculate the potential 
energy surface (PES) of a molecular system as a function of its internal 
coordinates, 𝒙. All the components of the force field describe a particular pairwise 
interatomic potential. The parameters for each single interaction term in the force 
field are conveniently derived to be, as much as possible, specific for a given 
atomic type, i.e. a practical concept adopted to represent atoms with same 
hybridisation or in similar chemical contexts. Currently there are many different 
force fields available for studying molecular systems. Among those parametrized 
and optimized to be accurate and transferable for proteins and nucleic acids, 
AMBER[105] and CHARMM[106] are two of the most important. They differ 
mostly in the parametrization approaches. AMBER is parametrized according to 
structural and thermodynamic data mostly coming from quantum mechanical 
calculations, while CHARMM uses prevalently experimental data.  
 
𝑈 𝒙 =   𝑈(𝒙)!"#$%$ +   𝑈(𝒙)!"!  !"#$%$   
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Figure 3.1: Functional form of a general force field.  
	  
The single interatomic potentials can be conveniently divided into two 
groups, representing the bonded and non-bonded interactions. The bonded terms 
are associated with atoms connected by one up to three covalent bonds, while the 
non-bonded terms account for the interactions with all other non-bonded atoms 
(Fig. 3.1). Additionally, specific terms describing the hydrogen bonds or the 
correlations among different degrees of freedom (DOF) can be present. For 
instance, a harmonic potential term is often used to treat out-of-plane distortions 
occurring within aromatic rings. 
Concerning the bonded terms, the bond-stretching and angle-bending terms 
are usually modelled harmonically, keeping the bond lengths and angles near their 
equilibrium values (𝑟!" , 𝜃!" ) with the associated force constants 𝑘!  and 𝑘! , 
respectively. The dihedral terms represents the rotation that occur about a bond, 
leading to the changes in the position of atoms 𝑖 and 𝑖  + 3. Since these terms are 
periodic in nature, a sinusoidal function is used to model them. The parameters 
𝑘!,  𝑛 and 𝛿 are the force constant, periodicity and phase, respectively.  
The non-bonded interactions in Eq. 3 describe both inter-molecular and intra-
molecular interactions. The first term describes the Coulombic or electrostatic 
interaction between atoms 𝑖 and 𝑗 endowed with partial atomic charges 𝑞! and 𝑞!, 
and separated by the distance 𝑟!",,with dielectric constant 𝜖!. The term in square 
bracket is used to treat the van der Waals (vdW) interaction and is referred to as 
the Lennard-Jones (LJ) 6-12 potential. Such potential is made up by two terms. 
The 1/𝑟! term represents the London's dispersion interactions (i.e. instantaneous 
dipole-induced dipole) while the 1/  𝑟!" term is an arbitrary potential adopted to 
represent the repulsion force between two atoms when their electron clouds 
overlap. The well depth, 𝜖!", indicates the magnitude of the London's dispersion 
interaction between atoms 𝑖 and 𝑗 and 𝜎!"  is the threshold distance below which 
the LJ interaction energy goes towards plus infinity.  
Once the 3D structure and all the required parameters are known, the energy 
and the gradient of the system can be calculated from the combination of the 
analytical functions reported above.  
 
3.3.2   The choice of the time step 
 
For many-body systems such as molecular systems, the integration of 
	  
Newton’s equations of motion cannot be carried out analytically. Instead, it must 
be performed numerically, for instance through the finite difference method. 
Ultimately, the numerical solution of a set of second order differential equations is 
the core engine of any molecular dynamics package. The idea at the basis of the 
method is to replace derivatives with incremental ratios, by breaking down the 
integration of Newton’s equations in many fixed stages, each separated in time by 
a small time step 𝛿𝑡.  
First initial position and velocities have to be assigned. The initial 
configuration of the system is usually obtained via experimental or theoretical 
models, or a combination of both. The initial velocities are usually generated 
through a random number generator, according to the Maxwell-Boltzmann 
distribution at a certain temperature T. 
 


















Once starting positions and velocities have been assigned, the total force on 
each particle in the configuration at the time 𝑡 is calculated as the vector sum of 
its interaction with other particles. From the forces it is possible to determine the 
accelerations of the particles, which are then combined with the positions and 
velocities at the time 𝑡 to calculate the positions and velocities at the time 𝑡 + 𝛿𝑡. 
The force is assumed to be constant during the time step (hence no third 
derivative of the position is considered). The forces on the particles in their new 
positions are then determined, leading to new positions and velocities at the time 
𝑡 + 2𝛿𝑡, and so on. Many algorithms are available for integrating the equations of 
motion, based on the assumption that positions, velocities and accelerations can 
be approximated as Taylor series expansions, generally truncated to the second 
order. The main difference among the algorithms lies in the way they calculate the 
aforementioned quantities, and particularly whether or not they calculate all of 
them for the same time step (like the leap-frog algorithm) and whether they 
calculate them more than once for each time step (like in the velocity Verlet 
algorithm, with the accelerations, or like the Verlet algorithm, with the positions). 
Each method has its advantages and drawbacks in terms of precision and storage 
requirements (for example the leap-frog algorithm has the obvious disadvantage 
that positions and velocities are not synchronized; this means that it not possible 
	  
to calculate the kinetic energy contribution to the total energy at the same time as 
the positions are defined, from which the potential energy is determined).  
Whatever the algorithm one use to integrate the equations of motion, the step 
that mostly affects the efficiency of any MD algorithm is definitely the calculation 
of the interactions between each particle. As this step represents the 
computational bottleneck of the algorithm, it can severely limit both the sampling 
duration (and so the data collection) and the dimension of the system that can be 
investigated. In this respect, the choice of the time step is pivotal. Indeed, it is 
very important to find the right balance between accuracy, by using, as much as 
possible, a small time step in order to preserve energy and momenta and avoid 
errors and artifacts in the simulation, and phase space exploration, which instead 
would benefit from the use of a larger time step. The maximum time step that can 
be used safely is dictated by the frequency of the fastest motion in the system, as 
it should be approximately one-tenth that time. For molecular systems, these are 
the stretching vibrations involving the hydrogen atoms, (approximately 10 
femtosecond) leading to time steps of 1 femtosecond (fs). One the one hand, such 
a small time step ensures good accuracy for the sampling of the statistical 
ensemble; on the other hand, this requirement is a severe restriction, as it compels 
a huge number of steps to sample the phase space efficiently. However, the time 
scale of these high frequency motions is orders of magnitude smaller than that of 
larger and more functionally relevant motions, such as conformational changes or 
folding events, which occur on time scales orders of magnitude much larger. 
Therefore, since these motions are usually of relatively little interest and have a 
minimal effect on the overall behavior of system like proteins or nucleic acids, 
they are commonly frozen out applying some constraints with respect to the 
heavy atoms they are bonded to. Such strategy allows to increase the time step 
(for example to 2 fs), thus easing the exploration of the phase space.  
Moreover, in order to add even more flexibility, some molecular dynamics 
codes allow the use of the so called “multiple time step”. Through this method it 
is possible to calculate different sets of non-bonded interactions with different 
frequencies, for example with a smaller time step for interactions involving atoms 
inside a cutoff distance and a longer time step for the ones outside the cutoff 
distance. This is based on the fact that certain interactions evolve more rapidly 
with time than other ones. 
 
	  
3.2.3   Periodic boundary conditions 
 
As the size of a typical simulated system is limited, a practical solution must 
be found to deal with artificial boundary effects. There are two common ways for 
treating the boundaries: periodic boundary conditions and spherical boundary 
conditions with continuum based models. Each of these methods has its 
advantages and drawbacks and it is more suited than the other to the study a 
particular problem. Generally, for the simulation of biological macromolecules, 
the first one is the most widely adopted. In periodic boundary conditions (PBC), 
the simulation cell is periodically replicated throughout the three dimensions of 
the space to form an infinite lattice of images, or copies (Fig. 3.2). By, this way, 
any atom close to the boundaries of the simulation cell can interact with another 
atom in the neighbouring cell, provided it is within a cut-off radius, 𝑟! . To avert 
ambiguities, i.e. the possibility to interact with two images of the same atom, 𝑟! 
cannot be greater than half the width of the cell, so that an atom can interact with 
only one image of another atom. As a result, the interactions are always calculated 
only with the closest image range. This is known as the minimum image 
convention. In case, during the course of the simulation, an atom (or a molecule) 
should leave the central box, one of its periodic images will enter through the 
opposite face, to keep the number of atoms within the simulation cell constant. In 
order to avoid spurious correlation of motions between adjacent images, the unit 













Figure 3.2: Periodic boundary conditions in two dimensions. The central 
simulation cell is replicated infinitely in both dimensions.  
	  
3.2.4   Long range interactions 
 
As mentioned above, the most computationally expensive part of MD 
simulation is the evaluation of the non-bonded interaction terms, since these 
represent the most numerous interactions to calculate. Indeed, the direct 
assessment of the non-bonded interactions between all atom pairs has the 
complexity of 𝑂(𝑁!), where 𝑁 is the number of atoms. However, it is commonly 
accepted that, in order to avoid the expensive energy calculation between all atom 
pairs, it is possible to safely define a cut-off distance (𝑟!), smaller than half of the 
simulation box, beyond which long range interactions can be evaluated in an 
approximated fashion, without losing appreciable accuracy. Such approximations 
separately cope with Lennard-Jones (LJ) interactions and long-range electrostatics 
interactions. 
In the case of the LJ interactions, the interactions beyond the cut-off radius 
are simply ignored. The validity of this approach is granted by the fact that LJ 
have an extremely strong dependence on the distance between the interacting 
centres (1/𝑟! for the attractive term), so they can be safely neglected beyond a 
certain threshold distance, 𝑟!. However, since this may lead to discontinuities at 
the cut-off distance, the non-bonded interaction term can be also multiplied by or 
added to appropriate shifting or switching functions, respectively, to ensure it goes 
smoothly to zero at 𝑟!. Moreover, in order to further reduce the computational cost 
of finding all atom pairs within the cut-off distance for each step, it is possible to 
store all those atoms contained within a sphere of radius 𝑟! >  𝑟! from a given 
atom within lists, which can then be updated at a lower rate throughout the 
simulation. Such method of book keeping the LJ interactions is called the 










Figure 3.3: Neighbour list creation during simulation.  
	  
 
At variance with the LJ interactions, the long-range electrostatic interactions 
display a less marked dependence on the distance between atoms (1/  𝑟) and, 
therefore, their neglect introduces severe approximations, especially for highly 
charged systems. Hence, alternative techniques have been developed and now are 
widely used, such as the particle mesh Ewald (PME) method.[107] The basic 
principle of this method is to replace the direct summation of the pairwise long-
range electrostatic interactions with a summation in the Fourier (reciprocal) space. 
The PME method makes an implicit assumption of periodicity and therefore it 
requires the imposition of spatial periodic symmetry to system in study. However, 
as it will be explained in the next paragraph, this is the standard situation for the 
simulation of biomolecules.  
Under PBC, the electrostatic energy associated with the central cell due to the 
Coulombic interaction of atoms located within the central cell and atoms in the 
replica cell is defined as  
 

















𝑟 =   
𝑔(𝑟)




where 𝑔 𝑟 = erfc(𝛼, 𝑟)  and 𝛼  is called the Ewald splitting parameter. This 
results in the well known Ewald formula for the energy of the main cell  
 
𝑈 =   𝑈(!) +   𝑈(!) +   𝑈(!"#$) +   𝑈(!"#$%&') 
 
where 𝑈(!)  represents the real space contribution, 𝑈(!)  the reciprocal space 
contribution, 𝑈(!"#$)  the self interaction energy and 𝑈(!"#$%&')  the dipolar 
correction. In practice the sums for 𝑈(!) and 𝑈(!) are evaluated defining cut-offs 
given by 𝑟!"# and 𝑘!"#.  
The summation in the reciprocal space is achieved upon converting a system 
	  
of particles (in this case atoms) into a charge density field, represented on a grid 
(or “mesh”) and then evaluate the potential for the grid points using the efficient 
Fast Fourier Transform (FFT) method, which substantially reduces the time 
needed to compute the reciprocal contribution 𝑈(!) . 
The condensing of the charges into density field points makes the PME 
method more efficient for systems with “smooth” variations in the density. 
However other methods to treat systems where the density is characterized by 
larger fluctuations, like the fast multipole method, also exist.  
The schemes presented above have revolutionized the field  of biomolecular 
simulation in the past decade, since their computational complexity is only 
𝑂(𝑁  log  (𝑁)), a dramatic computational saving with respect to the direct value of 
𝑂(𝑁!).  
 
3.3   Enhanced Sampling and Free Energy Calculations 
 
In order to get a satisfactorily accurate estimate of the properties of a system 
as well as the free energy changes associated with its dynamics, the phase space 
must be appropriately explored. Indeed, as mentioned above, molecular dynamics 
is based on the assumption that the ergodic hypothesis is verified. However, there 
exist many systems that behave as non ergodic in the time scale of standard MD 
simulations, a phenomenon referred to as quasi-nonergodicity.[108] When a 
simulation cannot be carried out over sufficiently long time periods to compensate 
for quasi-nonergodicity problems, the statistical sampling issuing from the phase 
space exploration could be incomplete and consequently the ergodic assumption 
could not hold. Under such circumstances the time averages of the microscopic 
properties cannot be replaced by averages over the ensemble. Moreover, in these 
instances, statistical averages might exhibit strong dependence from the initial 
conditions, i.e. different MD simulations of the same system could not yield the 
same results.  
To be specific, a poor description of the properties and the dynamics of a 
system will ensue whenever the system itself cannot visit all its energetically 
relevant configurations. For instance, in the case of a free energy calculation, this 
may lead to large errors in the estimate of the relative free energy between two 
configurations of a system, even up to impede a correct discrimination between 
metastable and transition states. As will be outlined in the following paragraph, 
	  
the situation is particularly problematic in the case of large and complex 
molecular systems, such as biomolecules.  
 
3.3.1   The problem of rare events 
 
The main reason behind frequent quasi-nonergodicity problems with 
biomolecular systems lies in the fact that such systems are characterized by a very 
rugged free energy landscape.[109] As most of the energetically relevant 
configurations are, in practice, often separated by relatively high free energy 
barriers, a system can remain kinetically trapped in one or few free-energy basins 
under normal conditions of Boltzmann sampling. This can result in a very slow 
diffusion through other phase space important regions.  
Many complex biophysical processes, including folding/unfolding, extended 
conformational changes and ligand binding events, are represented by transitions 
between phase space volumes and, as such, their modeling features a very high 
chance to run into quasi-nonergodicity problems. Indeed these processes, which 
are often referred to as “rare events”, usually occur in the range of microseconds 
to seconds, while standard MD simulations, unfortunately, can be extended only 
up to hundreds of nanoseconds. Furthermore, even in case the important phase 
space volumes are all connected by low free-energy regions but these regions, 
termed as “entropy bottlenecks”, are very narrow and hence rarely sampled, 
problems of quasi-nonergodicity may persist as well. This eventually results in a 
phase space volume covering largely insufficient for a reliable characterization of 
the problem under study. Two different routes can be pursued to deal with the 
problem of time scale. The first one consists in running extremely long MD 
simulations in order to collect enough statistics of the process under 
investigation.[110-112] However, especially in the case of larger systems like 
protein complexes or membrane proteins, it is frequently impractical to follow 
such a “brute force” approach. The second one is based on the employment of the 
so-called “enhanced sampling” methods. During the last years, several enhanced 
sampling methods have been developed to successfully cope with the rare-event 
problem and achieve a more thorough exploration of all the energetically 
important phase space regions.[113] In the next paragraphs, an overview of the 
two main strategies which constitute the basis for those methods that nowadays 
are routinely applied to the study of complex biomolecular processes is given. 
	  
Then, the specific enhanced sampling method employed in this thesis work is 
presented, preceded by a brief introduction to the thermodynamic integration 
formalism for calculating the free energy, from which the method naturally arises.  
 
3.3.2   Escaping from Boltzmann sampling 
 
Among the many so-called variance reduction statistical techniques, two 
strategies have proved to be particularly effective in dealing with quasi-
nonergodicity and, as such, employed in enhanced sampling methods, namely 
stratification[114] and importance sampling.[115] In fact, almost all methods used 
to improve sampling efficiency, especially for free energy calculations purposes, 
rely on one of these strategies, or on their thoughtful and creative combination.  
Stratification, sometimes also called multistage sampling, is a strategy for 
distributing samples so that all the relevant parts of a population required to obtain 
an accurate probability distribution function, 𝑃 𝒙 , are adequately sampled. In an 
unstratified sampling method, all the samples are generated from the same 
probability distribution function, which might vary greatly in Ω, the domain of 
accessible microstates for the energy levels compatible with a given macrostate. 
Conversely, in a stratified method the microstates population is first divided into 
homogeneous subgroups, called strata or windows, and then the so-obtained 
subgroups are sampled independently. Specifically, the domain Ω is first 
partitioned into a number of disjoint regions Ωi, such that their union covers the 
whole domain Ω. In the region Ωi, 𝒙! is sampled according to 𝑃! 𝒙! , equal to 
𝑃 𝒙  in this region. This process displays the obvious advantage that every strata 
is sampled, even if it is associated with a very low 𝑃 𝒙 , conversely to what 
should happen in an unstratified sampling method, wherein it would be unlikely 
visited. The end result of stratification is the improvement of the 
representativeness of the sample and a reduction of the sampling error, leading to 
a lowered variance on the estimate of any function 𝑓 𝒙  averaged over Ω with the 
probability measure 𝑃 𝒙 . To illustrate how stratification works in the context of 
free energy calculations, let us consider the transformation of a system from a 
state 0 to a state 1 described by a parameter 𝜆. The free energy profile for the 
transformation can be written as: 
 
𝐴 𝜆 =   −  𝛽!!  ln  𝑃 𝜆 +   𝐴! 
	  
 
where 𝐴 𝜆  is the free energy at state 𝜆 , 𝑃 𝜆  is the probability distribution to 
find the system at state 𝜆  along the transformation coordinate, 𝛽  is the 
thermodynamic beta, 𝛽 = 1/𝑘!𝑇, and 𝐴! is a constant. 𝑃 𝜆  can be defined as 
 
𝑃 𝜆 =     
  exp(−𝛽ℋ)  𝛿(𝜆 − 𝜆 𝒙 )  d𝒙d𝒑𝒙
  exp  (−𝛽  ℋ)  d𝒙d𝒑𝒙
 
 
Let us further assume that these two states are separated by a high energy 
barrier that corresponds to a value of 𝜆 between 𝜆! and 𝜆!. Transition between 0 
and 1 would thus be rare as the intermediate regions would be unlikely sampled. 
Therefore, the free energy estimated from unstratified computer simulations 
would converge very slowly to its limiting value, irrespective of the initial 
conditions. If, however, the full range of 𝜆 is partitioned into a number of small 
intervals, and each of these intervals is sampled independently, it is possible to 
recover the complete 𝑃 𝜆  and reliably estimate free energy differences, with 
great savings of computer time. 
Importance sampling is another, highly successful variance-reduction 
strategy. The idea behind it is that certain regions in phase space are important for 
estimating the quantity of interest (e.g. from the energetic point of view), even 
though these regions might have low probability of being visited. It is thus 
advantageous to choose a sampling distribution from which these “important” 
regions are sampled more frequently than they would be from the true 
distribution, thereby improving sampling uniformity. From a MD perspective, this 
means helping the system to leave from a free energy basin in which it is trapped 
by applying a sort of “bias” to the system. In general, the correct bias, which 
usually cannot be known a priori as it strongly depends on the system and the 
problem under study, needs to be guessed beforehand or can be gradually 
improved using an iterative refinement process. The latter procedure is that 
commonly adopted and consists in first running a short simulation to get 
reasonable estimate of the bias and then applying the so-estimated bias to the 
system. With the first bias, the sampling is improved and a more accurate 
approximation of the bias can be obtained. The bias can be then gradually 
improved in this fashion. However, if this approach was applied directly in a 
simulation, it would yield a biased estimator, 𝑃! 𝜆 .  
	  
 
𝑃! 𝜆 =   
  𝜂(𝜆)  exp(−𝛽ℋ)  𝛿(𝜆 − 𝜆 𝒙 )  d𝒙d𝒑𝒙
𝜂 𝜆   exp  (−𝛽  ℋ)  d𝒙d𝒑𝒙
 
 
Because 𝑃! 𝜆  differs from the correct Boltzmann distribution for the system, 
the methods based on sampling 𝑃! 𝜆  are often called non-Boltzmann sampling 
techniques. The results of the simulation obtained using the modified distribution 
can, however, be properly corrected (i.e. reweighted) to ensure that the estimator 
is unbiased and so the true Boltzmann distribution recovered. The weight is given 
by the likelihood ratio of the true distribution to the biased simulation distribution. 
The basic idea of importance sampling can be illustrated easily in the example, 
described above, of the transformation from 0 to 1 along 𝜆. In lieu of sampling 
from the true probability distribution, 𝑃 𝜆 , it is possible to design simulations in 
which 𝜆 is sampled according to 𝑃! 𝜆 . Obviously, the latter should be chosen so 
that it is more uniform than 𝑃 𝜆 . The relation between the two probabilities may 
then be expressed as follows: 
 
𝑃! 𝜆 =   𝑃 𝜆   exp  [𝛽𝜂 𝜆 ] 
 
where 𝜂 𝜆  is a weighting factor that depends on the value of 𝜆. Next, the 
difference in free energy, Δ𝐴, can be expressed in terms of 𝑃! 𝜆!  and 𝑃! 𝜆!  
derived from the biased simulation: 
 
Δ𝐴 = −  𝛽!!  ln
𝑃 𝜆!
𝑃 𝜆!
=   −  𝛽!!  ln
𝑃! 𝜆!
𝑃! 𝜆!
    +   𝜂 𝜆! −   𝜂 𝜆!  
 
The fundamental issue in implementing importance sampling in simulation is the 
choice of the biased distribution, or, equivalently, the weighting factor, 𝜂. A 
variety of ingenious techniques that lead to great improvement in the efficiency 
and accuracy of free energy calculation have been developed for this purpose. 
It is now well-established that the ergodic hypothesis typically tends to break 
down locally rather than globally, along few particular degrees of freedom (DOF) 
characterized by a slow dynamics, for which barrier-crossing is disfavored. 
Therefore, many enhanced sampling methods are based on improving the 
sampling along a selected number of DOFs of the system, often referred as 
	  
collective variables. These collective variables are frequently generalized 
coordinates, i.e. functions of the system’s atomic coordinates. Thus, if 𝜉 is a set of 
d functions of the atomic coordinates 𝒙  of the system, the additional time-
dependent bias, is applied exclusively along the collective variables 𝜉 and the 
Newton’s equations of motions are modified accordingly. For instance, if the bias 
has the form of a biasing potential 𝑉(𝜉 𝒙 , 𝑡) the equations of motion can be 
rewritten as: 
 
𝑀𝑅   =   −
𝜕𝑈(𝒙)
𝜕𝒙 −
𝜕𝑉(𝜉 𝒙 , 𝑡)
𝜕𝒙  
 
Once all the regions of the collective variable space have been explored 
satisfactorily, it is possible, if the sampling has been carried out reversibly, to 
recover the free energy profile along 𝜉, by means of the equation above. If the 
selected collective variable space represents a good descriptor of the 
transformation in study, it is possible to identify the energetically important 
configurations of the system associated to the transformation itself. This allows to 
discriminate between actual free energy minima and metastable states, as well as 
to identify transition states, e.g. in order to obtain an estimate for the kinetic rate 
of the process.  
 
3.3.3   The Thermodynamic Integration formalism 
 
The free energy along a collective variable can be also seen as a potential 
resulting from the average force, that is the negative of the gradient of this 
potential, acting along the collective variable itself. Such potential is frequently 
referred to as potential of mean force (PMF). The PMF was historically defined as 
the reversible work required to bring two solvated particles from infinity to a 
contact distance.[102] However, later this has been generalized to a plethora of 
collective variables that go far beyond the simple distance between atoms or 
molecules.[116] This way of seeing the free energy as a potential deriving from 
an average force is employed by a class of widely used approaches to calculate 
free energy profiles along a chosen 𝜉, based on the thermodynamic integration 
(TI) formalism.[108,117-121] In this framework, the “thermodynamic” force, i.e. 
	  
the first derivative of the free energy with respect to one or more collective 
variables, is calculated directly, at a fixed 𝜉 values, and subsequently integrated to 
recover the free energy profile (i.e. the potential) along 𝜉 . Specifically, the 




d𝜉 =   
dℋ
d𝜉     exp(−𝛽ℋ)  d𝑞!… d𝑞!!!d𝑝
! … d𝑝!!!
!
exp  (−𝛽ℋ)    d𝑞!… d𝑞!!!d𝑝! … d𝑝!!!
!   =   
dℋ
d𝜉 !
=   − 𝐹! !  
 
where 𝑞!… 𝑞!!!  are the coordinates arising from the coordinate 
transformation process from Cartesian to generalized coordinates and 𝑝!
! …𝑝!!!
!  
are their conjugated momenta. Such an average over the phase space isosurface 
characterized by a specific 𝜉 value corresponds naturally to the “generalized” 
average force acting on 𝜉 itself.  
Note that while in the case of a general collective variable 𝜉 the mean force is 
a well-defined quantity, its expression as an ensemble average of an instantaneous 
force 𝐹!  exerted on 𝜉 is not unique. In simulations, the choice of a convenient 
expression for 𝐹! !  is driven by several practical considerations, as ease of 
implementation and numerical behavior, such as variance. A valid expression for 








𝜕𝜉   ! =   − 𝐹! !  
 
where |𝐽| is the determinant of the Jacobian matrix (𝜕!𝚵!!!)(!,!)  upon the 
transformation from Cartesian to generalized coordinates. That is, 𝚵   :   ℝ!!   →
ℝ!! ,  with  𝚵!  = 𝜉 and components 𝚵! for 𝑖 > 1 are generalized coordinates of no 
particular physical significance, but are necessary to the mathematical framework. 
The Jacobian |𝐽| measures the change in volume element between d𝜉d𝒒d𝑝!d𝒑!. 
The derivative of 𝐴 is therefore the sum of two contributions: the mechanical 
forces acting along 𝜉, (∇𝑈 ∙   𝜕𝒙 𝜕𝜉), and the change of volume element along 𝜉, 
(−𝑘!𝑇 𝜕ln|𝐽| 𝜕𝜉). The latter is effectively an entropic contribution. The direction 
along which the forces are projected is represented by the vector 𝜕𝒙 𝜕𝜉, which is 
	  
called the “inverse gradient”.[122] As the gradient of 𝜉 can be seen as the changes 
in 𝜉 corresponding to infinitesimal changes in 𝒙, the inverse gradient is the vector 
along which a change in 𝜉 is translated to the atomic Cartesian coordinates, other 
generalized coordinates being constant (𝚵!,!   >1). Different choices of 𝚵 correspond 
to different inverse gradients and hence to different ways of projecting the 
Cartesian forces, −∇𝑈, onto the collective variable. 
Unfortunately, in several cases, the numerical computation of the partial 
derivative of the Jacobian |𝐽| with respect to 𝜉 may be very difficult, as it requires 
the second derivative of 𝚵!!, whose analytical derivation may be cumbersome. 
Moreover, obtaining an explicit coordinate transformation for a full set of 
generalized coordinates (which include the transition coordinate 𝜉 ) can be 
exceedingly difficult, especially if 𝜉 is a function of the coordinates of several 
particles. It is therefore desirable to have an expression in which the explicit 
definition of generalized coordinates other than 𝜉 is not required. Such expression 
is given by 
 
d𝐴
d𝜉 =      ∇𝑈 ∙
𝐰
𝐰 ∙ ∇𝜉 − 𝑘!𝑇  ∇ ∙
𝐰
𝐰 ∙ ∇𝜉   !  
 
This equation has been derived by den Otter[123] and Ciccotti et al.[124] and 
is general, in the sense that it holds for an arbitrary vector field 𝐰, provided that 
𝐰 ∙ ∇𝜉   ≠   0. There is a direct connection between the choice of the generalized 
coordinates and 𝐰, i.e. the choice of 𝐰 is arbitrary just as the choice of 𝑞!… 𝑞!!!. 
For instance, by choosing 𝐰 =   𝜕𝒙 𝜕𝜉, the equation above is recovered. Instead, 




d𝜉 =   
∇𝑈 ∙ ∇𝜉
∇𝜉 ! − 𝑘!𝑇  div
∇𝜉
∇𝜉 !   !  
 
which depends solely on the collective variable 𝜉 .[125] Thus, through the 
equation above, changes in 𝜉 may be propagated along an arbitrary direction in 
Cartesian coordinates, without explicitly define a complete set of generalized 
coordinate. This idea can also be extended to a multidimensional collective 
variable case, provided that certain requirements are satisfied.[124]  
	  
Actually, constraining the system at fixed values of the collective variable is 
not a prerequisite to calculate the thermodynamic force but, in a few instances, 
may even be detrimental, as it can reduce sampling efficiency for fixed 𝜉 values. 
Subsequently it was showed that unconstrained TI formalism could be efficiently 
combined with stratification and importance sampling strategies into a simulation 
scheme that yielded uniform sampling along the order collective variable. This 
approach was called the adaptive biasing force (ABF) method.  
 
3.3.4   The Adaptive Biasing Force method 
 
The ABF method[122,126-129] is a numerical scheme based on stratification 
and importance sampling, aimed at calculating PMF profiles along a collective 
variable of interest. The ABF method relies on computing the average force acting 
on a system and then using the aforementioned relation between the free energy 
and the average force to yield the PMF profile. The average force on 𝜉  is 
estimated as a mean over the instantaneous forces on 𝜉, which, in turn, can be 
decomposed into the sum of the average force itself (which depends only on the 
value of 𝜉) and a random force with zero average, reflecting the fluctuation of all 
other degrees of freedom.  
The pulsing core of ABF relies upon the simple idea of adding to the 
equations of motion of the system, a continuously updated biasing force, with 
equal magnitude and opposite sign of the average force acting along 𝜉. This 
cancels out the estimate of the average force, erasing the ruggedness of the free 
energy landscape and thus helping the system to escape from kinetic traps and to 
sample uniformly all the values of the collective variable. Then, as a simulation 
progresses, the algorithm adaptively refines the estimate for this average force as 
new configurations of the system for a given value of 𝜉 are explored. That yields, 
in the long time limit, an Hamiltonian devoid of an average force acting along the 
collective variable. Once convergence of the biasing force to the average force at 
equilibrium is achieved, the dynamics of 𝜉 corresponds to a random walk with 
zero mean force, as only the fluctuating part of the instantaneous force, i.e. the 
random force, remains. Thereby the sampling proceeds uniformly on a flat free 
energy surface, driven exclusively by the diffusion properties of the system.  
In ABF generic one dimensional implementation, the collective variable, 𝜉, 
connecting two end points, is partitioned into M windows, each one divided into 𝑘 
	  
equally sized bins of width 𝛿𝜉. In the course of the simulation, every time 𝜉 falls 
within a certain bin, the force samples for that particular bin are accrued in the 
form of a running time average. Hence, the approximation to the average force in 
bin 𝑘 after 𝑁!"#$ molecular dynamics steps is just the simple, unweighted average 
of all force samples in that bin 
 
𝐹!(𝑁!"#$, 𝑘) =   
!
!!"#$







provided that the bin has already been visited at least once. 𝑁!"#$!  is the number of 
samples accrued in bin 𝑘  after 𝑁!"#$  steps and 𝐹!!  abbreviates the 𝜇 -th force 
sample in this bin, which typically obeys a normal distribution. This approach 
would work well for large 𝑁!"#$! .  
When only a few samples are available in a given bin 𝑘, the running average 
may be a poor estimate of the actual average force in this bin. Similarly, adding 
additional samples might markedly change 𝐹! 𝑁!"#$, 𝑘 . In either case, large 
variations in the running estimate of the average force are undesirable, as they 
may lead to nonequilibrium effects and systematic bias of the calculation. This 
would slow down the convergence of the algorithm and reduce the efficiency of 
the method. In order to control potential initial nonequilibrium effects, a ramp 
function can be added, which reduces the variations of the external force applied 
in a given bin from one step to the next. Thus, the external force applied to the 
system can be chosen to be equal to: 
 
−𝑅 𝑛! 𝑁 𝐹!
! 𝑁  
 
𝑅 𝑛 =      𝑛/𝑁!      if  𝑛   ≤   𝑁!1                  if  𝑛 > 𝑁!
 
 
Through the ramp function, the biasing force at time 𝑡 is applied in full only if the 
number of samples 𝑁!!  is above a threshold, 𝑁! , which should be chosen 
relatively small. In general, it is important to have a good balance between rapidly 
improving the sampling of the system, which requires a small 𝑁!, and avoiding 
large nonequilibrium effects, which requires a large 𝑁!. 
	  
As mentioned above, the method is based on the discretization of the 
collective variable, 𝜉 , in bins of width 𝛿𝜉  in which statistical information is 
accrued in the course of the simulation. It has to be noted that the choice of the 
bin width is also of importance. Indeed, on the one hand, too small values of 𝛿𝜉 
require longer simulation times to collect sufficient force statistics in every bin. 
On the other hand, too large values of 𝛿𝜉 prevent capturing variations of the 
average force on short length scales, which may have adverse effect on the 
accuracy of the subsequent integration operation.  
For a sufficiently large 𝑁!"#$, 𝐹!(𝑁!"#$, 𝑘) approaches the correct average 
force in each bin. Then, the free energy difference, Δ𝐴! , between the end point 
states (and hence the PMF profile) can be estimated simply by way of summing 
the force estimates in individual bins 
 





The peculiarity of ABF as compared to adaptive potential enhanced sampling 
schemes which are based on probability distribution functions, is due to the fact 
that forces, at variance with probabilities, are local properties and therefore they 
can be readily estimated without the need to sample broad ranges of the order 
parameter. In simpler terms, the method features the absence of any requirements 
for prior knowledge about the system’s free energy landscape, in order to estimate 
a correct bias, with potential benefits in terms of the efficiency of the algorithm.  
 
3.4 Trajectory Analyses 
 
3.4.1   RMSD analysis 
 
The root mean square deviation (RMSD) is a measure of the average distance 
between the atoms of a configuration at a given time and a reference structure 
obtained after an optimal rigid body superposition. The RMSD is calculated as 
follows, 
	  
RMSD   𝑉! ,𝑊!"# =   
1






where 𝒙!"# is the reference structure, 𝒙! is the structure at a given time, 𝑁 is the 
number of atoms, while 𝒙!,! and 𝒙!,!"# are the coordinates of the 𝑖 -th atom of 
structure 𝒙!  at time 𝑡 and 𝒙!"# . RMSD value is expressed in units of length, 
typically Angstroms (Å). In MD trajectory analysis, RMSD is used as a measure 
of the stability of the molecule, upon equilibration. In a typical plot of RMSD vs 
time, one can see that the value increases initially due to the relaxation of the 
molecule from the starting model and  reaches a plateau after a few nanoseconds. 
This indicates that the molecule, once left the initial state, fluctuates around a 
defined configuration close to a local free energy minimum. It is this stable part of 
the trajectory that is usually considered for the analysis of the structural property 
of the molecule. The RMSD analysis presented in the results have been calculated 
for the backbone atoms.  
 
3.4.2   RMSF and b-factors analysis 
 
The root mean square fluctuation (RMSF) is a measure of the amplitude of 
fluctuation in Angstroms with respect to the time averaged position and is used to 
assess the flexibility of different regions of a molecule. The RMSF is calculated as 
RMSF =   
1






where 𝒙𝑡 is the position of an atom at time 𝑡, 𝑁 is the total simulation time, while 
𝑥  is the average position of the atom. It is also possible to calculate the RMSF 
for groups of atoms, e.g. for an entire residue, by simply averaging the RMSF 
values of the atoms composing a particular group. Moreover, in a few instances it 
may be more convenient to calculate a parameter measuring the atomic 
fluctuations that is more similar to the crystallographic observable for thermal 
	  
fluctuations, i.e. the b-factors, by means of the following equation 
 





3.4.3   Secondary structure analysis 
 
Protein secondary structure has been evaluated following the DSSP method 
by Kabsch & Sander,[130] as implemented in the ptraj program of Amber 
package.[131] This method takes atomic coordinates as input and assigns eight 
different secondary structure elements using hydrogen bonds alone. DSSP defines 
a hydrogen bond where the bond energy is below -0.5 kcal/mol based on a 
Coulomb approximation of the hydrogen bond energy. The output data from 
secondary structure analysis is usually depicted in a graphical representation with 
different colors for each secondary structure element. 
 
3.4.4   Dynamical Cross Correlation analysis 
 
The Dynamical Cross Correlation (DCC) analysis allows to assess the extent 
to which the atomic displacements of a system are correlated with each other by 
examining the magnitude of the pairwise dynamical cross-correlation coefficients, 
which are computed as:  
 
DCC!,! =   
Δ𝑟!(𝑡)Δ𝑟!(𝑡) !
Δ𝑟!(𝑡) ! !   Δ𝑟!(𝑡) ! !
 
 
where Δ𝑟! represents the displacement from the mean position of the a-th atom, 
  Δ𝑟! =   𝑟! 𝑡 −    𝑟!(𝑡) !  and ∙ !  represents the time average. This function 
returns a matrix of all atom-wise cross-correlations whose elements, DCC!,!, may 
be displayed in a graphical representation frequently termed as dynamical cross-
correlation map, or DCCM.[132]  
If DCC!,! = 1 the fluctuations of atoms 𝑎 and 𝑏 are said to be completely 
correlated (same period and same phase), if DCC!,! = -1 the fluctuations are said 
	  
to be completely anticorrelated (same period and opposite phase), and if DCC!,! = 
0 the fluctuations of 𝑎 and 𝑏 are said to be not correlated. Typical characteristics 
of DCCMs include a line of strong cross-correlation along the diagonal, cross-
correlations emanating from the diagonal, and off-diagonal cross-correlations. The 
high diagonal values occur where 𝑎 = 𝑏, where DCC!,! is always equal to 1, (self-
correlations). Correlations emanating from the diagonal indicate correlations 
between contiguous residues, typically within a secondary structure element or 
other tightly packed unit of structure. Finally, off-diagonal cross-correlations 
might be indicative of correlated motions between separate structural parts of a 
protein, e.g. between residues far away in terms of primary sequence. The DCCM 
analysis is usually performed on the Cα atoms. 
 
3.4.5   Principal Component analysis 
 
The Principal Component analysis (PCA)[133] is a powerful method used to 
analyze large collective motions in biomolecular systems. This method rests on 
separating the large concerted structural rearrangements from the less relevant 
fluctuations, in order to grasp the so-called “principal components” of the motion, 
i.e. the major collective modes of fluctuation that are assumed to dominate the 
functional dynamics. The power of PCA lies in the fact that usually a small 
number of modes suffice to describe the majority of the total motion of a system. 
The analysis consists of two steps. First the configurations from the trajectory 
are superposed to enable filtering of the internal motions from overall rotations 
and translations, via least-squares fitting onto a reference structure. Then, this 
“fitted” trajectory is used to construct a covariance matrix of the structural 
positional fluctuations. This is a symmetric matrix containing, for each pair of 
atoms, the covariances (off-diagonal elements) and the variances (elements along 
the diagonal) of the atomic displacements, relative to their respective averages.  
 
𝐂 =    𝒙 𝑡   −    𝒙 𝒙 𝑡   −    𝒙 ! ! 
 
Here the coordinates are provided as a function of time for clarity, but may be 
provided in any order. Atoms that move concertedly give rise to positive 
covariances, whereas anticorrelated displacements are associated with negative 
	  
covariances and non correlated displacements result in near-zero covariances. 
This symmetric matrix is subsequently diagonalized by an orthogonal coordinate 
transformation.  
 
𝐂 =   𝐓Λ𝐓𝐓 
 
The diagonalization of this covariance matrix yields a set of eigenvectors, Λ, 
each associated with a collective mode, and corresponding eigenvalues, 𝐓, which 
represent the relative contribution of each collective mode to the total variance of 
the system. The eigenvectors are usually sorted so that their eigenvalues are in 
decreasing order. If at least 3N configurations are used to construct 𝐂, then 3N-6 
eigenvectors with non-zero eigenvalues will be obtained. Indeed, six eigenvalues 
should be exactly zero, since the corresponding eigenvectors describe the overall 
translations and rotations (which are eliminated by superposition). The largest 
amplitude modes of a PCA, i.e. those characterized by the largest eigenvalues, 
usually also represent the slowest dynamical transitions of a system, i.e. the most 
functionally important.  
Ultimately, once the eigenvectors have been obtained, the original trajectory 
can be further analyzed in terms of its principal components, a procedure better 
known as essential dynamics (ED) analysis.[133] Such analysis is carried out by 
projecting the trajectory onto each of the principal modes (usually the first two or 
three) to yield the time behaviour and distribution of each of the principal 
coordinates of the sampled distribution. PCA can be carried out on any subset of 
atoms and usually only Cα or backbone atoms are taken into account.  
 
3.4.6   Electrostatic Potential Surface analysis 
 
The electrostatic potential was calculated using the ABPS software.[134] The 
program takes as input a coordinate file of a molecule (usually a modified format 
of the PDB file including also atomic charges and radii) and calculates the 
electrostatic potential along its vdW or solvent accessible molecular surface by 
numerically solving Poisson-Boltzmann equations based on atomic point charges. 
The calculation was done using 2 and 80, as the solute and solvent dielectrics at 
0.15 M salt concentration.  
	  
	  
3.4.7   Pore Radius analysis 
 
The analysis of pore dimension has been carried out by means of the HOLE 
program.[135] This program implements an algorithm based on a Monte Carlo 
simulated annealing procedure to find the best route for a sphere with variable 
radius to squeeze through a protein channel. The program require three inputs: 1) 
the coordinates of the protein of interest, 2) an initial point 𝒛 which can lie 
anywhere in the pore and 3) a user specified vector 𝒍 that is approximately along 
the direction of the pore (normally referred to as the channel direction vector). 
HOLE reads atoms from within the pdb file and sets a van der Waals radius for 
each. Then, the program looks for the maximum radius 𝑅 𝒛  of a sphere centred 
at point 𝒛 without overlapping with the van der Waals surface of protein atoms:  
 
𝑅 𝒛 =   min!!"#$    𝒙! − 𝒛 −   𝑣𝑑𝑊!  
 
where 𝒙! is the position of atom number 𝑖, 𝑣𝑑𝑊! its van der Waals radius for atom 
𝑖, and 𝑁!"#$ is the total number of atoms. By using the Monte Carlo simulated 
annealing procedure 𝒛 is adjusted, while keeping the sphere centre on a plane 
normal to the channel direction vector, and the radius of the sphere maximized at 
a given position within the pore of the protein. Thus, the radius 𝑅 𝒛  can be 
regarded as an objective function of the point 𝒛. The search is performed for a 
series of parallel planes of uniform separation along the pore, with a distinct 
optimization procedure being conducted for each plane. The net result can be 
thought of as producing the locus of a flexible sphere “squeezing” through the 
centre of the channel.  
 
3.4.8   Protein Channels analysis 
 
The identification of protein channels has been performed via the Molaxis 
webserver.[136] Given a protein structure in the pdb file format, the server 
outputs all possible channels that connect buried cavities to the outside of the 
protein. For each channel, the channel dimensions, the gating residues and the 
narrowest radius (termed as bottleneck) are also provided.  
Molaxis is based on an algorithm that employs computational geometry 
techniques. The algorithm operates in several steps:  
	  
 
1. A representation of the input molecule using a collection of fixed size 
balls, whose number depends on the required quality of the 
approximation, is created.  
 
2. A Voronoi diagram of the centers of the fixed-sized ball is computed.  
 
3. A graph using the Voronoi vertices and edges is computed. To each 
edge is assigned a weight that depends on its length and on its 
distance from the van der Waals surface of the molecule.  
 
4. A minimal weight three from a user-specified source point or from an 
starting point automatically defined as the centre of the largest 
chamber in the molecule is computed, by means of a shortest-path 
optimization algorithm.  
 
5. The so-constructed paths or corridors, each representing a probable 
route taken by a small molecule passing through a channel, are scored 
according to the total weight of the edges in the graph.  
 
 













In recent years, X-ray crystallographic structures of the pentameric ligand-
gated ion channels (pLGICs) have boosted the research in computational biology, 
owing to their importance in vital neuronal activities and their suitability as 
targets for pharmacological treatments. pLGICs form the so-called Cys-Loop 
receptor superfamily and are involved in a number of different physiological and 
pathological roles[30]: in signal transduction processes at synaptic level,[137] 
pLGICs can change membrane potential by allowing ions to transiently 
translocate through them via a complex (not fully uncovered) gating mechanism 
triggered by neurotransmitter binding. Members of this family are integral 
oligomeric membrane proteins made up by three domains [33,138]: I) an 
extracellular domain (ECD), which contains the binding pocket of the 
neurotransmitter (at the interface of two subunits), II) a transmembrane domain 
(TMD) characterized by a bundle of α-helices spanning across the membrane and 
forming the channel core region and III) an intracellular domain (ICD), which has 
a role in the localization and regulation of the receptor and whose size could vary 
among the members of the family (Figure 4.1A). Since the discovery of the first 
member of the family, the nicotinic acetylcholine receptor (nAChR), these 
receptor channels have been intensively studied through a considerable number of 
experimental [139-142] and, recently, also computational [143-149] approaches. 
To date the residues forming the binding pocket have been identified,[49,150] as 
well as those responsible for the channel gating upon agonist binding.[139,141-
145,147-149,151-162] Also residues affecting biophysical properties, like ion 
selectivity and conductance, and pharmacological properties have been 
	  
discovered.[140,146,163-168] Despite the progress towards the full 
comprehension of pLGICs, many issues are still unsolved primarily because of 
scarce information on the conductive channel structures. Besides, it is still unclear 
the relation between the observed holo-open (conductive) and holo-desensitized 
(non-conductive) states. As a consequence, most experiments and computational 
studies rely on the resolved closed-state structures for the interpretation of many 
pLGICs properties. 
Among others, the 5-Hydroxytryptamine receptor type 3 (5-HT3R), which is 
widely expressed throughout the brain and in peripheral organs (e.g., the 
gastrointestinal tract), has been extensively studied from a structural and 
functional point of view.[169] The 5-HT3R is involved in many 
neurophysiological functions,[170,171] like nervous transmission regulation, pain 
processing, peristalsis and in some pathological states[171] like chemotherapy-
induced nausea and vomiting and various psychiatric disorders. Five different 
subunits of this receptor have been identified in the genome: among these, only 
receptors formed by subunits A and B have been extensively investigated and 
characterized in mammals, while the biological relevance of other forms made up 
by subunits C, D, and E has not been fully elucidated. From a biophysical point of 
view, the homo-pentameric 5-HT3A receptor is by far the most studied form, due 
to the capability of subunit A to assemble into functional homomeric channels. 
Successful experimental efforts on the 5-HT3A receptor led to the identification of 
the residues shaping the binding site,[172-180] the inner surface of the M2 
helices[181], which circumscribe the transmembrane portion of the channel, and 
the membrane associated (MA) helices in the ICD.[182] Moreover, an extensive 
work has been carried out in order to unravel the nature of the amino acids 
coupling the agonist binding to the channel gating,[139,142,155,158] as well as 
those responsible for the cation-selectivity[183,184]. Also, residues responsible 
for the very low single-channel conductance, which differentiate the 5-HT3A 
receptor from other members of the family, have been identified.[185] However, 
despite all these efforts, many structural and mechanistic details of 5-HT3A still 
remain poorly understood. In the present work, taking advantage of the recently 
resolved mouse 5-HT3A crystal structure in a putative closed state,[48] we have 
carried out the first computational study of such a receptor channel to investigate 
protein dynamics as well as ion-receptor interactions. In particular, through the 
use of atomistic molecular dynamics simulations and free energy calculations, we 
have studied three aspects of the receptor: (1) the structural and dynamical 
	  
features of the whole channel, including ECD, TMD and part of the ICD (MA 
helices); (2) the potential of mean force of the single-ion translocation through 
TMD and ICD (the latter formed by post-M3 loops and MA helices) in order to 
identify and evaluate the energetic barriers experienced by the ions crossing 
regions pivotal for ionic conductance and selectivity; (3) the molecular 
determinants of the low single-channel conductance. In the latter case, we have 
simulated three systems, i.e. a wild-type protein and two high-conductive mutants 
(namely, the R420D single mutant and the R416Q/R420D/R424A triple mutant, 
according to the crystal structure numbering adopted in this work). Our overall ~1 
µs simulation data provided evidences for the existence of intersubunit lateral 
pathways at the ECD-TMD interface used by ions to access the channel interior 
and suggested the possible influence of residues, not investigated so far, on 
single-channel conductance and cation-selectivity. Moreover, peculiarities, 
similarities and differences in structural and biophysical properties, as compared 





Figure 4.1: Topology of the murine serotonin 5-HT3A receptor (PDB entry: 
4PIR). (A) Side view of the homo-pentameric receptor along the channel axis, 
showing the three main domains (ECD, TMD and ICD). The two front subunits 
are shown as yellow cartoons. The remaining three subunits are shown as surfaces 
colored in blue. (B) Top view of the TMD helices shown as ribbons. (C) Side 
view of the M2 helices and residues that line the channel interior, with side chains 
displayed as sticks. The two front helices have been removed for clarity. (D) 
Enlarged view of the residues shaping the ICD portals, shown as sticks. 
	  
 
4.1   Computational details 
 
4.1.1   Systems preparation 
 
Whole 5-HT3AR channel. The 5-HT3AR channel (PDB entry: 4PIR) was 
first oriented and then inserted into a POPC (1-Palmitoyl-2-Oleoyl-sn-Glycero-3-
Phosphatidylcholine) lipid bilayer using the OPM[186] and CHAMM-GUI[187] 
servers, respectively. The protein-lipid assembly was then solvated with TIP3P 
water molecules and Na+ and Cl− ions to neutralize the overall charge and obtain a 
final ion concentration of about 0.15 M, using the VMD[188] software. Ions were 
introduced at least 8 Å away from the protein. Since a long part of the M3-M4 
loop was absent from the structure, the C-terminus of the post-M3 segment and 
the N-terminus of the MA helix were capped with a methylamine and an acetyl 
groups, respectively, so as to mimic a more realistic situation where these 
segment termini are neutral. The M2-M3 loop segment that was unresolved in the 
crystal structure has been reconstructed using the Modeller program (v9.12).[189] 
All histidines were set in neutral form, since none of them was found in a context 
such to justify a protonated state. The resulting simulation box size was 154 Å × 
154 Å × 214 Å and the total system size about 400,000 atoms .The system was 
then minimized in two steps: first, a 20000 step minimization run was carried out 
with restraints on all protein atoms (5 kcal/mol/Å2); then, a further 15000 step 
minimization was carried out with 1 kcal/mol/Å2 restraints on Cα atoms only. 
Afterwards, the system was slowly heated up from 1 to 310 K over a 4 ns MD 
simulation, applying gradually decreasing restraints on the protein Cα atoms, from 
5 to 1 kcal/mol/Å2. After such thermalization, the system was equilibrated for 
further 2 ns, gradually reducing to zero the atomic restraints on the protein 
flexible parts (ECD, loops, ICD).  
Truncated wild-type and mutant channels (TMD+ICD). The procedure to 
prepare the smaller systems made up by TMD and ICD was slightly different. We 
first created the mutants starting from the full 5-HT3A crystal structure (PDB 
entry: 4PIR). The three systems (WT, R420D and QDA) were then embedded into 
the lipid membrane, solvated, thermalized and equilibrated as described above. 
After equilibration, we created a reduced system (starting at P213, in the β10-M1 
	  
loop) removing the ECD from protein structure, capped P213 N-terminus and 
adjusted the box volume in order to ensure, at least, a 20 Å thick water layer. 
Ionic concentration was set again to 0.15 M. Special attention was paid to avoid 
ion inclusions inside the ICD vestibule. The resulting simulation cell was 156 Å x 
154 Å x 148 Å, with about 260,000 atoms. Finally, the three systems were further 
equilibrated for 2 ns prior to production runs. 
 
4.1.2   Simulation and analysis details 
 
Molecular dynamics. All MD simulations were performed using the NAMD 
v2.9 program.[190] Protein, water and ions were modeled with the CHARMM27 
force field[191] with CMAP corrections for backbone atoms and NBFIX 
correction for Na+ ions,[192,193] while the CHARMM36 force field[194] was 
used for lipids. On the Cα atoms of only TMD helices, soft symmetry restraints 
available in NAMD, with a force constant of 0.75 kcal/mol/Å2, were applied. 
ECD, ICD and other more flexible parts of the protein (e.g. loops) were kept 
unrestrained. It is worth noting that these restraints do not cancel out global 
movements of the TMD, but rather ensure, on average, a symmetrical 
homopentameric assembly, as expected in the present system. Simulations were 
performed under constant pressure (1 atm) and temperature (310 K), where the 
NPT ensemble was enforced by the Langevin piston pressure control and the 
Langevin damping dynamics using PBC. All covalent bonds with hydrogen atoms 
were kept rigid using the SHAKE algorithm. The bonded interactions and the 
short-range non-bonded interactions were calculated at each time-step (2 fs), 
whereas the PME method was used to update the long-range electrostatic 
interactions every two time-steps. PMEGridSpacing was set 1.0 Å. The cutoff 
distance for non-bonded interactions was 10 Å. A smoothing function was 
employed for the van der Waals interactions at a distance of 8 Å. The pair list of 
non-bonded interactions was evaluated using a pair distance of 14 Å. The whole 
receptor was simulated for a total time of 100 ns. WT, R420D and QDA systems 
were simulated for 100 ns each, applying symmetry restraints. 
Free energy calculations. From the crystal structure of the whole 5-HT3A 
receptor, a smaller subsystem comprising only TMD and ICD was created. Only 
the ions needed to ensure the system electroneutrality were introduced. After 2 ns 
equilibration, we performed a steered MD simulation, slowly dragging one Na+ 
	  
ion (or one Cl-) through the pore in order to generate multiple starting 
configurations suitable for the ABF windows. Each ion was dragged along the 
TMD pore in about 30 ns. Subsequently, we equilibrated each window for 2 ns 
prior to free energy calculations. The ABF method as implemented in 
NAMD[122,126,128], was used to calculate the single-ion PMF for Na+ and Cl− 
along a reaction coordinate spanning ~65 Å, sufficient to cover the entire length 
of the TMD and the upper part of the ICD. The simulations were carried out in 1 
window of 3 Å length and 11 windows of 5 Å length along the channel axis. The 
same simulation conditions described above were applied for this calculation. 
Within each window the average force acting on the selected ion was accumulated 
in 0.1 Å sized bins, and the biasing force was applied after 800 samples. 
Positional restraints (with force constant of 3 kcal/mol/Å2) were applied to 
counter-ions so to keep them away from the ion inside the channel and rule out 
any interference in PMF calculation. A 20 ns MD trajectory was generated for 
each window, resulting in a total simulation time of 240 ns per ion.  
Trajectory analysis. The HOLE[195] program and the MolAxis[136] 
webserver were used to analyze pore dimension and fenestrations. RMSF and B-
factors were calculated using the ptraj[131] software tool. RMSD, ion density and 
coordination analyses were performed using in-house scripts exploiting the 
MDAnalysis[196] library. Electrostatic potentials were evaluated through the 
APBS[134] server. Figures and plots were generated using the UCSF-
CHIMERA[197] and MATPLOTLIB[198] software. 
 
4.2   Results 
 
4.2.1   Structural features of the 5-HT3A receptor 
 
In Figure 4.1A, the structure of the 5-HT3A receptor is depicted, where the 
three domains forming the integral homopentameric membrane protein are 
evidenced: I) the ECD is mostly made up by ten β-sheet strands along with the 
corresponding loops interconnecting them; II) the TMD is formed by an α-helix 
bundle of four α-helices per monomer, namely M1, M2, M3 and M4, spanning the 
lipid bilayer, where the assembly of the internal M2 helices frames the channel 
core (Figure 4.1B). The pore walls are characterized, in the central region, by a 
	  
stretch of hydrophobic residues, while polar and charged residues are located at 
both ends of the TMD channel (Figure 4.1C). In particular, it is believed that the 
gating mechanism, which is triggered by agonist binding, does involve a rather 
complex series of movements leading to the pore expansion/compression at the 
TMD level (see, for example, ref.[151] for a recent account of the gating 
mechanism in pLGICs); III) the ICD is formed by an α-helix (MA-helix) and a 
long, partially unresolved, loop connected to the M3 helix in the TMD. The entire 
5-HT3A receptor was simulated for about 100 ns, without applying an external 
electric field, after being embedded into a lipid membrane and solvated by adding 
water and 0.15 M NaCl (details are provided in the Methods section).  
First, we evaluated the system RMSD with respect to its starting molecular 
configuration in order to test the system stability throughout the simulated time 
interval (Figure 4.2).  
 
 
Figure 4.2: Backbone RMSD with respect to the starting frame. 
 
The RMSD for all the three domains of the receptor, as analyzed separately, 
was stable (below 1.5 Å) during the entire simulation, hence the system 
maintained a stable pentameric assembly over time.  
Afterwards, we analyzed the main protein structural fluctuations through the 
evaluation of the RMSFs. The RMSF analysis revealed that the protein most 
flexible regions are the loops C and F in the ECD and the M2-M3 loop, as shown 




Figure 4.3: Backbone RMSF. The protein average structure, depicted as ribbons, 
is colored according to average backbone RMSF values, from lowest (blue) to 
highest (red). The thickness of the ribbons is also proportional to RMSF values. 
 
We also analyzed the channel dimension along the receptor longitudinal axis 
(i.e., z-axis), in terms of the pore radius as provided by the HOLE program, and 
found a funnel-like profile with a minimum constriction point located in the TMD 
(Figure 4.4A), already pinpointed as the location of the channel gate[143,181]. 
Note that a first constriction point was observed at position K108 (at z = ~ -30 Å) 
in the ECD. Here, the obtained pore radius is around 3.8 Å, which makes this site 
almost as constricted as the upper part of the hydrophobic segment in the TMD (at 
z = ~ 5 Å).  In the crystal, a sulphate ion from the crystallization liquor was found 
to interact with the ring of charged K108 residues, hence the K108 side chains 
adopted an extended conformation towards the centre of the channel, considerably 
shrinking the pore size at this site. In our simulation, the K108 side chains were 




Figure 4.4: Pore dimension analysis. (A) Average pore radius as a function of 
channel axis position (mirror symmetry applied for clarity). The shaded bands 
highlight different regions of the TMD, namely negatively charged (green), 
hydrophobic (orange) and polar (cyan) residues. (B) Time series of the pore radius 
as a function of channel axis position. The dotted line identifies the interface 
between ECD and TMD. In both graphs the zero is taken as the centroid of D271 
Cα atoms. Negative values represent the extracellular side of the pore, while 
positive values represent the intracellular side. 
 
In the channel hydrophobic region the pore radius at residue V264 and L260 
reached its minimum (3.0 Å at V264 and 2.5 Å at L260), making L260 the 
narrowest point along the TMD. Note that the time evolution of the pore 
dimension has shown only little deviations from the average structure (Figure 
4.4B) and the initial crystal structure (i.e., pore radius ~3.3 Å at V264 and ~2.3 Å 
at L260) during the dynamics, supporting an apparent closed state of the 5-HT3A 
channel (i.e., not compatible with the passage of aqua ion clusters). Albeit in the 
crystal structure the maximum constriction point was reported further down (z = ~ 
30 Å) at position E250 (i.e., pore radius ~2 Å), the side chains of these residues 
were not well resolved and were modelled as most plausible rotamers. Therefore, 
the reported pore size estimate has to be considered rather uncertain. From our 
MD simulation, we have obtained, on average, a pore radius of about 3.3 Å at 
	  
residue E250, which is perhaps a more appropriate estimate considering the effect 
of side chain repulsion. 
 
 
Figure 4.5: K108 Side chains conformation. Bottom view of K108 side chain 
conformations in the (A) 5-HT3A crystal structure and (B) a representative 
snapshot from the simulation. The protein is depicted as yellow ribbons, while the 
side chains of K108 and D105 are depicted as sticks. 
 
4.2.2   Ion permeation into the receptor body 
 
The ion permeation through the 5-HT3A receptor was evaluated by 
considering an initial configuration with no ions within the entire protein body 
and then by monitoring the ion entrance through the accessible pathways. A 
cylindrical region of 25 Å radius aligned along the channel axis, including the 
whole ECD, TMD and part of the ICD, was considered in order to follow the 
	  
permeation events. Note that ion permeation was observed only from the 
extracellular side of the receptor. Figure 4.6 depicts the distribution of ion (Na+ 
and Cl-) positions sampled during the MD simulation.  
 
 
Figure 4.6: Ion distribution inside the 5-HT3A channel. Na+ (blue) and Cl- 
(red) ion positions, as issuing from the MD the simulation, sampled inside and 
outside the receptor (a cylinder of 25 Å radius has been defined, taking the 
centroid of D271 Cα atoms as the center). Note, at the bottom of left panel, the 
distribution of Na+ ions permeated into the receptor through the ECD lateral 
pathways. The average structure of the protein is shown as yellow ribbons.  
 
It is apparent that the presence of Cl- inside the ECD vestibule of the channel 
is essentially smaller than that of Na+, though not negligible. Interestingly, we 
have observed that the top side of the channel is not the only way through which 
ions may access the channel ECD vestibule. Indeed, cations can also enter into the 
ECD passing through five lateral channels located at the interface between the 
ECD and TMD of any pair of adjacent subunits. Such channels are shaped by 
residues belonging to Cys-Loop, β1-β2 loop, M2-M3 loop, β10-M1 loop and the 
C-terminal part of the F-loop: to be specific, the lateral channels are formed by 
residue D52, E53, K54 and N55 from the β1-β2 loop, by residue Q184, G185, 
E186 and, to a minor extent, E188 from the F-loop C-terminal part, by residue 
R219, P220, L221, F222 and, to a minor extent, R217 and R218 from the β10-M1 
loop, by residue C135, S136, L137, D138 from the Cys-Loop and a stretch of 
residues (i.e., P274-T280) from the M2-M3 loop (Figure 4.7).  
From our MD simulation, such lateral pathways appeared to be the main 
entering route to the ECD vestibule: we counted at least 5 different permeating 
Na+ ions passing through the lateral channels against one Na+ ion entering from 
the channel top side (note that we have observed Na+ ions passing through at least 
	  
three of the five available lateral channels, which are all equivalent due to 
symmetry). The presence of only one top entryway versus five equivalent lateral 
ones, though featuring a smaller diameter, may suggest a detectable contribution 
of the latter to the overall single channel conductance. In order to better 
characterize the size of such lateral cavities, we submitted an average receptor 
configuration issuing from the MD simulation to the MolAxis webserver. Figure 
4.8 displays the lateral channels and their corresponding diameter size, as 
provided by the MolAxis analysis tool. 
 
 
Figure 4.7: Enlarged view of a lateral portal at the ECD-TMD interface. The 
protein structure is depicted as cartoons, with residue side chains molding the 
portal walls as sticks. Cys-Loop, β1- β2 loop, C-terminal part of the F-loop, M2-
M3 loop and β10-M1 loop are highlighted in blue, magenta, green, yellow and 
orange, respectively. In background, one channel predicted by MolAxis is 
depicted as a series of transparent yellow spheres, whose radius is proportional to 





Figure 4.8: Intersubunit lateral ion pathways. (A) Top view of the 5-HT3A 
receptor principal and lateral channels predicted by MolAxis, shown as a series of 
blue spheres with diameter proportional to the accessible space, and (B) the 
corresponding lateral pore dimensions (the inset displays the maximum channel 
diameter deviations from the average (grey band) as issuing from the analysis of 




 Since the maximum constriction point lies below the diameter of Na+ first 
solvation shell (about 6 Å), we concluded that these channels are not 
constitutively open, but may transiently get expanded to allow ion passage (see 
inset of Figure 4.8). Motivated by the present results, we wondered if such 
structural features could be common to other 5-HT3A receptor analogues. 
Similarly, we analyzed the known structure of nAchR (PDB entry: 2BG9)[199], 
GluCl (PDB entry: 4TNV)[200], ELIC (PDB entry: 3RQU)[201], GLIC (PDB 
entry: 3P50)[202] and finally 5-HT3A crystal structure (PDB entry: 4PIR) as a 
reference, after modelling the missing part of the M2-M3 loop. Surprisingly, 
MolAxis predicted the existence of such channels not only for the 5-HT3A crystal 
structure but also for nAchR and GluCl, whereas they have not been found in 
GLIC and ELIC (Figure 4.9).  
 
 
Figure 4.9: Lateral channels in other members of the Cys-Loop superfamily. 
Lateral intersubunit pathways from the interior to the exterior of the protein in: 
(A) 5-HT3A, (B) nAchR, (C) GluCl, (D) ELIC, (E) GLIC.  
 
Then, we analyzed the ion distribution along the 5-HT3A channel axis in 
terms of the average occurrence number (Figure 4.10). Results have shown an 
extended region roughly spanning 35 Å along the pore axis, where neither 
chloride nor sodium ions were found; this region corresponds to the TMD central 
	  
region, comprising both a purely hydrophobic (from I268 to L260 of M2 helix) 
and a polar (from T257 to E250 of M2 helix) stretch, and the first part of the ICD. 
At the beginning of the TMD (around z = 0 Å), it has been observed a spike in the 
average number of Na+, while the presence of Cl- was basically null. Here, just 
before the hydrophobic region characterizing the TMD pore, a ring of aspartates 
(D271) wards a funnel-shaped zone which seems well suited to act as a pool for 
concentrating cations before their subsequent translocation along the channel, as 
already proposed in previous studies on cation selective channels.[146,203,204] 
In light of these results, we decided to investigate in more detail the role played 
by the TMD in hindering the ion passage in the closed state and in selectively 
filtering cations versus anions.  
 
 
Figure 4.10: Average number of ions along the channel axis. Bar histogram of 
the average number of Na+ (blue) and Cl- (red) ions along the channel axis (inside 
a cylinder of 25 Å radius). Negative values represent the extracellular side of the 
pore, while positive values represent the intracellular side. Origin is set to the 
centroid of D271 Cα atoms. 
 
	  
4.2.3   Free energy of ion translocation through the TMD 
 
In order to investigate the role of TMD residues on ion transport properties, 
we evaluated the single-ion PMF of both Na+ and Cl- inside the TMD pore.. The 
present analysis is undoubtedly limited by the availability of only the closed state 
5-HT3A structure. However, as shown in several previous studies on pLGICs 
closed-state channels,[143,146,203] a general qualitative picture of the pore can 
be satisfactorily obtained, including some important features such as a molecular 
description of the selectivity filter. Furthermore, we complemented such an 
energy analysis with a detailed picture of the variable ion coordination number 
along the pore, evaluating the average number of water molecules and side-chain 
atoms in the first solvation shell. To this end, a subsystem of the whole receptor 
protein made up by only the TMD and ICD was obtained from the mouse 5-HT3A 
crystal structure and embedded into lipid membrane and water. Apart from a few 
ions ensuring the system electric neutrality, only one ion (either Na+ or Cl-) was 
inserted in the TMD for carrying out the free energy analysis and the resulting 
system simulated for an overall time of about 240 ns (see Methods for details). 
Figure 4.11 shows the obtained PMF profiles for both considered ions.  
At the extracellular end of the TMD, both Na+ and Cl- experience a set of 
negatively charged residues, namely D271 at position z ~ -10 Å along the channel 
axis. The Na+ PMF shows a pronounced minimum in this region (~ -9 kcal), 
which is also characterized by a relatively wide pore diameter (~9.5 Å). This 
result supports the hypothesis that this zone may serve as a funnel for 
cations,[146] increasing their local concentration before permeating into the 
narrowest portion of the channel. Conversely, the marked increase of the Cl- PMF 
(~ 9 kcal) in the same region indicates that the negative residues effectively do 
repel anions from the pore and thus disfavor their further translocation through the 
channel. Below residue D271, the M2 helices expose hydrophobic side chains 
(I268, V264, L260) towards the interior of the pore. The PMF in this region (from 
z = -5 to +10 Å along the channel axis) reaches a local maximum for both ions in 
correspondence of V264 (~ 5 kcal and ~14 kcal for Na+ and Cl- , respectively, 
around position z = ~ 0 Å along the channel axis). At this channel location, both 
Na+ and Cl- lose, on average, around one water molecule from their first solvation 
shell without compensating this loss with side chains interactions. These results 
corroborate the hypothesis regarding the hydrophobic nature of the gate, 
	  
previously proposed on the basis of experimental and computational studies on 
homologue receptors,[143,205] and are in qualitative agreement with previous 
PMF calculations performed on the α7 acetylcholine receptor.[146]  
 
 
Figure 4.11: Free energy barriers to ion translocation. (A) PMF profiles for 
Na+ and Cl- along the channel axis. Channel axis origin is set to the centroid of 
V264 Cα atoms, at the center of TMD. Negative values refer to the extracellular 
side, while positive values refer to the intracellular side. The numbers (1-4) in the 
plot indicate: (1) negative, (2) hydrophobic, (3) polar and (4) negative regions of 
the pore, as described in the text. (B) Representative snapshots of Na+ (blue) and 
Cl- (red) along the TMD pore.  
 
In the polar region of the TMD, lined between residue T257 and S253, (from 
z = +10 to +20 Å along the channel axis) the PMF profile is little affected in the 
case of Na+, while it keeps increasing for Cl-. A careful inspection at the ion 
coordination profile (Figure 4.12) shows that in the case of Na+ the average 
number of coordinating species remained about 5 (i.e., the loss of water molecules 
is compensated by the close interaction with T257 and S253 side chains), thus 
	  
supporting the rather flat PMF observed in this region. Conversely, Cl- has lost 
more water molecules than acquired polar side chains in its first coordination shell 
and, in turn, this led to a PMF increase while going towards the ICD. Note that the 
free energy of ion translocation in the present narrow pore segment could be also 
related to the difference in first solvation shell size between Na+ and Cl-.  
 
 
Figure 4.12: Average ion coordination number along the channel axis. The 
blue and red curves represent the average number of water and protein side chains 
atoms, respectively. The values are obtained from the last 5 ns of the ABF 
simulations. 
 
To proceed further, after residue S253, the pore presents two rings of 
negatively charged residues, namely E250 and D247, located at the end of the M2 
helix and on the M1-M2 loop, respectively (from z = +20 to  +35 Å along the 
channel axis). In previous studies on the Torpedo nAchR and other homologue 
protein models built up from this structure,[143,146] the interpretation of the 
	  
computed single-ion PMF at the intracellular end of the TMD turned out to be 
problematic, owing to the poor structural resolution of the nAchR channel at this 
site and to the lack of the M3-M4 loop, which does interact with the M1-M2 loop 
affecting the conformation of the latter. On the other hand, the 5-HT3A crystal 
structure presents both a higher atomic resolution and more complete portion of 
the M3-M4 loop. In turn, this allowed us to obtain a more accurate estimate of the 
PMF, as compared to previous studies. In this region of the pore, Na+ and Cl- 
PMF profiles reflected opposite electrostatic interactions with E250 and D247. On 
one hand, these interactions further destabilize the passage of Cl- ions inside the 
pore, and on the other hand they stabilize significantly Na+ ions. Accordingly, at 
this site the two PMFs show the maximal deviation: not surprisingly, residue 
E250 has been identified as the main selectivity filter of the 5-HT3A channel 
based on conductive state experiments. Our findings also suggest an important 
role for D247, especially for providing the exit driving force for Na+ ions from the 
TMD, and further considerations are provided in the Discussion. 
 
4.2.4   Mutation effects on the ICD portals 
 
In a seminal study on the human 5-HT3A receptor,[185,206] whose results 
have been later confirmed also on the mouse ortholog,[207,208] it has been 
shown that the replacement of an arginine triplet (R416, R420, R424) located in 
the MA helix with corresponding residues from the 5-HT3B subunit markedly 
affected the single-channel conductance. This evidence suggested that such 
mutations could facilitate the ion passage through lateral portals formed by 
adjacent MA helices,[206] otherwise hindered in the wild-type protein. These 
lateral openings are molded by a small stretch of residues belonging to the MA 
helices, i.e. 415-424, as identified by previous functional studies.[182] In 
particular, the portals are lined by residue K415, R416, M419 and V422 from one 
subunit, and residue D417, E421, R420 and R424 from the adjacent one (Figure 
4.1D). The “ceiling” of the portals is formed by the starting portion of the M3-M4 
segment (henceforth referred to as the “post-M3” loop, following the 
nomenclature reported in ref.[48]), especially by residue K310 and D312. 
Hydrogen-bond and salt-bridge networks among such residues apparently make 
the ICD cavities closed in the native receptor. In this study, we investigated in 
some detail the ICD structure of the mouse 5-HT3A channel, which is 
	  
characterized by an unusual large fraction of well-resolved atomic coordinates, in 
order to better describe the proposed hampering effect towards ion permeation 
modulated by the present arginine triplet. Inspired by the findings of the 
mutagenesis experiment mentioned above (and in the absence of known structures 
of the mutants probed in that study), three model 5-HT3A receptor systems made 
up solely by TMD and ICD were created, namely one wild-type (WT), one single 
mutant (R420D) and one triple mutant (R416Q/R420D/R424A, hereafter referred 
to as QDA). All systems were simulated for about 100 ns under physico-chemical 
conditions mimicking the natural environment (see Methods for details). 
Although part of the M3-M4 loop is truncated in the 5-HT3A crystal structure, the 
present ICD structure represents the most complete model for studying ion 
diffusion through intracellular portals. Figure 4.13 shows the distributions of Na+ 
ion positions, sampled during the simulations, inside and outside the ICD for the 
three considered systems. 
 In WT, no ions have been observed to pass from the aqueous solution to the 
intracellular vestibule; in the R420D mutant, one ion was able to translocate 
through the portals in the considered time interval and, in QDA, ions freely 
diffused from the solution into the ICD. To test if such differences in ion 
diffusivity were the result of structural changes or differences in the domain 
dynamics upon mutation, we calculated the RMSD and the per-residue RMSF on 
backbone atoms, especially focusing on those residues lining the portals walls, as 
described above. The RMSD for the three systems was essentially 
indistinguishable, with differences of less than 0.4 Å and overall similar 
broadness (Figure 4.14). 
	  
 
Figure 4.13: Ion distribution at the ICD level. Distribution of Na+ ion positions 
(blue dots) extracted from the (A) WT, (B) R420D and (C) QDA simulations 
inside and outside the ICD vestibule (within a cylinder of 20 Å radius, taking the 
centroid of V264 Cα atoms as the center). The protein average structures are 




Figure 4.14: RMSD of ICD Portals. RMSD, with respect to the starting 
configuration, of the stretch of residues that line the ICD portals (302-308, 409-
418) in WT, R420D and QDA systems. In the right subplot is shown the 
corresponding RMSD distribution. 
 
 Similarly, the RMSF has not evidenced significant differences in structural 
fluctuations (Figure 4.15). 
 Taken together, these results rule against the hypothesis that arginine 
replacement may impinge on the MA helix dynamics, suggesting, on the contrary, 
that more localized effects do account for the observed ion permeation. 
Consequently, we have examined if changes in local electrostatics and/or side-
chain structural rearrangements could be the determinants for portal opening. 
Figure 4.16 shows how the sequential mutation of arginines with smaller residues, 
either negatively charged or neutral, has induced an increasing portal expansion 
along with a distinct change in the electrostatic potential of the cavities from 
mostly positive to mostly negative.  
	  
 
Figure 4.15: Backbone flexibility of ICD portals. Backbone RMSF of the ICD 
portals in (A) WT, (B) R420D and (C) QDA systems. The protein structure is 




Figure 4.16: ICD portals. Electrostatic and steric properties of the ICD portals as 
issuing from (A) WT, (B) R420D and (C) QDA systems. The ICD portals are 
depicted as molecular surfaces, colored according to their electrostatic potential 
from blue (positive) to red (negative). The average structures of M3 helix, post-
M3 loop, MX and MA helix, from one subunit, and MA helix from an adjacent 
subunit are shown in yellow cartoons.  
	  
 
In WT, residue D312 from the post-M3 loop can strongly interact with two 
arginines of the MA helix, thus anchoring the positively charged side chains of 
the latter and effectively occluding the lateral portals due to steric hindrance 
(Figure 4.16A). On the other hand, in R420D mutant, the observed partial 
expansion (Figure 4.16B) is sufficient to allow ion permeation, though close 
interactions of residue D312 and D420 with the two remaining arginines (i.e., 
R416 and R424) are still apparent. In QDA, no more stable electrostatic 
interactions involving residue D312 are possible and, as a consequence, the 
mutated residues do not concur to obstruct the ICD portals (Figure 4.16C). 
Accordingly, going from WT to R420D and QDA, we have observed a gradual 
increase in the D312 side-chain flexibility (Figure 4.17), which, in turn, reflects 
the opening of the portals for the reasons sketched above. 
 
 
Figure 4.17: Side chain flexibility at ICD portals. View of ICD portals in (A) 
WT, (B) R420D and (C) QDA systems. Protein is shown as yellow cartoon, and 
the stretch of residues shaping the portal walls are shown as sticks and colored 
according to their side chains B-factors. A shift toward red can be appreciated for 
residue side chains in the post-M3 loop, especially D312. 
 
	  
4.3   Discussion 
 
Atomistic MD simulations of the 5-HT3A receptor have provided several 
insights into its structural features and interaction with permeating ions, 
suggesting interesting connections to channel properties. Although the 
investigation of a closed-state structure prevents the full comprehension of the 
role played by some key residues in the conductive conformation, our  study, 
similarly to many other studies on pLGICs, contributed to gain further valuable 
information on the properties of this channel. Besides, as discussed in the 
following, results are generally in good agreement with recent experimental 
findings on the same 5-HT3A channel and with previous computational studies on 
homologue proteins.  
Our investigation identified a few relatively flexible regions of the protein. In 
particular, the observed high mobility of loop C is considered crucial for receptor 
function. It is believed that the outward and inward movement of loop C is pivotal 
to accommodate the neurotransmitter and to activate the receptor,[209] thus 
characterizing the protein functional state. Indeed, our simulation showed that in 
one subunit loop C adopted, for most of the time, an “open-lid” conformation, 
whereas several partial opening and closing events occurred in loop C of other 
subunits, in agreement with previous studies.[145,147,204,209-213] Loop F was 
also found to be flexible as compared to the rest of the protein, especially in the 
region spanning residues S176 to E186. This loop has been proposed to act as a 
flexible structure, adopting different conformations suitable for the interactions 
with ligands of different size.[179] In many crystallization studies of AchBP, this 
loop was only poorly resolved owing to its disordered structure. Another observed 
flexible part of the receptor is the M2-M3 loop, which in fact is poorly resolved in 
the 5-HT3AR crystal structure. It is worth noting that a number of studies 
indicated that this loop, along with the interacting region between ECD and TMD, 
is involved in the complex cascade of movements leading to channel 
gating.[139,141,152,155,159]  
Remarkably, we found that the ECD-TMD interface shapes five inter-subunit 
lateral cavities, as formed by Cys-Loop, β1- β2 loop, loop F C-terminal part, β10-
M1 loop and M2-M3 loop, through which ions can reach the interior of the 
channel from the extracellular medium. This observation prompted us to re-
examine other 5-HT3AR homologue structures. Surprisingly, we detected similar 
	  
fenestrations also in other members of the superfamily: in particular, these 
structural features are shared by all tested eukaryotic receptors. Since loop F 
shows the lowest degree of conservation amongst the six binding site loops, it is 
tempting to speculate that it could play a role in regulating the cavity size in 
different receptors, depending on its specific residue sequence. In GluCl, the C-
terminal part of this loop is folded to form an α-helix turn, splitting the lateral 
channel into two channels, both narrower than that of nAchR and 5-HT3A. 
However, a molecular comprehension on the differences among different 
receptors and the possible effect of mutations on such lateral pathways demands 
further investigations.  
Overall, the pore dimension along the channel longitudinal axis, as issuing 
from our MD simulation, was in good agreement with the one estimated from the 
5-HT3A crystal structure:[48] the only two significant differences (K108, E250) 
have been ascribed to biased side chain conformations of the latter structure. In 
our simulation, we observed a pore diameter of ~7.5 Å at the most constricted 
point of the ECD, corresponding to residue K108 (Figure 4.5). Note that this 
evidence is consistent with the observed smaller permeability of the ECD top side 
with respect to the lateral channels at the ECD-TMD interface, though the absence 
of electric field, the relatively limited sampling and the use of a closed structure 
do not allow to draw a clear distinction between such entrance pathways. Besides, 
it is known that negatively charged MTS reagents can pass through this region 
and reach the TMD.[181,214] In any case, our results suggest that residue K108, 
if mutated, might have a detectable influence on ion translocation, perhaps more 
than D105, which was previously shown to affect the channel conductance.[215] 
As expected, the maximum constriction point of the channel was found in the 
TMD hydrophobic region. Here, the channel size was not shown to change 
significantly during the simulation, thus forming a pore unsuitable to the passage 
of solvated ions, in line with the hydrophobic gating hypothesis proposed in 
homologue proteins.[212] 
Moreover, we investigated the complex nature of the cation-selectivity in this 
receptor. Several studies suggested that the selectivity filter is not located in the 
ECD, though mutations in this domain were proved to affect single-channel 
conductance.[140,215] On the other hand, there is a general consensus about the 
notion that the filter is located at TMD level.[184,216] Our free energy 
calculations on ion translocation suggested that the filter could be “delocalized” 
between the extracellular (D271) and the intracellular (E250, D247) side of the 
	  
TMD. However, in α7 nAchR, only homologue residues to E250 and D247 were 
shown to be important for ion selectivity[163,164] and, in 5-HT3A, the 
contribution of E250 was shown to be dominant.[184,217] Such an apparent 
discrepancy between theory and experiments can be reconciled by noting that the 
PMF analysis was performed on a closed-state channel. Moreover, the most 
agreed hypothesis on the gating mechanism predicts a peculiar rearrangement of 
the α-helices shaping the channel. On this regard, according to the known GLIC 
and GluCl open-state channel structures[202,218] and to the gating model 
recently proposed in ref.[144], the gating mechanism does involve the tilting of 
the M2 helices with respect to the channel axis. In particular, channel opening is 
characterized by an outward polar tilting of the M2 helix upper segment (above 
residue 264), with the lower segment mostly unaffected. These conformational 
changes lead to an increase of D271 inter-residue distances, while those among 
E250 residues remain substantially unaltered. In this scenario, the funnel located 
at the extracellular side of the TMD gets broadened, thus weakening the possible 
electrostatic interactions between D271 and the translocating ions. Moreover, the 
funnel widening allows, in principle, more Na+ ions to be accommodated, with the 
result of a more effective screening of D271 residues negative charges. Altogether 
these two effects may account for a minor contribution of D271 to ion selectivity. 
On the contrary, the lower portion of the M2 helix (below residue 264) does form 
a narrow pore, which is essentially similar in both closed and open states. Hence, 
in the open state residue E250 becomes the paramount determinant for ion 
selectivity, as overall suggested by experiments on this protein and homologue 
receptors. It should be noted, however, that the role of this residue on the ion 
selectivity of all Cys-Loop receptors is still a matter of debate due to contrasting 
mutagenesis experiments on GABAA and GlyR.[165,166] 
The PMF analysis suggests another interesting feature of this channel. Our 
PMF profile supported a considerable contribution of residue D247 to ion 
translocation, along with the nearby residue E250. Therefore, it would be 
interesting to test if D247 could affect single-channel conductance as well as 
residue E250, or even ion selectivity, especially in the case of the 5-HT3AB 
heteromeric receptor, which is characterized by fewer negative residues at 
position 250 than the corresponding homomeric receptor. Note that the 
corresponding residue in nAchR was shown to be important for single-channel 
conductance[140] (however, since in human 5-HT3A D247 is replaced by an 
asparagine, these contributions may not be shared by all organisms). Moreover, 
	  
the Na+ ion attraction by residue D247, while passing through the narrow 
hydrophobic channel towards the intracellular vestibule, provided an additional 
driving force to exit the hydrophobic region and the E250 ring. In turn, this may 
suggest that a multi-ion transport mechanism is not required for ion translocation 
through the 5-HT3 channel, as observed in other channels.[219] Nonetheless, a 
rather contrasting scenario is expected with divalent cations, considering that 
position 250 was shown to be a divalent ion binding site with a resulting decrease 
of ionic conductance in both nAchR and 5-HT3.[217,220] Concerning the 
obtained trend of the single-ion PMF within the TMD pore, we observe that our 
results are qualitatively in good agreement with previous calculations on 
homologue channels[146] (taking into considerations possible differences in the 
simulation protocols), and possibly more accurate in describing the ending region 
of the pore owing to a better description of the initial ICD region, as pointed out 
in the Results section.   
Finally, we studied the effect of replacing the MA helix arginine triplet, 
which is typical of the 5-HT3A subunit, on cation permeation. Our simulations 
showed that an increased ionic passage through the ICD portals is achieved by 
progressively replacing the arginine residues with corresponding residues from 
the 5-HT3B subunit. Such a trend nicely correlates, at least qualitatively, with the 
enhanced single-channel conductance observed while going from the wild-type to 
the R420D and QDA mutants and further supports the special role of the arginine 
triplet in determining the characteristic low-conductivity in 5-HT3A channels, as 
compared to other homologues.[185] Moreover, our study set out to demonstrate 
that the hampering effect on ion translocation by the MA helix arginines is due to 
a combination of electrostatic and steric effects, via the formation of stable side-
chain interactions, a result well consistent with an hypothesis based upon cysteine 
substitution and subsequent modification by MTS reagents.[221] Supported by 
our findings, we propose that D312 in the post-M3 loop, so far never investigated, 
plays an important role in stabilizing the arginine triplet in a conformation 
preventing the cavity opening. However, the present observation is at variance 
with a recent hypothesis, based on constrained geometric simulations and 
mutations of MA negatively charged residues, that considers the increase in MA 
helix flexibility, not observed in our study, as the main cause of the increase of 
ion conductance.[222] Please note that the increase in conductance reported in the 
study mentioned above does not necessarily rule out the importance of the 
electrostatics of the portals. Indeed, two of the three mutated residues, i.e. E434 
	  
and D441, being located on different position on the MA helix, actually point 
towards the exterior of the protein and are solvent exposed. Thereby, their 
contribution to the conductance could be somehow indirect. 
Interestingly, no ion passed through the ICD portals in the WT system within 
the simulated time interval, though the trypsin-treated 5-HT3A receptor generated 
to obtain the crystal structure displayed a higher conductance than the 
unproteolized receptor. This intriguingly suggests also the possible transmission 
of (a certain degree of) structural changes from the TMD to the ICD upon gating, 
as previously conjectured.[223] While a quantitative relationship between the 
experimental conductance of the trypsin-treated receptor and the extent of portal 
opening observed in our simulations could not be established, we can reasonably 
assume that the ICD portal structure, especially the α-helices, undergoes only a 
slight rearrangement upon gating, as previous experimental studies seem to 
suggest.[182,206,221,222] If this is the case, the structural differences among 
mutants observed in this study could be considered relevant also in the channel 
conductive state. 
 
4.4   Conclusions 
 
Understanding how membrane channels tune ionic flux, regulating the 
amount and the charge of translocating ions, is pivotal to understand the 
molecular basis of cellular communication. The 5-HT3A ionotropic receptor is 
one of such channels expressed at synapse level in several tissues and, given its 
involvement in many physiological functions and pathological states, is of 
systemic importance for the entire organism. Moreover, due to the capability of 
the 5-HT3A subunit to assemble into fully functional homomeric channels suitable 
for in-vitro investigation, the 5-HT3A receptor has emerged as one of the most 
studied members of the pLGIC superfamily, from which knowledge about the 
working mechanism of all the other receptors has been obtained.  
In addition to the previous knowledge about the structural and biophysical 
properties of such receptor, the present computational study has revealed a few 
interesting details concerning the 5-HT3AR dynamics as well as the ion 
translocation mechanism and energetics. In particular, this study has unravelled 
previously unpredicted structural features of this receptors, such as the existence 
of alternative intersubunit pathways for ion translocation at the interface between 
	  
the ECD and the TMD, in addition to the one along the channel main axis.  
Interestingly, such lateral pathways seem to be also shared by few other pLGICs, 
suggesting a possible common function for these channels. Moreover this study 
has provided a molecular interpretation, based on electrostatics and steric 
hindrance, of the role played by an arginine triplet located in the ICD on 
determining the characteristic low single channel conductance of the 5-HT3A 
receptor as compared to other members of the superfamily. Finally, the molecular 
dynamics simulations and the PMF analysis altogether suggest a possible 
impingement of few residues lining the pore interior, so far never investigated, on 
the ionic translocation process along the channel, in each of the three domains of 
the receptor. This may ultimately also impinge on the conductive properties of the 
receptor, particularly its cation vs anion selectivity and channel conductance, 
















Mechanosensitive channels are integral proteins located on the bacterial 
cytoplasmic membrane, whose function is that of a natural pressure valve 
preventing cell lysis in case of hypoosmotic stress.[224,225] Among the members 
of this protein family, the mechanosensitive channel of large conductance from 
E.coli (Eco-MscL) is the best-known protein channel.[32,50] In response to 
increased membrane tension, Eco-MscL can form a large pore with a diameter of 
up to ~30 Å. In the open state, the MscL pore has a non-selective conductance of 
3 nS and it allows the passage of large hydrated solutes and small proteins down 
the concentration gradient. The structure of a MscL homologue from 
Mycobacterium tuberculosis (Tb-MscL), resolved by X-ray crystallography, has 
shown a symmetric homo-pentamer ⁠,[42,226] in which each subunit consists of a 
short N-terminal helix, two membrane spanning helices (named TM1 and TM2) 
connected by a periplasmic loop and a cytoplasmic helix (Figure 5.1A). The five 
TM1 helices form the pore lumen that is characterized by a hydrophobic stretch of 
residues (I14-V21) creating a constriction at the cytoplasmic side (Figure 5.1B), 
while the TM2 helices form contacts with the surrounding lipid bilayer. The X-ray 
structure of Tb-MscL represents the closed-state configuration of the protein 
channel with a radius of ~2 Å along the narrowest region of the pore and provides 
the framework with which extensive mutagenic and functional data have been 
interpreted. 
Mutagenesis experiments in Eco-MscL identified residues L19-V23 to be 
critical for channel gating ⁠;[227] the corresponding residues (L17-V21) in Tb-
MscL are located in the narrowest part of the pore (Figure 5.1B). The selective 
	  
mutation of these residues increased the feasibility of channel opening, leading to 
slow/no-growth gain of function phenotypes.[228] Further, systematic 
substitutions of G22 in Eco-MscL by all other amino acids showed that 
hydrophilic residues at this position resulted in channel gating at reduced tension 
with respect to the wild-type, while hydrophobic residues made the channel 
harder to open ⁠.[229] Several studies showed that the introduction of charged 
residues at the same position led to an activated channel in the absence of any 
applied tension (e.g., mutating the hydrophobic pore residues to cysteine and 
attaching a charged MTS reagents ⁠.[230-232] These findings, together with the 
ability of MscL to form a large pore and assemble into a fully functional protein 
when reconstituted into synthetic lipids, led to conceive MscL as an ideal 
candidate to function as a triggered nanovalve. Indeed, recently engineered MscL 
channels have been designed to respond to stimuli like pH or light in applications 
tailored to molecular sensing or drug delivery ⁠.[77,233,234] The light controlled 
channel gating is particularly interesting as it provides a finer temporal control 
and does not require any change in the system environment, as reported recently 
by Koçer et al. [77]: in this case, a light-triggered gating has been artificially 
introduced by a photo-sensitive functional group alkylated with a purposely 
mutated cysteine in the pore interior (Figure 5.1C). Hence, it has been shown how 
the application of light has induced a spontaneous channel opening, in the absence 
of membrane tension, according to a designed charge-repulsion based trigger. On 
the other hand, in more recent studies by Koçer and coworkers[235,236] it has 
been shown that MscL channel gating can be also triggered by just one charged 
group in a single subunit, therefore following a charge-induced hydrophobic 
breaking mechanism. Overall, these experiments have demonstrated the 
possibility to I) easily manipulate MscL pore size, II) control the flux of charged 
compounds and III) deliver bioactive molecules into the cell, thus showing the 
versatile use of MscL as a controllable nanoscopic valve. 
In light of such remarkable applications, several aspects of the charge-
induced gating mechanism deserve further investigation, among which I) the scale 
of protein conformational changes upon charge introduction, II) the extent of the 
channel structural expansion and III) the selectivity and geometric limitations of 
molecular transport across the channel. Such details demand an atomistic level 
understanding of the interplay between the induced electrostatic effects and the 
protein structural rearrangements. In this regard, MD simulations can be 
profitably used to provide structural characteristics and dynamical features of 
	  
protein channels, while retaining explicitly the environmental effects mainly due 
to the lipid bilayer and the solvent. Previous computational studies have focused 
on the gating conformation transitions of the wild-type MscL protein [237-240], 
the mutation effects in the pore hydrophobic region [241] and the lipid 
composition effects [242,243]. In the present study, we have performed atomistic 
MD simulations to investigate the effects of charge incorporation on the 
hydrophobic pore of Tb-MscL. In analogy with the experimental setup of ref. 
[77], five photosensitive ligands, one for each protein chain, have been 
incorporated into a constricted site of a Tb-MscL mutant (V21C). Then, each 
ligand was sequentially replaced by a charged acetate group (Figure 5.1D) and the 
resulting systems simulated independently.  
 
 
Figure 5.1: Structure of Tb-MscL and photo-sensitive compound. (A) X-ray 
crystallographic structure of Tb-MscL (PDB ID: 2OAR) with the transmembrane 
helices TM1 and TM2 colored in yellow and blue, respectively. Locations of 
residues lining the inner helix (TM1) are indicated. (B) Single subunit of Tb-
MscL. (C) Structure of photo-sensitive compound that releases the charged group 
upon light irradiation. (D) Schematic view of the step-by-step substitution process 
followed in the MD simulation protocol. 
	  
 
The structural features of the engineered models have been compared with a 
wild-type model of Tb-MscL. Further, the effects of charge incorporation at two 
alternative sites has also been examined, considering the L17C and T25C mutants. 
In addition, we considered a different Tb-MscL model, in which a charged group 
was attached to only one subunit, mimicking the charge-induced hydrophobic 
breaking process previously reported.[235,236] The obtained results report new 
molecular details on channel structural opening, ion permeation properties, 
asymmetric subunit motions, and site sensitivity towards charge perturbations, 
therefore providing further insights into MscL charge-induced gating. 
 
5.1   Computational details 
 
5.1.1   Systems preparation  
 
In ref. [77], light-actuation of MscL has been achieved attaching a photo-sensitive 
compound (6-nitroveratryl alcohol), which splits into 6-nitrosoveratyl aldehyde 
and a free acid upon light irradiation, to a G22C mutant of Eco-MscL through a 
cysteine-selective alkylating reagent. UV photolysis resulted in cysteine-bound 
acetates (hereafter referred to as the charged group) in the pore lumen (Figure 
5.1C) and consequent channel gating ⁠. Here, we attached the same photo-active 
ligand in all subunits at residue 21, the most constricted site of the Tb-MscL. The 
starting structure of the MscL channel was embedded into a homogeneous lipid 
bilayer of DOPC (1,2-dioleoyl-sn-glycero-3-phosphocholine) spanning ~100 Å 
along the lateral dimensions (x,y) using the CHARMM-GUI server⁠,[187] 
followed by solvation with TIP3P water, extending up to 30 Å from the solute in 
the axial dimension (z-axis) using VMD ⁠.[188] Since the constricted site is 
extremely narrow to fit the ligands without steric conflicts, the channel was 
slowly expanded through multiple short simulations by placing an uncharged LJ 
atom at residue C21 centroid and increasing its LJ radius parameter. Once 
sufficient space was created, the ligands were attached to C21 in all five subunits. 
K+ and Cl- were added to the system, setting the ion concentration to about 1 M. 
The engineered model with five ligands (hereafter referred to as 5L) was then 
minimized to remove steric clashes, slowly heated up from 100 K to 300 K in 
	  
about 1 ns simulation and then equilibrated for 10 ns in a NPT ensemble. During 
equilibration, the pressure was kept at 1 atm using the Langevin piston method 
with a piston period, damping coefficient and piston temperature of 100fs, 50fs 
and 300K, respectively. Different engineered models were then sequentially 
generated by replacing each ligand by the charged group (Figure 5.1D). Before 
each replacement step (every 10 ns of the production phase), the starting models 
were equilibrated for 6-8ns. To verify the charge effects on the pore, a model 
representing the wild-type (WT) protein was simulated using a snapshot of NL 
model (obtained after 50 ns) as the starting configuration and replacing the 
charged group in all subunits with valine. To investigate the charge activation of a 
single subunit in a different MscL model, we extracted an equilibrated 
configuration of the WT model and mutated residue V21 to cysteine in a single 
subunit, to which the same charged group was attached. Other simulations 
involving alternative sites were initiated from the same configuration of the WT 
model, after mutating the corresponding residues to cysteine (namely, L17C and 
T25C) and attaching the corresponding charged group in all subunits.  
 
5.1.2   Simulation and analysis details 
 
Molecular Dynamics. A summary of the simulated systems is reported in 
Table 1. All production runs were performed in a NVT ensemble, applying a 
homogeneous external electric field (Ez), proportional to a defined voltage (V = 1 
Volt; Ez = -V/Lz), along the z-axis (Lz) perpendicular to the membrane. The 
simulations were performed enforcing PBC using NAMD (v2.9) [190] and the 
CHARMM force field for the protein (v27) and lipids (v36).[244-246] The ligand 
atomic charges were obtained via fitting with a quantum-mechanically derived 
electrostatic potential issuing from B3LYP/6-31G* calculations using the 
Gaussian package,[247] according to the restrained electrostatic potential (RESP) 
procedure using the RED software tools [248]. The parameters for the ligand and 
the acetate groups were adopted from the CHARMM CGEN small molecule force 
field. [249] All covalent bonds with hydrogen atoms were kept rigid using the 
SHAKE algorithm, allowing the use of a 2 fs time step for the integration of the 
equations of motion. A cutoff radius of 12 Å was used for non-bonded 
interactions, applying a smoothing function beyond a distance of 10 Ang. The 
long-range electrostatic interactions were evaluated with the PME [107] method, 
	  
whereas a Langevin dynamics was used to maintain the system temperature at 300 
K. 
 
Models Description (chargea) Time (ns) 
5L 5 Ligands at position 21 (0e) 30 
4L 4 Ligands ,,   (-1e) 30 
3L 3 Ligands ,, (-2e) 30 
2L 2 Ligands ,, (-3e) 30 
1L 1 Ligand ,, (-4e) 50 
NL No Ligand ,,  (-5e) 100 
WT Wild type (0e) 50 
WT_1e WT with charge  in a single  chain (-1e) 80 
17M 5 charges at position 17 (-5e) 50 
25M 5 charges at position 25  (-5e) 50 
 
Table 1: Summary and description of the simulations. 
 aTotal charge at the functionalized site. 
  
Free energy calculations. A computational approach similar to that reported 
in previous studies [143,159] was employed to estimate the PMF governing K+ 
translocation through the channel using the ABF methodology, as implemented in 
NAMD.[126,128] The PMF was evaluated along the z-coordinate (channel axis), 
considering a region that extends up to ~10 Å on either side of the functionalized 
site. The simulations were performed in 10 separate windows of 2 Å length for 
about 11 ns. For each window, the starting coordinates were extracted from the 
production runs described above. Excess ions were removed, retaining only those 
required for charge neutralization including a single K+ ion in the pore. The ions 
in the bulk solution were restrained to obtain the single-ion PMF profile. Within 
each window the average force acting on the selected ion was accumulated in 0.1 
Å sized bins, and the biasing force was applied after 800 samples. 
 
Trajectory analysis. RMSDs were computed performing a least-square 
fitting to a reference structure, either the starting one or the X-ray crystallographic 
	  
structure. The pore radius profile was obtained using the HOLE program⁠.[195] 
The ion flux was estimated by calculating the number of ions entered from one 
side and exited through the opposite side of the channel (considering the TM 
domain only) with an in-house code written using MDAnalysis ⁠.[196] The analysis 
was performed omitting the first 10 ns of the MD trajectory during which the 
models undergo structural rearrangements. The pore area was approximated by 
the area of a regular pentagon by setting as its edge length the average distance 
between Cα atoms in adjacent subunits. Water and ions around a permeating K+ 
were estimated from the average number of corresponding species within a 
predefined cut-off radius, as a function of the z-coordinate. Channel conductance 
was estimated from the ratio of the average current and applied voltage.[250,251] 
Inter-subunit contacts were obtained considering the Cα atom distances. 
Trajectory visualization was performed using the VMD software.[188] Figures 
and plots were generated using UCSF-Chimera and Matplotlib software.[197,198] 
Unless stated otherwise, the axial positions in all plots are indicated with respect 
to the origin fixed at the Cα geometric centroid of residue 21. 
 
5.2   Results 
 
5.2.1   Structural rearrangements of the engineered MscL  
 
The Tb-MscL protein is a relatively small homopentamer channel of 151 
residues (17KDa) (Figure 5.1A). In particular, each monomer has two 
transmembrane α-helices, namely TM1 and TM2, where TM1, one of the most 
conserved motifs of the mechanosensitive channel family 
(V15DLAVAVVIGTAFTALVTKFTDSIIT40), forms the inner core of the channel 
and is mostly hydrophobic. First, we have analyzed and compared the structures 
of different engineered MscL channels issuing from the sequential replacement of 
the attached (neutral) photo-sensitive ligands, i.e. 6-nitroveratryl alcohol, by 
negatively charged acetate groups. It should be noted that in the original 
experimental work[77] only the MscL channels carrying either the five neutral 
ligands (5L system) or the corresponding photoproducts (NL system) were 
presumably detected. Nevertheless, our purpose was to study in some detail the 
effect of each charge insertion on the MscL channel properties, so as to 
	  
investigate the virtual realization of a multi-state gating mechanism (a proof-of-
principle of a multi-state MscL channel activation was provided in ref. [235], 
even if the gating mechanism was not controllable by light). For such a purpose, 
all systems were subjected to an applied voltage (1 Volt) and a 1 M KCl salt 
concentration. 
The stability of the simulated MscL models was assessed by evaluating the 
structural deviations from starting configurations. RMSD of the backbone atoms, 
depicted as function of simulation time, have shown a plateau after about 10 ns 
(Figure 5.2), following an initial increase due to structural relaxation. The 
distribution of RMSD values over the last 20 ns has shown an average deviation 
of ~2 Å (Figure 5.2 and Table 2). The RMSD from the X-ray structure of the 
whole protein were generally higher (about ~3 Å), but considerably reduced when 
the TM or C-terminal domains were separately examined (Table 2). In summary, 
all models displayed an apparent convergence towards an equilibrium 
conformation in a few nanoseconds and a stable structural arrangement afterwards 
during the simulations. 
 
 
Figure 5.2: RMSD as a function of time. Backbone RMSD, calculated with 
respect to the starting configuration of respective simulations. The right panel 
represents the distribution of the RMSD values over the last 20 ns.  
 
	  
Model A  B C D 
5L 2.1 (0.13) 2.4 (0.08) 1.6 (0.10) 1.0 (0.11) 
4L 2.4 (0.14) 2.9 (0.12) 1.7 (0.08) 0.9 (0.11) 
3L 2.2 (0.14) 2.9 (0.12) 1.8 (0.10) 0.9 (0.12) 
2L 2.3 (0.22) 3.2 (0.18) 1.8 (0.10) 1.0 (0.17) 
1L 1.9 (0.20) 2.9 (0.18) 1.9 (0.08) 0.9 (0.12) 
NL 2.3 (0.22) 3.4 (0.17) 1.8 (0.08) 1.5 (0.13) 
 
Table 2: Backbone RMSD (in Å) of the engineered MscL channels. RMSD 
evaluated with respect to (A) the starting configurations and the X-ray structure 
for (B) whole protein, (C) transmembrane and (D) C-terminal domains. Standard 
deviations are in parenthesis. 
 
Moreover, the flexibility of the MscL protein was examined by evaluating the 
backbone structural fluctuations. To this end, the RMSFs mapped onto the 
average structures (Figure 5.3) have shown that the most mobile regions are 
localized mainly on the periplasmic loop of the protein. The smaller fluctuations 





Figure 5.3: Per-residue averaged root mean square fluctuations. Backbone 
RMSF mapped onto the average structure. The protein is represented as ribbon 
whose color (green to red) and thickness is proportional to the RMSF values. 
 
5.2.2   Structural expansion of the channel 
 
The extent of channel structural expansion in each engineered MscL model 
was examined by evaluating the average pore radius along the channel axis, 
considering only the backbone atoms for the sake of comparison (i.e. the steric 
effects of side chains and ligands were neglected). In Figure 5.4, the average pore 
radius as a function of the axial position is depicted for all models, including the 




Figure 5.4: Average pore radius along the channel. Average pore radius along 
the channel axial position (Z-coordinate) with respect to the mutated site (shaded 
portion, Z = 0 Å). Inset plot represents the distribution of minimum pore radius 
calculated by limiting the analysis to the constricted zone of the pore (residues 17 
to 23). 
 
The pore radius profile has shown a gradual expansion of the channel 
following the sequential incorporation of additional negative charges into the 
channel core. A rather similar degree of expansion is observed along the whole 
TM1 helix, suggesting its tendency to behave as a rigid body. The distribution of 
the minimum pore radius (see inset of Figure 5.4) has provided a monotonic shift 
(5L<4L<3L<2L<1L<NL) towards larger radius values in going from 5L to NL. 
Hence, the observed trend in pore radius supported an increasing charge effect, as 
previously observed on charge-mediated MscL gating.[235] To further estimate 
the extent of channel opening, we have approximated the area of the pore by 
evaluating the area of a regular pentagon with edge given by the average distances 
of adjacent Cα atoms (i.e., on proximal subunits) at the same residue along a 
stretch of aminoacids flanking the functionalized site. Results depicted in Figure 
5.5, once again indicated a larger expansion of the NL model as compared to the 




Figure 5.5: Distribution of the pore area per residue. Pore area estimated for a 
stretch of residues lining the TM1 helix for WT (gray), 5L (black) and NL 
(magenta). The vertical dashed line corresponds to the X-ray structure. 
 
 However, the maximum channel opening was quite smaller than the one 
reported for membrane tension and charge-induced mechanism (up to ~30 Å 
diameter).[252,253] In order to test the overall stability and geometric features of 
the expanded channel in the NL model, an additional 100 ns MD simulation was 
performed at high temperature (330 K), but no significant changes have been 
noticed. 
Moreover, it is worth nothing that the WT simulation was initiated from an 
equilibrated configuration of the NL model after replacing each charged group at 
the functionalized sites with valine. Such a hydrophobic substitution led to a fast 
channel closure (a few nanoseconds) as indicated by the radius profile (Figure 
5.4). A similar spontaneous channel closure has been observed for MscS channel 
during unrestrained MD simulations.[254] Note that the pore dimension in the 
	  
WT model appeared somewhat larger than the corresponding X-ray structure, 
owing to thermal fluctuations and a more realistic environment (crystal packing 
forces are generally unleashed in MD simulations of proteins, as observed in a 
previous MD study on the X-ray structure of Tb-MscL⁠[255]). 
 
5.2.3   Ion permeation: PMF and translocation mechanism 
 
The ion flux through the functionalized MscL proteins was analyzed by 
monitoring separately the total number of ions entering into the channel (Entry in 
Table 3) and the number of ions permeating the channel through opposite 
vestibules of the pore (Exit in Table 3). Then, a permeation rate has been obtained 
as the ratio of permeated over entered ions. In all cases, results have been 
collected from corresponding MD simulations upon application of voltage. Due to 
the overall small pore dimension and the filtering effect of the negatively charged 
groups, only K+ ions were able to permeate through the engineered MscL 
channels from the periplasmic side. As reported in Table 3, the permeation 
statistics for K+ ions has shown the occurrence of ion flux only through 1L and 
NL models. In 1L model, the bulky ligand in the pore largely attenuated the 
permeation events (~11%), albeit a structural expansion similar to the NL model 
is observed (Figure 5.4). The NL model allowed the highest ion flux (~57%) 
throughout the entire simulation (a rather similar permeation rate has been also 
obtained from selected portion of the whole trajectory). In WT simulation, no ion 
permeation was observed under applied voltage. 
 
Model Entry (#) Exit (#) Permeation (%) 
5L 42 0 0 
4L 32 0 0 
3L 36 0 0 
2L 29 0 0 
1L 79 9 11 
NL 129 77 60 
WT_1e 86 33 38 
Table 3: Ion flux (K+) through the engineered MscL channels 
	  
 
Energetic barrier for K+ translocation through 1L and NL models that permit 
the ion flux was examined by evaluating the single-ion PMF profile along the 
pore, considering a region that flanks ~10 Å on either side of the mutated site. The 
PMF profile (Figure 5.6A) reports a downhill in the free energy barrier in both 
systems as the ion approaches the mutated sites from the periplasmic side (Figure 
5.6A, shaded region), where it is highly stabilized by the electrostatic attractions 
of the charged groups. In both cases, an increasing PMF barrier is observed as the 
ion exited from the cytoplasmic side since this region constitutes a hydrophobic 
stretch. The higher barrier observed for the 1L model at this stretch can be 
rationalized as follows: the bulky ligand narrows the channel size and perturbs the 
local symmetry of the pore lining residues, thereby hindering the linear flux at the 
exit pathway from the functionalized site (Figure 5.6B), providing an additional 
energetic cost for translocation. On the other hand, the NL model showed a more 
attractive PMF (~ 2-3 kcal/mol) in the z < 0 region as compared to the 1L model, 
due to the higher total charge at the functionalized site and the absence of any 
bulky ligand. 
As evidenced by the single-ion PMF, the electrostatic attractions extended by 
the ring of charged groups may present an electrostatic trap, restraining the K+ ion 
movement along the pore. To investigate the factors that facilitate the escape from 
such a strong attractive site, the ion coordination of permeating K+ ions has been 
carefully scrutinized, considering both water and other cations. For each K+ ion 
inside the pore, the average number of water/other K+ ions within a spherical 
region of defined radius has been evaluated. The number of water molecules 
around the ion has shown to decrease as it approaches the mutated site (Figure 
5.6C) and such dehydration is similar for both the 1L and NL models. It is 
reasonable to assume that the loss of water is compensated by the interactions 
with the charged groups, specifically the oxygen atoms. At variance, the average 
number of surrounding cations has increased around the mutated site (Figure 
5.6D). The NL model has shown an average number of up to ~2.5 cations within a 
sphere of 5 Å radius (~1 cations within 4 Å radius, see inset in Figure 5.6D). The 
surrounding cations can give a significant contribution to the permeating ion by 
counterbalancing the attractive forces of the negatively charged ring, thus aiding 
the ion to escape from the electrostatic trap described above. In 1L model, the 
bulky ligand restricts the available pore size and consequently the number of 
surrounding cations (~1 cations within 5 Å radius). This result is also confirmed 
	  
by the average number of K+ ions along the pore (see the histogram of K+ counts 
along the axial positions in Figure 5.7).  
 
 
Figure 5.6: PMF profile, water and ion coordination around the potassium 
ion. (A) PMF profile as a function of the z-coordinate. The origin was set at the 
Cα geometric centroid of the mutated site. Vertical dashed lines indicate the 
average location of the acetate group oxygens centroid with respect to the origin. 
(B) Schematic view of ion exit pathway from the mutated site. The charged group 
(NL) and the bulky ligand (1L) are shown in yellow. Blue spheres inside the pore 
represents the K+ ion. (C) Average number of water molecules and (D) potassium 
ions within a radius of 3.5 and 5Å, respectively, around the permeating K+ ion. 
Data obtained with a smaller radius (4 Å) is shown in the inset.  
 
The lower cation density at the level of the functionalized site in the 1L 
model is expected to provide a less effective electrostatic counterbalance, as 
required for a rapid escape from the highly charged site of the pore. Such a result, 
in turn, may explain the lower permeation rate observed in the 1L model with 




Figure 5.7: Ion occupancy and histogram of ion counts along the axial 
positions. Occupancy of K+ ion inside the pore obtained by extracting the ions 
within a distance of 10Å from the mutated site along the radial and axial 
dimensions. Right panel shows the histogram of K+ counts along the axial 
positions for NL (black) and 1L (blue) models. 
 
5.2.4   Alternative functionalization sites 
 
The TM1 helix in Tb-MscL contains other two hydrophobic residues (L17, 
T25) similarly exposed to the pore with respect to V21, and located on either side 
of V21. We have investigated the effect of charge incorporation at these 
alternative sites (Table 1), performing additional simulations of corresponding 
fully charged systems (i.e., after introduction of the charged group in all five 
subunits). To be specific, we have generated two additional MscL protein models 
by attaching the same functional group, i.e. a charged acetate group, at either 
position 17 or 25 and compared the results with the original engineered protein 
(NL system). The pore radius profile along the channel axis, as issuing from both 
models, has shown no appreciable expansion as compared to the result obtained 




Figure 5.8: Average pore radius and protein-water interaction at cytoplasmic 
entrance. (A) Average pore radius along the axial position. (B) Representative 
snapshot of the 17M model with charged groups shown in green. (C) Interaction 
of charged groups with water molecules within a distance of 3 Å (17M model). 
Protein-water hydrogen bonds are shown as blue springs. 
 
Overall, the tested models displayed a pore radius similar to the WT protein, 
indicating the absence of any significant structural transitions induced by the 
charges. Note that the location of T25 already provides sufficient space to 
accommodate the charged groups without demanding for any additional structural 
rearrangements. As a matter of fact, the same pore size has been observed at 
	  
position 21 and 25 in both corresponding engineered proteins, namely NL and 
25M models, with the difference that in the former case a channel expansion has 
occurred that allows the coordination of K+ ions at the pore center. On contrary, 
residue L17, being located at the narrower entrance at the cytoplasmic edge is 
expected to be sensitive to charge perturbations (Figure 5.8B). However, visual 
inspection revealed that the charged groups inserted at this position reorient 
themselves to make stronger interactions with the water molecules that fill the 
space between the transmembrane and the cytoplasmic domain (Figure 5.8C). The 
interaction with water molecules can effectively shield the charge repulsions, 
thereby attenuating the need for an energetically expensive structural change. As a 
result of such structural differences, the ionic transport capability was drastically 
reduced in both alternative functionalized MscL proteins, leading to about 5-7 
permeated K+ ions within a 40 ns time interval, against 42 K+ ions for the NL 
system within the same time interval. 
 
5.2.5   Single-subunit engineered channel 
 
Recent studies have demonstrated that introducing only one charge in a single 
subunit of the MscL hydrophobic pore (at position G22 in Eco-MscL) is sufficient 
to trigger channel gating in the absence of membrane tension.[235,236] Note that 
this is a rather different system with respect to 4L, which is also characterized by 
the presence of one charge in the channel core region, because in the latter case 
four bulky ligands prevent channel opening. Such a gating mechanism is driven 
by a rather peculiar phenomenon, in contrast to the charge repulsion effect 
described above. In fact, it has been suggested that the incorporation of one 
charge in the channel interior does break the short-range hydrophobic interactions 
by forcing hydration inside the pore.[256,257] It is reasonable to assume that 
already a few water molecules approaching the charged site may be enough to 
significantly weaken the inter-subunit interactions at the level of the most 
constricted channel region. Besides, experiments suggested that the partially open 
structure achieved via single-subunit charging is the result of an asymmetric 
movement of the modified subunit with respect to the others.[235,236] 
In order to better investigate, at molecular level, the present gating 
mechanism, we conceived an additional model (WT_1e) in which the same 
negatively charged group was directly attached to the constricted site (V21) in a 
	  
single subunit (subunit 1) of the WT protein, therefore mimicking the light-
actuation of a single subunit of MscL. Inspection of the average pore radius along 
the channel axis revealed a clear expansion of the WT_1e model with respect to 
the WT protein (Figure 5.9), albeit to a lesser extent compared to the NL model. 
 
 
Figure 5.9: Average pore radius as a function of axial position. Average pore 
radius along the axial positions, obtained considering the backbone atoms. 
 
 This can be better analyzed following the time evolution of the pore radius 
along the axial position, as shown in Figure 5.10.  
In the WT simulation, the channel is constricted around the mutated site (-1< 
z <1) with a pore radius of < 4.5 Å that is maintained throughout the considered 
time interval (Figure 5.10A), while an expansion up to 5.5 Å and 6.5 Å is 
observed for the WT_1e and NL models (Figure 5.10B,C). In the latter cases, a 
proportional expansion is observed in the regions flanking the functionalized site. 
The partially expanded WT_1e model was sufficient to allow ion permeation, as 
reported in Table 3.  
Furthermore, the pore hydration upon single subunit modification was 
examined by monitoring the water molecules located within a defined radial 
distance from the channel central axis and spanning 10 Å along the z-direction on 




Figure 5.10: Pore radius, hydration along the channel and intersubunit 
contacts. Pore radius along the axial positions as a function of simulation time for 
(A) WT, (B) WT_1e and (C) NL models, obtained considering the backbone 
atoms. (D) Distribution of water molecules in the pore. For clarity, water 
molecules at the periplasmic vestibule of the pore are shown in black. (E) Inter-
helix (TM1 vs TM1) contacts in WT_1e simulation relative to the starting 
configuration as a function of time. 
 
 The 2D distribution of water molecules depicted as a function of axis/radial 
coordinates inside the pore showed a marked difference in the hydration pattern 
	  
between WT and WT_1e models (Figure 5.10D). In the WT model, the pore is 
largely hydrated at the periplasmic and cytoplasmic vestibules, while the channel 
core region remained occluded, as expected. This occlusion extends ~8 Å and is 
consistent with previous estimates based on X-ray structure of Tb-MscL⁠.[258] 
Introducing the charge in a single subunit (WT_1e) lessens the pore occlusion 
especially around the mutated site.  
We also monitored the changes in inter-subunit contacts with time. In MscL, 
each TM1 helix does form contacts with other two TM1 helices from neighboring 
subunits. For example, residues of subunit 1 are in contact with residues 
belonging to subunit 2 and 5. We monitored the total contacts between the TM1 
helix of subunit 1 (modified subunit) and TM1 helices of subunit 2 and 5 relative 
to the starting configuration (i.e., native contacts). The plot of variations in inter-
helix contacts as a function of time is shown in Figure 5.10E. It is apparent that 
between TM1 helices of subunit 1 and 2, only ~50% of the native contacts are 
retained in the last part of the simulation, while it is further less between subunit 1 
and 5 (~40%). Intriguingly, the contacts between TM1 helices of subunit 2 and 5 
with their other adjacent neighbors (TM1 helix of subunit 3 and 4, respectively) 
are highly maintained (~80%). These observations have shown a partial 
detachment of the TM1 helix of subunit 1 from its neighbors, thus supporting an 
asymmetric rearrangement of the pore. As a result, the WT_1e channel became 
permeable to ions during the simulated time interval. From the number of ions 
passing through the pore (Table 3), we estimated a conductance of about 80 pS, 
smaller than the NL model but still significant. 
 
5.3   Discussion 
 
In the experimental context of ref. [77], where the light-responsive 
engineered MscL channel was originally presented, only binary scenarios were 
assumed: an “off“ state with all subunits containing the neutral bulky photo-active 
ligands and an “on” state with all subunits converted to the corresponding charged 
moieties upon light irradiation. Here, taking inspiration from this pioneering 
study, we investigated in more detail through atomistic MD simulation the effect 
of charge activation. Starting from the “off” state (5L model), the photo-active 
ligands were sequentially replaced by charged groups and the corresponding 
functionalized MscL proteins thoroughly studied. Simulation results have shown a 
	  
gradual expansion of the channel proportional to the increasing number of charges 
in the pore lumen (Figure 5.4 and Figure 5.5), in going from the off (5L model) to 
the on state (NL model). In particular, the NL model displayed a conductive pore, 
in agreement with experiments. It is worth noting that after each chemical 
(electrostatic) change in the channel interior, the following structural relaxation 
occurred in the nanosecond timescale, thus supporting a relatively fast dynamical 
response of the protein channel. This result is in stark contrast to the millisecond-
timescale opening observed in the native protein via the tension-induced 
mechanism.[259] To cope with experiments, as discussed in the following, we 
interpret our results as the first observation of initial MscL substates along the 
gating mechanism leading to the complete open channel. All systems have shown 
a rather stable structural character, after initial relaxation. Therefore, the observed 
trend in channel opening seems compliant with a gating mechanism triggered by 
strong charge repulsion suddenly induced in an inner region of the channel. Such 
an apparently simple mechanism does work so effectively only when position 21 
on the TM1 helix was considered. Despite similar structural features, two 
alternative tested sites, namely position 17 and 25, have shown not quite the same 
effect, yet leading to an active MscL channel. These results are supported by 
several experimental evidences indicating the special role of residue G22 in Eco-
MscL. Moreover, in qualitative agreement with our findings, mutagenesis studies 
on residues L19, V23 and G26 in Eco-MscL, which roughly correspond to L17, 
V21 and T25 in Tb-MscL, showed spontaneous channel activity upon charge 
incorporation [230,231]. In addition to such known results, in this study we 
attempted to provide a molecular interpretation for the effectiveness of position 21 
for charge-induced activation of the MscL channel. Indeed, it has been found that 
this site is the most “sensitive” for the reason that it is, at the same time, the most 
constricted within the pore hydrophobic stretch and the less exposed to solvent. 
Accordingly, mutagenic studies have shown that V21 of Tb-MscL participate in 
the lock and reported that V21D mutant decreased the energy barrier for gating, 
resulting in gain-of-function phenotype.[260,261] 
On the other hand, inspired by recent experiments that demonstrated channel 
activation upon chemical modification of a single subunit of Eco-MscL,[235,236] 
an additional model was considered where the charged group was introduced at 
only one site (i.e. V21 of subunit 1) of the Tb-MscL protein. Our simulation 
revealed a partially expanded pore allowing ion translocation (Figure 5.10B, 
Table 3), again in qualitative agreement with experiments. In contrast with the 
	  
previously described charge-repulsion trigger, the channel activation is achieved 
through a forced hydration into the channel core region, thus leading to pore 
expansion. The present gating mechanism is consistent with the proposed 
hydrophobic breaking effect[224] as observed with single-charge subunit 
substitution[235,236] or with polar residue substitution.[229] In fact, it has been 
observed that replacement of hydrophobic residues with hydrophilic ones 
triggered channel gating at reduced or no applied tension. Hence, it has been 
suggested that hydrophobic residues in the narrow pore region do create a 
functional channel block, which can be easily destabilized upon incorporation of 
polar (charged) residues, resulting in a conductive channel configuration through 
structural rearrangements.[256,257] 
Our investigation has also unraveled further molecular details concerning the 
asymmetric motion of the only charged subunit with respect to the others. Such a 
structural transition, not triggered by a strong repulsive interactions, is possibly 
another confirm of the highly flexible character of the MscL channel. This is 
perhaps not surprising if we consider that the natural activation mechanism of the 
mechanosensitive channels does require a considerable structural change driven 
solely by membrane tension, whereas other protein channels activated by different 
stimuli (e.g., voltage and ligands) are significantly more rigid and insensitive to 
membrane stress. Furthermore, the MscL transition from the closed to the open 
state has been described as an iris-like symmetric motion of all subunits.[262-265] 
However, recent evidences indicated that MscL gating could also follow an 
asymmetric route.[266,267] In our model (WT_1e), the charge introduced in a 
single subunit resulted in a gradual weakening of the contacts between the latter 
subunit and the other pore-forming helices, while the contacts between the other 
native subunits have been consistently maintained (Figure 5.10E). These findings 
supported a progressive and asymmetric detachment of one subunit with respect 
to the others, an observation in agreement with experiments pointing towards a 
nonlinear contribution of individual subunits to the tension sensitivity ⁠.[235,236] 
While the present computational investigation has provided an overall 
consistent picture with respect to known experiments, especially for the WT_1e 
and NL models representing activated MscL protein channels, some important 
details contrast with experimental findings. In particular, the extent of pore 
expansion achieved in our simulations is significantly smaller than experimental 
predictions. The introduction of a single charge on a pore residue in one subunit 
of Eco-MscL has been estimated to lead to a pore diameter of up to ~10 Å ⁠.[236] 
	  
In our work, even for the most expanded NL model, we obtained a pore diameter 
of about 5.5 Å around the functionalized site (including side chains). As a result, 
the computed conductance for both WT_1e and NL systems was found to be 
underestimated by a factor of about ~3 with respect to the experimental 
counterpart (e.g, NL model provided a conductive channel of 140 pS instead of 
~500 pS ⁠[77]). We note, however, that a discrepancy between theory and 
experiments of the same order is not unusual,[250,268] as probably due to other 
important factors usually difficult to include in the molecular modeling of ion 
conductance, such as a more complex lipid composition, membrane pressure 
fluctuations, polarization effects, and so on. As an example, in a previous 
computational study the impact of different lipids on MscL has been 
addressed:[242] therein, some important structural rearrangements of the protein 
have been noticed, especially in the C-terminal region, though the MscL pore has 
resulted unaffected. In addition, a recent study showed that a specific lipid 
composition, including phosphatidylinositol, is crucial for allowing a 
physiological opening of Tb-MscL.[269]  
In our case, we envisage that the expanded pore likely represents a sub-
conducting state of the channel. MscL has been shown to visit sequential 
intermediate states during the transition from the closed to the open state. The 
charge-induced activation apparently populates the same initial substates achieved 
by the natural trigger, i.e. membrane tension.[236] ⁠Accordingly, our models 
presumably captured such initial substates visited upon activation whose diameter 
has been previously estimated to lie in the 5-10 Å range (the observed stability of 
the NL model channel at high temperature confirmed such a substate character). 
In other simulation studies focused on the natural MscL gating mechanism, a 
membrane tension or radial forces on protein were used to achieve an extended 
opening in an affordable time ⁠.[237,262,270-272] Here, we aimed at addressing 
the charge-triggered structural events in the absence of tension, therefore no 
external forces were applied to the protein or the membrane. In addition, other 
possible causes for the observed disagreement may be related with protein 
structural differences between the Eco- and Tb-MscL. Indeed, Tb-MscL has been 
shown to gate at about twice the tension needed to gate Eco-MscL, when 
expressed in E.coli spheroplasts (in-vivo) or reconstituted in azolectin liposomes 
(in-vitro), a feature that was observed when the crystals of Tb-MscL was 
resolubilized and functionally reconstituted ⁠.[261] Hence, despite the high 
conservation of the MscL pore residues among different organisms ⁠,[260] 
	  
structural features of individual MscL may have implications on its sensitivity to 
perturbations and interactions with the lipid environment. 
 
5.4   Conclusions 
 
The bacterial mechanosensitive channel of large conductance has been 
conceived as an ideal activated nanovalve for controlled drug delivery with 
several advantages that include: I) large conductance, II) non-selective pore, III) 
easy isolation from cells, IV) in-vitro translation, V) reconstitution in synthetic 
lipids and VI) charge-induced activation of channel gating. In particular, 
incorporation of photo-active groups into the hydrophobic channel core through 
site-specific mutations and chemical synthesis has enabled a light-activated gating 
mechanism, which offers a high spatio-temporal control without affecting the 
environment. In addition to these relevant features, the present computational 
study has unraveled a few interesting details concerning the MscL charge-induced 
gating: (1) a fast pore-opening dynamics (nanosecond timescale) leading to initial 
conducting substates, (2) a high sensitivity of the channel structural expansion to 
several factors (including the choice of the functionalization site in the channel 
interior, the number of incorporated charges, the ion distribution along the pore) 
and (3) an asymmetric subunit movement upon single-charge incorporation into 
the pore. We note that the observed sensitivity of charge perturbations towards 
selected channel interior sites may support the need for a preliminary molecular 
modeling of the detailed triggering events leading to pore gating. As well, we note 
that independent subunit movements upon charge activation not only support the 
proposed asymmetric motion in MscL channel opening but also do suggest the 

















 Among the various different types of bio-inspired molecular devices, the 
bacterial PFT α-hemolysin (αHL) from Staphylococcus aureus represents an 
optimal model system, whose utility has been already tested in a large number of 
biotechnological applications.[78,273,274] ⁠αHL is a bacterial toxin that easily 
self-assembles to form an unspecific pore in the outer membranes of target cells, 
thus perturbing the physiological concentration gradient and leading to cell 
damage and death.[275] The X-ray crystallographic structure of αHL reveals a 
mushroom-shaped heptameric assembly composed of three structural domains: 1) 
the cap, constituting the exterior part of the protein, 2) the rim, which allows an 
effective anchoring on the surrounding lipid membrane, and 3) the stem, a β-
barrel that frames the pore across the membrane (Figure 6.1A). The pore interior 
presents an aqueous channel that runs along the vertical axis with a diameter 
varying from 14 to 46 Å.[60] In a pioneering study,[69] αHL was used for the 
detection of small segments of single-stranded DNA, a remarkable result in view 
of the ongoing effort to make a cost-effective device for DNA detection and 
sequencing.[276] This original work has paved the way for an impressive number 
of applications employing αHL and similar bio-mimicking pores for molecular 
sensing and detection.[67,68,78] Furthermore, several features make αHL suitable 
for protein engineering: the overall rigid and stable structure, the internal 
dimension and lack of specificity, the stability under severe purification 
conditions, the low-noise characteristics and the effective functional assembly 
into synthetic lipid membranes.[277] For example, some engineering strategies 
proposed to exploit the αHL channel to create molecular recognition sites, e.g. 
	  
covalently attaching non-proteinogenic receptors or lodging non-covalent ring 
shaped adapters inside the pore to capture small analytes (drugs, organic 
solvents).[278] 
In the present study, we report on a de-novo engineered photo-switch well 
suited for the regulation of the molecular flux across the αHL pore (Figures 6.1B 
and 6.1C). The molecular switch, which is designed as an extended L-shaped arm 
covalently linked to the αHL cap domain and equipped with a charged head 
group, is based on the azobenzene moiety, a widely adopted chemical group 
featuring a light-controllable isomerization.[279-281] In particular, this functional 
arm does work as an effective blocking group for channel transport by reversibly 
translocating in and out of the αHL pore vestibule in correspondence to the trans 
and cis configurations of the azobenzene fragment, respectively. Such an 
engineered pore has been investigated through MD simulations and free energy 
calculations in order to characterize the structural and dynamical properties of the 
photo-switch and the corresponding flux along the pore in both configurational 
states. Results validated the effective “on/off” inter-conversion of the switch to 
allow or block the passage of medium-sized molecules, such as a small DNA 
fragment, while the ion flux was partially affected but not fully suppressed. We 
believe that the present artificially gated nanopore may represent a prototype 
system for the rational design of a new class of nanoscale devices with 
controllable properties. 
	  
Figure 6.1: Schematic representation of the engineered αHL pore. A) α-
Hemolysin (cyan ribbon) with the photo-switch attached (pictorial representation) 
in trans-azo (left) and cis-azo (right) configurations. Ions are represented as red 
(cations) and blue (anions) spheres from a given configuration. B) Scheme of the 




6.1   Computational details  
 
6.1.1   Systems preparation  
 
The wild type αHL (PDB ID: 7AHL)[60] was embedded into a homogeneous 
lipid bilayer of 504 DMPC lipids (1,2-dimyristoyl-sn-glycero-3-phosphocholine) 
using the CHARMM-GUI server.[187] TIP3P water molecule was added up to 30 
Å from the protein along with 1M KCl using the VMD software.[188] The system 
was equilibrated as follows: I) minimization of the whole system (5000 iterations) 
with an applied mild restraint (0.5 kcal/mol Å2) on the protein Cα coordinates, II) 
gradual heating from 10 K to 300 K (about 0.5 ns) and III) equilibration at 
constant pressure (1 atm) and temperature (300 K) for about 12 ns. Afterwards, a 
production run was performed and a molecular model of the switch was generated 
with the azobenzene in the trans configuration (hereafter, trans-azo), following 
the scheme depicted in Figure 6.2 (see also Sec. 3.1 for more details), and 
covalently attached to residue 237, which is located at the cap domain exterior 
(Figure 6.1A). Neutralizing counter ions were added and the total concentration 
was readjusted to 1M. After a short equilibration (500 ps in a NPT ensemble), a 
production run was performed. Hence, from a well-equilibrated configuration of 
the trans-azo model, an independent production simulation was initiated by 
adopting force field parameters corresponding to the cis configuration of the 
azobenzene fragment (hereafter, cis-azo).  
 
6.1.2   Simulation and analysis details 
 
Molecular dynamics. MD Simulations of WT, trans-azo and cis-azo systems 
were performed in a NVT ensemble, applying a homogeneous external electric 
field along the z-axis (perpendicular to the lipid bilayer) corresponding to a 
defined voltage (1 Volt), for about 50ns each. All simulations were performed 
under periodic boundary conditions with the NAMD code (v 2.9) using the 
CHARMM27 force fields for the protein, lipids[190,245,246] and the general 
small molecule force field.[249] The azobenzene force field parameters were 
obtained from previous studies, describing a flexible molecular model for both 
isomers.[282,283] Atomic charges for the azobenzene fragment were obtained 
	  
following the restrained electrostatic potential (RESP) method to fit the quantum-
mechanically derived molecular electrostatic potential from the B3LYP/6-31G* 
calculations, using Gaussian09[247] and R.E.D[248] software (see Figure 6.3 and 
Table 5.1). The parameters for the remaining portion of the functional arm were 
adopted from the CHARMM CGEN general small molecule force field.[249] 
 
 
Figure 6.2: Scheme of the engineered photo-switch chemical structure. The 


















Table 1: Atomic charges of the azobenzene moiety in the trans-azo and cis-
azo system. 
 
Bonds involving hydrogen atoms were kept rigid using SHAKE,[284] with a 
2 fs timestep for the numerical integration of the equations of motion. Non-
bonded interactions were calculated with a smooth cut-off (from 10 to 12 Å). 
Long-range electrostatic interactions were evaluated with the PME method.[107] 
Atom Trans-azo Cis-azo Atom Trans-azo Cis-azo 
C1   -0.0131 0.0458 N2   -0.123 -0.2922 
C2   -0.1699 -0.1926 C7   0.1391 0.4458 
H2   0.1511 0.1572 C8   -0.0638 -0.2533 
C3   -0.0638 -0.2533 H6 0.0811 0.189 
H3   0.0811 0.189 C9   -0.1699 -0.1926 
C4   0.1391 0.4458 H7   0.1511 0.1572 
C5   -0.0638 -0.2533 C10  -0.0131 0.0458 
H4   0.0811 0.189 C11  -0.1699 -0.1926 
C6   -0.1699 -0.1926 H9   0.1511 0.1572 
H5   0.1511 0.1572 C12  -0.0638 -0.2533 
N1   -0.123 -0.2922 H10  0.0811 0.189 
	  
Constant temperature was enforced (300 K) using a Langevin thermostat.  
Ion flux through the pore was analyzed by counting the number of permeated 
ions with an in-house code written using MDAnalysis.[196] Pore conductance 
was estimated from the ratio of the average current and applied voltage.[250,251] 
Average current was estimated from a linear fit of the cumulative current obtained 
by integrating the instantaneous current computed as, 
 
I t( ) = 1
Δt ⋅Lz
qi Zi t +Δt( )− Zi t( )$% &'
i=1
N
∑  (1) 
 
where qi and Zi are the charge and z-coordinate of the i-th ion, respectively, Δt is a 
parameter set to 5 ps and Lz is the protein length in z-dimension. Figures and plots 
were generated with UCSF-Chimera and Matplotlib tools.[197,198] 
 
Steered MD and free energy calculations. A single stranded polynucleotide 
chain (poly-dA), comprising six nucleotides, was pulled through the engineered 
αHL pore (both trans-azo and cis-azo systems) using constant-velocity steered 
molecular dynamics (SMD). According to this methodology, the molecule of 
interest is attached to a dummy atom via a virtual spring and the force 
experienced by the pulled molecule is evaluated as the dummy atom moves along 
a predefined reaction coordinate with constant velocity.[285] The poly(dA) was 
generated using the Chimera software and oriented in such a way to align its 
principal axis along the pore axis. The poly(dA) center of mass was aligned with 
the geometric centroid of the Cα atoms belonging to residue K21 on each protein 
monomer and shifted by 10 Å along the z-direction to place the molecule at the 
cap domain exterior. Water molecules overlapping with the inserted polymer were 
removed and counter ions were added to keep the whole system electrically 
neutral. The system was equilibrated for 5 ns in a NPT ensemble, restraining the 
poly(dA) backbone atoms along with the protein Cα atoms. Then, poly(dA) was 
pulled towards the pore interior using a rate of 2 Å/ns and a spring force constant 
of 5 kcal/mol Å2. 
The PMF driving the insertion of the arm inside the pore vestibule was 
computed using the ABF methodology implemented in NAMD.[126,128] To this 
end, a predefined coordinate corresponding to the distance has been adopted. The 
average force acting on the head group along such a coordinate was estimated 
	  
during the simulation and an adaptive biasing potential, equivalent and opposite to 
the applied average force, was derived. Ten distinct simulations were performed 
according to spatial windows of 2 Å length, spanning an extended region within 
the cap domain, each one for about 28 ns. Within each window the average force 
acting on the selected ion was accumulated in 0.1 Å sized bins, and the biasing 
force was applied after 800 samples. Starting coordinates were extracted from an 
equilibrated configuration of the production run described above.  
 
6.2   Results  
 
6.2.1   Description of the artificial light-driven switch 
 
The photo-switchable molecular arm, which confers an artificial gating to the 
αHL protein channel, was conceived on the basis of a few simple designing 
principles, as described in the following. It is worth noting, however, that many 
other structures could have been possibly proposed. Hence, the specific details of 
the arm molecular architecture should be regarded as a matter of convenience, 
serving the main purpose of this work. 
The chemical structure of the functional arm, as tagged to the protein, is 
reported in Figure 6.2. First, we selected the azobenzene moiety as the photo-
sensitive trigger, since it is one of the best-known molecular switches, owing to its 
simple chemical structure, fast intramolecular conversion and stability over 
multiple photo-isomerization reactions. Azobenzene exhibits two isomeric forms: 
the extended planar trans (hereafter, trans-azo) and the twisted cis (hereafter, cis-
azo) configurations. The cis-trans photo-isomerization is known to result in an 
increase of the distance between the para-carbon atoms of about 3.5 Å.[273,286] ⁠ 
Second, we devised a rigid and approximately linear molecular framework in 
order to maximize the distance between the edges of the two isomers: the 
resulting reduction in arm length while going from the trans to the cis 
configuration was about 5 Å (Figure 6.1C). In addition, the rigid structure was 
conceived to restrict the functional arm movements and, in turn, to favor a fast 
structural transition from/to the pore. The engineered arm was also equipped with 
a 1-phenyl-2-(phenylethynyl)-1H-imidazole moiety, so as to introduce a “kink” 
into the linear framework, approximately at the center of the pore entrance, 
	  
orienting the arm head group versus the channel interior. Third, we considered a 
residue (i.e., position 237 on one subunit) on the αHL cap domain for covalently 
attaching the functional arm, with the aim to obtain in the “open” state a totally 
unobstructed pore, resembling as much as possible the wild-type channel in terms 
of transport properties. In fact, even if the azobenzene moiety could be attached 
inside the pore vestibule, as shown in ref. [75], this would lead to a significantly 
narrower pore, possibly preventing large-compound translocation (e.g., poly-
peptides and poly-nucleotides). Concerning the protein-arm linking, we 
considered a recent approach exploiting the site-specific substitution of a residue 
with a non-natural amino acid carrying a side chain (here, an alkyne group) 
suitable for bio-orthogonal chemistry:[287] upon cycloaddition reaction with an 
azide group, the substituted residue forms a 5-membered ring, namely 1,2,3-
triazole (Figure 6.2). In particular, a single monomer of the α-Hemolysin channel 
could be modified and assembled to form a hetero-heptamer by following 
chemical and co-expression techniques (followed by a purification step) as shown 
recently for α-Hemolysin[75] and MscL[235]. Finally, the arm head group has 
been designed to be both flexible and negatively charged by three branched 
butyric acid groups, so to drive the arm into the pore under the action of an 
external electric field, i.e. under usual experimental conditions for nanopore 
applications. In particular, the flexible aliphatic ether linkers have been introduced 
to let the arm head occupy an extended portion of the pore vestibule, thus 
effectively hampering molecular transport through the channel.  
 
6.2.2   Blocking and unblocking of the engineered αHL pore 
 
To simulate the experimental scenario of both isomeric configurations as 
issuing from the photo-isomerization reaction, independent MD simulations were 
performed on the engineered αHL protein according to the trans-azo and cis-azo 
models (see Sec. 6.1 for further details). Note that the cis-azo system was 
simulated from a previously equilibrated configuration of the trans-azo system, 
hence in the following results it is apparent the relaxation of the former from a 
non-equilibrium state. First, we have analyzed the molecular arrangement of the 
arm head group with respect to the pore vestibule. As a relevant parameter for the 
present analysis, we have adopted the minimum distance between the centroid of 
each carboxyl group and the centroid of the Cα atoms belonging to residue K21, 
	  
which identifies a convenient reference point at the center of the αHL cap domain 
(depicted as a yellow sphere in Figures 6.4C and 6.4D).  
 
 
Figure 6.4: Structural fluctuations of the photo-switch in both isomeric 
forms. A) Minimum lateral distance of the head charged groups from the channel 
centroid (in the xy-plane) along with the corresponding distribution over the last 
30 ns. B) Minimum axial distance to the channel centroid (z-axis) and 
corresponding distribution. Data for the trans-azo and cis-azo systems are shown 
in black and red, respectively. Spatial occupancy of the functional groups from 
top C) and side D) views (the yellow sphere indicates the Cα geometric centroid of 
K21). Representative structures of the functional arm in the E) trans-azo and F) 
cis-azo configurations (in yellow, residues shaping the pore entrance). 
	  
 
In Figure 6.4, the time evolution and the distribution of the projections of 
such a distance along both the lateral (xy-)plane and the longitudinal (z-)axis of 
the pore are reported. 
A clear difference emerged between the trans-azo (black line) and the cis-azo 
(red line) simulations. Concerning the projection along the lateral plane (Figure 
6.4A), an average distance of ~4.5 Å, with a rather narrow distribution, was 
obtained with the trans-azo model, which was maintained throughout the 
simulation. On the contrary, in the case of the cis-azo system, the distance drifted 
to about 12-15 Å after 15 ns, showing large fluctuations afterwards (up to 30 Å). 
An even starker difference was obtained evaluating the displacement along the 
longitudinal axis. The trans-azo configuration featured an average distance of 
about 13 Å below the reference point (Figure 6.4B), according to a stable 
arrangement of the arm within the pore interior (i.e. closed form). At variance, the 
cis-azo model led to a distance distribution well displaced above the reference 
point, reaching an axial distance up to 15 Å, in agreement with a gradual motion 
of the head group away from the pore vestibule (i.e. open form). Note that the two 
average protein structures were instead rather similar due to the application of the 
same atomic restraints, as shown in Figure 6.5. Besides, the observed marked 
difference between the two configurational states was also visualized through a 
3D representation of the head group spatial occupancy with respect to the cap 
domain, as shown in Figures 6.4C and 6.4D: from the spatial distribution it is 
apparent the placement of the artificial arm in the exterior region of the cap 
domain according to the cis-azo model. Note that residue 237 backbone dihedrals 
confer enough flexibility to allow the arm rotation with respect to the cap domain 
in the cis-azo system (see Figure 6.6).  
Furthermore, we have examined in some detail the distribution of the 
carboxyl groups while the arm was anchored inside the pore (trans-azo model). In 
this case, the centroid of each carboxyl moiety was monitored as a function of 
time and its distribution reported in Figure 6.7: results showed that the three 
charged groups freely explored a wide area within the pore vestibule, suggesting 
the possible alteration of the molecular flux (e.g., ions, molecules) across the pore 







Figure 6.5: Comparison of Hemolysin protein structures. Backbone RMSD of 
each individual subunit of Hemolysin as a function of time for (A) trans-azo  and 
(B) cis-azo systems. The distribution of the RMSD values for the modified 
subunit (chain E) is depicted in the right panel. (C) Superimposition of the 





Figure 6.6: Structural flexibility of residue 237. Time evolution of residue 237 
Phi (top) and Psi (bottom) angles as a function of simulation time for (black) 
trans-azo, (red) cis-azo and (grey) native protein. 
 
 
Figure 6.7: Lateral distributions of the carboxyl groups within the pore 
vestibule. Distribution of the carboxyl groups along the plane perpendicular to the 
channel axis as a function of time, according to the trans-azo system. Data for 
each carboxyl group are presented in a separate panel. 
	  
 
To gain further information about the energetic stability of the trans-azo 
system in the apparent favorable configuration within the pore interior, we have 
performed a free energy analysis of the latter system along an exit pathway from 
the equilibrium closed form. To this end, we have selected, for convenience, a 
simple “reaction coordinate” given by the relative distance between the head 
group and the pore center (i.e. the reference point defined above) and we have 
evaluated the potential of mean force along this coordinate. Not surprisingly, the 
PMF profile has shown a distinct energy minimum in correspondence to the 
equilibrium structure of the trans-azo arm (about 5 kcal/mol, around z = -14 Å) 
and an energetically expensive pathway towards the pore exit, as depicted in 
Figure 6.8. Conversely, the computed PMF showed a downhill from the protein 
extracellular side versus the channel interior, thus supporting the easy insertion of 
the trans-azo arm into the pore. 
Moreover, to investigate the reverse cis->trans interconversion and the 
possible translocation of the functional arm inside the pore, we have selected a 
few equilibrated molecular configurations of the cis-azo model and performed 
additional simulations by imposing the force field parameters characterizing the 
trans-azo system. Note that the main purpose here was to study the structural 
transition of the functional arm with respect to the pore, not the isomerization 
reaction itself. In one case, we have observed a successful insertion of the ionic 
head into the pore vestibule within the spanned time interval (the insertion was 
completed in about 30 ns), as revealed by the distance of the latter with respect to 
the same reference center (bottom panel, Figure 6.8). Once fully translocated into 
the pore, the functional arm remained trapped in this “closed” state. In other 
cases, a clear translocation of the engineered arm into the αHL channel was not 
observed within the accessible simulation time (a few tens of nanoseconds), being 
the overall kinetics, as expected, largely dependent on the initial configuration. 
However, despite the unpredictable kinetics, our results supported the 




Figure 6.8: PMF profile of the head group translocation into the pore. (Top 
panel) PMF profile of the head group translocation as a function of the z-
coordinate. The origin was set at the Cα geometric centroid of residue K21 at the 
cap domain vestibule. The location of the functional head (blue sphere) with 
respect to the reference coordinate (yellow sphere) is schematically depicted along 
with a relevant protein region (cyan). (Bottom panel) Minimum axial distance 
between the charged head groups and the channel centroid for trans-azo model: in 




6.2.3   Ion permeation and pore conductance 
 
MD simulations, in combination with applied electric fields, are frequently 
used to estimate ionic flux and conductance in biological channels.[249,251] ⁠ 
However, due to the molecular complexity of the systems under scrutiny, we 
focused on a comparative analysis of ion permeation and conductance with no 
attempt to reproduce experimental observables. In particular, we estimated the 
ionic current across the pore by following two different methodologies, one based 
on simple ion counting and the other based on the overall motions of the ions 
along the pore direction. First, the ionic flux across the engineered pore was 
estimated by evaluating the number of ions entering into the pore (both the 
number of ions just entered from one side of the pore, either the cap or the stem 
domain, and the permeated ions, those translocated across the pore). Results of the 
engineered pore in both configurations are reported in Table 5.2 along with those 
issuing from the WT protein.  
	  
System Tot. Entrya Perm.
b Rel. Perm.c 
WT 338 250 1.00 
Trans-azo 288 194 0.78 
Cis-azo 329 257 1.03 
 
Table 2: Summary of ion translocations through the WT and engineered 
pore. a)Total number of ion entries, b)number of fully permeated ions and 
corresponding c)relative permeation with respect to WT system, issuing from 
the last 30ns of simulation. 
 
The obtained statistics indicated a somewhat lower percentage of permeated 
ions across the trans-azo model with respect to the WT and the cis-azo model, 
about 22% considering both K+ and Cl- ions. In the cis-azo case, no appreciable 
difference (~3%) with respect to WT was obtained. Then, the cumulative current 
through the WT and the engineered pore was derived from the instantaneous 
current computed over the last 40 ns of simulation. As depicted in Figure 6.9, the 
	  
computed current displayed an apparent divergence of the trans-azo model with 
respect to the other systems after about 25 ns: a further indication of a larger flux 
across the WT and the cis-azo pore. As a result, the estimated pore conductance 
for the WT, cis-azo and trans-azo systems was 1.88, 1.80 and 1.60 nS, 
respectively. Hence, the conductance of the trans-azo model was predicted to be 
lower by ~15% with respect to the other systems, in qualitative agreement with 
the ionic flux analysis. Overall, these results confirmed the influence of the 
anchored ionic head on the flux across the pore. 
 
 
Figure 6.9: Cumulative current as a function of simulation time. Cumulative 
current (in unitary charge) issuing from the WT (gray), trans-azo (black) and cis-
azo (red) systems over the last 40 ns of simulation. Legends indicate the estimated 
ion conductance in nS. 
 
6.2.4   Translocation of poly(dA) through the engineered pore 
 
The translocation of a single-stranded DNA fragment, namely (dA)6, through 
the engineered αHL was carried out exploiting a computational approach similar 
to previous studies.[285] In particular, we applied the constant-velocity SMD 
technique, as described in Sec. 2.2. The poly(dA) was pulled down, from the cap 
	  
domain vestibule to the pore interior, along the pore longitudinal axis (Figure 
6.10A). Accordingly, the force exerted by the pulling spring connecting poly(dA), 
on one side, and the moving ghost particle, on the other, was monitored as a 
function of time, as reported in Figure 6.10B. 
 
 
Figure 6.10: Poly(dA) translocation through steered MD simulations. A) 
Poly(dA) pulled down from the exterior cap domain into the pore, covering a 
distance of ~30 Å along the channel axis. B) Pulling force as a function of time: in 
black, cis-azo system; in red, trans-azo system. Representation of the poly(dA) 
translocation through the C) trans-azo and D) cis-azo models, depicted as a 
function of time. The poly(dA) center of mass is represented as a sphere whose 
color is proportional to the elapsed time. 
 
The profile of the computed force showed smooth fluctuations in both 
engineered systems up to ~20 ns of simulation. Beyond such a time interval, the 
computed force displayed a sharp increase in the trans-azo model, while it 
remained approximately similar in the case of the cis-azo model. The different 
behavior was also evidenced by visual inspection of the two systems: the time 
evolution of the poly(dA) center of mass was traced inside the pore, as shown in 
	  
Figures 6.8C-D. In the trans-azo model, the well-anchored head firmly obstructed 
the passage of (dA)6, which could not translocate any further along the pore after 
the initial insertion (Figure 6.10C). Indeed, the negatively charged carboxyl 
groups exerted an effective repulsive interaction, along with other possible steric 
effects, towards the translocation of the molecule. On the other hand, in the cis-
azo model, the absence of any physical obstacle easily allowed the transport of the 
DNA polymer chain through the αHL channel (Figure 6.10D), similarly to what 
was observed experimentally with the native αHL channel.[69] 
 
6.3   Discussion 
 
Our in-silico investigation has shown how the proposed engineered photo-
switch can be effectively integrated with the well-known αHL membrane channel 
to serve as a controllable molecular “anchor” in various nanopore applications 
where αHL can be fruitfully exploited.  The present molecular design followed a 
few basic prescriptions aiming at enhancing the effect of the azobenzene 
structural change upon illumination. Indeed, we demonstrated the reversible 
dynamics of the functional arm in response to the photo-isomerization reaction of 
this moiety, within the approximations of the model. Our results, based on 
atomistic MD simulations and free energy calculations, consistently showed an 
effective and reversible structural transition of the engineered αHL pore between a 
“blocked” state, corresponding to the equilibrium configuration of the trans-azo 
model, and an “unblocked” state, corresponding to the cis-azo configuration. We 
have investigated both the trans -> cis and cis -> trans inter-conversions, in which 
the functional arm underwent a large amplitude motion driven by the concomitant 
effects of the azobenzene rearrangement and the applied voltage. The more 
extended configuration characterizing the trans-azo model allowed a stable 
placement of the ending portion of the functional arm within the pore vestibule, 
while the applied electric field further facilitated the penetration of the head group 
down the channel. Free energy analysis provided further information about the 
energetically favorable insertion pathway of the arm, according to the trans 
configuration: the PMF featured a smooth downhill, thus supporting a funnel-like 
shape of the free energy surface describing the head group translocation inside the 
channel. Conversely, in the twisted cis-azo geometry the arm length was 
substantially reduced by about ~5 Å (See Figure 6.1C) and kinked at the 
	  
azobenzene unit by about 80°. As a consequence, the functional arm could not fit 
comfortably into the αHL channel, as seen in the trans form, and its charged head 
group was observed to gradually exit from the pore vestibule. Therefore, the 
switch successfully dropped and retreated a molecular “anchor” within the large 
pore of the αHL protein. We have not pursued an accurate description of the inter-
conversion kinetics, since it would have required the challenging treatment of 
both reactive and long-time scale events. Nevertheless, we may reasonably predict 
a faster transition from the closed to the open state (in the order of tens of 
nanoseconds) with respect to the opposite route (i.e., cis -> trans), owing to the 
large ensemble of structures characterizing the cis-azo model. 
The stark difference of the two configurational states previously described 
had important consequences on the transport properties of αHL. The charged 
moieties of the functional arm in the anchored geometry (i.e., trans-azo model) 
altered, though to a minor extent, the ionic current and the corresponding 
conductance with respect to the unanchored configuration (i.e., cis-azo model). 
The latter state, on the other hand, resembled closely the conductive properties of 
the WT system, a significant result implicitly pursued since the original design of 
the functional arm. Hence, the computed ionic conductance of the two states 
differed by a small fraction (about 15%), nevertheless potentially useful for 
probing the status of the pore in single-channel recording applications. The most 
important acquired functionality of the engineered αHL channel, however, was 
the capability to totally block the translocation of molecular species, as shown by 
the illustrative case of a small polynucleotide chain. Remarkably, the equilibrium 
trans-azo configuration featured an impenetrable barrier along the channel 
pathway for the transport of poly(dA) (Figure 6.10), whereas no obstruction was 
present upon trans->cis transition, in which case the αHL pore recovered its 
natural transport capabilities. The barrier was ascribed to the combined effect of 
steric hindrance, being the pore vestibule partially occupied by the engineered 
arm, and electrostatic interactions exerted by the charged head. 
The relevance and applicability of a photo-switchable biological pore can be 
better assessed by taking into consideration similar approaches developed so far. 
First, we note that the αHL pore was used in a number of applications in which 
pore blockage was pursued through appropriate obstructing molecules.[273,274] 
On the other hand, the photo-switchable properties of the azobenzene moiety were 
exploited in an even larger set of applications.[279-281] In particular, it is 
interesting to comment on the photo-switch mechanism proposed in this study as 
	  
compared to two recent applications exploiting the azobenzene light-trigger in 
connection with the αHL protein. Previously, Bayley et al. conjugated a 
sulfonated azobenzene at position 117, located in the pore lumen along the stem 
domain, and showed that the trans isomer could affect the ionic conductance of 
the pore appreciably more than the cis counterpart.[75] More recently, a 
photochromic host-guest supramolecular system was implemented to reversibly 
regulate the open/close states of αHL.[288] The sulfonato-calix[4]arene (SC4) 
molecule was attached to lysine residues at the stem entrance via host-guest 
interaction, thus showing the effective closure of the pore. Later addition of trans-
azobenzene viologen guest molecule displaced the SC4 from the stem, favorably 
competing with lysines towards SC4 binding, thereby leading to the pore opening. 
On the contrary, the corresponding cis-azobenzene counterpart inhibited the αHL 
pore opening. Such a notable application was shown to successfully lead to a 
reversible “on/off” gating mechanism, though it required the concerted action of a 
multi-component system and its transition rate was diffusion limited. Altogether, 
previous applications have inspired and supported the original protein design 
outlined and tested in the present study. However, at variance with the two 
approaches described above, the photo-switch proposed here works at the level of 
the cap domain, which frames a large solvent-filled channel, and requires no 
addition of further chemicals. This choice offers a fast-responsive control of the 
channel transport properties, not perturbing the pore functional assembly in the 
lipid membrane environment. Besides, in view of analytical applications, the 
photo-anchor can be further exploited for lodging appropriate molecular receptors 
and adapters inside the pore, so to introduce, in principle, specificity and 
selectivity towards molecular transport. 
 
6.4   Conclusions 
 
Our study highlighted the possible modulation of ion conduction and 
molecular transport across a purposely engineered αHL protein by a de-novo 
designed light-controllable molecular switch. From a thorough computational 
investigation, we have shown how such a bio-inspired artificial system, exploiting 
the photo-isomerization of the azobenzene moiety, has successfully introduced a 
smart “nanovalve” into an unspecific non-gated biological pore. Results 
evidenced two limiting configurational states corresponding to the “on” and “off” 
	  
status of the photo-switch. While the open state, namely the cis-azo configuration, 
displayed transport properties in very good agreement with the natural αHL 
protein channel, the closed state (i.e., the trans-azo model), characterized by the 
stable insertion of an electrically charged synthetic group into the pore vestibule, 
showed remarkably different properties. In our study, we tested the translocation 
of simple ions as well as a single-stranded DNA fragment, as illustrative examples 
of relevant systems for nanopore applications. Indeed, we have observed a 
significant reduction of the ion conductance and the effective inhibition of the 
DNA translocation upon transition to the artificially closed configuration. 
We believe that such a prototype system may support the design and 
synthesis of molecular devices with suitable light-driven functions for nanopore 
applications at single-molecule level. For example, the present approach can be 
tailored to introduce photoresponsive capabilities in other unspecific and non-
gated biological pores such as ompG, MspA etc. Alternatively, the present 
molecular switch can be modified for addressing selective transport and delivery 
by tuning the chemical nature, the size and/or the charge of the functional group. 
Further work will be focused on the systematic assessment of the transport 















The ISC (Iron Sulphur Cluster) system is one of the three main [Fe-S] protein 
biogenesis systems known in bacteria[289] and is responsible for the maturation of 
“housekeeping” [Fe-S] proteins under normal physiological conditions. Recently it 
has been discovered that an increasing number of human pathologies are 
associated to defects in ISC system proteins,.[95,290,291] Amongst these are: 
Friedreich's ataxia (MIM 229300);[292] the myopathy with lactic acidosis and 
exercise intolerance (MIM 255125);[293-295] childhood-onset mitochondrial 
encephalomyopathy and complex I deficiency (MIM 613621);[296] sideroblastic-
like anemia and iron overload (MIM 609588).[297] Most recently,	   NFU1	   and	  
BOLA3	   mutations were reported in neonates with defects in lipoic acid 
biosynthesis and deficiency of OXPHOS complexes I, II and III (MIM 605711 and 
614299).[298-300] Therefore, understanding the exact mechanism through which 
these proteins work, individually and in cooperation with each other, is essential 
not only for our basic comprehension of such biological machinery, but also for 
understanding how mutations in the genes coding for human homologs cause 
serious diseases. Over the last years, a plenty of genomic[301] and biochemical 
([101] and references therein) data has been collected and several experimental 
structures of ISC system proteins, alone or in complex with each other, have been 
solved, through solution NMR and X-ray crystallography.[302-319] These studies 
have unravelled several structural and mechanistic aspects of the [Fe-S] cluster 
formation process, in general, and of how proteins belonging to the ISC system 
carry out their own specific tasks, in particular.  
	  
The bacterial proteins IscS and IscU are two essential components of the ISC 
system and, owing to their critical importance in this metabolic pathway, are 
highly conserved from bacteria to primates, with the eukaryotic orthologues being 
known as Nfs1 and Isu respectively.[320-322] 
IscS[323] is a widely distributed, α-family pyridoxal-5’-phosphate(PLP)-
dependent desulphurase enzyme that catalyzes the reductive elimination of sulphur 
from L-cysteine to yield L-alanine and an enzyme bound, highly reactive 
persulphide intermediate species. The persulphide acts as a source of inorganic 
sulphur for the assembly of the cluster, which occurs onto a transient scaffold 
protein. However, it can also deliver sulphur to several other sulphur-accepting 
proteins, which in turn commit it to a number of different metabolic pathways. 
Indeed, IscS is not only involved in the [Fe-S] cluster formation but it is also able 
to provide sulphur for e.g. molybdenum cofactor (Moco) biosynthesis and tRNA 
thiolation.[324-326] From a structural viewpoint, IscS exists as a symmetric, 
obligate homodimer, with each monomer featuring an α+β fold, with a greater 
fractions of residues in α helices (40.1%) than in β strand conformation (13.8%). 
The active site consists in a highly polar pocket located near the surface of the 
protein and separated by about 30 Å from that of the other monomer, on the 
opposite edge of the dimer. The active site pocket contains a PLP cofactor, 
covalently anchored by formation of an internal aldimine Schiff base with K206 
and also solidly held by a number of polar and non-polar interactions, and a 
catalytic cysteine (C328) within a flexible loop. Throughout the production of [Fe-
S] clusters, the latter, which spans residues 323-337, is thought to shuttle from the 
active site of IscS to that of IscU, so as to supply IscU with the inorganic sulphur 
that, together with iron, will be used to assemble the cluster.  
IscU is the primary scaffold protein[327] and acts by providing the active site 
for [Fe-S] clusters assembly, transiently hosting the assembled [Fe-S] cluster and 
eventually delivering it to the final acceptor proteins. [Fe-S] clusters are ligated by 
three conserved cysteines (C37, C63, C106) and one histidine (H105) located in or 
near loops at one end of the IscU structure. However, not all IscU homologs from 
other organisms feature a conserved histidine,[328] which could then be 
substituted by another nearby side chain or, perhaps, even a water molecule as the 
fourth ligand. From a structural point of view, IscU exists in equilibrium between 
at least two slowly interconverting conformational states in the test tube:[329] one 
compactly folded (termed state S) and the other partially unfolded (termed state 
D). Indeed the free form of IscU exhibits molten globule-like characteristics, 
	  
lacking of a well-definite tertiary structure, with the N-terminal segment detached 
by the rest of the structure and highly flexible in solution. The core of the structure 
instead features an α-β sandwich architecture, with four α-helices packed against a 
three-stranded antiparallel β-sheet. Free IscU is also intrinsically unstable, being 
able to undergo both cold and heat denaturation at detectable temperatures,[330] 
though it is known that the presence of a Zn2+ ion or of the [Fe-S] cluster strongly 
stabilizes this protein. Indeed, when bound to the latter, as well as when in 
complex with IscS, the IscU conformational equilibrium results shifted towards its 
folded state (S), both within crystal structures and in solution.[302,307] It cannot 
be excluded that crowding effects or interactions with other partners may also 
stabilize IscU to its compact form in the cellular environment. However, since 
usually IscU is in a metal bound state, the physiological importance of the 
unbound state remains unproven.  
During the [Fe-S] cluster assembly stage, IscS and IscU form a tetrameric S-
shaped complex[307] in which the roughly prolate ellipsoidal IscS dimer interacts 
with two copies of IscU, one for each monomer of IscS (Figure 7.1A). In the IscS-
IscU complex each copy of IscU sits close but not in direct contact with the 
catalytic site of IscS and binds the IscS dimer at the opposite extremes of the two 
poles, faraway from each other, forming a complex 150 Å long and 65 Å wide. 
 In-vitro the IscS-IscU complex alone was shown to be sufficient to assemble 
[Fe-S] clusters without the need of any further protein, provided that the reagents 
(cysteine, iron and a reducing agent) are present in the test tube.[327] This is not 
what happens in-vivo, where the [Fe-S] cluster assembly requires the participation 
of other proteins.[331] These supplementary proteins, whose tasks range from 
acting as electron donors or source of iron to regulating the kinetics of cluster 
assembly, compete for the same binding surface, represented by a cavity delimited 
by the IscS dimer and the IscU binding site. This leads to the formation of 
different ternary complexes of which the IscS-IscU binary complex constitutes the 
core unit. A particularly interesting trimeric complex is that with CyaY (Figure 
7.1B),[332,333] since this protein is the bacterial ortholog of frataxin (FXN) 
which, in humans, is linked to Friedreich's ataxia, a neurodegenerative disease 
caused by reduced levels of frataxin.[292] Previous studies have shown that 
frataxin intervenes in regulating the kinetics of [Fe-S] cluster formation, although, 
paradoxically, in prokaryotes appears to act as an inhibitor[332-335] while in 




Figure 7.1: Topology of the IscS-IscU and IscS-IscU-CyaY complexes (A) 
IscS-IscU complex structure, formed by the IscS dimer (orange) and two IscU 
monomers (pink). The catalytic loop on IscS is colored in blue and the PLP 
cofactor is displayed as spheres. (B) IscS-IscU-CyaY complex structure, where 
two CyaY monomers (blue) are inserted in the cleft formed between IscS and 
IscU. All structures are depicted as cartoons. 
 
Given the relevance of the IscS-IscU complex to both in-vitro and in-vivo 
cluster assembly, it is not surprising that a great effort has been directed towards 
understanding how IscS and IscU cooperate together and how such cooperation is 
	  
affected by the presence of other key players of the ISC system. Nonetheless, 
many steps of the biosynthesis are still not completely defined and several 
questions remain open about the way the IscS-IscU complex operates. It is still not 
clear, for instance, how the IscS flexible loop bearing C328 shuttles between the 
IscS catalytic site and the cluster assembly site on IscU. In one of the crystal 
structures of the complex (PDB code: 3LVL),[307] the catalytic loop is so flexible 
not to be observable. This is not the case for the structure of the IscS-IscU 
complex from A. fulgidus (PDB code: 4EB5) where the loop is close to IscU 
providing a potential alternative ligand for the cluster.[308]. How the dynamical 
behaviour of IscU and its intrinsic flexibility reflect onto complex formation with 
IscS is another important aspect which demands further elucidation, as well as 
how iron reaches the catalytic site on IscU. Finally, it would be interesting to 
understand how the aforementioned steps or the dynamical features of the IscS-
IscU complex, e.g. the shuttling motion of the catalytic loop, are influenced by the 
presence of CyaY. Only a low resolution model of the ternary IscS-IscU-CyaY 
complex is available[333] hampering direct evaluation of how its presence close to 
the catalytic loop might affect it.  
In order to address these open questions and have a more dynamical picture of 
the IscS-IscU complex than what we can gather from the X-ray structures, we have 
carried out an extensive computational study, the first one, to the best of our 
knowledge, on a complex between ISC proteins, based on overall almost 1µs 
molecular dynamics simulations. Specifically, we have simulated two systems: I) a 
binary complex, made up by IscS and IscU only, and II) a ternary complex, made 
up by IscS, IscU and CyaY. Our results identify motions taking place at the 
binding interface between IscS and IscU which are potentially connected to the 
biological activity of the complex. We also show how the presence of CyaY 
stabilizes the IscS-IscU interaction and provide evidences for a possible 
mechanism explaining how CyaY reduces the kinetics of the cluster assembly 
process. Our data bear important consequences for understanding the role of CyaY 







7.1   Computational Methods 
 
7.1.1   Systems preparation 
 
IscS-IscU binary complex. The E. coli IscS-IscU complex (PDB code: 
3LVL)[307] was used for molecular dynamics study of the binary complex. The 
missing segment of the IscS loop bearing the catalytic cysteine (residues 328-334) 
was reconstructed using the Modeller[189] module (v9.12) as implemented into 
the UCSF-Chimera software.[197] Five different conformations of the loop were 
generated. In order not to artificially orient the dynamics of the loop towards one 
side or another of the binding interface, we selected as starting conformation the 
one where the loop was as much as possible equidistant from both IscS and IscU. 
The same coordinates were applied to both missing loop segments, so as to avoid 
possible inconsistencies. The complex was then solvated in a ~ 23 Å layer cubic 
water box using the TIP3P water model parameters. Na+ and Cl- ions were added 
so as to ensure system electroneutrality and to set the final concentration to 0.15 
M. The final system size was 188 Å x 95 Å x 105 Å for a total number of atoms of 
~170000. The system was minimized in two stages: first, a 20000-step run was 
carried out with restraints on all the protein atoms (5 kcal/mol/Å2); then, a further 
10000-step minimization was carried out by applying restraints on the cofactor and 
Cα protein atoms only. Then, a small (200 ps) NPT simulation at 200 K and 1 atm 
was performed with restraints on all the protein atoms (5 kcal/mol/Å2), in order to 
adjust the volume of the simulation box, while preserving the minimized protein 
structure obtained in the previous steps. Afterwards, the system was slowly heated 
up to 300 over a 3 ns period, gradually releasing the restraints to 1 kcal/mol/Å2 
along the thermalization process. Subsequently, the system was equilibrated for 2 
ns, gradually reducing the restraints to zero. 
IscS-IscU-CyaY ternary complex. The E. coli IscS-IscU-CyaY complex 
structure[333] was used for molecular dynamics study of the ternary complex, by 
gracious permission of Pastore et al.. The procedure to prepare the system was 
slightly different, in order to minimize the steric clashes between the CyaY 
monomers and the IscS-IscU subunits. First, the side chains of the residues at the 
interface between the CyaY monomers and the corresponding IscS-IscU subunits 
were manually adjusted by means of the UCSF-Chimera software package.[197] 
Then, the simulation box was prepared in the same way as did for the IscS-IscU 
	  
complex. The final system size was 194 Å x 102 Å x 111 Å for a total number of 
atoms of ~205000. The system was then minimized and equilibrated in the 
following fashion. A first round of 15000-step energy minimization was 
performed with restraints on the Cα protein atoms and on the cofactor atoms (5 
kcal/mol/Å2), followed by a subsequent 20000-step energy minimization run with 
no restraints, so as to minimize as much as possible steric clashes in the first stage. 
Then, a small (200 ps) NPT simulation at 200K and 1 atm has been performed 
with restraints on all the protein atoms (5 kcal/mol/Å2), in order to adjust the 
volume of the simulation box, while preserving the minimized protein structure 
obtained in the previous steps. Afterwards, the system was slowly heated up to 300 
K over a 3 ns period, gradually releasing the restraints to 1 kcal/mol/Å2 along the 
thermalization process. Finally, the system was equilibrated for 6 ns, gradually 
reducing the restraints to zero. 
 
7.1.2   Simulation and analysis details 
 
Molecular dynamics. Production runs were performed under NPT conditions 
at 1 atm and 300 K and extended up to 400ns for both complexes. A 10 Å cutoff 
(switched at 8.0 Å) was used for atom pair interactions. The long-range 
electrostatic interactions were computed by means of the PME method using a 1.0 
Å grid spacing under PBC. The RATTLE algorithm[342] was applied to constrain 
bonds involving hydrogen atoms, and thus an integration 2 fs time step interval 
could be used. All the systems were simulated with NAMD[190] (v2.9),
 
using the 
ff99SBildn Amber force field parameters[343,344] for protein and ions. The 
parameters for the PLP were generated in two steps. Initially, charges were 
computed using the restrained electrostatic potential (RESP) fitting 
procedure.[345]
 
The ESP was first calculated by means of the Gaussian09 
package[247] using a B3LYP/6-31G* level of theory, and then the RESP charges 
were obtained by a two-stages fitting procedure using the program 
R.E.D..[248,346]
 
Missing bonds, angles, torsion and improper torsion angle 
parameters were then generated using Antechamber.[347] 
Trajectory analyses. Analyses were performed using the cpptraj[131] tool 
and in-house scripts exploiting the MDAnalysis library.[196] The Principal 
Component Analysis has been performed by means of the Gromacs analysis 
tools[348] g_covar and g_anaeig, restricting the analysis to the Cα atoms only. The 
	  
electrostatic potential was evaluated using the APBS server.[134] Plots were 
created using the Matplotlib software.[198] Figures were generated using the 
UCSF-Chimera software package and the VMD program.[188] 
 
7.2   Results 
 
7.2.1   Stability and structural fluctuations of the IscS-IscU binary 
complex 
 
First, we evaluated the system RMSD, in order to assess its stability 
throughout the simulated time interval. (Figure 7.2) After the first 60 ns the 
complex reached structural relaxation, as indicated by the RMSD plateau. Thus 




Figure 7.2: Structural deviations of the binary system as a function of time. 
Backbone RMSD of the binary system with respect to the starting frame. At the 
plateau (~60 ns) the RMSD fluctuates around an average value of about 2.6 Å. 
 
 Throughout the trajectory, the overall structures of IscS and IscU remained 
mostly unchanged, with no major unfolding or openings of IscU or IscS. The N-
terminal portion of IscU, which in the apo-structures was shown to be rather 
disordered,[302,304] remained quite rigid during the simulation, adopting a helical 
	  
conformation, as observed in all the crystal structures of the complex. Besides, 
IscU remained solidly bound through the interface that involves residues I8, Y11, 
E12, V40, K42, Y61, I67 and K103 of IscU and residues E309, E311, S312, 
M315, E347, R379, L380, P385, L386 and E388 of IscS. Specifically K42, Y61 
and K103 on IscU engaged in salt bridges or hydrogen bonds E388, E347 and 
E311 on IscS, respectively, whereas the remaining residues were mostly involved 
in non-polar interactions between each other and in other non-specific contacts 
with the backbone atoms of either IscS or IscU (Figure 7.3). However, despite 
such a firm anchoring way, we noted that IscU gently rocked with respect to IscS 
around a pivot formed by their interaction surface.  
 
 
Figure 7.3: IscS-IscU complex interface. Zoomed view of the interfacial region 
between IscS (orange) and IscU (pink). The side chains of the main interacting 
residues are shown as sticks, while the rest of the protein is depicted as cartoons. 
 
Analysis of the structural fluctuations of the complex through the evaluation 
of the RMSF revealed three main flexible regions of the complex (Figure 7.4). The 
first one is represented by the C-termini of the two IscS protomers. The second 
one is a small β-turn (residues 34-39) on IscU, bearing one of the three conserved 
cysteines (C37) involved in the coordination of the cluster. Interestingly, we 
observed an opening motion of such β-turn in one of the two IscU monomers, 
leading to an increased exposure of the active site of IscU (Figure 7.5). The last 
flexible region is represented by the catalytic loop on IscS, in agreement with the 
inherent flexibility such a loop should exhibit in order to move between two active 
	  
sites distant more than 15 Å.[307] For this reason, the dynamics of this loop was 
examined in more detail, as described in the next paragraph. 
Moreover, the RMSF analysis showed relatively high structural fluctuations 
distributed among several secondary structure elements of IscU, particularly α-
helices but also a few β-turns and β-sheets (comprising residues ca. 21-28, 41-56, 
64-87 and 108-125).  
 
 
Figure 7.4: Backbone RMSF. Average structure of IscS-IscU in (A) binary and 
(B) ternary complex, depicted as ribbon and colored according to backbone 
RMSF values, from lowest (blue) to highest (red). The thickness of the ribbons is 
proportional to RMSF values. 
	  
Intriguingly, these residues are located mainly in the tip of IscU that is fully 
exposed to the external medium, as opposite to that at the interface with IscS, 
which instead appeared rather stable.  
 
 
Figure 7.5: Opening motion of the IscU β-turn. Differences in the IscU active 
site accessibilities between (A) the IscS-IscU average structure, as issuing from 
our MD simulation, and (B) the E. coli IscS-IscU crystal structure (PDB: 3LVL). 
In both panels, IscS and IscU are displayed as surfaces, colored in orange and 
pink, respectively. 
 
7.2.2   Dynamics of the IscS catalytic loop 
 
Owing to its relevance in the catalytic process, we analyzed in more detail the 
dynamics of the IscS catalytic loop, which is responsible for sulphur transfer to 
IscU. We monitored three different parameters in order to identify structural 
changes possibly correlated with the transferring mechanism: I) the secondary 
structure evolution; II) the gyration radius and III) the distance between the C328 
sulphur atom and those belonging to C63 and C106 in the IscU active site. In the 
latter case, due to the observed flexibility of the β-turn carrying C37, the sulphur 
atom of C37 was not considered in the analysis so as not introduce an artificial 
bias in the distance calculation.  
Intriguingly, our simulation showed a conformational transition in one of the 
two catalytic loops in the IscS-IscU complex (Figure 7.6). After about 125 ns, a 
small portion of the loop, namely residues C328 to S332, underwent a structural 
rearrangement from a mostly 310 helical structure to a conformational state 
	  
characterized by an equilibrium between a β-turn and a 310 helical structure, which 
was maintained throughout the rest of the simulation (Figure 7.6A).  
 
 
Figure 7.6: Conformational transition of the IscS catalytic loop. Time 
evolution of the structural rearrangement of the IscS catalytic loop as monitored 
by (A) secondary structure, (B) radius of gyration (backbone atoms only); (C) 
distance between C328 and the IscU active site (C63 and C106). (D) Structural 
superposition of a representative configuration of the IscS(orange)-IscU(pink) 
complex (the catalytic loop is in blue) taken from the last part of the MD 
simulation and the A. fulgidus IscS(green)-IscU(purple) crystal structure. The 
superposition was carried out by fitting on the IscS dimer only. C328 on the IscS 
catalytic loop and the conserved cysteines on IscU are shown as sticks, as well as 
the [Fe-S] cluster bound in the A. fulgidus structure. Note how the structural 
transition occurring at about 125 ns in our simulation (panel A-B), which triggers 
a progressive approach of C328 towards the active site of IscU (panel C), brings 
the catalytic loop in a conformation very similar to that observed in the A. fulgidus 
crystal structure (panel D). Despite that, the IscU active site remains far apart 
from the catalytic loop, as compared to the A. fulgidus structure.  
 
	  
Almost simultaneously, the radius of gyration of the loop decreased, 
suggesting an increase in the “compactness” of the loop (Figure 7.6B). This 
conformational transition, which is likely triggered by the breaking of an adjacent 
β-turn (residues 325-327), enabled a progressive approach of C328 towards the 
active site of IscU up to a final distance of ~9 Å (Figure 7.6C). Such distance is 
relatively close to that observed in the X-ray structure of the A. fulgidus IscS-IscU 
complex (~6 Å), in which the cluster is completely formed and coordinated by the 
catalytic loop C328. Indeed, structural superposition of the IscS loop from our 
simulation and the holo crystal structure showed that the two loop conformations 
are quite similar (Figure 7.6D). On the contrary, the structures of the IscU 
monomers at the interface with IscS differ significantly in the two complexes. 
Specifically, IscU appeared somewhat closer to IscS in A. fulgidus crystal structure 
than in the simulated apo-complex.  
Accordingly, when we measured the geometrical angle formed by the 
intersection between the axis connecting the centre of mass of the two IscS 
monomers and the axis of the IscU α-helix spanning residues ~100-120 (Figure 
7.7) we noted a significant difference between the two complexes, i.e. ~142° and 
~125° respectively. These observations suggest that, in addition to the movement 
of the IscS catalytic loop, other structural transitions could be required within the 




Figure 7.7: IscU orientation within the binary complex. Angle formed between 
IscU and IscS from (A) the average structure issuing from our simulation and (B) 
the A. fulgidus complex crystal structure. Both structures are depicted as cartoons. 
	  
Therefore, with the aim of identifying other dynamical features of IscS or 
IscU potentially involved in the sulphur transfer process, we analyzed in more 
detail the global correlated motions of the complex.  
 
7.2.3   Collective motions analysis of the IscS-IscU complex and 
interface dynamics 
 
Prompted by the observation of the IscU rocking motion with respect to IscS 
and by the structural superposition reported in the previous paragraph, we 
performed a PCA of the binary complex dynamics, aiming at identifying the most 
significant collective motions. The analysis showed that the highest amplitude 
motions of the complex are mainly located in correspondence of the IscS catalytic 
loops, the IscU β-turns and, more in general, the whole IscU monomers, as 
illustrated in the first eigenvector (which alone accounts for >50% of the total 
variance of the system) (Figure 7.8).  
These results are in good agreement with the outcome of the RMSF analysis. 
Furthermore, a closer inspection of the collective motion described by the first 
eigenvector revealed that the IscU dynamics was characterized by a large 
amplitude, coherent motion, resembling a sort of “rocking” of the IscU monomers 
as a whole around their respective interfaces with the IscS dimer. Similar 
indications emerged also from the analysis of the second and third eigenvectors 
(data not shown). To further support the soundness of the rocking motion 
suggested by the PCA results, we evaluated the range spanned by the geometrical 
angle between IscU and the IscS dimer, (as defined in the previous paragraph) and 





Figure 7.8: Main collective motion of the IscS-IscU complex. Pictorial 
representation of the main collective motion of the IscS-IscU complex, as issuing 
from the PCA (Cα atoms only), showing the IscU pivotal movement around the 
IscS dimer and the motion of the IscS catalytic loop. The contribution of each 
residue to the motion along the first PCA eigenvector, is mapped onto the IscS-
IscU complex structure (depicted as ribbons), from lowest (blue) to highest (red). 
Vectors display the amount (i.e. length) and direction of the residue motion along 
the eigenvector. Note that the longest arrows are concentrated on the IscS 
catalytic loops and on IscU protomers, especially on the external tips. For the sake 
of clarity, vectors on residues bearing only a minor contribution to the motion 





Figure 7.9: Dynamics of the IscU monomers at the interface with IscS. A set 
of uncorrelated frames (about 1 every 10 ns) was extracted from the simulation 
(A) binary and (B) ternary complexes and fitted onto the IscS dimer structure, 
depicted as orange cartoons. These frames represent different orientations of the 
IscU α-helix that was used to define the IscU angle with respect to IscS, each 
depicted as cartoons and colored as a function of simulation time, while the rest of 
IscU is displayed as pink ribbons. 
	  
 
Finally, we performed an analysis of the residue-wise dynamic cross 
correlations (DCC). The DCC map in Figure 7.10 emphasizes the significant 
correlations (R≥0.5), colored according to their relative intensities. A careful 
inspection of the map evidenced several positive correlations among the residues 
belonging to the same IscU monomer. In particular, most of the highest off-
diagonal (i.e. non-self) correlations (R≥0.75, colored in red and brown) clustered 
among the secondary structure elements already identified as the most flexible 
regions, plus the external tip of IscU, which is not involved in IscS binding. 
Altogether these findings indicate that the binding of IscU at the interface with 
IscS is not very tight and that the IscU monomers, despite the stability of their 
secondary and tertiary structures, retain a certain degree of residual mobility upon 
formation of the complex. 
 
 
Figure 7.10: DCC analysis. (A) The dynamic cross correlation map of the binary 
complex shows that the highest correlations (>0.75) are concentrated among the 
single IscU monomers. (B) Magnified view of the correlation map of one of the 





7.2.4   Stability of the IscS-IscU-CyaY ternary complex and role of 
electrostatics in CyaY recognition 
 
We investigated the structural and dynamical features of the IscS-IscU-CyaY 
ternary complex and compared them to those of the binary system. Since no high 
resolution structure of the ternary complex still exists, we used as the starting 
structure a recently proposed low resolution model obtained through an 
experimentally-driven protein-protein docking procedure.[333] After a careful 
equilibration (see Methods for details), the IscS-IscU-CyaY complex showed a 
high stability in the time scale of our simulation, as indicated by the RMSD 
analysis (Figure 7.11), in spite of the low-resolution of our starting model. We 
then used the optimised model to analyze aspects of the trimeric complex internal 
dynamics, possibly related to the CyaY functionality. As in the previous case, we 
restricted all our analyses to the equilibrated portion of the trajectory only.  
 
 
Figure 7.11: Structural deviations of the ternary system as a function of time. 
Backbone RMSD of the ternary system with respect to the starting frame. At the 
plateau (~40 ns) the RMSD fluctuates around an average value of about 3 Å. 
 
The ternary complex features the partial insertion of CyaY in the cleft 
delimited by the IscS dimer interface, on one side, and the IscU-binding site, on 
the other side (Figure 7.1B). Within the complex CyaY packs mainly against IscS, 
far from the PLP site (~18Å) but in proximity of the catalytic loop, which is 
contacted at residues A327, T329, S330, S332 and E334 via a few residues located 
on CyaY β-sheets (namely, N35, V38, N52, R53). From the very beginning, the 
	  
nature of the binding interface appears quite complex. CyaY weakly contacts IscU 
through the surface of its β-sheets establishing almost exclusively hydrophobic 
interactions. In particular, the exposed residue W61 of CyaY is close to the 
conserved cysteine C37 of IscU and to a few other residues, including P35, A36, 
P101, V102 and I104. Conversely, the picture of the interface with IscS appears 
diametrically opposite, being mainly characterized by the direct recognition 
between a positively charged patch on IscS and a negative region on CyaY, as well 
as several other polar and non-polar contacts, as (Figure 7.12) shows.  
 
 
Figure 7.12: Electrostatic potential surfaces for the IscS-IscU complex (right) 
and CyaY(left). 
 
Such patch on IscS represents a binding site that presumably also hosts several 
other IscS partners, amongst which there are TusA[307] and the ancillary proteins 
Ferredoxin[349] and IscX,[350] being, in all three cases, complementary to the 
mainly negative charge of these partners. This indicates that the interaction with 
IscS is primarily electrostatic in nature. Then, in order to identify, in a dynamical 
framework, the residues potentially more important for the binding, we performed 
an analysis of the principal salt bridges established at the interface between CyaY 
and IscS. The results are summarized in (Table 7.1). Surprisingly, we found a 
relatively higher number of interacting residue pairs than we expected based on 
	  
previous literature reports.[307,332,333,351,352] These pairs involve residues R8, 
D11, E18, E19, D22 D25, D29, D31, E33, E44 and R53 on CyaY and R39, R67, 
R112, E115, R116, R220, R223, R225, R237 and E334 on IscS and are depicted in 
(Figure 7.13). Interestingly, positively and negatively charged residues were 





Table 7.1: Interface salt bridges established within the ternary complex. All 
charged residues (Arg, Lys, Glu, Asp) whose side-chain nitrogen-oxygen distance 
was below 5 Å in at least one frame were considered for the analysis. Only the 
salt bridges persisting for a significant fraction of the total simulation time 
(>35%) are reported, along with the highest percentage observed in both 
monomers. The analysis has not revealed any salt bridge between IscU and CyaY.  
 
CyaY IscS % Persistence 
D11 R112 36.2 
D22 R225 92.1 
D25 R223 61.5 
D25 R220 92.1 
D29 R67 91.3 
D29 R237 78.9 
D29 R220 78.3 
D31 R67 85.6 
E18 R112 99.0 
E19 R116 84.7 
E33 R39 97.0 
E44 R67 54.8 
R53 E334 99.2 
R8 E115 75.6 
	  
 
Figure 7.13: IscS-CyaY interface. Zoomed view of the interface between the 
IscS dimer (orange) and CyaY (blue). The more persistent salt bridges established 
with CyaY are depicted as sticks connecting the Cα atoms (spheres) of the 
corresponding residues, as evidenced by the salt bridge analysis (see Table 7.1). 
 
7.2.5   The effect of CyaY on the IscS-IscU dynamics 
 
After the nature of the binding interfaces, we also characterized in more detail 
the dynamics of the IscS-IscU-CyaY complex. Analysis of the fluctuations 
revealed a significant reduction of the structural flexibility of the IscS-IscU system 
upon CyaY binding (Figure 7.4B), the only residues displaying notable 
fluctuations being located on the IscS C- and N-termini and on the IscU β-turn 
mentioned earlier. The catalytic loop on IscS was considerably more rigid and 
didn’t show any relevant motion towards the IscU active site, in contrast with what 
we previously observed in the binary complex. The external tip of IscU retained 
some degree of flexibility, though it was found to be less flexible in the ternary 
complex (Figure 7.9B), suggesting that the presence of CyaY strengthens the 
binding between IscS and IscU. We also tried to perform a DCC analysis but 
comparison of the DCC maps for binary and ternary systems didn’t evidence 
significant differences (data not shown).  
	  
To further investigate other potential differences between the binary and 
ternary complexes, we performed an ED analysis on both systems, restricting it to 
the IscS and IscU monomers only, for the sake of direct comparison. Specifically, 
we first performed a PCA on the ternary system and then projected the MD 
trajectories of binary and ternary systems onto their respective first two 
eigenvectors, which in both cases account together for >50% of the total variance. 
A comparison of the 2D essential subspaces exploration (Figure 7.14) highlights 




Figure 7.14: Essential dynamics analysis of the binary and ternary complexes 
(1). Projection of the simulated trajectories of the IscS-IscU tetramer (Cα atoms 
only) for both systems onto the 2D ED plane described by their respective first 
two eigenvectors.  
 
Firstly, the ternary complex covers a slightly smaller conformational subspace 
with respect to the binary system, despite its slightly larger conformational 
sampling (~20ns), remaining closer to its respective average. This further confirms 
that the presence CyaY can indeed play a role in hampering, at least in part, the 
overall IscS-IscU dynamics. Moreover, the essential plane regions explored by the 
two systems do not superimpose much. This may be due either to an effective 
difference in the sampling of the same collective motions in the two cases or to a 
more general and intrinsic difference between the two essential spaces. The small 
normalized overlap (~0.261) between the eigenvector sets of the two systems 
	  
indicates that the large amplitude motions of the two systems are, altogether, quite 
different. Therefore, we projected the trajectory of the ternary complex onto the 
eigenvectors of the binary complex, so as to verify whether the collective 
dynamics of the IscS-IscU system in the former actually resembles that of the 
CyaY-free system, e.g. in the motion of the IscS catalytic loop or in the IscU 
rocking motion. Figure 7.15 shows a comparison between such projection and that 
of the binary complex trajectory onto its own eigenvectors. In this case, the 
conformational subspace exploration of the ternary system is even more limited, 
being the dynamics confined within only one “basin” of the essential plane, and 




Figure 7.15: Essential dynamics analysis of the binary and ternary complexes 
(2). Projection of the simulated trajectories of the IscS-IscU tetramer (Cα atoms 
only) for both systems onto the 2D ED plane described by the first two 
eigenvectors of the binary complex. The analysis highlights the smaller 
conformational subspace explored by the IscS-IscU tetramer within the ternary 
complex, as compared to the binary system. 
 
When we analyzed the per-residue contribution to the fluctuations of the two 
systems along their respective first eigenvectors (Figure 7.16), we noted two major 
differences. First, the RMSF peaks corresponding to the IscS catalytic loop in the 
binary system are considerably smaller in the case of the ternary system. Second, 
	  
the fluctuations along the main eigenvector of one IscU monomer experience an 




Figure 7.16: RMSF along the main eigenvector. Per-residue RMSF of the IscS-
IscU tetramer in binary (A) and ternary (B) complexes along their respective first 
eigenvectors. Note in particular that in the ternary complex the fluctuations of one 
of the two IscU monomers (residues 519-643 ca) and one of the two IscS catalytic 
loops (residues 448-462 ca) along the first eigenvector are significantly reduced as 
compared to the binary complex. 
 
These results are in agreement with our previous findings and, overall, suggest 
that the presence of CyaY has a noticeable impact on the dynamics of IscS-IscU, 
by hindering, or completely abolishing in the case of the IscS catalytic loop, the 
largest amplitude collective motions which characterize the dynamics of the 
complex in absence of CyaY. 
 
7.3   Discussion 
 
Atomistic MD simulations of the IscS-IscU system, both in presence and in 
absence of CyaY, have provided several new insights into the structural and 
dynamical features of such a complicated protein complex. In particular, the 
simulation of the binary system has identified a few relatively flexible regions of 
the IscS-IscU complex. We have observed the opening motion of a β-turn on IscU, 
which spans residues 34-39 and bears one of the three conserved cysteines 
involved in cluster coordination. This motion may be relevant for the activity of 
	  
the complex and the mechanism of formation of the cluster and possibly explain 
why absence of C37 makes the cluster coordination more unstable.[328] However, 
it would not be possible once the cluster is assembled, forcing the mouth formed 
by the three loops carrying the coordinating cysteines to stay at a fixed distance. 
Another flexible region identified was the IscS catalytic loop, whose flexibility is 
thought to reflect its biological function, i.e. shuttling between two very distant 
sites in order to supply the sulphur to recipient proteins. Data from our simulation 
suggest that such shuttling motion may be accompanied by a structural transition 
leading to a more compact and structured conformation. Though we found that this 
was sufficient to bring the loop in a conformation quite similar to that observed in 
the holo complex, it was not enough to bring C328 at the same distance from the 
IscU active site cysteines in the same structure. However, we cannot completely 
rule out that the differences we observed with the A fulgidus structure could be 
merely ascribed to a different crystal packing. Nonetheless, this result allows us to 
speculate that, set aside further small structural adjustments of the IscS loop to 
ensure the proper geometrical arrangement of the C328 sulphur around the cluster, 
an approach of IscU towards the IscS loop may also be necessary to bring C328 at 
coordination distance from the cluster. Intriguingly, the remarkable secondary and 
tertiary structure similarity shared by the IscU monomers in different functional 
states, i.e. bound to IscS both in absence (PDB code: 3LVL) and in presence (PDB 
code: 4EB5) of the cluster or as a homotrimeric complex hosting the cluster (PDB 
code: 2Z7E),[305] after their structural superimposition as single subunits (data 
not shown), seems to rule out that such an approach may arise from a internal 
conformational change of IscU, in favour of a “rigid-body” kind of approach. In 
turn, this implies a sufficiently loose binding at the IscS-IscU interface so that the 
IscU monomer as a whole can maintain a certain degree of overall flexibility upon 
formation of the complex. In this respect, the outcome of our analyses overall 
clearly indicate that the binding of IscU at the interface with IscS is not very tight, 
allowing for a certain degree of movement, and support the hypothesis of a “rigid 
body” motion of the IscU monomer. Note that this kind of loose binding of IscU to 
the IscS interface could correlate well with the relatively weak affinity of the two 
proteins (Kd of ~1 µM) and is also soundly consistent with the biochemical role of 
the complex itself. Indeed, the latter will ultimately need to disassemble to allow 
the transfer of the formed cluster to their final recipient proteins. Moreover, the 
relatively weak substrate selectivity of IscS in the sulphur transfer 
reaction[323,353,354] in principle implies, among other factors, a relatively not 
	  
specific, i.e. strongly complementary, binding interface, so as to recognize 
different partners via protein-protein interactions. Finally, a certain degree of 
plasticity of the complex quaternary structure may also be well-received in order 
to allow the accommodation of other proteins that play a role in [Fe-S] cluster 
synthesis.  
The simulation of the ternary complex has revealed several interesting aspects 
of how IscS-IscU interacts with its CyaY counterpart. In particular, we have 
shown that the ternary complex is very stable, with CyaY solidly held to the 
interface with the IscS dimer via a network of salt bridges between positive and 
negative residues from both proteins, on one side, and to IscU via aspecific 
hydrophobic contacts, on the other side. Such an asymmetric nature of the binding 
interactions correlates with the evidence that, in the test tube, CyaY is able to form 
a binary complex with IscS but it is insufficient to stabilize a stand-alone CyaY-
IscU complex.[333] We have thus characterized in detail the nature of the IscS and 
CyaY residues establishing the strongest electrostatic interactions. Besides the 
arginine triplet R220, R223 and R225 on IscS and the E18, E19 and D22 triplet of 
negative residues on CyaY, whose replacement is already known to be sufficient 
to completely abolish the binding between IscS and CyaY,[333] we also identified 
several other CyaY residues interacting at the interface, namely R8, D11, D25, 
D29, E33, E44, E53. It may be interesting to investigate whether point-wise or 
collective mutations of these residues have any effect on complex formation 
and/or functionality.  
Our data also clearly indicate that the presence of CyaY overall dumps the 
fluctuations of the IscS-IscU complex. In addition to such a generalized dumping, 
our results seem also to indicate that the presence of CyaY may impinge on some 
of the functional motions identified in the simulation of the binary complex. In 
particular, we have observed that not only the mobility of the IscU monomers as a 
whole was slightly reduced, but also that the characteristic motion of IscU at the 
interface with IscS was more limited, as compared to the binary complex. These 
evidences suggest that a strengthening of the interaction of IscU with its 
counterpart may ensue from the insertion of CyaY at the interface between IscS 
and IscU, indicating a possible cooperative nature of the binding. Dumping of the 
fluctuations observed in our simulation can indeed be explained in the view that 
we know experimentally that the affinity of the IscS-IscU complex is increased by 
at least one order of magnitude when also CyaY is bound.[333] Moreover, we also 
noted that, in the time scale of our simulation, the flexibility of the IscS catalytic 
	  
loop was almost completely abolished. In this respect, the formation of a persistent 
salt bridge between R53 on CyaY and E334 on the IscS catalytic loop, along with 
other factors such as steric hindrance, may account for the observed reduced 
mobility of the loop in the ternary complex. It may be interesting to verify whether 
the replacement of these residues with alanine or residues of opposite charge can 
lead to an increase of the mobility of the loop.  
In conclusion, despite the low resolution of our starting model of the IscS-
IscU-CyaY complex, the differences detected between the binary and ternary 
systems allow us to propose a possible explanation for the molecular mechanism 
through which CyaY slows down the enzymatic rates of [Fe-S] cluster formation. 
Indeed, we can imagine at least two different, not mutually exclusive, ways 
through which CyaY may carry out its inhibitory role of the cluster assembly 
process. The first one involves abolishing the shuttling motion of the IscS catalytic 
loop and preventing the sulphur delivery to IscU, thereby blocking the process at 
the stage of persulphide formation on C328. The second one also affects the 
sulphur transfer to IscU, but via hindering the apparently necessary approach of 
IscU towards C328 on the IscS catalytic loop, by stabilizing the IscU binding 
within the complex. Both these mechanisms find additional support in the 
evidence that the presence of CyaY seems to be compatible neither with the 
arrangement of IscU nor with that of the IscS catalytic loop in the A. fulgidus 
structure, where the [Fe-S] cluster is fully formed (as shown in Figure 7.17). 
Indeed, the orientation of IscU with respect to the IscS dimer in the A. fulgidus 
structure, being characterized by a narrower angle between the two, would result 
in severe steric clashes with CyaY, in case the latter was bound to IscS in the same 
way it is within the apo ternary complex. In this case, clashes would be 
experienced also between CyaY and the IscS catalytic loop. These unfavourable 
contacts would thus make impossible for IscU or the IscS catalytic loop to assume 
an orientation such to allow C328 to coordinate the [Fe-S] cluster, as observed in 
the A. fulgidus structure.  
Intriguingly, as we previously pointed out, several independent groups 
observed functional discrepancies between prokaryotic and eukaryotic frataxin, 
indicating that human frataxin more likely acts as an allosteric activator, rather 
than an inhibitor, of the [Fe-S] biosynthesis. However it was demonstrated by in-
vitro studies that CyaY and FXN can be interchanged in the human and E. coli 
complexes without leading to an inversion of their effects on the catalytic rates of 




Figure 7.17: Possible steric clashes between CyaY and [Fe-S] loaded IscU in a 
potential holo ternary complex. The A. fulgidus complex structure was 
superimposed onto the average structure of the ternary complex, as issuing from 
our MD simulation, by fitting onto the IscS dimer (orange). Note how several 
steric clashes occur between the CyaY protomer in the ternary complex (blue) and 
the IscU protomer in the the A. fulgidus complex (purple) within this putative holo 
ternary complex. All proteins are depicted as cartoons. 
 
Moreover, both CyaY and FXN can at least partially complement strains of 
yeast lacking the frataxin ortholog Yfh1,[355,356] again implying similar 
functions. Altogether, these studies indicate that the kind of frataxin allosteric 
modulation doesn’t depend on the frataxin homolog itself, but is rather dictated by 
intrinsic differences, likely accumulated during evolution, in the cysteine 
desulphurases. Indeed, despite the relatively high sequence identity (~60%), the 
much lower catalytic activity of Nfs1 as compared to IscS would greatly benefit by 
a frataxin acting as positive regulator for both the persulphide formation and [Fe-
S] cluster assembly.[324,341] Another possible difference between prokaryotic 
and eukaryotic desulphurases lies in the fact that the eukaryotic protein necessarily 
requires one more component, Isd11,[357-359] which is thought to stabilize the 
	  
Nfs1 dimer. The presence of this additional component, which is absent in 
prokaryotes, may compel a slightly different arrangement of frataxin in the human 
quaternary complex, though this could be unlikely, as it was shown that both 
CyaY and frataxin share similar interaction surfaces on their respective 
desulphurases.[351,352] However, such a rather puzzling issue will have to await 
until further investigations are carried out and, ultimately, the structural models of 
human ternary and quaternary complexes are determined to be untangled.  
 
7.4   Conclusions 
 
The bacterial proteins IscS and IscU are essential components of [Fe-S] 
protein biogenesis, an essential process for cell survival and very well conserved 
along the whole evolutionary tree. These proteins together form a complex where 
[Fe-S] clusters are assembled, both in-vitro and in-vivo, and have close orthologs 
in eukaryotes, up to primates, making them excellent model systems for the more 
complex eukaryotic machinery. In the present thorough in-silico study, we have 
unravelled a few interesting details concerning the mechanism through which this 
complicated protein complex works. Our results have shown that the shuttling 
motion through which the IscS catalytic loop was proposed to carry out its sulphur 
transferring role should occur via a conformational transition featuring an increase 
in compactness and the formation of a small 310-helix involving C328 and its 
flanking residues. Moreover, we have also shown that the IscS-IscU complex 
doesn’t behave as a compact unchanging entity, but instead, the complex is held 
together only via loose interactions at the binding interface, as reflected by the 
residual flexibility of IscU monomers as a whole upon formation of the complex. 
Such flexibility could be of functional importance, by helping to bring the IscU 
active site cysteines closer to C328, thereby complementing the shuttling motion 
of the IscS catalytic loop during sulphur transfer.  
The functioning of the IscS-IscU complex is regulated by the ancillary protein 
CyaY, ortholog of human frataxin, which in bacteria acts as a negative allosteric 
modulator of [Fe-S] cluster biosynthesis. Our results on the IscS-IscU-CyaY 
ternary complex have shown that the presence of CyaY strengthens the binding 
between IscS and IscU, stabilizing the fluctuations of the whole complex. As a 
result, the IscU monomers display a relatively lower mobility and the inherent 
flexibility of the IscS catalytic loop is almost completely abolished. Altogether, the 
	  
evidences we have provided within this work are in good agreement with former 
experimental data and substantiate the previously presented structural model of the 
IscS-IscU-CyaY complex. In addition, we have also identified several residues on 
the IscS and CyaY interacting surfaces, never investigated so far, that may 
potentially influence or abolish the binding or even the catalytic activity of the 
complex. 
We believe that this study provides useful new insights into the mechanism 
through which the IscS-IscU complex works and suggests a plausible explanation 
for the inhibitory mechanism of CyaY. Certainly, further studies will be required 
to shed additional light on the catalytic mechanism of the complex or to assess 
whether CyaY can also impinge on other steps of the biosynthesis, such as iron 
uptake or persulphide reduction on C328 to yield inorganic sulphide (S2-). Another 
important and very fascinating task would be digging into the differences between 
human and E. coli complexes and how these differences control, in an opposite 
fashion, [Fe-S] cluster assembly in prokaryotes and eukaryotes. The information 
provided in our work will hopefully inspire new studies aimed at solving these still 
open questions, in order to better understand both one of the most essential 


















Molecular modelling based approaches are nowadays widely used to gain 
insights into the molecular basis of protein biophysical properties and cellular 
functions, within a biological-like environment. In the present thesis, molecular 
dynamics simulation and free energy calculation techniques have been applied to 
the study of the dynamics and of the working mechanism of naturally occurring 
biological systems and engineered protein based molecular nanodevices.  
The simulations of the 5-HT3A receptor are generally in good agreement with 
recent and previous experimental findings and computational studies performed 
on homologue receptors. In addition, further insights into the ion translocation 
mechanism through this receptor can also be drawn. The discovery of the lateral 
intersubunit channels is particularly interesting in this respect, since they are 
located within a region of the protein which is thought to be pivotal for conveying 
the energy arising from the ligand binding event to the transmembrane gate, 
eventually leading to the opening of the pore. Moreover, the fact that these lateral 
channels seem to be shared also by other pLGICs, and particularly only by 
eukaryotic members, makes these structural features even more intriguing and 
could stimulate further theoretical and experimental investigation on this and 
other related receptors. The identification of few residues on the main channel 
internal walls as potentially influencing the ion migration process will be useful 
for designing more focused experiments, so as to attain a deeper comprehension 
about how the 5-HT3AR functions. Finally, the investigation into the role of the 
arginine triplet within the ICD has nicely reconciled experimental conductance 
	  
observations with a physically sound molecular explanation based on 
electrostatics and sterical encumbrance, illuminating the mechanism through 
which they act as determinants of the 5-HT3A low channel conductance.  
The simulations of the engineered MscL have shed light on the first stages of 
the light activated gating mechanism artificially introduced within this gated ion 
channel. The evidence that the channel gating relies upon a charge unmasking 
mechanism and consequent hydrophobicity breaking in the middle of the pore 
allows to envisage that it would be possible to obtain a much broader range of 
light gated nanodevices. Indeed, a hydrophobic gating mechanism seems to be 
shared also by many other gated ion channels, and not only by MscL. Moreover, 
this evidence suggests the hypothesis that replacements with other polar amino 
acids may also be suitable to open the pore, thus further enriching the arsenal of 
available functionalizations. A broader toolbox of light triggered nanodevices 
may exploit the benefits of different kinds of photoactive functionalizations in two 
ways. On the one hand the possibility to uncover different chemical groups, while 
still inducing the opening of the channel, could allow to employ a greater number 
of photoactive moieties, thus allowing to synthetize devices sensitive to a wider 
spectrum of wavelengths. On the other hand, the possibility to finely tune the 
polarity of the chemical groups could allow to achieve a better control on the final 
desired size of the pore in the conductive state. This, along with the chance of a 
subunit specific triggering, could possibly even lead to a finer control on the 
transport properties, such as the release kinetics, and prove useful in several 
instances, e.g. in case of drug delivery oriented nanodevices.  
Simulations of the engineered α-Hemolysin have shown the viability of the 
application of molecular modelling approaches to the de-novo rational design of 
bio-inspired nanopores with controllable properties. Thanks to the tethering of an 
appropriately conceived azobenzene based photo-switch at a carefully determined 
location on the rigid α-Hemolysin protein scaffold, a light controllable nanopore 
has been devised, whose promising capabilities have been evidenced in this study. 
In particular, the possibility of blocking the passage of medium size molecules, 
such as a small DNA fragment, makes it as a prototype system suitable for many 
diverse applications, such as in analytical chemistry or drug delivery. A 
particularly appealing application is also in the increasingly popular field of 
nanopore based DNA sequencing, where α-Hemolysin has already demonstrated 
its high potential. The future developments are many. For instance, the 
modification of the “on/off” molecular photo-switch presented here in terms of its 
	  
chemical nature, length of the linker, volume and net charge of the head group 
may allow to achieve desired selective transport properties, suitable for a 
particular application. In this respect, a thorough and systematic computational 
assessment of the chemical features of the photo-switchable moiety could be 
carried out prior to undertaking a long and expansive synthetic chemistry 
campaign, aiding in selecting only a handful of promising candidates. The 
experimental validation of the theoretical predictions will then help to obtain a 
more clear picture of the structure-property relationships, creating a sort of 
“integrative approach” between experimental and computational data. This may 
prove of great benefit for reducing the optimization costs for the process of 
identification of a successful photo-sensitive group. Finally, other unspecific and 
non-gated biological pores may be screened, possibly also exploring different 
functionalization sites on the scaffold proteins, thereby widely expanding the set 
of molecular devices that can be conceived.  
The simulation of the IscS-IscU system, both in presence and absence of the 
allosteric inhibitor CyaY, has provided new important insights into the working 
mechanism of such a vital protein complex, adding one more piece to the [Fe-S] 
protein biogenesis intricate puzzle. The characteristic IscU movement with 
respect to IscS, likely brought about by a relatively “soft” binding interface, is 
particularly interesting in this respect. Indeed such movement possibly elucidates 
how IscU switches between two different orientations within the complex, based 
on the presence of the [Fe-S] cluster. The portrayal of IscU as a mere static 
platform appointed to receive the components needed to build up [Fe-S] clusters 
should then be revised in favour of a closer cooperation between such scaffold-
protein and the desulphurase. An active involvement of IscU may also help to 
provide a plausible explanation for the CyaY inhibitory mechanism in bacterial 
systems, which would be compatible with that based on abolishing the IscS 
catalytic loop shuttling motion observed in the CyaY free system. Such 
explanation would help to rationalize both why the presence of CyaY is 
apparently incompatible with the orientation assumed by the IscU holo-form 
within the complex and why CyaY seems to affect the IscU movement mentioned 
above. Unfortunately, the yet poorly characterized difference between prokaryotic 
and eukaryotic protein complexes does not allow to directly exploit the findings 
of this work to develop a therapy for the many severe human diseases related to 
defects in [Fe-S] protein biogenesis systems. Nonetheless, some of them may still 
prove useful to pursue a different, but not less worthy, goal. Indeed, as the 
	  
presence of the ISC system is usually very well conserved, the availability of 
effective pharmacological tools targeting the IscS-CyaY interaction could be 
extremely useful to achieve a deeper understanding of the cellular role of the 
interaction between CyaY and the IscS-IscU complex (or their orthologues). By 
providing hints about which residues, if mutated, are more likely able to influence 
the binding, the characterization of the interface between IscS and CyaY 
presented here could foster pilot experimental studies specifically focused at 
identifying differences between systems belonging to different organisms. Once 
these differences will have been determined, it will be possible to start a drug 
discovery campaign aimed at achieving successful PPIs inhibitors that can serve 
as potentially selective biochemical probes . 
In conclusion, the work presented here overall highlights that MD simulations 
are twice as valuable tools to the study of biomolecular system. On the one hand, 
they can be used ex-ante to make predictions and provide useful suggestions 
aimed at helping the design of new experiments. On the other hand, they can be 
used ex-post to provide detailed insights, otherwise unavailable, into the working 
mechanism of biologically and biotechnologically relevant systems, thereby 
complementing and aiding to rationalize experimental observations. The diversity 
of the systems investigated within my PhD thesis work emphasizes the power and 
versatility of computational chemistry in modern chemical and biological 
research. 
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Å  Ångstrom 
Δ𝐴  difference in free energy 
𝛽  thermodynamic beta 
Cα  alpha carbon atom 
Da  Dalton 
∆𝐺  difference in Gibbs free energy 
𝜂  weighting factor for biasing phase space exploration 
𝑓  microscopic phase space function 
ℱ  Faraday constant 
𝐹!   average force along a generic collective variable 
𝐹!!  𝜇-th instantaneous force sample in bin 𝑘 in ABF simulations 
𝐻  Hamiltonian of a system 
𝑘!  Boltzmann constant 
Kd  dissociation constant 
𝜉  generic collective variable 
𝚵  transformation from Cartesian to generalized coordinates 
𝐽  Jacobian matrix 
𝐿  generic thermodynamical observable 
	  
𝑁!  threshold number of samples beyond which applying the average 
force in ABF simulations 
𝑁!!  total number of samples accrued in bin 𝑘 at time 𝑡 during ABF 
simulations 
𝒙  vector containing atomic positions 
𝒑  vector containing atomic momenta 
𝑃  probability distribution function 
𝑃!  permeability of ion 𝑖 
𝑅  gas constant 
𝑞  partial atomic charge 
𝑞!  generic generalized coordinate 
𝑄  ionic charge 
𝑈  potential energy of a system 
𝑉  generic biasing potential 
𝑉!  membrane potential 
𝑍  molecular partition function 
Ω  domain of the accessible micro states for the energy levels 
compatible with a given macro state 
2D  2-dimensional 
3D  3-dimensional 
5-HT3AR 5-Hydroxytriptamine Receptor of type 3A 
ABF  Adaptive Biasing Force 
αHL	   	   α-­‐Hemolysin	  from	  Staphylococcus	  aureus	  
ATP  Adenosine Triphosphate 
Cryo-EM Cryo-Electron Microscopy 
dA  deoxyadenosine 
DCC  Dynamic Cross Correlation 
	  
DNA  Deoxyribonucleic acid 
DOF  Degree of Freedom 
ED  Essential Dynamics 
ESP  Electrostatic Potential 
FXN  Frataxin 
GHK  Goldman-Hodgkin-Katz 
GIC  Gated Ion Channels 
ISC  Iron Sulphur Cluster 
LJ  Lennard-Jones 
MD  Molecular Dynamics  
MM  Molecular Mechanics 
mRNA  messenger Ribonucleic Acid 
MscL  Mechanosensitive Channel of Large conductance 
MTS   Methanethiosulfonate 
NMR  Nuclear Magnetic Resonance 
NPT  Isobaric-Isothermal ensemble, characterized by a fixed number of  
particles (N), pressure (P) and Temperature (T) 
NVT  Canonical ensemble, characterized by a fixed number of particles  
(N), volume (V) and Temperature (T) 
PBC  Periodic Boundary Conditions 
PCA  Principal Component Analysis 
PDB  Protein Data Bank 
PES  Potential Energy Surface 
PFAP  Pore Forming Antimicrobial Peptide 
PFT  Pore Forming Toxin 
pLGIC  pentameric Ligand-Gated Ion Channels 
PLP  Pyridoxal-phosphate 
	  
PME  Particle Mesh Ewald 
PMF  Potential of Mean Force 
PPI  Protein-Protein Interaction 
QM  Quantum Mechanics 
RESP  Restricted Electrostatic Potential 
RMSD  Root Mean Square Deviation 
RMSF  Root Mean Square Fluctuation 
ROS  Reactive Oxygen Species 
SC4  Sulphonato-Calix[4]arene 
SMD  Steered Molecular Dynamics 
TI  Thermodynamic Integration 
TM  Transmembrane 
tRNA  transfer Ribonucleic Acid 
vdW  van der Waals 
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