The perturbations $\phi_{2,1}$ and $\phi_{1,5}$ of the minimal models
  $M(p,p')$ and the trinomial analogue of Bailey's lemma by Berkovich, A. et al.
ar
X
iv
:h
ep
-th
/9
71
22
20
v2
  2
 Ja
n 
19
98
ITPSB 97-70
The perturbations φ2,1 and φ1,5
of the minimal models M(p, p′)
and the trinomial analogue of Bailey’s lemma
Alexander Berkovich1 and Barry M. McCoy2
Institute for Theoretical Physics
State University of New York
Stony Brook, NY 11794-3840
Paul A. Pearce3
Department of Mathematics and Statistics
University of Melbourne
Parkville, Victoria 3052, Australia
12/97
1 alexb@insti.physics.sunysb.edu
2 mccoy@max.physics.sunysb.edu
3 pap@maths.mu.oz.au
Abstract
We derive the fermionic polynomial generalizations of the characters of the integrable
perturbations φ2,1 and φ1,5 of the general minimal M(p, p
′) conformal field theory by use
of the recently discovered trinomial analogue of Bailey’s lemma. For φ2,1 perturbations
results are given for all models with 2p > p′ and for φ1,5 perturbations results for all
models with p
′
3 < p <
p′
2 are obtained. For the φ2,1 perturbation of the unitary case
M(p, p + 1) we use the incidence matrix obtained from these character polynomials to
conjecture a set of TBA equations. We also find that for φ1,5 with 2 < p
′/p < 5/2 and
for φ2,1 satisfying 3p < 2p
′ there are usually several different fermionic polynomials which
lead to the identical bosonic polynomial. We interpret this to mean that in these cases
the specification of the perturbing field is not sufficient to define the theory and that an
independent statement of the choice of the proper vacuum must be made.
1. Introduction
The theory of perturbations of conformal field theory was initiated by Zamolodchikov
[1]-[3] who introduced a sufficient condition, known as the “counting argument”, for an
operator to provide an integrable perturbation of the minimal conformal field theories
M(p, p′). It is well known that this argument indicates that the operators φ1,3, φ1,2, φ2,1
and φ1,5 are integrable whenever they are relevant. Of these perturbations the φ1,3 is the
best understood and is known to be related to the affine Lie algebra A
(1)
1 . On the one hand
it is realized as the scaling limit of RSOS lattice models [4]-[5] which are restrictions of the
XXZ [6] and XYZ [7]-[8] spin chains. In the field theory context it is related to restrictions
of the sine-Gordon model [9]-[10]. The scattering matrices [9]-[10], Thermodynamic Bethe’s
Ansatz (TBA) equations [11] and the vacuum expectation values of some local operators
are known [12]-[13]. In all studies there is agreement with the perturbative treatment and
there is a sense in which the perturbation may be said to define the model.
The other three perturbations, φ2,1, φ1,2, and φ1,5, are not nearly so well under-
stood. They are known to be related to the affine Lie algebra A
(2)
2 and to the Izergin-
Korepin lattice model [14]. In the field theory context they are related to the Bullough-
Dodd[15]/Zhiber-Mikhailov-Shabat[16]model. In contrast to the unique way to restrict the
XXZ model there are two different restrictions for the Izergin-Korepin model. One is the
restriction known as the dilute AL model of [17]-[19] and the other is the restriction due
to Kuniba [20]. In principle these restrictions can be studied for all models M(p, p′) but
1
in practice the unitary case M(p, p + 1) has been investigated the most. In field theory
the S matrices for these perturbations have been determined [21]-[24] and TBA equations
have been obtained for the following cases: The φ2,1 perturbation of M(4, 5) [25] and of
M(5, 6) [26], the φ2,1 perturbation ofM(p, 2p−1) and the φ1,5 perturbation ofM(p, 2p+1)
of [27]-[29], the φ1,5 perturbation of M(3, 10), M(3, 14), M(3, 16) by [30] and the φ1,2
perturbation of M(3, 4) [31].
One of the reasons that the results for the φ2,1, φ1,2 and φ1,5 perturbations are not
nearly so extensive as for φ1,3 is that there appear to be new physical effects which are
not present for the φ1,3 perturbation. These effects are seen vividly in the recent study of
vacuum expectation values by Fateev, Lukyanov, Zamolodchikov and Zamolodchikov [13].
In particular they find for the φ1,5 perturbation of the minimal model M(p, p
′) that in the
region 2 < p′/p ≤ 8/3 the mass defined by perturbation theory is negative. This indicate
that a non perturbative definition of the vacuum must be given and is often a signal that
level crossing of the vacuum has occurred [32]. Similarly for the φ2,1 perturbation they find
a problem with vacuum definition for 3p > 2p′. None of these problems has been found to
occur for the φ1,3 perturbation.
In this paper we study the φ2,1 and the φ1,5 perturbations by the method of fermionic
representations of Virasoro characters and Rogers-Ramanujan identities. This approach
gives results for φ2,1 for all values of p
′/p and for φ1,5 for 2 < p
′/p < 3 and thus gives
results even in the regime where the perturbative definition of the field theory leads to
problems of vacuum choice.
This method began several years after the work of [1]-[3] when it was proposed [33]-
[34] that integrable perturbations are closely connected to the various different fermionic
representations of the characters of the model. For example, for the minimal models the
(bosonic) representation of the characters χ
(p,p′)
r,s (q) (normalized to 1 at q = 0) is [35]
χ(p,p
′)
r,s (q) =
1
(q)∞
∞∑
j=−∞
(
qj(pp
′j+p′r−ps) − q(pj+r)(p
′j+s)
)
(1.1)
where
(a)n =
{∏n−1
j=0 (1− aq
j) for n ≥ 1
1 for n = 0.
(1.2)
which have central charge
c = 1−
6(p− p′)2
pp′
(1.3)
2
and conformal dimensions
∆r,s =
(ps− p′r)2 − (p− p′)2
4pp′
(1.4)
where p and p′ are relatively prime integers with p < p′. It was conjectured in [34] and
proven in [36]-[37] that for M(p, p+ 1) the character χ
(p,p+1)
1,1 (q) has the fermionic repre-
sentation ∑
m
mp−2≡0 (mod2)
q
1
4mCp−2m
1
(q)m1
p−2∏
j=2
[
( 12Ip−2m)j
mj
]
q
= χ
(p,p+1)
1,1 (q) (1.5)
where the p× p dimensional matrices
(Ip)j,k = δj,k−1 + δj,k+1 and Cp = 2− Ip, for 1 ≤ i, k ≤ p (1.6)
are the incidence and Cartan matrix (respectively) of the Lie algebra Ap and the q-
binomials are defined by[
m+ n
m
]
q
=
{
(q)m+n
(q)m(q)n
for m,n nonnegative integers
0 otherwise.
(1.7)
The sum in (1.5) is defined to be the sum over all integers values of mi with 1 ≤ i ≤ p− 2
such that (1.7) is not zero and the component mp−2 has the additional restriction that
mp−2 ≡ 0 (mod2). These conventions will be followed in all sums in this paper. Since
the incidence matrix Ip−2 is an important ingredient in the Thermodynamic Bethe Ansatz
(TBA) equations for the φ1,3 perturbation of M(p, p + 1) models [11] it is natural to
associate fermionic representation (1.5) with the perturbation φ1,3
This identification of integrable perturbations with fermionic representations may be
extended to the polynomial generalizations of the characters which are used to prove
the identity of the fermionic and bosonic forms of the characters. As an example, the
polynomial generalization of (1.1) used in [36] to prove (1.5) for the minimal conformal
dimension (1.4) with |psm−p
′rm| = 1 and L is even is the path counting formula of [4]-[5]
B(L, p, p′) =
∞∑
j=−∞
(
qj(pp
′+1)
[
L
L
2 − p
′j
]
q
− q(pj+rm)(p
′j+sm)
[
L
L
2 − jp
′ − sm
]
q
)
(1.8)
which if we use
lim
L→∞
[
L
L
2 − a
]
q
=
1
(q)∞
(1.9)
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reduces to (1.1) (with r = rm, s = sm) as L→∞. Similarly the polynomial generalization
of the fermionic form in (1.5) is
F (L, p, p+ 1) =
∑
m
mp−2≡0(mod2)
q
1
4mCp−2m
p−2∏
j=1
[
( 12Ip−2m+
L
2 e1)j
mj
]
q
(1.10)
where we use the definition of the p− 2 dimensional unit vectors (ej)k = δj,k. In the rest
of this paper we will use ej for the j
th unit vector and assume that its dimension is clear
from the context. The polynomial (1.10) reduces to the left hand side of (1.5) in the limit
L→∞ by use of
lim
L→∞
[
L
m
]
q
=
1
(q)m
(1.11)
The character identity (1.5) itself thus generalizes to the polynomial identity
F (L, p, p+ 1) = B(L, p, p+ 1). (1.12)
Polynomial analogues of Rogers-Ramanujan type identities have been obtained for all mod-
elsM(p, p′) [38], [39] and for all models where independent evidence exists [4]-[5],[11] these
identities yield the particle content and are related to the TBA equations for the pertur-
bation φ1,3.
The purpose of this paper is to extend these Rogers-Ramanujan studies from the φ1,3
perturbations [36]-[39] to the perturbations φ2,1 and φ1,5 of the general models M(p, p
′).
For the φ2,1 perturbation of M(p, p+ 1) we then use these identities to conjecture a TBA
which is identical with that of [25] for p = 4.
We also make the unexpected discovery that there are certain minimal models where
one bosonic polynomial representation of the character may have several different fermionic
representations. This is a phenomena not seen in any previous study. It seems significant
that for the perturbations φ2,1 and φ1,5 the condition for these multiple representations of
the polynomials to occur restricts p′/p to lie in precisely the regions where the study of
vacuum expectation values [13] has not been carried out because of problems in identifying
the correct vacuum. Thus our results provide some insight into the question of vacuum
choice in quantum field theory.
Our method relies on the recently discovered [40], [41] trinomial analogue of Bailey’s
lemma plus additional results on trinomial representations of bosonic character polyno-
mials. These results are summarized in sec. 2. In sec. 3 we study the case of φ2,1
4
perturbations of M(p, p+ 1) and make contact with the φ2,1 perturbations studied in the
dilute An models in [19]. In sec. 4 we relate our result to the recent TBA study [25] of
M(4, 5) and use this to discuss possible TBA equations for the φ2,1 perturbation of some
other unitary models M(p, p+1). In sec. 5 we consider φ1,5 perturbations of M(p, 3p−1).
In sec. 6 we greatly extend our results to cover the φ2,1 perturbations of almost all models
M(p, p′) with 2p > p′ and the φ1,5 perturbations of most modelsM(p, p
′) with p
′
3
< p < p
′
2
.
There are two special cases not included in sec. 6 which must be treated separately. In
sec. 7 we discuss M(p, 2p ± 2) for p ≥ 5 odd and from generalizations arising from this
case we find in sec. 8 multiple fermionic representations of bosonic character polynomials
for the φ2,1 perturbation whenever 3p < 2p
′ and for φ1,5 with 2 < p
′/p ≤ 5/2. In sec. 9
we cover the other special case M(p, 2p± 1) for p ≥ 3 and make contact with the work of
[27]-[29]. We conclude in sec. 10 with a brief discussion of our results.
2. The Trinomial Bailey Lemma
The q-trinomials and the trinomial Bailey’s lemma are generalizations of the well
known q-binomials and the (binomial) Bailey lemma [44]. The q-binomials were defined
by (1.7) and obey [
m+ n
m
]
q−1
= q−mn
[
m+ n
m
]
q
. (2.1)
For the corresponding definition of q-trinomials we follow [45] and define(
L;B; q
A
)
2
=
∞∑
j=0
qj(j+B)(q)L
(q)j(q)j+A(q)L−2j−A
=
∞∑
j=0
qj(j+B)
[
L
2j + A
]
q
[
2j +A
j
]
q
(2.2)
and
T0(L,A; q) = q
L2−A2
2
(
L;A; q−1
A
)
2
. (2.3)
In the sequel we will only need the case A = B and will suppress the argument B in (2.2).
We refer to these as “round” trinomials. We will also suppress all arguments q when not
needed.
The following properties of (round) q-trinomials(
L
A
)
2
=
(
L
−A
)
2
(2.4)
T0(L,A) = T0(L,−A) (2.5)
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lim
L→∞
(
L
A
)
2
=
1
(q)∞
(2.6)
lim
L→∞
T0(L,A) =

(−q1/2)∞+(q
1/2)∞
2(q)∞
if L− A is even
(−q1/2)∞−(q
1/2)∞
2(q)∞
if L− A is odd
(2.7)
will be important in the sequel.
We say that the two sequences αn and βn form a trinomial Bailey pair if
βL =
n∑
j=0
αj
T0(L, j)
(q)L.
(2.8)
Then from [40],[41] we have the following which we call the
Trinomial Analogue of Bailey’s Lemma (TABL)
∞∑
L=0
(ρ)L(−1)
LqL/2ρ−LβL =
(q/ρ)2∞
(q)∞(q/ρ2)∞
∞∑
n=0
(−1)nqn/2ρ−n(ρ)nαn
(q/ρ)n
. (2.9)
The case ρ = −1 was dealt with in [40] and is shown to lead to identities for the N = 2
supersymmetric models. In this paper we consider the case ρ → ∞ where (2.9) reduces
to
∞∑
L=0
q
L2
2 βL =
1
(q)∞
∞∑
n=0
q
n2
2 αn. (2.10)
3. The φ2,1 perturbation of M(p, p+ 1) for p ≥ 4
In order to apply TABL (2.9) we need to start with a trinomial Bailey pair (2.8). As
is the case with binomial Bailey pairs these pairs are often related to finitizations of some
character identities. We thus begin our study by considering the polynomial identities
found by Schilling [46],[47] for the coset model (A
(1)
1 )2 × (A
(1)
1 )p−3/(A
(1)
1 )p−1 (the N = 1
supersymmetric model SM(p− 1, p+ 1) with p ≥ 4)
∑
m
mp−2≡(mod2)
q
1
4mCp−2m
p−2∏
i=1
[
( 1
2
Ip−2m+
L˜
2
e2)i
mi
]
q
=
∞∑
j=−∞
(
q
j
2 (j(p+1)(p−1)+2)T0(L˜, (p+ 1)j)− q
1
2 ((p+1)j+1)((p−1)j+1)T0(L˜, (p+ 1)j + 1)
)
(3.1)
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with Ip−2 defined in (1.6). Together with the definition (2.8) this gives the trinomial
Bailey pair
βL˜ =
1
(q)L˜
∑
m
mp−2≡0(mod2)
q
1
4mCp−2m
p−2∏
i=1
[
( 12Ip−2m+
L˜
2 e2)i
mi
]
q
αn =

qj(j(p+1)(p−1)+2)/2 for j ≥ 0, n = (p+ 1)j
qj(j(p+1)(p−1)−2)/2 for j ≥ 1, n = (p+ 1)j
−q((p+1)j+1)((p−1)j+1)/2 for j ≥ 0, n = (p+ 1)j + 1
−q((p+1)j−1)((p−1)j−1)/2 for j ≥ 1, n = (p+ 1)j − 1
(3.2)
To this pair we now apply the special case (2.10) of the TABL and obtain the identity
∑
L˜=0
q
L˜2
2
(q)L˜
∑
m
mp−2≡0(mod2)
q
1
4mCp−2m
p−2∏
i=1
[
( 1
2
Ip−2m+
L˜
2
e2)i
mi
]
q
=
1
(q)∞
∞∑
j=−∞
(
qj(jp(p+1)+1) − q(jp+1)(j(p+1)+1)
)
= χ
(p,p+1)
1,1 (q)
(3.3)
where in the last line we have made the identification with the bosonic character formula
(1.1). However, even though the bosonic side of this identity is the same as the bosonic
side of (1.5) the fermionic side is not. In particular the sum in (1.5) involves p − 2
variables while the q-series in the left hand side of (3.3) involves p− 1 variables. Thus the
TABL has produced a new fermionic representation of the characters χ
(p,p+1)
1,1 (q) which we
must now identify with some integrable perturbation.
The first step in the identification of the physical meaning of the q-series in (3.3) is
to write it in the “canonical quasi-particle form” [33],[34] in terms of a single (possibly
asymmetric) matrix B and a vector u (which will in general have some infinite components)
F (u) =
∑
m
restrictions
q
1
2mBm
∏
j
[
((1−B)m+ u)j
mj
]
q
. (3.4)
Such a representation is indeed possible if we set
L˜ = m0, u0 =∞, ui = 0 for i 6= 0 (3.5)
and define the p− 1× p− 1 dimensional matrices
B =
1
2
C˜p−1, with C˜p−1 = 2− I˜p−1 (3.6)
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where
I˜p−1 =

0 0 −1 0 0 . . . 0 0 0
0 0 1 0 0 . . . 0 0 0
1 1 0 1 0 . . . 0 0 0
0 0 1 0 1 . . . 0 0 0
0 0 0 1 0 . . . 0 0 0
...
...
...
...
...
...
...
...
...
...
...
0 0 0 0 0 . . . 1 0 1
0 0 0 0 0 . . . 0 1 0

(3.7)
This “incidence matrix” is represented graphically in Fig. 1 where we use the conventions
that if sites a and b are connected by a line then (˜Ip−1)a,b = (˜Ip−1)b,a = 1 and if a and
b are joined by an arrow pointing from a to b then (˜Ip−1)a,b = −(˜Ip−1)b,a = −1. This
convention will be used throughout the entire paper.
We now need to identify this q-series identity with a perturbation of M(p, p+1). One
way to do this is to consider the polynomial generalization of (3.3)
F2,1(L, p, p+ 1) = B1(L, p, p+ 1) (3.8)
where
F2,1(L, p, p+ 1) =
∑
m
mp−2≡0(mod2)
q
1
4mC˜p−1m
p−2∏
j=0
[
( 12 I˜p−1m+ Le0)j
mj
]
q
. (3.9)
and
B1(L, p, p
′) =
∞∑
j=−∞
(
qj(pp
′j+rmp
′
−psm)
(
L
2pj
)
2
− q(jp+rm)(jp
′+sm)
(
L
2pj + 2rm
)
2
)
(3.10)
where
|p′rm − psm| = 1 (3.11)
which by use of (2.6) and (1.11) reduces to (3.3) as L → ∞. We have verified
that (3.8) holds by extensive computer checks. The polynomial (3.10) for p′ = p + 1
appears in the calculation [19] of the order parameters of the dilute Ap models in regime
1± and corresponds to the φ2,1 perturbations of M(p, p+ 1). We will here generalize this
and conclude that the trinomial generalization (3.10) of the character χ
(p,p′)
rm,sm(q) is the
polynomial bosonic representation of the φ2,1 perturbation of all models M(p, p
′) when-
ever 2p > p′ so that the perturbation is relevant. We also note that an identity somewhat
similar to (3.8) appeared in [42] as eqn. (5.1) and was proven in [43]. The right hand side
of that equation is indeed the same as the right hand side of (3.8). However, the left hand
8
side of the identity of [42] is not the same as (3.9). In particular we note: (1) for finite
L the fermionic form of [42] is not in the canonical form (3.4) which has a quasi-particle
interpretation; and (2) in the limit L → ∞ the fermionic form of [42] is identical with
(1.5) and not with the left hand side of (3.3).
4. A TBA conjecture for the φ2,1 perturbation of M(p, p+ 1) for p ≥ 4
The incidence matrix I˜p−1 (3.7) for p = 4 has an important connection with the
TBA computations for the model M(4, 5) perturbed by φ2,1 recently done by Ellem and
Bazhanov [25]. In this section we explain this connection and use it to conjecture a system
of TBA equations for more general case of the model M(p, p+ 1).
To explain the connection we rewrite the fermionic polynomial (3.9) in terms of what
is called an m,n system as follows
F2,1(L, p, p+ 1) =
∑
m
mp−2≡0(mod2)
q
1
4mC˜p−1m
p−2∏
j=0
[
mj + nj
mj
]
(4.1)
where
n+m =
1
2
I˜p−1m+ Le0 (4.2)
and mi and ni are nonnegative integers. To make contact with [25] we specialize to the
case p = 4 to find
n0 +m0 = L−
1
2
m2
n2 +m2 =
1
2
(m0 +m1)
n1 +m1 =
m2
2
.
(4.3)
This system is identical with the corresponding system which may be obtained from (3.13)-
(3.16) of [25] by integrating (3.13) of [25] on θ and using the notation∫
dθσk(θ) = mk, and
∫
dθσ˜k(θ) = nk (4.4)
and letting
m
2π
∫
dθ cosh θ → L (4.5)
where we note that the sign factor s0 = −1 in [25] corresponds to the asymmetry present
in the matrix I˜p−1 of (3.7).
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From these considerations it is natural to try to extend the TBA equations of [25] for
M(4, 5) to M(p, p + 1) by writing the following set which reduces to (4.4) and (4.5) of
[25] when p = 4
ǫj(θ) = δj,0r cosh θ +
p−2∑
k=0
∫ ∞
−∞
Φj,k(θ − θ
′) ln(1 + e−ǫk(θ
′))dθ′, j = 0, 1, · · · , p− 2 (4.6)
with the ground state scaling function c(r, p) given by
πc(r, p)
6r
=
1
2π
∫ ∞
−∞
cosh θ ln(1 + e−ǫ0(θ))dθ (4.7)
where
Φj,k(θ) = −φ0(θ)(˜I
t
p−1)j,k − δj,0δk,0φ1(θ), (4.8)
φ0(θ) =
3(p− 1)
2π cosh 3(p− 1)θ
, φ1(θ) =
1
2πi
d
dθ
lnFCDD(θ; p) (4.9)
where in order to assure that
c(0, p) = 1−
6
p(p+ 1)
(4.10)
we require that the integral
∫∞
−∞
φ1(θ)dθ be zero.
To complete this TBA equation requires the specification of FCDD(θ; p). In [25] this
is computed from the S-matrix of Smirnov [21]. Here, however, we will content ourselves
by merely examining the assumption that
FCDD(θ; p) =
∏
j
Fαj (θ) (4.11)
where
Fα(θ) =
sinh θ + i sinαπ
sinh θ − i sinαπ
. (4.12)
Then, in order that as r → 0 the term in c(r, p) of order O(r2) (which is computed using
the methods of [11],[26],[48],[49]) agrees with the bulk energy found by Fateev [50] we find
that αj must satisfy the constraint
∑
j
sinπαj =
sin π3 sin
2πp
3(p−1)
sin π(p+1)
3(p−1)
. (4.13)
This constraint has the following simple solution
αj =
{
1
3 +
j2(p+1)
3(p−1) , j = 0, · · · , p− 2 for p ≡ 0(mod3)
j2(p+1)
3(p−1) , j = 1, · · · , p− 2 for p ≡ 1(mod3).
(4.14)
10
When p = 4 this reduces to the expression used in [25] of FCDD(θ; 4) = F− 19 (θ)F
2
9
(θ).
However, for p ≡ 2 (mod3) (which includes the three state Potts model) a simple solu-
tion to the constraint (4.13) does not seem to exist. We also note that the requirement∫∞
−∞
φ1(θ)dθ = 0 will be satisfied if (once all the παj are reduced mod 2π to lie in the
interval −π < παj < π) the number of positive and negative αj are the same. There are,
however, many cases where this does not hold and here vanishing of
∫∞
−∞
φ1(θ)dθ can be
ensured by the addition of delta functions to φ1(θ) which may be thought of as a limiting
case of 1
2πi
d
dθ
lnFα(θ) as α→ 0. The case p ≡ 2 (mod3) will be discussed elsewhere. Further
tests of the equations (4.6)-(4.14) are of course possible but are beyond the scope of this
paper.
5. The φ1,5 perturbation of M(p, 3p− 1) for p ≥ 4
In sec. 3 we went from the identities (3.1) for the models SM(p − 1, p + 1) to the
identities (3.8) for the models M(p, p + 1). Remarkably we may apply the TABL once
again if we first send q → 1/q in the polynomial identity (3.8) and use (2.3) with n = 0
to convert the round trinomials into T0 so that a trinomial Bailey pair may be extracted
using the definition (2.8). Thus applying (2.10) once again we have the new identity
∞∑
L˜=0
∑
m
mp−2≡0 (mod2)
qL˜
2
−L˜m0+
1
4mC˜p−1m
1
(q)L˜
p−2∏
j=0
[
( 12 I˜p−1m+ L˜e0)j
mj
]
q
= χ
(p,3p−1)
1,3 (q) (5.1)
We again want to generalize this to a polynomial which we do by first replacing in
(5.1) L˜→ n−1 and then letting
1
(q)n−1
→
[
L− n−1 +m0
n−1
]
q
(5.2)
to define a polynomial
F1,5(L, p, 3p−1) =
∑
n
−1,m
mp−2≡0 (mod2)
qn
2
−1−n−1m0+
1
4mC˜p−1m
[
L− n−1 +m0
n−1
]
q
p−2∏
j=0
[
( 12 I˜p−1m+ n−1e0)j
mj
]
q
.
(5.3)
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Next we introduce incidence matrix I′p which is obtained from a new m,n system
n−1 +m−1 =
1
2
(m−1 +m0 + L)
n0 +m0 =
1
2
(−m−1 +m0 −m2 + L)
n1 +m1 =
1
2
m2
n2 +m2 =
1
2
(m1 +m0 +m3)
nj +mj =
1
2
(mj−1 +mj+1) for 3 ≤ j ≤ p− 3
np−2 +mp−2 =
1
2
mp−3
(5.4)
as
m+ n =
1
2
I′pm+
L
2
(e0 + e−1). (5.5)
This incidence matrix is shown graphically in Fig. 2. Then we may rewrite (5.3) as
F1,5(L, p, 3p−1) =
∑
m
mp−2≡0 (mod2)
q
1
4 ((m−Le−1)C
′
p(m−Le−1))
p−2∏
j=−1
[
( 1
2
I′pm+
L
2
(e−1 + e0))j
mj
]
q
(5.6)
where C′p = 2− I
′
p. If we now define
B2(L, p, p
′) =
∞∑
j=−∞
(
qj(pp
′j+rmp
′
−psm)
(
L
p′j
)
2
− q(jp+rm)(jp
′+sm)
(
L
p′j + sm
)
2
)
(5.7)
with rm and sm as given in (3.11) we find from extensive computer studies a polynomial
generalization of the identity (5.1)
F1,5(L, p, 3p− 1) = B2(L, p, 3p− 1). (5.8)
It now remains to associate the identities (5.1) and (5.8) with a relevant perturbation
of the model M(p, 3p − 1). For this model the perturbation φ2,1 is not relevant because
2p < p′ (where here p′ = 3p − 1). On the other hand the integrable perturbation φ1,5
is relevant for 2p < p′ and by generalizing the “duality” seen in [28]-[29] between φ2,1
and φ1,5 we identify the bosonic polynomial (5.7) in general with the φ1,5 perturbation.
This identification is discussed further in sec. 9 where we study the cases M(p, 2p± 1) of
[29] and can be tested by computing the order parameter for the models of Kuniba [20].
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6. Generalizations
In the preceding sections we have examined a particularly simple application of the
TABL. However from that work it is apparent that many generalizations are possible.
6.1. The perturbation φ2,1 of M(p, p
′) for 1 < p′/p < 3/2.
For our first generalization we note that instead of taking as our starting point the
polynomial identities (3.1) for the models (A
(1)
1 )2 × (A
(1)
1 )p−3/(A
(1)
1 )p−1 with p ≥ 4 an
integer as done in sec. 3 we can start with the corresponding polynomial identities for p
fractional which are derived in [51] from the identities for the modelsM(p, p′) of [38]-[39].
In sec. 5 of [51] the polynomial identity is proven which generalizes (3.1)
F (2)(L, p, p′) = B(2)(L, p, p′) for 2p′ < 3p (6.1)
where
B(2)(L, p, p′) =
∞∑
j=−∞
(q
j
2 [p
′(2p−p′)j+p′r0−(2p−p
′)sm]T0(L, p
′j)
− q
1
2 (p
′j+sm)((2p−p
′)j+r0)T0(L, p
′j + sm))
(6.2)
with
r0 = 2rm − sm, and |p
′rm − psm| = 1 (6.3)
and
F (2)(L, p, p′) =
∑
m
mtf
≡(mod2)
q
1
4mC
(2)(p,p′)m
tf∏
j=1
[
( 12I
(2)(p, p′)m+ L2 e2)j
mj
]
q
. (6.4)
with
C(2)(p, p′) = 2− I(2)(p, p′). (6.5)
This identity is completed by specifying the incidence matrix I(2)(p, p′). This is done by
first introducing the continued fraction decomposition
p′
p′ − p
= 1 + ν0 +
1
ν1 +
1
ν2+···+
1
2+νf
(6.6)
with f ≥ 1 and ν0 ≥ 2 which defines the numbers νj . From this we define for f ≥ 1
tl =
l∑
j=0
νj , 0 ≤ l ≤ f (6.7)
13
and the incidence matrix I(2)(p, p′) which is given graphically in Fig. 3
(I(2)(p, p′))1,i = δ1,i−1
(I(2)(p, p′))j,i = δj,i+1 + δj,i−1 for j 6= 1, tl 0 ≤ l ≤ f
(I(2)(p, p′))tl,i = δtl,i+1 + δtl,i − δtl,i−1 for 0 ≤ l ≤ f − 1
(I(2)(p, p′))tf ,i = δtf ,i+1 + δνf ,0δtf ,i
(6.8)
with 1 ≤ i, j ≤ tf . In the case where νf = 0 the last equation in (6.8) is given precedence
over the next to last equation with l = f − 1.
The TABL may now be applied in the identical manner as for the case f = 0 which was
considered in sec. 3 and the finitization of the resulting fermi-bose identity may be made
again (and verified in low order cases on the computer). Thus we find the generalization
of (3.8) to the model M(p, p′) with 3p > 2p′
F2,1(L, p, p
′) = B1(L, p, p
′) (6.9)
where
F2,1(L, p, p
′) =
∑
m
mtf
≡0(mod2)
q
1
4mC˜
(2,1)(p,p′)m
tf∏
j=0
[
( 1
2
I˜(2,1)(p, p′)m+ Le0)j
mj
]
q
(6.10)
where C˜(2,1)(p, p′) = 2− I˜(2,1)(p, p′) and the incidence matrix shown graphically in Fig. 4
is
(˜I(2,1)(p, p′))0,i = −(˜I
(2,1)(p, p′))i,0 = −δi,2 for 0 ≤ i ≤ tf
(˜I(2,1)(p, p′))j,i = (I
(2)(p, p′))j,i for 1 ≤ j, i ≤ tf .
(6.11)
We refer to this region where 3p > 2p′ as the region of weak anisotropy for the φ2,1
perturbation and in this region the result (6.9) covers all cases. In this region the central
charge lies in the interval −2 < c < 0. This is the region studied in [13] where there are
no vacuum ambiguities.
6.2. The perturbation φ1,5 for M(p, 4p− p
′) for 3p > 2p′
For the second generalization we apply TABL to the trinomial identity (6.9) just as
we applied TABL to (3.8) in sec. 5 and thus we obtain for the models M(p, 4p− p′) with
3p > 2p′ the following extension of (5.8)
F1,5(L, p, 4p− p
′) = B2(L, p, 4p− p
′) (6.12)
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where
F1,5(L, p, 4p− p
′)
=
∑
m
mtf
≡0(mod2)
q
1
4 (L(L−2m−1)+mC˜
(1,5)(p,p′)m)
tf∏
j=−1
[1
2 (˜I
(1,5)(p, p′)m+ L(e−1 + e0))j
mj
]
q
,
(6.13)
C˜(1,5)(p, p′) = 2 − I˜(1,5)(p, p′) and incidence matrix I˜(1,5)(p, p′), given graphically in Fig.
5, is
(˜I(1,5)(p, p′))−1,−1 = (˜I
(1,5)(p, p′))−1,0 = −(˜I
(1,5)(p, p′))0,−1 = 1
(˜I(1,5)(p, p′))j,i = (˜I
(2,1)(p, p′))j,i + δj,0δi,0, for 0 ≤ j, i ≤ tf
(6.14)
and zero otherwise. I˜(2,1)(p, p′) was defined in (6.11).
6.3. Further generalizations for the perturbations φ2,1 and φ5,1.
We have now generalized the starting point of secs. 3 and 5 and obtained identities for
a wide class of models. However since the identity (6.12) is also in the form (2.8) the TABL
may be applied again to obtain a new identity whose finitizations can be conjectured and
tested on the computer. As long as the conjectured finitizations are of the form (2.8) the
process may be continued indefinitely and alternately produces fermionic representations
for φ2,1 and φ1,5 perturbations. The two new feature of this procedure is that “triangles”
appear in the incidence matrices and there are “negative tadpoles” for φ2,1 perturbation.
The results are as follows:
A. The φ2,1 perturbations for M(p¯, p¯
′) with 3/2 < p¯′/p¯ < 2, p¯′ 6= 2p¯− 2
We define p¯′, p¯ from p′, p of (6.6) and an integer n by
p¯′
p¯′ − p¯
= 2 +
1
n+ 1p′
p′−p
−2
, where n = 1, 2, 3, · · · and
p′
p′ − p
> 3,
p′
p′ − p
6= 4. (6.15)
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Next we introduce the 2n+ 1 + tf dimensional incidence matrix J
(2,1)(p¯, p¯′) (Fig. 6) as
(J(2,1)(p¯, p¯′))−2n,i = −δ−2n,i − δ−2n+1,i + δ−2n+2,i
(J(2,1)(p¯, p¯′))i,−2n = −δ−2n,i + δ−2n+1,i + δ−2n+2,i
(J(2,1)(p¯, p¯′))−2l,i = −δ−2l+1,i − δ−2l−1,i + δ−2l−2,i + δ−2l+2,i for l = 1, 2, · · ·n− 1
(J(2,1)(p¯, p¯′))i,−2l = +δ−2l+1,i + δ−2l−1,i + δ−2l−2,i + δ−2l+2,i for l = 1, 2, · · ·n− 1
(J(2,1)(p¯, p¯′))−2l−1,i = δ−2l−2,i + δ−2l−1,i + δ−2l,i for l = 0, 1, · · · , n− 1
(J(2,1)(p¯, p¯′))i,−2l−1 = −δ−2l−2,i + δ−2l−1,i − δ−2l,i for l = 0, 1, · · · , n− 1
(J(2,1)(p¯, p¯′))0,i = −δ2,i + δ0,i − δ−1,i + δ−2,i
(J(2,1)(p¯, p¯′))i,0 = δ2,i + δ0,i + δ−1,i + δ−2,i
(6.16)
for −2n ≤ i ≤ tf
(J(2,1)(p¯, p¯′))j,i = (˜I
(2,1)(p, p′))j,i for 1 ≤ j, i ≤ tf (6.17)
and C(2,1)(p¯, p¯′) = 2−J(2,1)(p¯, p¯′) where I˜(2,1)(p, p′) is given by (6.11). Then defining the
fermionic form
F2,1(L, p¯, p¯
′) =
∑
m
mtf
≡0(mod2)
q
1
4mC
(2,1)(p¯,p¯′)m
tf∏
j=−2n
[
( 12J
(2,1)(p¯, p¯′)m+ Le−2n)j
mj
]
(6.18)
and recalling (3.10) we have the polynomial identity
F2,1(L, p¯, p¯
′) = B1(L, p¯, p¯
′). (6.19)
B. The φ1,5 perturbations for M(p¯, p¯
′) with 2 < p¯′/p¯ < 5/2, p¯′ 6= 2p¯+ 2
In the case of the φ1,5 perturbation, generalization is made in a similar fashion, now
by defining p¯′ and p¯ as
p¯′
p¯
= 2 +
1
n+ 1 + 1p′
p′−p
−2
, where n = 1, 2, 3, · · · and
p′
p′ − p
> 3,
p′
p′ − p
6= 4. (6.20)
Then we introduce the 2n+ 2 + tf dimensional incidence matrix J
(1,5)(p¯, p¯′) (Fig. 7) as
(J(1,5)(p¯, p¯′))j,i = (J
(2,1)(p¯′ − p¯, p¯′))j,i − 2n− 1 ≤ j, i ≤ tf (6.21)
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C(1,5)(p¯, p¯′) = 2− J(1,5)(p¯, p¯′) and the fermionic form
F1,5(L, p¯, p¯
′)
=
∑
m
mtf
≡0(mod2)
q
1
4 (L(L−2m−2n−1)+mC
(1,5)(p¯,p¯′)m)
tf∏
j=−1−2n
[ 1
2 (J
(1,5)(p¯, p¯′)m+ L(e−1−2n + e−2n))j
mj
]
q
.
(6.22)
The appropriate polynomial identity is
F1,5(L, p¯, p¯
′) = B2(L, p¯, p¯
′). (6.23)
7. The model M(2ν + 1, 2(2ν + 1)± 2) for ν ≥ 2
In this section we consider the important special case omitted from the discussion of
the previous section: p′/(p′− p) = 4 in the continued fractions (6.15) and (6.20). For this
case we need to find a new starting trinomial identity to replace (6.1). Fortunately such
an identity has been derived in [52] where the polynomial analogues of the generalized
Go¨llnitz-Gordon identities for the N = 1 supersymmetric model SM(2, 4ν) were derived.
We will show that the direct application of the TABL to the trinomial Bailey pair of
[52] will lead to the modelM(2ν+1, 4ν) which corresponds to the special case p′/(p′−p) = 4
in (6.15).
In [52] it was proven that with
BN=1(L, 2, 4ν) =
∞∑
j=−∞
(−1)jqνj
2+ j2 (T0(L, 2νj) + T0(L, 2νj + 1)) , (7.1)
the incidence matrix I(2, 4ν)(= I(2)(2ν + 1, 4ν)) of Fig. 8 defined by
(I(2, 4ν))1,k = δ1,k − δ2,k
(I(2, 4ν))j,k = δj−1,k + δj+1,k for 2 ≤ j ≤ ν − 1
(I(2, 4ν))ν,k = δν−1,k + δν,k,
(7.2)
where 1 ≤ k ≤ ν, the matrix C(2, 4ν) = 2− I(2, 4ν), and the fermionic form
FN=1(L, 2, 4ν) =
∑
m
q
1
4 (L(L−2m2)+mC(2,4ν)m)
ν∏
j=1
[ 1
2
(I(2, 4ν)m+ L(e1 + e2))j
mj
]
q
(7.3)
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we have the polynomial identity for ν ≥ 2
FN=1(L, 2, 4ν) = BN=1(L, 2, 4ν). (7.4)
This identity is exactly in the form (2.8) needed for the TABL and thus we find from
(2.10) the character identity for the model M(2ν + 1, 4ν)∑
L˜,m
q
L˜2
2 +
1
4 (L˜(L˜−2m2)+mC(2,4ν)m)
1
(q)L
ν∏
j=1
[ 1
2
(I(2, 4ν)m+ L˜(e1 + e2))j
mj
]
q
= χ
(2ν+1,4ν)
ν+1,2ν+1(q) + q
1
2χ
(2ν+1,4ν)
ν,2ν+1 (q).
(7.5)
Because the right hand side contains both integer and half integer powers of q
1
2 we may split
this identity into two identities for the characters χ
(2ν+1,4ν)
ν+1,2ν+1(q) and χ
(2ν+1,4ν)
ν,2ν+1 (q) separately
and we find∑
L˜,m
mν≡0 (mod2)
q
L˜2
2 +
1
4 (L˜(L˜−2m2)+mC(2,4ν)m)
1
(q)L
ν∏
j=1
[1
2 (I(2, 4ν)m+ L˜(e1 + e2))j
mj
]
q
= χ
(2ν+1,4ν)
ν+1,2ν+1(q)
(7.6)
and similarly for χ
(2ν+1,4ν)
ν,2ν+1 (q) with mν ≡ 1 (mod2).
We may now finitize this character formula as in previous sections by defining I(2,1)(ν)
(Fig. 9) as
(I(2,1)(ν))0,k = −δ0,k − δ1,k + δ2,k; (I
(2,1)(ν))k,0 = −δ0,k + δ1,k + δ2,k for 0 ≤ k ≤ ν
(I(2,1)(ν))j,k = (I(2, 4ν))j,k for 1 ≤ j, k ≤ ν
(7.7)
C(2,1)(ν) = 2− I(2,1)(ν) and write the polynomial identity which has been checked to high
order on the computer∑
m
mν≡0 (mod2)
q
1
4mC
(2,1)(ν)m
ν∏
j=0
[
( 12I
(2,1)(ν)m+ Le0)
mj
]
q
= B1(L, 2ν + 1, 4ν) (7.8)
Thus we have the polynomial identity for the φ2,1 perturbation of model M(2ν + 1, 4ν).
Since (7.8) is of the form (2.8) we may now apply the TABL once again and make
a finitization to obtain the identity for the φ1,5 perturbation of M(2ν + 1, 4ν + 4)∑
m
mν≡0 (mod2)
q
1
4 (L(L−2m−1)+mC
(1,5)(ν)m)
ν∏
j=−1
[
( 1
2
I(1,5)(ν)m+ L
2
(e0 + e−1))
mj
]
q
= B2(L, 2ν + 1, 4ν + 4)
(7.9)
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where I(1,5)(ν) (Fig. 10) is
(I(1,5)(ν))−1,i = δ−1,i + δ0,i; (I
(1,5)(ν))i,−1 = δ−1,i − δ0,i for − 1 ≤ i ≤ ν
(I(1,5)(ν))j,i = (I
(2,1)(ν))j,i + δj,0δi,0 for 0 ≤ i, j ≤ ν
(7.10)
with I(2,1)(ν) given by (7.7) and C(1,5)(ν) = 2− I(1,5)(ν).
8. Families of identities
We now have found identities for the φ2,1 perturbation of M(p, 2p− 2) and the φ1,5
perturbation of M(p, 2p+2) for all p ≥ 5 and thus have found the identities for the special
case p′/(p′− p) = 4 in (6.15) and (6.20). However, this is not the end of the story. Just as
in the previous section we could continue to apply the TABL followed by finitization of the
resulting identity to produce an infinite chain of identities. Only now the identities will be
for models which have been seen before for which we already had produced an identity and
moreover the new identity we will produce will have a different number of variables from
the old identity. This is new a phenomena not previously encountered which gives different
fermionic representations for the same bosonic polynomial. We refer to it as “families of
identities”.
8.1. The φ2,1 perturbation of M(2(ν + n) + 1, 4(ν + n))
As our first example of such a family we find for the φ2,1 perturbation that the
incidence matrix I(2,1)(ν, n) (Fig.11) given by
(I(2,1)(ν, n))−2n,k = −δ−2n,k − δ−2n+1,k + δ−2n+2,k
(I(2,1)(ν, n))k,−2n = −δ−2n,k + δ−2n+1,k + δ−2n+2,k
(I(2,1)(ν, n))−2l,k = δ−2l+2,k − δ−2l+1,k − δ−2l−1,k + δ−2l−2,k for 1 ≤ l ≤ n− 1
(I(2,1)(ν, n))k,−2k = δ−2l+2,k + δ−2l+1,k + δ−2l−1,k + δ−2l−2,k for 1 ≤ l ≤ n− 1
(I(2,1)(ν, n))−2l+1,k = δ−2l+2,k + δ−2l+1,k + δ−2l,k for 1 ≤ l ≤ n
(I(2,1)(ν, n))k,−2l+1 = −δ−2l+2,k + δ−2l+1,k − δ−2l,k for 1 ≤ l ≤ n
(I(2,1)(ν, n))0,k = −δ1,k + δ2,k − δ−1,k + δ−2,k
(I(2,1)(ν, n))k,0 = δ1,k + δ2,k + δ−1,k + δ−2,k
(8.1)
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with −2n ≤ k ≤ ν
(I(2,1)(ν, n))j,k = (I(2, 4ν))j,k for 1 ≤ k, j ≤ ν (8.2)
and C(2,1)(ν, n) = 2 − I(2,1)(ν, n) give the following trinomial identities for the model
M(2(ν + n) + 1, 4(ν + n))
∑
m
mν≡ 0(mod2)
q
1
4mC
(2,1)(ν,n)m
ν∏
j=−2n
[
( 1
2
I(2,1)(ν, n)m+ Le−2n)j
mj
]
q
= B1(L, 2(ν + n) + 1, 4(ν + n)).
(8.3)
The bosonic polynomials in these identities depend on only ν + n whereas the size
of the matrices appearing in the right hand side of these identities is ν + 2n + 1 so that
the fermionic sides look very different while the bosonic sides are identical. Thus for every
distinct partition of the number ν + n into two parts we obtain different identities. This
is a new phenomenon which we refer to as “families” of identities.
8.2. The perturbation φ1,5 of M(2(ν + n) + 1, 4(ν + n) + 4)
Similarly we find for the φ(1,5) perturbation that the incidence matrix I
(1,5)(ν, n) (Fig.
12) given by
(I(1,5)(ν, n))j,k = (I
(2,1)(ν, n+ 1))j,k for − 2n− 1 ≤ j, k ≤ ν (8.4)
gives the polynomial identities for the model M(2(ν + n) + 1, 4(ν + n) + 4)
∑
m
mν≡ 0(mod2)
q
1
4 (L(L−m−2n−1)+mC
(1,5)(ν,n)m)
ν∏
j=−2n−1
[
( 1
2
I(1,5)(ν, n)m+ L
2
(e−2n + e−2n−1))j
mj
]
q
= B2(L, 2(ν + n) + 1, 4(ν + n) + 4)
(8.5)
with C(1,5)(ν, n) = 2− I(1,5)(ν, n).
8.3. The family of identities for the φ2,1 perturbation of M(p¯, p¯
′) for 3/2 < p¯′/p¯ < 2.
The phenomena of families of fermionic representations of the same bosonic characters
is not limited to the models M(p, 2p ± 2). To see this we further generalize the starting
identity (7.4). We do this by noting that the identity (6.1) which is valid when in the
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decomposition (6.6) ν0 ≥ 2 may be extended to the case ν0 = 1 by defining for this case
the incidence matrix I(2)
′
(p, p′) (Fig. 13) as
(I(2)
′
(p, p′))j,i = δj−1,i + δj+1,i for j 6= t
′
l, 1 ≤ l ≤ f
(I(2)
′
(p, p′))1,i = δ1,i − δ2,i
(I(2)
′
(p, p′))t′
l
,i = δ−1+t′
l
,i + δt′
l
,i − δ1+t′
l
,i for 1 ≤ l ≤ f − 1
(I(2)
′
(p, p′))t′
f
,i = δ−1+t′
f
,i + δνf ,0δt′f ,i
(8.6)
with 1 ≤ i, j ≤ t′f , t
′
l = 1 +
∑l
j=1 νj and the fermionic form F
(2)′(L, p, p′) as
F (2)
′
(L, p, p′) =
∑
m
mtf
≡0 (mod2)
q
1
4 (L(L−2m2)+mC
(2)′ (p,p′)m)
t′f∏
j=1
[
( 12I
(2)′(p, p′)m+ L2 (e1 + e2))j
mj
]
q
(8.7)
with C(2)
′
(p, p′) = 2− I(2)
′
(p, p′) to obtain the identity
F (2)
′
(L, p, p′) = B(2)(L, p, p′) (8.8)
with B(2)(L, p, p′) given by (6.2) and
p′
p′ − p
= 2 +
1
ν1 +
1
ν2+···
1
2+νf
(8.9)
Special cases of (8.8) are easily verified on the computer and a general proof will be given
elsewhere.
Using this as a starting identity we proceed as before and for f ≥ 2 define p¯′, p¯ from
p, p′ and an integer n ≥ 0 as
p¯′
p¯′ − p¯
= 2 +
1
n+ ν1 +
1
ν2+···
1
νf+2
(8.10)
We then obtain the identities
∑
m
mtf
≡ 0(mod2)
q
1
4mC
(2,1)(p,p′,n)m
t′f∏
j=−2n
[
( 1
2
I(2,1)(p, p′, n)m+ Le−2n)j
mj
]
q
= B(2,1)(L, p¯, p¯′)
(8.11)
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where C(2,1)(p, p′, n) = 2− J2,1)(p, p′, n) and I(2,1)(p, p′, n), given graphically by Fig.14, is
(I(2,1)(p, p′, n))i,j = (I
(2,1)(ν, n))i,j − 2n ≤ i, j ≤ 2
(I(2,1)(p, p′, n))j,i = (I
(2)′(p, p′))j,i 1 ≤ j, i ≤ t
′
f
(8.12)
and zero otherwise. Clearly (8.11) reduces to (8.3) when f = 2, ν2 = 0 and ν = ν1 + 1.
We also note that the models described by these representations have already been studied
in sec. 6 in terms of the incidence matrix J(2,1)(p¯, p¯′).
When f = 1 we replace (8.10) by
p¯′
p¯′ − p¯
= 2 +
1
n+ 2 + ν1
(8.13)
and with this definition the results (8.11) and (8.12) are unchanged. This case is the model
M(p¯, 2p¯− 1) with p¯ = 3 + n+ ν1.
8.4. The family of identities for the φ1,5 perturbation of M(p¯, p¯
′) for 2 < p¯′/p¯ < 5/2.
Similarly for the perturbations φ1,5 we define for f ≥ 2 another pair p¯, p¯
′ from the
pair p, p′ as given in (8.9) and an integer n ≥ 0 as
p¯′
p¯
= 2 +
1
n+ 1 + ν1 +
1
ν2+···+
1
νf+2
(8.14)
and find the family of identities
∑
m
m
t′
f
≡ 0(mod2)
q
1
4 (L(L−2m−2n−1)+mC
(1,5)(p,p′,n)m)
t′f∏
j=−2n−1
[ 1
2
(I(1,5)(p, p′, n)m+ L(e−2n + e−2n−1))j
mj
]
q
= B1(L, p¯, p¯
′)
(8.15)
where C(1,5)(p, p′, n) = 2− I(1,5)(p, p′, n) and I(1,5)(p, p′, n), given graphically in fig.15 is
(I(1,5)(p, p′, n))i,j = (I
(2,1)(p′ − p, p′, n+ 1))i,j − 2n− 1 ≤ i, j ≤ t
′
f (8.16)
which reduces to (8.5) when f = 2, ν2 = 0 and ν = ν1 + 1.
When f = 1 (8.14) is replaced by
p¯′
p¯
= 2 +
1
3 + n+ ν1
with n ≥ 0, ν1 ≥ 1 (8.17)
and with this definition (8.15) and (8.16) continue to hold. In this case the model is
M(p¯, 2p¯+ 1) with p¯ = 3 + n+ ν1.
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9. Additional fermionic representations for the models M(p, 2p± 1)
For the models M(2p, 2p ± 1) there is yet one further representation which has not
been obtained in sec. 8. This representation is needed in order to make contact with [29].
To derive this additional representation we use an identity proven by Andrews [53] for the
first model of the series M(2, 5)
∞∑
n=0
qn
2
[
L− n
n
]
q
= B2(L, 2, 5) (9.1)
where B2(L, 2, 5) is defined by (5.7). An alternative proof is given in the appendix. We
note that the left hand side of (9.1) is the same as that of the polynomial analogue of the
Rogers-Ramanujan identities [54]-[56]. The right hand side is however of a very different
form than [55] because it involves q-trinomials instead of q-binomials.
We can now apply the TABL (2.10) to (9.1) and (letting (L, n) → (m1, m2))we
obtain
∞∑
m1,m2=0
qm
2
2+m
2
1−m1m2
1
(q)m1
[
m1 −m2
m2
]
q
= χ
(3,5)
1,2 . (9.2)
This can be generalized to the polynomial identity
∞∑
m1,m2=0
qm
2
1+m
2
2−m1m2
[
L−m1 +m2
m1
]
q
[
m1 −m2
m2
]
q
= B1(L, 3, 5) (9.3)
which has been checked to high orders on the computer. The fermionic side of (9.3) is of
the canonical form (3.4) where B = C2 is the Cartan matrix for A2 as defined in (1.6).
This procedure may now be repeated indefinitely as done in the previous sections and
we obtain the following trinomial identities:
∑
m
q
1
2mCnm
n∏
j=1
[
(1−Cn)m+ Le1)j
mj
]
q
=
{
B1(L,
n+4
2 , n+ 3) for n even
B2(L,
n+3
2 , n+ 4) for n odd.
(9.4)
where Cn is defined in (1.6). The matrix in the quadratic form Cn is exactly the same as
the TBA matrix T1×An proposed in [29] for the φ2,1 perturbation ofM(
n+4
2 , n+3) for n
even and for the φ1,5 perturbation of M(
n+3
2 , n+4) for n odd. This confirms our previous
identification of the polynomial B1(L, p, p
′) with the φ2,1 perturbation and provides the
most direct evidence that B2(L, p, p
′) is to be identified with the φ1,5 perturbation.
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10. Discussion
We have now completed our study of the use of the trinomial analogue of Bailey’s
lemma to give the Rogers-Ramanujan type identities relevant for the φ2,1 and φ1,5 pertur-
bations of conformal field theory. However, before we conclude we wish to make several
observations about our work.
First, it should be remarked, that we have presented here many conjectured finitiza-
tions, which, although amply verified on the computer, remain to be proven. In principle
this is can be done by using L difference equations, telescopic expansions, and the prop-
erties of q-trinomials. This method, however usually involves the use of many of the
characters for which we have not yet written down formula and as seen in [39] some of
these character formulas are cumbersome once the number f in the continued fraction ex-
pansions like (6.6) becomes large. For that reason it would be useful to extend to φ2,1 and
φ1,5 perturbations the methods of Burge [57] which have been recently employed [58] to
study φ1,3 representations of some of the M(p, p
′) characters. This method has the virtue
of allowing the study of the characters with the minimal conformal dimensions χ
(p,p′)
rm,sm(q)
in isolation from the other characters.
More important than the explicit proofs, however, are the implications and inter-
pretations of our results in terms of perturbed conformal field theory and its relation to
lattice statistical mechanics. In particular we will here discuss the phenomena of families
of identities found in sec. 8.
In sec. 8 we found for the perturbation φ2,1 of M(p, p
′) with 3p < 2p′ and for the
perturbation φ1,5 of M(p, p
′) with 2 < p′/p < 5/2 that we had not just one but a family
of fermionic representation for the same bosonic polynomial. These different fermionic
representations should give differerent TBA systems and the relation of this multiplicity
of representations to conformal field theory needs to be elucidated.
It seems to us to be significant that for the φ2,1 perturbations the fermionic repre-
sentations found in sec. 4 were unique when 3p > 2p′ and that this is exactly the region
where perturbative studies [13] have no problems with vacuum identification. The non
uniqueness we found in section 8 sets in at exactly the regimes where the study of [13] en-
countered problems in identification of the vacuum. This is a new phenomena in the study
of massive deformations of conformal field theory and needs much further investigation.
One of the most promising ways to make such a study is to extend the study of
the dilute An models to fractional levels and to obtain the Bethe Ansatz equations for
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the systems. In these equations a change of vacuum would be signaled if there were a
multiplicity of regions of the spectral variable such that in the differerent regions differerent
string configurations of the roots which compose the vacuum were allowed.
However this is not the only possibility of interpreting our results. It has been known
for many years that in the “repulsive” regime the sine Gordon/massive Thirring model has
several differerent lattice regularizations which lead to differerent renormalized theories
with differerent properties. One of these regularizations is based on the XYZ model [59]-
[62] and the other is based on the R matrix of the XXZ model [63]-[65]. These different
regularizations represent different ways to fill the Fermi sea and can lead to different
physical results because in the “repulsive” regimes of the sine Gordon theory there is
attraction between the particles in the Fermi sea. Such a mechanism also involves a
vacuum choice in field theory and could be relevant to the interpretation of our results.
Appendix A. Proof of 9.1
To prove (9.1) we send q → 1/q, multiply by q
L2
2 , use (2.1), define m by m + n =
(m+ L)/2 so that L− n = (m+ L)/2, and use the definition (2.3) with n = 0 to write it
as
∞∑
m=0
q
L2
4 +
m2
4
[ 1
2 (L+m)
m
]
q
=
∞∑
j=−∞
q
5
2 j
2+j [T0(L, 5j)− T0(L, 5j + 2)]. (A.1)
We call the series on the left hand side φ(L) and use the recursion relations for q-binomials[
L
m
]
q
=
[
L− 1
m− 1
]
q
+ qm
[
L− 1
m
]
q
= qL−m
[
L− 1
m− 1
]
q
+
[
L− 1
m
]
q
(A.2)
to show that
φ(L) = qL−
1
2φ(L− 1) + qL−1φ(L − 2). (A.3)
We will prove that (A.1) holds by proving that the right hand side of (A.1) which we
denote as B(L) satisfies (A.2) and agrees with φ(L) for L = 0, 1.
From the definition of B(L) we see that
B(L)− qL−
1
2B(L− 1)− qL−1B(L− 2)
=
∞∑
j=−∞
q
5
2 j
2+j [T0(L, 5j)− q
L−1/2T0(L− 1, 5j)− q
L−1T0(L− 2, 5j)
− T0(L, 5j + 2) + q
L−1/2T0(L− 1, 5j + 2) + q
L−1T0(L− 2, 5j + 2)].
(A.4)
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This is simplified first by using (4.1) of [52]
T0(L,A)− q
L−1/2T0(L− 1, A)− q
L−1T0(L− 2, A)
= T0(L− 1, A+ 1) + T0(L− 1, A− 1)− T0(L− 2, A)
(A.5)
to reduce the right hand side of (A.4) to
∞∑
j=−∞
q
5
2 j
2+j [T0(L−1, 5j−1)−T0(L−1, 5j+3)−T0(L−2, 5j)+T0(L−2, 5j+2)]. (A.6)
The second and fourth terms are combined by use of (4.3) of [52]
T0(L,A)− T0(L− 1, A− 1) = q
A+1/2[T0(L,A+ 1)− T0(L− 1, A+ 2)] (A.7)
with A = 5j + 3 to obtain
∞∑
j=−∞
(q
5
2 j
2+j [T0(L− 1, 5j − 1)− T0(L− 2, 5j)]
− q
5
2 j
2+6j+ 72 [T0(L− 1, 5j + 4)− T0(L− 2, 5j + 5)])
(A.8)
which is seen to vanish if in the last two terms we let j → j − 1 and hence B(L) satisfies
the equation for φ(L) (A.3). It is easily verified that φ(L) = B(L) for L = 1, 2 and thus
we have proven (A.1) and (9.1) as desired.
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Figures
2p32
0
1
4 . . . –5
Fig.1 Incidence matrix I˜p−1 (3.7) for the φ2,1 perturbation of M(p, p+1). We use the
convention that if sites a and b are connected by a line then (˜Ip−1)a,b = (˜Ip−1)b,a = 1 and
if a and b are joined by an arrow pointing from a to b then (˜Ip−1)a,b = −(˜Ip−1)b,a = −1.
If a site a is specified by a filled circle there is an inhomogeneous term Lea in the m,n
system (4.2). These conventions will be used in all the diagrams of this paper.
0
1
2p32 4 . . . –
1–
5
Fig.2 Incidence matrix I′p appearing in (5.5) for the φ1,5 perturbation of the model
M(p, 3p − 1). The “tadpole” at site a indicates that (I′p)a,a = 1. The half filled circle at
site a indicates an inhomogeneous term L2 ea in the m,n system (5.5). These conventions
will be used throughout the paper.
1 0ν 1ν fν. . . . . .+ ++0ν 0ν2
Fig.3 Incidence matrix I(2)(p, p′) (6.8). The relation between p, p′ and ν0, · · · , νf is
given in (6.6)The sites between the tadpole sites are not explicitly shown. The arrow
following a tadpole at site a connects to the site a+ 1. The remaining sites are connected
by lines (not arrows). This convention is used in all subsequent diagrams.
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0ν 1ν f
ν
. . . . . .+ ++0ν 0ν
0
1
2
Fig.4 Incidence matrix I˜(2,1)(p, p′) (6.11) for the φ2,1 perturbation of M(p, p
′) with
1 < p′/p < 3/2. The relation between p, p′ and ν0, · · · , νf is given in (6.6).
0
1
2
1–
0ν 1ν f
ν
. . . . . .+ ++0ν 0ν
Fig.5 Incidence matrix I˜(1,5)(p, p′) (6.14) for the φ1,5 perturbation of M(p, 4p − p
′)
with 1 < p′/p < 3/2. The relation between p, p′ and ν0, · · · , νf is given in (6.6).
0ν 1ν f
ν
. . .+ ++0ν 0ν
0
1
2
1–
2– 6–4–
3– 5–
2– n
–
. . .
. . .
2– n 1+
2– n 2+
Fig.6 Incidence matrix J(2,1)(p¯, p¯′) (6.16) for φ2,1 perturbations ofM(p¯, p¯
′) with 3/2 <
p¯′/p¯ < 2 and p¯′ 6= 2p¯−2. The relation between p¯, p¯′ and ν0, · · ·νf , n is given in (6.6),(6.15).
The minus sign inside the tadpole at site −2n indicates that (J(2,1)(p¯, p¯′))−2n,−2n = −1.
This convention for the “negative tadpole” will be used in all subsequent diagrams.
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1– 3– 5–
0ν 1ν f
ν
. . .+ ++0ν 0ν
0
1
2
2– 6–4– 2– n 2– n 1–
. . .
. . .
2– n 1+
2– n 2+
Fig.7 Incidence matrix J(1,5)(p¯, p¯′) (6.21) for φ1,5 perturbations of M(p¯, p¯
′) with
2 < p¯′/p¯ < 5/2 and p¯′ 6= 2p¯ + 2. The relation between p¯, p¯′ and ν0, · · · , νf , n is given in
(6.20).
1 32 4 ν. . .
Fig.8 Incidence matrix I(2, 4ν) (7.2) for the characters of the N = 1 supersymmetric
model SM(2, 4ν).
1
32 4 ν. . .0
–
Fig.9 Incidence matrix I(2,1)(ν) (7.7) for the φ2,1 perturbation of M(2ν + 1, 4ν)
1
32 4 ν. . .
0 1–
Fig.10 Incidence matrix I(1,5)(ν) (7.10) for the φ1,5 perturbation of M(2ν+1, 4ν+4)
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132 4 ν
0 2– 6–4– 2– n
–
. . .
1– 3– 5–
. . .
2– n 1+
2– n 2+
Fig.11 Incidence matrix I(2,1)(ν, n) (8.1) for the families of identities for φ2,1 pertur-
bations of M(2(ν + n) + 1, 4(ν + n)).
1
32 4 ν
0
1– 3–
2– 4– 2– n 2– n 1–
. . .
. . .
2– n 1+
2– n 2+
Fig.12 Incidence matrix I(1,5)(ν, n) (8.4) for the family of identities for φ1,5 pertur-
bations of M(2(ν + n) + 1, 4(ν + n) + 4).
. . .1 1ν 2ν fν. . .+ ++1ν 1ν111 +++
Fig.13 Incidence matrix I(2)
′
(p, p′) (8.6) . Note that for f = 1 the only tadpole is at
site 1.The relation between p, p′ and ν1, · · · , νf is given in (8.9).
1
2
1– 3– 5–
0 2– 6–4– 2– n
–
. . .
1ν 2ν f
ν
. . .+ ++1ν 1ν111 +++ . . .
2– n 1+
2– n 2+
Fig.14 Incidence matrix I(2,1)(p, p′, n) (8.12) for the φ2,1 perturbation family of
M(p¯, p¯′) for 3/2 < p¯′/p¯ < 2. The relation between p¯, p¯′ and p, p′, n is given in (8.9),
(8.10). If f = 2 and ν2 = 0 this diagram reduces to Fig. 11.
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12
0
1– 3–
2– 4– 2– n 2– n 1–
. . .
1ν 2ν f
ν
. . .+ ++1ν 1ν111 +++ . . .
2– n 1+
2– n 2+
Fig.15 Incidence matrix I(1,5)(p, p′, n) (8.16) for the φ1,5 perturbation family of
M(p¯, p¯′) for 2 < p¯′/p¯ < 5/2. The relation between p¯, p¯′ and p, p′, n is given in (8.9) and
(8.14).
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