Abstract-This paper presents an architecture for an all optical switching node. The architecture is suitable for optical packet and optical burst switching and provides appropriate contention resolution schemes and QoS guarantees. A concept, called virtual memory, is developed to allow controllable and reasonable periods for delaying optical traffics. Related to its implementation, several engineering issues are discussed, including the use of loopbased optical delay lines, fiber Bragg gratings, and limited number of signal amplifications. In particular, two implementations using optical flip-flop and laser neuron network based control units are analyzed. This paper also discusses the implementation and performance of an alloptical synchronizer that is able to synchronize arriving data units to be aligned on the clock signal associated with the beginning time of slots, in the node, with an acceptable error.
I. INTRODUCTION
Optical packet and burst switching (OPS/OBS) technologies are very promising solutions for the next generation Internet backbone [1, 2, 3] . Recently, a large activity has been performed for these technologies to build models, techniques, and tools to provide better quality of service and higher traffic control for optical communication. Unfortunately, the current state of the development of these technologies cannot offer explicit transfer guarantees. In fact, major lacks concerns the constraining QoS parameters and the contention resolution. The main reasons behind these limits are related to two points. The first one is the lack of optical memory and the second one is the inappropriateness of processing techniques applied to the optical signal.
The major contribution of this paper is four-fold: First, a novel concept, called virtual optical memory, is presented. Its implementation is discussed through the use of loop-based optical delay lines, fiber Bragg gratings, and limited number of signal amplifications. Second, this paper proposes an all optical synchronizer that allows arriving data units to be aligned on the same clock signal associated with the beginning time of slots, with an acceptable error. Third, various engineering issues related to the control, loop length, and amplification of the virtual optical memory and the synchronizer are addressed and their impact on node performance is analyzed. Finally, an optical node architecture suitable for optical packet and burst switching and QoS provisioning that builds on the architecture presented by the authors in [4] by adding mechanisms that use output full range wavelength converters [5] and sharing virtual optical memories. The proposed architecture node is a hybrid node supporting both technologies, and it operates with both (short) optical packet and (long) optical bursts at the same time. The architecture operates with long bursts from some tens/hundreds of microseconds to some milliseconds. Bursts are assumed to be segmented using conventional techniques [6] .
While the architecture provides an efficient contention resolution scheme [7] and helps the provision of differentiated and optimized services to IP-based applications through the use of a set of novel traffic engineering protocols providing QoS guarantees, the virtual optical memory contributes efficiently in allowing dynamic management of the traffic parameters, admission control, contention resolution, real-time congestion control, and performances monitoring. By allowing a controllable delay on each node of an all-optical network, the contention can be resolved (or at least highly reduced) by allowing all the contending flows, except one, to be delayed within shared virtual memories. In addition, an admission control and congestion resolution can be implemented using a technique that estimates the state of the nodes based on a prior description of the traffic flowing through the nodes.
On the other hand, two schemes have been considered to make available QoS provision over the considered architecture [4] . The first scheme is a relative service differentiation based on burst segmentation and a segment-priority based contention resolution. The second scheme aims to provide an absolute QoS guarantee based on the dynamic management of traffic parameters instead of static priorities [8] . Fortunately, both schemes allow a better QoS provision and the optimization of resource utilization in the architecture proposed in this paper.
Our architecture adopts a time slotted (or synchronous) optical packet and burst switching to make easier building and operating the network. At the input port of the node, optical bursts are synchronized on the contrary to the conventional OBS operation. This mode also allows better performances than unslotted transmission [5, 9, 10] . In a synchronous optical network, the switch fabric at each individual node can only be reconfigured at the beginning of a time slot, in the sense that it can be aware of the state of the network by collecting appropriate information at the beginning of each slot. The design of the proposed architecture has required the development of an ATM-like signaling protocol for optical data unit-based traffic handling, as well as a just-enough-time (JET)-like protocol for an optimized management of bursty traffic for the optical burst handling.
The first approaches to implement optical buffers used as memory are based on architectures using fiber delay lines (FDL) which are based only on fiber coils. As a signal cannot leave fiber until its end, several lengths are expected. This approach is too bulky. Others varieties of architectures have been proposed in the literature for the design of virtual memory based on re-circulating loop. For instance, in [11] , authors presented a variable delay line using all-optical signal processing without describing its control process. Moreover, the presented architecture offers a fixed number of delay values. Our proposed architecture is able to delay a data flow for a relatively long period of time. It also allows the data flow to leave the memory almost immediately after a decision is made. To the best of our knowledge, our virtual optical memory architecture is the only one allowing a dynamic time delay values compared to existing architectures that are designed to provide only static time delay values. Our virtual optical memory is built using optical components such as optical circulator, wavelength converter, and optical amplifier. This virtual memory is able to delay a packet flow for a relatively long period of time. It also allows the packet flow to leave the memory almost immediately after a decision is made. This means that an optical data unit can be kept circulating in the virtual memory for a long period of time. However, such memory cannot authorize an infinite stay and does not authorize an immediate departure. To automatically manage this delay, a control unit is proposed. This makes the formulas developed for the blocking and waiting time within a traditional switch inappropriate for our architecture. In this paper, we propose the design of a control unit to provide an autonomic and transparent control on the activity of the virtual memory. To this end, two implementations using different technologies are proposed for the control. The first solution is based on optical flip-flop memory. The second solution uses a laser neural network (LNN). To evaluate their performances, we assess the response time of each one and its effect on the optical memory system dimensions. Integrated to the abovementioned architecture, the unit will define a virtual memory in optical packet switching network.
The remaining part of this paper is organized as follows. Section 2 presents the basics for all optical switching and networking and discusses the main existing architectures provided for optical switches and their drawbacks. Section 3 describes the proposed node architecture for packet and burst switching, develops the basic functions of each component and discusses some implementation issues. Section 4 presents the architecture of the all-optical synchronizer and its control unit. Section 5 discusses the design of the virtual memory, its control unit implementation and its performances. Section 6 concludes the paper.
II. BASICS ON NETWORKING AND SWITCHING IN OPTICAL SWITCHES
A wide variety of architectures has been proposed in the literature for the design of optical packet and burst switches and optical networks. Some of these architectures have experienced moderate success at the industrial level. In the following, we first present the generic architectures provided for OPS and OBS switches. Then, we discuss the main drawbacks of these architectures.
A. Main architectures
Three major switching techniques have been proposed in the literature for optical networks, namely the wavelength routing (WR), optical packet switching (OPS) and optical burst switching (OBS).
WR networks carry data between access stations in the optical domain without any intermediate optical/electronic conversion. This is realized by assigning a path in the network between the two stations and allocating a wavelength on all links on the path. Such an all-optical path is commonly referred to as a lightpath. Even though WR networks have already been largely deployed, they may not be the most appropriate for various communication services. In particular, it takes at least a round-trip delay to establish a lightpath and leads to poor wavelength utilization.
In OPS networks, the transported flows are broken into packets of small size before being transmitted. Routing information is added to the overhead of each packet so that intermediate nodes between the source and destination are able to forward the arriving packets. An OPS is capable of dynamically allocating network resources at the packet level granularity, theoretically, while offering excellent scalability. However, they need appropriate techniques to perform their functions, such as bit-level synchronization and fast clock recovery, as they are required for packet header recognition and packet delineation.
Optical burst networks represent an intermediate solution between WR and OPS networks. In OBS networks, the control plane and the data plane are separated, and the signaling is performed out of band. Although the control process is performed electronically, the data is transmitted in all-optical domain. This function is achieved by assembling data into bursts and transmitting the information related to a burst before it is sent.
In an OBS network, data bursts consisting of multiple packets are switched. Each burst is preceded by a burst header packet (BHP) to configure the switches along the path followed by the burst. The latter follows the header without waiting for an acknowledgement announcing that the needed resources have been allocated. The edge nodes, in an OBS network, carry out electrical/optical and electrical conversion and burst assembly for each output wavelength channel, [12] .
A generic OBS core node architecture is composed of a switching unit (SU) and a switching control unit (SCU) [13] . The SCU maintains a forwarding table and is responsible for configuring the SU. When the SCU receives a burst header packet, which is a small packet that precedes the related burst to inform the nodes about the characteristics of the burst, it identifies the intended destination and consults the forwarding table to find the appropriate output port. If the output port is available when the data burst arrives, the SCU configures the SU to let the data burst pass through. If the port is not available, the SU attempts a contention resolution based on the contention resolution scheme it implements. Among the schemes proposed to address this problem, one can mention two approaches: in the first, the ongoing burst is prioritized and the arriving burst is dropped. In the second approach, bursts are decomposed into segments and the contending segment of the lower priority burst is dropped.
Typically, the SCU is responsible for signaling, BHP interpretation, contention detection, and resolution, forwarding table lookup, wavelength conversion control, and SU control. Nowadays, the lack of fast, scalable, and robust optical bit-level processing technologies has led to the decision to process the BHP at the electronic level. This means that the majority of the developed architectures implement the SCU electronically and that all optical support takes care only of the transmission of bursts after their BHPs are processed.
On the other hand, some works have addressed the design of architecture for an OPS node. The architecture presented in [14] is basically composed of an input interface, a switching unit, an output interface, and a switch control unit. A packet arriving at a node is first demultiplexed into individual wavelengths and is sent to the input interface. The input interface is responsible for extracting the optical packet header and forwarding it to the switch control unit for processing to determine the output wavelength channel and configure the switch fabric unit to route the packet accordingly. It also delays the payload of the arriving packet using an optical delay line (ODL). Finally, the packet is recomposed by attaching the header with related payload and delivered to the output interface. In case of output port contention, the switch may need to delay the packet or transfer it to a new wavelength on the same optical path.
Contention occurs when multiple input traffic units want to be switched on the same output channel (fiber link, wavelength) at the same time. The contention problem can be addressed using three different approaches: deflection routing, optical buffering using ODLs, and wavelength conversion using wavelength converters, [5, 12, 13] . A wavelength converter may be fixed or tunable with full or limited range conversion capability. Also, they may be placed at the input and/or output of the switch. Moreover, each port of the switch may be equipped with its own dedicated converter, or may share converters with other ports.
Depending on the position of ODLs, optical switch architectures can be classified into three categories: input buffering, output buffering, and shared buffering [7, 10] . In input buffering, a set of ODLs is dedicated to each input port. In output buffering, a set of buffers is dedicated for each output port. In shared buffering, a unique buffering unit is shared by all switching ports. ODLs can be also classified into feed-forward and feedbackward. With feed-forward ODLs, a contending data unit can be delayed once; meaning that when such a packet emerges from the ODL after the specified delay, it must be switched to an output port or dropped. With a feed-backward ODL, a packet emerging from the ODL may be buffered multiple times by sending it back to the ODL. This situation may arise if the packet experiences contention.
B. QoS support
Different optical networks have been addressed to provide QoS including OBS network and OPS network, where QoS discusses how to provide differentiated services in order to support various requirements for different applications. Several schemes have been proposed to provide QoS in OBS networks and allow loss and/or delay differentiation [3] . Three QoS models can be distinguished: the relative QoS, the proportional QoS, and the absolute QoS [15, 16, 17] .
To provide a relative QoS differentiation over an OBS network, an extra-offset-based scheme that provides relative loss differentiation can be used [15] . Utilizing this scheme, higher priority class bursts are given a larger offset time (which is the time separating the transmission of a BHP and the related burst) than the lower priority class bursts. By allowing a larger offset time, the probability of reserving the resources for the higher priority class bursts is increased and, consequently, the loss probability experienced by higher priority class bursts is reduced. However, even though it may offer a relative service differentiation over a bufferless OBS network, the extra-offset-time based scheme suffers from a set of shortcomings. In particular, high-priority bursts will experience higher delays and not be capable of meeting delay requirements. In addition, it has been shown that the offset-time based scheme tends to select the small bursts for low priority service classes To provide proportional QoS differentiation over an OBS network [16] , an intentional burst dropping scheme can be introduced to provide proportionally differentiated loss probability, in the sense that a low priority burst is intentionally dropped when the proportionality equation is violated. This will give more opportunity for a high priority burst to be admitted. However, it can result in unnecessary dropping of low-priority bursts.
In addition, to provide a proportional packet delay differentiation over an OBS network, one can define an assembling scheme allowing to keep a queue for each class of packets. A burst will be assembled and transmitted into the OBS backbone when a token is generated at time t. The token's generation is assumed to be Poisson in order to avoid possible synchronization among the burst generations from different sources [18] .
Two mechanisms can be introduced to provide an absolute loss guarantee over an OBS network [17] ; early dropping and wavelength grouping. The early dropping mechanism probabilistically drops the bursts of lower priority class in order to guarantee the loss probability of higher priority class traffic. Using this mechanism, an early dropping probability is computed for each traffic class based on the online loss probability and the maximum acceptable loss probability of the immediatelyhigher priority traffic class. In wavelength grouping mechanism, the traffic is classified into different groups, and a label is assigned to each group. Each group is provisioned a minimum number of wavelengths. One approach to group the traffic is to assign all traffic of the same service class to the same group.
C. Main drawbacks of the current architectures
OPS technology offers high capacity and data transparency but is currently in an experimental stage and is not largely implemented commercially, due to the lack of random access memory equivalents in the optical domain. The network control and routing is performed electronically and the routing information located in the packet header must be converted to electrical form for ensuring the routing process. While synchronization is an important issue in OPS networks, most of the proposed optical switches are synchronous and use constant length packets. This makes controlling and managing the switch easier and facilitates routing and buffering. The synchronization process is usually managed using ODL while the issue in OPS networks is the regeneration of the optical signal. Today's OPS networks cannot forward and buffer data traffic entirely in the optical domain. The optical signals are converted to the electrical form before switching and processing at each switch/router over the OPS network core.
OBS technology is not largely implemented commercially, due to the lack of an efficient optical layer management and the use of complex architecture. Since OBS networks provide connectionless transport, there is a possibility that the bursts contend with one another at an intermediate node. OBS networks usually work over bufferless optical architecture. When contention occurs, one contended burst is switched to its original path, whereas the other can be converted or deflected to an alternative path on the outgoing link, if any. If there is no available path, the entire burst is dropped resulting in a high burst loss which produces a negative effect on the OBS network behavior and QoS requirements. In addition, the use of wavelength conversion and deflection routing methods require adjusting the control plane to adapt the alternative optical path with the original path.
Another important issue in OBS networks is the design of optical burst switches insuring optical buffering. By implementing optical buffering, a buffer may be used to hold the burst for a viable time. Note that, in any optical buffer architecture, the buffer is severely limited by physical space limitations. Due to the size limitation of optical buffers, a node may be unable to effectively handle high load or bursty traffic conditions.
Finally, let us notice that the architectures developed for optical networks can be distinguished based on the mechanisms they implement to provide basic services such as QoS provision, contention resolution, and data transmission and processing. However, the majority of the existing architectures suffer from common limits. The main shared drawbacks include the following:
The architectures have limited contention resolution capability: this is mainly due to the following facts:
• The use of poor contention resolution mechanisms.
• The use of either a fixed wavelength converter or a set of tunable wavelength converters with limited conversion capacity (limited-range converter).
• The use of feed-forward ODL buffers rather than feed-backward ODLs.
The architectures are bulky: this drawback is typically due to:
• The use of dedicated ODL buffers and/or wavelength converters instead of shared resources.
• Contention resolution is performed at the granularity of a burst. This needs the use of unacceptable long ODLs.
The architectures provide very poor QoS support: this limitation is induced by the fallowing facts:
• The high level of dropping operations.
• The absence of acknowledgement messages and reasonable buffers.
• The traffic state is not completely observed in advance, in the sense that, the traffic arriving at the ingress node is not usually predictable.
In order to alleviate these limits, the proposed optical node architecture should satisfy the following requirements: -Be able to reduce the number of data unit droppings -Use sharable and tunable resources to allow uniform and efficient buffering. -Provide tools and mechanisms for the measurement and estimation of traffic parameters suitable to support QoS guarantees and dropping reduction. -Allow dynamically controlled waiting period chosen within a wide range of variable delays.
III. A NEW ARCHITECTURE FOR ALL-OPTICAL SWITCHES
To our knowledge, a few works have addressed the design of a core node architecture that builds on OPS and OBS technologies to provide an integrated transport networking infrastructure for improving resource allocation and enhancing the switching process [19] . These works, however, do not cope with issues such as the utilization of all sorts of buffering, wavelength conversion capabilities, and QoS constraints. In this section, we describe the major functions and components of a hybrid switch combining the advantages of the OPS and OBS technologies. The design of this architecture is highlighted by the introduction of additional optical components and new features to enable the traffic transport over a heterogeneous infrastructure. Figure 1 depicts the architecture that we propose to implement optical nodes. The node is composed of N input ports and N output ports. Each port can handle w wavelengths using a set of multiplexers and demultiplexers. A wavelengths can be used either for signaling or data transport. The main components of the node architecture are: a switch fabric unit (SFU), a waiting unit (WU), a switch control unit (SCU), an input processing unit (IPU), and an output processing unit (OPU). In the following, we describe the key functions of the proposed switch.
A. Main components

The waiting unit:
The WU is used for contention resolution occurring in the output ports. It helps QoS provision, but adds extra delays that may affect real-time services. It is composed of a set of shared virtual optical memory implementations (serving as multi-wavelengths ODL buffers). Two sizes are used for the main loop composing the virtual memory: the packet time slot duration (equal to the time slot TS) for packets, and another size corresponding to a duration equal to nxTS, where n can be the number of packets a data segment can contain. The two intervals of time correspond to the minimal delay experienced by a packet, respectively segment, entering the WU. The data unit can be kept in the WU for longer periods depending on several rules that will be discussed in the sequel. This situation may arise if the contention is persistent. The WU also contains a set of full range wavelength converters used for ODL buffers conflicts resolution [20] . The implementation of the virtual optical memory will be discussed in a following section.
In introduction, we have underlined the advantages of virtual optical memory over the FDL. Considering N input ports switching node, each port supporting W wavelengths, to obtain a WU able to manage the NxW inputs, two methods can be used: In the first, NxW virtual optical memories are needed (as depicted in figure 1 ). As the virtual optical memories are based on recirculation, the use of bulky FDL component is avoided. In the second, a multiplexer/demultiplexer system can be used to make able a single virtual memory to admit traffics arriving over the N ports using the same wavelength. In this case, W virtual memories are sufficient, and bulky FDL component are avoided. In both cases, the use of virtual optical memory allows keeping the traffic for longer period of time than in bulky FDL.
The switch fabric unit: The SFU carries synchronized input optical data units to the intended output channel or to an appropriately selected virtual memory, in case of output port contention. Various schemes can implement the SFU. An example of such schemes can be based on the space switch, which arranges n 2 switch elements Sij, for 1<i,j<n, having two inputs and tow outputs, in an nxn matrix. The switch elements are connected in such a manner that allows n optical signals are switched to n output signal with blocking.
The switch control unit:
The SCU is used to supervise the SFU activity. It collects the information related to the availability of each wavelength on every output port and the availability of virtual optical memories. Such information is useful for the reservation of the needed resources (e.g., output wavelengths and optical memories) and contention detection and management. The SCU creates and maintains a forwarding table and is responsible for configuring the SFU. It manages signaling packets between core nodes to optimize data unit transmission, reserves the suitable output channel and optical memories, configures the appropriate input and output processing units, and updates the forwarding table to switch the arriving unit on pre-established virtual optical circuit. The SCU supervises input/output processing units and controls the state of optical gates based on signaling information. It opens the OBG or the OPG gate depending on the incoming unit type. Today, the lack of fast, scalable, and robust optical bit-level processing technologies has led to implementation of the major functions of the SCU at the electronic level, [21] .
The synchronizing unit (SU):
The SU is in charge of synchronizing the input traffic. To facilitate the slotted transmission, all-optical synchronizer units allow arriving data units to be aligned on the same clock signal associated with the beginning time of slots with an acceptable error equal to a predefined value ε. The goal is achieved by delaying the signal in a small size optical loop capable of delaying e seconds and allowing the data unit to circulate in the loop TS/ε times, where TS is duration of the time slot. The details of SU are discussed in the next section.
The optical synchronizer use permits the discretization of the offset time value due to the alignment on the clock signal. The virtual optical memory permits to estimate its value using conventional method that takes in consideration the similarity between electronic network and the use of virtual optical memory in optical network, for instance, the mean value analyses (MVA), the average residence time can be estimated. This estimation is used in admittance control.
The I/O processing units: An input processing unit is associated with each input channel. It is composed of a synchronizing unit that is used to synchronize the arriving data bursts and align them with switching time slots boundaries and an Electrical/Optical converter that is used for burst header packet conversion for electronic processing. An output processing unit is associated with each output channel. It is composed of a full range wavelength converter that is used for output port and an Electrical/Optical converter that is used to convert a burst header packet in the optical domain after being treated by the SCU.
B. Switching protocols
The proposed core node architecture allows the switching of optical data units, the packets and bursts. To this end, two protocols have been defined.
Packet switching protocol:
Arriving packets are demultiplexed into individual wavelengths, if needed. Each packet is then processed by the corresponding IPU. Various tasks are applied. First, it passes through the synchronizing unit to be aligned to the first time slot boundary and its header is optically extracted by the optical label swapping (OLS) component. While the header is converted to electrical form, and so forwarded to the SCU for processing, the corresponding packet payload is inserted in an available virtual optical memory. The SCU reads the header information and determines the output port and wavelength involved in the data routing. In the case of output channel availability, the SCU configures the SFU to carry the packet payload to the corresponding OPU. At the same time, the packet header is sent to the same OPU, where it is converted into an optical form. Finally, the packet header and payload are transmitted to the next node. The output channel unavailability leads to a contention problem which is resolved by the SCU according to the contention resolution scheme.
Burst switching protocol:
The burst transmission is preceded by a control packet used to establish a virtual optical circuit (VOC). A VOC has the following format: (VP 1 , VC 1 ; VP 2 , VC 2 ; …; VP n , VC n ) where VP i is the arriving port on node i, VC i is the arriving wavelength on node i and n is the length of the path. After admission control, the VOC is set and the nodes occurring in the part allocated are informed about the relative value of port and wavelength. The traffic is switched based on these values. When leaving a node, the control packet is equipped with an updated information related to the output port, output wavelength, and next destination. The routing table writes the entry <in-port, in-wavelenght, preceding node; out-port, outwavelength, next node>
The management of the VOCs is dependent on the priority of the optical data unit. While higher traffic priorities see their connections guaranteed during the transmission, lower priority units may see their VOC identifiers modified, during their travel, for the need to resolve contention. Optical burst and optical packets are treated differently in a node. In fact, bursts are preceded by information data unit which indicate the data path. But packets must be split in header and data to be processed. Gates are used to induce data units on the appropriate path. The SCU configures the appropriate IPU to receive the arriving unit. It mainly closes the optical packet gate (OPG) and opens the optical burst gate (OBG). If the intended output channel is available when the burst arrives, SCU configures the associated OPU (closes the OBG and opens the OPG), and instructs SFU to let the data burst pass through.
Like the packet switching, the output channel unavailability leads to attempt to resolve the contention of segments by the SCU.
Optical network should be able to support, process, and transfer two categories of IP traffics: traffic with variable rate and traffic with bursty condition. The main characteristic of the proposed node architecture is its ability to handle simultaneously multiple granularities such as the packet and burst levels. To make this function more efficient, we have proposed a novel signaling protocol and enhanced the existing signaling scheme performed in the optical switching networks [22] . For this, two signaling protocols have been proposed: the first, called ATM-like protocol, is used to set up optical paths for packet-based traffic handling. This signal scheme assumes that an arriving packet is forward in the WU while its header is processed. The second is called Jet-like signaling protocol, in the sense that the node is informed sufficiently in advance, and is dedicated to build optical paths for burst-based traffics.
Based on the lightpath created during the signaling phase, the proposed architecture develops multiple granularity schemes of switching depending on received data unit to switch. QoS provision can be performed by the use of the core node architecture and efficient contention resolution methods. A prioritized QoS differentiation has been introduced for contention resolution to enable better QoS provision based on the IP packet priority and through the use of wavelength conversion and optical buffering. This approach is improved with the use of dynamic QoS differentiation to support QoS satisfaction for applications with various constraints. With this approach, an IP packet traffic is accepted and handled based on a set of QoS requirements that the network will be able to guarantee its transfer along a transmission optical path.
Contention resolution scheme:
There are two types of optical data units (ODU) handled in the node architecture. The first type is suited for optical burst switching. In fact, an ODU of the first type is nothing but a segment in a burst. For this, we assume that when a burst is formed at an ingress node it is logically composed as a sequence of a number of optical segments (or a finite sequence of bits). The second type of an ODU is nothing but a sequence of data packets of equal size along with a short field in its beginning that carries information about the path followed by the ODU. The ODUs are assumed to flow in a connection-oriented mode. All ODUs are supposed to have fixed size. Optical bursts are managed in a Jet-like manner. Optical packets are managed in an ATM-like manner. For both, the treatment is usually preceded by the establishment of VOC, which is assumed to be managed in an ATM-like manner.
The BHP preceding an optical burst carries information about the ODUs the burst contains. This information is used by a node receiving the burst to separate an ODU in the burst or the remaining part, of a burst, starting with an ODU. This way, a contending ODU can be delayed in a virtual memory until its output is freed; or it can be sent to its destination through an alternative path. In the latter case, the BHP has to be modified accordingly and prior to the arrival of the burst. The delay provided by the virtual memory copes well with the time constraints imposed by the operations related to relaying the contending ODUs.
On the other hand, a contending ODU of the second type arriving at a node may see the following tasks: First, the field containing the information related to the ODU's path is separated and converted to the electronic domain while the remaining part of the ODU is move to a virtual memory and remains there until a decision is made related to its output path. Second, the information is used to check whether the output wavelength is free or whether another wavelength can be used on the same output port. In that case the ODU is recomposed and outputted. If no wavelength is available the ODU is dropped.
It is worth to notice that the contending ODU to delay can be selected based on a priority scheme associated with the ODLs or based on QoS requirements submitted at the establishment of the connection.
Quality of service provision:
To provide QoS support for applications with diverse QoS demands, a scalable approach can be proposed based on dynamic QoS parameters. To implement such a scheme, each core node needs to maintain a set of performance parameters statistics, such as the number of ODU arrivals, the number of ODU dropped for an ongoing traffic type, the waiting delay for an ODU (or the average delay for a traffic), and the delay experienced by an ODU before arriving to the node.
Let us suppose that each traffic flow, say T i , is assumed to require a maximum packet blocking delay, D i max , and a maximum packet loss, L i max (the unit here the slot period TS). When a core node involved in the transmission receives an ODU i under the abovementioned constraints, it will operate as follows: It computes two terms. The first, noted D i in , is the buffering duration of the ODU i . The second term, noted D i bf , is determined only in the case of burst segment. It determines the time spent before arriving on that node. Then, the node computes the difference:
and the average loss observed by the node for the traffic flowing through the node L i µ . When contention occurs between two ODUs, say ODU i and ODU k , the node compares the differences of acceptable delays ∆ i and ∆ k and will delay the one who has the highest difference. If ∆ i = ∆ k , the ODU with the lowest L i µ will delayed.
Another decision rule can combine the two values.
IV. ALL-OPTICAL SYNCHRONIZER
We address in this section the design of a synchronizer and discuss an all optical implementation of its control unit. 
A. Synchronizer architecture
The design of the optical synchronizer is based on a single loop where signal is enclosed to be delayed. The loop consists of a fiber with a single-sideband modulator and an amplifier, where the optical data unit to synchronize (or delay) will circulate a maximum of n time. This number n is such as TS/n is an acceptable bound for the synchronization error where TS is the time slot and it is selected for our architecture is closely related to the packet and burst durations.The delay caused by one turn in the loop is the granularity of the synchronizer, ε=TS/n. The duration of this loop is referred to as a minislot. Several recirculations can be done until the signal must be released.
The synchronizer contains four major components (as depicted by Figure 2 ).
The single-sideband modulator (SSB, [23, 24] ): The SSB is used as wavelength shifter. An optical signal circulating in the loop arriving to the SSB with wavelength λ i , is shifted to λ i+1 (=λ i -∆λ). The recirculations are done until the SSB makes the signal wavelength out of the fiber Bragg grating reflection band. The total delay of a data unit arriving at
The fiber Bragg grating: The FBG reflects signals having wavelengths in its reflection band. To be delayed, the signal must have a wavelength in the FBG reflection band while turning in the loop. At the delivery moment, the signal wavelength must be out of the FBG reflection band. The band is assumed to contain (n-1) wavelengths λ i , 0<i<n, such that:
λ 1 + ∆λ = λ 0 is out of the reflection band, where ∆λ is a given shift value related to the SSB characteristics and λ 0 is the extracting wavelength.
We can use several FBGs with overlapped reflection band if the FBG reflection band is not large enough to contain n different wavelengths. As shown in Fugure 3, three FBGs with a reflection band of 20 nm each were used. In this case, 19 wavelengths with 3nm separation interval were available.
The selector: This device controls the optical multiwavelengths source which consists of n laser sources. It activates the i th laser source during the i th minislot. When an input signal is detected at
.,n-1, the running laser (λ i ) is maintained throughout a duration equal to TS (which is the period for transmitting a data unit). At the signal end, the next wavelength (λ i+1 ) is activated.
The synchronizer control unit:
This unit consists of a clock signal, an electronic selector, a multi-wavelength optical source and a semi-conductor optical amplifier (SOA). The clock signal, which period is equal to ε=TS/n, feeds the selector. One single laser source at a wavelength λ i becomes active depending on the required time delay as illustrated in Figure 3 . The cross gain modulation (XGM) effect of the SOA is used to convert the input signal wavelength.
In this part, we describe the whole system functioning. At the signal arrival, the selector collects from the optical detector the information needed to identify the minislot of arrival and keeps the adequate λ i fixed during a whole slot time to allow the synchronization of the entire packet. The clock signal is included to the control unit to determine the minislot duration. The multi-wavelength source consists of a set of n lasers controlled by the selector. Its output is used by the SOA to convert the input signal wavelength to λ i . An optical isolator is inserted between the multi-wavelength source and the SOA to limit the λ input propagation. The signal is then led to the loop by a combiner. The three-port circulator transmits the signal to the fiber Bragg grating. If its wavelength is out of the FBG reflection band, it leaves the synchronizer without being delayed. Else, the signal returns to the loop. At each passage in the loop, the signal wavelength is shifted by ∆λ by the single-sideband modulator (SSB). As the SSB degrades the signal amplitude (about 5,7dB on each passage), an erbium doped fiber amplifier (EDFA) is used to amplify the signal. However, the EDFA and the SSB decrease the signal to noise ratio (SNR). The turn number cannot exceed a maximum number of times n to preserve from unacceptable degradation of SNR. The envelope of the signal can experience severe changes with loss of information due to the attenuation and dispersion effects.
Every component in the architecture adds some delay to the signal, but the most important delay is induced by the fiber, which length is proportional to the minislot duration, ε. After i recirculations, the signal wavelength becomes λ 0 which is a wavelength located out of the FBG reflection band. The signal leaves the synchronizer after a delay equal to T i , as given in the Equation 3. 
B. Physical implementation and simulation
The proposed architecture can be implemented using all-optical components.
We build a software platform to simulate the architecture of the all-optical synchronizer and evaluate the impact of turn number on the SNR and Q parameters using Optiwave Optisystem [25] and Matlab7.1. The equation 2 listed below gives the SNR expression after i turns in the loop, where P in is the input signal power, SNR SSB is the SSB signal to noise ratio, η SP is the ratio of electrons in higher and lower states, h is the Plank's constant, ∇f is the bandwidth that measures the noise figure and G EDFA is the EDFA gain. The equation 3 gives the logarithmic Q factor expression after i turns in the loop, which is deduced from the SNR i , and where B 0 is the optical bandwidth of the photodetector and B c is the electrical bandwidth of the receiver filter [26] .
The developed software platform has six main components: combiner, circulator, EDFA, SSB, fiber, FBG. The laser source is modeled as a Pseudo-Random Bit Sequence Generator with a 40Gbits/s transmission bit rate and 1500bytes packet size. A Mach-Zehnder modulator is used with a continuous wave laser having a power of 1mW and a linewidth of 1MHz, and a NRZ generator. The SSB modulator is represented by a developed Matbab co-simulator component. The FBG array is modeled by a FBG having a wide reflection band of 57nm to cover 19 wavelengths separated by 3nm. The optical receiver is modeled as a PIN photodetector and a low pass Bessel filter.
Having chosen the synchronization granularity ε (minislot duration) as 0,05 TS, the fiber length is calculated to be equal to 3m. The SSB shift is set to ∆λ=3nm.
Time delay
Output eye diagram Figure 4 illustrates the output eye diagrams after 5, 10 and 19 turns in the loop. Distortions shown on the eye diagram demonstrate that we can synchronize arrived data units with a precision of 15ns without reaching an unacceptable distortion value to allow signal reconstruction. Figure 5 illustrates the Q factor curves for three delays; 5, 10 and 19 turns in the loop. We note that the Q factor decreases while the turn number increases. One can conclude that our system offers synchronization with a fine granularity equal to 5% of the data unit duration. This granularity is limited by the turn number. Other simulations show that a lower granularity may cause the loss of data units. To provide a tunable delay, the authors of this paper introduced the concept of virtual memory in [27] and proposed an implementation using electronic devices. Our approach organizes the ODL in two loops. The first loop is used to delay the data units and the second amplifies it, when needed. In this section, we discuss the design and implementation of a novel architecture implementing it. We also discuss the design and implementation of the control unit using, in particular, all optical components. Figure 6 depicts the architecture of the optical memory. At the entering of the first loop (L1), we use one fiber Bragg grating (FBG1), which overlaps a reflection band that forces an optical data unit in loop L1 to keep circulating if the signal carrying the data unit has a wavelength occurring in the reflection band. An input signal entering the virtual memory arrives first at a passive optical coupler that informs the control unit (CU) of the data unit arrival. Then, the input signal is led to the second arm of the first circulator, where it is amplified. It passes across the first FBG, as its wavelength is external to the reflective Bragg band (say λ signal =λ 0 ). Arriving at the first arm of the second circulator, the signal gets out from the second arm.
A. Virtual memory architecture
The wavelength converter, here a SOA-based system, modulates its input continuous wave and outputs a signal on a different wavelength, [28] . When it detects the signal for the first time, it shifts the signal wavelength to a wavelength in the reflection band of FBG1 and FBG2 (λ signal =λ 1 ) to confine the signal within the first loop L1. The control unit evaluates whether an amplification operation is needed according to the information previously collected (from the data unit source, for example). When required, the CU shifts the signal wavelength out of the reflection band of the second FBG (λ signal =λ 2 ) to relay the packet to the second loop (L 2 ) where it is amplified. When the delay duration is elapsed (or more generally, when the QoS of service is decreased), the control unit commands the wavelength converter to shift the signal wavelength to λ 0 . As a result, the wavelength signal leaves the first FBG reflection band (λ signal =λ 0 ) and the signal passes to the third arm of the first circulator.
As the signal is confined in the first loop (L 1 ), some distortions occur caused by the propagation through the various components of the virtual memory (e.g. optical fiber, wavelength converter, and FBGs). The number of rotations that the signal can experience depends obviously on the fiber length and cannot exceed a certain value because of unacceptable signal loss. Each time the signal power reaches a predefined limit, the signal is moved to the second loop, where it is amplified. The number of amplifications cannot, however, exceed a certain number due to unacceptable degradation of the SNR. This will induce the rejection of the signal from the virtual memory.
An optimized good implementation of a virtual memory needs to maximize the recirculation time within the virtual memory and minimize the fiber length in the first loop L1. 
B. Control unit design and implementation
Several works have discussed the use of ODLs in optical communication. However, only few works have been denoted to the study of the control unit. In [29] , Yao et al proposed an ODL using a SOA-wavelength converter, which is controlled by a static continuous signal; but do not design any system that can generate a wavelength control signal according to the required delay. In [30] , the authors of designed an ODL using a Single-Side Band wavelength converter (SSB-WC). The time delay spent in the loop depend of the SSB-WC, which is controlled in a static manner.
Since wavelength conversion requires a continuouswave light to be injected into the wavelength converter simultaneously with the data packet, we focus on the design of an autonomic and automated control unit. We assume that the main function of the control unit is to decide the path to be followed by the delayed signal.
i)
Control unit design The control unit is the main component that controls the signal path by delivering a synchronous signal to pilot the wavelength converter. It generates three kinds of wavelengths at different moments. The first wavelength, λ 1 , is generated to confine the signal in the first loop and start a delay. When the signal power reaches a critical level, the signal must leave the first loop. The control unit generates the second wavelength, λ 2 , to lead the signal to the second loop where it is amplified. The control unit calculates according to the previously received delay information the exit moment and generates a third wavelength, λ 0 , to free the signal. Figure 7 shows the design of the control unit. Three main components are important in the architecture:
• The calculator: it computes the number of rotations in the first loop (k) and the amplifications number (m). The calculator output is an electronic signal S 0 shown in Figure 7 (b), where k.T L1 is the time spent by the signal to achieve k rotations (before it gets out from the loop L1) and T L2 is the time spent by the signal in the second loop L2. The shape of the signal S 0 depends on the specifications of the component used as muti-wavelength laser source.
• The synchronizer: when the signal S input arrives at the input of the virtual memory, it crosses a passive coupler to inform the control unit of its arrival. The control unit must start generating a continuous wave intended for the wavelength converter. The synchronizer (which is different from the one discussed in the previous section) commands the calculator to start the signal generation at this moment.
• The muti-wavelength laser source: this component receives the signal S 0 , which is an electronic control signal, and generates the optical signal S out , which is a continuous signal carried by a wavelength in {λ 0 , λ 1 , λ 2 }. The multi-wavelength laser source can be chosen from the existing components. However, its implementation should pay attention to its response time, since it can affect the system performances. Figure 7 . Design of virtual all-optical memory control unit
ii) Multiwavelength laser source implementations
Several technologies can be used to provide a wavelength generator for the control unit [11, 31] . Among the most important technologies, one can distinguish two components; the optical flip-flop memory and the laser neural network.
The optical flip-flop (OFF) consists of two coupled lasers [32] . Laser 1 emits at wavelength λ 1 and laser 2 at λ 2 . One laser acts as the master and suppresses lasing action in the other laser, which acts as a slave. The role of master and slave can be interchanged due to system symmetry. The OFF can be in one of two states; in state 1 the output light is λ 1 and in state 2 the output light is λ 2 . The input of optical flip-flop contains two ports, set and reset. To change the wavelength, a short pulse is injected in the corresponding port. Figure 8 depicts how the control unit uses the OFF, where λ i is equal to λ 1 if the OFF state is 1 and to λ 2 if the OFF state is 2. So, the calculator output (S 0 ) must be adapted to the OFF input. S 0 becomes a series of pulses which is put to high level every k.T l1 +T l2 . Each pulse is divided in two parts. The first part of the pulse is injected directly to the OFF and commands the flip flop to emit λ 1 . In this case data will be confined in the loop L 1 . The second part of the pulse is delayed a period of time corresponding to the spent time to cross the loop L 1 . When this time expires, the second part of the pulse changes the state of the optical flip-flop to emit λ 2 . The data will be then sent to the second loop L 2 .
The switching time of the optical flip flop between the two states is less than 200ps, allowing good performances to the virtual optical memory. However, since the OFF is capable of managing two wavelengths (λ 1 and λ 2 ), a third wavelength has to be used to extract the signal from the virtual memory, when it is needed. To do so, another WC can be inserted on the output of the original WC to provide the extracting wavelength (λ 0 ). The extra WC is only activated as soon as the signal gets out from L2 after m amplifications and the arrival of the last pulse in S 0 .
Figure8. Wavelength converter control by an OFF
The second technology that can be used for the wavelength generation is the laser neural network (LNN, [33] ). It can be used as a generator of continuous-wave light at a specific wavelength within an all optical control unit. The LNN consists of three coupled ring lasers (laser 1 , laser 2 and laser 3 ). The lasers emits respectively at wavelength λ 0 , λ 1 and λ 2 . It has two inputs ports and one output. According to the inputs combination, the output signal has three states. If no light is injected in both inputs, the output is at state 1 and the LNN output λ 0 . If light is injected only in one of the two inputs, the output is at state 2 and the LNN output is λ 1 . Finally, if we inject light in both inputs, the output signal is at state 3 and the LNN output is λ 2 . The switching time of the laser neural network between two states is equal to 1,95µs.
To use the LNN as tunable wavelength generator, the calculator output (S 0 ) must have two components: S 01 and S 02 . The first component S 01 is injected to the set input of the OFF, and the second S 02 is injected to the reset input. According to the calculator operations, the data units are carried by the LNN based on the following three operations:
• If the calculator selects the state 2 for the LNN, every arriving signal is carried by λ 1 into loop L1.
• If the calculator commands the state 3 for the LNN, the circulating signal wavelength is converted to λ 2 and will leave loop L1 to L2.
• If the calculator commands the state 1 for the LNN, the circulating signal wavelength is converted to λ 0 and the data unit will be extracted.
C. Performance evaluation
The proposed optical virtual memory can be used to allow delaying the optical data units for sufficiently long duration (about five hundred times the packet time). This can be done by having sufficiently large size of fiber length. The virtual memory performances evaluation is realized in two steps. The first step consists in simulating the system effect on the signal quality. The second step aims to comparing the performances of both control unit physical implementations by evaluating their respective loop efficiency.
Using Optisystem, a software platform is built to simulate the architecture of the virtual memory and evaluate the impact of turn number on the SNR and Q parameters. Equation 4 listed below gives the SNR expression after i turns in the loop, where A k is the total loss after k turns in the first loop L1, P in is the input signal power, SNR SSB is the SSB signal to noise ratio, η SP is the ratio of electrons in higher and lower states, h is the Plank's constant, ∇f is the bandwidth that measures the noise figure and G EDFA is the EDFA gain. The Q factor expression is given in the equation 3. 
The software platform has five main components: the circulator, EDFA, WC, fiber, and FBG. The laser source is modeled as a Pseudo-Random Bit Sequence Generator with a 10Gbits/s transmission bit rate and 1500bytes packet size, a Mach-Zehnder modulator is used with a continuous wave laser having a power of 1mW and a line wide of 1MHz, and a NRZ generator. The WC is represented by a developed Matbab cosimulator component. The used FBGs have overlapped reflection band of 10nm. The optical receiver is modeled as a PIN photodetector and a low pass Bessel filter.
Having chosen the elementary delay of 3,16µs, the fiber length is equal to 630m. Figure 9 illustrates the output eye diagrams after 80, 180 and 196 turns in the virtual memory, respectively. Distortions shown on the eye diagram are due to the SNR degradations caused by the amplifier and distortions caused by the fiber. According to these eye diagrams, one can say that the data units can be buffered for a maximum time delay about 622µs without reaching an unacceptable distortion. Figure 10 illustrates the Q factor curves for three delays; 80, 180 and 196 turns in the memory. The maximum Q factor decreases while the turn number increases. One can conclude that our system behaves as a memory where a data unit can be buffered for a relatively important time (622µs) and it can be delivered after a relatively reduced delay (3,16µs). To find the best control unit design for our optical virtual memory, we carried out some comparisons between the proposed technologies for the control unit implementation. Table 1 present the performances and the limits of the two types of control in terms of granularity, minimum loop length, maximum storage time and loop efficiency. The granularity is the minimum time that can take data in the virtual memory. The loop efficiency is the ratio between packet time and the system granularity given by equation 8 where t b is the time of control in the loop and g is the system granularity. These results are obtained when data rate is 10 Gbit/s with a 1500 bytes packet length. Note that the granularity (g) is at minimum equal to 1.22µs with the OFF based control and minimum equal to 3.16µs with the LNN based control. b eff t L =1-g (8) Optical flip-flop based unit shows the best performances in term of granularity, and loop efficiency. In the other hand, it cannot allow three different wavelengths for control. In this term, LNN based unit is more suitable for our optical virtual memory since it allows a longer delays. However, there is a cost to pay: the efficiency for the loop is reduced.
In order to quantify the limitation for both control unit types, we plot in figure 11 two curves which describe the variation of loop efficiency versus loop length. This figure shows three facts : (a) the loop efficiency of the OFF based control is better, (b) the OFF based control efficiency becomes fastly quasi constant, (c) when the fiber length is important (over than 7 Km), the efficiency becomes comparable. Optical flip flop memory has the best loop efficiency of 98%. However, LNN has good result (95%) when loop length is very extended (8km). But, when loop length become very short (630m) optical flip flop memory is more suitable than the other method for our optical virtual memory.
VI. CONCLUSIONS
In this paper, we have presented an optical switching node architecture suitable for contention resolution and QoS provisioning. The architecture includes a virtual all-optical memory and an all-optical synchronizer. Both buffering mechanisms are based on the use of fiber Bragg gratings and all optical control units.
The virtual memory allows delaying a data flow for a relatively long period of time. It also allows the data flow to leave the memory almost immediately after a decision is made. We demonstrate that the architecture can be implemented using optical components and its control unit using OFF or LNN technologies. Simulations prove that the memory have good performances.
The synchronizer allows aligning arriving signals on slots to improve the switching node performances. Using simulations, we prove that synchronizer architecture can be implanted using relatively low synchronization errors.
A multi-wavelength memory based on a multiplexer/demultiplexer system is actually under development. This system will enable a single virtual memory to admit traffics arriving over the N ports using the same wavelength. So, the control unit will be less bulky. The proposed node architecture will be improved by introducing multi-wavelength optical synchronizer to improve the contention resolution. Studies will be extended by an evaluation of the node performance with respect to the packet/burst blocking probability, under the discussed contention resolution and QoS schemes.
