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ABSTRACT
The increasing penetration of distributed solar photovoltaic (PV) generation
presents both challenges and opportunities for distribution systems. The intermittent
nature of solar irradiance may lead to power quality degradation. At the same time, PV
inverters –if properly designed and operated– can be used to improve power quality. The
goal of this dissertation is to develop power flow optimization methods for power
distribution networks with high penetration of PV generation. The approaches proposed
in this dissertation have been tested using the modified version of the IEEE 34-node
distribution system and the IEEE 123-node distribution system, as well as the validated
model of a section of the distribution grid in Walterboro, SC.
We first focus on the probabilistic assessment of PV penetration in distribution
networks. A stochastic approach based on kernel density estimation is proposed to
identify the optimal location for the PV plant installation so that the voltage deviations
and network losses are minimized.
In the second part, we develop a two-stage hierarchical structure to seek the
optimal solutions of a fully centralized optimal power flow (OPF) problem. In the first
stage, the OPF problem is formulated as a day-ahead optimal scheduling problem with
both continuous and discrete design variables. The direct search algorithms are applied to
solve this mixed-integer nonlinear programming (MINLP) problem. In the second stage,
to compensate for the uncertainties of the PV output and load demand, a real-time PV
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inverter reactive power control scheme is proposed and tested using a Hardware-In-theLoop (HIL) approach. Due to the limited availability of real-time measurement devices in
distribution systems, an artificial neural network (ANN) approach is used to estimate the
operating states of distribution systems.
In the final part, we present a decentralized state estimation approach to support
real-time decentralized Volt/Var optimization. The network is divided into sub-areas
according to the location of measurement devices and the mutual information (MI)
between the states of interest and the available measurements. In each sub-area, an
artificial neural network (ANN) is used to estimate the loads consumption, and each
estimator only relies on local information and on a limited amount of information from
neighboring areas. A minimum redundancy-maximum relevance (mRMR) feature
selection method is utilized for choosing the optimal subset of the input variables. The
presented approach also has been validated using an HIL approach.
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CHAPTER 1
INTRODUCTION
1.1 Motivation and Background
As one of the greatest innovations in human history, the electrical grid is an
interconnected network of generators, high voltage transmission lines, and distribution
facilities for delivering electricity from producers to individual consumers. The
distribution system is a part of the power system, existing between distribution substation
and power consumers. The traditional distribution grids were originally built to
unidirectional delivery power to cope with slowly-varying customer loads.
Due to the growing concern for the environment and the increasing load demand,
more and more attention has been given to renewable energy sources. In the USA, at the
end of the third quarter of 2017, there was 49.3 GW of cumulative solar electric capacity
0. The cost of solar photovoltaic (PV) is already competitive with fossil fuels in some
markets around the world. As the solar PV industry scales, the price is expected to further
decline in coming decades. The increasing penetration of distributed PV generation
presents both challenges and opportunities for distribution networks [2].
Due to the cloud movement, the solar power is highly intermittent and hard to
predict. Figure 1.1 shows plots of solar irradiance data for two typical clear and cloudy
days. This kind of rapidly varying irradiance conditions introduces several challenges.
For example, PV generation can cause node voltage rise, especially on clear day when the
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PV output may easily exceed the energy consumption. Also the power output may have
sharp variations, resulting in voltage fluctuations. And the voltage fluctuation can cause
excessive operation of voltage regulation devices, such as on-load tap changers (OLTCs),
and shunt capacitors (SCs). The high penetration of PV generation may cause reverse
power flow which may increase the power losses. With the increased deployment of
intermittent PV generation, the modern distribution grid is a bi-directional network,
integrated with large number of active nodes of all sizes.

Figure 1.1: Solar irradiance variation on typical clear and cloudy days, respectively.
PV generation presents challenges for voltage regulation. In the traditional
unidirectional distribution feeder, the voltage magnitude typically drops with the distance
from the substation due to the line impedance and load demand. However, this is no
longer true with PV integration. Conversely, when a PV generator is interconnected to a
distribution network, the power it injects causes a local voltage rise at the point of
connection. If this rise is too large, as shown in Figure 1.2, it may not be feasible to
maintain the node voltage magnitudes within the desired range (±5% ANSI standard
range). The red line indicates the traditional voltage profile, and the blue line illustrates
the voltage profile with a PV generation unit.
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Figure 1.2: The voltage profiles of a line in a radial distribution feeder.
In case of a long feeder with high penetration of PV generation units installed
towards the end, there will be significant current injection. If the load is sufficiently low,
especially on clear day, the PV output may easily exceed the energy consumption, and
current will flow in the reverse direction, resulting in the power losses increase.
As discusses, the voltage magnitudes in the distribution feeder can severely
fluctuate due to the intermittent nature of the solar irradiance. This voltage fluctuation
can cause excessive operation of voltage regulation devices, such as OLTCs and SCs,
resulting in a reduced life span [4].
The OLTCs and SCs are main voltage control devices in a traditional distribution
system. The number of turns in the OLTC transformer secondary winding can be selected
in discrete steps. The switchable SCs along the distribution feeders are commonly
referred to as reactive power compensation devices. The SCs can be connected to the
distribution system when the system requires certain level of reactive power
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compensation, and can be switched off the other time to cope with the varying load
demand.
Although the intermittent nature of the PV generation poses a number of
significant challenges at the distribution level, at the same time, the PV generation units
can actually contribute to the improvement of the power quality and also serve to save
energy. If combined with appropriate Volt/Var control algorithms, the PV DC-AC
inverters can address the challenges in high penetration of renewable resources.
The DC-AC inverters are power electronic devices that are used to couple DC to
the AC grid. The primary function of the inverter is to deliver the DC power to the AC
side as efficiently as possible. At the same time, many inverters already deployed today
can provide a new reactive power management by injecting or absorbing reactive power
into or from the grid, respectively. When the capacity of the PV inverter is not fully used
by the real power delivery, it can work as Var regulation device [5]. The reactive power
of PV inverters can be changed continuously with extremely fast speed (in milliseconds).
A large number of recent studies [6]-[8] in the literature have explored the possibility of
utilizing PV inverters to improve the power quality of distribution systems with high
renewable penetration levels. As the share of the intermittent sources increase in the
future, PV inverters are likely to take over the grid tasks together with the conventional
control devices, such as OLTCs and SCs.
The location and size of PV inverters play a vital role in voltage quality and
power losses of distribution systems. The traditional Deterministic Load Flow (DLF)
analysis, which uses specific values of power generation and load demand, is unable to
capture the variations and uncertainties of the PV output and load demand. The results
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calculated from DLF may be unrealistic. Contrast to the DLF, the Probabilistic Load
Flow (PLF) is first proposed in 1974 [9] and has been applied in power system short-term
and long-term planning as well as other areas [10]. The inputs of the PLF are formulated
with Probabilistic Density Function (PDF) or Cumulative Distribution Function (CDF) to
calculate system states. The outputs of PLF are in terms of PDF or CDF to include and
reflect the uncertainties of the system. In this dissertation, the PLF method is used to
assess the optimal location and capacity of the PV generation units.
The concept of the Optimal Power Flow (OPF) is first presented in 1960s [11] to
increase the efficiency and safety of the power system. OPF is an optimization problem
over the design variables of the power system (e.g., voltage magnitudes at generator
buses, status of the shunt capacitors and transformer taps, etc.), subject to the physical
laws of the circuit and the operational constraints of the power networks. Traditionally,
the OPF are applied at the transmission level due to the lack of sufficient monitoring,
communication, and controlling devices installed on distribution networks. The
emergence of solar PV source provides an opportunity to reimagine the optimization at
the distribution level. The installation of PV generation can significantly reduce the
energy losses by avoiding the long-distance power transfers and feeding the loads locally.
The implementation of smart inverter Volt/Var control functionality can minimize the
power loss while regulating the voltage magnitudes within the specified system
constraints.
To carry out the optimal power flow function, the development of state estimation
(SE) is inevitable. State estimation was first introduced to power system in 1970 [12], and
it is well-established at the transmission system level of the electrical grid. Due to the
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distributed generation penetration and other features such as demand response and data
acquisition functions, the distribution system is no longer passive with unidirectional
power flows. This established a need for the development of distribution system state
estimation (DSSE) [13].
The motivation behind this research is to develop a novel optimization approach
that combines traditional Volt/Var control equipment together with controllable PV
generation units to minimize the voltage deviations and power losses. The optimization
problem is formulated as a mixed-integer nonlinear programming (MINLP) problem.
Due to the constraints on the operations of OLTCs and SCs, the optimization problem is
considered with a 24-hour window rather than a single time point. Contrary to the
common beliefs, there is no simple solution for this multi-period optimization problem.
The optimal scheduling problem is a highly non-trivial problem that needs to be properly
solved. In this dissertation, the direct search algorithms are used to solve the MINLP
problem without making any assumptions, such as linearization or semidefinite
programming (SDP) relaxation. As a backbone function of the Volt/Var optimization, a
distribution system state estimation approach is presented. The artificial neural networks
are applied to estimation the load consumptions of the distribution systems.
1.2 Literature Review
This section looks into the past research that has been done in the areas related to
the overall methodology proposed and developed in the dissertation. The growth and
development of the PV inverter integration and optimization techniques through the years
are reviewed.
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1.2.1 PV generation placement
It should be noted that the literature papers deals with the Distributed Generations
(DGs) placement problem in two different ways: analytical and numerical. In [14], an
analytical approach to place distributed generation (DG) to minimize the power loss of
the system is presented. Because the load flow equations are non-linear, they must be
linearized in order to make the convolution solvable. The common linearization methods
are based on Gram-Charlier expansion and Cornish-Fisher expansion. Due to the
approximation process, the analytical method, while quite mathematically elegant, may
not be suitable to perform on a complicated system with large nonlinearities.
The numerical method performs a large number of DLFs with inputs determined
from the samplings of the random variables in the PLF. The most common numerical
method is the Monte Carlo method. A Monte Carlo based method for optimum allocation
of PV generation is presented in [15] to minimize the power loss. Given the time-varying
nature of the load and the intermittent nature of solar energy, the Monte Carlo method is
a good approach when uncertainties are involved in the optimal allocation of PV
generation problems. In the Monte Carlo Simulation (MCS) method, every sample value
is accurate without any approximation. The accuracy and convergence of MCS are
guaranteed by the probabilistic limit theory. In some papers, the distributions of the PV
generation output and load values are assumed to have a predefined probability density
function, such as the uniform distribution in [15], the Gaussian distribution in [16], or the
Weibull distribution in [17], which are difficult to perform on a realistic system.
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1.2.2 Optimal power flow problem
OPF problem seeks to optimize a certain objective function, such as voltage
fluctuation, power loss, and/or utility elements cost, subject to power balance,
Kirchhoff’s law, as well as capacity, stability and operation constraints on the voltage and
power flows. There has been a great deal of research on OPF since first formulated by
Carpentier in 1962 [11]. OPF problem is generally nonlinear, nonconvex, and NP-hard. A
large number of relaxations and optimization algorithms have been proposed to solve this
problem [18].
A popular approximation of OPF is the DC power flow problem. The OPF
problem is linearized and therefore easy to solve [19], [20]. Nevertheless, this method is
not adequate enough to solve the OPF problem with non-smooth objective functions. In
[21], a coordination strategy to minimize the total number of tap changer operations is
proposed. The interior point method is applied to solve this optimization problem.
However, the interior point method is not suitable to solve the non-convex problems due
to the global optimum cannot be guaranteed. Instead of solving the OPF problem directly,
the authors in [22] propose a method to solve the convex Lagrangian dual problem of the
original OPF problem. This provide a way to determine for sure if a power flow solution
is globally optimal for the nonconvex problem. The authors in [23] present a systematic
approach to determine the active and reactive power set points for PV inverters. The
sparsity-promoting regularization and semidefinite relaxation techniques are applied to
reformulate the original OPF problem. The limitation of semidefinite relaxation for OPF
is presented in [24]. It is proved that the sufficient condition of [22] always holds for
radial networks. However, as a line flow constraint is tightened, the sufficient condition
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fails to hold for some mesh networks. Hence it is important to develop systematic
methods for solving OPF involving radial networks and mesh networks. In [25], the
backtracking search optimizer algorithm is applied to solve the reactive power dispatch
problem, but only a single time-point is considered in the optimization problem.
1.2.3 State estimation
State estimation is a statistical method in which inaccurate or noisy measurements
from a system are processed to find the most likely true condition of the system,
including the ability to predict the conditions of buses without measurements installed on
them [26]. State Estimation has been used extensively on the transmission system to
perform parameter estimation and provide more accurate load flow information. The
distribution systems are much larger than the transmission systems in terms of the
number of nodes and the total length of the lines. Hence, applying state estimation on
Medium Voltage (MV) or Low Voltage (LV) distribution grids should use few
measurements and incremental deployment must be possible. While the same approach
cannot be simply migrated to distribution systems, there are several potential applications.
Research on state estimation approaches on distribution systems started appearing in the
literature in 1990s. In [27], the authors propose a new method for the estimation of
distribution systems with a minimum number of remote measurements. In [28], a
distribution state estimator is designed to estimate the load demand and DG generation,
even with limited measurements of the system.
The mainly state estimation approaches fall into two categories, namely, modeldriven and data-driven approaches, based on the types of priori knowledge and the inputs
they rely on. The model-based approaches require the measurements as inputs to a
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mathematical model of the system. There are strict requirements on the measurement data
to ensure convergence. This makes these approaches difficult or even impossible to
perform an effective state estimation. Unlike the model-based approaches, the data-driven
approaches do not need a model of the system in run-time and only relying on the
patterns learned from training data. Therefore, in situations where model-based
approaches fail because of too few available measurements, the data driven techniques
can be still applicable, although with relatively low accuracy.
In recent years, the state estimation approaches for distribution networks
presented in the literature mainly rely on the Weighted Least Squares (WLS) method. In
[29], a three-phase state estimation method is developed to increase the accuracy for load
data forecasting based on the WLS approach. In [30], the importance of including
correlation in the WLS estimation approach is discussed. The weights associated with the
actual measurements are proportional to the accuracy of the measurements. However,
these WLS approaches work relatively well based on the belief that no significant change
appears in a short time. This is no longer true in the distribution systems with high
penetration of intermittent generation. To deal with the increasing uncertainties in
distribution systems, historical data can be used to improve the performance of state
estimation. The authors in [31] propose a data-driven state estimation approach for online
service. In [32], an Artificial Neural Network (ANN) based state estimation is used to
directly estimate the voltage magnitudes and power injections. In [75], an ANN approach
is presented for modeling active and reactive power injection pseudo measurements. The
proposed method is most suited for distribution systems where measurements are limited

10

and the network size is not very large. For large distribution systems, distributed state
estimation can be applied by splitting the network into several zones of manageable size.
1.2.4 Centralized and decentralized regulation techniques
Since distribution systems were first developed in the late 1800s, intensive efforts
have been devoted to study the Volt/Var Control (VVC) problem. One of the first notable
studies related to VVC concept is presented in 1932 [34]. The main control method
introduced the literature can be broadly divided into three categories: Fully local control
methods, fully centralized control, and decentralized control scheme.
The primary control method introduced to distribution network is basic local
control. Local control methods require no communications and rely only on local
measurements and computations. The traditional approach of VVC in distribution
systems is to regulate the shunt capacitors (SCs) and on-load tap changers (OLTCs) [35].
The inputs are from incomplete measurements, and the maneuverers that network
operators perform periodically on the SCs and OLTCs are not cost effective. Hence, the
SCs and OLTCs may not be operated in the optimal mode. The new inverter-based
approach can control reactive power in a much finer granular way. These reactive power
methods include based on the fixed power factor control, based on local real power
injection (referred to as Q(P)), and based on local voltage signals (referred to as Q(V))
[36]-[38]. The authors in [39] first show that only using local voltage measurements to
determine reactive power compensation is insufficient to maintain voltage magnitudes in
the acceptable range.
On the opposite end, the centralized or coordinated Volt/Var control scheme
determine the control actions based on information about the whole distribution systems.
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These methods implicitly assume an underlying complete bi-directional communication
system between a central computing server and the controlled components [40]. In [41],
a centralized VVC strategy is developed to minimize power system losses while
maintaining voltage profiles within acceptable limits. One of the main challenges of the
centralized VVC would be the huge amount of data that should be transmitted from
meters to the central computing server and from the server to controlled components
throughout distribution feeders. This may lead to communication blockage and/or failure.
Moreover, failure in central control server could shut down VVC in all distribution
network feeders.
Compared to the centralized VVC approaches, decentralized VVC may lead to
less cost of data transfer, better system reliability, and faster optimization process. The
communications of the decentralized VVC are limited to neighboring nodes. The authors
in [42] proposed a two-stage decentralized voltage control approach. If the distributed
energy resources connected to the bus cannot provide enough reactive power estimated
by the local controller, a request is sent to neighboring buses for additional reactive
power support. An approach lies between the fully centralized and local policy is
presented in [43]. In this approach, the cost function is separated so that the reactive
power computation is based on local measurement and limited information from the
neighboring nodes. The main drawback of the decentralize VVC method is that the
complexity of the system is increased due to the increased number of local controllers.
1.3 Thesis Overview and Contributions
The main body of this dissertation is divided into four chapters. In this section, we
will summarize each chapter, and highlight the main contributions of this dissertation.
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1.3.1 A stochastic approach to optimal placement of PV generation
In this chapter, a stochastic approach is proposed for identifying the optimal
location for PV plant installation in a distribution feeder so that both the voltage
deviations and power losses are minimized. The content is based on the results published
in [44]. We start by evaluating the impacts of PV generation on distribution systems in an
accurate, thorough and panoramic way. Considering the varying load demand and power
fluctuation caused by the intermittent nature of solar power, a Monte Carlo Simulation
(MCS) method based on kernel density estimation (KDE) is designed to better describe
the stochastic property of the load profile and PV production. . The proposed KDE
method is a nonparametric density estimation procedure; there is no need to presuppose
any specific distribution. The objective function of voltage deviation and power losses
are combined into a single objective function and the relative importance of the voltage
fluctuation and power losses is chosen by weighting factors. To explore the global
optimal location of PV plants, full enumeration is applied, so all the possible locations
along the distribution line of our model are examined. The proposed method has the
accuracy advantages of MCS. To amend the main drawback of MCS, which is being
time-consuming, the parallel computing and interpolation methods are applied to speed
up the Monte Carlo simulation time. Results of numerical experiments have shown the
effectiveness of the proposed method. In addition, the probabilistic distribution functions
(PDFs) of the voltage profiles, voltage deviation and power losses of different buses and
at different time-points can be easily observed to show the panoramic effects of the PV
generation in the distribution networks. There is no need to make so many simplifying
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assumptions. Therefore, the proposed method can be implemented on complicated
models for a wide range of applications.
1.3.2 All-day coordinated optimal scheduling with PV penetration
In this chapter, we provide a novel centralized Volt/Var optimization problem
with the controlled components of PV inverters, shunt capacitors, and on-load tap
changers. Part of the content is based on the results published in [45]. The objective is
formulated as a bi-objective function to minimize both node voltage deviations and
energy losses while keeping the number of intraday OLTC and SC operations under a
predefined value. The Edgeworth-Pareto optimization [46] is applied to properly
determining the importance weights of the objective functions. To be able to impose the
constraints on the maximum number of OLTC and SC operations per day, we considered
a 24-hour window rather than a single time point as in [25]. Due to the presence of the
operation limits of OLTCs and SCs, the proposed VVC problem is time-coupled. The
direct search algorithms, i.e., pattern search algorithm and genetic algorithm are proposed
to solve this MINLP problem. They are derivative-free methods [47] in the sense that
they can solve optimization problems when the derivatives of the objective function are
not available or have a stochastic nature. In contrast to the linearization or semidefinite
programming (SDP) relaxation [24], when evaluate the objective function we decided to
treat the load flow calculation process as a black-box, this approach ensures an easily
applicability of the proposed approach to a generic network but at the same time rule out
the use of analytical approaches. Both the algorithms are improved with the multi-start
framework and parallel computing to guarantee global optimality within reasonable
computational time. To verify the proposed method, the IEEE 34-node test feeder and the
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IEEE 123-node test feeder are modified to include time-varying load demand and PV
generation with variable output. A Monte Carlo-based probabilistic load flow simulation
is applied to evaluate the robustness of the day-ahead scheduling when forecast errors of
PV output and load demand are introduced.
1.3.3 Real-time Volt/Var optimization with PV integration
In chapter 3, the all-day coordinated optimal scheduling scheme is based on the
day-ahead forecast results of the PV output and load demand. In this chapter, we continue
our work from day-ahead optimization scheduling to real-time control to correct the
errors of the day-ahead scheduling caused by the uncertainties of the PV output and load
demand. The content is based on our work in [48]. In this chapter, a real-time Volt/Var
optimization approach is proposed. The state estimation results from chapter 4 are
applied to on-line calculate and control the reactive power of the PV inverters. The
pattern search algorithm (PSA) is applied to calculate the reactive power of the PV
inverter. The proposed real-time control method is tested using a HIL simulation platform.
The IEEE 34-node test feeder is modified to include time-varying load demand and PV
generation with variable output.
1.3.4 Decentralized state estimation based on Artificial Neural Network method
In this chapter, we propose a state estimation method for the real-time Volt/Var
optimization for distribution networks which will be described in chapter 5. The
distributed state estimation method (also named multi-area state estimation) is motivated
by lack of sufficient meters installed in distribution networks. Here the meters are
assumed to be installed at the bus where the PV inverter is connected. Each state
estimator can estimate the load demands and PV generation, the information then be
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extended to optimize the setting points of the reactive power output of the PV inverters,
the tap position of the OLTCs, and the switch state of the SCs. The distributed state
estimation is able to support the monitoring, controlling, and protection of distribution
systems.
As discussed, the Artificial Neural Network (ANN) based state estimation method
is most suited for distribution systems where measurements are limited and the network
size is not very large. For large distribution systems, distributed state estimation can be
applied by splitting the network into several zones of manageable size. Compared to
central state estimation, distributed state estimation utilizes neighbor-to-neighbor
communication rather than relying on a central coordinator. The main contributions of
this work include a new distributed ANN based state estimation method for distribution
systems with the following features:
(i) The method is a data-driven approach. The physics-based model of the system
is not required. It can be applied to both radial and meshed distribution
systems. As long as the system configuration stays the same, the
computational cost of the state estimation from a well-trained network is very
low. Compared to the classical model-based state estimation, it requires fewer
measurements.
(ii) A new splitting method based on the sensitivity matrix is proposed to split the
whole system into different control zones.
(iii) Each control zone only requires local measurement and limited exchange of
information with neighboring control zones. The central processor is
eliminated.
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(iv) This work presents general procedures for selecting the measurements that
are exchanged with neighboring control zones.
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CHAPTER 2
A STOCHASTIC APPROACH TO OPTIMAL PLACEMENT OF PV
GENERATION
2.1 Abstract
In this chapter, a stochastic approach based on kernel density estimation is
proposed to identify the optimal location for the PV plant installation in distribution
systems so that the voltage deviation and network losses are minimized. In order to
demonstrate the effectiveness of the proposed method, the model of a real distribution
feeder has been used. The feeder is located in Walterboro, SC, USA, which is composed
of 38-bus and includes a photovoltaic plant. The simulation model has been validated
against field measurement so that the simulation results of the proposed stochastic
method are reliable and realistic.
2.2 Methodology
The procedure of identifying the optimal location of a PV plant is depicted in
Figure 2.1. Identifying the optimal location of PV plant is considered as a system
planning task which requires high accuracy, so we use full enumeration to ensure the
global optimal result. Every possible location is tested in this simulation. The process of
identifying the optimal PV location is repeated until the constraints on the bus voltages
are satisfied.
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Figure 2.1: The flowchart of the proposed algorithm to determine the optimal location of
the PV plant.
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The optimal location of the PV generation is determined by the objective function
of minimizing the voltage deviations and power losses while maintaining the bus voltage
magnitudes in the acceptable range, e.g., in the United States, the ANSI Standard C84.1
[49] states that the voltage of residential loads should remain within 5% from its nominal
value under normal operating conditions. The optimization problem is mathematically
represented with the following equations:


Objective function:
T

min F   ( w * fVD (t )  (1  w)* f PL (t ))

(1)

t 1

where w is the weighting factor to control the relative importance of the voltage
deviations and power losses.


Constraints:
The equality and inequality constraints are based on the time periods 𝑡 =

{1,2, … 𝑇}.
The distribution power balance equations are nonlinear and can be solved by
iterative techniques, such as Newton-Raphson [50]:
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where 𝑃𝑘 and 𝑄𝑘 are the active power and reactive power injected to node 𝑘; 𝑉𝑘 and 𝑉𝑖 are
voltages of bus 𝑘 and bus 𝑖; 𝛿𝑘 and 𝛿𝑖 are the voltage angles of bus 𝑘 and bus 𝑖; 𝜃𝑘𝑖 is the
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impedance angle between bus 𝑘 and bus 𝑖; 𝑌𝑘𝑖 is the admittance matrix between bus 𝑘
and bus 𝑖.
The total voltage deviation and power loss calculation:
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N
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N node
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i
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(4)
(5)

Limit of node voltage magnitudes:
V L  Vi  V U

(6)

According to the previous explanations, the appropriate procedure for PLF is
divided into two main steps: Monte Carlo simulation and density estimation. The detailed
steps are as follows:
Step 1: Collect and dispose the PV output and load demand data from historical
record.
Step 2: Apply kernel density estimator to calculate the probabilistic density
function for different variables; in this study, for PV output, active and reactive loads.
Step 3: Sample a reasonable number of input random variables from the PDFs.
Steps 4: For each sample combination, identify the load flow results from the
interpolation method.
2.2.1 Kernel density estimation
Kernel density estimation is closely related to histogram, but has more favorable
properties when given suitable kernel function and bandwidth. To see the difference,
Figure 2.2 shows the histogram plot and kernel density estimation plot of one-year PV
plant output at 1:00 pm. The advantages of KDE include that the estimated probabilistic
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density function is smooth and continuous; the relationship between adjacent data is
considered; and it is a nonparametric density estimation procedure [51].

Figure 2.2: Comparison of the histogram and kernel density estimation methods using the
same data set.
The general formulation of the kernel density estimator is:

f h ( x) 

x  xi
1 n
K(
)

nh i 1
h

(7)

where 𝐾(∙)is the kernel function, 𝑥𝑖 is the value of sample points, and ℎis the bandwidth.
The bandwidth is a free parameter which has a strong influence on the resulting
estimation. Many published literatures have been devoted to find the optimal value of the
bandwidth [52]. In this work, the optimality criterion used to select this parameter is the
mean integrated squared error (MISE) [53]:

MISE (h)  E f  ( f h ( x)  f ( x))2 dx

(8)

2.2.2 Monte Carlo method
Monte Carlo sampling, based on the kernel distributions described in the previous
step, is used to create input parameters for the simulation. First, the kernel distribution is
converted to a PDF with a fineness of 1,000, meaning that the relative probability is
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calculated at 1,000 points along the range of possible values for the variable in question.
This PDF is then passed through a cumulative sum operation and normalized, so that a
vector is generated with length 1,000, beginning at 0 and ending at 1. 10,000 random
numbers between 0 and 1 are generated, and interpolation method is used on the
cumulative sum vector to determine the corresponding variable value. Thus, random
numbers will fall on the variable values with the highest probability density most often,
since the cumulative sum will increase the most for the variable values with the highest
probability density. Figure 2.3 shows the results of the Monte Carlo sampling of the
kernel distribution shown in the right graph in Figure 2.4.

Figure 2.3: Sample results of PV output for Monte Carlo simulation.
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For each intraday time and PV location, there are three sets of 10,000 numbers,
corresponding to three different variables randomized by the Monte Carlo method: PV
real power generation, load real power consumption, and load reactive power
consumption. Each simulation uses one input parameter from each of the three sets; that
is, the 𝑖 𝑡ℎ simulation of 10,000 would use the 𝑖 𝑡ℎ entry from each of the three lists.
2.2.3 Interpolation method
A problem arises when attempting to run the many simulations that the Monte
Carlo method requires. Even with all possible optimizations, such as combining cases at
nighttime when the output of the PV plant stays zero, and simulating the load flow in
parallel on a 12-core machine, running all the necessary simulations would still take over
a month. This problem is circumvented by establishing reference values for the result
parameters (power losses, voltage deviation) at different values for the input parameters
(PV location, PV power generation, load real power consumption, and load reactive
power consumption). Then, rather than running a different simulation for each Monte
Carlo input parameter set, interpolation is used to determine the corresponding output
values from the 5-dimension input set. Because of the smooth change in output values
with a change in input values, and the high number of similar input parameters that
comes with Monte Carlo simulations, interpolation proved to be a highly effective way to
reduce computational overhead. Fig.6 shows a wireframe mesh of the voltage deviation
for the circuit as load real power and PV real power are changed, while PV position (bus
38) and load reactive power (0 Var) are held constant to allow the results to be visualized
in three dimensions. The range of PV and load real power covers the full collection of
values possible for the case study used: 0 to 2.6 MW for PV real power and 1.4 to 7.5
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MW for load real power. The x- and y-axis values denote the fineness of the reference
grid; 25 different evenly spaced load values are sampled along with 20 different PV
generation values.

Figure 2.4: Sample of interpolation reference values.
2.3 Case Study
In this section, we evaluate the proposed method using data from Walterboro
distribution circuits with a large 2.5 MW solar PV installed [54]. This grid supplies
power to over 5,000 South Carolina citizens. We use one-year historical data (from
06/01/2014 to 05/31/2015) for load and PV generation to illustrate the ideas. This grid is
modeled as a 38-node line in MATLAB/SIMULINK, with three other branches
represented as a single block but not modeled in detail. Figure 2.5 shows the one-line
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diagram of the grid. Due to intraday fluctuations, the main parameters of one-year cannot
easily be simplified to single values. Figure 2.6 shows the PV output, real power
consumption, and reactive power consumption on June 1st, 2014.

Figure 2.5: Single-line diagram for Walterboro distribution grid.

Figure 2.6: One-day profiles of PV output and load demand.
For simplicity, the 38 different loads plus the three other simplified branches are
not modeled as varying independently, but rather are scaled uniformly. For example, if a
certain node consumes an average of 100 kW of power, and a simulation calls for a load
power consumption that is 50% higher than average, then the power consumption of that
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node would be set to 150 kW. This approach is supported by the fact that different loads
tend to correlate fairly closely due to common influences like weather and the day of the
week.
In the simulation results discussed below, all voltages are given in per-unit (p.u.)
quantities, and the voltage magnitudes of bus 1 at the substation (slack bus) is fixed at 1
p.u. Figure 2.7 shows the voltage magnitudes as a function of PV plant location, solar
output, and load demand. The light load condition indicates 50% of the peak load, and
heavy load is 150% of the peak load. The figure shows that changing the location of the
solar farm can, under certain conditions, exhibit a significant effect on node voltages.

Figure 2.7: Node voltage magnitudes under different conditions.
2.4 Simulation Results
This simulation yields a large amount of data: 10,000 points for each of the 40
result parameters (voltage deviation, power loss, and the voltage magnitude at each of the
38 nodes) measured at each possible PV location, at each of the 96 time points in the day.
The optimal location is determined by the lowest combined value of voltage deviation
and power losses across all intraday times. Hence, the results of each Monte Carlo
simulation are averaged, and an objective function that simply adds voltage deviation and
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power losses using a 1:1 coefficient ratio is used to combine the normalized two different
parameters. Figure 2.8 shows a bar chart with the objective function results at each
possible PV position. Figure 2.9 shows the objective function values if only voltage
deviation or power losses are considered, respectively.

Figure 2.8: Optimal PV location considers voltage deviations and power losses.

Figure 2.9: Optimal PV location considers voltage deviations and power losses separately.
Since PV position 14 yields the lowest objective function value, it is provisionally
found to be the optimal position. However, further confirmation that this PV position is
acceptable is needed; thus, as an additional step, the overall voltage values are checked.
The average per-unit voltage at the location of the PV plant (in this case, node 14) is
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analyzed for all times of the day, as shown below in Figure 2.10. Since the average
voltage always stays well within the desired range of 0.95 to 1.05, these results are
deemed sufficient to validate node 12 is the optimal location for the 2.5 MW PV plant.

Figure 2.10: Voltage magnitude at the point of common coupling (PCC) vs. time.
The voltage sags most noticeably at the 80th time point, which is 20:00. It is near
the peak load hours, when PV output is near zero. Voltage is highest at about the 49th
time point, or between noon and 13:00. This high voltage is a consequence of maximal
PV output and only moderately high loads. The Figure 2.11 compares voltage
distributions at times the average voltage is at its maximum (12:15) and maximum (20:00)
for bus 14.

Figure 2.11: The probabilistic density distribution of the bus 14 at 12:15 and 20:00.
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The results indicate that the time of day has a significant effect on bus voltage.
The shape of the voltage PDD changes dramatically with time. For time 12:15, the
distribution has a noticeably wider peak, as opposed to the two much sharper peaks for
20:00. This difference can be attributed in part to the highly variable output of the PV
plant, which may spread out bus voltages during the afternoon (12:15) while leaving bus
voltages unaffected after sunset (20:00).
2.5 Conclusion
We proposed a stochastic approach based on kernel density estimation to identify
the optimal location for the PV plant installation in distribution systems so that the
voltage deviation and network losses are minimized. The proposed KDE method is a
nonparametric density estimation procedure; there is no need to presuppose any specific
distribution. The interpolation method is applied to get the load flow results, which
speeds up the Monte Carlo process significantly. The final results of bus voltage, voltage
deviation, and power losses are shown in averaged and probabilistic terms, so the
uncertainty of the load and the solar energy is considered.
In practice, there are other constraints that may affect the PV plant placement,
such as geographical location and economic issues. Nevertheless, the methods proposed
in this paper can be an effective and instructive way to help the power system designers
in selecting proper sites for the PV plant. We are currently investigating multiple PV
generations to be installed in the distribution systems, and both the optimal location and
capacity of the PV generations will be considered. In addition, the different distributions
of the consumer load will be reflected in the simulation. This may further improve the
power quality of the distribution system.

30

CHAPTER 3
ALL-DAY COORDINATED OPTIMAL SCHEDULING WITH PV
GENERATION
3.1 Abstract
In this chapter, we propose an optimal scheduling of reactive power of PV
inverter, tap position of on-load tap changer (OLTC) and switch state of shunt capacitor
(SC). The proposed method determines a day-ahead scheduling strategy containing
continuous, discrete, and Boolean control variables. The optimization problem is
formulated as a mixed-integer nonlinear programming (MINLP) problem with the
objective of minimizing both the node voltage deviations and active power losses. The
maximum allowable number of operations for OLTCs and SCs is constrained in
predefined limits. Due to the operation limits of OLTCs and SCs, this multi-period
optimal scheduling problem is time-coupled. The direct search algorithms, such as the
pattern search algorithm and the genetic algorithm are applied to solve the proposed
optimization problem. Both the algorithms are improved with the multi-start framework
for global optimization. The feasibility of the proposed method is examined on the
modified IEEE 34-node test feeder and the modified IEEE 123-node test feeder. The
performances of the proposed approach are verified in the case of forecast errors of PV
generation and load demand.
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3.2 Methodology
3.2.1 Voltage control devices
Traditionally, the voltage profile can be controlled by voltage-regulating elements,
such as OLTCs and SCs. In this work, the reactive power of PV inverters is also
considered to improve the power quality of distribution grids. We now proceed with a
brief review of how PV inverters, OLTCs and SCs are normally controlled.
A. PV inverter VAR control
A simplified radial distribution feeder diagram is shown in Figure 3.1. If no
distributed generation unit or voltage regulation device is present, the node voltage
magnitudes monotonously decrease along the feeder. If distributed generation (DG) units
are installed along the feeder, the voltage profile can be characterized by a local increase
of voltage magnitude [55]. For our purpose, the main control variable of PV inverter is
𝑡
the magnitude of the reactive power 𝑄𝑝𝑣
generated. It is bounded by a quantity that

depends on the PV capacity and the real power generated at timet. In this work, we
assume that no curtailment of real power output is allowed and no storage is available. As
illustrated in Figure 3.1, when the real power generation of the PV panel approaches its
capacity, the range of available reactive power reduces to zero. When the PV real power
generation is not at the maximum level, the unused inverter capability can be used for
reactive power compensation. The control logic is when the bus voltage is too low from
the nominal voltage, the inverter will inject the reactive power to the system; while if the
bus voltage is higher than the maximum required voltage, the inverter will absorb the
reactive power from the system.
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Figure 3.1: Reactive power output bounds in P-Q plane.
B. On-load tap changer control
On-load tap changers regulate the voltage in discrete steps corresponding to
different tap levels. In the traditional OLTC control, the tap position change is triggered
when the nearest downstream voltage at the secondary side of the transformer is out of
boundary [56]. A 30-60 seconds operation delay is introduced to avoid excessive
operations as a consequence of fast voltage fluctuation. In the presented approach, the
OLTC is controlled by the day-ahead scheduling and the local controller is completely
bypassed.
C. Shunt capacitor control
Shunt capacitors can inject reactive power at the node they are located at in the
distribution system. This reactive power boosts the local voltage magnitude. There are
two kinds of shunt capacitor: fixed and switchable. In this work, only switchable shunt
capacitors are discussed. The optimal voltage profile can be achieved by controlling the
switch of the shunt capacitor. Shunt capacitors can be connected to or dis-connected from
the distribution system to handle significant voltage fluctuations. Similar to OLTCs, they
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are traditionally controlled on the basis of local voltage measurement and forecasted load
consumption.
3.2.2 Day-ahead optimal scheduling problem formulation
In this work, PV inverters, OLTCs, and SCs are designed to work cooperatively to
minimize the total node voltage deviations and power losses; the total tap operations of
the OLTC and switch operations of the SC devices are kept under predefined numbers to
avoid reducing the lifetime of these devices. While a certain control of OLTC and SC
number of operation could be achieved through a penalizing factor in the cost function,
we decided to constrain the maximum number of OLTC and SC operations so that under
no-conditions a predefined limit is exceeded. The reactive power of the PV plant, the
OLTC tap position, and the SC switch state for the next 24 hours are determined by the
solution of the optimization problem described below. In our model, each day is divided
into T slots indexed by t.


Decision variables:
The following control variables are considered in the optimization problem:
a) Reactive power of the PV inverter (continuous variables)
b) Tap position of the OLTC (discrete variables)
c) Switch state of the SC (Boolean variables)

x  [Qtpv , Tapt , SC t ], t  {1, 2,...T }


(9)

Objective function:
In general, it is not possible to minimize voltage deviations and power losses at

the same time. A Pareto-optimal solution to this bi-objective function optimization
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problem is based on the independent minimizations of each of the objective functions in
∗ (𝑡)
∗
time series, and result in function values of 𝑓𝑉𝐷
and 𝑓𝑃𝐿
(𝑡).
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Constraints:
The equality and inequality constraints are based on the time periods t =

{1,2, … T}.
Distribution power balance equations:
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Voltage deviation and active power loss calculation:
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Limit of node voltage magnitudes:
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Limit of tap changer position of OLTC:

Tap L  Tapt  TapU

(17)

Limit of switch state of SC:

SC t [0,1]

35

(18)

Limit of the tap operations of the OLTC within a day:
TTC  TTC max

(19)

Limit of the switch operations of the SC within a day:
TSC  TSC max

(20)

The total daily tap operations calculation:
T

TTC   Tap t  Tap t 1

(21)

t 1

The total daily tap operations calculation:
T

TSC   SC t  SC t 1

(22)

t 1

The constraints (19), (20) are coupled in time, which are counted from the
comparison of the tap-position and switch-position between the consecutive time points.
The objective function value is obtained with a power flow calculation. The AC
power flow problem with PV generation, OLTC, and SC devices is solved using the
Newton-Raphson approach.
3.2.3 Optimization algorithms
As described in the last section, the proposed day-ahead optimal scheduling
problem is a multi-period multi-variate non-linear non-convex constrained problem. In
this work, two iterative optimization solution methods, i.e., pattern search algorithm
(PSA) and genetic algorithm (GA) are applied. These two methods are black-box
optimization methods, which are very suitable to solve optimization problems when the
derivatives of the objective function are not available or have a stochastic nature, since
they directly search the optimal solutions within the solution space. Generally, the
advantages of the PSA include that: it is easy to implement, it is computationally efficient,
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and the convergence is guaranteed [57]. A problem of the PSA is that during the
calculation process, all the design variables are treated as continuous values. However,
the operational settings of OLTCs and SCs are discrete by nature. The most common
solution is to round off the continuous variables to the nearest discrete values, but this
inconsistency may lead to suboptimal solutions. Especially for high-capacity bank units,
simple round-off calculations could lead to significant errors [58]. Considering the
proposed problem is a constrained mixed-integer nonlinear programming (MINLP)
problem, the genetic algorithm seems a suitable candidate to deal with continuous
variables, as well as discrete variables [59]. However, the GA suffers from a drawback of
prolonged computational time. The more control devices considered in the optimization
problem, the larger of the computational complexity and time. Hence, the adaptive
optimization algorithm is selected according to the nature of the design variables. The
overall flowchart to solve the proposed optimization problem is shown in Figure 3.2.
For the first stage, the total time window and time interval are initialized. The
maximum sample size of the multi-start approach is set. In the next stage, according to
the nature of the design variables (continuous or discrete), either the PSA or the GA are
selected to solve the optimization problem. In the iteration process, the objective function
is evaluated by calculating the load flow. This process is treated as a black-box, and can
be applied either on radial power grids or on complex mesh networks. When the stopping
criteria reached, the optimization process is finished. At last, the global optimality is
identified among the local minima. A brief description of multi-start structure and the two
algorithms is given in the following subsections.
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Figure 3.2: Flow chart for main stages of the day-ahead optimal scheduling.
A. Parallel multi-start optimization
The proposed day-ahead optimal scheduling is a nonconvex optimization problem,
which has locally optimal solutions. The multi-start approach [60] address this difficulty
by determining multiple starting points within the bounds for optimization and reporting
back the best locally optimal solution that it finds.
The design variables include the reactive power of PV inverter, the tap position of
OLTC, and the switch state of SC. In each sample set, the initial points are generated
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within the bounds as defined in equation (15), (17), and (18), respectively. Since each
sample is independent, using multiple computational cores in parallel improves both the
identification of good start points and the execution of the optimization process from
each of the starting points.
B. Pattern search algorithm
The pattern search algorithm [61] starts from an arbitrary initial point 𝒙0𝑛 , called
the base point, where the parameter n indicates the number of independent variables. The
algorithm searches for optimality in sequential steps. In the first iteration, the search
direction starts by generating a mesh with mesh size equal to 1, so the pattern vectors are
constructed as [0 1], [1 0], [-1 0], and [0 -1]. The pattern search algorithm adds the
direction vectors to the initial point, and then the newly obtained mesh points are
calculated.
s1  x 0  d 0

(23)

Next, the algorithm polls the mesh points by evaluating the objective function at
all the mesh points, and the point that yields the greatest decrease in the objective
function, labeled as F(𝒔∗ ) is chosen to be compared with that of the initial point. If
F(𝒔∗ ) < F(𝒙0), then the poll is successful and the algorithm sets 𝒙1 = 𝒔∗ , where 𝒙1 is the
new base point. For a successful poll, the PSA steps to the next iteration and multiplies
the current mesh size by an expansion factor. The procedure is repeated until there is no
improvement at any of the mesh points, meaning the poll is unsuccessful. In this case, at
the next iteration, the algorithm multiplies the current mesh size by a contraction factor.
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C. Genetic algorithm
The GA algorithm begins with an initial population within the preset range—each
member of which has its own set of variables. The size of this variable set is determined
by the number of variables being manipulated to solve the problem in question. Then, at
each step (called “generation”), the GA creates a sequence of elite children, crossover
children, and mutation children based on the current parents. In the end, only those
individuals that survive from the evaluation fitness process represent the optimal solution
to the problem specified by the fitness function and constraints.
A serious drawback of the GA is the tremendous computing time [62]. At the
same time, since within each iteration process, the objective function at different time
points can be evaluated independently, similar to the multi-start sampling process, this
optimization process can also be sped up via parallel computing. Another reduction of
computational effort is to improve the quality of the initial population. In the original
optimization problem, only constraints (19) - (22) are coupled in time, while the rest of
the model is decoupled in time. Without the time-coupled constraints, the optimal
solution of the time-decoupled optimization problem can be easily calculated for each
time points. Instead of being generated randomly, part of the initial population can be
“seeded” from the well-selected initial points range area, where it is believed the optimal
solution is most likely to be found.
3.3 Case Study
The test systems and the forecasted PV output and load demand are briefly
described in this section. To evaluate the performance of the proposed optimized
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scheduling, a modified IEEE 34-node test feeder and a modified IEEE 123-node test
feeder are used, as shown in Figure 3.3 and Figure 3.4 [63].
3.3.1 Modified IEEE 34-node test feeder

Figure 3.3: Single-line diagram of modified IEEE 34-node test feeder with PV inverter
installed at bus 34 [64].
The standard IEEE 34-node test feeder mimics an actual system in Arizona with
all its electrical characteristics. We assume that there is a PV plant installed at node 840
(renumbered as node 34 in our model) with the capacity of 2.5 MVA. Although there are
two OLTCs and two SCs in the system, only OLTC 1, located between node 7-8; and
capacitor 1, connected to bus 27; are controlled by the day-ahead optimization algorithm.
The tap changer has 21 operation positions (±10 including the neutral position 0) with 1%
voltage regulation per tap.
3.3.2 Modified IEEE 123-node test feeder
To demonstrate the flexibility and scalability of the proposed method, we use the
modified version of the IEEE 123-node system. We assume that there are three OLTCs
and four SCs, and the PV plant is installed at node 111 with a capacity of 1.5 MVA. All
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eight of these devices are controlled by our optimal scheduler to minimize the voltage
deviations and power losses.

Figure 3.4: Single-line diagram of modified IEEE 123-node test feeder with PV inverter
installed at bus 111 [65].
3.3.3 Forecasted PV output and load demand
The validity of the proposed optimal scheduling is heavily dependent on the
accuracy of the inputs of the optimization problem: the forecasts of the solar energy
production and the load profile for the next 24 hours. There are many well-understood
methods that deal with the forecast problems. We selected the SMARTS software [66],
which was developed by the Florida Solar Energy Center to forecast the irradiance. The
statistical model ARIMA [67] is applied to forecast the load profile. The result is
normalized to [0, 1] to demonstrate how the load demand varies during the intraday
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period. We report here a brief description of both, emphasizing that this is not part of our
work.
The inputs of the SMARTS software include hourly weather data, which is
obtained from National Weather Service Forecast Office [68]; temporal information; and
the PV system location. Although the intermittent nature of solar generation implies some
forecast errors in the PV output, only the averaged output values over each time interval
are actually used in the optimization procedure. For the purpose of this test, we derive the
PV generation model from a real PV plant [54]. The load profile data of this location can
be found in [69]. As an example, Figure 3.5 shows the predicted PV active power output
and the normalized load profile on May 31st, 2015.

Figure 3.5: Forecasting results: (a) Real power output of the PV plant; (b) Normalized
load profile.
3.4 Simulation Results
In this section, the simulation results from the IEEE 34-node test feeder and the
IEEE 123-node test feeder are presented and discussed.

43

3.4.1 Modified IEEE 34-node test feeder
For the IEEE 34-node test feeder, the base voltage is 24.9 kV and the base
complex power is 2.5 MVA. To better evaluate the proposed method, we begin with a
baseline test where there is no day-ahead optimal control of the PV inverter, OLTC, and
SC: the reactive power of PV generation is zero, the tap ratio of OLTC is 1:1, and the
shunt capacitor is connected to the system all day. Figure 3.6 shows the worst undervoltage and over-voltage scenarios. The worst under-voltage situation happened at 9:00
PM when the PV output is zero and the load demand is relatively heavy (1.59 MW). The
minimum voltage is 0.87 PU, happened at bus 34 (PCC). The worst over-voltage
situation happened at 12:00 AM when the PV output is 2.3 MW and the total load
demand is 1.44 MW. The maximum voltage is 1.08 PU at bus 34.

1.1

Voltag e magnitudes [PU]
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1

0.95

0.9
Over-voltage
Under-voltage
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Node number

Figure 3.6: Voltage magnitudes in the baseline test.
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A. Pattern search algorithm
As discussed in the previous sections, the PSA is computationally efficient, but it
cannot handle discrete design variables. Hence, in this subsection, only the PV inverter
and the OLTC are considered in the optimal scheduling problem. We assumed that the
shunt capacitors are connected to the IEEE 34-node distribution system all day long. The
transform ratio of the tap changer is a discrete variable, so the PSA first treats the voltage
ratio as a continuous variable and then properly rounds it to the nearest discrete value
during the power flow calculation process. We assume a half-hour time interval. For
every time point, the inputs are the forecasted active power of PV generation and the load
demand, and the outputs are the reactive power of the PV inverter and the tap position of
the OLTC for every time point. The total number of the design variables is 96. If there is
no constraint on the tap operations, the results for an optimization period of 48 30-mins

Tap position

Qpv [PU]

Load co.

Ppv [PU]

intervals (one day) are shown in Figure 3.7 with values in per unit.
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Figure 3.7: Optimal scheduling of PV inverter and OLTC for the next 24-hour period
solved by the PSA (TTC = 24).
From 0:00 to 8:00 AM, the tap position is kept higher than the 1 so to mitigate the
undervoltage situation and reduce the power losses. From 8:00 AM to 7:00 PM, the
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active power produced by the PV plant fluctuates dramatically, which causes frequent tap
operations. Meanwhile, when the output of the PV plant is high, the tap position stays
below the neutral position to keep the node voltage magnitude at 1 per unit. From 7:00
PM to midnight, there is no active power output of the PV while the load demand is still
heavy, so the PV inverter injects the reactive power to the distribution system and
cooperates with the tap changer to minimize the voltage deviation and power losses.
As shown in Figure 3.7, without the constraint on the daily maximum allowable
operations of the OLTC, the total operation changes within a day is 24. The wear and tear
cost is quite high caused by the frequent operations. We show part of the optimal
solutions with different 𝑇𝑇𝐶 𝑚𝑎𝑥 in Figure 3.8, and the distribution system performance
under different optimal scheduling is summarized in Table 3.1.
Table 3.1: Simulation results from the pattern search algorithm
Scenario

Mean V
(p.u.)

Min V
(p.u.)

Max V
(p.u.)

fDV
(p.u.)

fPL
(MW)

Baseline Test

0.97

0.87

1.08

5.14

10.54

TTC = 24

1.00

0.92

1.04

0.37

3.70

TTC = 18

0.99

0.91

1.03

0.41

3.78

TTC = 12

0.99

0.92

1.04

0.94

4.38

TTC = 6

0.99

0.92

1.05

1.07

5.00

TTC = 0

0.96

0.87

1.06

5.35

8.18

As expected, a large value of TTC constraint leads to a significant improvement
of the system performance. When the daily operation of the OLTC is 24, the total voltage
deviations decrease from 5.14 to 0.37 per unit, and the total power losses decrease from
10.54 MW to 3.70 MW.
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Figure 3.8: Optimal scheduling of PV inverter and OLTC for the next 24-hour period
solved by the PSA (TTC = 18, 12, 6, and 0).
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Figure 3.9 shows the voltage profiles at bus 34 before and after the action of the
optimal scheduling for the case of TTC = 24. With the optimization, the substantial
voltage magnitudes are flat and centered to 1 per unit.
1.1
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Figure 3.9: Comparison between the baseline case and optimization results.
B. Comparison of PSA and GA
For comparison the same test is repeated but this time with the GA. The results
are shown in Figure 3.10. Compared to Figure 3.7, the optimal solutions are very similar.
The slight difference is caused by the approximation process of the pattern search method
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and the tolerances set in the algorithms.
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Figure 3.10: Optimal scheduling of PV inverter and OLTC for the next 24-hour period
solved by the GA.
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Both algorithms are capable of solving the optimization problem involving the PV
reactive power and tap positions of the OLTC (altogether 96 design variables). The
simulations and the algorithm calculations are carried out on an Intel Xeon CPU X5675
server with 12 virtual cores running at 3.06 GHz, with 72 GB of RAM installed, running
Windows Server 2012 R2 and using MATLAB version R2014b. The average calculation
time of the PSA is 5,472 s, while the average calculation time of the GA is 19,304 s. It is
important to underline that while the execution time indicated are pretty high and would
strongly limit the applicability of the proposed approach both the optimization
approaches can be heavily parallelized and the execution time can be easily reduced by
using computing machines with a larger number of cores.
C. Genetic algorithm
One of the advantages of the genetic algorithm is the ability to solve MINLP
problems. The shunt capacitor located at node 27 is added in the system to coordinate
with the PV inverter and OLTC. In this section, one PV inverter, one OLTC, and one SC
are considered in the optimal control problem. The predicted PV output and load profile
are the same as in the previous tests. The time interval is 30 mins, so the total number of
design variables is 144, including 96 discrete variables. The maximum number of
generations is set to be 1,000, and the population size is 300. The genetic algorithm
creates 20 elite children, 270 crossover children, and 10 mutation children for the next
generation. When there is no constraint on the operation of the OLCT and SC, the best
solution is shown in Figure 3.11.

49

Optimal reactive power output

Qpv [PU]

1.1
0

Tap position

-1
0:00

4:00

8:00

12:00

16:00

20:00

Optimal tap changer position

1.1
1
0.9
0:00

4:00

8:00

12:00

16:00

20:00

Switch state

Optimal switch state
1
0.5
0
0:00

4:00

8:00

12:00

16:00

20:00

Time [24-hour]

Figure 3.11: Optimal scheduling of PV inverter, OLTC and SC for the next 24-hour
period solved by the GA.
The number of OLTC operations is 24, and the number of SC operations is 12. In
the proposed approach, the maximum operations of the OLTC and SC can each be
constrained to any arbitrary number. For example, when the daily maximum number of
operations for the OLTC is limited to 6, and the daily maximum number of operations for
the SC is limited to 6, the optimal solution is shown in Figure 3.12.
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Figure 3.12: Optimal scheduling of PV inverter, OLTC and SC for the next 24-hour
period with operation constraints (TTC = 6, and TSC = 6).
We can conclude from the optimization results that:
(1) By adding control of the SC, the objective function value is further reduced;
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(2) The operations of the OLTC and the SC occur more frequently when the
output of the PV generation varies significantly;
(3) When the acceptable operations of the OLTC and the SC decrease, the value
of the objective function increases.
Part of the optimization results are summarized in Table 3.2.
Table 3.2: Simulation Results from the Genetic Algorithm
Scenario
TTC = 24 TSC = 12
TTC = 18 TSC = 10
TTC = 12 TSC = 12
TTC = 6 TSC = 6

Mean V
(p.u.)
1.00
0.99
0.99
0.99

Min V
(p.u.)
0.92
0.92
0.92
0.92

Max V
(p.u.)
1.04
1.04
1.04
1.06

fDV
(p.u.)
0.37
0.40
0.88
0.95

fPL
(MW)
3.68
3.75
4.13
4.95

3.4.2 Modified IEEE 123-node test feeder
For the IEEE 123-node feeder, the base voltage is 4.16 kV and the base complex
power is 5 MVA. To demonstrate the effectiveness of the proposed method, we designed
a test case where the voltage magnitude is at risk of departing upwards from its nominal
value. In this case, the provided peak load levels are replaced with only one fifth of the
time-varying load coefficient.

The peak demand is 698 kW. Three scenarios are

considered:
Scenario 1: Baseline test with no PV generation;
Scenario 2: PV generation is installed in the system;
Scenario 3: Eight devices (one PV inverter, three OLTCs, and four SCs) are
optimally controlled to minimize the voltage deviation and power losses.
The impacts of the PV plant and optimal scheduling are summarized in Table 3.3.
When there is no PV generation, the fluctuation of the node voltage magnitudes is
dependent on the load demand. In scenario 1, the minimum voltage occurs at 5 PM when
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the total load is heavy; the maximum voltage occurs at 5 AM at bus 110, when the load is
light and the 600-kVar shunt capacitor pushes the voltage magnitude up. In scenario 2,
because of the PV installation, the maximum voltage magnitude is 1.09 per unit, which
happens at 3 PM at the bus 111. In scenario 3, the optimal scheduling is shown in Figure
3.13. With proper control of the PV inverter, OLTCs, and SCs, the voltage magnitude at
PCC declines within an acceptable range (1.03 per unit). Comparing scenarios 2 and 3,
with the optimal scheduling, the total power losses decreased by 25.97%.
Table 3.3: Simulation Results with Different Scenarios
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(p.u.)
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Figure 3.13: Optimal scheduling of PV inverter, OLTC and SC for the next 24-hour
period in scenario 3.
From the above comparison, we can assess the benefits of the proposed optimal
scheduling in several ways. First, it can help maintain the voltage magnitudes within a
desirable range. Second, the power losses can be significantly reduced. Considering a real
distribution system containing a large number of feeders, the reduction in energy loss is

52

very important. Last but not the least, the total number of tap operations of OLTCs and
the switch operations of SCs can be limited to any given number of times per day, which
avoids shortening the lifetime of these mechanical devices.
3.4.3 Forecast error impact
In reality, the PV output and the load demand of the following day cannot be
predicted with 100% accuracy. A stochastic analysis is applied to evaluate how the
forecast errors on PV active power output and load demand affect the results of the
optimization. We assume that the standard deviation of the forecasted PV output is ±15%
of the average value [70], and that the standard deviation of the forecasted load demand is
±10% [71]. To simulate the PV output and the load demand, a Gaussian distribution [72]
is used and a Monte Carlo simulation is performed with a sample size of 10,000. The
objective function values with and without the forecast errors are shown with error bars
in Figure 3.14. The objective function values with and without optimal scheduling are
also demonstrated in the figure.

Figure 3.14: Stochastic analysis: Comparison of the objective function values with and
without forecasted errors.
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The blue stars indicate the values of the objective function when the PV output
and the load demand are exactly the same as the forecasted values used in the
optimization stage. The blue error bars show the boundaries of the objective values with
forecasted errors. Similarly, the red stars and error bars demonstrate the situation when
there is no optimal scheduling applied in the system. We can see that even when the error
of the forecast is significant, the values of the objective function with optimal scheduling
are still smaller than in the case without control. It can be concluded that the presented
day-ahead control is effective even in the presence of forecast errors.
3.5 Conclusion
This chapter has presented a general procedure for day-ahead optimal scheduling
to minimize the voltage deviations and power losses in distribution grids. The proposed
method outlines a day-ahead control strategy with continuous, discrete, and Boolean
control variables, which are the set points for the reactive power of PV inverters, tap
positions of on-load tap changer, and switch states of shunt capacitors.
The optimal scheduling problem is formulated as a multi-period constrained
nonlinear problem and solved by the PSA and the GA. During the optimization process,
the objective function evaluation process (load flow calculation) is treated as a black box
without linearization or relaxation. Hence, the proposed optimization scheduling method
can be applied to both radial power grids and complex mesh grid. The accuracy and
efficiency of both algorithms are compared in the test cases. When Boolean variables,
like the SC states, are not included, the PSA was found to be an effective solution method.
The GA, meanwhile, was found to be effective for MINLP problems, at the expense of a
longer computational time. However, given sufficient computing resources, the

54

computation time can be reduced to a manageable level. Both the algorithms are
improved with the multi-start framework and parallel computing to guarantee global
optimality within reasonable computational time.
An important feature is the possibility of pre-limiting the maximum operation of
the OLTC and SC. For this, the trade-off between the wear and tear cost of the device and
the power quality must be taken into account. The simulation results show that by using
the proposed optimal scheduling for the PV inverter, OLTC, and SC, the power quality of
the distribution system is improved, with fewer tap and switch operations. Even if PV
generation and the load demand prediction are characterized by a significant error, the
presented approach is still effective.
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CHAPTER 4
REAL-TIME VOLT/VAR OPTIMIZATION WITH PV INTEGRATION
4.1 Abstract
To compensate for the uncertainties of PV output and load demand, we propose a
real-time inverter reactive power control method. The optimization problem is formulated
as nonlinear optimization problem and solved with pattern search algorithm. The
proposed approach is tested using a Hardware-In-the-Loop (HIL) simulation platform. A
modified IEEE 34-node test feeder is applied to demonstrate the effectiveness of the
proposed approach.
4.2 Methodology
This section explains the proposed real-time optimal Var control strategy for the
PV inverters in the system. The real-time control aims at correcting the PV reactive
power output so to compensate for forecast errors. The on-line control does not modify
the OLTCs and SCs settings that are controlled uniquely by the day-ahead control. A
block diagram representation of the real-time control is depicted in Figure 4.1.

Figure 4.1: The procedure of the proposed optimization method.
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4.2.1 Problem formulation
In the real-time optimization problem, the only decision variable is the reactive
power of the PV inverter with the constraint of the PV inverter capacity. The objective
function and other basic constraints are similar to those in the day-ahead optimization
problem, and so are not repeated here.
To solve this nonlinear optimization problem, the pattern search algorithm is
applied. The algorithm directly searches the optimal value of 𝑄𝑃𝑉 so that the objective
function is minimized. During each iteration, the objective function is evaluated via
power flow calculation. The inputs of the power flow calculation are the active power
and reactive power demands at each bus.
4.2.2 Real-time testing platform setup
HIL simulation is used to test the proposed optimization method. The detailed
setup of the real-time HIL simulation platform is illustrated in Figure 4.2. The
distribution system is simulated in real time with RT-LAB [73] software and connected
with physical controllers in a closed loop. The critical components of this real-time HIL
simulation platform include the Opal-RT workstation, Opal-RT simulator, controllers,
and a server computer.
The Opal-RT workstation is a PC that has RT-LAB installed. RT-LAB is a realtime simulation software fully integrated with MATLAB/Simulink. The distribution
system model is first developed in MATLAB/Simulink environment, and then the model
is compiled and loaded to the Opal-RT simulator. With the State Space Nodal (SSN)
solver [74] and parallel computation, the Opal-RT simulator can provide an effective way
to simulate large and complicated system in real time. The measurements of the power
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system are sent from the Opal-RT simulator to the local controllers as analog output
signals. The controller, also referred to as the ODROID board in this paper, consists of
three layers, and the details of these different layers are listed in Table 4.1. Due to the low
cost and powerful computing ability, the first layer is the ODROID-U3+ computer. The
key function of this computer is UDP/IP communication implemented in C++. The
ODROID board is interfaced with the OP5607 simulator through standard I/O ports.
Hence, the second layer is designed to offer expansion I/O ports. The third layer is
designed to ensure the analog signals are within a specified safe voltage range. In this
paper, the ODROID boards are designed as local controllers, but can also be used as
measurement devices to send measurements of the power system to the server computer.
The server computer is a Linux PC with telecommunication and computation capabilities.

Figure 4.2: Structure diagram of the real-time HIL simulation platform.
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Table 4.1: Structure of the ODROID Board
ODROID-U3+
Position
Upper layer

Key Features





Low-cost, powerful computer
Ease of programming
Network capable
ARM Quad-core 1.7 GHz CPU and 2GB RAM.
Xubuntu 13.10 Operation System

U3 I/O Shield
Position
Middle layer

Key Features


36 IO ports of GPIO/PWM/ADC

OPAL-U3 Shield
Position
Bottom layer

Key Features



Contains level shift, amplification, and filter
circuitry for different signal requirements between
OPAL (-10V, +10V) and U3 I/O Shield (0, +5V).
Allows access to all I/O ports on the U3 I/O Shield

The software implementation is illustrated in Figure 4.3. First, the day-ahead
optimal scheduling is applied to the system. The ODROID boards receive the
measurements from the OPAL-RT simulator via I/O ports, and then send the
measurements to the server computer. The communication between the ODROID boards
and the server computer is realized through UDP/IP protocol. Each control board is
assumed to be installed at the bus with a critical component of the distribution system. To
run the optimization algorithm, the load demand of every bus must be used as the input
for the Newton-Raphson load flow calculation. As described in previous section, the
ANN approach is applied to estimate the remaining states of the system. The reactive
power of the PV inverter is then calculated via the pattern search algorithm and
broadcasted to all the ODROID boards. The control board installed at the PV generator
bus sends the optimization result, i.e., the optimal reactive power of the PV inverter, to
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the OPAL-RT simulator. Finally, the reactive power of the PV inverter is updated
according to the received control signals. To synchronize the measurements sent from the
ODROID boards to the server, the ODROID boards will wait for the control signal to be
sent back to trigger the next loop. The process is repeated to minimize the total voltage
deviations and power losses of the distribution system.

Figure 4.3: The flow chart of the communication and software implementation.
4.3 Case Study
To evaluate the performance of the proposed optimization approach, a modified
IEEE 34-node test feeder is tested, as shown in Figure 4.4. The system parameters, as
well as the peak values of active and reactive loads are adopted from [64].
The modified IEEE 34-node test feeder consists of a PV generation unit and
various types of loads. In this distribution system, there are two OLTCs and two SCs. A
PV plant is connected at node 840 (renumbered as node 34 in our case) with the capacity
of 1.5 MVA. The tap changer is set with ±10 taps with 1% voltage regulation per tap.
There are six local controllers installed at the substation, OLTC1, OLTC2, SC1, SC2, and
PV inverter node.
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Figure 4.4: Single-line diagram of modified IEEE 34-node test feeder with 6 controllers
installed.
In this work, the centralized ANN state estimation method is used. The active and
reactive load profiles over one year are provided at every half-hour interval, and white
noise is added to the domestic load, commercial load, industrial load and street light load,
at levels of 15%, 15%, 10%, and 5%, respectively. The inputs and outputs of the
proposed ANN approach are summarized in Table 4.2. Real measurements are assumed
to be mainly available at the node with critical components (where the ODROID boards
are installed). There are 16 real measurements chosen to be the ANN inputs, including
the real power and reactive power generated from the substation, power injected into the
nodes and the node voltage magnitudes. The ANN outputs are the load demands of each
node (there are 6 nodes without loads, i.e., nodes 1, 6, 7, 8, 19, and 21).
Table 4.2: Summary of ANN Input and Output
Node
1
8
20
27
29
34

Controller
B1
B2
B3
B4
B5
B6

ANN Input
𝑃𝑔 , 𝑄𝑔
𝑃𝑖𝑛𝑗−8 , 𝑄𝑖𝑛𝑗−8 , 𝑉8
𝑃𝑖𝑛𝑗−20 , 𝑄𝑖𝑛𝑗−20 , 𝑉20
𝑃𝑖𝑛𝑗−27 , 𝑄𝑖𝑛𝑗−27
𝑃𝑖𝑛𝑗−29 , 𝑄𝑖𝑛𝑗−29 , 𝑉29
𝑃𝑖𝑛𝑗−34 , 𝑄𝑖𝑛𝑗−34 , 𝑃𝑃𝑉−34
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ANN Output
𝑃𝐿−2 , 𝑄𝐿−2 ,…, 𝑃𝐿−5 , 𝑄𝐿−5 ,
𝑃𝐿−9 , 𝑄𝐿−9 ,…, 𝑃𝐿−18 , 𝑄𝐿−18 ,
𝑃𝐿−20 , 𝑄𝐿−20 ,
𝑃𝐿−22 , 𝑄𝐿−22 ,…, 𝑃𝐿−34 , 𝑄𝐿−34

4.4 Simulation Results
4.4.1 Day-ahead optimal scheduling results
For the day-ahead optimal scheduling problem, the optimal setting values of the
OLTCs, SCs, and PV inverter are calculated based on the forecasted values of PV output
and load demand. The comparisons of the forecasted results and real measurements are
illustrated in Figure 4.5. The optimization process is applied on a 24-hour time scale with
a resolution of 30 minutes. The PV output is mainly governed by irradiation. There is
notable forecast error due to the fast cloud movement. Compared to the uncertainty of the
PV output, the load power demand follows a more predictable pattern.

Figure 4.5: Comparison of the forecasted and real values of the PV output and the real
power injected to the node 2.
With the forecasted results of PV output and load profiles, the day-ahead optimal
problem is solved via the genetic algorithm and parts of the optimal scheduling results
(the optimal operation of the PV inverter, OLTC1, and SC1) are shown in Figure 4.6.
When the value of 𝑄𝑃𝑉 is below zero, the PV inverter consumes reactive power from the
distribution system. When the value of 𝑄𝑃𝑉 is positive, the PV inverter injects reactive

62

power to the distribution system. The PV inverter can be coordinated with OLTCs and
SCs to offset voltage fluctuation issues and minimize power losses.

Figure 4.6: Optimal operation of PV inverter, OLTC1, and SC1.
4.4.2 Centralized state estimation results
The ANN state estimation is performed using MATLAB with the help of the
Neural Network Toolbox. A two-layer feed-forward ANN with sigmoid hidden neurons
and linear output neurons is used in this work. The network is trained with the
Levenberg-Marquardt backpropagation algorithm. The first half of the 17,520 samples is
used to train the ANN. In terms of statistical evaluation, the mean squared error (MSE) is
1.76 and the overall regression is 0.99, which indicates that the trained ANN can
accurately perform the state estimation. In Figure 4.7, the comparisons between the real
load demand and the estimated values at 2:00 on July 4th, 2014 are demonstrated. In this
case, the number of ANN inputs is 16, and the number of ANN outputs is 56. The test
demonstrates that this ANN-based state estimation method is capable of estimating the
load profiles. If new measurements or measurement devices are added to the network,
additional information can be added as an ANN input, and the performance of the
proposed ANN approach can be further improved.
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Figure 4.7: Comparison of the state estimation results and the real values of the real
power injected into the nodes.
4.4.3 Real-time optimal VAR control
In the real-time optimal Var control process, the setting points of the OLTCs and
SCs stay the same to avoid excessive operation. The reactive power of the PV inverter is
updated in real time according to the actual system status. The simulation time step is 100
µs. For the actual values of PV output and load demand, the same objective function is
evaluated with the optimal scheduling calculated from the day-ahead optimal method and
the real-time optimal method. The values of the objective function and the voltage
magnitudes of node 34 (where the PV is installed) are shown in Figure 4.8.

Figure 4.8: Comparison of the voltage deviations and power losses of different optimal
control schemes.
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As shown in the results, the real-time reactive power control method is applied to
correct the forecast errors of PV output and load demand. Hence, the overall objective
function value is decreased from 102.30 to 89.82. The voltage magnitudes are more
centralized to 1.00 PU. The power quality improvement is apparent when there is a
dramatic uncertainty of the PV output.
4.5 Conclusion
In the real-time simulation, the HIL simulation platform presented in this work
utilizes SSN solver, and parallel computation technologies, combines with the low-cost,
high-performance hardware platform can simulate large and complicated power systems
in real time. To calculate the optimal reactive power of the PV inverter, a centralized
ANN approach is applied to estimate the states of the nodes where the measurements are
not available.
The experimental test shows that the proposed method can successfully contribute
to minimize the voltage deviations and power losses, and this reduces the negative
impacts on distribution systems that prevent high PV penetration. The ANN-based state
estimation method is capable of estimating the load profiles of a distribution system with
few measurements available. It can easily be retrained to take load profile changes and
system expansion into consideration. The performance can be further improved when
more real measurements become available.
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CHAPTER 5
DECENTRALIZED STATE ESTIMATION BASED ON ARTIFICIAL
NEURAL NETWORK METHOD
5.1 Abstract
In this chapter, we present a decentralized state estimation approach for
distribution systems. This work is composed of two major topics. First, a feeder partition
method is proposed to divide a feeder into different zones according to the location of
measurement devices and the mutual information between the states of interest and the
available measurements. The estimation of each zone is realized via an artificial neural
network (ANN), for which a set of parameterizations is available to cope with different
operating conditions. Second, in order to increase robustness of state estimation as well
as reduce the communication burden, the proposed distributed scheme only relies on
local information and a limited amount of information from neighboring zones. To find
the minimal set of measurements for achieving target estimation accuracy, a minimal
redundancy maximum relevance (MRMR) feature selection framework is applied. The
partition and measurement selection results from the proposed method are presented. The
load state estimation results are compared with centralized and totally local state
estimation algorithms in terms of both the estimation quality and computational cost. The
effectiveness and robustness of the method is demonstrated with a modified radial IEEE
34-node test feeder and a weakly meshed IEEE 123-node test feeder.
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5.2 Methodology
5.2.1 State estimation method based on ANN
While state estimation is a fairly routine task in transmission systems, the same
approach cannot be simply migrated to distribution systems. This is primarily due to lack
of available measurements that limit observability to a very small section of the system.
To compensate the lack of monitoring infrastructure in distribution systems, an ANN
approach is applied to estimate the real and reactive power demands at each bus in realtime.
An ANN is a mathematical model that is based on the architecture and
functionality of biological neural networks [75]. It is a data-driven approach and
therefore it does not need the physics-based model of the system. As long as the system
configuration stays the same, the computational cost of the state estimation from a welltrained network is very low. Compared to the classical model-based state estimation, an
ANN approach requires fewer measurements [76]. It is assumed that there are a limited
number of smart meters installed on the critical components of the distribution system,
such as the substation, OLTCs, SCs, and the PV inverters. The proposed ANN approach
comprises three procedures: training, testing, and the state estimation application. First,
the training procedure tunes the weights and biases of the ANN to capture the relation
between inputs and outputs. In our application, as shown in Figure 5.1, a feedforward
ANN with one hidden layer is chosen and the Levenberg-Marquardt algorithm is used to
train the ANN. The inputs are the measurements collected from the measurement devices,
and the outputs are the quantities that are expected to be estimated. To train the ANN,
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either archival load flow results, which the distribution system operators (DSOs) usually
already possess from network planning studies, or additional measurements from the
meters, could be used. This training results in an ANN that mirrors the distribution
system in terms of relation between voltage magnitudes profile and load profile.
Considering the uncertainty of the PV output and load demand, the ANN is trained with
inputs corrupted by random noise. For the test step, the widely used mean squared error
(MSE) criterion is used to test the performance of the ANN so that there are no large
errors when new measurements are used as inputs. Once the ANN is generated, it is
applied to estimate the required power injection in real-time.

Figure 5.1: Basic structure of an artificial neural network.
5.2.2 Feeder partition method based on mutual information
Decomposition strategy is very important in the distributed state estimation filed.
We assume that there are limited number of measurement devices –able to operate in
real-time– installed at the bus where PV inverters are connected. The distribution
network is so divided into sub-areas, according to the location of the measurement
devices and a measure of correlation between the states of interest and the measurements
of the meters. Instead of using correlation or covariance that measures the linear
dependence between variables, the mutual information would be more suitable for
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clustering ANN variables, since it measures non-linear dependence between the variables.
If a variable has high relevance with the other, the MI should be large. In our work, MI is
used to decide the border of each zone in terms of comparing the MI between the state
estimation target and the neighboring measurements. The mutual information 𝐼 of two
variables x and y is defined based on their joint probabilistic distribution 𝑝(x, y) and the
respective marginal probabilities 𝑝(x) and 𝑝(y):
I ( x, y )   p( xi , y j ) log
i, j

p( xi , y j )
p( xi ) p( y j )

(24)

5.2.3 Measurement selection method based on MRMR
When the border of each zone is decided, the original system is divided into
several subsystems. Since there is no overlapping between the neighboring zones, each
subsystem is independent. As starting point each local estimator could estimates the
states based only on local measurements. As we will show later in the results section state,
estimation performed only on local variable will lead to very poor performance. To
improve state estimation performance while limiting communication burden and
increasing the scalability of the proposed approach –for systems with high penetration of
renewable generation– the local measurements are incremented with the measurements
from neighboring meters only, as shown in Figure 5.2. To further reduce the
communication bandwidth requirement not all the local available measurements are
exchanged with the neighbor zones but only the minimum set of measurements to
achieve a target estimation accuracy is selected for exchange.
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Figure 5.2: An illustration of the decentralized state estimation and measurements
communication.
In this work, MRMR criterion [77] is applied for measurements selection. The
underlying idea of the MRMR approach is to find a subset S of the input candidates 𝑥𝑖 ∈
𝑋 with m elements. One input candidate is selected at each step until the predefined
stopping condition for the selection process is satisfied. In mathematical terms, assuming
that a set of (m − 1) input candidates are already selected ( 𝑆𝑚−1 ), the m -th input
candidate is chosen to satisfy the following condition:

max [

x j X  Sm1

1
M

M

1

 I ( x , y )  m 1 
k 1

j

k

xi Sm1

I ( x j , xi )]

(25)

where y denotes the target output, and M is the number of target outputs. The first part is
the calculation of the average relevance, which is defined as the mutual information of
the set of inputs with the target output. The second part is the calculation of the average
redundancy, which is defined as the mutual information of the set of inputs with the set of
inputs that already selected out. The proposed algorithm proceeds as follows:
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Algorithm: Select optimal sub-set of input variables
Input: Input candidates X and the targets Y
Output: Optimal sub-set inputs variables S
1: Let

S 

2: While m  K
3: For each x j  X
4:
5:

Find the

max [

x j X  Sm1

1
M

M

1

 I ( x , y )  m 1 
k 1

j

k

xi Sm1

I ( x j , xi )]

Move x j to S

6: Return S

For the stopping criterion, Sharma [78] used bootstrap method to estimate the
95th percentile confidence limit of Mito determine when to stop adding candidate inputs.
In [79], an outlier detection approach is applied that a candidate input is selected if its MI
is significantly different from that of the remaining candidates. Considering the number
of candidate inputs is small, in this work, the desired number of input variables is
selected based on the knee-point criterion [80].
5.3 Case Study
5.3.1 Modified IEEE 34-node test feeder
To evaluate the performance of the proposed distributed state estimation approach,
a modified IEEE 34-bus distribution system is tested, as shown in Figure 5.3. The system
parameters, as well as the peak values of active and reactive loads are adopted from [64].
The original IEEE 34-node system is an unbalanced system with both spot loads
and distributed loads. In this case study, the unbalanced loads in each three phase sections
are summed up and taken as total three phase balanced loads. It is noted that only the 28
loads demand is estimated. Moreover, the modified IEEE 34-node test feeder consists of
6 PV generation units and various types of loads. As highlighted in Fig. 38, the 6 PV
generation units are located at bus 2, 4, 9, 17, 25 and 31, with nominal capacity of 60,
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370, 20, 140, 15, and 50 kVA, respectively. The load demands are divided into four
different categories with different load profiles. It is assumed that the heavier three-phase
loads are industrial loads, and the lighter loads are commercial loads. The small singlephase loads are street light loads, and the rest are domestic loads.

Figure 5.3: Single-line diagram of modified IEEE 34-node test feeder with 6 PV inverters
installed at bus 2, bus 4, bus 9, bus 17, bus 25, and bus 31, respectively.
The time-varying load coefficients are shown in Figure 5.4. The PV output and
active and reactive load profiles over one year are provided at every half-hour interval.
To tackle the measurement uncertainty, white noise is added to the domestic load,
commercial load, industrial load and street light load, at levels of 15%, 15%, 10%, and
5%, respectively. In the same way, Gaussian distributed noise at the level of 30% is
added to the six PV active power generation values. To account for the inevitable noise
and finite accuracy that characterize any real measurement the ANNs have been trained
truncating the simulation data at the third significant digit.
The inputs and the outputs of both totally local state estimation and decentralized
state estimation approach are summarized in Table 5.1 and Table 5.2. The comparison
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between the two tables highlights the difference in terms of chosen inputs for the training
of the ANN of every subsystem. In fact, while for local state estimation, the chosen
inputs are only the real measurements gathered from the measurement devices which
belongs to that sub-area, in the decentralized state estimation approach, the inputs are
also the selected measurements from the smart meter located in the neighbor areas.

Figure 5.4: Four different normalized load profiles: Domestic load, commercial load,
industrial load, and street light load.
Table 5.1: Summary of ANN Input and Output for Local State Estimation
Zone

Meter Location

ANN Inputs

ANN Outputs

1

Bus 2

PL-2, QL-2, V2, PPV-1

PL-3, QL-3

2

Bus 4

PL-4, QL-4, V4, PPV-2

PL-5, QL-5

3

Bus 9

PL-9, QL-9, V9, PPV-3

PL-10, QL-10,… , PL-16, QL-16

4

Bus 17

PL-17, QL-17, V17, PPV-4

PL-18, QL-18

5

Bus 25

PL-25, QL-25, V25, PPV-5

PL-20, QL-20,…, PL-30, QL-30

6

Bus 31

PL-31, QL-31, V31, PPV-6

PL-32, QL-32,…, PL-34, QL-34
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Table 5.2: Summary of ANN Inputs and Outputs for Decentralized State Estimation
Area

Meter Location

ANN Inputs

ANN Outputs

1

Bus 2, 4

PL-2, QL-2, V2, PPV-1, PL-4, QL-4, V4, PPV-2

PL-3, QL-3

2

Bus 2, 4, 9

PL-2, QL-2, V2, PPV-1, PL-4, QL-4, V4, PPV-2, PL-9, QL-9, V9, PPV-3

PL-5, QL-5

3

Bus 4, 9, 17

PL-4, QL-4, V4, PPV-2, PL-9, QL-9, V9, PPV-3, PL-17, QL-17, V17, PPV-4

PL-10, QL-10,…, PL-16, QL-16

4

Bus 9, 17, 25

PL-9, QL-9, V9, PPV-3, PL-17, QL-17, V17, PPV-4, PL-25, QL-25, V25, PPV-5

PL-18, QL-18

5

Bus 17, 25, 31

PL-17, QL-17, V17, PPV-4, PL-25, QL-25, V25, PPV-5, PL-31, QL-31, V31, PPV-6

PL-20, QL-20,… , PL-30, QL-30

6

Bus 25, 31

PL-25, QL-25, V25, PPV-5, PL-31, QL-31, V31, PPV-6

PL-32, QL-32,… , PL-34, QL-34

5.3.2 Modified IEEE 123-node test feeder
Since the ANN based state estimation approach is a data-driven method, it can be
applied to radial distribution system and meshed distribution system. To test this feature,
as shown in Figure 5.5, the normally opened switch between the node 59 and node 121 is
closed to create a weakly meshed distribution system. The states of the switches are
summarized in Table 5.3. The system parameters, as well as the peak values of active and
reactive loads are adopted from [65]. Similar as the IEEE 34-node case, the modified
IEEE 34-node test feeder consists of 6 PV generation units and various types of loads. As
highlighted in Fig. 40, the 6 PV generation units are located at bus 15, 38, 59, 65, 91 and
103, with nominal capacity of 400, 1200, 550, 350, 600, and 400 kVA, respectively.
Table 5.3: Switches of the Modified IEEE 123-node Test Feeder
Switch

Node A

Node B

State

1

15

56

closed

2

20

37

closed

3

59

121

closed

4

65

67

closed

5

78

83

closed
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Figure 5.5: Single-line diagram of modified IEEE 123-node test feeder with 6 PV
inverters installed at bus 15, bus 38, bus 59, bus 65, bus 91, and bus 103, respectively.
5.4 Real-time Testing Platform Setup
With the aim of testing the proposed state estimation approach, the HIL testing
platform is illustrated in Figure 5.6. The main components of the platform are Opal-RT
workstation, the Opal-RT real-time simulator, and the six ODROID boards which are
introduced in the previous section 4.2.2.
The tested distribution systems are modeled in MATLAB/Simulink environment
and compiled and loaded to the Opal-RT simulator with the RT-LAB software. This realtime simulation software, fully integrated with MATLAB/Simulink, is installed on a
general purpose PC named in Figure 5.6 as the Opal-RT workstation. The Opal-RT
simulator is connected to the 6 ODROID boards through standard analog Input/Output
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(I/O) ports. The six ODROID boards receive the distribution system measurements (i.e.
real and reactive load demand, PV generation and grid voltage) at the node in which they
have been placed. In the case of decentralized state estimation approach, neighboring
boards exchange the measurements between each other through UDP/IP communication
protocol.

Figure 5.6: Diagram of the real-time HIL testing platform.
Figure 5.7 shows the software implementation of this work. The ODROID boards
receive the measurements from Opal-RT simulator through I/O standard ports. The
ODROD boards perform the state estimation using as inputs both the measurements
received by the simulator and the measurements received by the neighboring boards
through UDP/IP communication. The outputs of each estimator are the active and
reactive load demand of the nodes that belong to the respective sub-area.
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Figure 5.7: Flow chart of the communication and software implementation.
5.5 Simulation Results
5.5.1 Modified IEEE 34-node test feeder
A. Feeder partition result
In order to perform the decentralized state estimation, the whole distribution
system is divided into six sub-areas, based on the mutual information calculation. The
partitioning result is shown in Figure 5.8. In order to establish in which area, a node
positioned between two smart meters belongs to, the MI coefficients between the active
and reactive power consumption of that node and the measured signals of the smart
meters have been calculated. The node belongs to the area of the smart meter, which
shares a higher MI value with.

Figure 5.8: Partition results of modified IEEE 34-node test feeder.
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B. Noise characterization
With the aim of limiting the influence of the input signals’ noise on the output of
the ANN estimator, we characterized the noise of the ODROID boards’ input signals. As
an example, Figure 5.9 shows the noise characterization’s result of one of the six boards,
noise levels are obtained as average of hundred samples. The characterization is
performed with a linear interpolation and a polynomial of degree two and three.

Figure 5.9: Noise characterization as a polynomial of first, second, and third degree,
respectively.
The benefit of noise characterization, in terms of estimation results, is
demonstrated in Figure 5.10. It shows the real power’s estimation of each bus of the grid
obtained by giving as inputs to the ANNs, the preprocessed inputs signals. The noise is
characterized through a linear interpolation, a polynomial of degree two and a polynomial
of degree three respectively.
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Figure 5.10: Comparison of the state estimation outputs with different noise
characterizations.
The first graph shows that, despite the noise characterization, the ANNs are still
heavily influenced by the noise of the input signals. In fact, by the increase of the degree
of the polynomial, an improvement on the estimation results can be observed (second
graph). On the contrary, a further increment of the polynomial’s degree (third degree)
does not bring significant improvements on the estimation results. In other words,
characterizing the noise as a second-degree polynomial is sufficient to reduce the noise to
a level that does not influence the performance of the estimator. In the real-time
execution a second-degree polynomial has been used.
C. Measurements selection results
We use measurements selection method applied on zone 1 as an example, the
results is shown in Figure 5.11. For zone 1, the only neighboring zone is zone 2. The
order of the candidate selection is [𝑉4, 𝑃𝑃𝑉−2 , 𝑄𝐿−4, 𝑃𝐿−4]. To evaluation the performance
of the ANN state estimation when new measurements are added in the inputs set, the
MSE of the state estimation results with different measurements can be calculated from
the following equation:
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MSE 

1 N
( yi  zi )2

N i 1

(26)

where N is the total number of ANN outputs, and 𝑦𝑖 and 𝑧𝑖 are the values of the ANN
estimation results and the corresponding target values.

Figure 5.11: MSE index improvement as more inputs are made available to the estimator
using the selection orders.
D. Distributed state estimation results
To evaluate the performance of the proposed distributed state estimation method,
the one-year data is divided into two parts. The first half year of 8,750 samples are used
for training the ANN, and the second half year of 8, 760 samples are used for evaluation.
The distributed state estimation results at the time point 9,000 are compared with results
from centralized and local state estimation procedures, as shown in Figure 5.12-5.14.
The execution time of the state estimation of these three approaches is shown in
Table X. Note that the following results are obtained using a polynomial of second
degree for noise characterized and the computation time listed in the table for the
proposed decentralized state estimation method is the longest execution time among all
the sub-areas.
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Figure 5.12: The results from the centralized state estimation procedure (MSE = 1.20%).

Figure 5.13: The results from the decentralized state estimation procedure (MSE =
1.39%).

Figure 5.14: The results from the local state estimation procedure (MSE = 8.03%).
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Table 5.4: Comparison of the Execution Time of the State Estimation
Approaches

Number of inputs

Number of outputs

Time (ms)

Centralized

24

56

3.51

Decentralized

12

20

1.65

Local

4

20

1.36

From the results of Table 5.4, it is clear that we could ensure real-time execution
even considering several updates per period, it is worth to underline once more that we
are performing a static state estimation. By comparison of Figure 5.13 and Figure 5.14, it
can be observed how the choice of sharing the smart meters’ measurements with the
neighboring areas, and thus performing a decentralized state estimation rather than a
totally local state estimation, brings an improvement in terms of estimator performance.
5.5.2 Modified IEEE 123-node test feeder
A. Feeder partition result
Similar as the IEEE 34-node test case, the whole distribution system is divided
into six sub-areas, based on the mutual information calculation. The partitioning result is
shown in Figure 5.15.

Figure 5.15: Partition results of modified IEEE 123-node test feeder
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B. Measurements selection results
In this case, the input candidates are extended from the neighboring
measurements to the measurements spread all over the system. Each meter measures the
PV output, voltage magnitude, the real power and reactive power injected at the local bus.
The MSE of different sets of the input variables and the optimal sub-set of inputs selected
for each zone are shown in Figure 5.16-Figure 5.21, and Table 5.5.

Figure 5.16: MSE index improvement as more inputs are made available to the estimator
using the selection orders for Zone 1.

Figure 5.17: MSE index improvement as more inputs are made available to the estimator
using the selection orders for Zone 2.
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Figure 5.18: MSE index improvement as more inputs are made available to the estimator
using the selection orders for Zone 3.

Figure 5.19: MSE index improvement as more inputs are made available to the estimator
using the selection orders for Zone 4.
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Figure 5.20: MSE index improvement as more inputs are made available to the estimator
using the selection orders for Zone 5.

Figure 5.21: MSE index improvement as more inputs are made available to the estimator
using the selection orders for Zone 6.
Table 5.5: The Optimal Sub-set of the Input Variables
Zone

Ranked selected meters (The keen point is marked with *)

Zone1

M2

M3

M4*

M5

M6

Zone2

M1*

M5

M4

M6

M3

Zone3

M4

M6*

M2

M1

M5

Zone4

M6

M5*

M3

M2

M1

Zone5

M4

M6*

M3

M2

M1

Zone6

M3*

M4

M2

M1

M5
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5.6 Conclusion
State estimation approach that can monitor distribution systems with high PV
penetration are needed so that optimum operation of all the involved regulating devices
can be achieved. However, the lack of sensors in distribution systems can produce poor
state estimation performance and so the automation functions supplied by inaccurate state
estimation may be improper. This chapter presents an ANN based decentralized state
estimation method for distribution systems with solar PV penetration.
Compared to the classical model-based state estimation, the ANN based state
estimation requires fewer measurements. It can be applied to both radial and meshed
distribution systems. As long as the system configuration stays the same, the
computational cost of the state estimation is low. A feeder partition method based on the
mutual information index is also proposed. To estimate the states of each sub-area, only
local measurements and limited exchange of information from neighboring sub-areas are
required. The central processor is eliminated. The comparison of the state estimation
results between the local and decentralized state estimation shows that with the increment
of measurements, the performance of the state estimation is significantly improved
without much burden of communication.
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