Fragility fracture is a serious clinical event, because it is associated with increased risk of mortality and reduced quality of life. The risk of fracture is determined by multiple risk factors, and their effects may be interactional. Over the past 10 years, a number of predictive models (e.g., FRAX, Garvan Fracture Risk Calculator, and Qfracture) have been developed for individualized assessment of fracture risk. These models use different risk profiles to estimate the probability of fracture over 5-and 10-year period. The ability of these models to discriminate between those individuals who will and will not have a fracture (i.e., area under the receiver operating characteristic curve [AUC]) is generally acceptable-to-good (AUC, 0.6 to 0.8), and is highly variable between populations. The calibration of existing models is poor, particularly in Asian populations. There is a strong need for the development and validation of new prediction models based on Asian data for Asian populations. We propose approaches to improve the accuracy of existing predictive models by incorporating new markers such as genetic factors, bone turnover markers, trabecular bone score, and time-variant factors. New and more refined models for individualized fracture risk assessment will help identify those most likely to sustain a fracture, those most likely to benefit from treatment, and encouraging them to modify their risk profile to decrease risk. 
Why fracture risk assessment?
At the individual level, fragility fracture is a serious clinical problem, because it is associated with increased risk of recurrent fractures, reduced mobility and quality of life, and increased risk of mortality. An initial fracture, at any skeletal site, is a signal for further fractures, and the relative risk ranges between 1.4 and 4.9 [1] , depending on the site of initial fracture. For instance, a woman with a hip fracture is associated with a 2.8-and 4.9-fold increase in subsequent fracture in women and men, respectively [1] . The time from an initial fracture to a subsequent fracture is also shorter than the time from no fracture to an initial fracture. The importance of fragility fracture also lies in the fact that individuals with a fracture tend to have reduced life expectancy, and the risk is greater in men than in women [2] . The relative risk of mortality in men with fracture (1.8 fold) is substantially greater than that in women (1.4 fold) [3] . The increased mortality risk was also observed in younger individuals with fracture [4] . Moreover, up to 24% women and 38% men will die within the first 3 months after experiencing a hip fracture [5] . Those who survive a fracture usually develop one or more of chronic pain, increased dependence, and reduce quality of life [6] .
At the population level, fragility fracture remains a significant public health burden, because it is highly prevalent in the general population and can incur a substantial healthcare cost. The lifetime risk of fracture is approximately 50% in women and~30% in men aged 50 years [7] . It is little known that in women, the remaining lifetime risk of hip fracture is equivalent to or higher than the risk of invasive breast cancer [7] , and in men, the risk of hip and clinical vertebral fractures (17%) is comparable to the risk prostate cancer [8] . Taken together, recent data clearly suggest that fragility fracture is a common and serious skeletal disorder that is expected to increase in magnitude over the next few decades as populations are rapidly aging.
There are high quality data suggesting that treating individuals at high risk of fracture or individuals with an initial fracture reduces the risk of subsequent fracture [9] . The magnitude of risk reduction typically ranges between 30% and 60% [10] . More importantly, there are high quality evidence that treatment of individuals with a fracture could reduce the risk of postfracture mortality. For instance, a large randomized controlled trial (RCT) showed that zoledronic acid treatment reduced the risk of postehip-fracture mortality by 28%, when given within 3 months post hip surgery [11] . More recent studies have also suggested that individuals on oral bisphosphonates have lower risk of mortality [12] . Despite these evidence [12, 13] , less than 30% of women and less than 10% of men, who have already had an osteoporotic fracture, receive treatment to reduce their risk of subsequent fractures [14] . Thus, osteoporosis is an undertreated disease, and the undertreatment status could partly be responsible for excess mortality associated with fracture [2] .
Risk factors for fracture: not just low BMD!
The risk of fracture is influenced by multiple risk factors, but the most robust risk factors are low bone mineral density (BMD) [15] . Each standard deviation lower in BMD is typically associated with a 2-fold increase in fracture risk [16] . The magnitude of association between BMD and fracture is equivalent to or greater than the association between serum cholesterol and cardiovascular disease [17] . Thus, measurement of BMD is considered the gold standard for the diagnosis of osteoporosis in elderly men and postmenopausal women. In 1994 the World Health Organization (WHO) expert panel proposed an operational definition of osteoporosis, by which a postmenopausal woman is considered to have osteoporosis if the woman's femoral neck BMD is decreased by at least 2.5 standard deviations as compared to mean value in young adults [18] . The operational criteria of osteoporosis for women were subsequently adopted for men [19] . Although the WHO criteria were criticized as a flawed approach [20] , they have been widely used in clinical practice.
Apart from low BMD, a personal history of fracture is also an important risk factor for fracture [21] . The relative risk of fracture associated with a prior fracture ranged between 1.5 and 9.5 fold depending on age at assessment, number of prior fractures and the site of the incident fracture. Even a pre-existing asymptomatic vertebral fracture increases the risk of a second vertebral fracture and nonvertebral fracture by at least 4 fold [22] . On average, the risk of subsequent fracture among those with a prior fracture at any site is 2.2 times that of people without a prior fragility fracture [21] .
It is, therefore, logical that the assessment of fracture risk has traditionally been based on the measurement BMD and a personal history of fracture. Furthermore, treatment initiation is indicated for individuals with low BMD (i.e., osteoporosis) and/or with a preexisting low trauma fracture. This strategy appears to be logical and evidence-based because results from randomized clinical trials show that treating these patients (e.g., with osteoporosis and/or a prior fracture) did reduce their fracture risk.
Although low BMD is the most robust risk factor for fracture, it does not account for most fracture cases. Indeed, among those aged 50 years and older, more than 50% of women and up to 70% of men who sustained a fracture had not had osteoporosis [23] as defined by bone density criteria alone. Among individuals aged 60 years or older with low BMD (high risk group) 60% of women and 70% of men did not sustain an osteoporotic fracture within a 13-year follow-up. In other words, more than half of individuals with low BMD are "resistant to fracture."
Further studies have shown that apart from low BMD and prior fracture, other factors such as advancing age, being woman, family history of fracture, excessive bone loss, low body weight, falls, and smoking behavior were also associated with fracture risk [24] . Indeed, at any given level of BMD, fracture risk varies widely in relation to the burden of other risk factors. Thus, for any one individual, the likelihood of fracture depends on a combination of these and other risk factors. This means that 2 individuals, both with "osteoporosis," can have different risks of fracture because they have different non-BMD risk profile. Similarly, an osteoporotic individual can have the same risk of fracture as a nonosteoporotic individual due to the difference in constellation of risk factors between the 2 individuals. The multifactorial nature of fracture implies that the assessment of fracture risk should ideally take into account the full profile of risk factors of an individual.
A challenging issue is how to synthesize information from multiple risk factors for predicting fracture risk for an individual. It is commonly believed that clinical experience or clinical intuition could predict clinical outcome fairly accurately. Indeed, since the Hippocrates' time, doctors have been valued for their ability to predict their patients' outcome. However, in the presence of multiple risk factors, clinician's assessment can be problematic because they are unable to weigh information in a reproducible and objective manner. Statistical prognostic models have been shown to out-perform clinical judgment [25] , because these models can objectively incorporate data from many risk factors and produce reproducible risk estimates.
Individualized assessment of fracture risk
In the past, the assessment of risk was based on a grouping approach [26] . In the risk grouping approach, a continuously distributed risk factor is usually categorized into distinct groups, and the estimate of risk is therefore applicable to a group of individuals rather than to an individual. For instance, the stratification of BMD measurement into osteoporosis vs. Nonosteoporosis based on T-score splits 2 men with T-scores of À2.45 and À2.50 into 2 distinct groups despite the trivial difference, and despite the possibility that the 2 men may have comparable risk of fracture if other risk factors are considered. Moreover, because of the broad categories, such a stratification approach classifies a 80-year-old man with T-score of À2.5 and a 70-year-old man with T-score of À3.0 into a single group, despite the 2 men have very different risk profiles! The risk grouping approach is conceptually simple and sometimes useful in clinical practice, its predictive value is poorer than the individualized approach due to the arbitrariness of any numerical cutoff value [27] .
A better approach of risk assessment should recognize that each individual is unique. The uniqueness can be defined in terms of an individual's measured profile. For instance, instead of categorizing BMD into distinct groups, the individualized approach would consider BMD in its full measurement range. This is more logical since the relationship between BMD and fracture risk is continuous, there is no threshold value for BMD that accurately separates those who will from those who will not sustain a fracture. Thus, 2 individuals with a BMD T-score of À2.5 and À2.6 should have different risks of fracture, and of course, their risks are modified by other risk factors. This implies that by considering risk factors in their continuous scale the estimated risk can be better tailored to an individual.
A number of models for fracture risk assessment have been developed based on the idea of individualized approach ( Table 1) . The most common models include FRAX [28] , Garvan Fracture Risk Calculator [29, 30] , and Qfracture [31] . FRAX uses 12 risk factors, including femoral neck BMD, anthropometric factors, lifestyle factors, and comorbidities. The Garvan Fracture Risk Calculator (Garvan) uses 5 risk factors, namely, age, sex, femoral neck BMD, prior fracture, and history of fall. The risk factors included in the Garvan model were identified by the Bayesian Model Averaging approach [32] which has been demonstrated to have superior performance than stepwise approach [33] . In the Garvan model, prior fracture and prior falls were quantified in terms of the number of events rather than simple binary classification (e.g., yes/no) variables. The Garvan provides 5-and 10-year risks of total fracture and hip fracture, FRAX provides 10-year risk of hip fracture and major osteoporotic fractures. We consider that 5-year estimate of risk is more manageable than 10-year risk for an individual, and this view is agreeable with a recent commentary that 5-year estimate of risk without mortality adjustment is more helpful than mortalityadjusted 10-year estimate [34] .
Performance of fracture risk assessment models
The performance of a predictive model is commonly assessed by 2 metrics: discrimination and calibration. Discrimination is the capability of a model to separate individuals who will sustain a fracture along a continuum from those who will not. The primary metric of discrimination is the area under the receiver operating characteristic curve (AUC) which evaluates the compromise between sensitivity and specificity, and is thus a global estimate of prognostic accuracy. Calibration assesses the agreement between observed and predicted risk of fracture over the range of predicted probabilities.
Over the past 10 years, there have been several independent studies examining the prognostic performance of the Garvan model [35e38], FRAX [39e44], or both Garvan and FRAX [35,45e52] . In general, the discrimination for hip fracture was better than for total fractures ( Fig. 1) . In predicting hip fracture risk, the median AUC value for Garvan was 0.80, which was equivalent to that of FRAX (AUC, 0.78). In predicting major fracture risk, the median AUC value for Garvan and FRAX was 0.76 and 0.69, respectively [53] . However, it should be noted that as a norm, AUC value for outcome with low frequency (e.g., less than 100 events) such as hip fracture is often overoptimistic [54] . It appears that the discrimination of fracture in men was lower than women [55] . In certain populations [36, 38, 45] , it appears that the Garvan model performed well in the discrimination of fracture, particularly in men [49] . For instance, in the Canadian Multicenter Osteoporosis Study, the Garvan model yielded good discrimination, particularly for hip fracture (AUC 0.80 for women and 0.85 for men) [36] . In a recent systematic review, the average AUC for total fracture by FRAX and Garvan was 0.67 (95% confidence interval, 0.64e0.71) and 0.70 (95% CI, 0.64e0.75) [56] .
While the discriminatory ability of FRAX and Garvan was comparable, their calibration was very different. Most studies have consistently shown that FRAX tended to underestimate the risk of fracture [45, 47, 49, 57] , particularly in diabetic patients [58] . Several studies have indicated that the Garvan model had very good calibration. A validation study on 1422 postmenopausal women living in New Zealand found that the Garvan predicted fracture risk was 99% in agreement with the observed number of fractures; however the Garvan model tended to overestimate the risk of fracture among individuals in the top quartile of fracture risk [45] (Fig. 2) which was also noted in the initial development study [29, 30] . In the CaMoS cohort, the Garvan model also shows a remarkable agreement between predicted 10-year probability of fracture and observed 10-year risk of fracture [36] .
The concordance in the predicted probabilities of fracture between Garvan and FRAX was modest, with the coefficient of correlation being 0.67 [59] . A reason for the discordance is that the Garvan model takes into account the prevalence of falls in the risk estimation, but the FRAX model did not [50] . A validation study in 2012 postmenopausal women of Polish background found that there was a considerable discrepancy in risk estimates between Garvan and FRAX models with the Garvan model predicting fracture more accurately than FRAX [46] . Despite the fact that there are differences in predicted risk of fracture between Garvan and FRAX, the majority of the differences do not seem to impact on treatment recommendation [60] .
The discordance between Garvan and FRAX is expected, because the 2 models use different profiles of risk factors. In essence, the estimated risk is a conditional probability that is dependent on the risk factors and their statistical weights. The estimated weight associated with each risk factor is dependent on the statistical method that is used to model the relationship between the risk factor and fracture. The weights associated with 5 risk factors in the Garvan model were derived from on the multivariable Cox proportional hazards analysis [29] , whereas the method of derivation of the FRAX model is not known [61] . Thus, an individual can have different predicted risks of fracture dependent on which factors are considered in the prediction [62] . It is also important to appreciate that the predicted risk is actually an averageda kind of "wisdom of the crowd" [63] dwith "true" values fluctuating below or above the typical value. Therefore, an individual does not necessarily have a unique risk value. This subtle fact also explains why different valid predictive models can yield substantially different results for an individual. Is the predicted fracture risk concordant with clinical guidelines? In a validation on 801 men who have been followed up for 10 years, Pluskiewicz et al. [49] found that the Garvan-predicted risk of fracture was more concordant with treatment indication than FRAX-predicted risk. For instance, among 218 men with a prior fracture (i.e., indicated for treatment), 82% of them had Garvanpredicted risk !20% compared with only 8% had FRAX-predicted risk !20%. Similarly, among men with osteoporosis (i.e., indicated for treatment), the proportion of men with !20% predicted risk by Garvan and FRAX was 72% and 10%, respectively [49] . Thus, it appears that the threshold of 20% predicted risk for defining "highrisk" is reasonably consistent with current clinical guidelines.
However, it remains unknown whether treating patients with high risk as defined by the current predictive models will reduce their risk of future fracture. Virtually all RCTs evaluating antifracture efficacy selected patients based on low BMD (i.e., osteoporosis) and/or the presence of a pre-existing fracture, and among these patients pharmacological interventions have shown good efficacy [10] . Because no clinical trials have been performed on individuals with high-risk of fracture based on either FRAX or Garvan, it is not known whether these patients can be benefited from pharmacological treatments. Nevertheless, post hoc analyses of RCTs appear to suggest that those with high risk of fracture at baseline (as assessed by FRAX) had a slightly greater relative risk reduction of fracture associated with denosumab [64] and bazedoxifene [65] , but not with strontium ranelate [66] and raloxifene [67] . In another post hoc analysis [68] it was found that among women in the top 25th percentile of fracture probability (average probability of 24%), clodronate treatment reduced the risk of fracture by 23% over 3 years; among those in the top 10% percentile (average fracture probability of 30%), treatment reduced the fracture risk by 31% [68] . Taken together, these results seem to be consistent with the hypothesis that treatment of individuals at high risk or moderate risk identified by predictive models could reasonably be expected to reduce fractures.
Room for improvement
From the point of view of predictive accuracy, all current models for fracture risk assessment are suboptimal. Indeed, the average AUC value for total fracture prediction by FRAX and Garvan was only~0.7 [56] which may be considered "adequate." The challenge is to find ways to improve the accuracy of fracture prediction. We postulate that the accuracy can be improved by incorporating new markers for fracture risk and by adopting new modeling strategies ( Table 2) . 
Genetic profiling
It is well known that the risk of fragility fracture is partly influenced by genetic factors. Almost half of the variance in fracture susceptibility among individuals is due to hereditary factors [69] . Over the past 20 years or so, several large scale collaborative studies [70] have 62 loci that are associated with BMD; among the 62 single nucleotide polymorphisms (SNPs) identified, 8 SNPs were associated with fracture risk at the genome-wide significance level [70] . A common characteristic of these SNPs is that their effect sizes were modest, with odds ratios ranging between 1.1 and 1.4, suggesting that individually they have limited utility for fracture prediction.
Nevertheless, a genetic profiling may help improve the accuracy of fracture prediction. A simulation study showed that a genetic profile of up to 50 genetic variants, with each having a modest effect size (odds ratio, 1.01e1.35) could improve the accuracy of fracture prediction by 10% points of AUC [71] . In postmenopausal women of Korean background, a genetic profiling of 39 SNPs in 30 human genomic loci increased the precision of nonvertebral fracture prediction and help to define the risk threshold [72] , while a profiling of 35 risk alleles was significantly associated the risk of vertebral fracture [72, 73] in patients on bisphosphonate. Recently, we have shown that the incorporation of an "osteogenomic profile" of 62 BMD-associated SNPs into existing Garvan Fracture Risk Calculator could modestly improve the predictive accuracy of fracture [74] , and this finding was consistent with a previous observation from MrOS study [75] . Taken together, these latest results studies suggest that genetic profiling could help improve the accuracy of fracture prediction over and above that of clinical risk factors.
Trabecular bone score
Trabecular bone score (TBS) is a measure of the distributional trabecular architecture [76] . TBS is derived as a texture parameter that reflects pixel grey level variation in dual-energy X-ray absorptiometry images. Previous studies have reported that TBS is significantly correlated with trabecular number, trabecular separation and structure model index [77] . Moreover, TBS was found to be associated with fracture risk in elderly women and diabetic patients [78] independently of BMD and classical clinical risk factors [79] . A recent meta-analysis found that TBS was a FRAXindependent predictor of fracture risk [80] , suggesting that TBS could improve the discriminatory power of fracture risk assessment for an individual. 
Bone turnover markers
Several cross-sectional and longitudinal studies have observed that fragility fractures occur not only because of low BMD but also as a result of rapid bone turnover that leads to adverse architectural changes. There is accumulating evidence that accelerated bone resorption is a risk factor for fracture, independent of BMD and other clinical risk factors [81] . For instance, increased urinary levels of the pyridinium crosslink, deoxypyridinoline (DPD), was associated with a 2-to 3-fold increase in the risk of hip fracture [82] . Increased urinary type I collagen C-telopeptide (CTX) and free DPD levels were associated with a 2-fold increase in hip fracture risk after adjusting for BMD and physical mobility [83] . In men, increased bone resorption was also associated with increased fracture risk [84] . A meta-analysis of longitudinal studies found that increased serum levels of serum aminoterminal propeptide of type I collagen and CTX were modestly associated with an increase in fracture risk in men and women [85] . These results strongly suggest that the incorporation of bone turnover markers into the existing prognostic models could improve the prediction of absolute fracture risk. However, the use of bone turnover markers for fracture risk assessment is faced with challenges in the standardization of measurements and treatment of intrasubject variability.
Fracture type-specific prediction
Existing individualized risk assessment models were developed for predicting the risk of total (or major) fractures and hip fracture. The implicit assumption behind the development of these models is that all fracture types share common risk factors. However, this assumption is unlikely true, as a risk factor for one fracture type may not be associated with another fracture type. For instance, fall is a major risk factor for hip fracture, but it is not a risk factor for vertebral fracture. Therefore, future models should move away from the "one size-fits-all" approach by focusing on specific fracture sites.
Machine learning approach
Most, if not all, existing models were developed under the assumption that there are no interactions between risk factors. However, this assumption may not be true, because complex interactions between risk factors are likely present but not detected by traditional statistical methods. In the presence of interactions or potential interactions, machine learning approach such as artificial neural network (ANN) can be useful in the prediction of fracture. By imitating human brain functions, ANN can model complex realworld relationships, including interacting variables. Recent studies have demonstrated that ANN performed better than traditional statistical models in terms of predicting vertebral fracture among postmenopausal women [86] , and mortality following a hip fracture [87] . We and others [88, 89] have also shown that for hip fracture prediction, ANN yielded a more accurate prediction than traditional statistical methods such as the logistic regression model.
From a conceptual viewpoint, it is important to distinguish between prediction and association [90] . Traditional statistical methods focus on association which is mainly concerned with the identification of statistically significant predictors to explain the relationship between the predictors and an outcome for a group of individuals. On the other hand, prediction is concerned with the derivation of rules based on observed data for forecasting specific outcomes for an individual. Although a strong association can translate into a good prediction, they are not synonymous. Indeed, a statistically significant association in a group of individuals does not necessarily translate into good prediction for an individual [91] . A risk factor may achieve statistical significance (e.g., P < 0.05) with large sample size even if it is a poor predictor of future outcome [91] . A risk factor or a set of risk factors may be statistically significantly associated with an outcome due to larger effect on a small number of events in the population, yet provide poor prediction for individuals in the population [92] . We propose that future fracture risk assessment models should move beyond association analysis and adopt more prediction analyses. Instead of finding factors that are associated with fracture, we should focus on the factors that have high predictive value of fracture risk. The factors that influence fracture risk are likely to be related and their effects on fracture risk are likely interactional. Association analysis striving for elegance and parsimony are unlikely inadequate to delineate their separate contributions or to capture their interactional effects. Prediction analysis using machine learning approach (e.g., ANN and deep learning) may be statistically less elegant but it could help identify potential highly predictive factors that are ignored by traditional association analysis [88, 89] .
Time-variant predictions
All risk factors change with time, and the rates of change are highly variable between individuals. For example, BMD in the elderly declines with advancing age, and the rates of decline vary substantially among individuals [93] . However, all existing predictive models assume that risk factors are constant with time. Of course, this assumption is not realistic, but it is a convenient starting point for building a predictive model. Therefore, one important aspect of future model development should take the time-varying nature of risk factors into account to achieve a better estimate of risk for an individual.
Ethnic-specific models
It is important to keep in mind that all existing predictive models (e.g., FRAX, Garvan, and Qfracture) were developed from data pertaining to North American and European populations, not Asian populations. These models have also been largely validated in Caucasian populations, and their performance in Asian populations are not well documented. Nevertheless, few studies have attempted to assess the utility of FRAX in the prediction of fracture in Asian individuals. In a validation analysis based on the Hong Kong Osteoporosis Study (n ¼ 2266 postmenopausal women), the AUC of the FRAX model for predicting total fracture was~0.73, which is not substantially different from the model with BMD alone (AUC, 0.71) [94] . A study on 198 Chinese individuals with very recent fracture, Chen et al. [95] observed that the average FRAX-predicted fracture risk was 6.6%, with only 2 individuals (1%) had 10-year risk !20%, suggesting a poor calibration. In a Japanese population, FRAX model had a moderate discrimination for self-reported total fracture (AUC, 0.69), which is similar to the model with age and femoral neck BMD (AUC, 0.69) [42] . In an analysis of 405 postmenopausal women and 139 men with fracture Min et al. [96] observed a~2-fold difference in FRAX-predicted risk of fracture between the Korean FRAX model and Japanese FRAX model, despite the fact that the 2 populations have similar background risk. Taken together, these results suggest that the FRAX model has modest prognostic performance in Asian populations.
Thus, there is a strong need for the development of individualized fracture risk assessment models for Asian populations. This is true, because at the population level, the incidence of fracture in Asians is generally lower than that in Caucasian populations [97] , and the distribution of behavioral risk factors for fracture is expected to be different between Asian and Caucasian populations.
The prevalence of cigarette smoking in Asian women is lower than that in Caucasian women, but Asian men are more like to smoke than Caucasian men [98] , and these ethnic-related differences need to be methodologically weighed in the estimation of fracture risk for an individual. It would be unrealistic to assume that Asian men and women share exactly the same risk factor profile as Caucasian populations; it is even more unrealistic to assume that the magnitude of association between smoking and fracture in Caucasian women is the same as in Asian women. Experience in the field of cardiovascular disease shows that the Caucasian based models (e.g., Framingham risk score and QRISK2) did not perform well in Asian populations [99] . International prospective population-based studies are urgently needed for the development and validation of new fracture risk assessment models for Asian populations.
Any statistical model is an imperfect representation of reality. Model development is a struggle between complexity and simplicity. Overly complex models with too many factors may yield better accuracy but they are of little practical use because it is hard to implement such models in practice. On the other hand, too simple models can miss high-risk individuals. Nevertheless, given the current modest calibration and discrimination of simple models, the addition of highly predictive factors to the existing models is likely to help improve the accuracy of prediction without increasing the burden complexity.
Conclusions
Fracture due to osteoporosis remains a major public health problem at the population level, and a serious event for an individual because it is associated with increased risk of mortality. Treatment of individuals with osteoporosis and/or a pre-existing fracture reduces the risk of future fracture [100] . More importantly, emerging evidence suggests that treatment of individuals with a fracture reduces the risk of mortality. Yet, the treatment uptake among high-risk individuals is disturbingly low. Providing an individualized estimate of short-term risk of fracture may improve appropriate treatment uptake and reduce the burden of fracture in the general population.
Over the past 10 years, a number of individualized risk assessment models have been developed and implemented in clinical setting [47] . The advance of these models represent a significant achievement of translational osteoporosis research. During the past decade, through the development, validation and use of these models, we have learned several lessons that may be highlighted as follows:
(1) All existing risk assessment models, including FRAX, Garvan and QFact, have acceptable-to-good discrimination (AUC ranges between 0.6 and 0.8). The accuracy of prediction of these models is highly variable between populations. There is good evidence that incorporating new markers such as genetic profiling, TBS, and bone turnover markers into existing models may improve their prediction accuracy. Thus, the addition of these markers should be pursued. (2) Most existing fracture risk assessment models have poor calibration in external populations. It appears that the FRAX model underestimates while the Garvan model overestimates fracture risk. There is not consensus on the (predicted) fracture risk threshold above which treatment or intervention has a net worth. (3) The existing risk assessment models appear to work well for hip fracture risk than for total fracture. This seems to suggest future risk prediction models should be calibrated to individual fracture types rather than based on the "one-sizefits-all" approach. (4) The effectiveness of these individualized risk assessment models in real world clinical care remains uncertain. It is not known whether providing individuals with absolute risk of fracture will improve the treatment uptake. It is also not known whether treating individuals identified as "high-risk" by these models can reduce their risk of fracture and postfracture mortality. (5) The prognostic performance of existing fracture risk assessment models in Asian populations has not been well documented. However, few studies in Chinese, Japanese, and Korean populations have shown that these models have poor discrimination and calibration. As Asia is going to become an "epicenter" of osteoporosis, there is a strong need for the development of new risk fracture prediction models based on Asian data for local Asian populations. (6) Recent advances in statistical modeling and machine learning have opened new opportunities for improving fracture prediction. We envision that future prediction models should account for the interaction and time-variant nature of risk factors. Machine learning methods such as neural networks and deep learning are attractive options for improving the prognostic accuracy of existing risk assessment models.
The ultimate goal of risk assessment model is to provide clinicians and patients with accurate and reproducible risk estimate that helps guide clinical decisions. Current fracture risk assessment models have contributed substantially to the management of osteoporotic patients over the past decade. Still, much remains to be done to enhance the discrimination and calibration of existing models, as well as to develop new models for Asian populations using new statistical and machine learning technologies. New and more refined risk assessment models can help maximize benefits and preclude potential problems of overmedicalization and false assurance.
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