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Exploring Context with Deep Structured models
for Semantic Segmentation
Guosheng Lin, Chunhua Shen, Anton van den Hengel, Ian Reid
Abstract—State-of-the-art semantic image segmentation methods are mostly based on training deep convolutional neural networks
(CNNs). In this work, we proffer to improve semantic segmentation with the use of contextual information. In particular, we explore
patch-patch context and patch-background context in deep CNNs. We formulate deep structured models by combining CNNs and
Conditional Random Fields (CRFs) for learning the patch-patch context between image regions. Specifically, we formulate CNN-based
pairwise potential functions to capture semantic correlations between neighboring patches. Efficient piecewise training of the proposed
deep structured model is then applied in order to avoid repeated expensive CRF inference during the course of back propagation.For
capturing the patch-background context, we show that a network design with traditional multi-scale image inputs and sliding pyramid
pooling is very effective for improving performance. We perform comprehensive evaluation of the proposed method. We achieve new
state-of-the-art performance on a number of challenging semantic segmentation datasets.
Index Terms—Semantic Segmentation, Convolutional Neural Networks, Conditional Random Fields, Contextual Models
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1 INTRODUCTION
Semantic image segmentation aims to predict a category
label for every image pixel, which is an important yet chal-
lenging task for image understanding. Recent approaches
have applied convolutional neural network (CNNs) [5], [17],
[39] to this pixel-level labeling task and achieved remarkable
success. Among these CNN-based methods, fully convolu-
tional neural networks (FCNNs) [5], [39] have become a
popular choice, because of their computational efficiency for
dense prediction and end-to-end style learning.
Contextual relationships are ubiquitous and provide im-
portant cues for scene understanding tasks. Spatial context
can be formulated in terms of semantic compatibility re-
lations between one object and its neighboring objects or
image patches (stuff), in which a compatibility relation is
an indication of the co-occurrence of visual patterns. For
example, a car is likely to appear over a road, and a glass
is likely to appear over a table. Context can also encode
incompatibility relations. For example, a boat is unlikely to
appear on a road. These relations also exist at finer scales,
for example, in object part-to-part relations, and part-to-
object relations. In some cases, contextual information is the
most important cue, particularly when a single object shows
significant visual ambiguities. A more detailed discussion of
the value of spatial context can be found in [26].
We explore two types of spatial context to improve the
segmentation performance: patch-patch context and patch-
background context. The patch-patch context is the semantic
relation between the visual patterns of two image patches.
Likewise, patch-background context the semantic relation
between an image patch and a large background region.
Explicitly modeling the patch-patch contextual relations
has not been well studied in recent CNN-based segmenta-
tion methods. In this work, we propose to explicitly model
the contextual relations using conditional random fields
(CRFs). We formulate CNN-based pairwise potential func-
tions to capture semantic correlations between neighboring
patches. Some recent methods combine CNNs and CRFs
for semantic segmentation, e.g., the dense CRFs applied
in [5], [8], [48], [60]. The purpose of applying the dense
CRFs in these methods is to refine the upsampled low-
resolution prediction to sharpen object/region boundaries.
These methods consider Potts-model-based pairwise po-
tentials for enforcing local smoothness. There the pairwise
potentials are conventional log-linear functions. In contrast,
here we learn more general pairwise potentials using CNNs
to model the semantic compatibility between image re-
gions. Our CNN pairwise potentials aim to improve the
coarse-level prediction rather than merely encouraging local
smoothness, and thus have a different purpose compared
to Potts-model-based pairwise potentials. Given that these
two types of potentials make different effects, they can be
combined to improve segmentation results. Fig. 1 illustrates
the prediction process of our method.
In contrast to patch-patch context, patch-background
context is widely explored in the literature. For CNN-
based methods, background information can be effectively
captured by combining features from a multi-scale im-
age network input, and has shown good performance in
some recent segmentation methods [17], [40]. A special
case of capturing patch-background context is considering
the whole image as the background region and incorpo-
rating the image-level label information into learning. In
our approach, to encode rich background information, we
construct multi-scale networks and apply sliding pyramid
pooling on feature maps. The traditional pyramid pooling
(in a sliding manner) on the feature map is able to capture
information from background regions of different sizes.
Incorporating general pairwise potentials usually in-
volves computationally expensive inference, which brings
challenges for CRF learning. To facilitate efficient learning
we apply piecewise training of the CRF [53] to avoid re-
peated inference during back propagation training of the
deep model.
Thus our main contributions are as follows.
• We formulate CNN-based general pairwise potential
functions in CRFs to explicitly model patch-patch
semantic relations.
• Deep CNN-based general pairwise potentials are
challenging for efficient CNN-CRF joint learning. We
perform approximate training, using piecewise train-
ing of CRFs [53], to avoid the repeated inference at
every stochastic gradient descent iteration and thus
achieve efficient learning.
• We explore background context by applying a net-
work architecture with traditional multi-scale image
input [17] and sliding pyramid pooling [31]. We
empirically demonstrate the effectiveness of this net-
work architecture for semantic segmentation.
• We set new state-of-the-art performance on a num-
ber of challenging semantic segmentation datasets,
including NYUDv2, PASCAL VOC 2012, PASCAL-
Context, SIFT-flow, SUN-RGBD, Cityscapes dataset
and so on. In particular, we achieve an intersection-
over-union score of 77.8 on the PASCAL VOC 2012
dataset.
1.1 Related work
Preliminary results of our work appeared in [33]. Exploit-
ing contextual information has been widely studied in the
literature (e.g., [11], [26], [46]). For example, early work of
“TAS” [26] models different types of spatial context between
Things and Stuff using a generative graphical model.
The most successful recent methods for semantic image
segmentation are based on CNNs. CNN based methods
have shown outstanding performance compared to tra-
ditional semantic segmentation methods like TextonBoost
[49]. A number of these CNN-based methods are region-
proposal-based methods [19], [24], which first generate re-
gion proposals and then assign category labels to each of
them. Very recently, FCNNs [5], [8], [39] have become a
popular choice for their efficient feature generation and end-
to-end training. FCNNs have also been applied to a range of
other dense-prediction tasks recently, such as image restora-
tion [14], image super-resolution [12] and depth estimation
[13], [15], [36]. The method that we propose here is also built
upon fully convolution-style networks.
FCNN methods make use of the Image-Net trained
CNN models (e.g., the VGG-16 model [51]) which takes
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Pairwise potential net
Multi-scale CNN
...
Unary potential net:
Multi-scale CNN 
Deep structured model: Contextual deep CRF
Prediction 
refinement stage:
Up-sample & Refine
Coarse-level 
prediction stage:
CRF Inference
Low-resolution 
prediction
Final prediction
Fig. 1 – An illustration of the prediction process of our method. Both our unary and pairwise potentials are formulated as
multi-scale CNNs for capturing semantic relations between image regions. Our method outputs low-resolution prediction
after performing CRF inference, then the prediction is up-sampled and refined in a standard post-processing stage to output
the final prediction.
Feature map
(low resolution) CRF graph
Construct CRF graph
(according to the feature map resolution)
1. Node construction: 
    each node corresponds to each spatial position in the feature map.
2. Pairwise connections:
    each node connects to all nodes that lie within a pre-defined range box 
 
FeatMap-Net
Fig. 2 – An illustration of generating a feature map with FeatMap-Net and constructing the CRF graph.
advantages of the large Image-Net dataset for learning deep
models. For convolution and pooling layers, the resolution
of the output feature map is down-sampled if the convo-
lution/pooling stride is greater than 1. Usually a few such
layers use a stride setting of 2, hence the direct predictions
of FCNNs are typically in low resolution. To increase the
prediction resolution, the naive method of directly reducing
the strides for all layers is not able to address this down-
sampled prediction for a deep network. Small strides result
in prohibitively expensive computation for a deep network,
and also reduce the view-of-field (the image region that
a filter is able to “see”) of the network layers. Network
layers with insufficient view-of-field may not be able to
capture high-level semantic patterns and thus degrade the
performance.
To address this low-resolution prediction issue, a variety
of FCNN based methods are proposed very recently which
focus on refining the low-resolution prediction to obtain
high resolution prediction. DeepLab-CRF [5] first applies
atrous convolution to produce larger size feature maps
and performs bilinear upsampling on the prediction score
map to the input image size, then they apply the dense
CRF method [30] to refine the object boundary by levering
low-level (color contrast) information. They consider Potts-
model based pairwise potential functions which enforce
local smoothness. CRF-RNN [60] extends this approach by
implementing the mean field CRF inference as recurrent
layers for end-to-end learning of the dense CRF and FCNN
network. The work in [42] learns deconvolution layers to
upsample the low-resolution predictions. The depth esti-
mation method [37] explores super-pixel pooling for build-
ing the gap between the low-resolution feature map and
high-resolution final prediction. Eigen et al. [13] perform
coarse-to-fine learning of multiple networks with different
resolution outputs for refining the coarse prediction. The
method FCN [39] and Hyper-column [23] explore mid-layer
features (skip connections) for high-resolution prediction.
Surrounding Above/Below
Fig. 3 – An illustration of constructing pairwise connec-
tions in a CRF graph. A node is connected to all other
nodes which lie inside the range box (dashed box in the
figure). Two types of spatial relations are described in
the figure, which correspond to two types of pairwise
potential functions.
Unlike these methods, our method focuses on improving the
coarse (low-resolution) prediction by learning general CNN
pairwise potentials to capture semantic relations between
patches. These methods are complementary to our method.
Jointly learning CNNs and CRFs has also been explored
in other applications apart from segmentation. Recent work
in [36], [37] proposes to jointly learn continuous CRFs and
CNNs for depth estimation from single monocular images.
They focus on continuously-valued variable prediction,
while our method is for discrete categorical label prediction.
The work in [55] combines CRFs and CNNs for human
pose estimation. The authors of [6] explore joint training
of Markov random fields and deep neural networks for the
tasks of predicting words from noisy images and multi-class
classification. They require marginal inference for every
gradient calculation which is computationally expensive for
training deep models.
2 MODELING SEMANTIC PAIRWISE RELATIONS
We first describe how to build the CRF graph for modeling
semantic pairwise relations. Given an image, we first apply
a convolutional network to generate a feature map. We
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refer to this network as ‘FeatMap-Net’, details of which are
presented in Sec. 4 (Fig. 6 shows the overall architecture).
With this feature map, we construct one node in the CRF
graph corresponding to one spatial position of the feature
map. Fig. 2 illustrates how we construct nodes and pairwise
connections in a CRF graph.
Pairwise connections are constructed by connecting one
node to all other nodes which lie within a spatial range
box (the dashed box in Fig. 3). We consider different spatial
relations by defining different types range boxes, and each
type of spatial relation is modeled by a specific pairwise
potential function. As shown in Fig. 3, our method models
the “surrounding” and “above/below” spatial relations. For
the surrounding relation, the range box is centered at the
node. For the above/below relation, the bottom edge of the
range box is centered at the node.
In our experiments, the size of the range box (dash box
in the figure) size is 0.4a× 0.4a, where a is the length of the
short edge of the feature map. It would be straightforward
to construct more pairwise potentials, by varying either the
sizes or positions of the connection range boxes, and our
approach is not limited to connections within “boxes”.
3 CONTEXTUAL DEEP CRFS
Here we present the details of our deep CRF model. We de-
note by x ∈ X one input image and y ∈ Y the labeling mask
which describes the label configuration of each node in the
CRF graph. The energy function is denoted by E(y,x;θ)
which models the compatibility of the input-output pair,
with a small output value indicating high confidence in
the prediction y. All network parameters are denoted by
θ which we need to learn. The conditional likelihood for
one image is formulated as follows:
P (y|x) = 1
Z(x)
exp [−E(y,x)]. (1)
Here Z is the partition function, defined as: Z(x) =∑
y exp [−E(y,x)]. The energy function is typically formu-
lated by a set of unary and pairwise potentials:
E(y,x) =
∑
U∈U
∑
p∈NU
U(yp,xp)
+
∑
V ∈V
∑
(p,q)∈SV
V (yp, yq,xpq). (2)
Here U is a unary potential function. To make the expo-
sition more general, we consider multiple types of unary
potentials with U the set of all such unary potentials. NU is
a set of nodes for the potential U . Likewise, V is a pairwise
potential function with V the set of all types of pairwise
potential. SV is the set of edges for the potential V . xp
and xpq indicates the corresponding image regions which
associate to the specified node and edge.
The potential function is constructed by a deep network
for generating feature map (FeatMap-Net) and a shallow
network (Unary-Net or Pairwise-Net) to generate the output
of the potential function. Details are described in the follow-
ing sections. An overview of our contextual deep structured
model for prediction and training is shown in Fig. 4.
3.1 Unary potential functions
We formulate the unary potential function by stacking the
FeatMap-Net for generating feature maps and a shallower
fully connected network (referred to as Unary-Net) to gen-
erate the final output of the unary potential function. The
unary potential function is written as follows:
U(yp,xp;θU ) = −zp,yp(x;θU ). (3)
Here zp,yp is the output value of Unary-Net, which corre-
sponds to the p-th node and the yp-th class.
Fig. 4 shows an illustration of the Unary-Net and how
it corporates with FeatMap-Net. Fig. 5 demonstrates the
process for generating the feature vector for one node. The
input of the Unary-Net is the node feature vector extracted
from the feature map which is generated by FeatMap-Net.
The feature vector for one CRF node is simply the corre-
sponding feature vector in the feature map. The dimension
of the Unary-Net output vector for one node is K , which is
the same as the number of classes.
3.2 Pairwise potential functions
We formulate the unary potential function, analogous to the
unary potentials, by stacking the FeatMap-Net for generat-
ing feature maps and a shallower fully connected network
(referred to as Pairwise-Net) to generate the final output
of the pairwise potential function. The pairwise potential
function is written as follows:
V (yp, yq,xpq;θV ) = −zp,q,yp,yq (x;θV ). (4)
Here zp,q,yp,yq is the output value of Pairwise-Net. It is the
confidence value for the node pair (p, q) when they are
labeled with the class value (yp, yq), which measures the
compatibility of the label pair (yp, yq) given the input image
x. θV is the corresponding set of CNN parameters for the
potential V , which we need to learn. The role of Pairwise-
Net in our structured model is illustrated in Fig. 4. Fig. 5
describes the process for generating the feature vector for
one pairwise connection. The input of Pairwise-Net is the
edge feature vector which is generated from the feature
map for two connected nodes. Following the work of [29],
we concatenate the corresponding feature vectors of two
connected nodes to obtain the CRF edge feature vector. The
Pairwise-Net has K2 output units to match the number of
possible label combinations for a pair of nodes.
Our formulation of pairwise potentials is different from
the Potts-model-based smoothness potentials in the existing
methods of [5], [60]. The Potts-model-based pairwise poten-
tials are a log-linear functions and employ a special formula-
tion for enforcing neighborhood smoothness based on color
contrast, and thus to sharpen object/region boundaries.
In contrast, our pairwise potentials model the semantic
compatibility relations between two nodes with the output
for every possible value of the label pair (yp, yq) individ-
ually parameterized by CNNs. Clearly, these two types of
pairwise potential formulations have different purposes and
effects.
Most recent segmentation methods, e.g., the work in [5],
[8], [48], [60], have applied the dense CRF method [30] in
the prediction refinement stage for refining (sharpen ob-
ject boundaries) the coarse (low-resolution) prediction. The
APPEARING IN IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, APRIL 2017. 5
Edge 
feature vector
Feature map
(low resolution)
One pairwise 
connection (edge)
Unary-Net
Node 
feature vector
One unary 
potential output:One node
CRF graph
Pairwise-Net
One pairiwise 
potential output:
Generate
features
Distribution of the prediction:
in which,
FeatMap-Net
Construct CRF graph
(according to the feature map)
Coarse level prediction: 
CRF marginal inference
Prediction stage
Network parameter learning:
Minimise negative log-likelihood
Learning stage
Other nodes/edges
Low resolution 
prediction
Fig. 4 – An overview of the proposed contextual deep structured model. Unary-Net and Pairwise-Net are shown here for
generating potential function outputs.
Feature map
One pairwise connection 
(edge) in the CRF graph
One node in the 
CRF graph
d
d
Extract the corresponding 
feature vector for one node
spatial correspondence
in the feature map
Feature vector 
for one node
Feature mapd
d
Extract the feature 
vectors of two nodes
spatial correspondence
in the feature map
Two node 
feature vectors
d
Concatenate
2d
Feature vector 
for pairwise connection
Fig. 5 – An illustration of generating feature vectors for CRF nodes and pairwise connections from the feature map output
by FeatMap-Net. The symbol d denotes the feature dimension. We concatenate the corresponding features of two connected
nodes in the feature map to obtain the CRF edge features.
dense CRF method is a Potts-model-based fully-connected
CRF with pairwise potentials based on color contrast for
local smoothness. It is important to clarify that, this smooth-
ness CRFs and our contextual deep CRFs are working in
different prediction stages. Our contextual CNN pairwise
potentials are applied in the coarse prediction stage to im-
prove the lower-resolution prediction, rather than applying
in the boundary refinement stage.
In our framework, after obtaining the coarse level pre-
diction, we still need to perform a refinement step to obtain
the final high-resolution prediction (as shown in Fig. 1).
Hence we also apply the dense CRF method [30], as in many
other recent methods, in the prediction refinement step.
Therefore, our method takes advantage of both contextual
CNN potentials and the traditional smoothness potentials
to improve the final result. More details for prediction can
be found in Sec. 6.
3.2.1 Asymmetric pairwise potentials
As in [25], [57], modeling asymmetric relations requires
learning asymmetric potential functions, the output of
which should depend on the input order of a pair of nodes.
In other words, the potential function is required to be
capable of modeling different input orders. Typically we
have the following case for asymmetric relations:
V (yp, yq,xpq) 6= V (yq, yp,xqp). (5)
Ideally, the potential V is learned from the training data.
Here we discuss the asymmetric relation “above/below”
as an example. We take advantage of the input pair order
to indicate the spatial configuration of two nodes, thus the
input (yp, yq,xpq) indicates the configuration that the node
p is spatially lies above the node q. Clearly, the potential
function is required to model different input orders.
The asymmetric property is readily achieved with our
general formulation of pairwise potentials. The edge fea-
tures for the node pair (p, q) are generated from a con-
catenation of the corresponding features of nodes p and q
(as in [29]), in that order. The potential output for every
possible pairwise label combination for (p, q) is individually
parameterized by the pairwise CNNs. These factors ensure
that the edge response is order dependent, easily satisfying
the asymmetric requirement.
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scale level 1
Image pyramid
scale level 2
scale level 3
Multi-scale
feature maps
d
d
d
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Fig. 6 – The details of our FeatMap-Net. An input image is first resized into 3 scales, then each resized image goes through
6 convolution blocks to output one feature map. Top 5 convolution blocks are shared for all scales. Every scale has a specific
convolution block (Conv Block 6). We perform 2-level sliding pyramid pooling and concatenate the pooled feature map to
the original feature map. The symbol d denotes the feature dimension.
Sliding pooling
window size: 5x5
Sliding pooling
window size: 9x9
Feature map
d
Concatenated
feature map
Pooled 
feature map
Pooled 
feature map
d
d d
d 3d
Fig. 7 – Details for sliding pyramid pooling. We perform
2-level sliding pyramid pooling on the feature map for
capturing patch-background context, which encode rich
background information and increase the field-of-view for
the feature map.
4 EXPLORING BACKGROUND CONTEXT
We develop multi-scale CNNs and sliding pyramid pooling
in our FeatMap-Net to encode rich background information
for capturing patch-background context. Fig. 6 shows the
architecture of FeatMap-Net. Details are presented shortly
in the squeal.
Applying CNNs on multi-scale images has shown im-
proved performance in some recent segmentation methods,
e.g., [17], [40]. In our multi-scale network, an input image
is first resized into 3 scales, then each resized image goes
through 6 convolution blocks to output one feature map. In
our experiment, the 3 scales for the input image are set to
1.2, 0.8 and 0.4. All scales share the same top 5 convolution
blocks. In addition, each scale has an exclusive convolution
block (“Conv Block 6” in the figure) which captures scale-
dependent information. The resulting 3 feature maps (cor-
responding to 3 scales) are of different resolutions, therefore
we upscale the two smaller ones to the size of the largest
feature map using bilinear interpolation. These feature maps
are then concatenated to form one feature map.
We perform spatial pyramid pooling [31] (a modified
version using sliding windows) on the feature map to cap-
ture information from background regions in multiple sizes.
From another point of view, this increases the field-of-view
for the feature map, for which feature vectors are able to
encode information from a larger image region. Increasing
the field-of-view generally helps to improve performance,
which is also discussed in [5].
The details of spatial pyramid pooling are illustrated
in Fig. 7. In our experiment, we perform 2-level pooling
for each image scale. We define 5 × 5 and 9 × 9 sliding
pooling windows with max-pooling to generate 2 sets of
pooled feature maps. These pooled feature maps are then
concatenated to the original feature map to construct the
final feature map, and thus the resulting feature dimension
is 512× 3 for one image scale.
5 NETWORK CONFIGURATIONS
We show the detailed network layer configuration for all
networks in Fig. 8. For FeatMap-Net, the configuration of
the convolution blocks is similar to the VGG-16 model [51].
The top 5 convolution blocks share the same configuration
as the VGG-16 network. The first fully-connected layer in
VGG-16 is converted into a convolution layer ( see FCN in
[39] for details) and merged into the 5-th convolution block.
We only transfer the first fully-connected (FC) layer into our
network rather than 2 FC layers. Note that transferring 2 FC
layers is commonly applied in almost all recent FCN based
methods [5], [39], [60]. The FC layer in the VGG-16 model
contains a large number of filters (4096), thus our network
which transfers only one FC layer is more efficient.
In FeatMap-Net, we add a new convolution block
(“Conv Block 6” in the figure) which contains 2 convolution
layers. This extra convolution block is not existed in the
VGG-16 network. With this new convolution block, we are
able to capture scale-dependent information and increase
the abstraction level. We also have the consideration of
increasing the field-of-view for the final feature map by
adding this extra block.
As discussed in Sec. 1.1, The stride setting of the con-
volution and pooling layers will result in a feature map
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which has a smaller resolution than the input image. For
the convolution and pooling layers, the resolution of the
output feature map is down-sampled if the stride is greater
than 1. Note that there are a number of convolution/pooling
layers in VGG-16 model which use the stride setting of 2.
Therefore, for the original VGG-16 model, the resolution of
the output feature map is 32 times smaller than the size
of the input image (see FCN [39] for details). To increase
the resolution of the feature map, almost all recent VGG-
16 based methods [5], [39], [60] reduce the stride of the last
two pooling layers to 1, which reduces the down-sampling
factor from 32 to 8.
In our setting, we reduce the stride of the last max
pooling layer (only one layer) in the VGG-16 network to
1, instead of reducing for two pooling layers in many other
methods [5], [60]. The resolution of the resulting feature map
is 16 times smaller than the size of the input image. For a
500×500 input image, the resolution of the resulting feature
map is around 30× 30.
Directly changing the stride inevitably degrades the per-
formance of the learned filters since the field-of-view of the
input feature map for some filters is changed. To preserve
the field-of-view, recent work has proposed a number of
approaches. For example, a straightforward approach is to
increase the receptive field size of the filter (e.g., double the
filter size). Large filter sizes will significantly increase the
computation cost for convolution operations. This approach
also brings the problem of how to upsample the filter
weights. Probably a better approach is to apply the hole
algorithm as in [5], which performs a skipping (sampled)
dot-product calculation for filter convolution. Therefore,
a large convolution window size can be applied without
increasing the computation cost.
Different from existing approaches, here we apply a
simple yet effective approach. We add extra two 3 × 3
convolution layers (“Conv Block 6” ) instead of increasing
the filter size. These extra layers are able to enlarge the
field-of-view and compensate the side-effect of reducing the
stride in pooling layers.
6 PREDICTION
At the prediction stage, our deep structured model gener-
ates low-resolution prediction (as shown in Fig. 1), which
is 1/16 of the input image size. As discussed in Sec. 5,
this is due to the stride setting of pooling layers. There-
fore, we apply two prediction stages for obtaining the final
high-resolution prediction: the coarse-level prediction stage
and the prediction refinement stage. We first perform CRF
inference on our contextual structured model to generate
a score map for coarse-level prediction, then we bilinearly
unsmaple the score map and apply a boundary refinement
method [30] to obtain the final prediction which has the
same resolution as the input image. This two-stage predic-
tion process is illustrated in Fig. 9.
6.1 Coarse-level prediction stage
We perform CRF inference on our contextual structured
model to obtain the coarse prediction of a test image. For
example, we can solve the maximum a posteriori (MAP)
Conv block 1:
3 x 3 conv 64
3 x 3 conv 64
2 x 2 pooling
Conv block 2:
3 x 3 conv 128
3 x 3 conv 128
2 x 2 pooling
Conv block 3:
3 x 3 conv 256
3 x 3 conv 256
3 x 3 conv 256
2 x 2 pooling
FeatMap-Net
Unary-Net
2 fully-connected layers:
Fully-con 512
Fully-con K
Conv block 4:
3 x 3 conv 512
3 x 3 conv 512
3 x 3 conv 512
2 x 2 pooling
Conv block 5:
3 x 3 conv 512
3 x 3 conv 512
3 x 3 conv 512
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Conv block 6:
3 x 3 conv 512
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Pairwise-Net
2 fully-connected layers:
Fully-con 512
Fully-con K2
Fig. 8 – The detailed configuration of the networks:
FeatMap-Net, Unary-Net and Pairwise-Net. K is the num-
ber of classes. The filter size for convolution and the num-
ber of filters are shown for all layers. For FeatMap-Net, the
top 5 convolution blocks share the same configuration as
the convolution blocks in the VGG-16 network. The stride
of the last max pooling layer is 1, and for the other max
pooling layers we use the same stride setting as the VGG-
16 network.
deep contextual model
CRF inference
2. Prediction refinement stage:
1. Coarse-level prediction stage: Score maps in
low-resolution
Final prediction
Score maps
bilinearly upsample
Sharpen boundary
Fig. 9 – An illustration of our two-stage prediction process.
The prediction process consists of two stages: the coarse-
level prediction stage and the prediction refinement stage.
We first perform CRF inference on our contextual model
to generate a score map for coarse-level prediction, then
we bilinearly unsmaple the score map and apply a bound-
ary refinement method [30] to obtain the final prediction
which has the same resolution as the input image.
problem: y? = argmax y P (y|x). Alternatively, we also can
consider the marginal inference over nodes for prediction:
∀p ∈ N : P (yp|x) =
∑
y\yp
P (y|x). (6)
We obtain the marginal distribution for each node after
performing this marginal inference. This marginal distribu-
tion can be further applied in the next prediction stage for
boundary refinement. Details are shown in the next section.
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Our CRF graph does not form a tree structure, nor
are the potentials submodular, hence we need to an apply
approximate inference. To address this we apply an efficient
message passing algorithm which is based on the mean field
approximation [43]. The mean field algorithm constructs a
simpler distribution Q(y), e.g., a product of independent
marginals: Q(y) =
∏
p∈NQp(yp), which minimizes the KL-
divergence between the distribution Q(y) and P (y). In our
experiments, we perform 3 mean field iterations.
6.2 Prediction refinement stage
We generate the score map for the coarse prediction from the
marginal distribution which we obtain from the mean-field
inference. We first bilinearly up-sample the score map of the
coarse prediction to the size of the input image. Then we
apply a common post-processing method [30] (dense CRF)
to sharpen the object boundary for generating the final high-
resolution prediction. This post-processing method lever-
ages low-level pixel intensity information (color contrast)
for boundary refinement. Note that most recent work on
image segmentation produce low-resolution prediction and
have a upsampling and refinement process/model for the
final prediction, e.g., [5], [8], [60].
In summary, we simply perform bilinear upsampling of
the coarse score map and apply the boundary refinement
post-processing. We argue that this stage can be further
improved by applying more sophisticated refinement meth-
ods, e.g., training deconvolution networks [42] training
multiple coarse to fine learning networks [13], and ex-
ploring middle layer features for high-resolution prediction
[23], [39]. It is expected that applying better refinement
approaches will gain further performance improvement. In
the experiment part, we show an example of exploring
the feature maps from middle layers to refine the coarse
prediction. We apply this improved refinement approach on
the dataset PASCAL VOC 2012. Refer to Sec. 9.2 for details.
7 CRF TRAINING
A common approach to CRF learning is to maximize
the likelihood, or equivalently minimize the negative log-
likelihood, which can be written for one image as:
− log P (y|x;θ) = E(y,x;θ) + log Z(x;θ). (7)
Adding regularization to the CNN parameter θ, the opti-
mization problem for CRF learning is:
min
θ
λ
2
‖θ‖22 −
N∑
i=1
log P (y(i)|x(i);θ). (8)
Here x(i), y(i) denote the i-th training image and its seg-
mentation mask; N is the number of training images; λ is
the weight decay parameter. Substituting (7) into (8) yields:
min
θ
λ
2
‖θ‖22 +
N∑
i=1
[
E(y(i),x(i);θ) + log Z(x(i);θ)
]
. (9)
We can apply stochastic gradient (SGD) based methods to
optimize the above problem for learning θ. The energy func-
tion E(y,x;θ) is constructed from CNNs, and its gradient
∇θE(y,x;θ) easily computed by applying the chain rule as
in conventional CNNs. However, the partition function Z
brings difficulties for optimization. Its gradient is written:
∇θ logZ(x;θ)
=∇θ log
∑
y
exp [−E(y,x)]
=
∑
y
exp [−E(y,x;θ)]∑
y′ exp [−E(y′,x;θ)]
∇θ[−E(y,x;θ)]
=− Ey∼P (y|x;θ)∇θE(y,x;θ) (10)
Generally the size of the output space Y is exponential in
the number of nodes, which prohibits the direct calculation
of Z and its gradient. The CRF graph we considered for
segmentation here is a loopy graph (not tree-structured),
in which a large number of nodes (more than 1000) and
pairwise connections (more than 2 × 104) are involved for
one image. For loopy graph with large number of nodes and
edges, typically approximation is required for inference, and
even this is generally computationally expensive.
More importantly, usually a large number of SGD itera-
tions are required for training CNNs. Typically the number
of iterations is in tens or hundreds of thousands. Thus
performing inference at each SGD iteration is very compu-
tationally expensive.
7.1 Piecewise training of CRFs
Instead of directly solving the optimization in (9), we pro-
pose to apply an approximate CRF learning method. In the
literature, there are two popular types of learning methods
which approximate the CRF objective: pseudo-likelihood
learning [2] and piecewise learning [53]. The main advan-
tage of these methods in term of training deep CRF is
that they do not involve marginal inference for gradient
calculation, which significantly improves the efficiency of
training. Decision tree fields [44] and regression tree fields
[27] are based on pseudo-likelihood learning, while piece-
wise learning has been applied in the work [29], [53].
Here we develop this idea for the case of training the
CRF with the CNN potentials. In piecewise training, the
conditional likelihood is formulated as a number of inde-
pendent likelihoods defined on potentials, written as:
P (y|x) =
∏
U∈U
∏
p∈NU
PU (yp|x)
∏
V ∈V
∏
(p,q)∈SV
PV (yp, yq|x).
The likelihood PU (yp|x) is constructed from the unary
potential U . Likewise, PV (yp, yq|x) is constructed from the
pairwise potential V . PU and PV are written as:
PU (yp|x) = exp [−U(yp,xp)]∑
y′p
exp [−U(y′p,xp)]
, (11)
PV (yp, yq|x) = exp [−V (yp, yq,xpq)]∑
y′p,y′q
exp [−V (y′p, y′q,xpq)]
. (12)
The log-likelihood for piecewise training is then:
log P (y|x) =
∑
U∈U
∑
p∈NU
log PU (yp|x)
+
∑
V ∈V
∑
(p,q)∈SV
log PV (yp, yq|x). (13)
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The optimization problem for piecewise training is to mini-
mize the negative log likelihood with regularization:
min
θ
λ
2
‖θ‖22 −
N∑
i=1
[ ∑
U∈U
∑
p∈N(i)U
log PU (yp|x(i);θU )
+
∑
V ∈V
∑
(p,q)∈S(i)V
log PV (yp, yq|x(i);θV )
]
. (14)
Compared to the objective in (9) for direct maximum like-
lihood learning, the above objective does not involve the
global partition function Z(x;θ). To calculate the gradient
of the above objective, we only need to calculate the gradient
∇θU log PU and ∇θV log PV . With the definition in (11),
PU is a conventional softmax normalization function over
only K (the number of classes) elements. Similar analysis
can also be applied to PV . Hence, we can easily calculate the
gradient without involving expensive inference. Moreover,
we are able to perform paralleled training of potential
functions, since the above objective is formulated by a
summation of independent log-likelihoods.
As previously discussed, CNN training usually involves
a large number of gradient update iteration which prohibit
the repeated expensive inference. Our piecewise approach
here provides a practical solution for learning CRFs with
CNN potentials on large-scale data.
8 IMPLEMENTATION DETAILS
For the FeatMap-Net, the first 5 convolution blocks and
the first convolution layer in the 6th convolution block are
initialized from the VGG-16 network [51]. All remaining
layers are randomly initialized. Note that VGG-16 network
is widely applied in recent segmentation methods. All lay-
ers are trained using back-propagation/stochastic gradient
descend (SGD). We apply simple data augmentation in
the training stage. Specifically, we perform random scaling
(from 0.7 to 1.2) and flipping of the images for training.
As illustrated in Fig. 3, we use 2 types of pairwise
potential functions. In total, we have 1 type of unary po-
tential function and 2 types of pairwise potential functions.
We formulate one specific FeatMap-Net and potential net-
work (Unary-Net or Pairwise-Net) for one type of potential
function. In other words, one type of potential function is
constructed by one FeatMap-Net and a shallow potential
network. More details of FeatMap-Net and Unary/Pairwise-
Net can be found in Fig. 4. There are two main benefits of
modeling specific FeatMap-Net for each potential instead of
sharing one FeatMap-Net across potentials. Different types
of potentials have different focus and thus probably require
separate feature maps. Using separate FeatMap-Net allows
generating specific high-level features for the corresponding
potential function. Moreover, with separate FeatMap-Net,
we are able to parallel the training of different types of
potentials, and thus ease the implementation and speed up
the training.
8.1 Efficient learning
As previously discussed, one node in the CRF graph is
connected to all nodes which lie within a predefined range
box. Under this setting, the number of pairwise connections
for one node can be a few hundred. For example, for an
input image with a resolution of 500 × 500 pixels and
1.2x scaling, the resolution of the feature map after going
through FeatMap-Net is around 35 × 35. In this case, the
number of nodes are around 1200, and the number of
connections is around 200 for one node. Hence for this
image, we need to process 1200× 200 pairwise relations for
generating the edge features, passing forward the Pairwise-
Net and back-propagating the gradients (in the training
stage). These operations are considerably computationally
expensive for such a large number of pairwise connections.
If using high feature dimension for the feature map, these
operations can even run out of the GPU memory.
In our solution, to speed up the training and testing of
the pairwise potentials, we perform sampling of pairwise
connections for each node in the CRF graph. Since the
feature map encodes redundant information in local regions,
performing sampling can still preserve sufficient pairwise
relations while removing redundancies. Specifically, we
sample 24 neighboring nodes based on a regular 5× 5 grid
spanning the range box (excluding self-connection), and
thus we have 24 pairwise connections for each node, which
is an order of magnitude fewer connections than the orig-
inal setting. We observe that this sampling setting, which
reduces the number of pairwise connections significantly,
speeds up the training without degrading the performance.
8.2 Asynchronous gradient update
The number of pairwise connections is still large even with
sampling, which brings the problem of keeping the edge
features in the GPU memory. Moreover, considering a large
number of pairwise connections (more than 2× 104) in one
iteration for updating the parameters of Pairwise-Net might
result in degraded gradients. This is similar to the case that
using an extremely large batch size for gradient calculation
in the training of a conventional classification network.
An extremely large batch size for gradient update can
significantly slow down the convergence and may decrease
the performance [32]. Moreover, as discussed in [1], using
small batch size may perform noise injection in the gradient
calculation as is a form of regularization, which may lead
to better parameter solutions. Overall, from both empirical
observations and theoretical analysis, a appropriate setting
of batch size is key to the network training. Therefore, we
probably should not consider all pairwise connections in
one gradient iteration for updating the Pairwise-Net.
To reduce the GPU memory consumption and improve
the batch update for the Pairwise-Net, we perform asyn-
chronous gradient update for training the FeatMap-Net
and Pairwise-Net. With asynchronous gradient update, the
gradient calculations for different parts of the network are
not required in the same iteration, which breaks the depen-
dency between different parts (or layers) of the networks.
Asynchronous gradient update is widely applied in large-
scale distributed network learning. For details one may refer
to [10].
Specifically, in one stochastic gradient iteration, we per-
form multiple sub-iterations of gradient update for the
Pairwise-Net and collect the gradients for the FeatMap-Net.
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(a) Testing (b) Ground Truth (c) Prediction
Fig. 10 – Prediction examples on the NYUDv2 dataset.
TABLE 1 – Segmentation results on NYUDv2 dataset (40
classes). We compare to a number of recent methods. Our
method significantly outperforms the existing methods.
method training data pixel accuracy mean accuracy IoU
Gupta et al. [21] RGB-D 60.3 - 28.6
FCN-32s [39] RGB 60.0 42.2 29.2
FCN-HHA [39] RGB-D 65.4 46.1 34.0
ours RGB 70.0 53.6 40.6
In each sub-iteration, a subset of pairwise connections is
selected (e.g., 2000) for gradient calculation and the pa-
rameters of Pairwise-Net are updated. Clearly, in each sub-
iteration we only process a small number of connections
for updating the network parameters of Pairwise-Net, thus
GPU consumption is low and the batch size for learning
Pairwise-Net is reduced. This asynchronous approach ad-
dresses the problems of GPU memory and large batch size
for training Pairwise-Net. After going through all pairwise
connections, we collect the gradients for FeatMap-Net, and
perform a conventional back-propagation gradient update
to FeatMap-Net.
9 EXPERIMENTS
We evaluate our method on 8 challenging semantic
segmentation datasets: PASCAL VOC 2012, NYUDv2,
PASCAL-Context, SIFT-flow, SUN-RGBD, KITTY, COCO
and Cityscapes, which covers various types of scene images,
including indoor/outdoor scene, street scene, etc. Our com-
prehensive experiments show that the proposed method
TABLE 2 – Ablation Experiments. The table shows the
value added by the different system components of our
method on the NYUDv2 dataset (40 classes).
method pixel accuracy mean accuracy IoU
FCN-32s [39] 60.0 42.2 29.2
FullyConvNet Baseline 61.5 43.2 30.5
+ sliding pyramid pooling 63.5 45.3 32.4
+ multi-scales 67.0 50.1 37.0
+ boundary refinement 68.5 50.9 38.3
+ CNN contextual pairwise 70.0 53.6 40.6
TABLE 3 – Comparison with unary ensembles on the
NYUDv2 dataset (40 classes). We compare our contextual
CRF model to an ensemble of up to 4 unary-only networks.
It clearly shows that using our CRF model with 1 pairwise
potential (corresponding to the surrounding relation) and
1 unary potential outperforms the ensembles of multiple
unary networks. Moreover, using an ensemble of 2 unary
in our CRF model can further improve the performance
(“1 pairwise + 2 unary”). These results verify the effective-
ness of learning pairwise potentials.
settings IoU score
1 unary 37.0
2 unary ensemble 37.8
3 unary ensemble 38.4
4 unary ensemble 38.7
1 pairwise + 1 unary 38.9
1 pairwise +2 unary 39.2
achieves new state-or-the-art performance on these datasets.
For VGG pre-trained layers (Block 1 to Block 5 in FeatMap-
Net), we use a small learning rate: 0.0001; for the remaining
layers (Block 6 in FeatMap-Net, layers in Unary-Net and
Pairwise-Net), we set a larger learning rate: 0.001. Our
system is built on MatConvNet [56].
The segmentation performance is measured by the
intersection-over-union (IoU) score [16], the pixel accuracy
and the mean accuracy on categories [39]. We denote cij as
an element in the confusion matrix, which is the number of
pixels with the i-th category as the ground truth and the j-
th category as the prediction; ti is the total number of pixels
for the i-th category in the ground truth; K is the number of
categories. Pixel accuracy measures the portion of correctly
predicted pixels:
∑
i cii∑
i ti
. Mean accuracy measures the per-
category pixel accuracy: 1K
∑
i
cii
ti
. IoU score calculates the
portion of the intersection between the ground truth and the
prediction: 1K
∑
i
cii
ti+
∑
j cij−cii .
9.1 Results on the NYUDv2 dataset
We first evaluate our method on the NYUDv2 [50] dataset
which has 1449 RGB-D indoor scene images. We use the
segmentation labels provided in [20] for which the labels are
processed into 40 classes. We use the standard training set
which contains 795 images and the test set which contains
654 images. We train our models only on RGB images
without using the depth information.
Results are shown in Table 1. Some prediction exam-
ples are shown in Fig. 10 Unless otherwise specified, our
models are initialized using the VGG-16 network. VGG-
16 is also used in the competing method FCN [39]. our
contextual model with CNN pairwise potentials achieves
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TABLE 4 – Individual category results on the PASCAL VOC 2012 test set (IoU scores). Our method performs the best
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tv mean
Only using VOC training data
FCN-8s [39] 76.8 34.2 68.9 49.4 60.3 75.3 74.7 77.6 21.4 62.5 46.8 71.8 63.9 76.5 73.9 45.2 72.4 37.4 70.9 55.1 62.2
Zoom-out [40] 85.6 37.3 83.2 62.5 66.0 85.1 80.7 84.9 27.2 73.2 57.5 78.1 79.2 81.1 77.1 53.6 74.0 49.2 71.7 63.3 69.6
DeepLab [5] 84.4 54.5 81.5 63.6 65.9 85.1 79.1 83.4 30.7 74.1 59.8 79.0 76.1 83.2 80.8 59.7 82.2 50.4 73.1 63.7 71.6
CRF-RNN [60] 87.5 39.0 79.7 64.2 68.3 87.6 80.8 84.4 30.4 78.2 60.4 80.5 77.8 83.1 80.6 59.5 82.8 47.8 78.3 67.1 72.0
DeconvNet [42] 89.9 39.3 79.7 63.9 68.2 87.4 81.2 86.1 28.5 77.0 62.0 79.0 80.3 83.6 80.2 58.8 83.4 54.3 80.7 65.0 72.5
DPN [38] 87.7 59.4 78.4 64.9 70.3 89.3 83.5 86.1 31.7 79.9 62.6 81.9 80.0 83.5 82.3 60.5 83.2 53.4 77.9 65.0 74.1
ours 90.6 37.6 80.0 67.8 74.4 92.0 85.2 86.2 39.1 81.2 58.9 83.8 83.9 84.3 84.8 62.1 83.2 58.2 80.8 72.3 75.3
Using VOC+COCO training data
DeepLab [5] 89.1 38.3 88.1 63.3 69.7 87.1 83.1 85.0 29.3 76.5 56.5 79.8 77.9 85.8 82.4 57.4 84.3 54.9 80.5 64.1 72.7
CRF-RNN [60] 90.4 55.3 88.7 68.4 69.8 88.3 82.4 85.1 32.6 78.5 64.4 79.6 81.9 86.4 81.8 58.6 82.4 53.5 77.4 70.1 74.7
BoxSup [8] 89.8 38.0 89.2 68.9 68.0 89.6 83.0 87.7 34.4 83.6 67.1 81.5 83.7 85.2 83.5 58.6 84.9 55.8 81.2 70.7 75.2
DPN [38] 89.0 61.6 87.7 66.8 74.7 91.2 84.3 87.6 36.5 86.3 66.1 84.4 87.8 85.6 85.4 63.6 87.3 61.3 79.4 66.4 77.5
ours+ 94.1 40.4 83.6 67.3 75.6 93.4 84.4 88.7 41.6 86.4 63.3 85.5 89.3 85.6 86.0 67.4 90.1 62.6 80.9 72.5 77.8
(a) Testing (b) Ground Truth (c) Prediction (d) Testing (e) Ground Truth (f) Prediction (g) Testing (h) Ground Truth (i) Predict
Fig. 11 – Some prediction examples of our method on the PASCAL VOC 2012 dataset.
the best performance, which sets new state-of-the-art result
on the NYUDv2 dataset, Note that we do not use any depth
information in our model.
9.1.1 Component evaluation
We evaluate the performance contribution of different com-
ponents of the FeatMap-Net for capture patch-background
context on the NYUDv2 dataset. We present the results
of adding different components in FeatMap-Net, which
are shown in Table 2. We start from a baseline setting of
our FeatMap-Net (“FullyConvNet Baseline” in the result
table), for which multi-scale and sliding pooling is removed.
This baseline setting is the conventional fully convolution
network for segmentation, which can be considered as our
implementation of the FCN method in [39]. The result shows
that our CNN baseline implementation (“FullyConvNet”)
achieves very similar performance (slightly better) than the
FCN method. Applying multi-scale network design and
sliding pyramid pooling significantly improve the perfor-
mance, which clearly shows the benefits of encoding rich
background context in our approach. Applying the dense
CRF method [30] for boundary refinement gains further
improvement. Finally, adding our contextual CNN pairwise
potentials brings significant further improvement, for which
we achieve the best performance in this dataset.
9.1.2 Comparison with multi-unary ensemble
We compare our CRF model with contextual pairwise po-
tentials against the simple ensemble of multiple unary-
only models. Four unary-only networks are independently
trained in this experiment. Results are shown in Table 3. To
clearly evaluate the effectiveness, we use 1 type of pairwise
potential which corresponds to the surrounding relations
in our CRF model. The result shows that using our CRF
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model with 1 pairwise potential and 1 unary potential (“1
pairwise + 1 unary”) outperforms the ensembles of multiple
unary networks, which verifies the effectiveness of learning
pairwise potentials. Moreover, using extra unary networks,
i.e., an ensemble of 2 unary networks, in our CRF model can
further improve the performance, as shown by the entry “1
pairwise + 2 unary” in the result table. It indicates that our
pairwise potential is able to capture different information
and complementary to the multi-unary ensemble.
9.2 Results on the PASCAL VOC 2012 dataset
PASCAL VOC 2012 [16] is a well-known segmentation eval-
uation dataset which consists of 20 object categories and one
background category. This dataset is split into a training set,
a validation set and a test set, which respectively contain
1464, 1449 and 1456 images. Following a conventional
setting in [5], [24], the training set is augmented by extra
annotated VOC images provided in [22], which results in
10582 training images. We verify our performance on the
PASCAL VOC 2012 test set. We compare with a number
of recent methods with competitive performance. Since the
ground truth labels are not available for the test set, we
evaluate our method through the VOC evaluation server.
The IoU scores are shown in the last column of Table
4. Prediction examples of our method are shown in Fig.
11. We first train our model only using the VOC images.
We achieve an IoU score of 75.3, which is the best result
amongst methods that only use the VOC training data.1
To improve the performance, following the setting in
recent work [5], [8], we train our model with the extra im-
ages from the COCO dataset [34]. With these extra training
images, we achieve an IoU score of 77.2.
As described in Sec. 6, our deep structured model gen-
erates low-resolution coarse prediction, which is 1/16 of
the input image size. To obtain the final high-resolution
prediction we apply a simple yet effective approach: we first
perform bilinear upsampling of the coarse score map and
then apply the boundary refinement post-processing [30].
To improving this simple approach, we exploit the feature
maps from middle layers to refine the coarse prediction and
produce high-resolution prediction, which is similar to the
methods in [5], [23], [39]. With this improved refinement
approach, we finally achieve an IoU score of 77.8, which is
best reported result on this challenging dataset. 2
The feature maps from the middle layers encode
lower level visual information (from edge patterns to tex-
ture/object part patterns) and have higher resolution than
the final output, thus it is expected that learning extra layers
on these feature maps helps to predict details in the object
boundaries. Specifically, we add refinement layers on top
of the feature maps from the first 5 max-pooling layers
and the score map of the coarse prediction (output by our
deep structured model). Details are shown in Fig. 12. These
refinement layers play a role of refining the coarse predic-
tion by exploring middle layer features, which increase the
resolution of the prediction from 1/16 (coarse prediction)
1. The result link at the VOC evaluation server: http://host.robots.
ox.ac.uk:8080/anonymous/KEFFM4.html
2. The result link at the VOC evaluation server: http://host.robots.
ox.ac.uk:8080/anonymous/MVTNTX.html
1/1 size
Input Image
1/2 size 1/4 size
1/16 size
Feature maps from top 5 max-pooling layers
Input score map 
(coarse prediction)
Apply 2 Conv layers 
for each feature map
upsample and 
concatenate
1/2 size
3 Conv layers
1/2 size
Refined score map
Fig. 12 – The illustration of exploiting the feature maps
from middle layers to refine the low-resolution (1/16 of
the input image) coarse prediction. The refined prediction
has a resolution of 1/2 of the input image.
TABLE 5 – Segmentation results on the Cityscapes test set.
our method achieves the best performance.
Method IoU score
FCN-8s [39] 65.3
DPN [38] 66.8
Dilation10 [58] 67.1
DeepLab-CRF [5] 63.1
ours 71.6
to 1/2 of the input image. With this improved prediction,
we perform boundary refinement using [30] to generate the
final prediction.
The results for each category are shown in Table 4. We
outperform comparing methods in most categories. For only
using the VOC training set, our method outperforms the sec-
ond best method, DPN [38], on 18 categories out of 20. For
using VOC+COCO training set, our method outperforms
DPN [38] on 15 categories out of 20.
9.3 Results on the Cityscapes dataset
The large scale outdoor image dataset Cityscapes [7] con-
tains high-resolution street scene images from 50 different
cities. This dataset provides pixel-level semantic segmen-
tation labels of 5000 images for 25 classes including road,
car, pedestrian, bicycle, sky etc. The provided “trainval” set
has 3475 image. We use the training set (2975 images) for
training. The ground truth of the test set is not available, and
we evaluate our method through their evaluation server.
We follow the provided protocol for dataset evaluation: 19
classes are valid for evaluation, and the remaining 6 classes
are not considered in evaluation.
Results are shown in Table 5. As similar to the setting for
the PASCAL VOC dataset, we train a refinement network
which is described in Fig. 12 to obtain high resolution pre-
diction. Here we set the output resolution in the refinement
network as 1/4 of the input image size. The result clearly
shows that our method outperforms other competing meth-
ods. Prediction examples on the validation set are shown in
Fig. 13.
9.4 Results on the PASCAL-Context dataset
The PASCAL-Context [41] dataset provides the segmenta-
tion labels of the whole scene (including the “stuff” labels)
for the PASCAL VOC images. We use the segmentation
labels which contain 60 classes (59 classes plus the “
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(a) Testing (b) Ground Truth (c) Prediction (d) Testing (e) Ground Truth (f) Prediction
Fig. 13 – Prediction examples of our method on Cityscapes dataset.
TABLE 6 – Segmentation results on PASCAL-Context
dataset (60 classes). Our method performs the best.
method pixel accuracy mean accuracy IoU
O2P [4] - - 18.1
CFM [9] - - 34.4
FCN-8s [39] 65.9 46.5 35.1
BoxSup [8] - - 40.5
ours 71.5 53.9 43.3
TABLE 7 – Segmentation results on SUN-RGBD dataset
(37 classes). We compare to a number of recent methods.
Our method significantly outperforms the existing meth-
ods.
method training data pixel accuracy mean accuracy IoU
Liu et al. [35] RGB-D − 10.0 −
Ren et al. [47] RGB-D − 36.3 −
Kendall et al. [28] RGB 71.2 45.9 30.7
ours RGB 78.4 53.4 42.3
background” class ) for evaluation. We use the provided
training/test splits. The training set contains 4998 images
and the test set contains 5105 images.
Results are shown in Table 6. Prediction examples are
shown in Fig. 14 Our method significantly outperform the
competing methods. To our knowledge, ours is the best
reported result on this dataset.
9.5 Results on the SUN-RGBD dataset
SUN-RGBD [52] is a segmentation dataset contains around
10, 000 indoor images and provides pixel labeling masks of
37 classes, which is an extension of the NYUD dataset [50].
Results are shown in Table 7. Our method outperform the
existing methods by a large margin, even though we does
not make use of the depth information for training.
9.6 Results on the COCO dataset
The COCO dataset [34] contains more than 1 million images
and provide segmentation labels for 80 classes. Since the test
TABLE 8 – Segmentation results on COCO dataset (80
classes). Our method significantly outperforms the fully
convolution network (“FullyConvNet”).
method pixel accuracy mean accuracy IoU
FullyConvNet 84.2 56.9 37.2
FullyConvNet + refine 86.7 55.0 41.3
ours 88.3 58.7 46.8
TABLE 9 – Segmentation results on SIFT-flow dataset (33
classes). Our method performs the best.
method pixel accuracy mean accuracy IoU
Liu et al. [35] 76.7 - -
Tighe et al. [54] 75.6 41.1 -
Tighe et al. (MRF) [54] 78.6 39.2 -
Farabet et al. (balance) [17] 72.3 50.8 -
Farabet et al. [17] 78.5 29.6 -
Pinheiro et al. [45] 77.7 29.8 -
FCN-16s [39] 85.2 51.7 39.5
ours 88.1 53.4 44.9
set is not available, we generate 2599 images for testing and
the remaining images are for training. We select the test im-
ages on a class balance basis which ensures every category
at lease appears in 50 images. Labeling regions which are
smaller than 200 pixels are treated as “void” which are not
considered in training and evaluation. Results are shown
in Table 8. We compared to two baseline methods which
are based on conventional fully convolution networks. The
details of these baseline methods are the same as that for the
Cityscapes dataset (see Sec. 9.3). The results shows that our
method significantly outperforms the baselines.
9.7 Results on the SIFT-flow dataset
We further evaluate our method on the SIFT-flow dataset.
This dataset contains 2688 images and provides the seg-
mentation labels for 33 classes. We use the standard split for
training and evaluation. The training set has 2488 images
and the test set has 200 images. Since the images are in
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TABLE 10 – Segmentation results on KITTI dataset (10
classes). We compare to a number of recent methods. Our
method significantly outperforms the existing methods.
method pixel accuracy mean accuracy IoU
Cadena et al. [3] 84.1 52.4 −
Zhang et al. [59] 89.3 65.4 −
ours 93.3 74.5 68.5
ours+ 94.3 75.9 70.3
small sizes, we upscale the image by a factor of 2 for
training. Results are shown in Table 9. We achieve the best
performance on this dataset.
9.8 Results on the KITTI dataset
We perform further evaluation on the KITTI dataset [18] for
road image segmentation. Zhang at el. [59] provide semantic
segmentation labels of 10 classes for 252 images, in which
140 images are for training and the remaining 112 are for
testing. We follow the provided training and testing splits
for evaluation and report the results in Table 10. Clearly,
our method performs the best. To further improve the
performance, we perform pre-training on COCO images, for
which the result is denoted by “ours+” in the result table.
10 CONCLUSIONS
We have proposed a method which combines CNNs and
CRFs to exploit complex contextual information for semantic
image segmentation. Basically, we formulate CNN based
pairwise potentials for modeling semantic relations between
image regions. We have performed comprehensive exper-
iments on 8 challenging segmentation datasets and we
achieve state-of-the-art performance on all evaluated dataset
including the PASCAL VOC 2012 dataset. The proposed
method is potentially widely applicable to other tasks.
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