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ABSTRACT 
The evaluation of a room-temperature semiconductor detector for ultrahigh resolution 
positron emission tomography (PET) imaging is presented. The approach is based on the use 
of a CdTe semiconductor detector. The detector is a 2mm thick cadmium telluride (CdTe) 
detector with a pixel pitch of 350µm x 350µm; it is bump bonded to an energy-resolved 
photo-counting (ERPC) readout applied-specific integrated circuit (ASIC). It can be 
demonstrated that this configuration yields depth-of-interaction (DOI) information. Two 
ways of extracting DOI information are presented. A prototype PET system based on this 
detector has been developed. The corresponding system calibration algorithm is presented for 
the PET system, which considers the DOI information. The validity of the two proposed 
methods of extracting DOI information has been studied by doing the following experiment. 
The measurements were made by using a Co-57 point source with an active spherical area of 
diameter 0.25mm. The beam entered the sensor at an angle of ~48.8 degrees to the surface; 
results showed that the beam passed through 5 pixels before exiting the bottom of the sensor. 
The validity of these two methods of extracting DOI information was further demonstrated 
by development of a related PET system calibration algorithm. Future work will address 
image reconstruction based on results from this PET system calibration algorithm. 
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CHAPTER 1: INTRODUCTION 
As is well known in the nuclear imaging field, the depth of interaction (DOI) is an 
important and revealing measure. Parallax errors in positron emission tomography (PET) 
imaging are caused when the DOI of the 511keV photons in the PET detector is not accounted 
for. The image resolution is degraded progressively from the center to the edge of the field of 
view (FOV). This effect is illustrated in figure 1.1. 
	
Figure 1.1. A, For a point source near the center of the field of view (FOV), photons enter crystals in the 
detector array through their very small front faces and the difference between the lines-of-response (the 
assumed flight paths) and the true photon flight paths (anywhere within the dotted regions) is small, that 
is, radial resolution is “good.” B, For off-axis sources, photons can enter crystals through their front faces 
and anywhere along their sides, so radial resolution is “poor.” Note that tangential resolution is not 
dependent on the DOI effect and is essentially constant across the FOV. [1]	
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Since DOI is so important to resolving the spatial uniformity of a PET image, several 
techniques for deriving the DOI information have been proposed or developed. So far, these 
techniques include the introduction of a non-uniform light-yield or emission wavelength along 
the crystals [1], the use of a phoswich technique [2], extracting the DOI information by 
controlling the light sharing between two crystals [3], coupling of two ends of the detection 
crystals to separate photodetectors [4], and extracting DOI information from a 3D matrix 
detector [5]. Other approaches include the application of a light-absorbing band around each 
crystal [6] or the introduction of a light-absorbing material between sections of the detector [7]. 
However, these techniques are not simple and straightforward enough. For example, the use of 
multi-layer crystal configurations requires a large number of small, uniform, and well-polished 
crystals. This approach increases the complexity and cost of the PET construction. Furthermore, 
The way of extracting DOI information by phoswich techniques or reading out from both ends of 
the crystals requires additional electronics.  
The aim of this work is to explore the feasibility of a relatively simple and 
straightforward solution to get DOI information from cadmium telluride (CdTe) semiconductor 
detectors. The method is to get the DOI information by performing waveform analysis at the 
cathode of the CdTe detector. The technique depends on the assumption that all of the events 
detected have full energy deposition. Setting a threshold value enables one to confidently 
determine the locations of such full-energy deposition without ambiguous Compton scattering. 
The two new approaches to extracting DOI are CR-RC filtering and DOI curve model. They are 
demonstrated in detail in section 4.1.1 and section 4.1.2 respectively. They both offer a simple 
and relatively low-cost method to configure a CdTe PET detector to get a good DOI resolution. 
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The PET detectors used in this paper are based on the semiconductor materials cadmium 
zinc telluride (CdZnTe, often abbreviated CZT) and cadmium telluride (CdTe). These detectors 
are used widely for biomedical imaging applications [8-11]. Among the dominant and popular 
semiconductor detectors, CdTe and and CdZnTe detectors outperform by their high detection 
efficiency and satisfactory room-temperatures. Both are suitable for the development of compact 
and reliable detection systems. Additionally, extensive research efforts continue to build new 
PET systems based on CZT and CdTe detectors [12-13]. 
The detector design used here draws on the experience with a novel energy-resolved 
photon-counting (ERPC) sensor that offers very high spatial resolution and excellent energy 
resolution for future PET or single photon emission computed tomography (SPECT) applications. 
As previously reported [14], this is the basic design for a ERPC hybrid pixel-waveform (HPWF) 
detector. The HPWF readout system consisted of 2-D multi-pixel circuitry attached to anode 
pixels to provide the x-y positions of interactions. The present work resulted in development of 
two methods to determine the DOI by using a data-sampling routine in which a high-speed 
digitizer is used to read the pulse-waveform induced on the cathode. To further evaluate these 
two ways of extracting DOI information and to prepare for PET image reconstruction, we 
developed a prototype PET hardware and software system based on this detector and 
methodology. In particular, the related PET system calibration algorithm, which is essential for 
reconstruction of PET images, was developed and tested. 
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CHAPTER 2: LITERATURE REVIEW 
2.1 What is PET? 
PET is one of the nuclear medical imaging techniques. It generates a three-dimensional 
image of functional processes in the body. In the system, a positron-emitting radionuclide 
(tracer) is introduced into the body on a biologically active molecule. The system detects pairs 
of gamma rays from the radionuclide. Algorithms and computer analysis reconstruct the three-
dimensional images of the radionuclide concentration.  
2.2 CdTe/CZT Detectors: Physics and Characteristics 
Among the range of solid detectors available for X-ray detection, CdTe [7] and/or CZT 
[8, 9] have a privileged position. They have a high absorption coefficient (Cd: 48, Te: 52); their 
wide band gap (𝐸! =  1.5− 1.7 𝑒𝑉) allows stable counting at body temperature; and their 
energy resolution is better by a factor two compared to NaI-based systems. Unfortunately, until 
recently, these characteristics were obtained for the 2mm thick detectors, which resulted in a 
low efficiency. 
The most appealing feature of CdTe and CZT is an intrinsic property of DOI. As 
mentioned earlier, DOI is not a unique feature of CdTe and CZT. However, the way of 
extracting DOI from CdTe or CZT is more simple and straightforward. This feature is caused 
by interaction positions that result from different electron holes’ drifting time and energy losses 
that occur during the photon interaction process. This physical phenomenon results in a 
characteristic waveform in the detector’s cathode. Note that the DOI is investigated here by 
using an energy-resolved photon counting (ERPC) CdTe detector. 
2.3 Small Pixel Effect and Pixelated Detector 
Pixelated detectors provide two-dimensional information about incoming gamma-ray 
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interaction positions. Such information is important for imaging applications. In the 1930s, 
Schokley [15] first described the small pixel effect. Barrett and colleagues [16] described the 
small pixel effect in semiconductor detectors and concluded that a  large anode would have 
“holes contributions” and that small anodes tended to recognize signals due to the movement of 
electrons. This behavior is known as the single charge carrier detector operation. Figure 2.1 is a 
sample anode weighting potential picture of a pixelated detector. The weighting potential in 
most areas is close to zero, and the electron movement mainly contributes to an increased 
weighting potential near the anode; this behavior demonstrates the induced signal on the anode. 
As the electron drifts toward the anode, the induced charge collected remains small when the 
electrons are far away from the anode, and it increases quickly when the electrons arrive at 
the vicinity of the collecting anodes [17]. This means that interactions with different DOIs 
results in different process of charge collection. In the electron and hole drifting process, if the 
electron cloud is larger than the size of pixel for a pixelated detector, there is charge-sharing 
effect among multiple adjacent pixels. In the following experiment result, we can see there are 
more than more pixel have signal when there is only one photon interaction with full energy 
deposition. 
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Figure 2.1. A sample weighting potential curve (anode) of a pixelated detector 
 
2.4 Review of Hecht Relation 
For a large volume planar detector, the internal electric field is uniform across the volume 
of interest. The Hecht relation can be used to predict the pulse waveform expected from such a 
detector [9]. If we include the charge trapping effect only and ignore the possible de-trapping 
effect, the induced charge on a planar electrode as a function of time (t) for the carriers of a 
single polarity is given by the following equation, 
 (2.1) 
where Indicates the time by which all of the free-charge carriers are collected,  is the 
number of charge carriers initially generated, and  is the mean-free time of the carriers 
[18]..This Hecht relation governs the shape of the measure cathode waveform in the following 
DOI experiment. The measured cathode waveforms are fitted to this predefined Hecht relation 
waveform model to get 𝑇!  and 𝑁! for a photon interaction with the CdTe crystal. 
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2.5 Shaping 
Applying CR− RC ! shaping to a measured cathode waveform results in a Gaussian-
shaped waveform. In the present work, the amplitude of the waveform was measured. The peak 
conserves the shape of the cathode waveform, which means the peak amplitude can be 
indications or measure metric of the depth of interaction. 
Given a single CR differentiation that is followed by several stages of RC integration, a 
pulse shape is realized that approaches a mathematical Gaussian. If the differentiation and n  
(integration time constants shaping time) is the same value 𝜏 for a step voltage input,  
 (2.2)                         
 
 
the output can be  
 
 
(2.3)
 
 
In practice, four stages of integration (n = 4) are sufficient so that the difference between the 
resulting pulse shape and a true Gaussian is negligible. The time required for the shaped pulse to 
reach its maximum amplitude (often called the “peaking time”) is equal to n [19]. 
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CHAPTER 3: MATERIALS AND METHODS 
 
3.1 ERPC CdTe Detector 
 
The DOI experiment reported here is based on the ERPC detectors developed by our 
research team [14]. The detector applied-specific integrated circuit (ASIC) comprises 32 x 64 = 
2048 pixels of 350µm pitch with a preamp followed by peak/hold and includes a comparator and 
counter circuitry for each pixel. The ASIC can be operated in several different functional modes. 
The pixel preamps can be trimmed with an 8-bit offset and gain tuning to align recorded pixel 
spectra for energy-selective photon count imaging. This offset is for calibration mode. The 
detector manual provides more detail. 
Peak/hold analog signals may be read in sequence to provide a full energy spectrum 
recording of each pixel (analog amplitude mode). Alternatively, peak/hold outputs may be 
connected to a comparator with a constant user-selected threshold or a linear voltage ramp 
threshold. A constant threshold is used in fast photon counting to discriminate noise hits 
(counting mode). A ramp is used for on-pixel analog-to-digital conversion (ADC) in which the 
counter is triggered simultaneously with the ramp start (digital amplitude mode). When the ramp 
reaches the peak/hold value, the counter is stopped, and the count value (that is now proportional 
to the hit amplitude) is read out. Also, the counter may be used as a time counter that is fired by a 
hit and stopped by an external signal (timing mode). The linear ramp mentioned above is used to 
record the timing information. Proportional-integral-derivative (PID) controller logic supports 
may also be sparse addressed for the readout of single pixels or user-specified areas of pixels 
triggered by individual events (sparse mode). These different modes might be combined in 
sequence to provide information for detected and counted photons (timing, energy, and address).  
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3.2 DOI System Setup and Measurement Procedure 
The measurements were done by using a  Co-57 point source. This point source has an 
active spherical area with a diameter of 0.25mm (figure 3.1). The point source was put in a 
collimator constructed of lead. The pencil beam was collimated through a 100µm pinhole 
aperture and entered the sensor at an angle of ~48.8 degrees to the surface. It passed through 5 
pixels before leaving the bottom of the sensor. The bias voltage that applied to the sensor was 
approximately -300V. 
	
Figure 3.1. DOI experiment setup. The beam enters the sensor at an angle of ~48.8 degrees to  
the surface and passes through 5 pixels before leaving the anode side of the CdTe crystal.	
 
Figure 3.2 illustrates the measurement control routine for the DOI experiment. When a 
photon interacts with the crystal, it deposits energy in the crystal. Under a bias, there is an 
electric field between the cathode and anode. The deposited energy is transferred to the electron-
hole pairs that are generated when the photon interacts with the crystal. The electron and hole 
carry positive and negative electricity, respectively. Therefore, they both drift under the electric 
field formed by the applied bias. The control logic is realized by a field-programmable gate array 
(FPGA). The cathode charge is converted into voltage signals through a charge-sensitive pre-
amplifier, which is the “Pre-Amp” in figure 3.2. Then it is further amplified by an amplifier 
Support structure   
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which is the “Amp” in figure 3.2. Then it goes to a single channel analyzer to output a step signal. 
This step signal goes to the FPGA as a trigger for the FPGA. 
	
Figure 3.2. The DOI experiment system control	
 
Considering the peak/hold circuitry in ASIC, all of the peak-hold signals need to be reset 
before the next readout frame of 2048 channels. The FPGA outputs a “peak/hold reset” signal to 
complete the reset process.  
The trigger-in signal, which is the input of the FPGA, contains photon interaction signals 
and the signals induced by the peak-hold reset. The FPGA rejects the signals induced by the 
peak/hold reset and outputs the trigger-out signal. 
3.3 PET System Setup and Measurement Control Routine 
The PET experiment is illustrated in figure 3.3. The prototype system consists of two 
face-to-face semiconductor detectors (Detector #1 and Detector #2). The calibration source or 
phantom holder was fixed on a precise rotation and 3-D movable stage between the two detectors.  
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Figure 3.3. PET system experiment setup	
 
The measurement control routine for the PET experiment is illustrated in figure 3.4. The 
control logic is based on an FGPA. For each of the two detectors, the charge signals induced by 
photon interactions in the detector on the cathode side are converted into a voltage signal through 
a charge-sensitive pre-amplifier, A250. The output signals from this pre-amplifier go into the fast 
amplifier, FAT820. This further amplified signal goes into a high-frequency filter that removes 
high-frequency noise. Finally, the signal goes into a constant fraction discriminator (CFD) with a 
reasonable threshold, which produces a step signal. The procedure is the same for the cathode 
charge signal induced by photon interactions in the second detector.  
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Figure 3.4. PET system hardware setup scheme	
 
Both step signals from the CFDs are used as inputs to a fast coincidence unit to generate 
a trigger signal within a particular time window. If both of the step signals fall within the time 
window, the fast coincidence unit will output a trigger signal. This trigger signal will cause the 
FPGA to record the cathode and anode waveform. Simultaneously, the control FPGA, as shown 
in figure 3.4, will input a periodic peak/hold reset signal to the ASIC of each detector. This 
peak/hold reset signal can reset the cathode and anode waveform for the next photon interaction 
signal.  
The PET experiment is consisted of two steps: The system calibration and the phantom 
study. The calibration of the PET system accurately establishes the system geometry. Here 
“system geometry” refers to the precise location of the two detectors and the rotations axis. To 
determine the precise system geometry within a global coordinate system, calibration 
measurements are carried out with a Na-22 spherical point source with 250µm diameter. The Na-
22 decays by emitting a positron. The positron combines with the nearby electron to generate 
two nearly back-to-back photons, a process called annihilation. The two face-to-face detectors 
detect these photon pairs. The photon interaction positions with these two detectors can be 
CdTe detector 
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coincidence 
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derived from the measured cathode and anode waveform. The principal idea of system 
calibration is that to infer the system geometry from millions of back-to-back photon pairs. The 
detailed calibration algorithm is in section 6.2. 
The system calibration is done in two methods. The first method is called the one-ring 
calibration. The one-ring means that the point source rotates within the field of view by eight 
angles in a ring. The second method is called the two-ring calibration. The two-ring calibrations 
means that after the data acquisitions for the one ring finishes, the point source is translated by a 
fixed distance, and then repeat another data acquisition for one ring.  
The next step is the phantom study, in which the phantom image is reconstructed based 
on the precise geometry obtained from the system calibration. In this step, the point source  
rotates 36 steps that are equally spaced in a circle. It can be treated as a pseudo phantom with N 
number of spherical balls in a ring that rotates 360/N degree. The step size is 10 degrees. For 
example, if N = 4, The pseudo phantom is 4 spherical balls equally spaced in a ring. And it 
rotates 90 degree with  step size equals to 10 degree. 
3.4 Signal Readout Methods 
3.4.1 Anode Pixel Readout Circuitry 
A single ERPC ASIC with a total of 2048 channels reads the anode of the HPWF 
detectors. Each channel has pre-amplifiers and shaping amplifiers, a discriminator, and peak/hold 
circuitry. When an interaction happens, a trigger obtained from the cathode waveform startup the 
2048 channel signal readout. A digitizer  (CSE1242 from GaGe) samples the anode waveform. 
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3.4.2. Readout Circuitry for Cathode Waveform Sampling 
Cathode signals are read with a digital waveform sampling and control routine as 
illustrated slightly different in figure 3.2 and figure 3.4 respectively. Figure 3.2 shows the 
readout circuitry for cathode waveform sampling  for the DOI experiment, and figure 3.4 shows 
the readout circuitry for cathode waveform sampling  for the PET experiment. The cathode 
charge signals induced by photon interaction are converted into a voltage signal through a 
charge-sensitive pre-amplifier (A250). These voltage signals from the A250 energy output are 
then sampled as a cathode waveform. This cathode waveform is sampled by a digitizer and later 
processed with CR-RC Gaussian waveform shaping, as discussed in section 2.5.  
3.5 Integration of GaGe CSE1242 Digitizer Board in DOI and PET System 
A PCIe digitizer/oscilloscope board (Razor  Express 12X2 CompuScope, model 
CSE1242, GaGe,which is called the digitizer above) is integrated in this system for waveform 
sampling. This board contains four digitizing channels, one trigger-in channel, one trigger-out 
channel, one clock-in channel, and one clock-out channel. The four digitizing channels are used 
for cathode and anode waveform sampling for two detectors. The digitizer board features 12-bit 
resolution with sampling rates up to 200 MS/s with a true effective number of bits (ENOB) of 
9.6 bits with 10 MHz input. 
          In this data acquisition process, a data-streaming C/C++ code was modified and integrated 
for this DOI and PET system experiment. The supplier provided a basic C++ code for data 
acquisition, which would store up to 1GS in onboard memory. This data stream was not 
sufficient for the large volume of data acquired in our experiments. By modifying the provided 
C++ code and integrating the data-streaming method, a continuous high-volume data acquisition 
routine is developed for long time and large data acquisition. 
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The modified C++ code has two buffers alternate between the tasks of receiving from the 
digitizer board and writing the data to a PC hard drive (when one buffer memory is full). 
Provided that the speed of data written to the hard drive is faster than the data acquisition rate of 
the digitizer board, no data loss will result. If faster data sampling is needed in the future, a 
computer system upgrade will be required, such as using a solid-state hard drive. Another option 
would be to pre-process the data to be sampled by setting a threshold to decrease the amount of 
data to be stored. For details of data acquisition, see Appendix A. 
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CHAPTER 4: DOI EXPERIMENT RESULTS AND DISCUSSION  
4.1 DOI Data Analysis Method 
For the waveform analysis, a 𝐶𝑅 − (𝑅𝐶)! filter function 𝐹𝑙𝑡 (𝜏, 𝑡) is defined. It has six 
stages of integration (n = 6). The measured cathode waveform Q(t) convolves with the filter 
function 𝐹𝑙𝑡 (𝜏, 𝑡) results in a Gaussian shape waveform. The peak of the Gaussian shape 
waveform is taken as the peak amplitude; thus, the peak amplitude can be obtained by 
Peak amp =  (4.1) 
where * is the convolution operator,
 
takes the maximum or the peak of the result in the 
bracket, and Q(t) represents the measured waveform. 
The photons interaction at different DOIs with different energy depositions result in 
different cathode waveforms. The measured waveform is governed by the parameters 𝑁!, 𝑇! ,𝑎𝑛𝑑 𝜏!  as shown in the Hecht relation (equation 2.1).  A value for 𝜏!  𝑖𝑠 𝑎𝑠𝑠𝑢𝑐𝑚𝑒𝑑 .For a 
specific cathode waveform and shaping time,𝜏  the peak amplitude is a fixed value (reflecting 
the DOI with a fixed waveform shape and a fixed energy deposition). To obtain an index that 
represents the digitized DOI and eliminate the effect of energy deposition, the peak amplitude 
ratio (PAR)  is defined as follows: 
PAR =  (4.2)
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Then, replace Q(t) by the Hecht relation (equation 2.1). Because 𝑁! is a constant coefficient in 
Hecht relation, it is eliminated in equation 4.2, and PAR can be treated as a metric or index to 
reflect the DOI with a fixed waveform shape, where 𝑁! reflects the energy deposition in the 
photon interaction. 
For a single photon interaction with a crystal, the waveforms are shown in figure 4.1. For 
the anode waveform, the signals from 512 (64X8) pixels are read. Each peak represents one 
pixel’s signal. As is shown in figure 4.1,the peaks with larger amplitude indicates a photon has 
interacted with the detector crystal. This results in several pixel’s signal has larger amplitude; the 
rest are the background, which will be subtracted later in data processing. The signal on these 
pixels are much higher than those on the rest of the pixels. If there is no photon interaction on a 
pixel, the pixel reads out only its background signal, which has much smaller amplitude. The 512 
pixels are arranged in a 64X8 2-D plane. From the anode waveform, the index of pixel that 
interacts with a photon is derived. The x-y position of the interaction can then be derived.  
The DOI can be derived from the cathode waveform, as is shown in the middle plot in 
figure 4.1. The blue dots are the sampled waveform data, and the part in the red circle reflects the 
signal generated by the same photon as shown in the anode waveform. In the bottom figure, the 
cathode waveform is zoomed in to show details. The red curve shows the cathode waveform 
fitted by the Hecht relation (equation 2.1).  
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Figure 4.1. Recorded waveforms for a single photon interaction. Top: anode waveform;  
middle: cathode waveform; bottom: cathode waveform fitted by Hecht relation. 
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4.1.1 Method I : CR-RC Filtering 
Figure 4.2 shows that the CR-RC filter represents the equation 𝐹𝑙𝑡 (𝜏, 𝑡), as discussed 
above, and the Peak Amp represents equation 4.1 with shaping time = 100ns. 
	
Figure 4.2. Filtering of cathode waveform. 
 
As shown in figure 4.3, based on equation 4.2, interactions within each layer/depth are 
differentiated by the anode waveform. The spectrum of the ratio of the Peak Amp of the cathode 
waveform after CR-RC with shaping time = 110ns and the Peak Amp of the cathode waveform 
after CR-RC with shaping time = 190ns are derived. The red vertical line represents the mean of 
the spectrum. The distance between the red line and the yellow line represents the standard 
deviation of the spectrum. From equation 4.2, having different shaping times τ! and τ! will 
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result in a different mean and standard deviation. A certain pair of shaping times τ! and τ! will 
yield the largest ratio of the normalized mean of the spectrum of PAR to the normalized standard 
deviation of the spectrum of PAR. Significantly, this pair of shaping times τ!  and τ! differentiates the five layers/depths in the best way. A series of pairs of shaping time τ! and τ! 
was tested to demonstrate this assumption. 
	
Figure 4.3. Spectrum of the PAR of cathode waveform after CR-RC with shaping time = 110ns, and the 
corresponding PAR of cathode waveform after CR-RC with shaping time = 190ns for 5 layers/depths. 
(The two shaping times are optimized by the numerical method to differentiate the depths.) 
 
From section 4.1, we can use different pairs of 𝜏! and 𝜏! to differentiate the five layers or 
depths in the best way. The test result is illustrated in figure 4.4, where the x-axis represents the 
digitized depth or the layer number. The y-axis represents the ratio of the normalized mean of the 
spectrum of PAR to the normalized standard deviation of spectrum of PAR (we call it the ratio in 
the following context). The larger the ratio, the better the five digitized depths are differentiated. 
We tried many different pairs of 𝜏! and 𝜏! to get the curve with the largest ratio. In the legend, 
95d190 means 𝜏! = 95 ns and 𝜏! = 190ns.The curve with the largest ratio for all the five 
digitized depths has a shaping time 𝜏! = 110 ns and 𝜏! = 190ns. This means that the best 
shaping time pairs are 𝜏! = 110 ns and 𝜏! = 190ns .This pair of 𝜏! and 𝜏! are used to get the 
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result for figure 4.3 and to get the digitized depths. In figure 4.4, the results for this pair is 
highlighted in green. 
	
Figure 4.4. Ratio of normalized mean of the spectrum of PAR to normalized standard deviation of the 
spectrum of PAR vs. layers or depths with different shaping time pairs 
 
The possibility that the electrical field in the entire ASIC area might not homogeneous is 
taken into considertaion. To explore the 2-D position dependence of DOI information, the results 
for six positions are shown in figure 4.5 and figure 4.6. Figure 4.5 shows the six positions by 
moving the detector with the source fixed. The color represents the intensity. The dark red is the 
zero background. In position #1, the intensity increases from left to right, from dark blue to 
orange. To compare the DOI information for the six positions, we normalized the mean of the 
spectrum of PAR and the variance of the spectrum of PAR (figure 4.6). Figures 4.3 and 4.4 show 
the result for position #1. For positions #2 through #6, we did the same procedure as for position 
#1, comparing the normalized mean of the spectrum of PAR vs. layers or depths for these six 
positions. This analysis in figure 4.6 shows that these six curves with different colors are very 
close to each other; thus, the effect of pixel location for DOI can be ignored. 
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 In sum, As is shown in figure 4.3,The DOI index can be obtained like this: taking the red 
line as center, the two yellow lines as the boundary, if a photon interaction results in falling 
within the range of the a two yellow lines, this photon corresponds to the depth that with the two 
yellow lines. 
	
Figure 4.5. Six positions on the ASIC area (64 x 32 pixels) 
	
Position	#	3	
Position	#	2	
Position	#	1	
Position	#	4	
Position	#	5		
Position	#	6	
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Figure 4.6. Normalized mean of spectrum of PAR vs. layers or depths at six 2-D positions 
 
4.1.2 Method II: DOI curve model 
The DOI information can be obtained in two steps. Step one involves fitting the measured 
cathode waveform to a pre-defined waveform model based on the Hecht relation (equation 2.1). 
As we saw in chapter 2, a photon interacting with crystal generates an electron-hole pair that 
drifts under in the electric field formed by an applied bias. In this way, we can obtain the 
following information from figure 4.7. From bending point 1 to bending point 2, both the 
electron and hole are drifting. At bending point 2, the all the electrons are tracked or collected by 
the anode. From bending point 2 to bending point 3, only the holes are drifting. At bending 
point 3, all the holes are tracked or collected by cathode. Since the velocity of electrons is much 
faster than that of holes, the difference between the slope of bending point 1 to 2 and the slope of 
bending point 2 to 3 are obvious. Therefore, bending point 1 indicates the beginning interaction 
time of electron-hole pairs. Bending point 2 indicates the end timing of drifting of electrons. 
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Bending point 3 indicates the end timing of drifting of electron-hole pairs. The total drifting time 
of electron-hole pairs is from bending point 1 to bending point 3 in the x-axis direction. The 
y-axis indicates the induced charge, represented in measured voltage. The total induced charge is 
the vertical amplitude on the y-axis from bending point 1 to 3. The electron induced charge is the 
vertical amplitude in y-axis from bending point 1 to 2. 
	
Figure 4.7. Measured cathode waveform (dots) and fitted curve (line). The green dashed lines from  
left to right: bending point 1, bending point 2, and bending point 3. 
 
Step two involves fitting a certain number of cathode waveforms directly from the 
experiment to arrive at a curve model (figure 4.8). The x-axis is the electron drifting time over 
total drifting time, and the y-axis is the electron-induced charge over the total induced charge. 
First, we obtain the total length of the fitted curve segment. Then we set the depth number; in 
this curve model, the depth number is set to 10. The fitted curve was divided by the 10 normal 
lines equally along its path. Points that fall into a division between two normal lines are regarded 
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as interactions within a certain depth range. We can then represent the points falling into the first 
depth range as digitized DOI number 1, points falling into the second depth range as digitized 
DOI number 2, so forth and so on. 
	
Figure 4.8. DOI curve model: Scatter plot of ratio of induced charge by electron movement over  
total induced charge vs. ratio of electron drifting time over total drifting time).  
This graph shows clear DOI dependency.	
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CHAPTER 5: DOI EXPERIMENT CONCLUSION  
According to this experiment setup, the theory used, and the results shown above, the 
method I using CR-RC filtering provide clear DOI information for five interaction depths. As 
shown in figure 4.3, there is an overlapping area in the spectrum of PAR at adjacent depths. The 
overlap occurs because the beam used in the experiment has a diameter of 100µm. Because beam 
entered the sensor at an angle of ~48.8 degrees to the surface, intuitively, the thicker the beam, 
the larger the overlapping areas. Another phenomenon is that the spectrum of PAR in depth 5 
and depth 4 has little shift, and the mean of these two is relatively close compared to that at the 
other 3 depths. In the future, for PET or SPECT applications, depth 5 and depth 4 can be 
combined as a single depth for a total of 4 depths. 
As we can see from figure 4.6, even though there is little difference when the five pixels 
are located at these six different positions, it does not show a linear relationship of pixel location 
with the normalized mean of the spectrum of APR. To obtain more precise DOI information in 
the future, more positions should be investigated and a charge-sharing effect should be 
considered.  
Method II needs more exploration because the energy of the photon used in this 
experiment is relatively low at 122keV (85.6%) and 136.5keV (10.68%). It has a relatively low 
signal-to-noise ratio compared to a signal with photon energy of 511keV. The fitting process is 
not accurate when the interaction is very close to the cathode side, where the signal induced by 
drifting has a very low signal-to-noise ratio. This consideration will not be a major issue when 
the signal is from a 511keV photon interaction. Therefore, this method has potential for 
application to determining DOI for PET. 
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CHAPTER 6: PET EXPERIMENT RESULTS AND DISCUSSION  
6.1 Waveform Raw Data Analysis 
For a coincidence photon pair interacting with detectors, the anode waveform and 
cathode waveform from both detectors are shown in figure 6.1. The x-y position of the 
interaction can be derived from the cathode waveform, and the DOI can be derived from the 
cathode waveform. When there is a true coincidence trigger, 512 pixel signals are read 
individually and quickly. For figure 6.1 and figure 6.2, a red dot represents a pixel signal with 
the pixel index and its fitted amplitude. Since the amplitude signal reading period is very short, 
there is no plateau at the maximum and a sharp peak shape only. Figure 6.3 shows the results of 
each pixel peak amplitude minus its background. 
To find the coincidence photon pair interaction positions on both detector areas (as 
shown in figure 6.4), the 512-pixel amplitude after subtracting the background indicates a 64x8 
pixelated 2-D plane. Each pixel index shows the interaction x-y position, and its intensity 
represents its amplitude after subtracting background. Since there is a charge-sharing effect, one 
interaction may result in two or more pixels with an interaction signal. Such a group of adjacent 
pixels with an interaction signal may be referred to as “clusters.” Each cluster location represents 
a photon interaction with the crystal. A photon may scatter with the crystal more than once, 
which results in multiple clusters. Within multiple clusters, the position of the pixel with 
maximum amplitude is treated as the interaction position of the coincidence photons.  
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Figure 6.1. Waveforms recorded by digitizer for a coincidence photon pair interacting with both detectors 
	
	
Figure 6.2. Zoom-in of the anode waveform from figure 6.1 
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Figure 6.3. Anode 512 pixel amplitude after minus background for a coincidence photon pair 
interacting with both detectors 
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Figure 6.4. Anode 512 pixel amplitude after subtracting background 2-D plane for a coincidence 
photon pair interacting with both detectors. PN is the index number of the pixel with the 
interaction signal, x and y are the coordinates of the pixel, E is the pixel amplitude, and Et is the 
summation of pixel “cluster” amplitude. 
 
List-mode data containing the x-y 2-D interaction position of the coincidence photon 
pairs is generated. This list-mode data can be used for system calibration and image 
reconstruction. The cathode waveform can be fitted to find the depth of interaction, which will 
generate the list-mode data containing z-direction position information (see figure 6.5 and 
figure 6.6). The DOI information can be obtained in two steps. By fitting the measured cathode 
waveform to a pre-defined waveform model based on the Hecht relation (equation 2.1), we can 
obtain the following information: bending point 1 indicates the beginning time and interaction; 
bending point 2 indicates the ending time of hole drifting; bending point 3 indicates the ending 
time of hole drifting. 
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Figure 6.5. Cathode waveform fitting for a coincidence photon pair interacting with detector 1 
	
	
Figure 6.6. Cathode waveform fitting for a coincidence photon pair interacting with detector 2	
 
6.2 System Calibration 
 There are three parts to the PET system: Detector 1 (Det1), Source, and Detector 2 
(Det2). For the system calibration measurement, the source rotates uniformly around at eight 
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angles, while the two detectors remain still. We collected the coincidence events at each step of 
the source rotation.  
	
6.2.1 Calibration Algorithm 
The goal is to find the Para that maximizes P (Para), where P (Para) is the probability that 
all coincidence pairs happen under the current geometrical parameters. This process is the same 
as finding the minimum of –P (Para). 
 𝒂𝒓𝒈𝒎𝒂𝒙(P(Para)) =𝒂𝒓𝒈𝒎𝒊𝒏(−𝑃(𝑃𝑎𝑟𝑎) 
Step 1: The source rotates along the x-axis for 8 angles, and the data for each angle are recorded 
independently. 
Angle number in the first ring =An1=An=8; 
Angle number in the second ring =An2=An=8; 
Ring number=R=2; 
P (x|Para) = 𝑃1!"!!!!!"!!! , 
where 𝑃1!" is the probability of the current geometry parameters, leading to the i-th angle sub-
dataset in the r-th ring. 
Step 2: Each angle sub-data set has Cp coincidence photon pairs, and each coincidence pair 
happens independently. 
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Coincidence pair number=Cp; 
P1!,! = P2!,!,!!"!!!  
where P2!,! is the probability of the current geometry parameters, and i-th angle configuration 
leads to the j-th coincidence photon pair in the r-th ring. 
Step 3: The source is a sphere with a radius of Rs. It contains a certain number of identical 
voxels. For the j-th coincidence photon pair, we know only that it emits from the source without 
knowing which voxels it emits from.  
Spherical source voxel number=Sp 
𝑃2!,!,!  = 𝑤1!,! ∗ 𝑃3!,!,!,!!"!!!  
where 𝑃3!,!,!,! is the probability of the k-th voxel in the source, under the i-th angle, and current 
geometry parameters leading to the j-th coincidence photon pair in the r-th ring. 
𝑤1!,!=1/exp(4*ln(2)*𝑑1!,! *𝑑1!,!/Rs!)； 
FWHM=Rs; 
where 𝑑1!,! is the distance between the source center to the k-th source voxel center in the r-th 
ring. 
Step 4: Both detector 1 and detector 2 have four layers.  
Det1 layer number=L1=4; 
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Det2 layer number=L2=4; 
𝑃3!,!,!,!  = !!!!! 𝑤2!,! ∗ 𝑃4!,!,!,!,! ∗  𝑤2!,! ∗ 𝑃5!,!,!,!,!!!!!!  
s1=𝑆!"#$; 
𝑃4!,!,!,!,!  =𝑠1 ∗ cos (𝜃1)/(4*𝜋 ∗ 𝑑2!.! ∗ 𝑑2!,!)； 
𝑃5!,!,!,!,! =𝑠2/𝑆!!!!!!!!; 
𝑤2!,! = 1 − exp −𝑒𝑑1 ∗ exp −𝑙 ∗ 𝑒𝑑1 , 𝑙 = 0,1,2… 𝐿1 − 1 
𝑒𝑑1 = µ ∗ 𝑑1/cos (𝜃1);  
𝑤2!,! = 1 − exp −𝑒𝑑2 ∗ exp −𝑚 ∗ 𝑒𝑑2 ,𝑚 = 0,1,2… 𝐿2 − 1 
𝑒𝑑2 = µ ∗ 𝑑2/cos (𝜃2); 
Where ed1 is the travel length of the first photon, exp −𝑙 ∗ 𝑒𝑑1  gives probability of the first photon is 
not detected by layer of 0, 1… L1-1, with this conditional probability, 1 − exp −𝑒𝑑1 ∗ exp −𝑙 ∗𝑒𝑑1  give the probability that the first photon is detected by the l-th layer. 
𝑃4!,!,!,!,!  is the  probability that the first photon is detected by the specified pixel. 
 𝑤2!,! ∗ 𝑃4!,!,!,!,!  is the probability of the first photon being detected by l-th layer in detector 1 pixel 
under the i-th angle, j-th coincidence photon pair, k is the source voxel in r-th ring, and current geometric 
parameters. 
Where 𝑤2!,! ∗ 𝑃5!,!,!,!,! is given the first photon being detected by l-th layer in detector 1’s pixel under 
the i-th angle, j-th coincidence photon pair, k is the source voxel in r-th ring, and current geometric 
parameters. The probability of the second photon being detected by m-th layer in detector 2’s pixel under 
the i-th angle, j-th coincidence photon pair, k is the source voxel in r-th ring, and current geometric 
parameters. 
s1 is the pixel area of the det1; 
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s2 is the pixel area of the det2; 
𝑑2!,! is the distance between the center of  k-th source voxel center to the center of l–th layer in the r-th 
ring. 
µ is the attenuation coefficient of the detector material for the interaction photon. 
𝜃1 is the angle between the normal direction of detector 1 surface and the line of the two coincidence 
photon pair interaction locations. 
𝜃2 is the angle between the normal direction of detector 2’s surface and the line of the two coincidence 
photon pair interaction locations. 
 𝑑1 𝑎𝑛𝑑 𝑑2 are the layer thickness of detectors 1 and 2, respectively. 
 
6.2.2. Calibration Result 
The calibration result with one-ring calibration method is shown in figure 6.7 and 
figure 6.8. There are eight angles, as described before. Given an angle view, each blue dot 
represents the center location of one layer of each pixel. Connecting the interaction positions of a 
coincidence photon pair on the two detectors forms each green line. The red spot represents the 
spherical source with a diameter of 250µm. Each red dot represents one voxel of the point source. 
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Figure 6.7. Overview of calibration result for PET system by rotating eight angles in one ring 
 
As we can see from figure 6.7 and figure 6.8, in the calibration experiments, the source 
rotates eight angles evenly in a circle. In every angle view, the point source (red spot) is 
superposed with the green line crossing area very precisely. This result is good because it 
matches the actual system setup. Since the calibration result is important for the subsequent 
image reconstruction, using only one ring for calibration may not provide enough information to 
find the correct geometry parameter. A two-ring calibration is done after the one-ring calibration 
to verify the one-ring calibration. 
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Top view Middle (point source) Bottom view 
 
 
 
Figure 6.8. Zoom-in of the view of angle 8 from figure 6.11 
 
Figure 6.9 and figure 6.10 show the calibration result using a two-ring calibration. In 
each angle view, each blue dot represents the center location of one layer of each pixel. 
Connecting the interaction position of a coincidence photon pair on the two detectors in the first 
ring forms each green line. Connecting the interaction position of a coincidence photon pair on 
the two detectors in the second ring forms each yellow line. The red spot represents the spherical 
point source in the first ring; the black spot represents the spherical point source in the second 
ring.  In the middle section of figure 6.10, the point source is grid or meshed into red dots. Each 
red dot represents one voxel of the point source.  
The calibration result of using one-ring calibration and two-ring calibration is compared, 
and the difference is within 10µm. The correctness of a one-ring calibration result is verified. 
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Figure 6.9. Overview of calibration result for PET system by rotating eight angles in two ring 
 
Top View	 Middle (point source)	 Bottom view	
	
	 	
Figure 6.10. Zoom-in of the view of Angle 1 from figure 6.13	
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CHAPTER 7: PET EXPERIMENT CONCLUSION AND FUTURE WORK 
Based on the development of this prototype two-detector setup for a preliminary PET 
imaging system, the theory used, and the results shown above, its preliminary calibration result, 
especially the calibration with two rings, is very promising for an ultrahigh-resolution preclinical 
PET. This is a potential future area of PET imaging technology. The CdTe semiconductor is 
suitable for two reasons: first, it can be pixelated into a very small pixel size, and second, it 
permits collection of DOI information through analysis of a cathode waveform. The calibration 
algorithm developed here may incorporate the DOI information in both cases. DOI information 
may provide more precise calibration results and improve the spatial resolution of PET imaging. 
There are several  potential directions for further research. First, a more complicated 
phantom-like mouse brain may be studied to further test the spatial resolution of this prototype 
high-resolution PET system. Further, its imaging performance with this complicated phantom 
may be compared with commercial PET systems, which have a typical resolution of 2-3mm. 
Second, we might integrate DOI information to the system calibration and image reconstruction, 
which is the most appealing feature for the CdTe semiconductor PET, while the DOI information 
is not easily provided by scintillator detector PET systems. Third, this PET system can be 
developed into a full ring PET, and the sensitivity may be increased. 
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APPENDIX A   
 
A.1 Initialization file 
In the initialization file, the content and setting are as follows: 
[Acquisition] 
Mode=Quad 
SampleRate=200000000 
Depth=23936 
SegmentSize=26880 
SegmentCount=1 
TriggerHoldOff=2944 
TriggerDelay=0 
TriggerTimeOut=-1 
ExtClk=0 
 
[Channel1] 
Range=2000 
Coupling=DC 
Impedance=50 
 
[Channel2] 
Range=2000 
Coupling=DC 
Impedance=50 
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[Channel3] 
Range=2000 
Coupling=AC 
Impedance=1000000 
 
[Channel4] 
Range=2000 
Coupling=AC 
Impedance=1000000 
 
[Trigger1] 
Condition=Rising 
Level=5 
Source=External 
 
[StmConfig] 
DoAnalysis=1 
LoopCount=999999999999 
ResultsFile="Results.txt" 
 
Description of the initialization file:  
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This file will be read by the C++ code to configure the system setting environment by 
user preference and experiment requirement. 
For acquisition: 
Mode – Set to “single,” ”Dual,” ”Quad,” or “Octal” for single-channel, dual-channel, 
four-channel or eight-channel acquisition mode. For the Gage Razor we are currently using, an 
eight channel is not available. For the DOI experiment, set it to “Dual,” and for the PET 
experiment, set it to “Quad.” 
Sample Rate – sample per second. The higher the better information obtained. 
Depth – The post-trigger depth, which is the number of samples to acquire after the 
trigger event. To be determined by how long the waveform is. 
Segment Size – Controls the total amount of memory allocated to the acquisition. The 
maximum possible amount of pre-trigger data that can be acquired, therefore, is (Segment Size-
Depth). 
Segment Count – For this version, is it useless. It will be further developed for multi-
segment sampling. 
Trigger Hold off – The time in samples during which trigger events will be ignored after 
the CompuScope hardware begins acquiring and awaits a trigger event. The function is useful for 
ensuring the accumulation of a specified amount of pre-trigger data that is equal to the Trigger 
Hold off value. This is very useful to both experiments. The value can be adjusted to compensate 
for the delay in sampling the cathode waveform. 
Trigger Delay – The time in samples between the logging of the trigger event and 
beginning of the countdown for the post-trigger depth counter. This function is useful for 
waveforms in which the signal feature of interest occurs after the trigger event. 
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Trigger Time Out – Trigger timeout in microseconds, which is the amount of time to wait 
before forcing a trigger event. 
ExtClk – N/A for this experiment. 
For Channel settings,   
The channel number is specified in the mode parameter. 
Range –  refers to input range. The full scale input range in millivolts. For instance, for 
+/-Volt range, enter 2000. 
Coupling – A ring control that contains “DC” and “AC” for the two input coupling 
modes. 
Impedance – An integer control containing 1000000 (1 MOhm) and 50 (50 Ohms) for the 
two possible input terminations. 
For trigger settings, 
Condition - A ring control that sets the trigger slope to “Rising” or “Falling” 
Level – The Trigger level between +/- 100%. The percentage is with respect to the input 
range of the trigger source. 
Source – An integer sets the channel trigger source as required. Channel trigger sources 
begin at 0 (for Channel 1) and may continue up to the number of channels available in the system. 
The Source is used when both the External and Disable buttons are not selected. These two 
experiments use an external source. 
In data-streaming configuration, there are three parameters: 
Do Analysis: “Set it to 1” means that the data streaming is on. “Set it to 0” indicates that 
the data is off. 
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Loop Count = number of segments desired. Usually, in both of the experiments — PET 
and DOI — the data acquisition is terminated by a predefined time period. So the Loop Count 
can be set to a high number. It is an unsigned integer of 32 bits. Its range is 0 to 2^32-1. 
Results File = “Results.txt”: write the result log to file “Results.txt” which is in the same 
directory of the program. 
 
A.2 Major modification in Stream2Analysis.c 
 
A.2.1 Adding new variable 
 In the beginning of main () function, five variable are added and declared here: 
  FILE*                  fp; 
 char                      filesname[MAX_PATH]="retest0"; 
 char                      path[MAX_PATH]="H:\\Gage Data\\Stream2"; 
 int                         N=500; 
 int                         pos; 
 int                         Ang;  
 
Table 3.1 Parameters for Geometry 
 
Variable name Variable description 
FILE*                       fp; 
 
A pointer of FILE type. This file will store 
the data. 
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char                 filesname 
[MAX_PATH]="retest0"; 
Filename 
int                         N=500; 
Number of segment to store in each file. 
Default is 500. 
int                         pos; 
Number of positions the rotation motor will 
have. 
int                         Ang; 
 
The angle value between two rotation 
positions. 
 
A.2.2 Integration of Digitizer C Code to LabView Data Acquisition Control 
The Stream2Analysis is compiled to an excitable file: GageStream2Analysis.exe. It will 
be called by LabVIEW code to conduct data streaming. 
 printf("\nInput the path,position,Angle,run time:\n"); 
This is the interface to input parameters from LabVIEW code. The four parameters are 
specified in the following table. “Position” and “angle” are the same as “pos” and “ang,” 
respectively, in Table 3.1. 
 
Table 3.2 Parameters for Geometry 
 
Parameter name Parameter description 
Path Data storage path 
Run time Time period for each data acquisition 
 
A.2.3 File Storage 
Create the file to store data on the hard drive. Each file will contain 500 segments/event 
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sprintf (filesname, "%s\\P%dA%dFileNum%d",path,pos,Ang,u32LoopCount/N) 
fp=fopen(filesname,"ab"); 
Format the file name as P-position number-A-Angle number-FileNum-File Index. For 
example, “P1A1FileNum1.” This indicates that the first 500 segment/event data, which is 
acquired under the first position and first angle, is stored in file P1A1FileNum1. 
Between every segment, a mark value is written in the file. This is used to identify each 
segment/event for future data processing. 
fwrite(&IndNum,2,1, fp); 
The segment/event data is written in the file. 
fwrite(pWorkBuffer,2,u32TransferSize,fp); 
A.2.4 Data-Streaming Process 
Due to the limited capacity of the Gage digitizer memory (1Gb) to satisfy the continuum 
and quantity of the raw data, we streamed the raw data directly to PC RAM with two buffers, 
taking shifts. To improve the hard drive-writing rate, we used a solid-state drive in our 
experiment. 
	
	
 
