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ABSTRACT
In this thesis, we develop techniques for the analysis of SO(2N) invariant
couplings which allows a full exhibition of the SU(N) invariant content of
the spinor and tensor representations. The techniques utilize a so called
Basic Theorem which we first derive. Using this method an evaluation of the
trilinear couplings of the 16 plet of matter and of the 16 and 16 plets Higgs
is given. In particular, we give a full determination of couplings in their
SU(5) decomposed form, involving 16 16 and the 10, 120 and 126 tensor
fields together with 16 16 (16 16) and the 1, 45 and 210 tensor fields. We
also compute the vector couplings of 16 16 (16 16) and the 1, 45, 210 gauge
fields. Computation of dimension-5 operators formed from 16 and 16 arising
from the mediation of 1, 10, 45 and 210 plet of heavy Higgs, are also analyzed.
Complete supersymmetric vector couplings belonging to the singlet and the
adjoint representation of the SO(10) gauge group are computed in the Wess-
Zumino gauge. An SU(5) × U(1) decomposition of the vector couplings
16−16−210 is completely carried out using the Wess-Zumino gauge and its
transition to a non linear sigma type model is shown. The utility of these
results in the analysis of quark-lepton textures and of proton decay is briefly
discussed. Possible future applications of the techniques given here such as
in the development of string landscape SO(10) type models is briefly pointed
out.
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Chapter 1
Introduction
1.1 The group SO(10)
The group SO(10) is an interesting possible candidate for unification of
interactions[1, 2] and there has been considerable interest recently in in-
vestigating specific grand unified models based on this group. Thus models
based on the SO(10) gauge group have many desirable features allowing for
all the quarks and leptons of one generation to reside in its irreducible 16
plet spinor representation and allowing for a natural splitting of Higgs dou-
blets and Higgs triplets. Further, the complex spinor representation naturally
contains the right handed neutrino which is needed in See-Saw analyses of
Majorana masses. The SO(10) group also offers an enormous freedom in
choosing symmetry breaking patterns.
Progress on the explicit computation of SO(10) couplings has been less
8
dramatic. Thus while good initial progress occurred in the early nineteen
eighties in the introduction of oscillator techniques[3, 4, 5], there was little
further progress on this front till recently when a technique was developed by
Pran Nath and the author of this thesis. This method was devised by using
the oscillator method which allows for the explicit computation of SO(2N)
invariant couplings[6] in terms of irreducible SU(N) tensors. It was also
shown in Ref.[6] that the new technique is specially useful in the analysis of
couplings involving large tensor representations. These large tensor repre-
sentations such as 120, 126 and 210, have already surfaced in the analyses of
quark, charged lepton and neutrino mass textures in several unified models
based on SO(10)[7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17]. However, a full anal-
ysis of the matter interactions of such large representations does not exist in
the literature in any explicit form. Therefore one needs to address the ques-
tion of fully evaluating these couplings in terms of Standard Model particle
states.
The focus of this thesis is the analytic determination of supersymmetric
SO(10) interactions in terms of irreducible SU(5) fields. We develop here a
simple technique for the explicit evaluation of the couplings in terms of the
physical degrees of freedom even for the case when the tensor representation
that couples has a large dimensionality. As mentioned above, our technique
is a natural extension of the work of Refs.[3, 4] which introduced the oscilla-
tor expansion in the analysis of SO(2N) interactions. We wish to point out
that there are other techniques [50, 51] and in particular purely group theo-
9
retic methods to compute the Clebsch-Gordon coefficients in the expansion
of SO(10) invariant couplings. Such group theoretic approach was used in
Ref.[18] to compute the E6 couplings. Our approach is field theoretic and
is specially suited for the computation of SO(2N) couplings. The analysis
given here will greatly facilitate further SO(10) model building and inves-
tigation of the detailed properties of baryon and lepton number violation,
proton decay, neutrino oscillations and other low energy phenomena in this
class of models.
1.2 Outline of the thesis
The outline of the thesis is as follows: In order to fully understand and appre-
ciate the properties associated with SO(N) groups, we give a thorough and
rigorous presentation on these groups in chapter 2. In particular, we discuss
vector, tensor and spinor representations of SO(N) group, their complex and
reality properties, SO(2N) group algebra in SU(N) basis, SO(2N) invari-
ants and specialization to SO(10) case. In chapter 3 we outline an overview
of the need for grand unification and its attempts.
In chapter 4, we develop techniques for the decomposition of SO(2N)
interactions in terms of SU(N) invariants [6]. This technique (The Basic
Theorem ) uses a unique set of reducible SU(N) tensors in terms of which
the SO(2N) invariants have a straight forward decomposition. The Basic
Theorem is specially useful for couplings involving large tensor representa-
tions and is central to the computation of any SO(2N) invariant couplings.
10
In chapter 5, we exhibit the technique developed in chapter 4 by perform-
ing a complete determination[6] of the trilinear couplings in the superpoten-
tial and the Lagrangian for the case of SO(10) involving the 16 plet of matter
and 16 plet of Higgs, i.e., we give a full determination of the 16 − 16 − 10,
16− 16− 120 and 16− 16− 126 couplings. The possible role of large tensor
representations in the generation of quark lepton textures is discussed[6]. It is
shown that the couplings involving 126 dimensional representation generate
extra zeros in the Higgs triplet textures which can lead to an enhancement of
the proton decay lifetime. These results also have implications for neutrino
mass textures.
In chapter 6, we carry the analysis a step further and give a complete
evaluation[19] of the 16−16 couplings which involve the SO(10) tensors 1, 45
and 210. Further, technically the couplings of 16−16 are not necessarily the
same as of 16−16 (as will be explained later). Thus, we give a full evaluation
of the following couplings in their SU(5) decomposed form: 16 − 16 − 1,
16 − 16 − 1, 16 − 16 − 45, 16 − 16 − 45, 16 − 16 − 210 and 16 − 16 − 210.
An analysis of vector couplings: 16† − 16 − 1, 16† − 16 − 1, 16† − 16 − 45,
16
† − 16− 45, 16† − 16− 210 and 16† − 16− 210, is also given.
In chapter 7, an analysis is given of the quartic couplings[19] in the su-
perpotential obtained from the elimination of the singlet, the 45 plet and
210 plet of heavy Higgs fields from the cubic superpotential. Specifically,
we compute [16 16]1[16 16]1, [16 16]45[16 16]45 and [16 16]210[16 16]210. Fur-
ther, the possible role of large tensor representations in model building is
11
discussed[19].
In chapter 8, we present the complete supersymmetric couplings in the
Wess-Zumino gauge containing the singlet and 45 of SO(10) and decompose
the result into SU(5)×U(1) particle states[20]. The question arises how one
may construct the couplings of a 210 vector multiplet which does not belong
to the adjoint representation. Here we need a new technique to address this
question. The purpose of the next chapter is to do just that.
In chapter 9, we consider the couplings of the supersymmetric vector 210
multiplet[20] in SO(10). We focus on this construction both for the theoreti-
cal challenge of constructing such couplings as well as for the possibility that
such interactions may surface in some future effective theories to describe
fully all the degrees of freedom at some relevant energy scale. We follow the
conventional approach and give the coupling of the 210 multiplet with 16 plet
of matter, i.e., we compute the couplings 16† − 16− 210 and 16† − 16− 210
in the Wess-Zumino gauge and carry out a full SU(5)×U(1) decomposition
of it and elimination of the auxiliary fields. At the very outset we discard
the constraint of gauge invariance since the imposition of such a constraint
is untenable for the 210 multiplet. We consider the more general couplings
of the 210 multiplet retaining all the components of the vector multiplet, i.e,
we do not impose the Wess-Zumino gauge constraint[21]. In this case elim-
ination of the auxiliary fields leads to a non-linear Lagrangian with infinite
order of nonlinearities in it. The general technique underlying this procedure
is illustrated in Appendix C for the U(1) case. This analysis has some resem-
12
blance to the analysis of Ref.[22, 23] which also used a unconstrained vector
multiplet. However, the analysis of Ref.[22, 23] did not include an explicit
mass term for the vector multiplet, nor the self interactions of the vector
fields and it did not integrate the auxiliarly fields. In fact the motivation of
the work of the above reference was very different in the sense that it was
geared to study spontaneous symmetry breaking and generation of vector
boson masses. Finally, in chapter 10 we present our conclusions.
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Chapter 2
The SO(N) Group
In this chapter we present in detail the properties associated with SO(N)
groups[3, 4, 5, 24, 25] that are of interest to a theoretical particle physicist.
Specialization to SO(10) gauge group is also discussed.
2.1 SO(N) algebra. Vector representation
Definition
A group G is a collection of elements gi such that
(1) There is an identity element, 1
(2) There is closure under multiplication: g1 × g2 = g3
(3) Every element has an inverse: gi × g−1i = 1
(4) Multiplication is associative: (gi × gj)× gk = gi × (gj × gk)
Specifically, we have the continuous groups which have an infinite num-
14
ber of elements. The most important of the continuous groups are the Lie
groups. The Lie groups of particular interest to us are all given as concrete
groups of matrices. Clearly, a set of arbitrary N × N invertible matrices
satisfies the definition of group.
Definition
The orthogonal group, O(N) is a group of N × N real orthogonal matrices,
R obeying
RTR = RRT = 1 (2.1)
It is a group of rotation matrices in an N -dimensional coordinate space. An
arbitrary N -dimensional real column vector, Xµ transforms as:
X ′µ = RµνXν ; µ, ν = 1, ..., N (2.2)
Note that the group O(N) leaves invariant the scalar product: X ′TY ′=
(RX)TRY =XT (RTR)Y = XTY . Further, the group O(N) has two dis-
connected parts as can be seen by taking the determinant of both sides of
the above equation: det(RTR) = [det(R)]2 = det(1) ⇒ det(R) = ±1.
Definition
The special orthogonal group, SO(N) is a group of N × N real orthogonal
matrices, R obeying
RTR = RRT = 1; det(R) = +1 (2.3)
15
Now consider the group element, R(a) of SO(N) which differ infinitesi-
mally from the identity: R(a) ≈ 1+ a for a≪ 1, that is
Rµν(a) = δµν + aµν (2.4)
The infinitesimal numbers, aµν are antisymmetric in their indices since from
Eq.(2.3) we get (1 + a)T (1 + a) = 1 + aT + a + O(a2) = 1. Thus aT = −a,
that is aµν = −aνµ.
Also, Eqs.(2.2)and (2.4) implies
δX ′µ ≡ X ′µ −Xµ = aµνXν (2.5)
Next, make a Taylor expansion of the group element, R(b): R(b) = R(0) +
bµνMµν + O(b
2) where Mµν =
(
∂R(b)
∂bµν
)
bµν=0
. To explore the neighborhood of
the identity, we only need to retain terms linear in b: R(b) = 1+bµνMµν . This
expression is for infinitesimal transformations. For finite transformations, let
bµν =
i
2
aµν
n
, where n is an arbitrarily large number and define
R(a) = limn→∞(R(b))
n = limn→∞
(
1+ i
2
(aµν
n
)Mµν
)n
giving
R(a) = e
i
2
aµνMµν
with aµν = −aµν (2.6)
The real numbers aµν are the parameters of the group and specify rotation.
Mµν ’s are linearly independent matrices and are the generators. They are
necessarily imaginary as R is real. The factor of 1
2
is chosen for convenience
and the significance of i will be clarified below. Further from Eqs.(2.3) and
(2.6) one can easily prove that the generators are antisymmetric: 1 = (1 +
16
aµνM
T
µν + ...)(1+ aµνMµν + ...) = 1+ aµν(M
T
µν +Mµν) +O(a
2). Thus MTµν =
−Mµν .
The reason for inserting i in Eq.(2.6) is because it is more convenient
in quantum mechanics to use the anti-Hermitian generators (M †αβ = −Mαβ)
rather than antisymmetric (MTαβ = −Mαβ). Then R(a) in Eq.(2.6) is unitary
(R† = R−1). Of course this does not change the fact that SO(N) is a real
Lie algebra.
For infinitesimal transformation, Eqs.(2.2) and (2.6) gives X ′µ ≈
[δµν +
i
2
aαβ(Mαβ)µν ]Xν , thus
δX ′µ ≡ X ′µ −Xµ =
i
2
aαβ(Mαβ)µνXν (2.7)
Comparing Eqs.(2.5) and (2.7) we get aαβ(Mαβ)µν = −2iaµν = −i(aµν−aνµ)
= −i(δµαδνβ − δναδµβ)aαβ and therefore
(Mαβ)µν = −i(δµαδνβ − δναδµβ); 1 ≤ µ < ν ≤ N (2.8)
where the indices α and β are the ordinal indices of the generators, while µ
and ν are the row and column indices of the matrix. It can also be easily
shown that
tr(MαβMµν) = −2(δµαδνβ − δµβδνα) (2.9)
Note that from Eq.(2.8) for µ = ν: (Mαβ)µµ = 0, that is the diagonal elements
of the antisymmetric matrix Mαβ are zero. Thus, obviously tr(Mαβ) = 0.
However, this trace condition follows from the condition det(R) = +1 is
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automatically fulfilled for antisymmetric matrices: 1 = det(R) = etr(lnR) =
etr(ln[e
i
2
aµνMµν ]) = e
i
2
aµν tr(Mµν) and hence tr(Mµν) = 0. The matrixMαβ is also
antisymmetric with respect to the ordinal indices.
Eq.(2.8) represents the vector (fundamental or defining) representation
of the generators. It also shows that the only non-vanishing elements of
the matrix Mαβ are −i and +i given by the intersection of the αth row, βth
column (α 6= β) and βth row, αth column, respectively:
Mαβ =

0 . . . . 0
. . −i .
. . .
. +i . .
. . .
0 . . . . 0

; MTµν = −Mµν (2.10)
The commutation relation satisfied by the matrices Mαβ can be easily
calculated using Eq.(2.8):
[Mαβ,Mµν ] = −i(δβµMαν + δανMβµ − δαµMβν − δβνMαµ) (2.11)
For α = µ, we obtain
[Mαβ ,Mαν ] = iMβν ; if α 6= β 6= ν (no sum on α) (2.12)
and if all indices α, β, µ, and ν are unequal then Eq.(2.11) gives
[Mαβ ,Mµν ] = 0; if α 6= β 6= µ 6= ν (2.13)
All non-zero commutators can be obtained from from Eq.(2.12) and the anti-
symmetry property: Mαβ = −Mβα, while Eq.(2.13) states that the following
18
generators commute with each other
M12, M34, M56, ....., MN N−1 for N even
M12, M34, M56, ....., MN−2 N−1 for N odd (2.14)
The set N
2
(or N−1
2
for odd N) mutually commuting generators is said to form
Cartan subalgera. Thus the rank of SO(N) group is N
2
or N−1
2
depending on
whether N is even or odd.
Note that we have used N ×N transformation matrices, R to obtain the
defining representation,Mαβ , and commutaion relations of SO(N). Other
realizations are also possible. For example, under the transformation (2.7),
an arbitrary function, f(Xµ) goes over to f
′(Xµ) ≡ f(X ′µ) = f(Xµ
+ i
2
aαβ(Mαβ)µνXν) ≈ f(Xµ) + i2aαβ(Mαβ)µνXν ∂f(Xµ)∂Xµ ≡ (1 + i2 Lˆαβ)f(Xµ),
where Lˆαβ = (Mαβ)µνXν
∂
∂Xµ
. Using Eq.(2.8), we get
Lˆαβ = −i(Xβ ∂
∂Xα
−Xα ∂
∂Xβ
) (2.15)
This is the generalization of the angular momentum operator for arbitrary
space dimension N and satisfies the same commutation relations as Eq.(2.11).
These operators act on wave function, Ψ(Xµ), while the Mµν are the matrix
representations (in the N dimensional Cartesian basis) of the components of
angular momentum.
The dimension of this Lie algebra is the number of independent param-
eters, aµν . Recall that aµν = −aνµ for µ < ν and aµµ = 0, so the dimension
is the number of pairs, that is
(
N
2
)
= 1
2
N(N − 1).
19
2.2 Tensors of SO(N) group
Recall that the orthogonal transformations preserve the scalar product: XTY
≡ I is an invariant. This invariant can be written using upper indices (or
equally with lower indices) as
I = XµY µ = XµδµνY
ν (2.16)
Given a set of basis vectors {eµ}, a metric tensor gµν , in an N dimensional
space is defined through the equation: gµν = eµeν satisfying gαβg
γβ = δγα. An
invariant is specified in the form
I = XµgµνX
ν (2.17)
Eqs.(2.16) and (2.17) implies that the metric tensor
gµν = δµν = eµeν (2.18)
corresponds to the orthogonal group. Further, the metric tensor can be used
to raise or lower indices of vectors (tensors): Vµ = gµνV
ν , V µ = gµνVν . Using
Eq.(2.18), we get Vµ = V
µ. In other words the covariant and contravariant
vectors coincide for orthonormal basis. From now on we do not distinguish
between superscripts and subscripts.
In general we can define a tensor, Tµ1µ2...µp, of rank p that transforms as
the product of p ordinary vectors, Xµi :
T ′ν1ν2...νp = Rν1µ1Rν2µ2 ...RνpµpTµ1µ2...µp (2.19)
20
We now define a special kind of a unit totally antisymmetric tensor, ǫµ1µ2...µN ,
called the Levi-Civita tensor as follows:
ǫµ1µ2...µN =

+1 even permutation of indices
−1 odd permutation of indices
0 if any two indices equal
 (2.20)
As a consequence of its antisymmetry:
ǫµ1µ2...µN ǫ
ν1ν2...νN = δν1[µ1 ...δ
νN
µN ]
(2.21)
ǫα1..αmµ1µ2...νN−mǫ
α1..αmν1ν2...νN−m = m! δν1[µ1 ...δ
νN−m
µN−m]
(2.22)
Using Eq.(2.22) we can define the determinant of a matrix A as
det(A) =
1
N !
ǫµ1µ2...µN ǫ
ν1ν2...νNAµ1ν1 ...A
µN
νN
(2.23)
Finally, multiplying both sides of this equation by ǫµ1µ2...µN and use Eq.(2.22)
to get
ǫν1ν2...νNAµ1ν1 ...A
µN
νN
= ǫµ1µ2...µN det(A) (2.24)
invariants of the SO(N) group
1. 2nd rank isotropic tensor: Kronecker symbol
δ′µν = RµαRνβδαβ
= RµαRνα
= (RRT )µν
= δµν (2.25)
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2. N th rank isotropic tensor: Levi-Civita tensor
ǫ′µ1µ2...µN = Rµ1ν1Rµ2ν2 ...RµNνN ǫν1ν2...νN
= det(R)ǫµ1µ2...µN
= ǫµ1µ2...µN (2.26)
where we have used Eq.(2.24) and the fact det(R) = +1.
Starting from a tensor of rank p and using one of the above invariant
tensors, one can construct a new tensor, of smaller rank, by the operation
of contraction. This consists of multiplying a rank p tensor by one of the
invariant tensors and summing over the repeated indices. There are two pos-
sibilities:
(a) Contraction with δµν is a trace operation.
δµ1µ2Tµ1µ2µ3..µp = Tµµµ3..µp ≡ Tˆµ3µ4..µp. Here the first two indices have
been contracted but the operation can be applied to any pair. This leads to
a tensor of rank p−2. A tensor is said to be traceless if the contraction with
a Kronecker symbol of any pair of indices vanishes.
(b) Contraction with ǫµ1µ2...µN .
ǫµ1µ2...µNTµ1µ2µ3 ≡ Tˆµ4..µp
22
The contraction operation is related to reducibility. By definition, a ten-
sor is reducible, if by one of the above contractions, one can get a new
non-vanishing tensor of smaller rank. If that is not possible, the tensor
is irreducible. As a consequence of (a), an irreducible tensor must satisfy
δµ1µ2Tµ1µ2µ3..µp = 0 and from (b) it follows that the tensor must be symmet-
ric with respect to the indices µ1, µ2, µ3 on which the sum has been performed.
global symmetries (aαβ independent of space-time coordinate, x)
1. Scalar boson in the vector representation
Introduce a set of N scalar bosonic fields by means of an N dimensional
column vector, φ(x):
φ(x) =

φ1(x)
φ2(x)
.
.
.
φN(x)

(2.27)
The transformation law is the same as before (see Eqs. (2.2)and (2.6)):
φ(x)→ φ′(x) = Rφ(x) (2.28)
in terms of its components the above yields φ′µ(x) = Rµνφν(x) ≈ (1 +
23
i
2
aαβMαβ)µνφν and on using Eq.(2.8) we get:
φµ(x)→ φ′µ(x) = φµ(x) + aµνφν(x) (2.29)
Obviously, the dimensionality of the vector representation is
(
N
1
)
= N . The
generators in the N dimensional vector representation are given by Eq.(2.8).
The Lagrangian for N real scalar bosonic fields given by
L =
1
2
N∑
µ=1
∂Aφµ(x)∂
Aφµ(x) =
1
2
∂Aφ
T (x)∂Aφ(x) (2.30)
is invariant under global rotations, since L′ = 1
2
∂Aφ
′T (x)∂Aφ′(x) =
1
2
∂A[φ
T (x)RT ]× ∂A[Rφ(x)] = 1
2
∂Aφ
T (x)∂Aφ(x) = L. Here A is the Dirac in-
dex (A = 0− 3) and where we are using the metric η = diag(1,−1,−1,−1).
2. Scalar boson in the 2nd rank (adjoint) antisymmetric tensor representation
One way to define a second rank antisymmetric tensor, Φ(A)µν (= −Φ(A)νµ ), is
Φ(A)µν = (φµ ⊗ φν)antisymmetric =
1
2
(φµ ⊗ φν − φν ⊗ φµ) (2.31)
Then Eq.(2.28) gives Φ(A)
′
µν = (Rµρφρ⊗Rνλφλ−Rνλφλ⊗Rµρφρ)=RµρΦ(A)ρλ RTλν .
Hence the transformation law takes the form
Φ(A) → Φ′(A) = RΦ(A)RT (2.32)
Writing this transformation law explicitly, we get Φ(A)
′
µν ≈ [δµρ+ i2aαβ(Mαβ)µρ]
× Φ(A)ρλ [δνλ + i2aαβ(Mαβ)(A)νλ ]. Expanding this expression using Eq.(2.8) we
obtain
Φ(A)µν → Φ(A)
′
µν = Φ
(A)
µν + aµρΦ
(A)
ρν + aνλΦ
(A)
µλ (2.33)
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Dimensionality of the second rank antisymmetric tensor representation
is
(
N
2
)
= 1
2
N(N − 1). This is also the number of generators of the SO(N)
group. Hence this representation is also the adjoint representation of the
group. Further, it implies that we have 1
2
N(N − 1) vector gauge bosons
denoted by WAµν having the global transformation law (2.33):
WAµν → WA
′
µν = W
A
µν + aµρW
A
ρν + aνλW
A
µλ (2.34)
In analogy with Eq.(2.30) we define the Lagrangian for N scalar bosonic
fields
L =
1
4
N∑
µ,ν
∂AΦ
(A)
µν ∂
AΦ(A)µν =
1
4
tr
(
∂AΦ
(A)T∂AΦ(A)
)
(2.35)
and it is easily seen to be invariant under the global transformation (2.32)
using the properties of trace.
To find the generators in the adjoint representation it is convenient to
write the transformation (2.32) in the following fashion
Φ(A)µ1µ2 → Φ(A)
′
µ1µ2
=
1
2
(Rµ1ν1Rµ2ν2 −Rµ1ν2Rµ2ν1)Φ(A)ν1ν2 (2.36)
Inserting Eqs.(2.4) or (2.6) and (2.8) above, we get, Φ(A)
′
µ1µ2−Φ(A)µ1µ2 = 1/2[(δµ1ν1aµ2ν2
+ δµ2ν2aµ1ν1)− (ν1 ↔ ν2)]Φ(A)ν1ν2 ≡ aαβ/2(Mαβ)µ1µ2,ν1ν2Φ(A)ν1ν2 , where
(M
(A)
αβ )µ1µ2,ν1ν2 =
1
2
{[δµ1ν1 (δαµ2δβν2 − δαν2δβµ2) + δµ2ν2 (δαµ1δβν1
−δαν1δβµ1)]− [ν1 ↔ ν2]} (2.37)
are the generators of SO(N) group in the adjoint representation.
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3. Scalar boson in the 2nd rank symmetric and traceless tensor representation
Second rank symmetric (Φ(S)µν = Φ
(S)
νµ ) and traceless (Φ
(S)
µµ = 0) tensor can
be formed from the product of two SO(N) vectors:
Φ(S)µν = (φµ ⊗ φν)(symmetrictraceless ) =
1
2
(φµ ⊗ φν + φν ⊗ φµ)− δµν
N
φµ ⊗ φµ (2.38)
Here φµ ⊗ φµ(≡ Φ(S)µµ ) is the singlet of SO(N) group. The dimensionality of
Φ(S) is
(
N+1
2
)
− 1 = 1
2
N(N + 1)− 1.
The transformation law is given by
Φ(S) → Φ(S)′ = RΦ(S)RT (2.39)
Writing this transformation explicitly in terms of its parameters, we get
Φ(S)µν → Φ(S)
′
µν = Φ
(S)
µν + aµρΦ
(S)
ρν + aνλΦ
(S)
µλ (2.40)
The globally invariant Lagrangian for the symmetric, traceless tensor is
given by
L =
1
4
tr
(
∂AΦ
(S)T∂AΦ(S)
)
(2.41)
Another useful form of the transformation law for the evaluation of the
generators in the 1
2
N(N + 1)− 1 representation is
Φ(S)µ1µ2 → Φ(S)
′
µ1µ2
=
1
2
(Rµ1ν1Rµ2ν2 +Rµ1ν2Rµ2ν1)Φ
(S)
ν1ν2
(2.42)
and as in the case of antisymmetric representation, the generators are found
to be
(M
(S)
αβ )µ1µ2,ν1ν2 =
1
2
{[δµ1ν1 (δαµ2δβν2 − δαν2δβµ2) + δµ2ν2 (δαµ1δβν1
−δαν1δβµ1)] + [ν1 ↔ ν2]} (2.43)
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4. Scalar boson in the general rth rank tensor representation
In general, an rth rank antisymmetric and symmetric tensor representation
of SO(2N) group can be formed from the antisymmetric and symmetric
product of φ’s as follows
Φ(A)µ1µ2...µr =
1
r!
∑
P
(−1)δPφµ1P (1) ⊗ φµ2P (2) ⊗ ...⊗ φµrP (r)
Φ(S)µ1µ2...µr =
1
r!
∑
P
φµ1P (1) ⊗ φµ2P (2) ⊗ ...⊗ φµrP (r) (2.44)
with
∑
P denoting the sum over all permutations and δP takes on the value
0 and 1 for even and odd permutations, respectively. The dimensionality of
the antisymmetric tensor is
(
N
r
)
, while the dimensionality of the symmetric
tensor is
(
N+r−1
r
)
.
For illustration purposes, consider the case of irreducible 3rd and 4th rank
symmetric and traceless tensors. The above equation (with trace subtracted)
at once gives
Φ(S)µ1µ2µ3 =
1
3!
(φµ1φµ2φµ3)symmetric −
1
N + 2
(δµ1µ2φνφνφµ3
+δµ1µ3φνφµ2φν + δµ2µ3φµ1φνφν) (2.45)
Φ(S)µ1µ2µ3µ3 =
1
4!
(φµ1φµ2φµ3φµ4)symmetric −
1
N + 4
(δµ1µ2φνφνφµ3φµ4
+δµ1µ3φνφµ2φνφµ4 + δµ1µ4φνφµ2φµ3φν + δµ2µ3φµ1φνφνφµ4
+δµ2µ4φµ1φνφµ3φν + δµ3µ4φµ1φµ2φνφν)
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+
1
(N + 2)(N + 4)
(δµ1µ2δµ3µ4φµφµφνφν + δµ1µ3δµ2µ4φµφνφµφν
+δµ1µ4δµ2µ3φµφνφνφµ) (2.46)
where, for brevity, we have removed the direct product symbols.
In general, a pth rank antisymmetric tensor gives rise to an irreducible
(N−p)th rank antisymmetric tensor through contraction with the Levi-Civita
tensor:
Φ(A)µ1µ2...µN−p =
1
p!
ǫµ1µ2...µN−pν1...νpΦ
(A)
ν1...νp (2.47)
For N even (N = 2k), the tensor Φ(A)µ1µ2...µk of dimension
(
2k
k
)
splits into two
irreducible tensors Ω(+α)µ1µ2...µk and Ω
(−α)
µ1µ2...µk
each of dimension 1
2
(
2k
k
)
according
to the SO(2k) invariant decomposition of a tensor of rank k,
Φ(A)ν1ν2...νk = Ω
(+α)
ν1ν2...νk
+ Ω(−α)ν1ν2...νk ,
with Ω(±α)µ1µ2...µk =
1
2
(
δµ1ν1δµ2ν2...δµkνk ±
α
k!
ǫµ1µ2...µkν1ν2...νk
)
Φ(A)ν1ν2...νk ,
where α =
 1; k=eveni; k=odd
 (2.48)
Further, Ω(±α)µ1µ2...µk also satisfies self and anti-self duality conditions:
Ω(±α)µ1µ2...µk = ±
α
k!
ǫµ1µ2...µkν1ν2...νkΩ
(±α)
ν1ν2...νk
(2.49)
Eqs.(2.48) and (2.49) will be proved later in a section related to spinor rep-
resentations.
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The transformation laws for the arbitrary rank antisymmetric and sym-
metric tensors can be easily extended and put in useful forms such as
Φ(A,S)µ1µ2...µr → Φ(A,S)
′
µ1µ2...µr = Rµ1ν1Rµ2ν2...RµrνrΦ
(A,S)
ν1ν2...νr
Φ(A,S)
′
µ1µ2...µr =
1
r!
[∑
P
(−1)δPRµ1ν1P (1)Rµ2ν2P (2)...RµrνrP (r)
]
Φ(A,S)ν1ν2...νr
Φ(A,S)
′
µ1µ2...µr ≈ Φ(A,S)µ1µ2...µr +
r∑
i=1
aµiνiΦ
(A,S)
µ1µ2..νi..µr−1µr
(2.50)
The generators of the SO(N) group in the rth rank antisymmetric and
symmetric representations are given by
(
M
(AS)
αβ
)
µ1...µr,ν1...νr
=
1
r!

 r∑
i=1
r∏
j=1
i 6=j
δµjνj (δαµiδβνi − δανiδβµi)
∓ [νi ↔ νj ]

(2.51)
The invariant Lagrangian under global transformations is given by
L =
1
2r!
∂AΦ
(A,S)
µ1µ2...µr
∂AΦ(A,S)µ1µ2...µr (2.52)
local symmetries (aαβ dependent on space-time coordinate, x)
1. Scalar boson in the vector representation
This time the scalar fields introduced through Eq.(2.27) must transform as
φµ(x)→ φ′µ(x) = Rµν(x)φν(x)
Rµν(x) =
(
e
i
2
aαβ(x)Mαβ
)
µν
(2.53)
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The kinetic energy given by Eq.(2.30): L = 1
2
∑N
µ=1 ∂Aφµ(x)∂
Aφµ(x) is no
longer invariant under the local rotations (2.53), because ∂Aφ
′(x) = R(x)∂Aφ(x)
+[∂aR(x)]φ(x) 6= R(x)∂Aφ(x). Just as in QED it is the transformation of the
derivatives that will cause difficulties. By analogy with that case we require
a gauge covariant derivative, DA, to transform as
DAφ(x)→ D′Aφ′(x) = R(x)DAφ(x) (2.54)
where DA is to be understood as a N ×N matrix carrying a Dirac index, A,
and operating on the N component scalar bosonic field, φ(x).
There are 1
2
N(N−1) group generators and we introduce one vector gauge
boson, WAµν(x) for each and define
DAφ(x) =
[
∂A − ig
2
MµνW
A
µν(x)
]
φ(x) =
[
∂A − ig
2
WˆA(x)
]
φ(x)
WˆA(x) ≡MµνWAµν(x) (2.55)
where g is a coupling constant.
Next, we determine the transformation law for the vector gauge bo-
son. Substituting Eqs.(2.53) and (2.55) in Eq.(2.54) and using the fact
R(x)RT (x) = 1 which implies [∂AR(x)]R
T (x) = −R(x)∂ART (x), we get
Wˆ ′A(x) = R(x)
[
WˆA(x) +
2i
g
∂A
]
RT (x) (2.56)
Using Eq.(2.8) and the expression, R(x) ≈ (1 + i
2
aαβMαβ), we obtain after
some algebra, the local transformation law for the vector bosons
WAµν(x)→ W
′A
µν (x) =W
A
µν(x) + aµρ(x)W
A
ρν(x)
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+aνλ(x)W
A
µλ(x) +
1
g
∂Aaµν(x),
with WAµν(x) = −WAνµ(x) (2.57)
In analogy with QED, we define the field strength tensor, FABµν (x) as
[DA, DB] = −ig
2
FˆAB(x),
where FˆAB(x) =MµνF
AB
µν (x) (2.58)
Substituting Eq.(2.55) into (2.58) and together with Eq.(2.8) and the in-
finitesimal expression for R(x), we get
FABµν (x) = ∂
AWBµν(x)− ∂BWAµν(x)− g
[
WAµσ(x)W
B
σν(x)
−WBµσ(x)WAσν(x)
]
(2.59)
To find the transformation law for FAB we left and right multiply Eq.(2.58)
by R(x) and RT (x), respectively, to obtain
Fˆ ′AB(x) = R(x)FˆAB(x)R
Tx (2.60)
where we have used the fact that D′A(x) = R(x)DAR
T (x) which follows
directly from Eqs.(2.53) and (2.54). Note that Eq.(2.60) is in the form of
Eq.(2.56), hence the corresponding infinitesimal result (2.57) applies without
the derivative term:
FABµν (x)→ F
′AB
µν (x) = F
AB
µν (x) + aµρ(x)F
AB
ρν (x) + aνλ(x)F
AB
µλ (x) (2.61)
After the introduction of local transformation the Lagrangian (2.30) must
be replaced by
L =
1
2
DAφ
T (x)DAφ(x)
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=
1
2
∂Aφµ∂
Aφµ − g (∂Aφµ)WAµνφν −
g2
2
φµWAµνW
A
νσφσ (2.62)
In order to define the system including the new gauge field, WAµν(x), it is
necessary to include a kinetic energy term for WAµν(x):
L = −1
4
FABµν(x)F
AB
µν (x) +
1
2
DAφ
T (x)DAφ(x) (2.63)
2. Scalar boson in the 2nd rank antisymmetric tensor representation
Recall from Eq.(2.32) that the second rank antisymmetric tensor, Φ(A)µν trans-
forms as Φ′(A) = RΦ(A)RT . Then just as in the case of the vector represen-
tation we want the covariant derivative to transform like Eq.(2.32):
(
DAΦ
(A)
)′
= R(x)
(
DAΦ
(A)
)
RT (x) (2.64)
Then the covariant derivative, DAΦ
(A) in terms of Lie-valued gauge fields,
which has the transformation property (2.64), is given by
DAΦ
(A) = ∂AΦ
(A) − ig
2
(
WˆAΦ
(A) + Wˆ TAΦ
(A)
)
(2.65)
Inserting the generators, we find the expression for the covariant derivative
to be (
DAΦ(A)
)
µν
= ∂AΦ(A)µν − g
(
WAµσΦ
(A)
σν −WAνσΦ(A)σµ
)
(2.66)
The total Lagrangian is
L = −1
4
FABµνF
AB
µν +
1
4
tr
(
DAΦ
(A)TDAΦ(A)
)
(2.67)
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3. Scalar boson in the 2nd rank symmetric tensor representation
Recall from Eq.(2.39) that the 2nd rank symmetric tensor, Φ(S), transforms
as Φ′(S) = RΦ(S)RT . Hence, the results for this case will be identical to that
for the 2nd rank antisymmetric tensor case. Therefore
(
DAΦ(S)
)
µν
= ∂AΦ(S)µν − g
(
WAµσΦ
(S)
σν −WAνσΦ(S)σµ
)
(2.68)
L = −1
4
FABµνF
AB
µν +
1
4
tr
(
DAΦ
(S)TDAΦ(S)
)
(2.69)
and of course (
DAΦ
(S)
)′
= R(x)
(
DAΦ
(S)
)
RT (x) (2.70)
4. Scalar boson in the general rth rank tensor representation
Recall from Eq.(2.50) the transformation law for an arbitrary antisymmet-
ric and symmetric tensor of rank r: Φ(A,S)
′
µ1µ2...µr
= Rµ1ν1Rµ2ν2...RµrνrΦ
(A,S)
ν1ν2...νr
.
Hence, we require that the corresponding covariant derivative, DAΦ
(A,S)′
µ1µ2...µr
,
transforms as
(
DAΦ
(A,S)′
)
µ1µ2...µr
= Rµ1ν1Rµ2ν2 ...Rµrνr
(
DAΦ
(A,S)′
)
ν1ν2...νr
(2.71)
The expression for the covariant derivative is then given by
(
DAΦ(A,S)
)
µ1µ2...µr
= ∂AΦ(A,S)
′
µ1µ2...µr
− g∑
P
(−1)δPWAµ1P (1)νΦ(A,S)
′
νµ2P (2)µ3P (3)...µrP (r)
(2.72)
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For example, in the case of 3rd rank tensor, the above result takes the form
(
DAΦ(A,S)
)
µ1µ2µ3
= ∂AΦ(A,S)
′
µ1µ2µr−g
(
WAµ1νΦ
(A,S)′
νµ2µ3 −WAµ2νΦ(A,S)
′
νµ1µ3 +W
A
µ3νΦ
(A,S)′
νµ1µ2
)
(2.73)
2.3 Digression: general construction of ma-
trix generators of U(N)and SU(N)
A general, unitary group, U(N) has N2 generators each of which is an N×N
Hermitian matrix (unitarity of the group element implies Hermiticity of the
generators). On the other hand, a general special unitary group, SU(N) has
N2− 1, N ×N Hermitian and traceless (unimodularity of the group element
implies tracelessness of the generators) matrices as generators.
unitary group, U(N)
The simplest representation of an N × N matrix is one that has all entries
zero except one non-vanishing element with value 1:
U ij =

0 . . . . 0
. . 1 .
. . .
. . .
. . .
0 . . . . 0

; i, j = 1, 2, ..., N (2.74)
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The matrix U ji has one matrix element with value 1 which is given by the
intersection of ith row and jth column:
(U ij)
k
l = δikδjl (2.75)
Note that the off-diagonal matrices, U ji (i 6= j), are non-Hermitian since
(U ij)
k
l
†
= (U ij)
k
l
∗T
= (U ij)
l
k = δilδjk = (U
j
i )
k
l . However, the diagonal matrices,
U ii are Hermitian:
U ij
†
= U ji ; i 6= j
U ii
†
= U ii (2.76)
Collecting other properties of the matrix U ji , we have
tr
(
U ij
)
= 0; i 6= j
tr
(
U ii
)
= 1 (2.77)
Now we build generators of U(N) by forming linear combinations of the
matrices U ij for i 6= j so that they are necessarily Hermitian. The choice are
the combinations
U ij + U
j
i and − i
(
U ij − U ji
)
; ∀i 6= j (2.78)
One can easily verify the following properties of these matrix combinations:
[
U ij + U
j
i
]†
= U ij + U
j
i[
−i
(
U ij − U ji
)]†
= −i
(
U ij − U ji
)
tr
[
U ij + U
j
i
]
= 0, tr
[
−i
(
U ij − U ji
)]
= 0 (2.79)
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There are now a total of N2, N × N Hermitian matrix generators of which
there are N diagonal generators, U ii and (2
(
N
2
)
=) N(N − 1) non-diagonal
generators, U ij + U
j
i and −i
(
U ij − U ji
)
. They are all linearly independent.
Summarizing,
∀i 6= j = 1, 2, ..., N ; a = 1, 2, ...N2
Ua =

U ij + U
j
i
N(N−1)
2
generators
−i
(
U ij − U ji
)
N(N−1)
2
generators
U ii N generators
 (2.80)
An arbitrary group element of the U(N) group is then given by
e−i
∑N2
a=1
ϑaUa (2.81)
where the angles, ϑa parametrize the group transformation.
special unitary group, SU(N)
We begin here by constructing traceless matrices, T ij from U
i
j as follows:
T ij = U
i
j −
δij
N
1 (2.82)
These are traceless because (T ij )
k
k = (U
i
j)
k
k − δij =
(
1−1; i=j
0−0; i 6=j
)
, where we have
used Eq.(2.77). However, the matrices T ij , for i 6= j are not Hermitian because
from Eq.(2.76), U ij ’s are non-Hermitian for i 6= j. As before, we construct
linear combinations of T ij ’s which are Hermitian:
T ij + T
j
i and − i
(
T ij − T ji
)
; i 6= j (2.83)
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Note that T ij + T
j
i = U
i
j + U
j
i and −i
(
T ij − T ji
)
= −i
(
U ij − U ji
)
.
The N diagonal Hermitian traceless generators are T ii = U
i
i − 1N 1 (T ii
†
=
T ii ). Since the rank of SU(N) group is N−1, not all of the N diagonal gener-
ators are independent and N−1 of them can be simultaneously diagonalized.
It is common to form the following linear combinations:
n1
(
T ii + T
i+1
i+1
)
and n2
(
T ii − T i+1i+1
)
; i = 1, 2, ..., N − 1 (2.84)
where n1 and n2 are normalization factors to be determined. Note that these
are a total of 2(N − 1) matrices and we may choose any N − 1 matrices.
Next, we determine the normalization factors from the convention that the
traces of squared matrices of SU(N) are equal to 2:
tr
(
T ij
2
)
= 2 (2.85)
From Eqs.(2.74) and (2.82), n1
(
T ii + T
i+1
i+1
)
= n1
(
U ii + U
i+1
i+1 − 2N 1
)
= n1 ×
diag
(
− 2
N
, ...,− 2
N
, 1− 2
N
, 1− 2
N
,− 2
N
, ...,− 2
N
)
, where the element 1 − 2
N
oc-
curs twice at the intersections of αth row , αth column and (α+1)th row , (α+
1)th column. Squaring this matrix gives n21
(
T ii + T
i+1
i+1
)2
= n21diag
(
4
N2
, ...,
− 4
N2
, (1− 2
N
)2, (1− 2
N
)2, 4
N2
, ..., 4
N2
)
. Finally, tr
[
n21
(
T ii + T
i+1
i+1
)2]
= n21[2(1−
2
N
)2 + (N − 2) 4
N2
] = 2n21(
N−2
N
). On using Eq.(2.85), we get n1 =
√
N
N−2
.
The second normalization is rather easy to determine. From Eqs.(2.74)
and (2.82), n2
(
T ii − T i+1i+1
)
= n1
(
U ii − U i+1i+1
)
= n1diag (0, ..., 1,−1, 0, ..., 0).
Squaring and taking the trace of this matrix gives tr
[
n22
(
T ii − T i+1i+1
)2]
= 2.
Thus, from Eq.(2.85), we have n2 = 1.
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Summarizing,
a = 1, 2, ...N2 − 1
Ta =

 T ij + T ji N(N−1)2 generators
−i
(
T ij − T ji
)
N(N−1)
2
generators
 ; ∀i 6= j = 1, 2, ..., N

√
N
N−2
(
T ii + T
i+1
i+1
)
N − 1 generators(
T ii − T i+1i+1
)
N − 1 generators
 ; i = 1, ...N − 1
(2.86)
Any N − 1 of the total 2(N − 1) diagonal generators above are allowed. It is
also instructive to express Ta’s in terms of U
i
j ’s,
a = 1, 2, ...N2 − 1
Ta =

 U ij + U ji N(N−1)2 generators
−i
(
U ij − U ji
)
N(N−1)
2
generators
 ; ∀i 6= j = 1, 2, ..., N

√
N
N−2
(
U ii + U
i+1
i+1 − 2N 1
)
N − 1 generators(
U ii − U i+1i+1
)
N − 1 generators
 ; i = 1, ...N − 1
(2.87)
The generators Ta satisfy
[Ta, Tb] = ifabcTc (2.88)
An arbitrary group element of the SU(N) group is then given by
e−i
∑N2−1
a=1
ϕaTa (2.89)
where the angles, ϕa, parametrize the group transformation.
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2.4 SO(2N) algebra in a U(N) basis
complete embedding of U(N) into SO(2N)
Let P and Q given by
P = W + iX and Q = Y + iZ (2.90)
be N dimensional complex column vectors of the U(N) group where W , X ,
Y and Z are real vectors. Then the U(N) group transformations,
P ′ = SP, Q′ = SQ
S = eib.MU(N) ; S†S = SS† = 1; MU(N) = M
†
U(N) (2.91)
leaves the following scalar products invariant:
P †P =W TW +XTX
Q†Q = Y TY + ZTZ
Q†P = Y TW + ZTX + i
(
Y TX − ZTW
)
(2.92)
Now, define two 2N dimensional vectors as follows:
ρ =
W
X
 , ξ =
Y
Z
 (2.93)
The above U(N) invariants can now be expressed in terms of ρ and ξ
ρTρ =W TW +XTX
ξT ξ = Y TY + ZTZ
ξTρ = Y TW + ZTX
ξTJρ = Y TX − ZTW, J =
 0 1
−1 0
 (2.94)
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Next, consider the SO(2N) group acting on the real 2N dimensional
vectors ρ and ξ. Then, the SO(2N) group transformations
ρ′ = Rρ, ξ′ = Rξ
where R = eia.MSO(2N)
with RTR = RRT = 1 and MSO(2N) = −MTSO(2N) (2.95)
leaves the following scalar products invariant:
ρTρ, ξT ξ, ξTρ (2.96)
Since these quantities in Eq.(2.96), which are SO(2N) invariants and are also
U(N) invariants (see Eq.(2.94)), U(N) is a ”natural” subgroup of SO(2N).
Note that since R ∈ SO(2N), the antisymmetric generators MSO(2N) in
the basis of Eq.(2.93), can be written as
MSO(2N) = i
 A B
−BT C
 (2.97)
where A and C are real antisymmetric (A = −AT, C = −CT) N × N
matrices while B is an arbitrary real N ×N matrix.
Additionally, if we impose that R ∈ U(N), then MSO(2N) is also a gen-
erator of U(N): MSO(2N) ⊃ MU(N). Then the corresponding transformation
must also leave the fourth quantity in Eq.(2.94) invariant: ξ′TJρ′ = ξTJρ ⇒
e
ia.MT
U(N)Jeia.MU(N) , which under infinitesimal transformations takes the form
MTU(N)J+ JMU(N) = 0 (2.98)
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Inserting Eq.(2.97) into Eq.(2.98) gives
MU(N) =
 A B
−B A
 (2.99)
where A is a real N × N antisymmetric matrix and B is a real N × N
symmetric matrix.
The number of independent elements in A and B are 1
2
N(N − 1) and
1
2
N(N+1), respectively, giving a total of N2 independent elements inMU(N).
The traceless matrices A (since A is antisymmetric) and the traceless part
of matrices iB: i[B − 1
N
tr(B)1] will form the adjoint N2 − 1 dimensional
representation of the SU(N) group and the trace of B: i
N
tr(B)1 will be
an SU(N) singlet. This term generates the U(1) group of complex phase
transformations. Thus, we have the decomposition SO(2N) → U(N) →
SU(N)⊗ U(1).
However, the adjoint and singlet representations of SU(N) is not the
full story. There are other generators of SO(2N) that are not in MU(N).
These remaining
(
2N
2
)
− N2 = N(N − 1) generators of SO(2N) form two
antisymmetric tensor representations of U(N): −K ± iL each of dimension
1
2
N(N − 1): K L
L −K
 (2.100)
This can be seen from the following argument. From above we have learned
that 2N dimensional real vector,
W
X
, of SO(2N), decomposes into N⊕N
dimensional vectors of SU(N) corresponding to W ± iX . Further, the (anti-
symmetric) generators of SO(2N) can be associated with 2nd rank antisym-
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metric tensors. Thus, under SO(2N) ⊃ SU(N)⊗ U(1) decomposition:
[2N ⊗ 2N ]as ⊃
{
(N ⊕N)⊗ (N ⊕N)
}
as[(
2N
2
)]
⊃ {N ⊗N}as ⊕
{
N ⊗N
}
as
⊕
{
N ⊗N
}
[N(2N − 1)] ⊃
{
1
2
N(N − 1)
}
⊕
{
1
2
N(N − 1)
}
⊕
{
N2 − 1
}
⊕ {1}
(2.101)
Altogether,
MSO(2N) =
 A+K B+ L
−B+ L A−K
 (2.102)
Summarizing:
• N2−1 dimensional adjoint of SU(N) is formed from A+i
(
B− 1
N
tr(B)1
)
• Singlet of SU(N) is formed from 1
N
tr(B)1
• Antisymmetric representations of SU(N) is formed from −K + iL and
−K− iL each of dimensionality 1
2
N(N − 1)
• A, K, L are real N × N antisymmetric matrices and B is a real N × N
symmetric matrix.
generators of SU(N) in terms of SO(2N)
For compactness and clarity we drop the subscript from MSO(2N) and write
them simply as M . Looking at the block structure of M in Eq.(2.102), we
can make the following assignments (i, j = 1, ..N)
Aij = −
1
2
(Mij +Mi+N j+N) , B
i
j =
1
2
(Mi j+N +Mj i+N)
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Kij =
1
2
(Mij −Mi+N j+N) , Lij = 1
2
(Mi j+N −Mj i+N ) (2.103)
The generators of U(N) group are U ij , defined by
U ij = A
i
j + iB
i
j (2.104)
while the SU(N) generators, T ij , are given by
T ij = U
i
j −
1
N
Ukk δ
i
j (2.105)
while the U(1) generator, Y , is given by
Y = Ukk (2.106)
Lastly, the broken generators of SO(2N) group, V ij and V ij are
V ij = −Kij − iLij
V ij = −Kij + iLij (2.107)
decomposition of tensor representations of SO(2N) under the
subgroup SU(N) ⊗ U(1)
The irreducible tensor representations of SO(2N) can be decomposed un-
der SO(2N) ⊃ SU(N)⊗ U(1) by forming tensor products and using Young
tableau.
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1. Vector of SO(2N)
This case was already considered in the previous subsections:
[2N ] ⊃ {N} ⊕ {N} (2.108)
2. 2nd rank tensors of SO(2N)
The antisymmetric tensor representation was also considered in the previ-
ous sections
[N(2N − 1)] ⊃ {1/2N(N − 1)}⊕{1/2N(N − 1)}⊕{N2− 1}⊕{1} (2.109)
In the case of 2nd rank symmetric traceless tensor of dimensionality
(
2n+1
2
)
−(
2N
0
)
, we get [2N ⊗2N ]s ⊃ {(N⊕N)⊗ (N⊕N)}s which on simplifying gives
[N(2N + 1)− 1] ⊃ {1/2N(N + 1)} ⊕ {1/2N(N + 1)} ⊕ {N2 − 1} ⊕ {1}
(2.110)
3. 3rd rank tensors of SO(2N)
Here we form an anti-symmetrized and a symmetrized product of three vec-
tors and subtract off the trace in the case of a symmetric tensor representa-
tion.
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The result for the decomposition of antisymmetric tensor representation
with dimensionality
(
2N
3
)
is given by
[2N/3(2N − 1)(N − 1)] ⊃ {1/6N(N − 1)(N − 2)}
⊕{1/6N(N − 1)(N − 2)} ⊕ {1/2N(N + 1)(N − 2)}
⊕{1/2N(N + 1)(N − 2)} ⊕ {N} ⊕ {N} (2.111)
While the result for the symmetric traceless tensor representation of dimen-
sionality
(
2N+2
3
)
−
(
2N
1
)
is
[2N/3(2N + 1)(N + 1)− 2N ] ⊃ {1/6N(N + 1)(N + 2)}
⊕{1/6N(N + 1)(N + 2)} ⊕ {1/2N(N − 1)(N + 2)}
⊕{1/2N(N − 1)(N + 2)} (2.112)
4. 4th rank tensors of SO(2N)
Using the technique as before, we have the following decomposition of the(
2N
4
)
component 4th rank antisymmetric tensor representation
[1/6N(N − 1)(2N − 1)(2N − 3)] ⊃ {1/24N(N − 1)(N − 2)(N − 3)}
⊕{1/24N(N − 1)(N − 2)(N − 3)} ⊕ {1/6N(N + 1)(N − 1)(N − 3)}
⊕{1/6N(N + 1)(N − 1)(N − 3)} ⊕ {1/2N(N − 1)}{1/2N(N − 1)}
⊕{1/4N2(N + 1)(N − 3)} ⊕ {N2 − 1} ⊕ {1}
(2.113)
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For the case of symmetric traceless tensor representation of dimensionality(
2N+3
4
)
−
(
2N+1
2
)
, the decomposition is
[1/6N(N + 1)(2N + 1)(2N + 3)−N(2N + 1)] ⊃
{1/24N(N + 1)(N + 2)(N + 3)} ⊕ {1/24N(N + 1)(N + 2)(N + 3)}
⊕{1/6N(N + 1)(N − 1)(N + 3)} ⊕ {1/6N(N + 1)(N − 1)(N + 3)}
⊕{1/4N2(N − 1)(N + 3)}
(2.114)
5. 5th rank tensors of SO(2N)
The 5th rank antisymmetric tensor representation has dimensionality is
(
2N
5
)
and can be decomposed as follows
[1/15N(2N − 1)(N − 1)(2N − 3)(N − 2)] ⊃
{1/120N(N − 1)(N − 2)(N − 3)(N − 4)}
⊕{1/120N(N − 1)(N − 2)(N − 3)(N − 4)}
⊕{1/24N(N + 1)(N − 1)(N − 2)(N − 4)}
⊕{1/24N(N + 1)(N − 1)(N − 2)(N − 4)}
⊕{1/6N(N − 1)(N − 2)} ⊕ {1/6N(N − 1)(N − 2)}
⊕{1/12N2(N + 1)(N − 1)(N − 4)} ⊕ {1/12N2(N + 1)(N − 1)(N − 4)}
⊕{1/2N(N + 1)(N − 2)} ⊕ {1/2N(N + 1)(N − 2)} ⊕ {N} ⊕ {N}
(2.115)
For the case of symmetric traceless tensor representation of dimensionality
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(
2N+4
5
)
−
(
2N+2
3
)
, the decomposition is
[1/15N(N + 1)(2N + 1)(2N + 3)(N + 2)− 2N/3(2N + 1)(N + 1)] ⊃
{1/120N(N + 1)(N + 2)(N + 3)(N + 4)}
⊕{1/120N(N + 1)(N + 2)(N + 3)(N + 4)}
⊕{1/24N(N + 1)(N − 1)(N + 2)(N + 4)}
⊕{1/24N(N + 1)(N − 1)(N + 2)(N + 4)}
⊕{1/4N2(N − 1)(N + 3)} ⊕ {1/4N2(N − 1)(N + 3)}
(2.116)
2.5 Spinor representation of SO(2N)
introducing clifford algebra
The spinor representations of SO(2N) are most easily studied by the intro-
duction of the generalized Dirac Γ matrices. To that end, recall that the
special orthogonal group SO(2N) can be considered as those linear trans-
formation (X ′µ = RµνXν) on the coordinates X1, X2,..., X2N such that the
quadratic form: X21 + X
2
2 + ... + X
2
2N is invariant. Now, if we write this
quadratic form as the square of a linear form of Xµ’s, then
X21 +X
2
2 + ...+X
2
2N = (Γ1X1 + Γ1X1 + ...Γ2NX2N)
2 (2.117)
This requires that
{Γµ,Γν} = 2δµν ; µ, ν = 1, ..., 2N (2.118)
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Γµ defines a rank 2N Clifford algebra. It is obvious from the last equation
that
Γ2µ = 1 no sum on µ (2.119)
Multiply both sides of Eq.(2.118) by Γν and use Eq.(2.119) to get ΓνΓµΓν =
Γµ (no sum on ν). If we assume a matrix representation of Γµ’s, then taking
trace of this last expression we get tr(Γµ) = tr(ΓνΓµΓν) = tr(−ΓµΓνΓν) =
−tr(Γµ). Hence,
tr (Γµ) = 0 (2.120)
existence of spinorial representations
We show the existence of spinorial represenations by explicit construction
of Γµ’s. We necessarily make them Hermitian: Γµ = Γ
†
µ. This means we can
choose a representation in which Γµ is diagonal. Thus, Eq.(2.119) implies
that the (diagonal elements) eigenvalues of Γµ are either +1 or −1 and to-
gether with Eq.(2.120) we conclude that the number of +1’s and −1’s have
to be the same. Thus Γµ are even dimensional matrices.
In general there are two ways to represent the Γµ’s. One is through the
2N ×2N generalized Dirac matrices formed from the direct products of Pauli
matrices. The other is by means of creation and annihilation operators acting
on a Hilbert space. We will discuss both of these techniques, however, we
rely heavily on the latter method.
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Recall that the 2× 2 Pauli spin matrices (N = 1)
σ1 =
 0 1
1 0
 , σ2 =
 0 −i
i 0
 , σ3 =
 1 0
0 −1
 (2.121)
satisfy the properties
{σa, σb} = 2δab; a, b = 1, 2, 3 (2.122)
Thus, one possibility for γµ’s (µ = 1, 2, .., 2N) is to express them in terms of
Pauli matrices in the following specific way
Γ2i = 1⊗ 1⊗ ...⊗ 1⊗ σ1 ⊗ σ3 ⊗ σ3 ⊗ ...⊗ σ3; i = 1, .., N
Γ2i−1 = 1⊗ 1⊗ ...⊗ 1⊗ σ2 ⊗ σ3 ⊗ σ3 ⊗ ...⊗ σ3; i = 1, .., N (2.123)
The 2×2 identity matrix, 1, occurs (i−1) times and σ3 occurs (N − i) times
in each of these expressions above. Further, each of the σ1 and σ2 occur
once at the ith position. Each of the Kronecker products contain N , 2 × 2
matrices. Hence Γµ’s are 2
N × 2N matrices. It is very easy to verify that the
Γµ’s given by Eq.(2.123) satifies Eq.(2.118).
For the second technique, we define a set of N fermionic creation and
annihilation operators bi and b
†
i (i = 1, ..., N), obeying the anti-commutation
rules
{bi, b†j} = δji ; {bi, bj} = 0; {b†i , b†j} = 0 (2.124)
and represent the set of N Hermitian operators Γµ (µ = 1, 2, .., 2N) by
Γ2i = (bi + b
†
i ); Γ2i−1 = −i(bi − b†i )
Γµ = Γ
†
µ (2.125)
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generators of SO(2N) in the spinor representations - construc-
tion of spinors
First, recall that the 2N × 2N matrix, R, is an orthogonal matrix: RTR =
RRT = 1 and is associated with rotations through angle aµν in the µ − ν
plane in the 2N dimensional coordinate space: X ′µ = RµνXν where R(a) =
e
i
2
aαβMαβ with aαβ = −aβα.
In order to construct the generators and spinors in SO(2N) we ask the
following two questions
How does Γµ transform under the transformation X
′
µ = RµνXν?
The answer is simple. The following transformation on Γµ:
Γµ → Γ′µ = RµνΓν (2.126)
will generate the Clifford algebra:
{
Γ′µ,Γ
′
ν
}
= 2δµν .
How does an SO(2N) spinor, Ψ(X), transform under the transformation
X ′µ = RµνXν?
To answer this question, we define the following transformation on the spinor
Ψ(X)→ Ψ′(X ′) = S(R)Ψ(X) (2.127)
where we have introduced a spinor by means of an 2N dimensional column
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vector
Ψ(x) =

Ψ1(x)
Ψ2(x)
.
.
.
Ψ2N (x)

(2.128)
The unknown transformation matrix, S(R), induces a similarity transfor-
mation on the matrices Γµ:
Γ′µ = S(R)ΓµS
−1(R) (2.129)
This is true because Γ′µ, given by Eq.(2.129), also satisfies the Clifford algebra.
S(R) is called a spinor representation of the SO(N) group. The notation ∆
is usually used for the spinor representation.
Eqs.(2.126) and (2.129) implies
RµνΓν = S(R)ΓµS
−1(R) (2.130)
Next, we construct the explicit form of the transformation matrix, S(R). We
write
S(R) = e−
i
4
aαβΣαβ (2.131)
where Σαβ are the spinorial generators to be determined. For infinitesimal
rotations Eqs.(2.130) and (2.131) gives
(
1− i
4
aαβΣαβ
)
Γµ
(
1+ i
4
aσǫΣσǫ
)
=
Γν (δνµ + aνµ). On simplification, it gives
Σµν =
i
2
[Γµ,Γν] (2.132)
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Note Σµν is antisymmetric (Σµν = −Σνµ) as expected and Hermitian (Σ†µν =
Σµν). One useful form of Σµν is in terms of creation and annihilation oper-
ators. Using Eqs.(2.125) and (2.132) the generators can be easily put in a
more useful form
Σ2j−1 2k−1 =
i
2
[
bj , b
†
k
]
− i
2
[
bk, b
†
j
]
− i
(
bjbk + b
†
jb
†
k
)
Σ2j 2k−1 =
1
2
[
bj , b
†
k
]
+
1
2
[
bk, b
†
j
]
−
(
bjbk − b†jb†k
)
Σ2j 2k =
i
2
[
bj , b
†
k
]
− i
2
[
bk, b
†
j
]
+ i
(
bjbk + b
†
jb
†
k
)
(2.133)
Further, these generators satisfy the usual SO(2N) Lie algebra
[Σµν ,Σρσ] = −2i (δµρΣνσ − δµσΣνρ − δνρΣµσ + δνσΣµρ) (2.134)
Note for µ 6= ν 6= ρ 6= σ, [Σµν ,Σρσ] = 0. This implies Σµν and Σρσ can be
simultaneously diagonalized, that is there exists a basis in which both Σµν
and Σρσ are represented by diagonal matrices. It is clear from Eq.(2.133)
that Σ2k 2k−1 = N−2b†i bi are the N diagonal generators and form the Cartan
subalgebra of SO(2N).
As a concluding remark, observe that the group element S(R) is unitary.
This is because Σµν ’s are Hermitian.
Ψ† → Ψ′† = Ψ†S−1(R); S−1(R) = S†(R) (2.135)
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scalar boson in the spinor representation
global transformation
Assuming the parameters, aαβ to be independent of space-time, the kinetic
energy for the spinors given by
L = ∂AΨ
†∂AΨ (2.136)
is globally invariant because ∂AΨ
′†∂AΨ′ = ∂A(Ψ
†S−1)∂A(SΨ) = ∂AΨ
†∂AΨ,
and where we have used Eqs.(2.127) and (2.135).
local transformation
Here we introduce the covariant derivative, DA, just as in the case for trans-
formation of vectors and tensors under local transformations
DA =
[
∂A − ig
2
ΣµνW
A
µν
]
(2.137)
with DA transforming
DA → D′A = SDAS−1 (2.138)
The covariant derivative acting on the spinor
(DAΨ)µ =
[
∂A − ig
2
(Σαβ)µνW
A
αβ
]
Ψν (2.139)
The corresponding complete locally invariant kinetic energy for the spinors
is
L = (DAΨ)
†DAΨ− 1
4
FABµνF
AB
µν (2.140)
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where the second term represents the kinetic energy for the gauge fields, WAµν
(see Eq.(2.59)).
fermion in the spinor representation
global transformation
In the case of global transformations the kinetic energy is the Dirac La-
grangian,
L = iΨγA∂AΨ (2.141)
where Ψ = Ψ†γ0 and γA are the Dirac matrices of the Lorentz group.
local transformation
In the case of a locally invariant kinetic energy we must replace the ordinary
space-time derivative in the previous equation by the covariant derivative
and add the kinetic energy for the gauge vector bosons
L = iΨγADAΨ− 1
4
FABµνF
AB
µν (2.142)
where the interaction gauge-fermionic part of the Lagrangian is
iΨγADAΨ = iΨµγ
A∂AΨµ +
g
4
Ψµγ
AWAαβ(Σαβ)µνΨν (2.143)
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abstract SU(N) subgroup
We begin with the identification that the operators uij, given by
uij = −
1
2
[
b†i , bj
]
= −b†ibj + δij (2.144)
satisfy the U(N) algebra
[
uij, u
k
l
]
= δilu
k
j − δkjuil (2.145)
That is, they are the generators of U(N) group. Further, the operators, uij
can be easily expressed as linear combinations of the SO(2N) generators,
Σµν ’s, as follows
uij =
1
4
(iΣ2i 2j + iΣ2i−1 2j−1 + Σ2i 2j−1 + Σ2j 2i−1) (2.146)
Hence, the uij’s generate a subalgebra, that is, U(N) is a subgroup of SO(2N).
If one recalls from Eq.(2.104), uij is expressed in terms of an antisymmetric
tensor, Aij and symmetric tensor, B
i
j . These are identified here as
uij = A
i
j + iB
i
j
Aij = −
1
4
(
[b†i , bj ]− [b†j , bi]
)
Bij =
i
4
(
[b†i , bj ] + [b
†
j , bi]
)
(2.147)
Let’s now identify all the spinorial generators of the SO(2N) group under
the subgroup decomposition:
SO(2N) ⊃ SU(N)× U(1)
55
N(2N − 1) Σµν ’s ⊃

N2 − 1 tij ’s
1
2
N(N − 1) V ij ’s
1
2
N(N − 1) V ij ’s
1 Y

(2.148)
tij : Generators in the adjoint representation
tij = u
i
j −
1
N
δij
N∑
k=1
ukk
tij = −b†i bj +
1
N
δij
N∑
k=1
b†kbk
tij =
1
4
(iΣ2i 2j + iΣ2i−1 2j−1 + Σ2i 2j−1 + Σ2j 2i−1)
− 1
2N
δij
N∑
k=1
Σ2k 2k−1 (2.149)
One can identify these real (ti†j = t
j
i ) operators, t
i
j ’s of the abstract SU(N)
group with the generators T ij ’s of the matrix SU(N) group (see section 2.3),
and construct Hermitian operators, ta, exactly like Hermitian traceless gen-
erators which are given by Eq.(2.86),
a = 1, 2, ...N2 − 1
ta =

 tij + tji N(N−1)2 generators
−i
(
tij − tji
)
N(N−1)
2
generators
 ; ∀i 6= j = 1, 2, ..., N

√
N
N−2
(
tii + t
i+1
i+1
)
N − 1 generators(
tii − ti+1i+1
)
N − 1 generators
 ; i = 1, ...N − 1
(2.150)
The Hermitian generators, ta, can be expressed in terms of the real genera-
tors, tij , by means of Hermitian traceless N×N matrices, Ta (Ta = T †a , trTa =
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0) introduced in section 2.3, through the equation
ta =
1
2
(Ta)
i
jt
j
i (2.151)
Using Eq.(2.149) we get
ta = −b†j(Ta/2)ijbi = −b†j(T ∗a /2)jibi; a = 1, ..., N2 − 1 (2.152)
Clearly, ta’s satisfy
[ta, tb] = ifabctc (2.153)
where fabc are the structure constants of SU(N).
Y : U(1)Y generator
Y =
N∑
k=1
ukk =
N
2
−
N∑
k=1
b†kbk =
1
2
Σ2k−1 2k (2.154)
Y commutes with all the generators of the SU(N) group and hence gen-
erates a U(1) subalgebra. One can easily verify that Y
(
b†i1b
†
i2 ...b
†
im |0 >
)
=(
N
2
−m
)
×
(
b†i1b
†
i2 ...b
†
im |0 >
)
. This shows that the representation, [m] ≡
b†i1b
†
i2 ...b
†
im |0 > in the spinor representations of SO(2N) has U(1)Y charges,
QY =
N
2
−m, up to a normalization. Summarizing
[m] ≡ b†i1b†i2 ...b†im |0 >
Y [m] = (N − 2m) [m] (2.155)
That is, the representation, [m] has N − 2m, U(1) charges.
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V ij and V ij : Antisymmetric tensors of SU(N)
V ij = b†ib
†
j =
1
4
(Σ2i 2j−1 − Σ2j 2i−1 + iΣ2i−1 2j−1 − iΣ2i 2j)
V ij = bibj =
1
4
(−Σ2i 2j−1 + Σ2j 2i−1 + iΣ2i−1 2j−1 − iΣ2i 2j) (2.156)
2.6 Decomposition of SO(2N) spinor into an-
tisymmetric tensors of SU(N)
Having shown the complete imbedding of SU(N) in SO(2N), we expect that
an arbitrary 2N spinor Ψ of SO(2N) can be represented by SU(N) tensors,
ψi1i2...ir of rth rank: Ψ = (ψ, ψi1 , ψi1i2 ..., ψi1i2...iN ). These SU(N) tensors have
to be necessarily antisymmetric in their indices as can be seen by a simple
dimensionality argument. Write the 2N dimensionality of SO(2N) spinor
as (1 + 1)N and use binomial theorem to write this further as
∑N
k=0
(
N
k
)
=
1 + N + 1
2
N(N − 1) + ... + 1. These are exactly the dimensionalities of
antisymmetric tensors.
We want to construct a basis for antisymmetric SU(N) tensors and also
a basis for the SO(2N) spinor. For this reason we introduce a Fock vacuum,
|0 >≡ |0, 0, .., 0, 0 > (N unoccupied states), annihilated by the destruction
operators
bi|0 >= 0; ∀i = 1, ..., N (2.157)
One ith occupied state for a fermion out of a possible N states could be
denoted as a ket state Ωi ≡ |0, 0, .., 0, 1, 0, ..0 >= b†i |0 >. One can then, in
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principle, generalize it to ket states of the form:
Ωm,i1i2...im ≡ b†i1b†i2 ...b†im |0 > (2.158)
denoting a state occupied by m fermions in positions i1, i2, .., im. These
strings of 0’s and 1’s span a 2N dimensional Hilbert space. The corresponding
bra state is
Ω†m,im...i2i1 =< 0|bim...bi2bi1 (2.159)
It is very easy to verify that the ket and bra states satisfy the orthonormality
relations
Ω†r,ir...i2i1Ωs,j1j2...is =

δi1[j1δ
i2
j2 ...δ
ir
js]
for r = s
0 for r 6= s
 (2.160)
Thus, the ket states Ωm,i1i2...im form a basis for the m
th rank antisymmetric
tensors of SU(N) and the collection of these states {Ωm} for 0 ≤ m ≤ N form
a basis for the SO(2N) spinor with expansion coefficients being the antisym-
metric tensors of SU(N): Ψ = k0Ω0ψ + k1Ωi1ψ
i1 + ... + kNΩi1i2...iNψ
i1i2...iN .
ki’s are normalization constants and are determined through the invariant
scalar product (see Eqs.(2.127) and (2.135)): Ψ
′†Ψ′ = Ψ†Ψ where
Ψ†Ψ =
N∑
m=0
1
m!
ψ†im...i1ψ
i1...im
where ψ†im...i1 ≡ ψ∗i1...im (2.161)
Finally,
Ψ =
N∑
p=0
1
p!
ψi1...ip
p∏
q=1
b†iq |0 > (2.162)
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2.7 SO(2N) chirality and projection opera-
tors
Recall that σ12, σ34,...,σ2N−1 2N can be simultaneously diagonalized. There-
fore, we define the SO(2N) group chirality operator Γ0 as
Γ0 ≡
N∏
k=1
Σ2k−1 2k = (−i)NΓ1Γ2....Γ2N (2.163)
Other easily verified forms of Γ0 which are useful for later computation are
Γ0 =
N∏
k=1
[bk, b
†
k] =
N∏
k=1
(1− 2b†kbk) (2.164)
One can further easily verify the following properties of the chirality operator
Γ†0 = Γ0
tr(Γ0) = 0
{Γ0,Γµ} = 0
Γ20 = 1
[Γ0,Σµν ] = 0 (2.165)
Now, Γ0 commutes with all the generators Σµν ’s. This implies that the spinor
representation, S(R)
(
= ei/2aαβΣαβ
)
, also commutes with Γ0: [Γ0, S(R)] = 0.
This, together with the fact that Γ0 6=(constant)1 (see Eq. (2.163)), we
conclude, using Schurs lemma, that the 2N space is reducible. Further, from
Γ20 = 1 we can decompose the 2
N dimensional spinor into two 2N−1 irreducible
representations: ∆+ and ∆−, corresponding to the eigenvalues +1 and −1 of
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Γ0: Γ0Ψ = ±Ψ. Thus, we write
∆(2N) = ∆+(2
N−1)⊕∆−(2N−1)
Ψ ≡ Ψ(+) +Ψ(−)
Ψ(±) =
1
2
(1± Γ0)Ψ
Γ0Ψ(±) = ±Ψ(±) (2.166)
Also one has
Generators of ∆± :
1
2
(1± Γ0)Σµν = i
4
(1± Γ0) [Γµ,Γν ] (2.167)
Ψ(+) and Ψ(−) are called semi-spinors and they transform as two inequivalent
representations.
Note that on using Eq.(2.164), one finds Γ0b
†
i = −b†iΓ0. It is then gener-
alized to
Γ0b
†
i1b
†
i2 ...b
†
im |0 >= (−1)mb†i1b†i2 ...b†im |0 > (2.168)
Using Eqs.(2.166) and (2.167) in Eq.(2.162) we get, for N =odd,
Ψ+ =
N−1∑
p=0,2,..
1
p!
ψi1...ip
p∏
q=1
b†iq |0 >
Ψ− =
N∑
p=1,3,..
1
p!
ψi1...ip
p∏
q=1
b†iq |0 > (2.169)
while for N=even, the sums above terminate at N and N − 1 for Ψ+ and
Ψ(−), respectively. In general, the p index tensors of SU(N) can be reduced
to N − p index tensors using the Levi Civita tensor of SU(N):
ψiN ...ip+1 =
1
p!
ǫiN ...i1ψ
i1...ip
ψiN ...ip+1† =
1
p!
ǫiN ...i1ψ†i1...ip (2.170)
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As is evident from Eq.(2.169), positive chirality components of a spinor con-
tain antisymmetric SU(N) of even rank, while the negative chirality compo-
nents have odd rank tensors. Thus, for odd N :
SO(2N) ⊃ SU(N)× U(1)
2N−1+ ⊃ [
(
N
0
)
]⊕ [
(
N
2
)
]⊕ ...⊕ [
(
N
N − 1
)
]
2N−1− ⊃ [
(
N
1
)
]⊕ [
(
N
3
)
]⊕ ...⊕ [
(
N
N
)
] (2.171)
While for even N , the top and bottom expressions in Eq.(2.171) terminate
at [
(
N
N
)
] and [
(
N
N−1
)
] respectively.
The quantities 1
2
(1 ± Γ0) are projection operators as they possess the
following properties
P+ =
1
2
(1 + Γ0) , P− =
1
2
(1− Γ0)
P 2+ = P+, P
2
− = P−
P+P− = P−P+ = 0
P+ + P− = 1 (2.172)
Using the infinitesimal form of Eq.(2.131) and the fifth equation in Eq.(2.165)
it is seen that P± commute with S(R) and S
−1(R),
P±S(R) = S(R)P±, P±S
−1(R) = S−1(R)P± (2.173)
Next, consider the transformation properties of the semi-spinors. Using
Eqs.(2.127) and (2.173) in Eq.(2.166), we can write Ψ′(±) = P±Ψ
′ = P±S(R)Ψ
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= S(R)(P±Ψ). One can consider the same strategy to find the transformation
property for Ψ†(±). The results are
Ψ(±) → Ψ′(±) = S(R)Ψ(±)
Ψ†(±) → Ψ
′†
(±) = Ψ
†
(±)S
−1(R) (2.174)
We now collect some useful results regarding the projection operators.
Using the definition of P± and the fourth equation in Eq.(2.165) we get
P+ = +Γ0P+, P− = −Γ0P− (2.175)
Using the third equation in Eq.(2.165) we can show
ΓµP+ = P−Γµ, ΓµP− = P+Γµ; µ = 1, 2, ..., 2N (2.176)
Using Eq.(2.176) and the fifth equation in Eq.(2.172) it follows that
P+Γµ1Γµ2 ...ΓµkP+ = 0, P−Γµ1Γµ2 ...ΓµkP− = 0; k = odd & k ≤ N (2.177)
P+Γµ1Γµ2 ...ΓµkP− = 0, P−Γµ1Γµ2 ...ΓµkP+ = 0; k = even & k ≤ N
(2.178)
Consider the product I ≡ P+Γ1Γ2..ΓNP+ (N even). Using Eq.(2.175) and
the definition of Γ0 (Eq.(2.163)), we can write this product as I = (−i)NP+Γ1
× Γ2..ΓNΓ1Γ2..ΓNΓN+1ΓN+2..Γ2NP+. Next, we make use of the Clifford al-
gebra (Eq.(2.118)) to conclude I = (−i)N (−1)
∑N−1
k=1 P+ΓN+1ΓN+2..Γ2NP+.
In general an ordered product of N distinct Γ’s, ΓN+1ΓN+2..Γ2N , can be ex-
pressed in terms of the unordered product of the leftover N distinct Γ’s using
the Levi Civita tensor. This is possible since there are 2N distinct Γ’s:
ΓN+1ΓN+2..Γ2N =
1
N !
ǫ12...nj1j2...jNΓj1Γj2 ...ΓjN (2.179)
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Using Eq.(2.179) and the fact (−i)N (−1)
∑N−1
k=1 = (−i)N2 in the expression
for I, we get P+Γ1Γ2..ΓNP+ =
(−i)N
2
N !
ǫ12...nj1j2...jNP+Γj1Γj2...ΓjNP+. One can
similarly consider an identical product with P+’s replaced by P−’s and also a
product with P ’s of opposite chirality. The results can now be summarized
as
N even
P±Γ1Γ2..ΓNP± = ± 1
N !
ǫ12...nj1j2...jNP±Γj1Γj2...ΓjNP±
P±Γ1Γ2..ΓNP∓ = ∓ 1
N !
ǫ12...nj1j2...jNP±Γj1Γj2...ΓjNP∓ (2.180)
It is also very easy to see that the result for a product of odd number of Γµ’s
sandwiched between projection operators of opposite and same chirality will
be
N odd
P±Γ1Γ2..ΓNP∓ = ± i
N !
ǫ12...nj1j2...jNP±Γj1Γj2...ΓjNP∓
P±Γ1Γ2..ΓNP± = ∓ i
N !
ǫ12...nj1j2...jNP±Γj1Γj2...ΓjNP± (2.181)
2.8 Anomaly cancellation of the spinor rep-
resentation
Using Eqs.(2.168), (2.172), (2.175) and (2.155) we can write [25]
P±Y
k
(
b†i1b
†
i2 ...b
†
im |0 >
)
=
1± (−1)m
2
(N − 2m)k
(
b†i1b
†
i2 ...b
†
im |0 >
)
(2.182)
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The Y k-anomaly, A±(Y
k;N) = tr±Y
k for the ± chirality spinor representa-
tion is given by
A±(Y
k;N) =
N∑
m=0
(
N
m
)
1± (−1)m
2
(N − 2m)k (2.183)
where we take into consideration that each of the components,
(
N
m
)
, of the
SU(5) tensor, ψiii2...im, has charge, N − 2m.
One can now easily prove the following results
A±(Y ;N) =
±1 ;N = 10 ;N 6= 1
 (2.184)
A±(Y
3;N) =

±24 ;N = 3
±1 ;N = 1
0 ;N 6= 1, N 6= 3
 (2.185)
From this one can conclude that the spinor representations of SO(2N) are
U(1) anomaly-free for N = 2 and N ≥ 4. The cases N = 1 (SO(2) ∼=
U(1)) and N = 3 (SO(6) ∼= SU(4)) have, indeed, an anomalous spinor
representation.
2.9 Charge conjugation under SO(2N) group.
Complex and real spinor representations
of SO(2N)
For infinitesimal transformations (aαβ ≪ 1), Eqs.(2.127) and (2.131) give
δΨ′ ≡ Ψ′ − Ψ = − i
4
aαβΣαβΨ. This expression, after complex conjugation
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and the fact that Σαβ ’s are Hermitian (Σ
∗
αβ = Σ
T
αβ), takes the form, δΨ
′∗ =
i
4
aαβΣ
T
αβΨ
∗. Now consider an invertible matrix, B, and left multiply the last
expression for δΨ
′∗ to obtain
δΨc
′
=
i
4
aαβ
(
B−1ΣTαβB
)
Ψc
Ψc ≡ B−1Ψ∗; BB−1 = B−1B = 1 (2.186)
If Ψc is to remain invariant under SO(2N) transformations, then Ψc must
transform in the same way as Ψ. Thus
Ψc → Ψc′ = S(R)Ψc
δΨc
′
=
i
4
aαβ (−Σαβ) Ψc (2.187)
Comparing Eqs.(2.186) with (2.187) gives
B−1ΣTαβB = −Σαβ (2.188)
The left hand side of Eq.(2.188) using Eq.(2.132) can be written asB−1ΣTαβB =
− i
2
[(B−1ΓTαB)(B
−1ΓTβB)− (B−1ΓTβB)B−1ΓTαB)]. This would be equal to the
right hand side of Eq. (2.188) if
B−1ΓTαB = ±Γα (2.189)
To see how Γ0 transforms under charge conjugation we use Eq.(2.163) to
write B−1ΓT0B = (−i)N (B−1ΓT2NB)...(B−1ΓT2B)(B−1ΓT1B). Using Eq.(2.189)
we get B−1ΓT0B = (−i)N (±1)2N(−1)(N−1)+(N−2)+...+2+1Γ1Γ2...Γ2N . Thus
B−1ΓT0B = B
−1Γ∗0B = (−1)NΓ0 (2.190)
66
where the second expression in Eq.(2.190) follows from the fact that Γ0 is
Hermitian (see Eq.(2.165)).
Next, we take on the task of determining the explicit expression for the
charge conjugation matrix. To determine the specific representation of B we
first have to define the basis for Γµ’s and specify the behavior of Γµ’s under
charge conjugation (see Eq.(2.189)). For illustrative purposes, let’s assume
the basis to be ΓT2i = Γ2i, Γ
T
2i−1 = −Γ2i (i = N) and lets assume that Γµ trans-
forms under B as B−1ΓTµB = −Γµ. Then the correct form of B is
∏N
i=1 Γ2i−1
for odd N . This is true because B−1ΓT2iB = (−1)NΓ2i = −Γ2i and similarly
for B−1ΓT2i−1B = −(−1)N−1Γ2i−1 = −Γ2i−1. Under transposition this spe-
cific representation of B can be evaluated as follows: BT = ΓT2N−1...Γ
T
3 Γ
T
1 =
(−1)NΓ2N−1...Γ3Γ1 = (−1)N(−1)(N−2)+(N−1)+...+2+1Γ1Γ3...Γ2N−1
= (−1)N(N+1)2 B.
There are two choices for the basis of Γµ’s. These are
(A.) Basis: ΓT2i = −Γ2ı, ΓT2i−1 = Γ2i−1
Within this set there are two possible choices for the representations of B
corresponding to ± sign in Eq.(2.189)
Set A1 ≡

B−1ΓTµB = (−1)N+1Γµ
B =
∏N
i=1 Γ2i−1, B
T = (−1)N(N−1)2 B
 (2.191)
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Set A2 ≡

B−1ΓTµB = (−1)NΓµ
B =
∏N
i=1 Γ2i, B
T = (−1)N(N+1)2 B
 (2.192)
(B.) Basis: ΓT2i = Γ2i, Γ
T
2i−1 = −Γ2i−1
Set B1 ≡

B−1ΓTµB = (−1)N+1Γµ
B =
∏N
ı=1 Γ2i, B
T = (−1)N(N−1)2 B
 (2.193)
Set B2 ≡

B−1ΓTµB = (−1)NΓµ
B =
∏N
i=1 Γ2i−1, B
T = (−1)N(N+1)2 B
 (2.194)
One can choose any of the four representations of B. The Set B2 is the most
frequent choice. Further, representation free properties of B are
B2 = (−1)N(N−1)2 1, B−1 = B† = (−1)N(N−1)2 B (2.195)
that is, B is unitary.
To investigate whether the representations of a particular SO(2N) group
are real or complex, we need a deciding quantity, Q ≡ B−1[1
2
(1±Γ0)Σµν ]∗B.
More will be said about the significance of this quantity in the next sec-
tion. Here we will simply evaluate the quantity. Noting that Γ∗0 = Γ
T
0 and
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Σ∗µν = Σ
T
µν , the expression for Q can be simplified to Q =
1
2
[B−1ΣTµνB ±
(B−1ΓT0B)(B
−1ΣTµνB)]. Use of Eq.(2.190) at once gives
B−1
{
−
[
1
2
(1± Γ0) Σµν
]∗}
B =
[
1
2
(1± (−1)N Γ0)Σµν
]
(2.196)
To find a connection between between the spinor representation, ∆ (group
element: S), and its contragredient representation, ∆˘ (group element:
(ST )−1), consider the product, Z ≡ B−1STB. Use of the Eq.(2.131) and
(2.188) gives Z ≈ 1+ i
4
aαβΣαβ ≈ S−1. Finally, left and right multiplying by
B and B−1, respectively, and taking the inverse on both sides of the equation,
we get (
ST
)−1
= BSB−1 (2.197)
The representations ∆ and ∆˘ are unitarily equivalent as seen by the Eq.(2.197).
From Eq.(2.187), we can write B−1Ψ∗
′
= SB−1Ψ. Left multiplying by
B and using Eq.(2.197) we get the transformation of a spinor under the
contrgredient representation:
Ψ∗ → Ψ∗′ =
(
ST
)−1
Ψ∗ (2.198)
Transposition of this equation gives: Ψ†
′
= Ψ†S−1, this is Eq.(2.135), which
was obtained independently.
One last observation about the transformation of spinors is that there is
one more quantity that transforms like Ψ†. From Eq.(2.127), we can write
BΨ′ = BSΨ and using Eq.(2.197) we can we obtain
(BΨ)→ (BΨ′) = (ST )−1 (BΨ) (2.199)
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Taking the transpose of this equation we can write
(BΨ)T → (BΨ′)T = (BΨ)T S−1 (2.200)
which transforms like Ψ†.
It is worth summarizing the transformation properties of the above spinors
as they will be very useful later on in looking for SO(2N) invariants.
Spinor (Cogredient) representation, ∆: S(R)
Ψ→ Ψ′ = SΨ(
B−1Ψ∗
)
→
(
B−1Ψ∗
′
)
= S
(
B−1Ψ∗
)
(2.201)
Contragredient representation, ∆˘: (ST (R))−1
Ψ∗ → Ψ∗′ = (ST )−1Ψ∗ ⇒ Ψ† → Ψ†′ = Ψ†S−1
(BΨ)→ (BΨ′) = (ST )−1 (BΨ) ⇒ (BΨ)T → (BΨ′)T = (BΨ)T S−1 (2.202)
A useful result for the construction of invariants later is a property relat-
ing charge conjugation operator and the projection operators: P±B = BP±
or BP∓ according to whether N is even or odd, respectively. This result
does not depend on the representation of B. Using either representation
(
∏N
α=1 Γ2α−1,
∏N
α=1 Γ2α) and togther with Eq.(2.190), one can very easily
prove the above result. Collecting
P±B = BP±; N even
P±B = BP∓; N odd (2.203)
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Similarly, one can, with relative ease, prove
P T±B = BP±, BP
∗
± = P±B, B
−1P ∗± = P±B
−1; N even
P T±B = BP∓, BP
∗
± = P∓B, B
−1P ∗± = P∓B
−1; N even (2.204)
These properties of projection and charge conjuagation operators are going
to be very useful when looking for non-vanishing SO(2N) invariants.
Ccomplex and real spinor representations of SO(2N)
To motivate the discussion under this topic, assume ∆∗+ and ∆
∗
− (contra-
gredient representations) to be the complex conjugate of the irreducible rep-
resentations, ∆+ and ∆−, respectively. Further, recall from Eq.(2.167) that
L(±)µν ≡ [12(1± Γ0)Σµν ] represents the generators of ∆±, therefore the gener-
ators of ∆∗± are −L(±)∗µν ≡ −[12(1 ± Γ0)Σµν ]∗. This is because if under ∆±:
Ψ′(±) ≈ − i2aµνL(±)µν Ψ(±), then under ∆∗±: Ψ∗
′
(±) ≈ − i2aµν [−L(±)∗µν ]Ψ∗(±).
If ∆± is equivalent to ∆
∗
± (∆
∗
± ∼ ∆±), then there exists a charge conju-
gation (unitary) matrix B, such that B−1[−L(±)∗µν ]B = L(±)µν and the repre-
sentation is said to be real.
If, on the other hand, the representation is complex : ∆∗± ∼ ∆∓ then
in this case the generators in the ∆± are related to the one in ∆
∗
± by
B−1[−L(±)∗µν ]B = L(∓)µν .
In the case of real representations, the consequences due to the existence
of matrix B are now going to be explored. Start with B−1[−L(±)∗µν ]B =
L(±)µν and take complex conjugate of this equation to get, B
TL(±)µν (B
−1)T =
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−L(±)∗µν . Eliminating L(±)∗µν between these two equations and left multiplying
the resulting equation by (B−1)TB, we get [L(±)µν , (B
−1)TB] = 0. Then Schurs
lemma implies (B−1)TB = λ1, with λ being a constant. Left multiplying this
last equation by BT gives B = λBT . Transposing this equation we obtain
BT = λB. It is now easy to see from the last two equations that λ2 = 1.
Thus we have two cases: B = +BT with B∗B = +1 and B = −BT with
B∗B = −1. We now go a step further and investigate the possibility of
finding real representations which satisfy these two conditions by B.
We will now prove that in the first case of unitary symmetric, B (B =
+BT , B−1 = B†), one can find a basis such that representations are real.
To make progress, we begin by writing B as the product of a unitary ma-
trix, U (U−1 = U †) and its transpose: B = UUT (certainly B is unitary
symmetric). Inserting this expression for B in B−1[−L(±)∗µν ]B = L(±)µν and
left and right multiplying the resulting equation by U and U−1, respectively,
we obtain −(UL(±)µν U−1)T = UL(±)µν U−1, where we have used the fact that
L(±)µν are Hermitian as is evidenced by the explicit expression for Lµν above.
If we define a new set of generators in this basis as l(±)µν ≡ UL(±)µν U−1 and
take Hermitian conjugate on both sides of this expression we conclude that
l(±)†µν = l
(±)
µν . Further, it also follows that l
(±)T
µν = −l(±)µν . Thus, the generators,
l(±)µν , are purely imaginary and antisymmetric. Therefore, the representations
e−
i
2
aµν l
(±)
µν will be real. They are also referred to as strictly-real or real-positive
or orthogonal-like representations.
In the case when B is unitary antisymmetric: B = −BT , B−1 = B†,
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one cannot find any basis in which the representations are real. In this case
the representation is said to be pseudo-real or real-negative or simplectic-like
representations.
Let us now summarize all our findings:
Generators of ∆± : L
(±)
µν ≡
[
1
2
(1± Γ0)Σµν
]
(2.205)
Generators of ∆∗± : − L(±)∗µν ≡ −
[
1
2
(1± Γ0)Σµν
]∗
(2.206)
Real spinor representations of SO(2N)
• ∆+ is inequivalent to ∆− and ∆∗+ = ∆+, ∆∗− = ∆−
• Relation between ∆∗± and ∆±
B−1[−L(±)∗µν ]B = L(±)µν ; B−1 = B† (2.207)
• Strictly-real representations
B = +BT ; BB∗ = +1 (2.208)
A basis could be found in which the generators are purely imaginary
and antisymmetric, making the representations completely real
• Pseudo-real representations
B = −BT ; BB∗ = −1 (2.209)
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No basis could be found in which the representations are real
Complex spinor representations of SO(2N)
• ∆+ is inequivalent to ∆− and ∆∗+ = ∆−, ∆∗− = ∆+
• Relation between ∆∗± and ∆∓
B−1[−L(±)∗µν ]B = L(∓)µν ; B−1 = B† (2.210)
From the definitions of Ψ(±) (Eq.(2.166)) and Ψ
c (Eq.(2.186))one could write
(Ψ(±))
c = B−1[1
2
(1+Γ0)Ψ]
∗. On using Eq.(2.190) and the fact BB−1 = 1 we
get, at once, (
Ψ(±)
)c
=
1
2
[
1± (−1)NΓ0
]
Ψc (2.211)
Further, recall from Eq.(2.196)
B−1
[
−L(±)∗µν
]
B =
[
1
2
(1± (−1)N Γ0)Σµν
]
(2.212)
Equipped with Eqs.(2.207) through (2.212), we are now ready to classify
SO(2N) according to real and complex spinor representations.
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Case 1. N =odd. Complex representations. Theory is chiral
For N odd (N = 2k + 1), Eq.(2.212) gives B−1[−L(±)∗µν ]B = L(∓)µν which, ac-
cording to Eq.(2.210) tells us that the spinor representations of SO(4k + 2)
are complex.
Furthermore, for odd N , Eq.(2.213) implies
(
Ψ(±)
)c
= 1
2
[1∓ Γ0] Ψc, then
from the definition of Ψ(±) it implies(
Ψ(+)
)c
= (Ψc)−(
Ψ(−)
)c
= (Ψc)+ (2.213)
If we, for a moment, assign the semi-spinors Ψ(+) and Ψ(−) to left (L) and
right (R)-handed fermions, respectively, then the interpretation of Eq.(2.213)
would be that the charge conjugated state of a left-handed fermion is a right-
handed anti-fermion and vice versa. For example, for fermion α, α+L ≡ α−cL
is the anti-fermion with respect to α−R.
Case 2. N =even. Real representations. Theory is vector-like
For N even (N = 2m), Eq.(2.212) gives B−1[−L(±)∗µν ]B = L(±)µν which ac-
cording to Eq.(2.207), tells us that the spinor representations of SO(4m) are
real.
Additionally, for N even, Eq.(2.211) implies
(
Ψ(±)
)c
= 1
2
[1± Γ0] Ψc, then
from the definition of Ψ(±) it implies(
Ψ(+)
)c
= (Ψc)+
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(
Ψ(−)
)c
= (Ψc)− (2.214)
In this case, the interpretation would be that the charge conjugated state of
a left-handed particle is a left-handed anti-particle and similar argument can
be made for a right-handed particle.
The deciding factor for a particular SO(4m) group to have strictly real
or pseudo-real representations is whether B = +BT or B = −BT . Here,
the specific representation for B is not important, so, for example, we could
choose either BT = (−1)N(N+1)2 B or BT = (−1)N(N−1)2 B (see Eqs.(2.191)-
(2.195)). Either expression gives, for m even (m=2k, N=8k), BT = +B and
for m odd (m=2k+1, N=8k+4), BT = −B.
Thus, SO(8k) possesses strictly real spinor representations, while SO(8k+
4) have pseudo-real spinor representations.
2.10 General SO(2N) scalar and vector type
couplings
In this section we form SO(2N) invariants appearing in both the Lagrangian
and the superpotential. We will construct four distinct SO(2N) invariants.
They will be built from Ψ† and Ψ, ΨT and Ψ, Ψ† and Ψ∗, and ΨT and
Ψ∗. Further, classification of these SO(2N) invariants as Lorentz vectors
or scalars will require an appropriate insertion of Dirac charge conjugation
matrix, C and Dirac matrices, γA (A = 0− 3). For completeness, we list all
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the possible Lorentz scalars and vectors constructed out of Dirac spinors, χ.
Lorentz Scalars
χχ = χcχc = χLχR + χRχL
χcχ = χTLCχL + χ
T
RCχR
χχc = χLCχL
T + χRCχR
T (2.215)
Lorentz Vectors
χγAχ = χLγ
AχL + χRγ
AχR
χcγAχc = χTLCγ
ACχTL + χ
T
RCγ
ACχTR
χcγAχ = χTLCγ
AχR + χ
T
RCγ
AχL
χγAχc = χLγ
ACχTR + χRγ
ACχTL (2.216)
where
χ = χ†γ0
χc = CχT
χ = χL + χR
χ(LR)
=
1
2
(1± γ5)χ (2.217)
γAγB + γBγA = 2ηAB
η = diag(1,−1,−1,−1)
γ0† = γ0; γA† = γ0γAγ0
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γ5 = iγ
0γ1γ2γ3
C = −C−1 = −C† = −CT = iγ2γ0
C(γA)TC−1 = −γA (2.218)
invariants formed from Ψ† and Ψ: Lagrangian case
We commence by constructing bilinear spinors formed from the Kronecker
product of Ψ†, Ψ and a symmetrized or an antisymmetrized product of appro-
priate number of Γµ’s. These bilinears then transform as vectors and tensors
of SO(2N) as constructed earlier. For example, the quantity defined by
Υ{µνρ} = Ψ
†Γ{µΓνΓρ}Ψ transforms as a third rank symmetric tensor. This is
because Υ′{µνρ} = Ψ
′†Γ{µΓνΓρ}Ψ
′ = Ψ†S−1Γ{µΓνΓρ}SΨ = Ψ
†(S−1Γ{µS)(S
−1
× ΓνS)(S−1Γρ}S)Ψ = RµαRνβRργΥ{αβγ} and where we have used Eqs.(110),
(111), (113) and (118). We now list some bilinears along with their trans-
formation properties however, we will not specify the symmetry associated
with their indices:
Scalar : Υ = Ψ†Ψ; Υ′ = Υ
Vector : Υµ1 = Ψ
†Γµ1Ψ; Υ
′
µ1 = Rµ1ν1Υν1
2ndRank Tensor : Υµ1µ2 = Ψ
†Γµ1Γµ2Ψ; Υ
′
µ1µ2
= Rµ1ν1Rµ2ν2Υν1ν2
rthRank Tensor : Υµ1...µr = Ψ
†Γµ1 ...ΓµrΨ; Υ
′
µ1...µr
= Rµ1ν1...RµrνrΥν1...νr
(2.219)
An arbitrary SO(2N) tensor of rth rank , can be written as the sum of four
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bilinear semi-spinors (Ψ = Ψ(+) +Ψ(−)): Ψ
†Γµ1Γµ2 ...ΓµrΨ = Ψ
†
(±)Γµ1Γµ2 ...
× ...ΓµrΨ(±) + Ψ†(±)Γµ1Γµ2 ...ΓµrΨ(∓). Using Ψ(±) = P±Ψ, one can write
Ψ†(±)Γµ1Γµ2 ...ΓµrΨ(±) = Ψ
†[P±Γµ1Γµ2 ...ΓµrP±]Ψ. From Eq.(2.177), this quan-
tity vanishes if r is odd. Similarly, one can show using Eq.(2.178) that the
quantity Ψ†(±)Γµ1Γµ2 ...ΓµrΨ(∓) vanishes if r is even. Hence, we have the fol-
lowing results
∀N, r odd
Ψ†(±)Γµ1Γµ2 ...ΓµrΨ(±) = 0 (2.220)
∀N, r even
Ψ†(±)Γµ1Γµ2 ...ΓµrΨ(∓) = 0 (2.221)
Recall that the representation, ∆, decomposes into two irreducible repre-
sentations ∆±, while the contragredient representations, ∆˘ splits into two
irreducible ∆∗±:
∆ = ∆+ ⊕∆−
∆˘ = ∆∗+ ⊕∆∗−
∆∗+ = ∆−, ∆
∗
− = ∆+; for N odd
∆∗+ = ∆+, ∆
∗
− = ∆−; for N even
∆+ and ∆− are inequivalent (2.222)
The surviving even and odd rank tensors of SO(2N) are
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Even Rank Antisymmetric Tensors: ∆∗± ⊗∆±
Ψ†(±)Ψ(±)
Ψ†(±)Γ[µ1Γµ2]Ψ(±)
Ψ†(±)Γ[µ1Γµ2Γµ3Γµ4]Ψ(±)
...... ...... ......
Ψ†(±)Γ[µ1Γµ2Γµ3 ...Γµm]Ψ(±),
m = N − 1; N oddm = N ; N even
 (2.223)
Odd Rank Antisymmetric Tensors: ∆∗± ⊗∆∓
Ψ†(±)Γµ1Ψ(∓)
Ψ†(±)Γ[µ1Γµ2Γµ3]Ψ(∓)
Ψ†(±)Γ[µ1Γµ2Γµ3Γµ4Γµ5]Ψ(∓)
...... ...... ......
Ψ†(±)Γ[µ1Γµ2Γµ3 ...Γµm]Ψ(∓),
 m = N ; N oddm = N − 1; N even
 (2.224)
Each of the these irreducible antisymmetric tenors have dimensionalities(
2N
r
)
, where r(< N) represents the rank of the tensor.
We do not get any new tensors for m > n. To illustrate this point,
consider a tensor of rank N + k (k ≤ N), this tensor can be reduced to a
tensor of rank (2N − [N + k] =) N − k by contraction with an SO(2N)
Levi-Civita tensor carrying 2N distinct indices.
There is an additional subtlety for tensors of rank N . For N even,
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the real tensor Υ(N=even)µ1...µN of dimensionality
(
2N
N
)
splits into two real tensors
Ψ†(+)Γ[µ1Γµ2 ...ΓµN ]Ψ(+) and Ψ
†
(−)Γ[µ1Γµ2 ...ΓµN ]Ψ(−) each of dimension
1
2
(
2N
N
)
.
These decomposed tensors are real self-dual and anti-self-dual, respectively,
Υ(N=even)µ1...µN = Ψ
†
(+)Γ[µ1Γµ2 ...ΓµN ]Ψ(+) +Ψ
†
(−)Γ[µ1Γµ2 ...ΓµN ]Ψ(−)
(
Ψ†(+)Γ[µ1Γµ2 ...ΓµN ]Ψ(+)
Ψ†(−)Γ[µ1Γµ2 ...ΓµN ]Ψ(−)
)
=
1
2
(
δµ1ν1δµ2ν2...δµN νN ±
1
N !
ǫµ1µ2...µNν1ν2...νN
)
Υ(N=even)ν1...νN
(
Ψ†(+)Γ[µ1Γµ2 ...ΓµN ]Ψ(+)
Ψ†(−)Γ[µ1Γµ2 ...ΓµN ]Ψ(−)
)
= ± 1
N !
ǫµ1...µNν1...νN
(
Ψ†(+)Γ[µ1Γµ2 ...ΓµN ]Ψ(+)
Ψ†(−)Γ[µ1Γµ2 ...ΓµN ]Ψ(−)
)
(2.225)
For N odd, the real tensor Υ(N=odd)µ1...µN of dimensionality
(
2N
N
)
splits into
two complex tensors Ψ†(+)Γ[µ1Γµ2 ...ΓµN ]Ψ(−) and Ψ
†
(−)Γ[µ1Γµ2 ...ΓµN ]Ψ(+) each
of dimension 1
2
(
2N
N
)
. These decomposed tensors are complex self-dual and
anti-self-dual, respectively,
Υ(N=odd)µ1...µN = Ψ
†
(+)Γ[µ1Γµ2 ...ΓµN ]Ψ(−) +Ψ
†
(−)Γ[µ1Γµ2 ...ΓµN ]Ψ(+)
(
Ψ†(+)Γ[µ1Γµ2 ...ΓµN ]Ψ(−)
Ψ†(−)Γ[µ1Γµ2 ...ΓµN ]Ψ(−)
)
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=
1
2
(
δµ1ν1δµ2ν2...δµN νN ±
i
N !
ǫµ1µ2...µNν1ν2...νN
)
Υ(N=odd)ν1...νN
(
Ψ†(+)Γ[µ1Γµ2 ...ΓµN ]Ψ(−)
Ψ†(−)Γ[µ1Γµ2 ...ΓµN ]Ψ(+)
)
= ± i
N !
ǫµ1...µNν1...νN
(
Ψ†(+)Γ[µ1Γµ2 ...ΓµN ]Ψ(−)
Ψ†(−)Γ[µ1Γµ2 ...ΓµN ]Ψ(+)
)
(2.226)
Eqs. (2.225) and (2.226) can be verified at once upon using Ψ(±) = P±Ψ and
Eqs.(2.180) and (2.181).
If we follow the conventional assignment of the left-handed fermion states
to Ψ(+) then Ψ(−)
(
=Ψ∗
(+)
N odd
=Ψ∗
(−)
N even
)
contains the right-handed CP conjugate fermion
states. The product 2N−1(±) ⊗ 2N−1(∓) (N odd) and 2N−1(±) ⊗ 2N−1(±) (N even) then
transforms as a Lorentz vector. Thus, to make these tensors a Lorentz vector,
we must insert the product γ0γA. Similarly, the product 2N−1(±) ⊗ 2N−1(±) (N
odd) and 2N−1(±) ⊗ 2N−1(∓) (N even) transform as a Lorentz scalar and we must
insert a γ0 in these tensors.
In order to form SO(2N) invariants we must contract antisymmetric
bosonic tensors (Eq.(2.50)) of appropriate rank with each of the above anti-
symmetric tensors formed from the Kronecker product of spinors so that the
whole object transforms like a scalar. For the sake of illustration, consider the
quantity I = Ψ†(+)Γ[µ1Γµ2Γµ3]Ψ(−)Φ
(A)
µ1µ2µ3
, which we now show to transform
as an SO(2N) scalar: I ′ = Ψ
′†
+Γ[µ1Γµ2Γµ3]Ψ
′
(−)Φ
(A)′
µ1µ2µ3
= Ψ†(+)(S
−1Γ[µ1S)
× (S−1Γµ2S)(S−1Γµ3]S)Ψ(−)Rµ1ν1Rµ2ν2Rµ3ν3Φ(A)ν1ν2ν3 = Ψ†(+)(Rµ1σ1Γ[σ1)
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× (Rµ2σ2Γσ2)(Rµ3σ3Γσ3])Ψ(−)RTν1µ1RTν2µ2RTν3µ3Φ(A)ν1ν2ν3 = Ψ†(+)Γ[σ1Γσ2Γσ3]Ψ(−)
× Φ(A)ν1ν2ν3δν1σ1δν2σ2δν3σ3 = I.
Let us now summarize our results
N Even (Vector Couplings)
ga´b´Ψ(±)a´γ
AΨ(±)b´Φ
(A)
A
ga´b´Ψ(±)a´γ
AΓ[µ1Γµ2]Ψ(±)b´Φ
(A)
Aµ1µ2
ga´b´Ψ(±)a´γ
AΓ[µ1Γµ2Γµ3Γµ4]Ψ(±)b´Φ
(A)
Aµ1µ2µ3µ4
...... ...... ......
ga´b´Υ
(±1)A
a´b´ µ1µ2...µN
Ω
(±1)
Aµ1µ2...µN
2N−1(+) ⊗ 2N−1(+) =
(
2N
0
)
⊕
(
2N
2
)
⊕ ...⊕
(
2N
N − 2
)
⊕ 1
2
(
2N
N
)(+1)
2N−1(−) ⊗ 2N−1(−) =
(
2N
0
)
⊕
(
2N
2
)
⊕ ...⊕
(
2N
N − 2
)
⊕ 1
2
(
2N
N
)(−1)
(2.227)
N Even (Scalar Couplings)
ha´b´Ψ(±)a´Γµ1Ψ(∓)b´Φ
(A)
µ1
ha´b´Ψ(±)a´Γ[µ1Γµ2Γµ3]Ψ(∓)b´Φ
(A)
µ1µ2µ3
ha´b´Ψ(±)a´Γ[µ1Γµ2Γµ3Γµ4Γµ5]Ψ(∓)b´Φ
(A)
µ1µ2µ3µ4µ5
...... ...... ......
ha´b´Ψ(±)a´Γ[µ1Γµ2 ...ΓµN−1]Ψ(∓)b´Φ
(A)
µ1µ2...µN−1
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2N−1(±) ⊗ 2N−1(∓) =
(
2N
1
)
⊕
(
2N
3
)
⊕ ...⊕
(
2N
N − 3
)
⊕
(
2N
N − 1
)
(2.228)
N odd (Vector Couplings)
ga´b´Ψ(±)a´γ
AΨ(±)b´Φ
(A)
A
ga´b´Ψ(±)a´γ
AΓ[µ1Γµ2]Ψ(±)b´Φ
(A)
Aµ1µ2
ga´b´Ψ(±)a´γ
AΓ[µ1Γµ2Γµ3Γµ4]Ψ(±)b´Φ
(A)
Aµ1µ2µ3µ4
...... ...... ......
ga´b´Ψ(±)a´γ
AΓ[µ1Γµ2 ...ΓµN−1]Ψ(±)b´Φ
(A)
Aµ1µ2...µN−1
2N−1(±) ⊗ 2N−1(∓) =
(
2N
0
)
⊕
(
2N
2
)
⊕ ...⊕
(
2N
N − 3
)
⊕
(
2N
N − 1
)
(2.229)
N Odd (Scalar Couplings)
ha´b´Ψ(±)a´Γµ1Ψ(∓)b´Φ
(A)
µ1
ha´b´Ψ(±)a´Γ[µ1Γµ2Γµ3]Ψ(∓)b´Φ
(A)
µ1µ2µ3
ha´b´Ψ(±)a´Γ[µ1Γµ2Γµ3Γµ4Γµ5]Ψ(∓)b´Φ
(A)
µ1µ2µ3µ4µ5
...... ...... ......
ha´b´Υ
(±i)
a´b´ µ1µ2...µN
Ω(∓i)µ1µ2...µN
2N−1(−) ⊗ 2N−1(−) =
(
2N
1
)
⊕
(
2N
3
)
⊕ ...⊕
(
2N
N − 2
)
⊕ 1
2
(
2N
N
)(+i)
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2N−1(+) ⊗ 2N−1(+) =
(
2N
1
)
⊕
(
2N
3
)
⊕ ...⊕
(
2N
N − 2
)
⊕ 1
2
(
2N
N
)(−i)
(2.230)
The last lines in each of the Eqs.(2.227)-(2.230) represent the decomposition
law for the Kronecker product of the spinor representations of SO(2N) and
each of the numbers appearing on the right hand side of the equations rep-
resent the dimensionalities of the tensors formed. For example, in Eq.(227),
the rank 2 tensor, Ψ(±)a´γ
AΓ[µ1Γµ2]Ψ(±)b´ has dimensionality
(
2N
2
)
and so on.
A word about our notation is in order. ga´b´’s and ha´b´’s are coupling con-
stants. The indices a´ and b´ run over different number of generations carried
by the semi-spinors. Here, Ω± are ordinary (bosonic) rank N tensors and
satisfy duality conditions given by Eqs.(2.48) and (2.49). The other notation
used in the previous four equations that need clarification are
Ψ(±)a´ = Ψ
†
(±)a´γ
0 (2.231)
N odd
Υa´b´ µ1...µN = Υ
(+i)
a´b´ µ1µ2...µN
+Υ
(−i)
a´b´ µ1µ2...µN
Υ
(±i)
a´b´ µ1µ2...µN
=
1
2
(
δµ1ν1δµ2ν2...δµN νN ±
i
N !
ǫµ1...µNν1...νN
)
Υ
(±i)
a´b´ µ1µ2...µN
Υ
(±i)
a´b´ µ1µ2...µN
= Ψ(±)a´Γ[µ1Γµ2 ...ΓµN ]Ψ(∓)b´
Υ
(±i)
a´b´ µ1µ2...µN
= ± i
N !
ǫµ1...µNν1...νNΥ
(±i)
a´b´ µ1µ2...µN
(2.232)
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N even
ΥA
a´b´ µ1µ2...µN
= Υ
(+1)
a´b´ µ1µ2...µN
+Υ
(−1)
a´b´ µ1µ2...µN
Υ
(±1)
a´b´ µ1µ2...µN
=
1
2
(
δµ1ν1δµ2ν2...δµN νN ±
1
N !
ǫµ1...µNν1...νN
)
Υ
(±1)
a´b´ µ1µ2...µN
Υ
(±1)
a´b´ µ1µ2...µN
= Ψ(±)a´γ
AΓ[µ1Γµ2 ...ΓµN ]Ψ(±)b´
Υ
(±1)
a´b´ µ1µ2...µN
= ± 1
N !
ǫµ1...µNν1...νNΥ
(±1)
a´b´ µ1µ2...µN
(2.233)
The reader must have noticed in Eqs.(2.227) and (2.230) that the ordinary
(bosonic) rank N tensors and the rank N tensors formed from the Kronecker
product of semi-spinors satisfy same (opposite) in sign duality conditions
for N even (odd). This is absolutely necessary in order for the invariant to
be non-vanishing. This can be seen by means of a simple example. Con-
sider two 2-index antisymmetric tensors Aµ1µ2 and Bµ1µ2 of SO(4) (N=2)
satisfying the duality conditions: Aµ1µ2 = +
1
2!
ǫµ1µ2ν1ν2Aν1ν2 and Bµ1µ2 =
− 1
2!
ǫµ1µ2ν1ν2Bν1ν2. The invariant Aµ1µ2Bµ1µ2 is zero because Aµ1µ2Bµ1µ2 =
− 1
(2!)2
ǫµ1µ2ν1ν2ǫµ1µ2σ1σ2Aν1ν2Bσ1σ2 = − 1(2!)2 (2!)(δν1σ1δν2σ2 − δν1σ2δν2σ1)
= −Aµ1µ2Bµ1µ2 .
The next task is to determine the symmetry of the couplings in the ex-
change of identical semi-spinors. Looking at Eqs.(2.227) and (2.229), define a
k-index (k = odd) Kronecker product of spinors, Ka´b´ = Ψ(±)a´γ
0γAΓµ1 ...ΓµkΨ(±)b´
and recall that the spinors are anticommutating fermion fields, γ0† = γ0 and
that Γ†µ = Γµ. From the factKa´b´ = K
†
a´b´
conclude thatKa´b´ = −Ψ(±)b´Γµk ...Γµ2Γµ1
× γA†γ0Ψ(±)a´. Further, from the properties satisfied by the Dirac matrices,
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(γ0)2 = 1 and γA = γ0γA†γ0 and the anticommutating property of Γµ’s, one
can easily show that Ka´b´ = −(−1)
k(k−1)
2 Kb´a´. Thus
∀N and k even
L ≡ ga´b´Ψ(±)a´γAΓµ1Γµ2 ...ΓµkΨ(±)b´Φ(A)Aµ1µ2...µk
L =
1
2
[
ga´b´ + (−1)
k(k−1)+2
2 gb´a´
]
Ψ(±)a´γ
AΓµ1Γµ2 ...ΓµkΨ(±)b´Φ
(A)
Aµ1µ2...µk
(2.234)
If the symmetry factor (−1) k(k−1)+22 is odd, and if we restrict to one gen-
eration or do not allow for mixing between generations (a´ = b´), then L would
vanish.
One can also build symmetric traceless tensors. Here one starts with a
symmetrized product of Γµ’s and then subtracts off the trace. For example
a 2nd rank symmetric traceless tensor of dimension
(
2N+1
2
)
−
(
2N
0
)
takes the
form
Ψ†(±)Γ{µ1Γµ2}Ψ(±) − δµ1µ2Ψ†(±)Ψ(±) (2.235)
while a 3rd rank symmetric traceless tensor of dimension
(
2N+2
3
)
−
(
2N
1
)
can
be written as
Ψ†(±)Γ{µ1Γµ2Γµ3}Ψ(∓)b´ −
N
N + 2
[
δµ2µ3Ψ
†
(±)Γµ1Ψ(∓) + δµ1µ3Ψ
†
(±)Γµ2Ψ(∓)
+δµ1µ2Ψ
†
(±)Γµ3Ψ(∓)
]
(2.236)
where we have used the fact that tr(ΓµiΓµj ) = N .
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invariants formed from ΨT and Ψ: Lagrangian and superpoten-
tial cases
We, again, build bilinear spinors from ΨT and Ψ and an antisymmetric
or a symmetric product of Γµ’s. As before these quantities transform as
scalars, vectors and tensors. For illustration purposes, consider a quantity
defined through Ξµ1µ2 ≡ (BΨ)TΓµ1Γµ2Ψ. Then from Eqs.(2.127) and (2.200),
Ξ′µ1µ2 = (BΨ
′)TΓµ1Γµ2Ψ
′ = (BΨ)TS−1Γµ1(SS
−1)µ2(SΨ)= Rµ1ν1Rµ2ν2Ξν1ν2 .
Hence Ξµ1µ2 transforms like a second rank tensor. The following are the
bilinear spinors that can be formed in this case
Scalar : Ξ = ΨTBTΨ; Ξ′ = Ξ
Vector : Ξµ1 = Ψ
TBTΓµ1Ψ;
Ξ′µ1 = Rµ1ν1Ξν1
2ndRank Tensor : Ξµ1µ2 = Ψ
TBTΓµ1Γµ2Ψ;
Ξ′µ1µ2 = Rµ1ν1Rµ2ν2Ξν1ν2
rthRank Tensor : Ξµ1..µr = Ψ
TBTΓµ1 ..ΓµrΨ;
Ξ′µ1...µr = Rµ1ν1..RµrνrΞν1..νr (2.237)
An rth rank tensor can be decomposed in to a sum of four rth rank tensors
involving semi-spinors (Ψ = Ψ(+) +Ψ(−)): Ψ
TBTΓµ1 ..ΓµrΨ = Ψ
T
(±)B
TΓµ1
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× Γµ2 ...ΓµrΨ(±) + ΨT(±)BTΓµ1Γµ2 ...ΓµrΨ(∓). Using the fact Ψ(±) = P±Ψ and
Eqs. (2.172), (2.177), (2.178), (2.193), (2.194) and (2.204) one can easily
verify the following results:
N odd, r even or N even, r odd
ΨT(±)B
TΓµ1Γµ2 ...ΓµrΨ(±) = 0 (2.238)
N odd, r odd or N even, r even
ΨT(±)B
TΓµ1Γµ2 ...ΓµrΨ(∓) = 0 (2.239)
If we make the same assignment of the particles as in the previous case:
left-handed states fermion states to Ψ(+) and right-handed CP conjugate
fermion states to Ψ(−), then the product 2
N−1
(±) ⊗ 2N−1(∓) (N odd and even)
transforms as a Lorentz vector. Therefore to make these tensors a Lorentz
vector, we must insert the product CγA, where C is the Dirac charge conju-
gation matrix. The product 2N−1(±) ⊗ 2N−1(±) (N odd and even) transforms as a
Lorentz scalar and we must insert C in these tensors.
Following the same lines as in the previous case where invariants were
formed from Ψ† and Ψ, we get
N Even (Vector Couplings)
ga´b´Ψ
T
(±)a´Cγ
ABTΓµ1Ψ(∓)b´Φ
(A)
Aµ1
ga´b´Ψ
T
(±)a´Cγ
ABTΓ[µ1Γµ2Γµ3]Ψ(∓)b´Φ
(A)
Aµ1µ2µ3
ga´b´Ψ
T
(±)a´Cγ
ABTΓ[µ1Γµ2Γµ3Γµ4Γµ5]Ψ(∓)b´Φ
(A)
Aµ1µ2µ3µ4µ5
...... ...... ......
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ga´b´Ψ
T
(±)a´Cγ
ABTΓ[µ1Γµ2 ...ΓµN−1]Ψ(∓)b´Φ
(A)
Aµ1µ2...µN−1
2N−1(±) ⊗ 2N−1(∓) =
(
2N
1
)
⊕
(
2N
3
)
⊕ ...⊕
(
2N
N − 3
)
⊕
(
2N
N − 1
)
(2.240)
N Even (Scalar Couplings)
ha´b´Ψ
T
(±)a´CB
TΨ(±)b´Φ
(A)
µ1
ha´b´Ψ
T
(±)a´CB
TΓ[µ1Γµ2]Ψ(±)b´Φ
(A)
µ1µ2
ha´b´Ψ
T
(±)a´CB
TΓ[µ1Γµ2Γµ3Γµ4]Ψ(±)b´Φ
(A)
µ1µ2µ3µ4
...... ...... ......
ha´b´Ξ
(±1)
a´b´ µ1µ2...µN
Ω(±1)µ1µ2...µN
2N−1(+) ⊗ 2N−1(+) =
(
2N
0
)
⊕
(
2N
2
)
⊕ ...⊕
(
2N
N − 2
)
⊕ 1
2
(
2N
N
)+1
2N−1(−) ⊗ 2N−1(−) =
(
2N
0
)
⊕
(
2N
2
)
⊕ ...⊕
(
2N
N − 2
)
⊕ 1
2
(
2N
N
)−1
(2.241)
N odd (Vector Couplings)
ga´b´Ψ
T
(±)a´Cγ
ABTΨ(∓)b´Φ
(A)
A
ga´b´Ψ
T
(±)a´Cγ
ABTΓ[µ1Γµ2]Ψ(∓)b´Φ
(A)
Aµ1µ2
ga´b´Ψ
T
(±)a´Cγ
ABTΓ[µ1Γµ2Γµ3Γµ4]Ψ(∓)b´Φ
(A)
Aµ1µ2µ3µ4
...... ...... ......
ga´b´Ψ
T
(±)a´Cγ
ABTΓ[µ1Γµ2 ...ΓµN−1]Ψ(∓)b´Φ
(A)
Aµ1µ2...µN−1
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2N−1(±) ⊗ 2N−1(∓) =
(
2N
0
)
⊕
(
2N
2
)
⊕ ...⊕
(
2N
N − 3
)
⊕
(
2N
N − 1
)
(2.242)
N Odd (Scalar Couplings)
ha´b´Ψ
T
(±)a´CB
TΓµ1Ψ(±)b´Φ
(A)
µ1
ha´b´Ψ
T
(±)a´CB
TΓ[µ1Γµ2Γµ3]Ψ(±)b´Φ
(A)
µ1µ2µ3
ha´b´Ψ
T
(±)a´CB
TΓ[µ1Γµ2Γµ3Γµ4Γµ5]Ψ(±)b´Φ
(A)
µ1µ2µ3µ4µ5
...... ...... ......
ha´b´Ξ
(∓i)
a´b´ µ1µ2...µN
Ω(±i)µ1µ2...µN
2N−1(−) ⊗ 2N−1(−) =
(
2N
1
)
⊕
(
2N
3
)
⊕ ...⊕
(
2N
N − 2
)
⊕ 1
2
(
2N
N
)(+i)
2N−1(+) ⊗ 2N−1(+) =
(
2N
1
)
⊕
(
2N
3
)
⊕ ...⊕
(
2N
N − 2
)
⊕ 1
2
(
2N
N
)(−i)
(2.243)
where we have defined
N even
Ξµ1...µN = Ξ
(+1)
µ1...µN
+ Ξ(−1)µ1...µN
Ξ(±1)µ1...µN =
1
2
(
δµ1ν1δµ2ν2 ...δµNνN ±
1
N !
ǫµ1µ2...µNν1ν2...νN
)
Ξν1...νN
Ξ(±1)µ1...µN ≡ ΨT(±)CBTΓ[µ1Γµ2 ...ΓµN ]Ψ(±)
Ξ(±1)µ1...µN = ±
1
N !
ǫµ1...µNν1...νNΞ
(±1)
µ1...µN
(2.244)
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N odd
Ξµ1...µN = Ξ
(+i)
µ1...µN
+ Ξ(−i)µ1...µN
Ξ(±i)µ1...µN =
1
2
(
δµ1ν1δµ2ν2 ...δµNνN ±
i
N !
ǫµ1µ2...µNν1ν2...νN
)
Ξν1...νN
Λ(±i)µ1...µN ≡ ΨT(∓)CBTΓ[µ1Γµ2 ...ΓµN ]Ψ(∓)
Ξ(±i)µ1...µN = ±
i
N !
ǫµ1...µNν1...νNΞ
(∓i)
µ1...µN
(2.245)
These duality conditions follow immediately upon using Ψ(±) = P±Ψ and
Eqs.(2.180) and (2.181). The couplings above appear in the Lagrangian.
These couplings can also appear in the superpotential, provided the Dirac
charge conjugation matrix, C is removed.
As a final result, we find the symmetry factor in the exchange of identical
semi-spinors. Looking at Eqs.(2.241) and (2.243). Define a k-index tensor:
ha´b´Ψ
T
(±)a´CB
TΓµ1Γµ2 ...Γµk ]Ψ(±)b´. Here k is odd for N odd and k is even for
N even. As before, using the fact that the transpose of this defined quantity
is itself and that Dirac charge conjugation matrix, C, is antisymmetric, we
conclude that
k odd, N odd or k even, N even
L ≡ ha´b´ΨT(±)a´CBTΓµ1Γµ2 ...ΓµkΨ(±)b´Φ(A)µ1...µk
L = 1
2
[
ha´b´ + (−1)
(N−k)(N−k+1)
2 hb´a´
]
ΨT(±)a´CB
TΓµ1Γµ2 ...ΓµkΨ(±)b´Φ
(A)
µ1...µk
(2.246)
Note this result is independent of the representation of B. Looking at
Eqs.(2.191)-(2.194), we have two distinct options: B−1ΓTµB = (−1)NΓµ,
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BT = (−1)N(N+1)2 B and B−1ΓTµB = (−1)N+1Γµ, BT = (−1)
N(N−1)
2 B. Both
options give the same result of Eq.(2.246).
Invariants formed from Ψ† and Ψ∗: Lagrangian case
Here we construct couplings out of Ψ† and Ψ∗. This is possible if we write a
quantity with two indices (say) as Λµ1µ2 = Ψ
†Γµ1Γµ2BΨ
∗. From Eq.(2.198),
Λ′µ1µ2 = Ψ
†′Γµ1Γµ2BΨ
∗′=Ψ†S−1Γµ1Γµ2B(S
−1)TΨ∗= Ψ†(S−1Γµ1S)(S
−1Γµ2S)
× S−1B(S−1)TΨ∗. Using Eqs.(2.130), (2.195) and (2.197) we get Λ′µ1µ2 =
Rµ1ν1Rµ2ν2(Ψ
†Γν1Γν2BΨ
∗) = Rµ1ν1Rµ2ν2Λν1ν2. Hence, we can form the fol-
lowing tensors
Scalar : Λ = Ψ†BΨ∗;
Λ′ = Λ
Vector : Λµ1 = Ψ
†Γµ1BΨ
∗;
Λ′µ1 = Rµ1ν1Λν1
2ndRank Tensor : Λµ1µ2 = Ψ
†Γµ1Γµ2BΨ
∗;
Λ′µ1µ2 = Rµ1ν1Rµ2ν2Λν1ν2
rthRank Tensor : Λµ1..µr = Ψ
†Γµ1 ..ΓµrBΨ
∗;
Λ′µ1...µr = Rµ1ν1..RµrνrΛν1..νr (2.247)
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One can very easily prove that in the case of couplings formed from Ψ†
and Ψ∗, the following general results hold true
For r odd, N even or r even, N odd
Ψ†±Γµ1Γµ2 ...ΓµrBΨ
∗
± = 0 (2.248)
For r even, N even or r odd, N odd
Ψ†±Γµ1Γµ2...ΓµrBΨ
∗
∓ = 0 (2.249)
We now present a complete sets of invariants. In order for the couplings
to transform correctly as Lorentz vectors and Lorentz scalars we must insert,
by hand, quantities like γ0γACγ0T and γ0γAγ0T , respectively. Thus the non-
vanishing couplings are
N Even (Vector Couplings)
ga´b´Ψ(±)a´γ
AΓµ1BCΨ
T
(∓)b´Φ
(A)
Aµ1
ga´b´Ψ(±)a´γ
AΓ[µ1Γµ2Γµ3]BCΨ
T
(∓)b´Φ
(A)
Aµ1µ2µ3
ga´b´Ψ(±)a´γ
AΓ[µ1Γµ2Γµ3Γµ4Γµ5]BCΨ
T
(∓)b´Φ
(A)
Aµ1µ2µ3µ4µ5
...... ...... ......
ga´b´Ψ(±)a´γ
AΓ[µ1Γµ2 ...ΓµN−1]BCΨ
T
(∓)b´Φ
(A)
Aµ1µ2...µN−1
2N−1(±) ⊗ 2N−1(∓) =
(
2N
1
)
⊕
(
2N
3
)
⊕ ...⊕
(
2N
N − 3
)
⊕
(
2N
N − 1
)
(2.250)
N Even (Scalar Couplings)
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ha´b´Ψ(±)a´BCΨ
T
(±)b´Φ
(A)
ha´b´Ψ(±)a´Γ[µ1Γµ2]BCΨ
T
(±)b´Φ
(A)
µ1µ2
ha´b´Ψ(±)a´Γ[µ1Γµ2Γµ3Γµ4]BCΨ
T
(±)b´Φ
(A)
µ1µ2µ3µ4
...... ...... ......
ha´b´Λ
(±1)
a´b´ µ1µ2...µN
Ω(±1)µ1µ2...µN
2N−1(+) ⊗ 2N−1(+) =
(
2N
0
)
⊕
(
2N
2
)
⊕ ...⊕
(
2N
N − 2
)
⊕ 1
2
(
2N
N
)+1
2N−1(−) ⊗ 2N−1(−) =
(
2N
0
)
⊕
(
2N
2
)
⊕ ...⊕
(
2N
N − 2
)
⊕ 1
2
(
2N
N
)−1
(2.251)
N odd (Vector Couplings)
ga´b´Ψ(±)a´γ
ABCΨ
T
(∓)b´Φ
(A)
A
ga´b´Ψ(±)a´γ
AΓ[µ1Γµ2]BCΨ
T
(∓)b´Φ
(A)
Aµ1µ2
ga´b´Ψ(±)a´γ
AΓ[µ1Γµ2Γµ3Γµ4]BCΨ
T
(∓)b´Φ
(A)
Aµ1µ2µ3µ4
...... ...... ......
ga´b´Ψ(±)a´γ
AΓ[µ1Γµ2 ...ΓµN−1]BCΨ
T
(∓)b´Φ
(A)
Aµ1µ2...µN−1
2N−1(±) ⊗ 2N−1(∓) =
(
2N
0
)
⊕
(
2N
2
)
⊕ ...⊕
(
2N
N − 3
)
⊕
(
2N
N − 1
)
(2.252)
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N Odd (Scalar Couplings)
ha´b´Ψ(±)a´Γµ1BCΨ
T
(±)b´Φ
(A)
µ1
ha´b´Ψ(±)a´Γ[µ1Γµ2Γµ3]BCΨ
T
(±)b´Φ
(A)
µ1µ2µ3
ha´b´Ψ(±)a´Γ[µ1Γµ2Γµ3Γµ4Γµ5]BCΨ
T
(±)b´Φ
(A)
µ1µ2µ3µ4µ5
...... ...... ......
ha´b´Λ
(∓i)
a´b´ µ1µ2...µN
Ω(±i)µ1µ2...µN
2N−1(−) ⊗ 2N−1(−) =
(
2N
1
)
⊕
(
2N
3
)
⊕ ...⊕
(
2N
N − 2
)
⊕ 1
2
(
2N
N
)(−i)
2N−1(+) ⊗ 2N−1(+) =
(
2N
1
)
⊕
(
2N
3
)
⊕ ...⊕
(
2N
N − 2
)
⊕ 1
2
(
2N
N
)(+i)
(2.253)
where we have defined
Ψ(±) = Ψ
†
(±)γ
0
Ψ
T
(±) = γ
0TΨ∗(±) (2.254)
N even
Λµ1...µN = Λ
(+1)
µ1...µN
+ Λ(−1)µ1...µN
Λ(±1)µ1...µN =
1
2
(
δµ1ν1δµ2ν2 ...δµNνN ±
1
N !
ǫµ1µ2...µNν1ν2...νN
)
Λν1...νN
Λ(±1)µ1...µN ≡ Ψ(±)Γ[µ1Γµ2 ...ΓµN ]BCΨ
T
(±)
Λ(±1)µ1...µN = ±
1
N !
ǫµ1...µNν1...νNΛ
(±1)
µ1...µN
(2.255)
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N odd
Λµ1...µN = Λ
(+i)
µ1...µN
+ Λ(−i)µ1...µN
Λ(±i)µ1...µN =
1
2
(
δµ1ν1δµ2ν2 ...δµNνN ±
i
N !
ǫµ1µ2...µNν1ν2...νN
)
Λν1...νN
Λ(±i)µ1...µN ≡ Ψ(∓)Γ[µ1Γµ2 ...ΓµN ]BCΨ
T
(∓)
Λ(±i)µ1...µN = ±
i
N !
ǫµ1...µNν1...νNΛ
(∓i)
µ1...µN
(2.256)
The symmetry factor is
k odd, N odd or k even, N even
L ≡ ha´b´Ψ(±)a´Γµ1Γµ2 ...ΓµkBCΨ
T
(±)b´Φ
(A)
µ1...µk
L = 1
2
[
ha´b´ + (−1)
(N−k)(N−k+1)
2 hb´a´
]
Ψ(±)a´Γµ1Γµ2 ...ΓµkBCΨ
T
(±)b´Φ
(A)
µ1...µk
(2.257)
invariants formed from ΨT and Ψ∗: Lagrangian case
In this case, a second rank tensor, for example, is defined by Θµν ≡ ΨTBΓµΓν
× B−1Ψ∗, because Θ′µν = Ψ′TBΓµΓνB−1Ψ∗′ = ΨTSTBΓµΓνB−1(ST )−1Ψ∗,
and where we have used Eq.(2.198). On using Eq.(2.197), Θ′µν = Ψ
T (BS−1)
×Γµ(SS−1)ΓνB−1(BSB−1)Ψ∗ = ΨTB(S−1ΓµS)(S−1ΓνS)B−1Ψ∗ = RµσRνρΨT
×BΓσΓρB−1Ψ∗ = RµσRνρΘσρ. Thus,
Scalar : Θ = ΨTBB−1Ψ∗;
Θ′ = Θ
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Vector : Θµ1 = Ψ
TBΓµ1B
−1Ψ∗;
Λ′µ1 = Rµ1ν1Θν1
2ndRank Tensor : Θµ1µ2 = Ψ
TBΓµ1Γµ2B
−1Ψ∗;
Θ′µ1µ2 = Rµ1ν1Rµ2ν2Θν1ν2
rthRank Tensor : Θµ1..µr = Ψ
TBΓµ1 ..ΓµrB
−1Ψ∗;
Θ′µ1..µr = Rµ1ν1 ..RµrνrΘν1..νr (2.258)
Using the properties (2.204) and Eqs.(2.177)-(2.178), the reader can make
the following inferences
∀N, r odd
ΨT±BΓµ1Γµ2 ...ΓµrB
−1Ψ∗± = 0 (2.259)
∀N, r even
ΨT±BΓµ1Γµ2...ΓµrB
−1Ψ∗∓ = 0 (2.260)
In order for the couplings to correctly exhibit the Lorentz vector and scalar
behavior, we must insert, by hand, CγACγ
0T and CCγ0T , respectively.
We have the following couplings in the Lagrangian,
N Even (Vector Couplings)
ga´b´Ψ
T
(±)a´Cγ
ABB−1CΨ
T
(±)b´Φ
(A)
A
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ga´b´Ψ
T
(±)a´Cγ
ABΓ[µ1Γµ2]B
−1CΨ
T
(±)b´Φ
(A)
Aµ1µ2
ga´b´Ψ
T
(±)a´Cγ
ABΓ[µ1Γµ2Γµ3Γµ4]B
−1CΨ
T
(±)b´Φ
(A)
Aµ1µ2µ3µ4
...... ...... ......
ga´b´Θ
(±1)
a´b´ µ1µ2...µN
Ω(±1)µ1µ2...µN
2N−1(+) ⊗ 2N−1(+) =
(
2N
0
)
⊕
(
2N
2
)
⊕ ...⊕
(
2N
N − 2
)
⊕ 1
2
(
2N
N
)(+1)
2N−1(−) ⊗ 2N−1(−) =
(
2N
0
)
⊕
(
2N
2
)
⊕ ...⊕
(
2N
N − 2
)
⊕ 1
2
(
2N
N
)(−1)
(2.261)
N Even (Scalar Couplings)
ha´b´Ψ
T
(±)a´CBΓµ1B
−1CΨ
T
(∓)b´Φ
(A)
µ1
ha´b´Ψ
T
(±)a´CBΓ[µ1Γµ2Γµ3]B
−1CΨ
T
(∓)b´Φ
(A)
µ1µ2µ3
ha´b´Ψ
T
(±)a´CBΓ[µ1Γµ2Γµ3Γµ4Γµ5]B
−1CΨ
T
(∓)b´Φ
(A)
µ1µ2µ3µ4µ5
...... ...... ......
ha´b´Ψ(±)a´CBΓ[µ1Γµ2 ...ΓµN−1]B
−1CΨ
T
(∓)b´Φ
(A)
µ1µ2...µN−1
2N−1(±) ⊗ 2N−1(∓) =
(
2N
1
)
⊕
(
2N
3
)
⊕ ...⊕
(
2N
N − 3
)
⊕
(
2N
N − 1
)
(2.262)
N odd (Vector Couplings)
ga´b´Ψ
T
(±)a´Cγ
ABB−1CΨ
T
(±)b´Φ
(A)
A
ga´b´Ψ
T
(±)a´Cγ
ABΓ[µ1Γµ2]B
−1CΨ
T
(±)b´Φ
(A)
Aµ1µ2
ga´b´Ψ
T
(±)a´Cγ
ABΓ[µ1Γµ2Γµ3Γµ4]B
−1CΨ
T
(±)b´Φ
(A)
Aµ1µ2µ3µ4
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...... ...... ......
ga´b´Ψ
T
(±)a´Cγ
ABΓ[µ1Γµ2 ...ΓµN−1]B
−1CΨ
T
(±)b´Φ
(A)
Aµ1µ2...µN−1
2N−1(±) ⊗ 2N−1(∓) =
(
2N
0
)
⊕
(
2N
2
)
⊕ ...⊕
(
2N
N − 3
)
⊕
(
2N
N − 1
)
(2.263)
N Odd (Scalar Couplings)
ha´b´Ψ
T
(±)a´CBΓµ1B
−1CΨ
T
(∓)b´Φ
(A)
µ1
ha´b´Ψ
T
(±)a´CBΓ[µ1Γµ2Γµ3]B
−1CΨ
T
(∓)b´Φ
(A)
µ1µ2µ3
ha´b´Ψ
T
(±)a´CBΓ[µ1Γµ2Γµ3Γµ4Γµ5]B
−1CΨ
T
(∓)b´Φ
(A)
µ1µ2µ3µ4µ5
...... ...... ......
ha´b´Θ
(∓i)
a´b´ µ1µ2...µN
Ω(±i)µ1µ2...µN
2N−1(+) ⊗ 2N−1(+) =
(
2N
1
)
⊕
(
2N
3
)
⊕ ...⊕
(
2N
N − 2
)
⊕ 1
2
(
2N
N
)(+i)
2N−1(−) ⊗ 2N−1(−) =
(
2N
1
)
⊕
(
2N
3
)
⊕ ...⊕
(
2N
N − 2
)
⊕ 1
2
(
2N
N
)(−i)
(2.264)
where we have defined
N even
Θµ1...µN = Θ
(+1)
µ1...µN
+Θ(−1)µ1...µN
Θ(±1)µ1...µN =
1
2
(
δµ1ν1δµ2ν2 ...δµNνN ±
1
N !
ǫµ1µ2...µNν1ν2...νN
)
Θν1...νN
Θ(±1)µ1...µN ≡ ΨT(±)CγABΓ[µ1Γµ2 ...ΓµN ]B−1CΨ
T
(±)
Λ(±1)µ1...µN = ±
1
N !
ǫµ1...µNν1...νNΛ
(±1)
µ1...µN
(2.265)
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N odd
Θµ1...µN = Θ
(+i)
µ1...µN
+Θ(−i)µ1...µN
Θ(±i)µ1...µN =
1
2
(
δµ1ν1δµ2ν2 ...δµNνN ±
i
N !
ǫµ1µ2...µNν1ν2...νN
)
Λν1...νN
Λ(±i)µ1...µN ≡ ΨT(±)CBΓ[µ1Γµ2 ...ΓµN ]B−1CΨ
T
(∓)
Λ(±i)µ1...µN = ±
i
N !
ǫµ1...µNν1...νNΛ
(∓i)
µ1...µN
(2.266)
The correct symmetry factor can be easily computed. It is found to be
∀N, k even
L ≡ ga´b´ΨT(±)a´CγABΓµ1Γµ2 ...ΓµkB−1CΨ
T
(±)b´Φ
(A)
Aµ1...µk
L = 1
2
[
ga´b´ + (−1)
k(k−1)+2
2 gb´a´
]
ΨT(±)a´Cγ
ABΓµ1Γµ2 ...ΓµkB
−1CΨ
T
(±)b´Φ
(A)
Aµ1...µk
(2.267)
2.11 Specialization to SO(10) gauge group
decomposition of SO(10) spinor under SU(5)
In the case of SO(10) (N = 5) group the 32 (= 25) dimensional spinor
splits into two inequivalent irreducible 16 (= 25) dimensional representations:
Ψ(+) ∼ 16, Ψ(−) ∼ 16. Then Eq.(2.171) gives
under SO(10) ⊃ SU(5)⊗ U(1)
16 ⊃ [1](M)⊕ [10](M ij)⊕ [5](Mi)
16 ⊃ [5](N i)⊕ [10](Nij)⊕ [1](N) (2.268)
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where
5 ∼

dc1
dc2
dc3
e−
νe

L
≡

dcLα
e−L
νeL
 (2.269)
10 ∼

0 uc3 −uc2 | −u1 −d1
−uc3 0 uc1 | −u2 −d2
uc2 −uc1 0 | −u3 −d3
− − − − − −
u1 u2 u3 | 0 e+
d1 d2 d3 | −e+ 0

L
(2.270)
≡

ǫαβξucLξ | −uαL − dαL
−− − −−
uαL |
| ǫabe+L
dαL |

(2.271)
1 ∼ νceL (2.272)
Here, α, β, ξ = 1, 2, 3 are SU(3) color indices, while a, b = 4, 5 are SU(2)
indices and we adopt that all particles are left-handed (L). ǫαβξ and ǫab are
Levi-Civita tensors of SU(3) and SU(2) subgroups, respectively.
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From Eq.(2.169), Ψ(+) = ψ|0 > +12ψijb†ib†j |0 > + 124ψijklb†ib†jb†kb†l |0 >
(i, j, k, l = 1, ..., 5). Note that (5 ∼) ψijkl of SU(5) is reducible, thus the
irreducible (5 ∼) ψijkl = 1
1!
ǫijklmψm. Since Ψ(+) is a 16 component vector,
we make a slight change of notation: Ψ(+) → |Ψ(+) >. To identify the
SU(5) multiplets with matter particles, we also replace the symbols ψ byM.
Taking, into consideration generation (family) indices (a´, b´), we write for the
SO(10) spinor,
Ψ(+)a´ → |Ψ(+)a´ >= |0 >Ma´ + 1
2
b†ib
†
j |0 >Mija´ +
1
24
ǫijklmb†jb
†
kb
†
l b
†
m|0 >Ma´i
(2.273)
where
Ma´ = ν
c
La´; Ma´α = D
c
La´α; M
αβ
a´ = ǫ
αβγU cLa´γ; Ma´4 = E
−
La´
M4αa´ = U
α
La´; Ma´5 = νLa´; M
5α
a´ = D
α
La´; M
45
a´ = E
+
La´
(2.274)
Similarly, from Eq.(2.169), we have for the negative chirality states: Ψ(−) =
ψib†i |0 > +16ψijkb†ib†jb†k|0 > + 1120ψijklmb†ib†jb†kb†l b†m|0 >. Again (10 ∼) ψijk is
reducible, thus the irreducible (10 ∼) ψijk = 1
2!
ǫijklmψlm. Also (1 ∼) ψijklm =
1
0!
ǫijklmψ′ and thus ψijklmb†ib
†
jb
†
kb
†
l b
†
m = ǫ
ijklmb†ib
†
jb
†
kb
†
l b
†
mψ
′ = 5! b†1b
†
2b
†
3b
†
4b
†
5ψ
′.
To distinguish between the two multiplets, we replace the ψ’s by N. Putting
everything together, we have for the 16 multiplet
Ψ(−)b´ → |Ψ(−)b´ >= b†1b†2b†3b†4b†5|0 > Nb´ +
1
12
ǫijklmb†kb
†
l b
†
m|0 > Nb´ij + b†i |0 > Nib´
(2.275)
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The group theoretic difference between the chirality (+) and (−) states
is that chirality (+) states are generated by the action of an even number
of creation operators on the vacuum state while the chirality (−) states are
generated by the action of an odd number of creation operators. The chirality
(+) fields, |Ψ(+)a´ >, can be identified with the three generations of quarks
and leptons, constituted by three sets of 5¯+10 plets of SU(5) and three SU(5)
singlet (right handed neutrino) fields. The chirality (−) fields, |Ψ(−)b´ > could
be Higgs multiplets that arise in SO(10) model building. The role of the
negative chirality fields in model building will be discussed elsewhere.
For the sake of completeness, we also give the Hermitian conjugate, trans-
pose and complex conjugates of the Ψ(±) mutiplets:
Ψ†(+)a´ →< Ψ(+)a´| =M†a´ < 0|+
1
2
M†a´ij < 0|bjbi +
1
24
Mi†a´ ǫijklm < 0|bmblbkbj
ΨT(+)a´ →< Ψ∗(+)a´| =MTa´ < 0|+
1
2
MijTa´ < 0|bjbi +
1
24
MTa´iǫ
ijklm < 0|bmblbkbj
Ψ∗(+)a´ → |Ψ∗(+)a´ >= |0 >M∗a´ +
1
2
b†ib
†
j |0 >M∗a´ij +
1
24
ǫijklmb
†
jb
†
kb
†
l b
†
m|0 >Mi∗a´
(2.276)
Ψ†(−)a´ →< Ψ(−)a´| = N†a´ < 0|b5b4b3b2b1 +
1
12
Nij†a´ ǫijklm < 0|bmblbk +N†a´i < 0|bi
ΨT(−)a´ →< Ψ∗(−)a´| = NTa´ < 0|b5b4b3b2b1 +
1
12
NTa´ijǫ
ijklm < 0|bmblbk +NiTa´ < 0|bi
Ψ∗
(−)b´
→ |Ψ(−)b´ >= b†1b†2b†3b†4b†5|0 > N∗b´ +
1
12
ǫijklmb
†
kb
†
l b
†
m|0 > Nij∗b´ + b
†
i |0 > N∗b´i
where we have the used the convention set in Eqs.(2.161) and (2.170).
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SO(10) invariants
From the decomposition formulas of Eqs. (2.229), (2.230), (2.242), (2.243),
(2.252), (2.253), (2.263), (2.264) we obtain
16† ⊗ 16 = 10⊕ 120⊕ 126(+i)
16
† ⊗ 16 = 10⊕ 120⊕ 126(−i)
16† ⊗ 16 = 1(as) ⊕ 45(s) ⊕ 210(as)
16
† ⊗ 16 = 1(as) ⊕ 45(s) ⊕ 210(as) (2.277)
16⊗ 16 = 10(s) ⊕ 120(as) ⊕ 126(−i)(s)
16⊗ 16 = 10(s) ⊕ 120(as) ⊕ 126(+i)(s)
16⊗ 16 = 1⊕ 45⊕ 210
16⊗ 16 = 1⊕ 45⊕ 210 (2.278)
16
† ⊗ 16† = 10(s) ⊕ 120(as) ⊕ 126(+i)(s)
16† ⊗ 16† = 10(s) ⊕ 120(as) ⊕ 126(−i)(s)
16† ⊗ 16† = 1⊕ 45⊕ 210
16
† ⊗ 16† = 1⊕ 45⊕ 210 (2.279)
16⊗ 16† = 10⊕ 120⊕ 126(+i)
16⊗ 16† = 10⊕ 120⊕ 126(−i)
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16⊗ 16† = 1(as) ⊕ 45(s) ⊕ 210(as)
16⊗ 16† = 1(as) ⊕ 45(s) ⊕ 210(as) (2.280)
where the subscripts s and as indicate whether the particular tensor formed
from the Kronecker product of spinors appears symmetrically or antisym-
metrically in the exchange of 16 plets (see Eqs.(2.234), (2.246), (2.257) and
(2.267)). The superscript ±i indicates the duality condition satisfied by the
126 dimensional, 5th rank tensor of SO(10) (see Eqs.(2.232), (2.245), (2.256)
and (2.266)). In the literature 126(∓i) are defined as 126(−i) ≡ 126 and
126(+i) ≡ 126. As mentioned earlier, it is imperative that in order for the
invariant to be non-vanishing the 5th rank bosnic tensor (not shown here)
which couples to the Kronecker products of spinors must satisfy opposite in
sign duality condition.
Counting, the number of SO(2N) invariants in Eqs.(2.276)-(2.279), gives
us a total of 48 couplings. In this thesis, besides other computations, we
have evaluated 15 of these couplings in terms of SU(5) fields.
Here it is also appropriate to identify the particular representation of the
SO(10) charge conjugation matrix that we are going to use in the subsequent
chapters. To that end, we first choose the basis to be: ΓT2i = Γ2i, Γ
T
2i−1 =
−Γ2i−1. This is reasonable because Γ2i(= bi + b†i ) are represented by sym-
metric matrices and Γ2i−1 = −i(bi − b†i )) are represented by antisymmetric
matrices in the spinor basis. For the particular representation of B, we choose
Eq.(2.194) and along with Eq.(2.195), we have:
B−1ΓTµB = −Γµ
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B = −i
5∏
k=1
(bk − b†k), BT = −B, B−1 = B (2.281)
decomposition of ordinary (bosonic) SO(10) vector and tensor
representations with respect to SU(5)
From Eqs.(2.108)-(2.116), we have the following decompositions:
SO(10) ⊃ SU(5)⊗ U(1)
Φµ : [10] ⊃ {5} ⊕ {5} (2.282)
Φ(A)µν : [45] ⊃ {24} ⊕ {10} ⊕ {10} ⊕ {1}
Φ(S)µν : [54] ⊃ {24} ⊕ {15} ⊕ {15} (2.283)
Φ(A)µνρ : [120] ⊃ {5} ⊕ {5} ⊕ {10} ⊕ {10} ⊕ {45} ⊕ {45}
Φ(S)µνρ : [210
′] ⊃ {35} ⊕ {35} ⊕ {70} ⊕ {70} (2.284)
Φ(A)µνρσ : [210] ⊃ {1} ⊕ {5} ⊕ {5} ⊕ {10} ⊕ {10} ⊕ {24} ⊕ {40} ⊕ {40}
⊕{75}
Φ(S)µνρσ : [660] ⊃ {70} ⊕ {70} ⊕ {160} ⊕ {160} ⊕ {200} (2.285)
Φ
(A)
µνρσλ : [252] ⊃ {1} ⊕ {1} ⊕ {5} ⊕ {5} ⊕ {10} ⊕ {10} ⊕ {15} ⊕ {15}
⊕{45} ⊕ {45} ⊕ {50} ⊕ {50}
Φ(S)µνρσ : [1782] ⊃ {126} ⊕ {126} ⊕ {315} ⊕ {315} ⊕ {450} ⊕ {450} (2.286)
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Recall that the real 252-dimensional 5th rank tensor, Φ
(A)
µνρσλ decomposes into
two complex 5th tensors, Ω
(A)
µνρσλ and Ω
(A)
µνρσλ each of dimensionality 126:
Ω
(A)
µνρσλ : [126] ⊃ {1} ⊕ {5} ⊕ {10} ⊕ {15} ⊕ {45} ⊕ {50}
Ω
(A)
µνρσλ : [126] ⊃ {1} ⊕ {5} ⊕ {10} ⊕ {15} ⊕ {45} ⊕ {50} (2.287)
spinorial generators of SO(10)
The two most interesting subgroup decompositions are
SO(10) ⊃ SO(6)⊗ SO(4) ∼= SU(4)C ⊗ SU(2)L ⊗ SU(2)R
and
SO(10) ⊃ SU(5)⊗ U(1)X
In the case of a full exhibition of SU(4)C ⊗ SU(2)L⊗ SU(2)R invariant con-
tent of SO(10) couplings see [52].
SO(6) ∼= SU(4)C ⊃ SU(3)C ⊗ U(1)B−L
1. SU(3)C Generators.
The general SU(N) spinorial generators are given by Eqs.(2.149) and
(2.150). Here we specialize them for N = 3:
tαβ = −b†αbβ +
δαβ
3
3∑
ξ=1
b†ξbξ; α, β, ξ = 1, 2, 3
tαβ =
i
4
(Σ2α 2β + Σ2α−1 2β−1 − iΣ2α 2β−1 − iΣ2β 2α−1)− δαβ
6
3∑
ξ=1
Σ2ξ 2ξ−1 (2.288)
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a = 1, 2, ...8
ta = 2×

 tβα + tαβ 3 generators
−i
(
tαβ − tβα
)
3 generators
 ; ∀α 6= β = 1, 2, 3

√
3
(
tαα + t
α+1
α+1
)
2 generators(
tαα − tα+1α+1
)
2 generators
 ; α = 1, 2
(2.289)
Factor of 2 inserted above is chosen for convenience. We choose the following
diagonal generators (α = 1):
√
3 (t11 + t
2
2) and (t
1
1 − t22). The complete list of
all the SU(3) color generators are
2
√
3
(
t11 + t
2
2
)
= − 2√
3
(b†1b1 + b
†
2b2 − 2b†3b3) =
1√
3
(Σ12 + Σ34 − 2Σ56)
2
(
t11 − t22
)
= −2(b†1b1 − b†2b2) = Σ34 − Σ12
2
(
t12 + t
2
1
)
= −2(b†1b2 + b†2b1) = Σ23 − Σ14
−2i
(
t12 − t21
)
= 2i(b†1b2 − b†2b1) = Σ24 + Σ13
2
(
t13 + t
3
1
)
= −2(b†1b3 + b†3b1) = Σ25 − Σ16
−2i
(
t13 − t31
)
= 2i(b†1b3 − b†3b1) = Σ26 + Σ15
2
(
t23 + t
3
2
)
= −2(b†2b3 + b†3b2) = Σ45 − Σ36
−2i
(
t23 − t32
)
= 2i(b†2b3 − b†3b2) = Σ46 + Σ35
(2.290)
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2. U(1)B−L Generator.
From Eq.(2.154), we get
B − L = 3
2
−
3∑
α=1
b†αbα =
1
2
Σ2α−1 2α (2.291)
Convention is to put a normalization factor of 2
3
, that is B−L→ 2
3
(B−L).
Therefore the new B − L is given by
B − L = 1− 2
3
(b†1b1 + b
†
2b2 + b
†
3b3) =
1
3
(Σ12 + Σ34 + Σ56) (2.292)
3. SU(4)C Generators.
Using Eq.(2.150), we have a total of 12 non-diagonal generators of SU(4)C .
In addition to the 6 non-diagonal generators of SU(3)C (see Eq.(2.289)), we
have
2
(
t14 + t
4
1
)
= −2(b†1b4 + b†4b1) = Σ27 − Σ18
−2i
(
t14 − t41
)
= 2i(b†1b4 − b†4b1) = Σ28 + Σ17
2
(
t24 + t
4
2
)
= −2(b†2b4 + b†4b2) = Σ47 − Σ38
−2i
(
t24 − t42
)
= 2i(b†2b4 − b†4b2) = Σ48 + Σ37
2
(
t34 + t
4
3
)
= −2(b†3b4 + b†4b3) = Σ67 − Σ58
−2i
(
t34 − t43
)
= 2i(b†3b4 − b†4b3) = Σ68 + Σ57 (2.293)
The 3 diagonal generators of SU(4)C are chosen to be
2
√
2
(
t11 + t
2
2
)
= −
√
2(b†1b1 + b
†
2b2 − b†3b3 − b†4b4)
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=
1√
2
(Σ56 + Σ78 − 7Σ34 − 7Σ12)
2
√
2
(
t22 + t
3
3
)
= −
√
2(b†2b2 + b
†
3b3 − b†1b1 − b†4b4)
=
1√
2
(Σ12 + Σ78 − 7Σ34 − 7Σ56)
2
(
t11 − t22
)
= −2(b†1b1 − b†2b2) = 4(Σ34 − Σ12) (2.294)
SO(4) ∼= SU(2)L ⊗ SU(2)R ⊃ SU(2)L ⊗ U(1)R
1. SU(2)L Generators.
In this case the generators are given by
T3L ≡ −
(
t44 − t55
)
=
1
2
(b†4b4 − b†5b5) =
1
4
(Σ78 − Σ9 10)
1
2
(
t45 + t
5
4
)
= −1
2
(b†4b5 + b
†
5b4) =
1
4
(Σ7 10 − Σ89)
i
2
(
t45 − t54
)
= − i
2
(b†4b5 − b†5b4) = −
1
4
(Σ8 10 + Σ79) (2.295)
Again the overall normalizations of −1 and ±1
2
are inserted for convenience.
2. U(1)R Generator.
From Eq.(2.154), we get T3R ≡ 12
∑5
p=4Σ2p−1 2p = 2/2 −
∑5
p=4 b
†
pbp. We
again normalize T3R with a factor of −12 , that is T3R → −12T3R. Therefore,
T3R = −1
4
(Σ78 + Σ9 10) =
1
2
(
b†4b4 + b
†
5b5 − 1
)
(2.296)
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3. SU(2)R Generators.
Here the diagonal generator, T3R is given by Eq.(2.295) while the other
two generators are
1
4
(Σ7 10 + Σ89) = −1
2
(b4b5 − b†4b†5)
−1
4
(Σ8 10 − Σ79) = − i
2
(b4b5 + b
†
4b
†
5) (2.297)
Each of these generators is a linear combination of the broken generators in
SO(10) (see Eq.(2.156)). Since SO(4) is isomorphic to SU(2)L×SU(2)R, the
six generators given by Eqs.(2.294)-(2.296) are also the generators of SO(4).
U(1)R ⊗ U(1)B−L ⊃ U(1)Y
We begin by writing, Y = αT3R + β(B − L). From the hypercharge as-
signments of the known particles one gets α = 1 and β = 1
2
. Thus
Y = T3R +
B − L
2
(2.298)
From Eqs.(2.291) and (2.295) we can immediately write down,
Y = −1
3
(
b†1b1 + b
†
2b2 + b
†
3b3
)
+
1
2
(
b†4b4 + b
†
5b5
)
=
1
6
(Σ12 + Σ34 + Σ56)− 1
4
(Σ78 + Σ9 10) (2.299)
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U(1)L ⊗ U(1)Y ⊃ U(1)em
Assume that, Q = aT3L + bY . From the charge assignments of the known
particles, we find a = 1 and b = 1. Therefore, we write
Q = T3L + Y (2.300)
From Eqs.(2.294) and (2.298) we can immediately write down
Q = −1
3
(
b†1b1 + b
†
2b2 + b
†
3b3
)
+ b†4b4
=
1
6
(Σ12 + Σ34Σ56)− 1
2
Σ9 10 (2.301)
SO(10) ⊃ SU(5)⊗ U(1)X
Eq.(2.154) can be used to find the U(1)X generator.
X =
5
2
−
(
b†1b1 + b
†
2b2 + b
†
3b3 + b
†
4b4 + b
†
5b5
)
=
1
2
(Σ12 + Σ34 + Σ56 + Σ78 + Σ9 10) (2.302)
T3L, T3R, B −L, Y , X in the ordinary 10-dimensional representa-
tion of SO(10)
For symmetry breaking purposes, where the spinor and tensor representa-
tions of SO(10) acquire a vacuum expectation value in either T3L, T3R, B−L,
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Y or X direction, it is essential to have these operators in the ordinary 10-
dimensional representation given by Eq.(2.10).
From Eq.(2.10), the generators,Mµν in the 10-dimensional representation
is a 10 × 10 matrix with −i and +i as the only non-vanishing elements and
are given by the intersection of the µth row and νth column and νth row and
µth column with µ 6= ν. If −i and +i are to lie immediately above and below
the diagonal, that is when µ = ν − 1, then Mµν can be expressed as
Mµ−1 µ = σ2 ⊗ diag(0, .., 0, 1, 0, ..., 0)
σ2 =
 0 −i
i 0
 (2.303)
That is, we have expressed 10×10 generator,Mµ−1 µ in terms (5×5)⊗(2×2).
Here, 1 appears at the (µ
2
)th position along the diagonal of the 5× 5 matrix.
Replacing, the letter M by Σ and using Eqs.(2.291), (2.294), (2.295),
(2.298), (2.300) and (2.301), we get
B − L = 1
3
σ2 ⊗ diag(1, 1, 1, 0, 0)
T3L =
1
4
σ2 ⊗ diag(0, 0, 0, 1,−1)
T3R = −1
4
σ2 ⊗ diag(0, 0, 0, 1, 1)
Y =
1
4
σ2 ⊗ diag(2
3
,
2
3
,
2
3
,−1,−1)
Q =
1
4
σ2 ⊗ diag(2
3
,
2
3
,
2
3
, 0,−2)
X =
1
2
σ2 ⊗ diag(1, 1, 1, 1, 1) (2.304)
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T3L, T3R, B − L, Y , X quantum number assignments of the states
in the 16 of SO(10)
Let’s begin by writing the 16 plet of matter for one generation (Eq.(2.272))
in terms of Standard Model particle states (Eq.(2.273)):
|Ψ(+) >= |0 > νceL
+
1
2
ǫαβξb†αb
†
β |0 > ucLξ +
1
2
b†4b
†
α|0 > uαL +
1
2
b†5b
†
α|0 > dαL +
1
2
b†4b
†
5|0 > e+L
+
1
24
ǫαβξb†4b
†
5b
†
αb
†
β |0 > dcLξ +
1
24
b†5b
†
1b
†
2b
†
3|0 > e−L +
1
24
b†1b
†
2b
†
3b
†
4|0 > νeL(2.305)
For example, in order to calculate B − L quantum number assignment of
the state uαL, we use Eqs.(2.291) and (2.304) to write (B − L)(b†4b†α|0 >)=
[1− 2
3
(b†1b1+b
†
2b2+b
†
3b3)](b
†
4b
†
α|0 >) = 13(b†4b†α|0 >). Therefore, B−L quantum
number of uαL is (B − L)uαL = 13 . We now give a complete list of all the
quantum numbers of Standard Model particle states appearing in the 16 plet
of SO(10):
(B − L)νc
eL
= 1, (B − L)νeL = −1, (B − L)e+
L
= 1, (B − L)e−
L
= −1
(B − L)uc
Lα
= −1
3
, (B − L)uα
L
=
1
3
, (B − L)dc
Lα
= −1
3
, (B − L)dα
L
=
1
3
(2.306)
(T3L)νc
eL
= 0, (T3L)νeL =
1
2
, (T3L)e+
L
= 0, (T3L)e−
L
= −1
2
(T3L)uc
Lα
= 0, (T3L)uα
L
=
1
2
, (T3L)dc
Lα
= 0, (T3L)dα
L
= −1
2
(2.307)
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(T3R)νc
eL
= −1
2
, (T3R)νeL = 0, (T3R)e+
L
=
1
2
, (T3R)e−
L
= 0
(T3R)uc
Lα
= −1
2
, (T3R)uα
L
= 0, (T3R)dc
Lα
=
1
2
, (T3R)dα
L
= 0 (2.308)
(Y )νc
eL
= 0, (Y )νeL = −
1
2
, (Y )e+
L
= 1, (Y )e−
L
= −1
2
(Y )uc
Lα
= −2
3
, (Y )uα
L
=
1
6
, (Y )dc
Lα
=
1
3
, (Y )dα
L
=
1
6
(2.309)
(Q)νc
eL
= 0, (Q)νeL = 0, (Q)e+
L
= 1, (Q)e−
L
= −1
(Q)uc
Lα
= −2
3
, (Q)uα
L
=
2
3
, (Q)dc
Lα
=
1
3
, (Q)dα
L
= −1
3
(2.310)
(X)νc
eL
=
5
2
, (X)νeL = −
3
2
, (X)e+
L
=
1
2
, (X)e−
L
= −3
2
(X)uc
Lα
=
1
2
, (X)uα
L
=
1
2
, (X)dc
Lα
= −3
2
, (X)dα
L
=
1
2
(2.311)
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Chapter 3
Grand Unification
One of the main effort in particle physics is to find ever more unifying princi-
ples in particle physics. An early attempt in this direction after the for-
mulation of the Standard Model was the work of Pati and Salam[26] in
the unification of quarks and leptons within the gauge group SU(2)L ×
SU(2)R × SU(4)C . Quickly thereafter the SU(5) unification was proposed
by Georgi and Glashow[27] wherein the gauge coupling constants of SU(3)C ,
SU(2)L and U(1)Y are unified at the grand unification scale MG. The non-
supersymmetric models have severe fine tuning problems in keeping the Higgs
triplet light and needs supersymmetry to relax this constraint (For a review
see, Ref.[28, 29, 30, 31]). However, in supersymmetric grand unification one
of the main problem concerns the issue of breaking of supersymmetry. It
is difficult to break supersymmetry within the global supersymmetry frame-
work and one needs local supersymmetry to do the breaking[28, 29, 30]. This
leads one to contruct supergravity grand unification models[33]. The ways to
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construct supersymmetric theories is well known and the reader is referred
to well known reports[32, 28, 29, 30]. In the analysis to follow we will start
with the particle spectrum of MSSM exhibited in the Table below.
Table 4.1: Particle content of the MSSM
Vector Multiplets
j = 1 j = 1
2
gaµ(x), a = 1 . . . 8 λ
a(x), a = 1 . . . 8
gluons (g) gluinos (g˜)
Bαµ (x), B
Y
µ (x), α = 1, 2, 3 λ
α(x), λY (x), α = 1, 2, 3
SU(2)L × U(1)Y gauge bosons SU(2)L × U(1)Y gauginos
Chiral Multiplets
j = 1
2
j = 0
(uiL, diL); uiR, diR (u˜iL, d˜iL); u˜iR, d˜iR
quarks (i=generation) squarks
(νiL, eiL); eiR (ν˜iL, e˜iL); e˜iR
leptons sleptons
H˜1=(H˜
0
1 , H˜
−
1 ); H˜2=(H˜
+
2 , H˜
0
2 ) H1=(H
0
1 , H
−
1 ); H2 = (H
+
2 , H
0
2 )
Higgsinos Higgs bosons
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Table 4.2: Anomaly cancellations in MSSM spectrum
bose fermi Y tr(Y 3) tr(T 23 Y )
g g˜ 0 0 0
W a W˜a 0 0 0
B B˜ 0 0 0
L˜=(ν˜, e˜−)L L = (ν, e
−)L -1 -2 -
2
4
e˜cL e
c
L 2 8 0
q˜ = (u˜, d˜)L q = (u, d)L
1
3
(3×2
27
) 2
4
u˜cL u
c
L -
4
3
−(3×64
27
) 0
d˜cL d
c
L
2
3
(3×8
27
) 0
(H01 , H
−
1 ) (H˜
0
1 , H˜
−
1 ) -1 -2 −24
(H+2 , H
0
2) (H˜
+
2 , H˜
0
2 ) 1 2
2
4
total tr(Y 3)=0 tr(T 23 Y )=0
As exhibited above the spectrum is anomaly free. The above spectrum can
be accomodated in the 16+ spinor of SO(10). We will now give details of the
techniques for the computation of couplings of the 16-plet of spinors with
tensor representations.
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Chapter 4
Technique for the Evaluation of
SO(2N) Invariants. The Basic
Theorem
Here we review the recently developed technique [6, 19, 20, 34] for the analysis
of SO(2N) invariant couplings which allows a full exhibition of the SU(N)
invariant content of the spinor and tensor representations. The technique
utilizes a basis consisting of a specific set of reducible SU(N) tensors in
terms of which the SO(2N) invariant couplings have a simple expansion.
4.1 Specific set of SU(N) reducible tensors
We begin with the observation that the natural basis [6] for the expansion of
the SO(2N) vertex is in terms of a specific set of SU(N) reducible tensors,
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Φck and Φck which we define as
Ak ≡ Φck ≡ Φ2k + iΦ2k−1
Ak ≡ Φck ≡ Φ2k − iΦ2k−1 (4.1)
This can be extended immediately to define the quantity Φcicj c¯k.. with an
arbitrary number of unbarred and barred indices where each c index can be
expanded out so that
AiAjAk... = Φcicjck... = Φ2icjck... + iΦ2i−1cjck... etc... (4.2)
Thus, for example, the quantity Φci1ci2ci3 ...cin is a sum of 2
n terms gotten by
expanding all the c indices. Φcicjck...cn is completely anti-symmetric in the
interchange of its c indices whether unbarred or barred:
Φcicjck...cn = −Φckcjci...cn etc.. (4.3)
Further,
Φ∗cicjck...cn = Φcicjck...cn etc... (4.4)
Use of quantities like Φ∗cicjck...cn are also useful in evaluating kinetic energy
like terms such as: −1
2
∂AΦµ∂
AΦ†µ,
1
4
ΦABµν Φµν AB, etc.. We give the general
results here,
Φµ1µ2µ3...µrΦµ1µ2µ3...µr =
1
2r
[
Φci1ci2ci3 ...cir−1cirΦci1ci2ci3 ...cir−1cir
+Φci1ci2ci3 ...cir−1cirΦci1ci2ci3 ...cir−1cir + ...+ Φci1ci2ci3 ...cir−1cirΦci1ci2ci3 ...cir−1cir
+Φci1ci2ci3 ...cir−1cirΦci1ci2ci3 ...cir−1cir + ...+ Φci1ci2ci3 ...cir−1cirΦci1ci2ci3 ...cir−1cir
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+...+ Φci1ci2ci3 ...cir−1cirΦci1ci2ci3 ...cir−1cir
]
(4.5)
and
Φµ1µ2µ3...µrΦ
†
µ1µ2µ3...µr =
1
2r
[
Φci1ci2ci3 ...cir−1cirΦ
†
ci1ci2ci3 ...cir−1cir
+Φci1ci2ci3 ...cir−1cirΦ
†
ci1ci2ci3 ...cir−1cir
+ ...+ Φci1ci2ci3 ...cir−1cirΦ
†
ci1ci2ci3 ...cir−1cir
+Φci1ci2ci3 ...cir−1cirΦ
†
ci1ci2ci3 ...cir−1cir
+ ...+ Φci1ci2ci3 ...cir−1cirΦ
†
ci1ci2ci3 ...cir−1cir
+...+ Φci1ci2ci3 ...cir−1cirΦ
†
ci1ci2ci3 ...cir−1cir
]
(4.6)
We now make the observation that the object Φcicjck...cn transforms like
a reducible representation of SU(N). Thus if we are able to compute the
SO(2N) invariant couplings in terms of these reducible tensors of SU(N)
then there remains only the further step of decomposing the reducible tensors
into their irreducible parts.
4.2 Basic Theorem to evaluate an SO(2N)
vertex
A result essential to our analysis is the Basic Theorem[6] which states that an
SO(2N) vertex Γµ1Γµ2Γµ3 ...ΓµrΦµ1µ2µ3...µr can be expanded in the following
fashion
Γµ1Γµ2Γµ3 ...ΓµrΦµ1µ2µ3...µr = b
†
i1b
†
i2b
†
i3 ...b
†
irΦci1ci2ci3 ...cir
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+(bi1b
†
i2b
†
i3 ...b
†
irΦci1ci2ci3 ...cir + perms) + (bi1bi2b
†
i3 ...b
†
irΦci1ci2ci3 ...cir + perms)
+...+ (bi1bi2bi3 ...bir−1b
†
irΦci1ci2ci3 ...cir−1cir + perms)
+bi1bi2bi3 ...birΦci1ci2ci3 ...cir
(4.7)
Eq.(4.7) is the basic result we need in the analysis of the SO(2N) invariant
couplings. It is found convenient to arrange the right hand side of Eq.(4.7)
in a normal ordered form by which we mean that all the b’s are either to
the right or to the left and all the b†’s are either to the left or to the right
using strictly the anti-commutation relations on the b’s and b†’s of Eq.(2.124).
When a pair of b† and b have a summed index such as b†nbn we will move
them together either to the left or to the right. After normal ordering one
decomposes Φcicj c¯k..cn into its SU(N) irreducible components. The final step
consists of carrying out the process of removing all the b and b† using the anti-
commutation relation (2.124) and the condition bi|0 >= 0 (Eq.(2.157)), thus
allowing one to compute the couplings in the SU(N) invariant decomposition.
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Chapter 5
Complete Cubic Couplings of
Bilinear Spinors and 10, 120
and 126 plet in SO(10)
Unification
We illustrate the technique developed in chapter 4 by giving a complete
analysis of the trilinear couplings [6] in the superpotential with the 16 plet of
matter and 16 plet of Higgs. Since 16× 16 = 10s+120as+126s, we compute
explicitly in terms of SU(5) fields the couplings 16−16−10s, 16−16−120as
and 16 − 16 − 126s. Further, we discuss that the coupling of the 126 with
matter leads to extra zeros in the Higgs triplet sector and the existence of
such zeros can enhance the proton decay lifetime.
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5.1 The 10 plet, 120 plet and the 126 plet
couplings in the superpotential
The procedure of chapter 4 makes it straightforward to analyze the SO(2N)
invariant couplings involving large tensor representations. As an example
of our technique we give a complete determination of the superpotential at
the trilinear level involving two spinor representations, which consists of the
couplings 16× 16× 10, 16× 16× 120 and 16× 16× 126. We also compute
the same interactions with 16 plet of matter replaced by 16 plet of Higgs.
(a) 16× 16× 10 coupling
We begin by computing the 16× 16× 10 coupling[6] which is given by
W
(10)
(++) = f
(10)
a´b´
< Ψ̂∗(+)a´|BΓµ|Ψ̂(+)b´ > Φµ (5.1)
where f
(10)
a´b´
are the Yukawa coupling constants and semi-spinors Ψ(±) with
a ̂ stands for chiral superfields. Following the procedure of chapter 4 we
decompose the vertex so that
ΓµΦµ = biΦc¯i + b
†
iΦci (5.2)
In Eq.(5.2) the tensors are already in their irreducible form and one can
identify
Φci = h
i; Φc¯i = hi (5.3)
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with the 5 plet and 5¯ plet of Higgs respectively. To normalize the tensors we
define
hi =
√
2Hi; h
i =
√
2Hi (5.4)
so that the kinetic energy −∂AΦµ∂AΦ†µ of the tensor Φµ takes the form
L
10−Higgs
kin = −∂AHi∂AH†i − ∂AHi∂AHi† (5.5)
where A(= 0, 1, 2, 3) is the Dirac index.
Using the above we compute the 16− 16− 10 coupling and find
W
(10)
(++) = i2
√
2f
(10)(+)
a´b´
[
M̂ijTa´ M̂b´iHj +
(
−M̂Ta´ M̂b´m +
1
8
ǫijklmM̂
ijT
a´ M̂
kl
b´
)
Hm
]
(5.6)
where f
(.)(±)
a´b´
are defined by
f
(.)(±)
a´b´
=
1
2
(f
(.)
a´b´
± f (.)
b´a´
) (5.7)
In the equation above, for example M̂Ta´ represents the transpose of the chiral
superfield, M̂a´ etc.. Note that f
(.)(±)
a´b´
are symmetric (antisymmetric) under
the interchange of generation indices a´ and b´. As expected the 16-16-10
couplings given by Eq.(5.6) are correctly symmetric in the generation indices.
We note that the couplings have the SU(5) invariant structure consisting of
1M − 5¯M − 5H , 10M − 5¯M − 5¯H and 10M − 10M − 5H .
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(b) 16× 16× 120 coupling
Next, we discuss the 16-16-120 coupling[6] defined by
W
(120)
(++) =
1
3!
f
(120)
a´b´
< Ψ̂∗(+)a´|BΓ[µΓνΓρ]|Ψ̂(+)b´ > Φµνρ (5.8)
where
Γ[µΓνΓρ] =
1
3!
∑
P
(−1)δPΓµP (1)ΓνP (2)ΓρP (3) (5.9)
with
∑
P denoting the sum over all permutations and δP takes on the value
0 and 1 for even and odd permutations respectively.
We expand the vertex using Eq.(4.7) and find
ΓµΓνΓλΦµνλ = bibjbkΦc¯ic¯j c¯k + b
†
ib
†
jb
†
kΦcicjck + 3(b
†
ibjbkΦcic¯j c¯k + b
†
ib
†
jbkΦcicj c¯k)
+3(biΦc¯ncnc¯i + b
†
iΦc¯ncnci)
(5.10)
The 120 plet of SO(10) has the SU(5) decomposition 120 = 5 + 5¯ + 10 +
1¯0 + 45 + 45. The tensors in Eq.(5.10) can be decomposed in terms of the
irreducible SU(5) tensors as follows:
Φcicj c¯k = h
ij
k +
1
4
(
δikh
j − δjkhi
)
, Φcic¯j c¯k = h
i
jk +
1
4
(
δijhk − δikhj
)
Φcicjck = ǫ
ijklmhlm, Φc¯ic¯j c¯k = ǫijklmh
lm, Φc¯ncnci = h
i,Φc¯ncnc¯i = hi (5.11)
where hi, h
i, hij, h
ij, hijk , h
i
jk are the 5¯, 5, 10, 10, 45 and 45 plet representations
of SU(5). To normalize them we make the following redefinition of fields
hi =
4√
3
Hi, hij =
1√
3
Hij , hijk =
2√
3
H
ij
k
hi =
4√
3
Hi, hij =
1√
3
Hij , h
i
jk =
2√
3
Hijk (5.12)
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In terms of the redefined fields the kinetic energy term for the 120 multiplet
which is given by −∂AΦµνλ ∂AΦ†µνλ takes on the form
L
120−Higgs
kin = −
1
2!
∂AH
ij∂AHij† − 1
2!
∂AHij∂
AH
†
ij −
1
2!
∂AH
ij
k ∂
AH
ij†
k
− 1
2!
∂AH
i
jk∂
AH
i†
jk − ∂AHi∂AHi† − ∂AHi∂AH†i (5.13)
A straightforward computation of Eq.(5.8) using Eqs.(5.10)1, (5.11) and
(5.12) gives
W
(120)
(++) == i
2√
3
f
(120)(−)
a´b´
[
−2M̂Ta´ M̂b´iHi − M̂ijTa´ M̂b´iHj
+M̂Ta´iM̂b´jH
ij + M̂ijTa´ M̂b´Hij
−1
4
ǫijklmM̂
ijT
a´ M̂
mn
b´
Hkln
+M̂Ta´iM̂
jk
b´
Hijk
]
(5.14)
The front factor f
(120)(−)
a´b´
in Eq.(5.14) exhibits correctly the anti-symmetry
in the generation indices. Further, the couplings have the 1M − 5¯M − 5H ,
1M − 10M − 1¯0H , 5¯M − 5¯M − 10H , 10M − 5¯M − 5¯H , 5¯M − 10M − 4¯5H and
10M − 10M − 45H SU(5) invariant structures.
(c) 16× 16× 126 coupling
1The symmetrical arrangement in the first brace of Eq.(5.10) is necessary for achieving
an automatic anti-symmetry in the generation indices for the SU(5) 10M − 10M − 45H
coupling.
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We now turn to the most difficult of the three cases, i.e., the 16− 16− 126
coupling[6] which is given by
W
(126)
(++) =
1
5!
f
(126)
a´b´
< Ψ̂∗(+)a´|BΓ[µΓνΓρΓλΓσ]|Ψ̂(+)b´ > Φµνρλσ (5.15)
For the reduction of the SO(10) vertex it is more convenient initially to work
with the full 252 dimensional tensor, Ξµνλρσ which can be be decomposed as
Ξµνλρσ=Φµνλρσ+ Φµνλρσ, whereΦµνλρσ
Φµνλρσ
 = 1
2
(
δµαδνβδργδλδδσθ ± i
5!
ǫµνρλσαβγδθ
)
Ξαβγδθ (5.16)
and where the Φµνλρσ is the 126 plet and Φµνλρσ is the 126 plet represen-
tation. These representations break into the SU(5) irreducible parts as
126 = 1 + 5 + 10 + 15 + 45 + 50 and 126 = 1 + 5¯ + 10 + 15 + 45 + 50. We
begin by expanding ΓµΓνΓλΓρΓσΞµνλρσ using Eq.(4.7)and following steps sim-
ilar to the previous case using normal ordering:
ΓµΓνΓλΓρΓσΞµνλρσ = b
†
ib
†
jb
†
kb
†
l b
†
mΞcicjckclcm + bibjbkblbmΞc¯ic¯j c¯k c¯lc¯m
+5b†ib
†
jb
†
kb
†
l bmΞcicjckclc¯m + 5b
†
ibjbkblbmΞcic¯j c¯k c¯lc¯m
+10b†ib
†
jb
†
kblbmΞcicjck c¯lc¯m + 10b
†
ib
†
jbkblbmΞcicj c¯k c¯lc¯m
+10b†ib
†
jb
†
kΞcicjck c¯ncn + 10bibjbkΞc¯ic¯j c¯kc¯ncn
+30b†ib
†
jbkΞcicj c¯k c¯ncn + 30b
†
ibjbkΞcic¯j c¯kc¯ncn
+15b†iΞcic¯ncnc¯pcp + 15biΞc¯ic¯ncnc¯pcp (5.17)
The SO(10) reducible tensors appearing in the equation above can be ex-
pressed in terms of irreducible SU(5) tensors as follows:
Ξcicjck c¯ncn = h
ijk; Ξc¯ic¯j c¯kcnc¯n = hijk
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Ξcic¯ncnc¯pcp = h
i; Ξc¯ic¯ncnc¯pcp = hi
Ξcic¯j c¯k c¯ncn = h
i
jk +
1
4
(
δikhj − δijhk
)
Ξc¯icjckcnc¯n = h
jk
i +
1
4
(
δki h
j − δji hk
)
Ξcicjckclc¯m = h
ijkl
m +
1
2
(
δimh
jkl − δjmhikl + δkmhijl − δlmhijk
)
Ξcicjck c¯lc¯m = h
ijk
lm +
1
2
(
δilh
jk
m − δjl hikm + δkl hijm − δimhjkl + δjmhikl − δkmhijl
)
+
1
12
(
δilδ
j
mh
k − δjl δimhk − δilδkmhj + δkl δimhj + δjl δkmhi − δkl δjmhi
)
Ξcicj c¯k c¯lc¯m = h
ij
klm +
1
2
(
δikh
j
lm − δilhjkm + δimhjkl − δjkhilm + δjl hikm − δjmhikl
)
+
1
12
(
δikδ
j
l hm − δikδjmhl − δilδjkhm + δilδjmhl + δimδjkhl − δimδjl hk
)
Ξcic¯j c¯k c¯lc¯m = h
i
jklm +
1
2
(
δijhklm − δikhjlm + δilhjkm − δimhjkl
)
Ξcicjckclcm = ǫ
ijklmh, Ξc¯ic¯j c¯k c¯lc¯m = ǫijklmh¯
(5.18)
The fields that appear above are not yet properly normalized. To nor-
malize the fields we carry out a field redefinition so that
h =
2√
15
H, h =
2√
15
H, hi = 4
√
2
5
Hi, hi = 4
√
2
5
Hi
hijk =
√
2
15
ǫijklmHlm, hijk =
√
2
15
ǫijklmH
lm
hijklm =
√
2
15
ǫjklmnH
ni
(S), h
jklm
i =
√
2
15
ǫjklmnH
(S)
ni
hijk = 2
√
2
15
Hijk, h
jk
i = 2
√
2
15
H
jk
i
h
ijk
lm =
2√
15
H
ijk
lm , h
lm
ijk =
2√
15
Hlmijk (5.19)
The kinetic energy for the 252 plet field −∂AΞµνλρσ∂AΞ†µνλρσ in terms of the
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normalized fields is then given by
L252−Higgskin = −∂AH∂AH† − ∂AH∂AH† − ∂AHi∂AH†i − ∂AHi∂AHi†
− 1
2!
∂AH
ij∂AHij† − 1
2!
∂AHij∂
AH
†
ij −
1
2!
∂AH
(S)
ij ∂
AH
(S)†
ij
− 1
2!
∂AH
ij
(S)∂
AH
ij†
(S) −
1
2!
∂AH
jk
i ∂
AH
jk†
i −
1
2!
∂AH
i
jk∂
AH
i†
jk
− 1
3!2!
∂AH
lm
ijk∂
AH
lm†
ijk −
1
3!2!
∂AH
ijk
lm∂
AH
ijk†
lm (5.20)
where H(H),Hi,H
i,Hij ,Hij ,H
(S)
ij ,H
ij
(S),H
jk
i ,H
i
jk,H
lm
ijk,H
ijk
lm are the 1, 5¯, 5, 10, 10,
15, 15, 45, 45, 50, 50 plet representations of SU(5).
Finally, Eq.(5.15) gives
W
(126)
(++) == i
√
2
15
f
(126)(+)
a´b´
[
−
√
2M̂Ta´ M̂b´H+ M̂
T
a´ M̂
ij
b´
Hij
−M̂Ta´iM̂b´jHij(S) + M̂ijTa´ M̂b´kHkij
− 1
12
√
2
ǫijklmM̂
ijT
a´ M̂
rs
b´
Hklmrs
−
√
3
(
M̂Ta´ M̂b´m +
1
24
ǫijklmM̂
ijT
a´ M̂
kl
b´
)
Hm
]
(5.21)
As in the 10 plet tensor case the couplings are symmetric under the in-
terchange of generation indices. Further, the 16− 16− 126 coupling has the
SU(5) structure consisting of 1M − 1M − 1H , 1M − 5¯M − 5H , 1M − 10M − 10H ,
10M − 10M − 5H , 5¯M − 5¯M − 15H , 10M − 5¯M − 45H and 10M − 10M − 50M .
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5.2 Large representations, textures and pro-
ton lifetime[6]
Proton decay is an important signal for grand unification and detailed anal-
yses for the proton lifetime exist in SU(5) models[35, 36] and in SO(10)
models[37, 14]. In this section we discuss the possibility that couplings in
the superpotential that involve large representations can drastically change
the Higgs triplet textures and affect proton decay in a very significant man-
ner. These results are of significance in view of the recent data from Su-
perKamiokande which has significantly improved the limit on the proton de-
cay mode p → ν +K+. Thus the most recent limit from SuperKamiokande
gives τ/B(p → ν¯ + K+) > 1.9 × 1033 yr[38]. At the same time there is
a new lattice gauge evaluation of the three quark matrix elements α and
β of the nucleon wave function[39] (where α and β are defined by ǫabc <
0|ǫαβdαaRuβbRuγcL|p >=αuγL and ǫabc < 0|ǫαβdαaLuβbLuγcL|p >=βuγL). The more re-
cent evaluation of Ref.[39] gives α = −0.015(1)GeV 3 and β = 0.014(1)GeV 3
which is a factor of about two and a half times larger than the previous
evaluations. The new experimental limit on the proton decay lifetime[38]
combined with the new lattice gauge evaluations have begun to constrain
the SUSY GUT models prompting some reanalyses[40, 41]. In this context
the enhancement of the proton lifetime by textures is of interest. To make
this idea more concrete we define textures in the low energy theory in the
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quark lepton sector of the theory just below the GUT scale as follows
WY = −MHH1tH2t + (lAEech1 + qADdch1 + h2ucAUq)
+(qBElH1t + ǫabcH1tad
c
bB
Ducc +H2tau
c
aB
Uec + ǫabcH
a
2tubC
Udc) (5.22)
where AE , AD and AU are the textures in the Higgs doublet sector and
BE , BD, BU and CU are the textures in the Higgs triplet sector. A clas-
sification of the possible textures in the Higgs doublet sector is given in
Refs.[42, 43]. For our purpose here we adopt the textures in the Higgs dou-
blet sector in the form
AE =

0 f 0
f −3e 0
0 0 d
 , AD =

0 feiφ 0
fe−iφ e 0
0 0 d
 , AU =

0 c 0
c 0 b
0 b a

(5.23)
As is well known[42] the appearance of -3 vs 1 in the 22 element of AE vs
AD is one of the important ingredients in achieving the desired quark and
lepton mass hierarchy and may provide an insight into the nature of the fun-
damental coupling. Now the textures in the Higgs triplet sector are generally
different than those in the Higgs doublet sector and they are sensitively de-
pendent on the nature of GUT and Planck scale physics[44]. The current
experimental constraints on the proton lifetime leads us to conjecture that
the Higgs triplet sector contains additional texture zeros over and above the
texture zeros that appear in the Higgs doublet sector and the coupling of the
126 tensor field plays an important role in this regard. In the following we
shall assume CP invariance and set the phases to zero in Eq.(5.23). Since
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in this case the textures of Eq.(5.23) are symmetric it is only the 10 plet
and the 126 plet of Higgs couplings that enter in the analysis and the 120
plet couplings do not. To exhibit the above phenomenon more concretely we
consider on phenomenological grounds a superpotential in the Yukawa sector
of the following type
WY = f
(0)
ij (Y,M)ψiψjφ
(0)
¯126 + f
(d)
12 (Y,M)ψ1ψ2φ
(1)
10 + f
(u)
12 (Y,M)ψ1ψ2φ
(2)
10
+f
(d)
22 (Y,M)ψ2ψ2φ
(1)
¯126 + f
(u)
23 (Y,M)ψ2ψ3φ
(2)
¯126 + f
(d)
33 (Y,M)ψ3ψ3φ
(1)
10
+f
(u)
33 (Y,M)ψ3ψ3φ
(2)
¯126 (5.24)
where M is a superheavy scale and f
(d)
ij (Y,M) and f
(u)
ij (Y,M) are functions
of a set of scalar fields Y which develop VEVs and the appropriate factors
of < Y nφ > /Mn generate the right sizes. The model of Eq.(5.24) is of
the generic type discussed in refs.[8, 9, 13]. We do not go into detail here
regarding the symmetry breaking mechanism, the doublet-triplet splitting
and the mass generation for the pseudo-goldstone bosons. All of these topics
have been dealt with at some length in the previous literature[45, 8, 9, 46, 12].
Further, while models with large representations are not asymptotically free
and lead rapidly to non-perturbative physics above the unification scale, the
effective theories below the unification scale gotten by integration over the
heavy modes are nonetheless perfectly normal and thus such theories are
acceptable unified theories. For our purpose here we assume a pattern of
VEV formation for the neutral components of the Higgs so that < φ
(0)
126
>
develops a VEV along the SU(5) singlet direction (this corresponds to H in
Eq.(5.21) developing a VEV), < φ
(1)
10 > develops a VEV in the 5¯ plet of SU(5)
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direction (this corresponds to Hj developing a VEV in Eq.(5.6)), < φ
(2)
10 >
develops a VEV in the 5 plet direction (this corresponds to Hm developing
a VEV in Eq.(5.6)), < φ
(1)
126
> develops a VEV in the direction of 45 plet of
Higgs (this corresponds to Hkij in Eq.(5.21) developing a VEV), and < φ
(2)
126
>
develops a VEV in the direction of 5 plet of Higgs (this correspons to Hm
in Eq.(5.21) developing a VEV). It is the VEV of the 45 plet that leads to
-3 and 1 factors in AE vs AD. The superpotential of Eq.(5.24) with the
above VEV alignments then leads automatically to the textures in the Higgs
doublet sector of Eq.(5.23). One may now compute the textures in the Higgs
triplet sector that result from superpotential of Eq.(5.24). One finds
BE =

0 f 0
f 0 0
0 0 d
 , BU =

0 c 0
c 0 0
0 0 0
 (5.25)
and BD = BE and CU = BU . We note the existence of the additional zeros
in BE and BD relative to AE and AD and in BU and CU relative to AU . The
existence of the additional zeros in BE, BD,BU and CU increases the proton
decay lifetime. We discuss the origin of the additional zeros. It is the coupling
of the matter sector with the 126 of Higgs which contributes a non-vanishing
element in the Higgs doublet sector produces a vanishing contribution in the
lepton and baryon number violating dimension five operator or equivalently
generates a corresponding zero in the texture in the Higgs triplet sector. The
reason for this is rather straightforward. While one also needs a 126 plet of
Higgs to cancel the D term generated by the VEV of the 126 of Higgs, the
126 plet of Higgs has no coupling with the ordinary 16 plet of matter. Since
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the only bilinear with the 126 in the superpotential is of the form 126× 126
(i.e., one cannot write a (126)2 term in the superpotential) one finds that
no lepton and baryon number violating dimension five operators arise as a
consequence of integrating out the 126 and 126 of Higgs which effectively
corresponds to a texture zero in the Higgs triplet sector. Of course, the extra
zeros in the Higgs triplet sector could also arise from accidental cancellations.
However, the group theoretic origin is more appealing.
The superpotential of Eq.(5.24) also generates a Dirac neutrino mass ma-
trix. However, a full analysis of neutrino masses requires a model for the
Majorana mass matrix MMaj to generate a see-saw mechanism[47] so that
MνLL = −MTνLRM−1MajMνLR where the mass scale associated with MMaj is
much larger than the mass scale that appears in MνLR. MMaj depends on
f
(0)
ij in Eq.(5.24) which are in general additional arbitrary parameters[7]. [For
a review see Ref.[48]]. The appearance of MMaj in the analysis of neutrino
masses with additional arbitrary parameters and a scale much larger than
the mass scale that appears in MνLR implies that there is not a rigid rela-
tionship between proton decay and neutrino masses in SO(10). Nonetheless,
it is interesting to investigate the correlation that exists between these two
important phenomena in specific models. For further application of these
techniques in the context of proton decay see Ref.[49]
5.3 Appendix A
In this appendix we give a proof of -3 vs. 1 ratio in the textures AE vs. AD.
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In the 126 couplings one has a 45 coupling with matter type
M̂ijTa´ M̂b´kH
k
ij
where i, j, k = 1, .., 5 and
Hkij = −Hkji;
∑
k
Hkik = 0
Let there be a VEV formation so that < Hk5j > 6= 0. Then anti-symmetry
and traceless condition allows one to write
< Hk5j >= a
(
1
4
δkj − δk4δ4j
)
The above implies that in the color sector (α, β = 1, 2, 3) one has
< Hβ5α >= a
1
4
δβα
and in the charged lepton sector one has
< H454 >= −
3
4
a
This gives the -3 vs. 1 factors that appear in AE vs. AD in Eq. (5.23)
5.4 Appendix B
In this appendix we give a proof of textures in the Higgs doublet sector.
Consider the 10 plet and 126 plet couplings and assume that the 10 plet
develops a VEV in the SU(5) 5¯ plet direction. This gives mass to the down
quark and to the lepton. The hypercharge of the Hj Higgs is −1. From Eq.
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(5.6), we see that the mass growth for the down quark and the lepton are
the same. Then one has
Md ∼ f¯ (10)(+)a´b´ < 10− >
Me ∼ f¯ (10)(+)a´b´ < 10− >
From the analysis on the mass growth from the 126 of Higgs one has
Md ∼ f¯ (126)(+)a´b´ < 126
−
>
Me ∼ −3f¯ (126)(+)a´b´ < 126
−
>
Combining the above results we have for the mass growth in the down quark
and lepton sector from the VEV growth of 10 plet and 126
Md ∼ f¯ (10)(+)a´b´ < 10− > +f¯
(126)(+)
a´b´
< 126
−
>
Me ∼ f¯ (10)(+)a´b´ < 10− > −3f¯
(126)(+)
a´b´
< 126
−
>
Next let us look at the up quark and Dirac neutrino masses. Here let us
begin with a 10 plet of Higgs which develops a VEV in the 5 plet of SU(5).
The Higgs that develops a VEV has hypercharge +1. Then from the 10 plet
couplings we find
Mu ∼ f¯ (10)(+)a´b´ < 10+ >
MνLR ∼ −f¯ (10)(+)a´b´ < 10+ >
Next we look at the 126 coupling. Here let us assume that 126 of Higgs
develops a VEV along the direction of 5 plet of Higgs. Then one has that
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the up quark and Dirac neutrino masses are given by Then from the 10 plet
couplings we find
Mu ∼ f¯ (126)(+)a´b´ < 126
+
>
MνLR ∼ 3f¯ (126)(+)a´b´ < 126
+
>
Together, the 10+ and < 126
+
> VEV’s produce the following results
Mu ∼ f¯ (10)(+)a´b´ < 10+ > +f¯
(126)(+)
a´b´
< 126
+
>
MνLR ∼ −f¯ (10)(+)a´b´ < 10+ > +3f¯
(126)(+)
a´b´
< 126
+
>
Now the overall sign in theMνLR case is opposite to that in Ref.[13]. However,
we can let νc → νc. In this case one finds the following four relations
Md ∼ f¯ (10)(+)a´b´ < 10− > +f¯
(126)(+)
a´b´
< 126
−
>
Me ∼ f¯ (10)(+)a´b´ < 10− > −3f¯
(126)(+)
a´b´
< 126
−
>
Md ∼ f¯ (10)(+)a´b´ < 10− > +f¯
(126)(+)
a´b´
< 126
−
>
Me ∼ f¯ (10)(+)a´b´ < 10− > +3f¯
(126)(+)
a´b´
< 126
−
>
These relations are the same as in Ref.[13].
Next let us look at the superpotential given by Eq. (5.24) and make the
following identifications:
φ
(1)
10 = 10
−; φ
(2)
10 = 10
+
φ
(1)
126
= 126
−
; φ
(2)
126
= 126
+
Then it follows that one has the textures in the Higgs doublet sector of the
type given by Eq.(5.23). This completes the proof.
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5.5 Appendix C
In this appendix we give a proof of extra zeros in the Higgs triplet sector.
We begin by considering Yukawa coupling in the superpotential so that
126 and 126 appear. Then the superpotential reads
JµνλρσΦµνλρσ +KµνλρσΦµνλρσ
where J and K depend on the matter fields. Now only the 126 couples with
the three generations of matter and 126 has no coupling with the three spinor
generations. Thus
Kµνλρσ = 0
Next let us consider a mass term for the 126 and 126 of Higgs. We note
that
126× 126 = (54 + 1050 + 2772 + 4125)A + (945 + 8910)S
One finds that there is no singlet in the product. So we cannot form an
SO(10) invariant mass term out of the product of two 126’s. The same
argument applies for the product of two 126’s. However, consider the product
of 126 and 126
126× 126 = 1 + 45 + 210 + 770 + 5940 + 8910
This time we see that there is singlet and we can write a mass term.
Including the mass term the superpotential with Yukawa couplings is
W = MΦµνλρσΦµνλρσ + JµνλρσΦµνλρσ +KµνλρσΦµνλρσ
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Let us now vary the superpotential with respect to Φµνλρσ and Φµνλρσ and
eliminate them using field equations. Then one has the following superpo-
tential of dimension-5
W5 = − 1
M
JµνλρσKµνλρσ
Next we use the fact thatKµνλρσ = 0. And thus
W5 = 0
Normally, W5 carries the lepton and baryon number violating dimension five
operators. Therefore, for the case of couplings involving 126, the lepton
and baryon violating interactions vanish. This is directly due to the fact
that 126 plet has no couplings with matter. Alternatively, one can say that
the corresponding texture element in the Higgs triplet sector is zero. This
explains the zero in the 22 element in BE and BD and the zeros in the 23+32
and 33 elements of BU and CU (see Eq. (5.25)). These are the extra zeros
over and above the extra zeros in AE, AD and AU of Eq. (5.23).
141
Chapter 6
Complete Cubic Couplings of
Bilinear Spinors and 1, 45 and
210 plet in SO(10) Unification
Our focus in this chapter is the computation of cubic couplings in the super-
potential [19] of the form: 16−16−1, 16−16−1, 16−16−45, 16−16−45,
16 − 16 − 210 and 16 − 16 − 210. The vector couplings[19] of the form:
16† − 16− 1, 16† − 16− 1, 16† − 16− 45, 16† − 16− 45, 16† − 16− 210 and
16
† − 16− 210 are also analyzed.
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6.1 SO(10)-invariant cubic superpotential cou-
plings involving semi-spinors 16 and 16
and tensors of dimensionality 1, 45 and
210
The interactions of interest in the superpotential involving 16 and 16 semispinors
are of the form
W
(1)
(−+) = h
(1)
a´b´
< Ψ̂∗(−)a´|B|Ψ̂(+)b´ > Φ (6.1)
W
(45)
(−+) =
1
2!
h
(45)
a´b´
< Ψ̂∗(−)a´|BΣµν |Ψ̂(+)b´ > Φµν (6.2)
W
(210)
(−+) =
1
4!
h
(210)
a´b´
< Ψ̂∗(−)a´|BΓ[µΓνΓρΓλ]|Ψ̂(+)b´ > Φµνρλ (6.3)
(a) 16× 16× 1 and 16× 16× 1 couplings
We first present the result of the trivial 16× 16× 1 couplings. Eq.(6.1)
at once gives
W
(1)
(−+) = ih
(1)
a´b´
(
N̂Ta´ M̂b´ −
1
2
N̂Ta´ijM̂
ij
b´
+ N̂iTa´ M̂b´i
)
H (6.4)
where H is an SO(10) singlet. A similar analysis gives W
(1)
(+−) and one has
W
(1)
(+−) = h
(1)
a´b´
< Ψ̂∗(+)a´|B|Ψ̂(−)a´b > Φ
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= ih
(1)
a´b´
(
−M̂Ta´ N̂b´ +
1
2
M̂ijTa´ N̂b´ij − M̂Ta´iN̂ib´
)
H. (6.5)
(b) 16× 16× 45 and 16× 16× 45 couplings
To compute the 16× 16× 45 couplings we expand the vertex ΣµνΦµν us-
ing Eq.(4.7) where Φµν is the 45 plet tensor field
ΣµνΦµν =
1
i
(
bibjΦcicj + b
†
ib
†
jΦcicj + 2b
†
ibjΦcicj − Φcncn
)
. (6.6)
The reducible tensors that enter in the above expansion can be decomposed
into their irreducible parts as follows
Φcncn = h; Φcicj = h
i
j +
1
5
δijh; Φcicj = h
ij ; Φcicj = hij (6.7)
To normalize the SU(5) Higgs fields contained in the tensor Φµν , we carry
out a field redefinition
h =
√
10H; hij =
√
2Hij ; h
ij =
√
2Hij ; hij =
√
2Hij . (6.8)
In terms of the normalized fields the kinetic energy of the 45 plet of Higgs
−∂AΦµν∂AΦ†µν takes the form
L
45−Higgs
kin = −∂AH∂AH†−
1
2!
∂AHij∂AH
†
ij−
1
2!
∂AHij∂AH
ij†−∂AHij∂AHi†j . (6.9)
The terms in Eq.(6.9) are only exhibited for the purpose of normalization and
the remaining supersymmetric parts are not exhibited as their normalizations
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are rigidly fixed relative to the parts given above[28]. Finally, straightforward
evaluation of Eq.(6.2) using Eqs.(6.6)-(6.8) gives
W
(45)
(−+) =
1√
2
h
(45)
a´b´
[√
5
(
3
5
N̂iTa´ M̂b´i +
1
10
N̂Ta´ijM̂
ij
b´
− N̂Ta´ M̂b´
)
H
+
(
−N̂Ta´ M̂lmb´ +
1
2
ǫijklmN̂Ta´ijM̂b´k
)
Hlm
+
(
−N̂Ta´lmM̂b´ +
1
2
ǫijklmN̂
iT
a´ M̂
jk
b´
)
Hlm
+2
(
N̂Ta´ikM̂
kj
b´
− N̂jTa´ M̂b´i
)
Hij
]
. (6.10)
From Eq.(6.10), one finds that the 16N − 16M − 45H couplings consist of the
following SU(5) invariant components: 5N − 5M − 1H , 10N − 10M − 1H , 1N −
1M − 1H , 1N − 10M − 10H , 10N − 5M − 10H , 10N − 1M − 10H , 5N − 10M −
10H , 10N − 10M − 24H, and 5N − 5M − 24H couplings. One can carry out a
similar analysis for W
(45)
(+−) and one finds
W
(45)
(+−) =
1
2!
h
(45)
a´b´
< Ψ̂∗(+)a´|BΣµν |Ψ̂(−)b´ > Φµν
=
1√
2
h
(45)
a´b´
[√
5
(
3
5
M̂Ta´iN̂
i
b´
+
1
10
M̂ijTa´ N̂b´ij − M̂Ta´ N̂b´
)
H
+
(
−M̂lmTa´ N̂b´ +
1
2
ǫijklmM̂Ta´iN̂b´jk
)
Hlm
+
(
−M̂Ta´ N̂b´lm +
1
2
ǫijklmM̂
ijT
a´ N̂
k
b´
)
Hlm
+2
(
M̂jkTa´ N̂b´ki − M̂Ta´iN̂jb´
)
Hij
]
. (6.11)
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(c) 16× 16× 210 and 16× 16× 210 couplings
We now turn to the computation of the 16 × 16 × 210 couplings. Using
Eq.(4.7) we decompose the vertex ΓµΓνΓρΓλΦµνρλ so that
ΓµΓνΓρΓλΦµνρλ = 4b
†
ib
†
jb
†
kblΦcicjckcl + 4b
†
ibjbkblΦcicjckcl + b
†
ib
†
jb
†
kb
†
lΦcicjckcl
+bibjbkblΦcicjckcl − 6b†ib†jΦcicjcmcm + 6bibjΦcicjcmcm
+3Φcmcmcncn − 12b†ibjΦcicjcmcm + 6b†ib†jbkblΦcicjckcl.
(6.12)
The tensors that appear above can be decomposed into their irreducible parts
as follows
Φcmcmcncn = h; Φcicjckcl =
1
24
ǫijklmh
m; Φcicjckcl =
1
24
ǫijklmhm
Φcicjcmcm = h
ij; Φcicjcmcm = hij; Φcicjcmcm = h
i
j +
1
5
δijh
Φcicjckcl = h
ij
kl +
1
3
(
δilh
j
k − δikhjl + δjkhil − δjl hik
)
+
1
20
(
δilδ
j
k − δikδjl
)
h
Φcicjckcl = h
ijk
l +
1
3
(
δkl h
ij − δjl hik + δilhjk
)
Φcicjckcl = h
l
ijk +
1
3
(
δlkhij − δljhik + δlihjk
)
(6.13)
where h, hi, hi, h
ij , hij, h
i
j , h
ijk
l ; h
i
jkl and h
ij
kl are the 1-plet, 5-plet, 5-plet, 10-
plet, 10-plet, 24-plet, 40-plet, 40-plet, and 75-plet representations of SU(5),
respectively. We carry out a field redefinition such that
h = 4
√
5
3
H; hi = 8
√
6Hi; hi = 8
√
6Hi
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hij =
√
2Hij; hij =
√
2Hij ; h
i
j =
√
2Hij
h
ijk
l =
√
2
3
H
ijk
l ; h
i
jkl =
√
2
3
Hijkl; h
ij
kl =
√
2
3
H
ij
kl. (6.14)
Now the kinetic energy for the 210 dimensional Higgs field is
−∂AΦµνρλ∂AΦ†µνρλ, which in terms of the redefined fields takes the form
L
210−Higgs
kin = −∂AH∂AH† − ∂AHi∂AHi† − ∂AHi∂AHi†
− 1
2!
∂AH
ij∂AHij† − 1
2!
∂AHij∂
AH
†
ij − ∂AHij∂AHi†j
− 1
3!
∂AH
ijk
l ∂
AH
ijk†
l −
1
3!
∂AH
l
ijk∂
AH
l†
ijk −
1
2!
1
2!
∂AH
ij
kl∂
AH
ij†
kl . (6.15)
Evaluation of Eq.(6.3), using Eq.(6.12) and the normalization of Eq.(6.14)
gives,
W
(210)
(−+) = i
√
2
3
h
(210)
a´b´
1
2
√
5
2
(
N̂Ta´ M̂b´ +
1
10
N̂Ta´ijM̂
ij
b´
+
1
5
N̂iTa´ M̂b´i
)
H
+
√
3
4
(
N̂Ta´lmM̂b´ +
1
6
ǫijklmN̂
iT
a´ M̂
jk
b´
)
Hlm
−
√
3
4
(
N̂Ta´ M̂
lm
b´
+
1
6
ǫijklmN̂Ta´ijM̂b´k
)
Hlm
−
√
3
2
(
N̂jTa´ M̂b´i +
1
3
N̂Ta´ikM̂
kj
b´
)
Hij
+
1
6
ǫijklmN̂
iT
a´ M̂
jn
b´
Hklmn +
1
6
ǫijklmN̂Ta´inM̂b´jH
n
klm
+
1
4
N̂Ta´ijM̂
kl
b´
H
ij
kl + N̂
T
a´ M̂b´iH
i + N̂iTa´ M̂b´Hi
]
. (6.16)
We note that 16N−16M−210H couplings have the SU(5) invariant structure
consisting of 1N − 1M − 1H , 10N − 10M − 1H , 5N − 5M − 1H , 10N − 1M − 10H ,
5N − 10M − 10H , 1N − 10M − 10H , 10N − 5M − 10H , 5N − 5M − 24H , 10N −
10M − 24H , 5N − 10M − 40H , 10N − 5M − 40H , 10N − 10M − 75H , 1N − 5M −
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5H , 5N − 1M − 5H . An analysis similar to that for Eq.(6.16) gives W(210)(+−)
W
(210)
(+−) =
1
4!
h
(210)
a´b´
< Ψ̂∗(+)a´|BΓ[µΓνΓρΓλ]|Ψ̂(−)b´ > Φµνρλ
= i
√
2
3
h
(210)
a´b´
−1
2
√
5
2
(
M̂Ta´ N̂b´ +
1
10
M̂ijTa´ N̂b´ij +
1
5
M̂Ta´iN̂
i
b´
)
H
−
√
3
4
(
M̂Ta´ N̂b´lm +
1
6
ǫijklmM̂
ijT
a´ N̂
k
b´
)
Hlm
+
√
3
4
(
M̂lmTa´ N̂b´ +
1
6
ǫijklmM̂Ta´iN̂b´jk
)
Hlm
+
√
3
2
(
M̂Ta´iN̂
j
b´
+
1
3
M̂jkTa´ N̂b´ki
)
Hij
+
1
12
ǫijklmM̂
ijT
a´ N̂
n
b´
Hklmn −
1
12
ǫijklmM̂Ta´nN̂b´ijH
n
klm
−1
4
M̂klTa´ ÂNb´ijH
ij
kl − M̂Ta´iN̂b´Hi − M̂Ta´ N̂ib´Hi
]
. (6.17)
We note that the couplings ofW
(210)
(−+) are in general not the same as in W
(210)
(+−).
Thus some of the terms have signs which are opposite in the two sets. Further,
we note that there are in general two ways in which the 40 plet and the 40
plet can contract with the matter fields. For the case of W
(210)
(−+) one of the 40
plet tensor index contracts with the tensor index of the 10 plet of matter and
similarly one of the tensor index on the 40 contracts with the tensor index in
the 10 of the 16 (see Eq.(6.16)). However, in the W
(210)
(+−) couplings this is not
the case. Here one of the tensor index of 40 plet contracts with the tensor
index in of the 5 plet of matter and similarly one of the tensor index in 40
contracts with the tensor index in the 5¯ plet of matter (see Eq.(6.17)).
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6.2 SO(10)-invariant cubic vector couplings
involving semispinors 16 and 16 and ten-
sors of dimensionality 1, 45 and 210
For the construction of couplings of vector fields with 16 and 16 plets, it
is natural to consider the couplings of the 1 and 45 vector fields as abelian
and Yang-Mills gauge interactions. However, one cannot do the same for the
16−16−210 and 16−16−210 couplings. These interactions cannot be treated
as gauge couplings as there are no corresponding Yang-Mills interactions for
the 210 plet. For this reason we focus here first on the computation of the
gauge couplings of the 1 and 45 plet of vector fields. The supersymmetric
kinetic energy and gauge couplings of the chiral superfield Φ̂ can be written
in the usual superfield notation
∫
d4θ tr(Φ̂†egV̂Φ̂) (6.18)
where V̂ is the Lie valued vector superfield. Similarly the supersymmetric
Yang-Mills part of the Lagrangian can be gotten from
∫
d2θ tr(Ŵ α˜Ŵα˜) +
∫
d2θ¯ tr(Ŵ ˙˜αŴ
˙˜α
) (6.19)
where Ŵ α˜ is the field strength chiral spinor superfield. Since supersymmetry
does not play any special role in the analysis of SO(10) Clebsch-Gordon co-
efficients, we will display in the analysis here only the parts of the Lagrangian
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relevant for our discussion. Thus the interactions of the 16 with gauge vectors
for the 1 and 45 plet cases are given by
L
(1)
(++) = g
(1)
a´b´
< Ψ(+)a´|γ0γA|Ψ(+)b´ > ΦA (6.20)
L
(45)
(++) =
1
i
1
2!
g
(45)
a´b´
< Ψ(+)a´|γ0γAΣµν |Ψ(+)b´ > ΦAµν (6.21)
where g’s are the gauge coupling constants, and ΦA and ΦAµν are gauge ten-
sors of dimensionality 1 and 45, respectively. Similarly one defines L
(1)
(−−),
L
(45)
(−−) with Ψ+ replaced by Ψ− in Eqs.(6.20) and (6.21).
(a) 16† × 16× 1 and16† × 16× 1 couplings
We first present the result of the trivial 16× 16× 1 couplings. Eqs.(6.20)
and (4.7) at once give
L
(1)
(++) = g
(1)
a´b´
(
Ma´γ
AMb´ +
1
2
Ma´ijγ
AMij
b´
+M
i
a´γ
AMb´i
)
GA. (6.22)
The barred matter fields are defined so that Ma´ij =M
†
a´ijγ
0 etc.
A similar analysis gives L
(1)
(−−) and one has
L
(1)
(−−) = g
(1)
a´b´
< Ψ(−)a´|γ0γA|Ψ(−)b´ > ΦA
= g
(1)
a´b´
(
Na´γ
ANb´ +
1
2
N
ij
a´ γ
ANb´ij +Na´iγ
ANi
b´
)
GA. (6.23)
(b) 16† × 16× 45 and 16† × 16× 45 couplings
We next discuss the couplings of the 45 plet gauge tensor ΦAµν whose
decomposition in terms of reducible SU(5) tensors can be written similar
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to Eq.(6.6). This can be further reduced into irreducible parts similar to
Eq.(6.7) by
ΦAcncn = gA; ΦAcicj = g
i
Aj +
1
5
δijgA; ΦAcicj = g
ij
A ; ΦAcicj = gAij (6.24)
and normalized so that
gA = 2
√
5GA; gAij =
√
2GAij ; g
ij
A =
√
2GijA; g
i
Aj =
√
2GiAj. (6.25)
The kinetic energy for the 45-plet is given by −1
4
FABµν FABµν , where FABµν
is the 45 of SO(10) field strength tensor. In terms of the redefined fields,
45-plet’s kinetic energy takes the form
L
45−gauge
kin = −
1
2
GABGAB† − 1
2!
1
2
GABijGij†AB −
1
4
GABij GjABi (6.26)
where FABµν is the 45 of SO(10) field strength tensor. As mentioned in the
beginning of this section we do not exhibit the gaugino and D terms needed
for supersymmetry since their normalization is fixed relative to terms exhib-
ited in Eq.(6.26). Using Eqs.(6.21), (6.6) and the above normalizations we
find
L
(45)
(++) = g
(45)
a´b´
[√
5
(
−3
5
M
i
a´γ
AMb´i +
1
10
Ma´ijγ
AMij
b´
+Ma´γ
AMb´
)
GA
+
1√
2
(
Ma´γ
AMlm
b´
+
1
2
ǫijklmMa´ijγ
AMb´k
)
GAlm
− 1√
2
(
Ma´lmγ
AMb´ +
1
2
ǫijklmM
i
a´γ
AMjk
b´
)
GlmA
+
√
2
(
Ma´ikγ
AMkj
b´
+M
j
a´γ
AMb´i
)
GiAj
]
. (6.27)
A similar analysis gives
L
(45)
(−−) =
1
i
1
2!
g
(45)
a´b´
< Ψ(−)a´|γ0γAΣµν |Ψ(−)b´ > ΦAµν
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= g
(45)
a´b´
[√
5
(
3
5
Na´iγ
ANi
b´
− 1
10
N
ij
a´ γ
ANb´ij −Na´γANb´
)
GA
+
1√
2
(
N
lm
a´ γ
ANb´ +
1
2
ǫijklmNa´iγ
ANb´jk
)
GAlm
− 1√
2
(
Na´γ
ANb´lm +
1
2
ǫijklmN
ij
a´ γ
ANk
b´
)
GlmA
−
√
2
(
N
jk
a´ γ
ANb´ki +Na´iγ
ANj
b´
)
GiAj
]
. (6.28)
(c) 16† × 16× 210 and 16† × 16× 210 couplings
We discuss now the 210 vector multiplet. This vector mutiplet is not a gauge
multiplet with the usual Yang-Mills interactions. This makes the multiplet
rather pathological and it cannot be treated in a normal fashion. Specifically
Eq.(6.18) is not valid for this case in any direct fashion. However, for the
sake of completeness, we present here the SO(10) globally invariant couplings
corresponding to Eq.(6.21). Thus we have
L
(210)
(++) =
1
4!
g
(210)
a´b´
< Ψ(+)a´|γ0γAΓ[µΓνΓρΓλ]|Ψ(+)b´ > ΦAµνρλ. (6.29)
To compute the couplings we carry out expansions similar to Eqs.(6.12) and
(6.13) and to normalize the fields we carry out a field redefinition
gA = 4
√
10
3
GA; g
i
A = 8
√
6GiA; gAi = 8
√
6GAi
g
ij
A =
√
2GijA; gAij =
√
2GAij; g
i
Aj =
√
2GiAj
g
ijk
Al =
√
2
3
G
ijk
Al ; g
i
Ajkl =
√
2
3
GiAjkl; g
ij
Akl =
2√
3
G
ij
Akl (6.30)
so that the 210-plet’s kinetic energy −1
4
FABµνρλFABµνρλ takes the form
L
210−gauge
kin = −
1
2
GABGAB† − 1
2
GiABGABi† −
1
2!
1
2
GijABGABij†
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−1
4
GiABjGABji −
1
3!
1
2
GijkABlGABijk†l −
1
4
1
2!
1
2
GijABklGABij†kl . (6.31)
As discussed above, the 210 vector multiplet is not a gauge multiplet and
thus the quantity GAB is just an ordinary curl. Using Eqs.(6.29), (6.12) and
the normalizations of Eq.(6.30) one can compute L
(210)
(++). One finds
L
(210)
(++) =
1√
6
g
(210)
a´b´
[√
5
(
Ma´γ
AMb´ −
1
10
Ma´ijγ
AMij
b´
+
1
5
M
i
a´γ
AMb´i
)
GA
+
√
3
2
(
−Ma´γAMlmb´ +
1
6
ǫijklmMa´ijγ
AMb´k
)
GAlm
+
√
3
2
(
−Ma´lmγAMb´ +
1
6
ǫijklmM
i
a´γ
AMjk
b´
)
GlmA
+
√
3
(
−Mja´γAMb´i +
1
3
Ma´ikγ
AMkj
b´
)
GiAj
−1
3
ǫijklmMa´inγ
AMb´jG
n
Aklm +
1
3
ǫijklmM
i
a´γ
AMjn
b´
GklmAn
− 1√
2
Ma´ijγ
AMkl
b´
G
ij
Akl + 2M
i
a´γ
AMb´GAi + 2Ma´γ
AMb´iG
i
A
]
.(6.32)
A similar analysis gives
L
(210)
(−−) =
1
4!
g
(210)
a´b´
< Ψ(−)a´|γ0γAΓ[µΓνΓρΓλ]|Ψ(−)b´ > ΦAµνρλ
=
1√
6
g
(210)
a´b´
[√
5
(
Na´γ
ANb´ −
1
10
N
ij
a´ γ
ANb´ij +
1
5
Na´iγ
ANi
b´
)
GA
+
√
3
2
(
N
lm
a´ γ
ANb´ −
1
6
ǫijklmNa´iγ
ANb´jk
)
GAlm
+
√
3
2
(
Na´γ
ANb´lm −
1
6
ǫijklmN
ij
a´ γ
ANk
b´
)
GlmA
+
√
3
(
−Na´iγANjb´ +
1
3
N
jk
a´ γ
ANb´ki
)
GiAj
+
1
6
ǫijklmNa´nγ
ANb´ijG
n
Aklm +
1
6
ǫijklmN
ij
a´ γ
ANn
b´
GklmAn
− 1√
2
N
kl
a´ γ
ANb´ijG
ij
Akl + 2Na´γ
ANi
b´
GAi + 2Na´iγ
ANb´G
i
A
]
.(6.33)
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Supersymmetrizations of Eqs.(6.32) and (6.33) requires that we deal with a
massive vector multiplet and this topic will be dealt in chapters 8 and 9[20].
6.3 Appendix
In this appendix we expand some of the SO(10) interactions in the familiar
particle notation and exhibit the differences between some of the 16−16−45
and the 16−16−210 couplings. We start by looking at the gauge interactions
of the 24 plet of SU(5) in 16− 16− 45 coupling. We can read this off from
the last term in Eq.(6.27). Disregarding the front factor, this term is of the
form
L24/45 = g(45)a´b´
(
Maikγ
AMkjb +M
j
a´γ
AMbi
)
GiAj (6.34)
An expansion of Eq.(6.34) using the SM particle states defined by Eq.(2.273)
gives
L24/45 = g(45)a´b´
8∑
x=1
[
U a´γ
AVxA
λx
2
Ub +Da´γ
AVxA
λx
2
Db
]
+g
(45)
a´b´
3∑
y=1
( ν E− )aL γAWyA τy2
 ν
E−

bL
+ (U D )aL γ
AWyA
τy
2
 U
D

bL

+g
(45)
a´b´
√
3
5
[
−1
2
(
E
−
aLγ
ABAE
−
bL + νaLγ
ABAνbL
)
+
1
6
(
U
−
aLγ
ABAUbL +DaLγ
ABADbL
)
+
2
3
UaRγ
ABAUbR
−1
3
DaRγ
ABADbR −E−aRγABAE−bR
]
+... (6.35)
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where VxA is an SU(3) octet of gluons, W
y
A is an SU(2) isovector of inter-
mediate bosons, BA is the hypercharge boson, τy and λx are the usual Pauli
and Gell-Mann matrices, and the dots stand for the couplings of the lepto-
quark/diquark bosons to fermions. The above result, of course, contains the
SM interactions. Next, let us look at the vector interaction of the 24 plet of
SU(5) in the 16 − 16 − 210 coupling. This can be read off from Eq.(6.32)
and one has
L24/210 = g(210)a´b´
(
−Mja´γAMbi +
1
3
Maikγ
AMkjb
)
GiAj
=
1
3
g
(210)
a´b´
g
(45)
a´b´
L24/45 − 4
3
{g(210)
a´b´
8∑
x=1
DaRγ
AVxA
λx
2
DbR
+g
(210)
a´b´
√
3
5
[
−1
2
(
E
−
aLγ
ABAE
−
bL + νaLγ
ABAνbL
)
− 1
3
DaRγ
ABADbR
]
+g
(210)
a´b´
3∑
y=1
( ν E
−
)aL γ
AWyA
τy
2
 ν
E−

bL
+ ...} (6.36)
Eq.(6.36) shows that the 24 plet of SU(5) couplings in 16− 16− 210, unlike
the case of the 24 plet couplings in 16 − 16 − 45, do not contain the same
exact interactions as in the Standard Model.
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Chapter 7
Quartic Couplings of the form
[16 16][16 16]
In this chapter we determine dimension five operators in the superpotential
arising from the mediation of 1-, 45- and 210-dimensional representations[19].
7.1 Quartic interactions of the type
[16 16][16 16]
Here we give the technique for the elimination of heavy fields for the case
when the fields belong to a large tensor representation. There are in fact
three approaches one can use in affecting this elimination. The first one is
the direct approach where one eliminates the heavy large Higgs representa-
tion in its SO(10) form. While this is the most straightforward approach the
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disadvantage is that the analysis of dimension 4 operators cannot be directly
made use of and one has to carry out the entire computation from scratch.
An alternative possibility is that one utilizes the result of computations of
dimension 4 operators already done to compute dimension five operators.
In this case, however, since all the heavy Higgs fields are in their SU(5) ir-
reducible representations the elimination of such fields would involve cross
cancellations which are quite delicate. Thus, for example, in its SU(5) de-
composition 210 = 1 + 5 + 5¯ + 10 + 10 + 24 + 40 + 40 + 75 and elimination
of these involve cancellations between the 10 and the 40 plet contributions,
between the 10 and the 40 plet contributions, and between the 1, 24 and 75
plet contributions. Such cancellations make the analysis tedious once again.
It turns out that there is yet a third possibility which is to derive the dimen-
sion 4 operators in SU(5) decomposition leaving the SU(5) fields in their
reducible form where possible, i.e., to use Eq.(4.7) without further reduc-
tion of the tensor fields in their irreducible components. Thus, for example,
in this case one would carry out the following SU(5) decomposition of the
SO(10) tensor, 210 = 5 + 5¯ + 50 + 50 + 100 where 50, 50, 100 are reducible
SU(5) representations. After computing the dimension 4 operators in terms
of these tensors one eliminates them. This procedure has the advantage of
having the cancellations of procedure 2 already built in. We give now more
details of the three approaches.
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(a) direct method
We begin by discussion of the first approach[19] where one eliminates the
heavy fields in the superpotential before one carries out an SU(5) decompo-
sition.
In phenomenological analysis one generally needs more than one Higgs
representations. Hence to keep the analysis very general we not only keep
the generational indices but also allow for mixing among Higgs representa-
tions. To that end, we assume several Higgs representations of the same kind:
ΦX ,ΦµνY ,ΦµνρλZ . Consider the superpotential
W
(16×16)
= W
(16×16)
Higgs +W
(16×16)
mass (7.1)
where
W
(16×16)
Higgs = W
(1)′
(−+) +W
(45)′
(−+) +W
(210)′
(−+) (7.2)
with W
(1)′
(−+), W
(45)′
(−+), W
(210)′
(−+) given by
W
(1)′
(−+) = h
(1)
a´b´
< Ψ̂∗(−)a´|B|Ψ̂(+)b´ > k
(1)
X
ΦX
W
(45)′
(−+) =
1
2!
h
(45)
a´b´
< Ψ̂∗(−)a´|BΣµν |Ψ̂(+)b´ > k
(45)
Y
ΦµνY
W
(210)′
(−+) =
1
4!
h
(210)
a´b´
< Ψ̂∗(−)a´|BΓ[µΓνΓρΓλ]|Ψ̂(+)b´ > k
(210)
Z
ΦµνρλZ (7.3)
and
W
(16×16)
mass =
1
2
ΦXM(1)XX ′ΦX ′ +
1
2
ΦµνYM(45)YY ′ΦµνY ′ +
1
2
ΦµνρλZM(210)ZZ′ΦµνρλZ′ .
(7.4)
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We next eliminate ΦX ,ΦµνY ,ΦµνρλZ as superheavy dimension-5 operators
using the F-flatness conditions:
∂W
(16×16)
∂ΦX
= 0;
∂W
(16×16)
∂ΦµνY
= 0;
∂W
(16×16)
∂ΦµνρλZ
= 0. (7.5)
The above leads to
W
(16×16)
dim−5 = I1 + I45 + I210. (7.6)
where
I1 = 2λ(1)a´b´,c´d´ < Ψ̂∗(−)a´|B|Ψ̂(+)b´ >< Ψ̂∗(−)c´|B|Ψ̂(+)d´ > (7.7)
I45 = −1
2
λ
(45)
a´b´,c´d´
[
< Ψ̂∗(−)a´|BΓµΓν |Ψ̂(+)b´ >< Ψ̂∗(−)c´|BΓµΓν |Ψ̂(+)d´ >
−10 < Ψ̂∗(−)a´|B|Ψ̂(+)b´ >< Ψ̂∗(−)c´|B|Ψ̂(+)d´ >
]
(7.8)
I210 = 1
288
λ
(210)
a´b´,c´d´
×
[
< Ψ̂∗(−)a´|BΓµΓνΓρΓλ|Ψ̂(+)b´ >< Ψ̂∗(−)c´|BΓµΓνΓρΓλ|Ψ̂(+)d´ >
−52 < Ψ̂∗(−)a´|BΓµΓν |Ψ̂(+)b´ >< Ψ̂∗(−)c´|BΓµΓν |Ψ̂(+)d´ >
+240 < Ψ̂∗(−)a´|B|Ψ̂(+)b´ >< Ψ̂∗(−)c´|B|Ψ̂(+)d´ >
]
(7.9)
Writing, I45 and I210 in terms of creation and annihilation operators
I45 = λ(45)a´b´,c´d´
[
−4 < Ψ̂∗(−)a´|Bbibj |Ψ̂(+)b´ >< Ψ̂∗(−)c´|Bb†ib†j |Ψ̂(+)d´ >
+4 < Ψ̂∗(−)a´|Bb†ibj |Ψ̂(+)b´ >< Ψ̂∗(−)c´|Bb†jbi|Ψ̂(+)d´ >
−4 < Ψ̂∗(−)a´|Bb†nbn|Ψ̂(+)b´ >< Ψ̂∗(−)c´|B|Ψ̂(+)d´ >
+5 < Ψ̂∗(−)a´|B|Ψ̂(−+)b´ >< Ψ̂∗(−)c´|B|Ψ̂(+)d´ >
]
(7.10)
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I210 = − 1
18
λ
(210)
a´b´,cd
[
8 < Ψ̂∗(−)a´|Bb†ibjbkbl|Ψ̂(+)b´ >< Ψ̂∗(−)c´|Bb†jb†kb†l bi|Ψ̂(+)d´ >
−6 < Ψ̂∗(−)a´|Bb†ib†jbkbl|Ψ̂(+)b´ >< Ψ̂∗(−)c´|Bb†kb†l bibj |Ψ̂(+)d´ >
−2 < Ψ̂∗(−)a´|Bbibjbkbl|Ψ̂(+)b´ >< Ψ̂∗(−)c´|Bb†ib†jb†kb†l |Ψ̂(+)d´ >
+24 < Ψ̂∗(−)a´|Bb†ibj |Ψ̂(+)b´ >< Ψ̂∗(−)c´|Bb†jb†nbnbi|Ψ̂(+)d´ >
−12 < Ψ̂∗(−)a´|Bb†ib†j |Ψ̂(+)b´ >< Ψ̂∗(−)c´|Bb†nbnbibj |Ψ̂(+)d´ >
−12 < Ψ̂∗(−)a´|Bbibj |Ψ̂(+)b´ >< Ψ̂∗(−)c´|Bb†ib†jb†nbn|Ψ̂(+)d´ >
−6 < Ψ̂∗(−)a´|Bb†mbm|Ψ̂(+)b´ >< Ψ̂∗(−)c´|Bb†nbn|Ψ̂(+)d´ >
−6 < Ψ̂∗(−)a´|B|Ψ̂(+)b´ >< Ψ̂∗(−)c´|Bb†mb†nbnbm|Ψ̂(+)d´ >
+18 < Ψ̂∗(−)a´|Bbibj |Ψ̂(+)b´ >< Ψ̂∗(−)c´|Bb†ib†j |Ψ̂(+)d´ >
−18 < Ψ̂∗(−)a´|Bb†ibj |Ψ̂(+)b´ >< Ψ̂∗(−)c´|Bb†jbi|Ψ̂(+)d´ >
+24 < Ψ̂∗(−)a´|B|Ψ̂(+)b´ >< Ψ̂∗(−)c´|Bb†nbn|Ψ̂(+)d´ >
−15 < Ψ̂∗(−)a´|B|Ψ̂(+)b´ >< Ψ̂∗(−)c´|B|Ψ̂(+)d´ >
]
(7.11)
Finally, evaluating the matrix elements in terms of SU(5) fields, we obtain
I1 = 1
2
λ
(1)
a´b´,c´d´
[
−N̂Ta´ijM̂ijb´ N̂Tc´klM̂kld´ + 4N̂iTa´ M̂b´iN̂Tc´jkM̂
jk
d´
− 4N̂iTa´ M̂b´iN̂jTc´ M̂d´j
+4N̂Ta´ M̂b´N̂
T
c´ijM̂
ij
d´
− 8N̂Ta´ M̂b´N̂iTc´ M̂d´i − 4N̂Ta´ M̂b´N̂Tc´ M̂d´
]
(7.12)
I45 =
(
λ
(45)
a´d´,c´b´
+ λ
(45)
a´b´,c´d´
) (
8N̂iTa´ M̂b´jN̂
T
c´ikM̂
kj
d´
− N̂iTa´ M̂b´iN̂jTc´ M̂d´j
)
+
(
4λ
(45)
a´d´,c´b´
+ λ
(45)
a´b´,c´d´
) (
N̂iTa´ M̂b´iN̂
T
c´jkM̂
jk
d´
+ N̂Ta´ M̂b´N̂
T
c´ijM̂
ij
d´
)
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+
1
4
λ
(45)
a´b´,c´d´
[
−8ǫijklmN̂Ta´ijM̂b´kN̂Tc´lmM̂d´ − 8ǫijklmN̂Ta´ M̂ijb´ N̂kTc´ M̂lmd´
−16N̂Ta´ikM̂kjb´ N̂Tc´jlM̂lid´ + 3N̂Ta´ijM̂
ij
b´
N̂Tc´klM̂
kl
d´
+ 24N̂Ta´ M̂b´N̂
iT
c´ M̂d´i
−20N̂Ta´ M̂b´N̂Tc´ M̂d´
]
(7.13)
I210 = − 1
24
[
4
(
6λ
(210)
a´d´,c´b´
− λ(210)
a´b´,c´d´
) (
N̂iTa´ M̂b´iN̂
jT
c´ M̂d´j − N̂iTa´ M̂b´iN̂Tc´jkM̂jkd´
−N̂Ta´ M̂b´N̂Tc´ijM̂ijd´
)
+ 16
(
λ
(210)
a´d´,c´b´
+ λ
(210)
a´b´,c´d´
)
N̂iTa´ M̂b´jN̂
T
c´ikM̂
kj
d´
+
(
8λ
(210)
a´d´,c´b´
+ λ
(210)
a´b´,c´d´
) (
N̂Ta´ijM̂
ij
b´
N̂Tc´klM̂
kl
d´
+ 8N̂Ta´ M̂b´N̂
iT
c´ M̂d´i
)
+4λ
(210)
a´b´,c´d´
{
−ǫijklmN̂Ta´ijM̂b´kN̂Tc´lmM̂d´ − ǫijklmN̂Ta´ M̂ijb´ N̂kTc´ M̂lmd´
−2N̂Ta´ikM̂kjb´ N̂Tc´jlM̂lid´ + 5N̂Ta´ M̂b´N̂Tc´ M̂d´
}]
(7.14)
where
λ
(1)
a´b´,c´d´
= h
(1)
a´b´
h
(1)
c´d´
k
(1)
X
[
M˜(1)
{
M(1)M˜(1) − 1
}]
XX ′
k
(1)
X′
λ
(45)
a´b´,c´d´
= h
(45)
a´b´
h
(45)
c´d´
k
(45)
Y
[
M˜(45)
{
M(45)M˜(45) − 1
}]
YY ′
k
(45)
Y′
λ
(210)
a´b´,c´d´
= h
(210)
a´b´
h
(210)
c´d´
k
(210)
Z
[
M˜(45)
{
M(210)M˜(210) − 1
}]
ZZ′
k
(210)
Z′
M˜(.) =
[
M(.) +
(
M(.)
)T]−1
(7.15)
Although this is the most straight forward technique, one has to carry out
the entire analysis ab initio and can be very labor intensive for the case of
large tensor representations.
After spontaneous breaking, the Higgs multiplet can develop vacuum ex-
pectation values generating mass terms for some of the quark, lepton and
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neutrino fields. An example of such operators can be found in Ref.[14]. A
further discussion of model building is given in Section 7.2.
(b) indirect method I
We discuss now the second approach[19] where one decomposes the large
tensor representations in its irreducible SU(5) components and utilizes the
results of the cubic superpotential already computed to derive dimension five
operators. For illustration we consider the elimination of the 45 plet in the
16− 16− 45 (see Eq.(6.10)) coupling and for simplicity we consider only one
generation of Higgs. We begin by displaying the 45 plet mass term in terms
of its irreducible SU(5) components
1
2
M(45)ΦµνΦµν = 1
2
M(45)
[
HijHij − HijHji − H2
]
. (7.16)
The superpotential is given by
W
(45)
(−+) = J
(1/45)H+ J (10/45)ijHij + J
(10/45)
ij H
ij + J
(24/45)j
i H
i
j (7.17)
where
J (1/45) =
√
5
2
h
(45)
a´b´
(
3
5
N̂iTa´ M̂bi +
1
10
N̂TaijM̂
ij
b´
− N̂Ta´ M̂b´
)
J (10/45)lm =
h
(45)
a´b´√
2
(
−N̂Ta´ M̂lmb´ +
1
2
ǫijklmN̂TalmM̂bk
)
J
(10/45)
lm =
h
(45)
a´b´√
2
(
−N̂TalmM̂b´ +
1
2
ǫijklmN̂
iT
a´ M̂
jk
b´
)
J
(24/45)j
i =
√
2h
(45)
a´b´
(
N̂TaikM̂
kj
b´
− N̂jTa´ M̂bi
)
. (7.18)
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Eliminating the irreducible SU(5) heavy Higgs fields through F-flatness con-
ditions taking care of the tracelessnes condition for Hji one gets
I45 =
1
10M(45) [5J
(1/45)J (1/45) − 20J (10/45)ijJ (10/45)ij
+5J
(24/45)j
i J
(24/45)i
j − J (24/45)mm J (24/45)nn ]. (7.19)
I45 computed above is the same as I45 given by Eq.(7.13) using the direct
method with
h
(45)
a´b´
h
(45)
c´d´
M
(45) replaced by −4λ(45)a´b´,cd. As pointed out in the beginning
of this section one has cancellations in this procedure between the contribu-
tions arising from elimination of the 1 plet and the 24 plet. Such cancellations
become more abundant for the 210 plet case.
(c) indirect method II
It is more convenient to decompose the 210 plet into reducible SU(5)
tensors[19]. We begin by exhibiting the mass term for this case
1
2
M(210)ΦµνρλΦµνρλ = 1
4
M(210)
[
1
4
KijklKijkl + K
jkl
i K
i
jkl +
3
4
KklijK
ij
kl
]
(7.20)
where Kijkl, Kijkl, K
jkl
i , K
i
jkl and K
ij
kl are the 5 plet, 5¯ plet, 50 plet, 50 plet and
100 plet representations of SU(5). As before we keep only one generation of
Higgs. The superpotential W
210)
(−+) in this case may be written as
W
210)
(−+) = J
(5/210)
ijkl K
ijkl + J (5/210)ijklKijkl + J
(50/210)l
ijk K
ijk
l + J
(50/210)ijk
l K
l
ijk
+J
(50/210)
ij K
ijn
n + J
(50/210)ijKnijn + J
(100/210)ij
kl K
kl
ij + J
(100/210)j
i K
in
jn
+J (100/210)Kmnmn (7.21)
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where
J
(5¯/210)
ijkl =
h
(210)
a´b´
24
< Ψ̂∗(−)a´|Bb†ib†jb†kb†l |Ψ̂(+)b´ >
J (5/210)ijkl =
h
(210)
a´b´
24
< Ψ̂∗(−)a´|Bbibjbkbl|Ψ̂(+)b´ >
J
(50/210)l
ijk =
h
(210)
a´b´
6
< Ψ̂∗(−)a´|Bb†ib†jb†kbl|Ψ̂(+)b´ >
J
(50/210)jkl
i = −
h
(210)
a´b´
6
< Ψ̂∗(−)a´|Bb†ibjbkbl|Ψ̂(+)b´ >
J
(50/210)
ij = −
h
(210)
a´b´
4
< Ψ̂∗(−)a´|Bb†ib†j |Ψ̂(+)b´ >
J (50/210)ij =
h
(210)
a´b´
4
< Ψ̂∗(−)a´|Bbibj |Ψ̂(+)b´ >
J
(100/210)kl
ij =
h
(210)
a´b´
4
Ψ̂∗(−)a´|Bb†ib†jbkbl|Ψ̂(+)b´ >
J
(100/210)j
i =
h
(210)
a´b´
2
< Ψ̂∗(−)a´|Bb†ibj |Ψ̂(−+)b´ >
J (100/210) = −h
(210)
a´b´
8
< Ψ̂∗(−)a´|B|Ψ̂(−+)b´ > . (7.22)
Eliminating the reducible SU(5) Higgs fields through the F-flatness condition
we get
I210 = − 1
3M(210)
[4J
(100/210)ij
kl J
(100/210)kl
ij + 8J
(100/210)mi
mj J
(100/210)j
i
+8J (100/210)mnmn J
(100/210) + 3J
(100/210)j
i J
(100/210)i
j
+J (100/210)mm J
(100/210)n
n + 16J
(100/210)m
m J
(100/210)
+40J (100/210)J (100/210) + 48J (5/210)ijklJ
(5/210)
ijkl
+12J
(50/210)ijk
l J
(50/210)l
ijk + 12J
(50/210)mij
m J
(50/210)
ij
+12J (50/210)ijJ
(50/210)m
ijm + 12J
(50/210)ijJ
(50/210)
ij ]. (7.23)
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One may now check that I210 derived above coincides with I210 given by
Eq.(7.11) using the direct method when we make the identification
h
(210)
a´b´
h
(210)
c´d´
M
(210)
with −4λ(210)
a´b´,cd
.
7.2 Possible role of large tensor representa-
tions in model building
Most of the model building in SO(10)[19] has occured using small Higgs
representations and large representations are generally avoided as they lead
to non-perturbative physics above the grand unified scale. However, for
the purposes of physics below the grand unified scale, the existence of non-
perturbativity above the unified scale is not a central concern since the region
above this scale in any case cannot be fully understood without taking into
account quantum gravity effects. Thus there is no fundamental reason not
to consider model building which allows for couplings with large tensor rep-
resentations. Indeed large tensor representations have some very interesting
and desirable features. Thus, for example, if the 126 develops a VEV in the
direction of 45 of SU(5) one can get the ratio 3:1 in the ”22” element of
the lepton vs. the down quark sector in a natural fashion as desired in the
Georgi-Jarlskog textures[42]. A similar 3:1 ratio also appears in the 120 plet
couplings. Because of this feature the tensor representations 120 and 126
have already appeared in several analyses of lepton and quark textures[7].
Further, it was pointed out in Ref.[6] that the tensor representation 126 may
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also play a role in suppressing proton decay arising from dimension five oper-
ators in supersymmetric models. This is so because couplings involving 126
plet of Higgs to 16 plet of matter do not give rise to dimension five operators.
The result derived here including the computation of cubic and quartic cou-
plings may find application also in the study of neutrino masses and mixings.
Thus, for example, one may consider contributions to the neutrino mass (N)
and to the up quark mass (U) from the contraction [16a´16H ]45[16b´16H ]45.
From Eq.(7.13) we find that a contribution to N arises from the fifth term in
the brackets of Eq.(7.13) while the contribution to U arises from the second
term in the brackets of Eq.(7.13). Now comparing the above with Eq.(8) of
Ref.[6] for the 10 plet Higgs coupling which gives a N:U ratio of 1:1 we find
that the two couplings referred to above in Eq.(7.13) give N:U=3:8 in agree-
ment with Ref.[46]. Regarding the 210 dimensional tensor, such a mutiplet
could play a role in the quark-lepton and neutrino mass textures. The role
of a 210 dimensional vector multiplet is less clear. One possible way it may
surface in low energy physics is as a condensate field. However, this topic
needs further exploration.
7.3 Appendix
In this appendix we prove that the [16a´16H ]45[16b´16H ]45 interaction gives a
ratio 3:8 for the Dirac neutrino mass, N vs the up quark mass, U.
We begin with the well known result that the Dirac neutrino mass and
the up quark mass get equal contributions if the coupling is via 10 plet of
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SO(10). We will use this result in our proof. Next consider Eq. (5.6):
W
(10)
(++) = i2
√
2f
(10)(+)
a´b´
[M̂ijTa´ M̂b´iHj +
(
−M̂Ta´ M̂b´m +
1
8
ǫijklmM̂
ijT
a´ M̂
kl
b´
)
Hm]
When Hm develops a VEV, we find the Dirac neutrino mass from
−M̂Ta´ M̂b´m < Hm > term and the up quark mass from the last term
1
8
ǫijklmM̂
ijT
a´ M̂
kl
b´
< Hm >. Let us write
x ≡ −M̂Ta´ M̂b´mHm
y ≡ 1
8
ǫijklmM̂
ijT
a´ M̂
kl
b´
Hm
Then we see that
x+ y → N : U = 1 : 1
Next we look at Eq. (7.13). Further we are looking for combinations which
involve x and y. We see that the relevant terms are the 2nd and the 5th
terms in the brackets of Eq. (7.13) i.e.,
−8ǫijklmN̂Ta´ M̂ijb´ N̂kTc´ M̂lmd´ + 24N̂Ta´ M̂b´N̂iTc´ M̂d´i
Using the x and y notation we can write the above as
NTa´ (64y + 24x)
Thus when the singlet Higgs field in 16H i.e., N
T
a´ develops a VEV we
have
24x+ 64y → N : U = 3 : 8
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Chapter 8
SO(10) Supersymmetric Singlet
and 45 plet vector couplings
In this chapter we present the complete supersymmetric couplings[20] con-
taining the singlet and 45 of SO(10).
8.1 Singlet vector coupling
We begin with the supersymmetric vector couplings for the singlet of SO(10)
in the Wess-Zumino gauge:
L = L
(1 K.E.)
V + L
(1 Interaction)
V+Φ + L
(1)
W (8.1)
where
L
(1 K.E.)
V =
1
64
[
Ŵ α˜Ŵα˜|θ2 + Ŵ ˙˜αŴ
˙˜α|θ¯2
]
(8.2)
Ŵ α˜ = D2Dα˜V̂ (8.3)
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Dα˜ =
∂
∂θα˜
+ iσAα˜ ˙˜αθ
˙˜α
∂A; D ˙˜α = −
∂
∂θ
˙˜α
− iθα˜σAα˜ ˙˜α∂A (8.4)
and V̂ is the vector superfield in the Wess-Zumino gauge and is given by
V̂ = −θσAθ¯VA + iθ2θ¯λ− iθ¯2θλ+ 1
2
θ2θ¯2D (8.5)
Thus we have
L
(1 K.E.)
V = −
1
4
VABVAB − i
2
ΛγADAΛ + L(1)(1)auxiliary (8.6)
VAB = ∂AVB − ∂BVA (8.7)
L
(1)
(1)auxiliary =
1
2
D2 (8.8)
Λ =
λα˜
λ
˙˜α
 (8.9)
In the above the Greek letters with tilde’s (α˜, ˙˜β, ...) are Weyl indices.
Further,
L
(1 Interaction)
V+Φ = h
(1+)
a´b´
< Φ̂(+)a´|eg
(1)
q
(+)
V̂|Φ̂(+)b´ > |θ2θ¯2
+h
(1−)
a´b´
< Φ̂(−)a´|eg
(1)
q
(−)
V̂|Φ̂(−)b´ > |θ2θ¯2 (8.10)
where q
(±)
are the U(1) charges and Φ̂(±)a´ are 16 and 16 chiral superfields
and are given by
Φ̂(+)a´ = Aa´(x) +
√
2θψa´ + θ
2Fa´(x) + iθσ
Aθ¯∂AAa´(x)
+
i√
2
θ2θ¯σA∂Aψa´(x) +
1
4
θ2θ¯2∂A∂
AAa´(x)
Φ̂†(+)a´ = A
†
a´(x) +
√
2θ¯ψa´ + θ¯
2F †a´ (x)− iθσAθ¯∂AA†a´(x)
+
i√
2
θ¯2θσA∂Aψa´(x) +
1
4
θ2θ¯2∂A∂
AA†a´(x) (8.11)
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Expanding eg
(1)
q
(±)
we have
L
(1 Interaction)
V+Φ = h
(1+)
a´b´
[
< Φ̂(+)a´|Φ̂(+)b´ > +g
(1)
q
(+)
< Φ̂(+)a´|V̂|Φ̂(+)b´ >
+
1
2
g
(1)2q
(+)2 < Φ̂(+)a´|V̂2|Φ̂(+)b´ >
]
|θ2θ¯2 + h
(1−)
a´b´
[
< Φ̂(−)a´|Φ̂(−)b´ >
+g
(1)
q
(−)
< Φ̂(−)a´|V̂|Φ̂(−)b´ > +
1
2
g
(1)2q
(−)2 < Φ̂(−)a´|V̂2|Φ̂(−)b´ >
]
|θ2θ¯2 (8.12)
where the quantities entering Eq.(8.12) are determined by Eqs.(8.13) -(8.26)
below
h
(1+)
a´b´
< Φ̂(+)a´|Φ̂(+)b´ > |θ2θ¯2 = h
(1+)
a´b´
[
−∂AA†(+)a´∂AA(+)b´ − ∂AAi†(+)a´∂AA(+)b´i
−∂AA†(+)a´ij∂AAij(+)b´ − iΨ(+)a´LγA∂AΨ(+)b´L
−iΨi(+)a´LγA∂AΨ(+)b´iL − iΨ(+)a´ijLγA∂AΨij(+)b´L
]
+ L
(1)
(2)auxiliary (8.13)
L
(1)
(2)auxiliary ≡ h
(1+)
a´b´
< F(+)a´|F(+)b´ > (8.14)
h
(1−)
a´b´
< Φ̂(−)a´|Φ̂(−)b´ > |θ2θ¯2 = h
(1−)
a´b´
[
−∂AA†(−)a´∂AA(−)b´ − ∂AA†(−)a´i∂AAi(−)b´
−∂AAij†(−)a´∂AA(−)b´ij − iΨ(−)a´LγA∂AΨ(−)b´L
−iΨ(−)a´iLγA∂AΨi(−)b´L − iΨ
ij
(−)a´Lγ
A∂AΨ(−)b´ijL
]
+ L
(1)
(3)auxiliary (8.15)
L
(1)
(3)auxiliary ≡ h
(1−)
a´b´
< F(−)a´|F(−)b´ > (8.16)
Ψ(±)a´ =
ψ(±)a´α˜
ψ
˙˜α
(±)a´
 (8.17)
ΨR,L =
1± γ5
2
Ψ (8.18)
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Ψ(+)a´ = Ψ
†
(+)a´γ
0 (8.19)
h
(1+)
a´b´
g
(1)
q
(+)
< Φ̂(+)a´|V̂|Φ̂(+)b´ > |θ2θ¯2
= h
(1+)
a´b´
g
(1)
q
(+)
{[
1
2
(
iA†(+)a´
↔
∂A A(+)b´ −Ψ(+)a´LγAΨ(+)b´L
)
+
1
4
(
iA†(+)a´ij
↔
∂A A
ij
(+)b´
−Ψ(+)a´ijLγAΨij(+)b´L
)
+
1
2
(
iAi†(+)a´
↔
∂A A(+)b´i −Ψ
i
(+)a´LγAΨ(+)b´iL
)]
VA
+
i√
2
[
A†(+)a´Ψ(+)b´R +
1
2
A†(+)a´ijΨ
ij
(+)b´R +A
i†
(+)a´Ψ(+)b´iR
]
ΛL
− i√
2
[
Ψ(+)a´LA(+)b´ +
1
12
Ψ(+)a´ijLA
ij
(+)b´
+Ψ
i
(+)a´LA(+)b´i
]
ΛR
}
+L
(1)
(4)auxiliary (8.20)
L
(1)
(4)auxiliary ≡
h
(1+)
a´b´
g
(1)
q
(+)
2
< A(+)a´|A(+)b´ > D (8.21)
where
Ai†(+)a´
↔
∂A A(+)b´i
def
= Ai†(+)a´∂AA(+)b´i −
(
∂AA
i†
(+)a´
)
A(+)b´i (8.22)
h
(1−)
a´b´
g
(1)
q
(−)
< Φ̂(−)a´|V̂|Φ̂(−)b´ > |θ2θ¯2
= h
(1−)
a´b´
g
(1)
q
(−)
{[
1
2
(
iA†(−)a´
↔
∂A A(−)b´ −Ψ(−)a´LγAΨ(−)b´L
)
+
1
4
(
Aij†(−)a´
↔
∂A A(−)b´ij + iΨ
ij
(−)a´LγAΨ(−)b´ijL
)
+
1
2
(
A†(−)a´i
↔
∂A A
i
(−)b´
+ iΨ(−)a´iLγAΨ
i
(−)b´L
)]
VA
+
i√
2
[
A†(−)a´Ψ(−)b´R +
1
2
Aij†(−)a´Ψ(−)b´ijR +A
†
(−)a´iΨ
i
(−)b´R
]
ΛL
− i√
2
[
Ψ(−)a´LA(−)b´ +
1
2
Ψ
ij
(−)a´LA(−)b´ij +Ψ(−)a´iLA
i
(−)b´
]
ΛR
}
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+L
(1)
(5)auxiliary (8.23)
L
(1)
(5)auxiliary ≡
h
(1−)
a´b´
g
(1)
q
(−)
2
< A(−)a´|A(−)b´ > D (8.24)
1
2
h
(1+)
a´b´
g
(1)2q
(+)2 < Φ̂(+)a´|V̂2|Φ̂(+)b´ > |θ2θ¯2
=
h
(1+)
a´b´
g
(1)2q
(+)2
4
[
A†(+)a´A(+)b´ +
1
2
A†(+)a´ijA
ij
(+)b´
+Ai†(+)a´A(+)b´i
]
VAVA (8.25)
1
2
h
(1−)
a´b´
g
(1)2q
(−)2 < Φ̂(−)a´|V̂2|Φ̂(−)b´ > |θ2θ¯2
=
h
(1−)
a´b´
g
(1)2q
(−)2
4
[
A†(−)a´A(−)b´ +
1
2
Aij†(−)a´A(−)b´ij +A
†
(−)a´iA
i
(−)b´
]
VAVA (8.26)
Finally, L
(1)
W appearing in Eq.(8.1) is given by
L
(1)
W = µa´b´ < Φ̂
∗
(−)a´|B|Φ̂(+)b´ > |θ2 + h.c. (8.27)
Evaluation of Eq.(8.27) gives
L
(1)
W = −iµa´b´
(
Ψ(−)a´RΨ(+)b´L +Ψ
i
(−)a´RΨ(+)b´iL −
1
2
Ψ(−)a´ijRΨ
ij
(+)b´L
)
+iµ∗
a´b´
(
Ψ(−)a´LΨ(+)b´R +Ψ(−)a´iLΨ
i
(+)b´R
− 1
2
Ψ
ij
(−)a´LΨ(+)b´ijR
)
+L
(1)
(6)auxiliary (8.28)
L
(1)
(6)auxiliary ≡ iµa´b´
[
F(−)a´A(+)b´ +A
T
(−)a´F(+)b´ −
1
2
F(−)a´ijA
ij
(+)b´
−1
2
AT(−)a´ijF
ij
(+)b´
+ Fi(−)a´A(+)b´i +A
iT
(−)a´F(+)b´i
]
+ h.c. (8.29)
Elimination of the auxiliary fields F(±) through their field equations gives
L
(1)
(2)auxiliary + L
(1)
(3)auxiliary + L
(1)
(6)auxiliary
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= −
(
µ∗[h
(1−)
]−1[h
(1−)
]T[h
(1−)
]−1µ
)
a´b´
×
[
A†(+)a´A(+)b´ +
1
4
A†(+)a´ijA
ij
(+)b´
+Ai†(+)a´A(+)b´i
]
−
(
µ[h
(1+)
]−1Th
(1+)
[h
(1+)
]−1Tµ∗
)
a´b´
×
[
AT(−)a´A
∗
(−)b´
+
1
4
AT(−)a´ijA
ij∗
(−)b´
+AiT(−)a´A
∗
(−)b´i
]
(8.30)
Similarly, after eliminating the field D we get
L
(1)
(1)auxiliary + L
(1)
(4)auxiliary + L
(1)
(5)auxiliary
= −1
8
g
(1)2h
(1+)
a´b´
h
(1+)
c´d´
q
(+)2 < A(+)a´|A(+)b´ >< A(+)c´|A(+)d´ >
−1
8
g
(1)2h
(1−)
a´b´
h
(1−)
c´d´
q
(−)2 < A(−)a´|A(−)b´ >< A(−)c´|A(−)d´ >
−1
4
g
(45)2h
(1+)
a´b´
h
(1−)
c´d´
q
(+)
q
(−)
< A(+)a´|A(+)b´ >< A(−)c´|A(−)d´ > (8.31)
− 1
8
g
(1)2h
(1+)
a´b´
h
(1+)
c´d´
q
(+)2 < A(+)a´|A(+)b´ >< A(+)c´|A(+)d´ >
= −1
8
g
(1)2h
(1+)
a´b´
h
(1+)
c´d´
q
(+)2
[
A†(+)a´A(+)b´A
†
(+)c´A(+)d´
+
1
4
A†(+)a´ijA
ij
(+)b´
A†(+)c´klA
kl
(+)d´
+Ai†(+)a´A(+)b´iA
j†
(+)c´A(+)d´j
+A†(+)a´A(+)b´A
†
(+)c´ijA
ij
(+)d´
+ 2A†(+)a´A(+)b´A
i†
(+)c´A(+)d´i
+Ai†(+)a´A(+)b´iA
†
(+)c´jkA
jk
(+)d´
]
(8.32)
− 1
8
g
(1)2h
(1−)
a´b´
h
(1−)
c´d´
q
(−)2 < A(−)a´|A(−)b´ >< A(−)c´|A(−)d´ >
= −1
8
g
(1)2h
(1−)
a´b´
h
(1−)
c´d´
q
(−)2
[
A†(−)a´A(−)b´A
†
(−)c´A(−)d´
+
1
4
Aij†(−)a´A(−)b´ijA
kl†
(−)c´A(−)d´kl +A
†
(−)a´iA
i
(−)b´
A†(−)c´jA
j
(−)d´
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+A†(−)a´A(−)b´A
ij†
(−)c´A(−)d´ij + 2A
†
(−)a´A(−)b´A
†
(−)c´iA
i
(−)d´
+A†(−)a´iA
i
(−)b´
Ajk†(−)c´A(−)d´jk
]
(8.33)
− 1
4
g
(1)2h
(1+)
a´b´
h
(1−)
c´d´
q
(+)
q
(−)
< A(+)a´|A(+)b´ >< A(−)c´|A(−)d´ >
= −1
4
g
(1)2h
(1−)
a´b´
h
(1−)
c´d´
q
(+)
q
(−)
[
A†(+)a´A(+)b´A
†
(−)c´A(−)d´
+
1
2
A†(+)a´A(+)b´A
ij†
(−)c´A(−)d´ij +A
†
(+)a´A(+)b´A
†
(−)c´iA
i
(−)d´
+
1
2
A†(+)a´ijA
ij
(+)b´
A†(−)c´A(−)d´ +
1
4
A†(+)a´ijA
ij
(+)b´
Akl†(−)c´A(−)d´kl
+
1
2
A†(+)a´ijA
ij
(+)b´
A†(−)c´kA
k
(−)d´
+Ai†(+)a´A(+)b´iA
†
(−)c´A(−)d´
+
1
2
Ai†(+)a´A(+)b´iA
kl†
(−)c´A(−)d´kl +A
i†
(+)a´A(+)b´iA
†
(−)c´jA
j
(−)d´
]
(8.34)
8.2 45 plet vector coupling
In this section we give the complete supersymmetric vector couplings for the
45-dimensional tensor of SO(10) in the Wess-Zumino gauge:
L45 = L
(45 K.E.)
V + L
(45 Interaction)
V+Φ + L
(45)
W (8.35)
where
L
(45 K.E.)
V =
1
64
[
Ŵ α˜Ŵα˜|θ2 + Ŵ ˙˜αŴ
˙˜α|θ¯2
]
(8.36)
Ŵα˜ = 1
g
(45)D
2
e−g
(45)
V̂µνMµνDα˜e
g
(45)
V̂ρλMρλ (8.37)
where Mµν are the 45 generators in the vector (10-dimensional) representa-
tion that satisfy the following Lie algebra
[Mαβ ,Mγρ] = −i (δβγMαρ + δαρMβγ − δαγMβρ − δβρMαγ) (8.38)
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and take on the form
(Mµν)αβ = −i (δµαδνβ − δµβδνα) (8.39)
and V̂µν is in the Wess-Zumino gauge. Finally we have
L
(45 K.E.)
V = −
1
4
VABµνVABµν −
i
2
Λµνγ
ADAΛµν + L(45)(1)auxiliary (8.40)
VABµν = ∂AVBµν − ∂BVAµν + g
(45)
(
VAµαVBαν − VBµαVAαν
)
(8.41)
DA = ∂A + ig
(45)
2
MµνVAµν (8.42)
DAΛµν = ∂AΛµν + g(45)
(
VAµαΛαν − VAναΛνα
)
(8.43)
L
(45)
(1)auxiliary =
1
2
DµνDµν (8.44)
Λµν =
λα˜µν
λ
˙˜α
µν
 (8.45)
To normalize the SU(5) fields appearing in −1
4
VABµνVABµν , we carry out a
field redefinition
VA = 2
√
5V ′A; Vja´i =
√
2V ′ja´i; V ijA =
√
2V ′ijA ; Va´ij =
√
2V ′a´ij
Λ =
√
10Λ
′
; Λji =
√
2Λ
′j
i ; Λ
ij =
√
2Λ
′ij ; Λij =
√
2Λ
′
ij (8.46)
so that
− 1
4
VABµν VABµν = −
1
2
V ′ABV
′AB† − 1
2!
1
2
V ′ijABV
′ABij† − 1
4
V ′iABjV
′ABj
i
− i
2
Λµνγ
ADAΛµν = − i
2
1
2!
Λ
′
ijγ
ADAΛ′ij −
i
2
1
2!
Λ
′ij
γADAΛ′ij
− i
2
Λ
′i
j γ
ADAΛ′ij −
i
2
Λ
′
γADAΛ′ (8.47)
Next we look at the second term in Eq.(8.35)
L
(45 Interaction)
V+Φ = h
(45+)
a´b´
< Φ̂(+)a´|e 12!g
(45)
V̂µνΣµν |Φ̂(+)b´ > |θ2θ¯2
+h
(45−)
a´b´
< Φ̂(−)a´|e 12!g
(45)
V̂µνΣµν |Φ̂(−)b´ > |θ2θ¯2 (8.48)
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Σµν being the 45 generators in the spinorial representation. We find
L
(45 Interaction)
V+Φ = h
(45+)
a´b´
[< Φ̂(+)a´|Φ̂(+)b´ > +
1
2
g
(45)
< Φ̂(+)a´|V̂µνΣµν |Φ̂(+)b´ >
+
1
8
g
(45)2 < Φ̂(+)a´|V̂µνΣµνV̂ρλΣρλ|Φ̂(+)b´ >
]
|θ2θ¯2
+h
(45−)
a´b´
[
< Φ̂(−)a´|Φ̂(−)b´ > +
1
2
g
(45)
< Φ̂(−)a´|V̂µνΣµν |Φ̂(−)b´ >
+
1
8
g
(45)2 < Φ̂(−)a´|V̂µνΣµνV̂ρλΣρλ|Φ̂(−)b´ >
]
|θ2θ¯2
(8.49)
where
h
(45+)
a´b´
< Φ̂(+)a´|Φ̂(+)b´ > |θ2θ¯2 = h
(45+)
a´b´
[
−∂AA†(+)a´∂AA(+)b´
−∂AAi†(+)a´∂AA(+)b´i − ∂AA†(+)a´ij∂AAij(+)b´
−iΨ(+)a´LγA∂AΨ(+)b´L − iΨ
i
(+)a´Lγ
A∂AΨ(+)b´iL
−iΨ(+)a´ijLγA∂AΨij(+)b´L
]
+ L
(45)
(2)auxiliary (8.50)
L
(45)
(2)auxiliary = h
(45+)
a´b´
< F(+)a´|F(+)b´ > (8.51)
h
(45−)
a´b´
< Φ̂(−)a´|Φ̂(−)b´ > |θ2θ¯2 = h
(45−)
a´b´
[
−∂AA†(−)a´∂AA(−)b´
−∂AA†(−)a´i∂AAi(−)b´ − ∂AAij†(−)a´∂AA(−)b´ij
−iΨ(−)a´LγA∂AΨ(−)b´L − iΨ(−)a´iLγA∂AΨi(−)b´L
−iΨij(−)a´LγA∂AΨ(−)b´ijL
]
+ L
(45)
(3)auxiliary (8.52)
L
(45)
(3)auxiliary = h
(45−)
a´b´
< F(−)a´|F(−)b´ > (8.53)
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12
h
(45+)
a´b´
g
(45)
< Φ̂(+)a´|V̂µνΣµν |Φ̂(+)b´ > |θ2θ¯2
= h
(45+)
a´b´
g
(45)
{[
−
√
5
2
(
A†(+)a´
↔
∂A A(+)b´ + iΨ(+)a´LγAΨ(+)b´L
)
− 1
4
√
5
(
A†(+)a´ij
↔
∂A A
ij
(+)b´
+ iΨ(+)a´ijLγAΨ
ij
(+)b´L
)
+
3
2
√
5
(
Ai†(+)a´
↔
∂A A(+)b´i + iΨ
i
(+)a´LγAΨ(+)b´iL
)]
V ′A
+
[
1
2
√
2
(
A†(+)a´lm
↔
∂A A(+)b´ + iΨ(+)a´lmLγAΨ(+)b´L
)
+
1
4
√
2
ǫijklm
(
Ai†(+)a´
↔
∂A A
jk
(+)b´
+ iΨ
i
(+)a´LγAΨ
jk
(+)b´L
)]
V ′Alm
+
[
− 1
2
√
2
(
A†(+)a´
↔
∂A A
lm
(+)b´
+ iΨ(+)a´LγAΨ
lm
(+)b´L
)
− 1
4
√
2
ǫijklm
(
A†(+)a´ij
↔
∂A A(+)b´k + iΨ(+)a´ijLγAΨ(+)b´kL
)]
V ′Alm
+
[
− 1√
2
(
A†(+)a´ik
↔
∂A A
kj
(+)b´
+ iΨ(+)a´ikLγAΨ
kj
(+)b´L
)
− 1√
2
(
Aj†(+)a´
↔
∂A A(+)b´i + iΨ
j
(+)a´LγAΨ(+)b´iL
)]
V ′iAj
+
√
5
2
[
−A†(+)a´Ψ(+)b´R −
1
10
A†(+)a´ijΨ
ij
(+)b´R +
3
5
Ai†(+)a´Ψ(+)b´iR
]
Λ
′
L
+
1
2
[
A†(+)a´lmΨ(+)b´R +
1
2
ǫijklmA
i†
(+)a´Ψ
jk
(+)b´R
]
Λ
′lm
L
−1
2
[
A†(+)a´Ψ
lm
(+)b´R +
1
2
ǫijklmA†(+)a´ijΨ(+)b´kR
]
Λ
′
lmL
−
[
A†(+)a´ikΨ
kj
(+)b´R +A
j†
(+)a´Ψ(+)b´iR
]
Λ
′i
jL
−
√
5
2
[
−Ψ(+)a´LA(+)b´ −
1
10
Ψ(+)a´ijLA
ij
(+)b´
+
3
5
Ψ
i
(+)a´LA(+)b´i
]
Λ
′
R
−1
2
[
Ψ(+)a´lmLA(+)b´ +
1
2
ǫijklmΨ
i
(+)a´LA
jk
(+)b´
]
Λ
′lm
R
+
1
2
[
Ψ(+)a´LA
lm
(+)b´
+
1
2
ǫijklmΨ(+)a´ijLA(+)b´k
]
Λ
′
lmR
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+
[
Ψ(+)a´ikLA
kj
(+)b´
+Ψ
j
(+)a´LA(+)b´i
]
Λ
′i
jR
}
+ L
(45)
(4)auxiliary (8.54)
L
(45)
(4)auxiliary =
h
(45+)
a´b´
g
(45)
4
< A(+)a´|Σµν |A(+)b´ > Dµν (8.55)
Similarly for 16−16−− couplings we have
1
2
h
(45−)
a´b´
g
(45)
< Φ̂(−)a´|V̂µνΣµν |Φ̂(−)b´ > |θ2θ¯2
= h
(45−)
a´b´
g
(45)
{[√
5
2
(
A†(−)a´
↔
∂A A(−)b´ + iΨ(−)a´LγAΨ(−)b´L
)
+
1
4
√
5
(
Aij†(−)a´
↔
∂A A(−)b´ij + iΨ
ij
(−)a´LγAΨ(−)b´ijL
)
− 3
2
√
5
(
A†(−)a´i
↔
∂A A
i
(−)b´
+ iΨ(−)a´iLγAΨ
i
(−)b´L
)]
V ′A
+
[
1
2
√
2
(
A†(−)a´
↔
∂A A(−)b´lm + iΨ(−)a´LγAΨ(−)b´lmL
)
+
1
4
√
2
ǫijklm
(
Aij†(−)a´
↔
∂A A
k
(−)b´
+ iΨ
ij
(−)a´LγAΨ
k
(−)b´L
)]
V ′Alm
+
[
− 1
2
√
2
(
Alm†(−)a´
↔
∂A A(−)b´ + iΨ
lm
(−)a´LγAΨ(−)b´L
)
− 1
4
√
2
ǫijklm
(
A†(−)a´i
↔
∂A A(−)b´jk + iΨ(−)a´iLγAΨ(−)b´jkL
)]
V ′Alm
+
[
1√
2
(
Ajk†(−)a´
↔
∂A A(−)b´ki + iΨ
jk
(−)a´LγAΨ(−)b´kiL
)
+
1√
2
(
A†(−)a´i
↔
∂A A
j
(−)b´
+ iΨ(−)a´iLγAΨ
j
(−)b´L
)]
V ′iAj
−
√
5
2
[
−A†(−)a´Ψ(−)b´R −
1
10
Aij†(−)a´Ψ(−)b´ijR +
3
5
A†(−)a´iΨ
i
(−)b´R
]
Λ
′
L
+
1
2
[
A†(−)a´Ψ(−)b´lmR +
1
2
ǫijklmA
ij†
(−)a´Ψ
k
(−)b´R
]
Λ
′lm
L
−1
2
[
Alm†(−)a´Ψ(−)b´R +
1
2
ǫijklmA†(−)a´iΨ(−)b´jkR
]
Λ
′
lmL
+
[
Ajk†(−)a´Ψ(−)b´kiR +A
†
(−)a´iΨ
j
(−)b´R
]
Λ
′i
jL
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+√
5
2
[
−Ψ(−)a´LA(−)b´ −
1
10
Ψ
ij
(−)a´LA(−)b´ij +
3
5
Ψ(−)a´iLA
i
(−)b´
]
Λ
′
R
−1
2
[
Ψ(−)a´LA(−)b´lm +
1
2
ǫijklmΨ
ij
(−)a´LA
k
(−)b´
]
Λ
′lm
R
+
1
2
[
Ψ
lm
(−)a´LA(−)b´ +
1
2
ǫijklmΨ(−)a´iLA(−)b´jk
]
Λ
′
lmR
−
[
Ψ
jk
(−)a´LA(−)b´ki +Ψ(−)a´iLA
j
(−)b´
]
Λ
′i
jR
}
+ L
(45)
(5)auxiliary (8.56)
L
(45)
(5)auxiliary =
h
(45−)
a´b´
g
(45)
4
< A(−)a´|Σµν |A(−)b´ > Dµν (8.57)
Next, we evaluate couplings to 16+16+ of matter which are quadratic in
the vector multiplet fields. We have
1
8
h
(45+)
a´b´
g
(45)2 < Φ̂(+)a´|V̂µνΣµνV̂ρλΣρλ|Φ̂(+)b´ > |θ2θ¯2
= h
(45+)
a´b´
g
(45)2
{
−5
4
[
A†(+)a´A(+)b´ +
1
50
A†(+)a´ijA
ij
(+)b´
+
9
25
Ai†(+)a´A(+)b´i
]
V ′AV
′A
+
1
2
[
−Am†(+)a´A(+)b´mδliδkj +
(
A†(+)a´imA
ml
(+)b´
−Al†(+)a´A(+)b´i
)
δkj
+A†(+)a´ijA
kl
(+)b´
]
V ′ia´kV
′Aj
l
+
1
4
[(
2A†(+)a´A
km
(+)b´
+ ǫijpkmA†(+)a´ijA(+)b´p
)
δln
−2ǫijklmA†(+)a´inA(+)b´j
]
V ′a´klV
′An
m
+
1
4
[(
−2A†(+)a´kmA(+)b´ − ǫijpkmAi†(+)a´Ajp(+)b´
)
δnl
+2ǫijklmA
i†
(+)a´A
nj
(+)b´
]
V ′kla´ V
′Am
n
+
1
4
√
10
[
−6A†(+)a´Alm(+)b´ + ǫijklmA†(+)a´ijA(+)b´k
]
V ′a´lmV
′A
+
1
4
√
10
[
6A†(+)a´lmA(+)b´ − ǫijklmAi†(+)a´Ajk(+)b´
]
V ′lma´ V
′A
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+
1√
10
[
3Aj†(+)a´A(+)b´i + 5A
†
(+)a´ikA
kj
(+)b´
]
V ′ia´jV
′A
−1
8
[
ǫijklmA†(+)a´A(+)b´i
]
V ′a´jkV
′A
lm −
1
8
[
ǫijklmA
i†
(+)a´A(+)b´
]
V ′jka´ V
′Alm
+
1
8
[(
2A†(+)a´A(+)b´ +A
†
(+)a´mnA
mn
(+)b´
)
δki δ
l
j + 2A
†
(+)a´ijA
kl
(+)b´
+2
(
A†(+)a´imA
ml
(+)b´
−Al†(+)a´A(+)b´i
)
δkj
]
V ′ija´ V
′A
kl
}
(8.58)
Similarly couplings to 16−16− of matter which are quadratic in the vector
multiplet fields are given by
1
8
h
(45−)
a´b´
g
(45)2 < Φ̂(−)a´|V̂µνΣµνV̂ρλΣρλ|Φ̂(−)b´ > |θ2θ¯2
= h
(45−)
a´b´
g
(45)2
{
−5
4
[
A†(−)a´A(−)b´ +
1
50
Aij†(−)a´A(−)b´ij
+
9
25
A†(−)a´iA
i
(−)b´
]
V ′AV
′A
+
1
2
[(
Aim†(−)a´A(−)b´ml −A†(−)a´lAi(−)b´
)
δjk −Aij†(−)a´A(−)b´kl
]
V ′ka´iV
′Al
j
+
1
4
[(
2Akm†(−)a´A(−)b´ + ǫ
ijpkmA†(−)a´iA(−)b´jp
)
δln
+ǫijklmA†(−)a´nA(−)b´ij
]
V ′a´klV
′An
m
−1
4
[(
2A†(−)a´A(−)b´km + ǫijpkmA
ij†
(−)a´A
p
(−)b´
)
δnl
+ǫijklmA
ij†
(−)a´A
n
(−)b´
]
V ′kla´ V
′Am
n
+
1
4
√
10
[
6Alm†(−)a´A(−)b´ − ǫijklmA†(−)a´iA(−)b´jk
]
V ′a´lmV
′A
+
1
4
√
10
[
−6A†(−)a´A(−)b´lm + ǫijklmAij†(−)a´Ak(−)b´
]
V ′lma´ V
′A
+
1√
10
[
3A†(−)a´iA(−)b´j +A
jk†
(−)a´A(−)b´ki
]
V ′ia´jV
′A
−1
8
[
ǫijklmA†(−)a´iA(−)b´
]
V ′a´jkV
′A
lm −
1
8
[
ǫijklmA
†
(−)a´A
i
(−)b´
]
V ′jka´ V
′Alm
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+
1
4
[(
A†(−)a´A(−)b´ +A
mn†
(−)a´A(−)b´mn +A
†
(−)a´mA
m
(−)b´
)
δikδ
j
l +A
ij†
(−)a´A(−)b´kl
+
(
−3Aim†(−)a´A(−)b´ml +A†(−)a´lAi(−)b´
)
δjk
]
V ′a´ijV
′Akl
}
(8.59)
L
(45)
W = W(Φ̂(+), Φ̂(−))|θ2 + h.c. (8.60)
where
W(Φ̂(+), Φ̂(−)) = µa´b´ < Φ̂
∗
(−)a´|B|Φ̂(+)b´ > (8.61)
W(A(+),A(−)) = iµa´b´
(
AT(−)a´A(+)b´ −
1
2
AT(−)a´ijA
ij
(+)b´
+AiT(−)a´A(+)b´i
)
(8.62)
and where µa´b´ is taken to be a symmetric tensor. Thus we have
L
(45)
W = −iµa´b´
(
Ψ(−)a´RΨ(+)b´L +Ψ
i
(−)a´RΨ(+)b´iL −
1
2
Ψ(−)a´ijRΨ
ij
(+)b´L
)
+iµ∗
a´b´
(
Ψ(−)a´LΨ(+)b´R +Ψ(−)a´iLΨ
i
(+)b´R
− 1
2
Ψ
ij
(−)a´LΨ(+)b´ijR
)
+L
(45)
(6)auxiliary (8.63)
L
(45)
(6)auxiliary = iµa´b´
[
F(−)a´A(+)b´ +A
T
(−)a´F(+)b´ −
1
2
F(−)a´ijA
ij
(+)b´
−1
2
AT(−)a´ijF
ij
(+)b´
+ Fi(−)a´A(+)b´i +A
iT
(−)a´F(+)b´i
]
+ h.c. (8.64)
Eliminating the fields, F(±) through their field equations we get
L
(45)
(2)auxiliary + L
(45)
(3)auxiliary + L
(45)
(6)auxiliary
= −
(
µ∗[h
(45−)
]−1[h
(45−)
]T[h
(45−)
]−1µ
)
a´b´
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×
[
A†(+)a´A(+)b´ +
1
4
A†(+)a´ijA
ij
(+)b´
+Ai†(+)a´A(+)b´i
]
−
(
µ[h
(45+)
]−1Th
(45+)
[h
(45+)
]−1Tµ∗
)
a´b´
×
[
AT(−)a´A
∗
(−)b´
+
1
4
AT(−)a´ijA
ij∗
(−)b´
+AiT(−)a´A
∗
(−)b´i
]
(8.65)
Similarly, eliminating the auxiliary field Dµν we get
L
(45)
(1)auxiliary + L
(45)
(4)auxiliary + L
(45)
(5)auxiliary
= − 1
32
g
(45)2h
(45+)
a´b´
h
(45+)
c´d´
< A(+)a´|Σµν |A(+)b´ >< A(+)c´|Σµν |A(+)d´ >
− 1
32
g
(45)2h
(45−)
a´b´
h
(45−)
c´d´
< A(−)a´|Σµν |A(−)b´ >< A(−)c´|Σµν |A(−)d´ >
− 1
16
g
(45)2h
(45+)
a´b´
h
(45−)
c´d´
< A(+)a´|Σµν |A(+)b´ >< A(−)c´|Σµν |A(−)d´ > (8.66)
The terms above when expanded in terms of SU(5) fields give
− 1
32
g
(45)2h
(45+)
a´b´
h
(45+)
c´d´
< A(+)a´|Σµν |A(+)b´ >< A(+)c´|Σµν |A(+)d´ >
= g
(45)2
{
− 1
16
(
η
(45++)
a´b´,c´d´
+ 4η
(45++)
a´d´,c´b´
)(
A†(+)a´A(+)b´A
†
(+)c´ijA
ij
(+)d´
+Ai†(+)a´A(+)b´iA
j†
(+)c´A(+)d´j +A
i†
(+)a´A(+)b´iA
†
(+)c´jkA
jk
(+)d´
)
−1
2
(
η
(45++)
a´b´,c´d´
+ η
(45++)
a´d´,c´b´
)
Ai†(+)a´A(+)b´jA
†
(+)c´ikA
kj
(+)d´
+η
(45++)
a´b´,c´d´
[
−1
8
ǫijklmA
†
(+)a´A
ij
(+)b´
Ak†(+)c´A
lm
(+)d´
−1
8
ǫijklmA†(+)a´ijA(+)b´kA
†
(+)c´lmA(+)d´
−1
4
A†(+)a´ikA
kj
(+)b´
A†(+)c´jlA
li
(+)d´
+
3
64
A†(+)a´ijA
ij
(+)b´
A†(+)c´klA
kl
(+)d´
+
3
8
A†(+)a´A(+)b´A
i†
(+)c´A(+)d´i −
5
16
A†(+)a´A(+)b´A
†
(+)c´A(+)d´
]}
(8.67)
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− 1
32
g
(45)2h
(45−)
a´b´
h
(45−)
c´d´
< A(−)a´|Σµν |A(−)b´ >< A(−)c´|Σµν |A(−)d´ >
= g
(45)2
{
− 1
16
(
η
(45−−)
a´b´,c´d´
+ 4η
(45−−)
a´d´,c´b´
) (
A†(−)a´iA
i
(−)b´
Ajk†(−)c´A(−)d´jk
+A†(−)a´iA
i
(−)b´
A†(−)c´jA
j
(−)d´
)
− 1
16
(
−11η(45−−)
a´b´,c´d´
+ 4η
(45−−)
a´d´,c´b´
)
A†(−)a´A(−)b´A
ij†
(−)c´A(−)d´ij
−1
2
(
η
(45−−)
a´b´,c´d´
+ η
(45−−)
a´d´,c´b´
)
A†(−)a´iA
j
(−)b´
Aik†(−)c´A(−)d´kj
+η
(45−−)
a´b´,c´d´
[
−1
8
ǫijklmA
ij†
(−)a´A(−)b´A
kl†
(−)c´A
m
(−)d´
−1
8
ǫijklmA†(−)a´iA(−)b´jkA
†
(−)c´A(−)d´lm
−1
4
Aik†(−)a´A(−)b´kjA
jl†
(−)c´A(−)d´li +
3
64
Aij†(−)a´A(−)b´ijA
kl†
(−)c´A(−)d´kl
+
7
8
A†(−)a´A(−)b´A
†
(−)c´iA
i
(−)d´
+
15
16
A†(−)a´A(−)b´A
†
(−)c´A(−)d´
]}
(8.68)
− 1
16
g
(45)2h
(45+)
a´b´
h
(45−)
c´d´
< A(+)a´|Σµν |A(+)b´ >< A(−)c´|Σµν |A(−)d´ >
= g
(45)2η
(45+−)
a´b´,c´d´
{
5
8
A†(+)a´A(+)b´A
†
(−)c´A(−)d´ −
3
32
A†(+)a´ijA
ij
(+)b´
Akl†(−)c´A(−)d´kl
+
1
8
Ai†(+)a´A(+)b´iA
†
(−)c´jA
j
(−)d´
+
1
2
Aj†(+)a´A(+)b´iA
†
(−)c´jA
i
(−)d´
+
1
2
A†(+)a´ikA
kj
(+)b´
Ail†(−)c´A(−)d´lj −
3
8
A†(+)a´A(+)b´A
†
(−)c´iA
i
(−)d´
+
13
8
Ai†(+)a´A(+)b´iA
†
(−)c´A(−)d´ +
1
16
A†(+)a´A(+)b´A
ij†
(−)c´A(−)d´ij
+
9
16
A†(+)a´ijA
ij
(+)b´
A†(−)c´A(−)d´ −
15
16
Ai†(+)a´A(+)b´iA
jk†
(−)c´A(−)d´jk
− 1
16
A†(+)a´ijA
ij
(+)b´
A†(−)kcA
k
(−)d´
+
1
2
Aj†(+)a´A(+)b´iA
ik†
(−)c´A(−)d´kj
+
1
2
A†(+)a´ikA
kj
(+)b´
A†(−)jcA
i
(−)d´
− 1
4
A†(+)a´ijA(+)b´A
ij†
(−)c´A(−)d´
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−1
4
A†(+)a´A
ij
(+)b´
A†(−)c´A(−)d´ij −
1
4
Ai†(+)a´A
jk
(+)b´
A†(−)c´iA(−)d´jk
−1
4
A†(+)a´ijA(+)b´kA
ij†
(−)c´A
k
(−)d´
− 1
2
Ai†(+)a´A
jk
(+)b´
A†(−)c´jA(−)d´ki
−1
2
A†(+)a´ijA(+)b´kA
ki†
(−)c´A
j
(−)d´
− 1
8
ǫijklmA†(+)a´ijA(+)b´A
†
(−)c´kA(−)d´lm
−1
8
ǫijklmA
†
(+)a´A
ij
(+)b´
Akl†(−)c´A
m
(−)d´
− 1
8
ǫijklmA
i†
(+)a´A
jk
(+)b´
Alm†(−)c´A(−)d´
−1
8
ǫijklmA†(+)a´ijA(+)b´kA
†
(−)c´A(−)d´lm
}
(8.69)
where η’s are defined by
η
(45++)
a´b´,c´d´
= h
(45+)
a´b´
h
(45+)
c´d´
; η
(45−−)
a´b´,c´d´
= h
(45−)
a´b´
h
(45−)
c´d´
; η
(45+−)
a´b´,c´d´
= h
(45+)
a´b´
h
(45−)
c´d´
(8.70)
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Chapter 9
Coupling the Supersymmetric
210 Vector Multiplet to Matter
in SO(10)
9.1 Coupling of 210 vector multiplet to 16±
plet of matter
In usual formulations of particle interactions the vectors belong to either
singlets or the adjoint representations of the gauge group of the theory un-
der consideration. To couple the vectors to matter one forms a Lie valued
quantity V̂aTa where Ta are the generators of the gauge group satisfying the
algebra [Ta, Tb] = ifabcTc. Then one couples the Lie valued quantity to the
matter fields in the form Φ†egV̂Φ which can be shown to be a gauge invariant
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combination. For the representations 1 and 45 one can carry out this con-
struction straightforwardly (see chapter 8). However, this construction does
not work for the 210 vector multiplet as one cannot write a gauge invariant
Yang-Mills theory for it. Further, for the same reason one cannot write a
gauge invariant coupling of the 210 vector with matter. To construct the 210
vector couplings, the technique we adopt is to carry out a direct expansion
in powers of the vector superfield. Thus we have[20].
L
(210 Interaction)
V+Φ = h
(210+)
a´b´
[
< Φ̂(+)a´|Φ̂(+)b´ >
+
g
(210)
4!
< Φ̂(+)a´|V̂µνρλΓ[µΓνΓρΓλ]|Φ̂(+)b´ >
+
1
2
g(210)
4!
2 < Φ̂(+)a´|V̂µνρλΓ[µΓνΓρΓλ]V̂αβγδΓ[αΓβΓγΓδ]|Φ̂(+)b´ >
 |θ2θ¯2
+h
(210−)
a´b´
< Φ̂(−)a´|Φ̂(−)b´ > +g
(210)
4!
< Φ̂(−)a´|V̂µνρλΓ[µΓνΓρΓλ]|Φ̂(−)b´ >
+
1
2
g(210)
4!
2 < Φ̂(−)a´|V̂µνρλΓ[µΓνΓρΓλ]V̂αβγδΓ[αΓβΓγΓδ]|Φ̂(−)b´ >
 |θ2θ¯2
+...
(9.1)
V̂µνρλ (µ, ν, λ, ρ=1,2,..,10) is the vector superfield in the Wess-Zumino gauge.
In the following we give a full exhibition of the couplings to only linear order
in the vector superfield in terms of its SU(5) × U(1) decompostion but a
similar analysis can be done for couplings involving higher powers of the
superfield. Thus using the analysis of Ref.[6, 19] we find that the 16† 16
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couplings can be decomposed as follows
h
(210+)
a´b´
< Φ̂(+)a´|Φ̂(+)b´ > |θ2θ¯2 = h
(210+)
a´b´
[
−∂AA†(+)a´∂AA(+)b´
−∂AAi†(+)a´∂AA(+)b´i − ∂AA†(+)a´ij∂AAij(+)b´
−iΨ(+)a´LγA∂AΨ(+)b´L − iΨ
i
(+)a´Lγ
A∂AΨ(+)b´iL
−iΨ(+)a´ijLγA∂AΨij(+)b´L
]
+ L
(210)
(1)auxiliary (9.2)
L
(210)
(1)auxiliary ≡ h
(210+)
a´b´
< F(+)a´|F(+)b´ > (9.3)
h
(210−)
a´b´
< Φ̂(−)a´|Φ̂(−)b´ > |θ2θ¯2 = h
(210−)
a´b´
[
−∂AA†(−)a´∂AA(−)b´
−∂AA†(−)a´i∂AAi(−)b´ − ∂AAij†(−)a´∂AA(−)b´ij
−iΨ(−)a´LγA∂AΨ(−)b´L − iΨ(−)a´iLγA∂AΨi(−)b´L
−iΨij(−)a´LγA∂AΨ(−)b´ijL
]
+ L
(210)
(2)auxiliary (9.4)
L
(210)
(2)auxiliary ≡ h
(210−)
a´b´
< F(−)a´|F(−)b´ > (9.5)
Ψ(±)a´ =
ψ(±)a´α˜
ψ
˙˜α
(±)a´
 (9.6)
Similarly we find
h
(210+)
a´b´
g
(210)
4!
< Φ̂(+)a´|V̂µνρλΓ[µΓνΓρΓλ]|Φ̂(+)b´ > |θ2θ¯2
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= h
(210+)
a´b´
g
(210)

1
2
√
5
6
(
iA†(+)a´
↔
∂A A(+)b´ −Ψ(+)a´LγAΨ(+)b´L
)
− 1
4
√
30
(
iA†(+)a´ij
↔
∂A A
ij
(+)b´
−Ψ(+)a´ijLγAΨij(+)b´L
)
+
1
2
√
30
(
iAi†(+)a´
↔
∂A A(+)b´i −Ψ
i
(+)a´LγAΨ(+)b´iL
)]
V ′A
+
1√
6
(
iAi†(+)a´
↔
∂A A(+)b´ −Ψ
i
(+)a´LγAΨ(+)b´L
)
V ′Ai
+
1√
6
(
iA†(+)a´
↔
∂A A(+)b´i −Ψ(+)a´LγAΨ(+)b´iL
)
V ′Ai
+
[
− 1
4
√
2
(
iA†(+)a´lm
↔
∂A A(+)b´ −Ψ(+)a´lmLγAΨ(+)b´L
)
+
1
24
√
2
ǫijklm
(
iAi†(+)a´
↔
∂A A
jk
(+)b´
−Ψi(+)a´LγAΨjk(+)b´L
)]
V ′Alm
+
[
− 1
4
√
2
(
iA†(+)a´
↔
∂A A
lm
(+)b´
−Ψ(+)a´LγAΨlm(+)b´L
)
+
1
24
√
2
ǫijklm
(
iA†(+)a´ij
↔
∂A A(+)b´k −Ψ(+)a´ijLγAΨ(+)b´kL
)]
V ′Alm
+
[
1
6
√
2
(
iA†(+)a´ik
↔
∂A A
kj
(+)b´
−Ψ(+)a´ikLγAΨkj(+)b´L
)
− 1
2
√
2
(
Aj†(+)a´
↔
∂A A(+)b´i + iΨ
j
(+)a´LγAΨ(+)b´iL
)]
V ′iAj
+
1
6
√
6
ǫijklm
(
iAi†(+)a´
↔
∂A A
jn
(+)b´
−Ψi(+)a´LγAΨjn(+)b´L
)
V ′Aklmn
+− 1
6
√
6
ǫijklm
(
iA†(+)a´in
↔
∂A A(+)b´j −Ψ(+)a´inLγAΨ(+)b´jL
)
V ′Anklm
+− 1
4
√
6
(
iA†(+)a´ij
↔
∂A A
kl
(+)b´
−Ψ(+)a´ijLγAΨkl(+)b´L
)
V ′Aijkl
− i
2
√
5
6
[
−A†(+)a´Ψ(+)b´R +
1
10
A†(+)a´ijΨ
ij
(+)b´R −
1
5
Ai†(+)a´Ψ(+)b´iR
]
Λ
′
L
+
i√
3
[
Ai†(+)a´Ψ(+)b´R
]
Λ
′
iL +
i√
3
[
A†(+)a´Ψ(+)b´iR
]
Λ
′i
L
− i
4
[
A†(+)a´lmΨ(+)b´R −
1
6
ǫijklmA
i†
(+)a´Ψ
jk
(+)b´R
]
Λ
′lm
L
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− i
4
[
A†(+)a´Ψ
lm
(+)b´R −
1
6
ǫijklmA†(+)a´ijΨ(+)b´kR
]
Λ
′
lmL
− i
2
[
−1
3
A†(+)a´ikΨ
kj
(+)b´R +A
j†
(+)a´Ψ(+)b´iR
]
Λ
′i
jL
+
i
6
√
3
ǫijklm
[
Ai†(+)a´Ψ
jn
(+)b´R
]
Λ
′klm
nL −
i
6
√
3
ǫijklm
[
A†(+)a´inΨ(+)b´jR
]
Λ
′n
klmL
− i
4
√
3
[
A†(+)a´ijΨ
kl
(+)b´R
]
Λ
′ij
klL
− i
2
√
5
6
[
−Ψ(+)a´LA(+)b´ +
1
10
Ψ(+)a´ijLA
ij
(+)b´
− 1
5
Ψ
i
(+)a´LA(+)b´i
]
Λ
′
R
− i√
3
[
Ψ
i
(+)a´LA(+)b´
]
Λ
′
iR −
i√
3
[
Ψ(+)a´LA(+)b´i
]
Λ
′i
R
+
i
4
[
Ψ(+)a´lmLA(+)b´ −
1
6
ǫijklmΨ
i
(+)a´LA
jk
(+)b´
]
Λ
′lm
R
+
i
4
[
Ψ(+)a´LA
lm
(+)b´
− 1
6
ǫijklmΨ(+)a´ijLA(+)b´k
]
Λ
′
lmR
+
i
2
[
−1
3
Ψ(+)a´ikLA
kj
(+)b´
+Ψ
j
(+)a´LA(+)b´i
]
Λ
′i
jR
− i
6
√
3
ǫijklm
[
Ψ
i
(+)a´LA
jn
(+)b´
]
Λ
′klm
nR +
i
6
√
3
ǫijklm
[
Ψ(+)a´inLA(+)b´j
]
Λ
′n
klmR
+
i
4
√
3
[
Ψ(+)a´ijLA
kl
(+)b´
]
Λ
′ij
klR
}
+L
(210)
(3)auxiliary (9.7)
L
(210)
(3)auxiliary =
h
(210+)
a´b´
g
(210)
4!2
< A(+)a´|Γ[µΓνΓρΓλ]|A(+)b´ > Dµνρλ (9.8)
where
Ai†(+)a´
↔
∂A A(+)b´i
def
= Ai†(+)a´∂AA(+)b´i −
(
∂AA
i†
(+)a´
)
A(+)b´i (9.9)
ΛR,L =
1± γ5
2
Λ (9.10)
Λijkl =
λiα˜jkl
λ
˙˜αi
jkl
 (9.11)
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and so on. Similarly for the 16−16− couplings we find
h
(210−)
a´b´
g
(210)
4!
< Φ̂(−)a´|V̂µνρλΓ[µΓνΓρΓλ]|Φ̂(−)b´ > |θ2θ¯2
= h
(210−)
a´b´
g
(210)

1
2
√
5
6
(
iA†(−)a´
↔
∂A A(−)b´ −Ψ(−)a´LγAΨ(−)b´L
)
− 1
4
√
30
(
iAij†(−)a´
↔
∂A A(−)b´ij −Ψ
ij
(−)a´LγAΨ(−)b´ijL
)
+
1
2
√
30
(
iA†(−)a´i
↔
∂A A
i
(−)b´
+ iΨ(−)a´iLγAΨ
i
(−)b´L
)]
V ′A
+
1√
6
(
iA†(−)a´
↔
∂A A
i
(−)b´
−Ψ(−)a´LγAΨi(−)b´L
)
V ′Ai
+
1√
6
(
iA†(−)a´i
↔
∂A A(−)b´ −Ψ(−)a´iLγAΨ(−)b´L
)
V ′Ai
+
[
1
4
√
2
(
A†(−)a´
↔
∂A A(−)b´lm + iΨ(−)a´LγAΨ(−)b´lmL
)
− 1
24
√
2
ǫijklm
(
iAij†(−)a´
↔
∂A A
k
(−)b´
−Ψij(−)a´LγAΨk(−)b´L
)]
V ′Alm
+
[
1
4
√
2
(
iAlm†(−)a´
↔
∂A A(−)b´ −Ψ
lm
(−)a´LγAΨ(−)b´L
)
− 1
24
√
2
ǫijklm
(
iA†(−)a´i
↔
∂A A(−)b´jk −Ψ(−)a´iLγAΨ(−)b´jkL
)]
V ′Alm
+
[
1
6
√
2
(
iAjk†(−)a´
↔
∂A A(−)b´ki −Ψ
jk
(−)a´LγAΨ(−)b´kiL
)
− 1
2
√
2
(
iA†(−)a´i
↔
∂A A
j
(−)b´
−Ψ(−)a´iLγAΨj(−)b´L
)]
V ′iAj
+
1
12
√
6
ǫijklm
(
iAij†(−)a´
↔
∂A A
n
(−)b´
−Ψij(−)a´LγAΨn(−)b´L
)
V ′Aklmn
+
1
12
√
6
ǫijklm
(
iA†(−)a´n
↔
∂A A(−)b´ij −Ψ(−)a´nLγA+Ψ(−)b´ijL
)
V ′Anklm
+− 1
4
√
6
ǫijklm
(
iAkl†(−)a´
↔
∂A A(−)b´ij −Ψ
kl
(−)a´LγAΨ(−)b´ijL
)
V ′Aijkl
− i
2
√
5
6
[
−A†(−)a´Ψ(−)b´R +
1
10
Aij†(−)a´Ψ(−)b´ijR −
1
5
A†(−)a´iΨ
i
(−)b´R
]
Λ
′
L
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+
i√
3
[
A†(−)a´Ψ
i
(−)b´R
]
Λ
′
iL +
i√
3
[
A†(−)a´iΨ(−)b´R
]
Λ
′i
L
+
i
4
[
A†(−)a´Ψ(−)b´lmR −
1
6
ǫijklmA
ij†
(−)a´Ψ
k
(−)b´R
]
Λ
′lm
L
+
i
4
[
Alm†(−)a´Ψ(−)b´R −
1
6
ǫijklmA†(−)a´iΨ(−)b´jkR
]
Λ
′
lmL
− i
2
[
−1
3
Ajk†(−)a´Ψ(−)b´kiR +A
†
(−)a´iΨ
j
(−)b´R
]
Λ
′i
jL
+
i
6
√
3
ǫijklm
[
Aij†(−)a´Ψ
n
(−)b´R
]
Λ
′klm
nL +
i
6
√
3
ǫijklm
[
A†(−)a´nΨ(−)b´ijR
]
Λ
′n
klmL
− i
4
√
3
[
Akl†(−)a´Ψ(−)b´ijR
]
Λ
′ij
klL
+
i
2
√
5
6
[
−Ψ(−)a´LA(−)b´ +
1
10
Ψ
ij
(−)a´LA(−)b´ij −
1
5
Ψ(−)a´iLA
i
(−)b´
]
Λ
′
R
− i√
3
[
Ψ(−)a´LA
i
(−)b´
]
Λ
′
iR −
i√
3
[
Ψ(−)a´iLA(−)b´
]
Λ
′i
R
− i
4
[
Ψ(−)a´LA(−)b´lm −
1
6
ǫijklmΨ
ij
(−)a´LA
k
(−)b´
]
Λ
′lm
R
− i
4
[
Ψ
lm
(−)a´LA(−)b´ −
1
6
ǫijklmΨ(−)a´iLA(−)b´jk
]
Λ
′
lmR
+
i
2
[
−1
3
Ψ
jk
(−)a´LA(−)b´ki +Ψ(−)a´iLA
j
(−)b´
]
Λ
′i
jR
− i
6
√
3
ǫijklm
[
Ψ
ij
(−)a´LA
n
(−)b´
]
Λ
′klm
nR −
i
6
√
3
ǫijklm
[
Ψ(−)a´nLA(−)b´ij
]
Λ
′n
klmR
+
i
4
√
3
[
Ψ
kl
(−)a´LA(−)b´ij
]
Λ
′ij
klR
}
+L
(210)
(4)auxiliary (9.12)
L
(210)
(4)auxiliary =
h
(210−)
a´b´
g
(210)
4!2
< A(−)a´|Γ[µΓνΓρΓλ]|A(−)b´ > Dµνρλ (9.13)
Further, the kinetic energy for the vector multiplet is given by
L
(210 K.E.)
V =
1
64
[
Ŵ α˜µνρλŴα˜µνρλ|θ2 + Ŵ ˙˜αµνρλŴ
˙˜α
µνρλ|θ¯2
]
(9.14)
Ŵ α˜µνρλ = D2Dα˜V̂µνρλ, Ŵ ˙˜αµνρλ = D2D ˙˜αV̂µνρλ (9.15)
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Explicit evaluation of Eq.(9.15) gives
L
(210 K.E.)
V = −
1
4
VABµνρσVABµνρσ −
i
2
Λµνρσγ
A∂AΛµνρσ + L
(210)
(5)auxiliary (9.16)
VABµνρσ = ∂AVBµνρσ − ∂BVAµνρσ (9.17)
L
(210)
(5)auxiliary =
1
2
DµνρσDµνρσ (9.18)
Λµνρσ =
 λα˜µνρσ
λ
˙˜α
µνρσ
 (9.19)
Finally, the superpotential of the theory is taken to be
L
(210)
W = W(Φ̂(+), Φ̂(−))|θ2 + h.c. (9.20)
W(Φ̂(+), Φ̂(−)) = µa´b´ < Φ̂
∗
(−)a´|B|Φ̂(+)b´ > (9.21)
W(A(+),A(−)) = iµa´b´
(
AT(−)a´A(+)b´ −
1
2
AT(−)a´ijA
ij
(+)b´
+AiT(−)a´A(+)b´i
)
(9.22)
where µa´b´ is taken to be a symmetric tensor. Thus we have
LW = −iµa´b´
(
Ψ(−)a´RΨ(+)b´L +Ψ
i
(−)a´RΨ(+)b´iL −
1
2
Ψ(−)a´ijRΨ
ij
(+)b´L
)
+iµ∗
a´b´
(
Ψ(−)a´LΨ(+)b´R +Ψ(−)a´iLΨ
i
(+)b´R
− 1
2
Ψ
ij
(−)a´LΨ(+)b´ijR
)
+L
(210)
(6)auxiliary (9.23)
L
(210)
(6)auxiliary = iµa´b´
[
F(−)a´A(+)b´ +A
T
(−)a´F(+)b´ −
1
2
F(−)a´ijA
ij
(+)b´
−1
2
AT(−)a´ijF
ij
(+)b´
+ Fi(−)a´A(+)b´i +A
iT
(−)a´F(+)b´i
]
+ h.c. (9.24)
We now eliminate the auxiliary fields, Dµνρσ and F(±). We find
L
(210)
(3)auxiliary + L
(210)
(4)auxiliary + L
(210)
(5)auxiliary
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= − 1
4608
g
(210)2h
(210+)
a´b´
h
(210+)
c´d´
< A(+)a´|Γ[µΓνΓρΓλ]|A(+)b´ >
× < A(+)c´|Γ[µΓνΓρΓλ]|A(+)d´ >
− 1
4608
g
(210)2h
(210−)
a´b´
h
(210−)
c´d´
< A(−)a´|Γ[µΓνΓρΓλ]|A(−)b´ >
× < A(−)c´|Γ[µΓνΓρΓλ]|A(−)d´ >
− 1
2304
g
(210)2h
(210+)
a´b´
h
(210−)
c´d´
< A(+)a´|Γ[µΓνΓρΓλ]|A(+)b´ >
× < A(−)c´|Γ[µΓνΓρΓλ]|A(−)d´ > (9.25)
SU(5) expansion of these expressions gives
− 1
4608
g
(210)2h
(210+)
a´b´
h
(210+)
c´d´
< A(+)a´|Γ[µΓνΓρΓλ]|A(+)b´ >
× < A(+)c´|Γ[µΓνΓρΓλ]|A(+)d´ >
= g
(210)2
{
− 1
6144
(
η
(210++)
a´b´,c´d´
+ 8η
(210++)
a´d´,c´b´
)
A†(+)a´ijA
ij
(+)b´
A†(+)c´klA
kl
(+)d´
− 1
768
(
η
(210++)
a´b´,c´d´
+ 8η
(210++)
a´d´,c´b´
)
A†(+)a´A(+)b´A
i†
(+)c´A(+)d´i
+
1
512
(
11η
(210++)
a´b´,c´d´
− 2η(210++)
a´d´,c´b´
)
A†(+)a´ijA
ij
(+)b´
Ak†(+)c´A(+)d´k
+
1
192
(
η
(210++)
a´b´,c´d´
+ 2η
(210++)
a´d´,c´b´
)
A†(+)a´ijA
jk
(+)b´
Ai†(+)c´A(+)d´k
+
1
1536
(
25η
(210++)
a´b´,c´d´
+ 18η
(210++)
a´d´,c´b´
)
Ai†(+)a´A(+)b´iA
j†
(+)c´A(+)d´j
+
1
1536
(
η
(210++)
a´b´,c´d´
− 6η(210++)
a´d´,c´b´
)
A†(+)a´A(+)b´A
†
(+)c´ijA
ij
(+)d´
+η
(210++)
a´b´,c´d´
[
1
1536
ǫijklmA
†
(+)a´A
ij
(+)b´
Ak†(+)c´A
lm
(+)d´
+
1
1536
ǫijklmA†(+)a´ijA(+)b´kA
†
(+)c´lmA(+)d´
+
1
768
A†(+)a´ijA
jk
(+)b´
A†(+)c´klA
li
(+)d´
− 5
1536
A†(+)a´A(+)b´A
†
(+)c´A(+)d´
]}
(9.26)
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− 1
4608
g
(210)2h
(210−)
a´b´
h
(210−)
c´d´
< A(−)a´|Γ[µΓνΓρΓλ]|A(−)b´ >
× < A(−)c´|Γ[µΓνΓρΓλ]|A(−)d´ >
= g
(210)2
{
− 1
6144
(
η
(210−−)
a´b´,c´d´
+ 16η
(210−−)
a´d´,c´b´
)
Aij†(−)a´A(−)b´ijA
kl†
(−)c´A
kl
(−)d´
− 1
768
(
11η
(210−−)
a´b´,c´d´
+ 8η
(210−−)
a´d´,c´b´
)
A†(−)a´A(−)b´A
†
(−)c´iA
i
(−)d´
− 1
1536
(
5η
(210−−)
a´b´,c´d´
+ 6η
(210−−)
a´d´,c´b´
)
Aij†(−)a´A(−)b´ijA
†
(−)c´kA
k
(−)d´
+
1
384
(
η
(210−−)
a´b´,c´d´
+ η
(210−−)
a´d´,c´b´
)
Aij†(−)a´A(−)b´jkA
†
(−)c´iA
k
(−)d´
+
1
1536
(
η
(210−−)
a´b´,c´d´
− 6η(210−−)
a´d´,c´b´
)
A†(−)a´iA
i
(−)b´
A†(−)c´jA
j
(−)d´
− 1
1536
(
29η
(210−)
a´b´,c´d´
+ 18η
(210−−)
a´d´,c´b´
)
A†(−)a´A(−)b´A
ij†
(−)c´A(−)d´ij
+η
(210−−)
a´b´,c´d´
[
5
1536
ǫijklmA
ij†
(−)a´A(−)b´A
kl†
(−)c´A
m
(−)d´
+
5
1536
ǫijklmA†(−)a´iA(−)b´jkA
†
(−)c´A(−)d´lm
− 1
256
Aij†(−)a´A(−)b´jkA
kl†
(−)c´A(−)d´li
+
25
1536
A†(−)a´A(−)b´A
†
(−)c´A(−)d´
]}
(9.27)
− 1
2304
g
(210)2h
(210+)
a´b´
h
(210−)
c´d´
< A(+)a´|Γ[µΓνΓρΓλ]|A(+)b´ >
× < A(−)c´|Γ[µΓνΓρΓλ]|A(−)d´ >
=
g
(210)2η
(210+−)
a´b´,c´d´
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{
−10A†(+)a´A(+)b´A†(−)c´A(−)d´ + 2A†(+)a´A(+)b´Aij†(−)c´A(−)d´ij
−4A†(+)a´A(+)b´A†(−)c´iAi(−)d´ − 32A†(+)a´A(+)b´iA†(−)c´Ai(−)d´
−4A†(+)a´Aij(+)b´A
†
(−)c´A(−)d´ij − 32Ai†(+)a´A(+)b´A†(−)c´iA(−)d´
+12Ai†(+)a´A
jk
(+)b´
A†(−)c´iA(−)d´jk − 8Ai†(+)a´Ajk(+)b´A
†
(−)c´jA(−)d´ki
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+18Ai†(+)a´A(+)b´iA
jk†
(−)c´A(−)d´jk + 4A
i†
(+)a´A(+)b´iA
†
(−)c´jA
j
(−)d´
−56Ai†(+)a´A(+)b´jAjk†(−)c´A(−)d´ki − 24Ai†(+)a´A(+)b´jA†(−)c´iAj(−)d´
−164Ai†(+)a´A(+)b´iA†(−)c´A(−)d´ − 4A†(+)a´ijA(+)b´Aij†(−)c´A(−)d´
−8A†(+)a´ijA(+)b´kAjk†(−)c´Ai(−)d´ + 8A†(+)a´ijA(+)b´kAij†(−)c´Ak(−)d´
−A†(+)a´ijAij(+)b´A
kl†
(−)c´A(−)d´kl + 8A
†
(+)a´ijA
jk
(+)b´
Ail†(−)c´A(−)d´lk
+8A†(+)a´ijA
jk
(+)b´
A†(−)c´kA
i
(−)d´
− 38A†(+)a´ijAij(+)b´A
†
(−)c´A(−)d´
+2A†(+)a´ijA
ij
(+)b´
A†(−)c´kA
k
(−)d´
− 8A†(+)a´ijAkl(+)b´Aij†(−)c´A(−)d´kl
+14ǫijklmA†(+)a´ijA(+)b´kA
†
(−)c´A(−)d´lm
+14ǫijklmA
i†
(+)a´A
jk
(+)b´
Alm†(−)c´A(−)d´
−2ǫijklmA†(+)a´ijA(+)b´A†(−)c´kA(−)d´lm
−2ǫijklmA†(+)a´Aij(+)b´A
kl†
(−)c´A
m
(−)d´
}
(9.28)
where η’s are defined by
η
(210++)
a´b´,c´d´
= h
(210+)
a´b´
h
(210+)
c´d´
; η
(210−−)
a´b´,c´d´
= h
(210−)
a´b´
h
(210−)
c´d´
; η
(210+−)
a´b´,c´d´
= h
(210+)
a´b´
h
(210−)
c´d´
(9.29)
We also find
L
(210)
(1)auxiliary + L
(210)
(2)auxiliary + L
(210)
(6)auxiliary
= −
(
µ∗[h
(210−)
]−1[h
(210−)
]T[h
(210−)
]−1µ
)
a´b´
×
[
A†(+)a´A(+)b´ +
1
4
A†(+)a´ijA
ij
(+)b´
+Ai†(+)a´A(+)b´i
]
−
(
µ[h
(210+)
]−1Th
(210+)
[h
(210+)
]−1Tµ∗
)
a´b´
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×
[
AT(−)a´A
∗
(−)b´
+
1
4
AT(−)a´ijA
ij∗
(−)b´
+AiT(−)a´A
∗
(−)b´i
]
(9.30)
9.2 A more general analysis of 16† − 16− 210
vector couplings
In this section we consider the couplings of the unconstrained 210 vector mul-
tiplet with matter, i.e., in the analysis we use the full vector multiplet rather
than the truncated one under the constraint of the Wess-Zumino gauge. An
illustration of this procedure is given in Appendix C for the U(1) case. The
Lagrangian that governs the interactions of the 210 multiplet consists of the
kinetic energy term for the 210 plet, self interactions, and interactions of the
210 plet with 16 and 16 of matter. For generality we also include a mass
term for the 210 vector multiplet. As in Appendix C we will not impose the
Wess-Zumino gauge but keep the full multiplet. Thus we take the Lagrangian
governing the 210 vector multiplet to be
L(210) = L
′(210 K.E.)
V + L
′(210 Mass)
V
+L
′(210 Self−Interaction)
V + L
′(210 Interaction)
V+Φ + L
′(210 Self−Interaction)
Φ (9.31)
L
′(210 K.E.)
V =
1
64
[
Ŵ α˜µνρλŴα˜µνρλ|θ2 + Ŵ ˙˜αµνρλŴ
˙˜α
µνρλ|θ¯2
]
(9.32)
L
′(210 Mass)
V = m
2V̂µνρλV̂µνρλ|θ2θ¯2 (9.33)
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L
′(210 Self−Interaction)
V = α1V̂µνρλV̂ρλαβV̂αβµν |θ2θ¯2
+α2V̂µνρλV̂ρλαβV̂αβητ V̂ητµν |θ2θ¯2 (9.34)
L
′(210 Interaction)
V+Φ =
h
(210)
a´b´
4!
Φ̂†a´V̂µνρλΓ[µΓνΓρΓλ]Φ̂b´|θ2θ¯2 (9.35)
L̂
′(210 Self−Interaction)
Φ = Φ̂
†
a´Φ̂a´|θ2θ¯2 (9.36)
V̂ = C(x) + iθχ(x)− iθ¯χ(x) + i
2
θ2 [M(x) + iN(x)]
− i
2
θ¯2 [M(x)− iN(x)] − θσAθ¯VA(x)
+iθ2θ¯
[
λ(x) +
i
2
σA∂Aχ(x)
]
− iθ¯2θ
[
λ(x) +
i
2
σA∂Aχ(x)
]
+
1
2
θ2θ¯2
[
D(x) +
1
2
∂A∂
AC(x)
]
(9.37)
One could, of course, add more interactions, for example, in
L
′(210 Self−Interaction)
V such as V
5 etc. which are allowed once one gives up the
Wess-Zumino gauge. Similarly in L
′(210 Interaction)
V+Φ one may add additional
terms as well. However, the line of construction remains unchanged and
the inclusion of additional terms only brings in more complexity. Thus to
keep the analysis simple we omit such terms. Evaluating Eq.(9.31) we get
L(210) = −1
4
VABXYVABXY −
1
2
m2Va´XYVAXY −
1
2
∂ABXY∂ABXY
−iΛXYγA∂AΛXY −mΛXYΛXY
−∂AA†a´∂AAa´ − iΨa´LγA∂AΨa´L
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−h
(210)
a´b´
24m
BXY(∂
AA†a´)Γ˜XY∂AAb´ −
h
(210)
a´b´
96m
∂A
(
A†a´Γ˜XYAb´
)
∂ABXY
+
ih
(210)
a´b´
48
[
A†a´Γ˜XY∂
AAb´ − (∂AA†a´)Γ˜XYAb´
]
Va´XY
+
h
(210)
a´b´
48m
√
2
[(
Ψa´Lγ
AΓ˜XYΛLXY
)
∂AAb´ + ∂AA
†
a´
(
ΛLXYγ
AΓ˜XYΨb´L
)]
+
h
(210)
a´b´
24m
√
2
[(
Ψa´Lγ
AΓ˜XY∂AΛLXY
)
Ab´ − A†a´
(
ΛLXYγ
AΓ˜XY∂AΨb´L
)]
−ih
(210)
a´b´
24
√
2
[(
Ψa´LΓ˜XYΛRXY
)
Ab´ − A†a´
(
ΛRXYΓ˜XYΨb´L
)]
−h
(210)
a´b´
48
Ψa´Lγ
AΓ˜XYΨb´LVa´XY −
ih
(210)
a´b´
24m
Ψa´Lγ
AΓ˜XY∂A(Ψb´L)BXY
− 1
m3
(
3α1
4
BWY +
α2
m
BWXBXY
)
∂ABYZ∂
ABZW
− 3
m
(
α1
2
BWY +
α2
m
BWXBXY
)
VAYZVAZW
+
3
m3
(
α1BWY +
2α2
m
BWXBXY
) (
iΛLYZγ
A∂AΛLZW −mΛYZΛZW
)
+
3
m2
(
α1
2
δWX +
2α2
m
BWX
) (
ΛLXYγ
AΛLYZ
)
Va´ZW
+
3α2
2m4
(
Λ
c
RWXΛLXY
) (
ΛLYZΛ
c
RZW
)
+ L
′ 210
auxiliary (9.38)
Where we have defined for brevity
Γ˜XY = Γ[µΓνΓρΓλ]; BXY = Bµνρσ; Va´XYVAYZ = Va´µνρσVAρσλτ (9.39)
and so on. Further
Λ =
mχα˜
λ
˙˜α
 , Ψa´ =
ψa´α˜
ψ
˙˜α
a´
 , B = mC,
Λc = CΛT , C =
 iσ2 0
0 iσ2
 , Λ = Λ†γ0 (9.40)
We will expand some of the terms appearing in Eq.(9.39) in appendix B.
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The Lagrangian containing the auxiliary fields is given by
L
′ 210
auxilliary =
mBZW + 3α1
2m2
BWXBXZ +
2α2
m3
BWXBXYBYZ +
h
(210)
a´b´
48
A†a´Γ˜ZWAb´
DZW
+
1
2
DXYDXY +
(
1
2
m2δYW +
3α1
2m
BYW +
3α2
m2
BWXBXY
)
(MYZMZW +NYZNZW)
+i
h(210)a´b´
48
F †a´ Γ˜ZWAb´ +
3
m2
(
α1
4
δWX +
α2
m
BWX
)(
ΛLXYΛ
c
RYZ
) (MZW + iNZW)
−i
h(210)a´b´
48
A†a´Γ˜ZWFb´ +
3
m2
(
α1
4
δWX +
α2
m
BWX
) (
Λ
c
RXYΛLYZ
) (MZW − iNZW)
+
ih
(210)
a´b´
24m
√
2
(
ΛLXYΨa´RΓ˜XY
)
Fb´ −
ih
(210)
b´a
24m
√
2
(
Γ˜XYΨa´RΛLXY
)
F †
b´
+
h
(210)
a´b´
24m
BXYF
†
a´ Γ˜XYFb´ + F
†
a´Fa´ (9.41)
Finally, eliminating the auxiliary fields we obtain
L
′ 210
auxilliary = −
1
2
m2BXYBYX − 3α1
2m
BXYBYZBZX
−
(
9α1
2
8m4
+
2α2
m2
)
BWXBXYBYZBZW − 3α1α2
m5
BVWBWXBXYBYZBZV
−2α2
2
m6
BUVBVWBWXBXYBYZBZU −
h
(210)
a´b´
h
(210)
c´d´
4608
(
A†a´Γ˜XYAb´
) (
A†c´Γ˜XYAd´
)
−mh
(210)
a´b´
48
(
A†a´Γ˜XYAb´
)
BXY −
h
(210)
a´b´
α1
32m2
(
A†a´Γ˜XYAb´
)
BXZBZY
−h
(210)
a´b´
α2
24m3
(
A†a´Γ˜XYAb´
)
BXWBWZBZY −
ih
(210)
a´b´
24m
√
2
(Q−1)a´c´Rc´Γ˜XYΨb´RΛLXY
−1
2
m2
[
KWX(P
−1)WXYZKYZ + JWX(P
−1)WXYZJYZ
]
+
h
(210)
a´b´
8m4
A†a´Γ˜UV(S
−1)b´c´Tc´(P
−1)UVXY
(
α1
4
δYW +
α2
m
BYW
)
ΛLWZΛ
c
RZX (9.42)
where
PUVXY = δUXδVY +
3α1
2m3
(δUYBVX +BUXδVY)
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+
3α2
m4
(δUYBVWBWX +BUWBWYδXV) (9.43)
Qb´c´ = δb´c´ +
h
(210)
b´c´
24m
Γ˜XYBXY −
h
(210)
a´c´ h
(210)
b´d´
1152m2
A†a´Γ˜UV(P
−1)UVXYΓ˜XYAd´ (9.44)
Sb´c´ = δb´c´ +
h
(210)
c´b´
24m
Γ˜XYBXY −
h
(210)
c´d´
h
(210)
a´b´
1152m2
Γ˜UVAd´(P
−1)UVXYA
†
a´Γ˜XY (9.45)
Rc´ =
h
(210)
a´c´
8m4
A†a´Γ˜UV(P
−1)UVXY
(
α1
4
δYW +
α2
m
BYW
)
ΛLWZΛ
c
RZX
− ih
(210)
a´c´
24m
√
2
ΛLXYΨa´RΓ˜XY (9.46)
Tc´ = +
h
(210)
c´a´
8m4
Γ˜UVAa´(P
−1)UVXY
(
α1
4
δYW +
α2
m
BYW
)
Λ
c
RWZΛLZX
ih
(210)
c´a´
24m
√
2
Γ˜XYΨa´RΛLXY (9.47)
KXY = −
ih
(210)
a´b´
48m2
[
(Q−1)a´c´Rc´Γ˜XYAb´ − A†a´Γ˜XY(S−1)b´c´Tc´
]
− 3i
m4
(
α1
4
δXU +
α2
m
BXU
) (
ΛLUVΛ
c
RVY − ΛcRUVΛLVY
)
(9.48)
JXY =
h
(210)
a´b´
48m2
[
(Q−1)a´c´Rc´Γ˜XYAb´ + A
†
a´Γ˜XY(S
−1)b´c´Tc´
]
+
3
m4
(
α1
4
δXU +
α2
m
BXU
)(
ΛLUVΛ
c
RVY + Λ
c
RUVΛLVY
)
(9.49)
9.3 Appendix A
In this appendix we normalize the irreducible SU(5) tensors contained in a
210 vector VAµνρσ, a 210 scalar Bµνρσ, and a 210 spinor Λµνρσ. Latin letters
(i, j, k, ...) are used to denote the SU(5) indices. The normalized SU(5) gauge
tensors appearing in VAµνρσ are
VA = 4
√
10
3
V ′A; V iA = 8
√
6V ′iA; Va´i = 8
√
6V ′a´i
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V ijA =
√
2V ′ijA ; Va´ij =
√
2V ′a´ij; Vja´i =
√
2V ′ja´i
V ijka´l =
√
2
3
V ′ijka´l ; V ia´jkl =
√
2
3
V ′ia´jkl; V ija´kl =
√
2
3
V ′ija´kl (9.50)
so that
− 1
4
VABµνρσVABµνρσ = −
1
2
V ′ABV
′AB† − 1
2
V ′iABV
′ABi† − 1
2!
1
2
V ′ijABV
′ABij†
−1
4
V ′iABjV
′ABj
i −
1
3!
1
2
V ′ijkABlV
′ABijk†
l −
1
2!
1
2!
1
4
V ′ijABklV
′ABkl
ij (9.51)
The normalized SU(5) fields appearing in Bµνρσ are
B = 4
√
10
3
B
′
; Bi = 8
√
6B
′i; Bi = 8
√
6B
′
i
Bij =
√
2B
′ij ; Bij =
√
2B
′
ij ; B
j
i =
√
2B
′j
i
Bijkl =
√
2
3
B
′ijk
l ; Bjkl =
√
2
3
B
′i
jkl; B
ij
kl =
√
2
3
B
′ij
kl (9.52)
so that
− 1
2
∂ABµνρσ∂ABµνρσ = −∂AB′∂AB′† − ∂AB′i∂AB′i† − 1
2!
∂AB
′ij∂AB
′ij†
−1
2
∂AB
′i
j ∂AB
′j
i −
1
3!
∂AB
′ijk
l ∂AB
′ijk†
l −
1
2!
1
2!
1
2
∂AB
′ij
kl ∂AB
′kl
ij
(9.53)
The normalized SU(5) fields appearing in Λµνρσ are
Λ = 4
√
5
3
Λ
′
; Λi = 8
√
6Λ
′i; Λi = 8
√
6Λ
′
i
Λij =
√
2Λ
′ij ; Λij =
√
2Λ
′
ij; Λ
j
i =
√
2Λ
′j
i
Λijkl =
√
2
3
Λ
′ijk
l ; Λjkl =
√
2
3
Λ
′i
jkl; Λ
ij
kl =
√
2
3
Λ
′ij
kl (9.54)
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so that
− iΛµνρσγA∂AΛµνρσ = −iΛ
′
γA∂AΛ
′ − iΛ′iγA∂AΛ′i − iΛ
′i
γA∂AΛ
′i
− 1
2!
iΛ
′
ijγ
A∂AΛ
′
ij −
1
2!
iΛ
′ij
γA∂AΛ
′ij − iΛ′ij γA∂AΛ
′i
j
− 1
3!
iΛ
′ijk
l γ
A∂AΛ
′ijk
l −
1
3!
iΛ
′l
ijkγ
A∂AΛ
′l
ijk −
1
2!
1
2!
iΛ
′ij
kl γ
A∂AΛ
′ij
kl (9.55)
9.4 Appendix B
In this appendix we exhibit, for the benefit of the reader, a few SU(5) expan-
sions of the terms appearing in our final Lagrangian Eq.(9.38). We begin by
noting that any of the chiral fields S (≡ A,Ψ, F ) can be expanded in terms
of its SU(5) components as
|Sa´ >= |0 > Sa´ + 1
2
b†ib
†
j |0 > Sija´ +
1
24
ǫijklmb†jb
†
kb
†
l b
†
m|0 > Sa´i (9.56)
Together with the normalizations of appendix A and the basic theorem given
in Ref.[6], we can expand terms such as
h
(210)
a´b´
48m
√
2
(
Ψa´Lγ
AΓ˜XYΛLXY
)
∂AAb´ =
h
(210)
a´b´
48m
√
2
(
Ψa´Lγ
AΓ[µΓνΓρΓλ]∂AAb´
)
ΛLµνρσ
=
h
(210)
a´b´
m
[
1
8
√
30
(
10Ψa´Lγ
A∂AAb´ −Ψa´ijLγA∂AAijb´ + 2Ψ
i
a´Lγ
A∂AAb´i
)
Λ
′
L
+
1
2
√
3
(
Ψ
i
a´Lγ
A∂AAb´
)
Λ
′
iL +
1
2
√
3
(
Ψa´Lγ
A∂AAb´i
)
Λ
′i
L
+
1
48
(
−6Ψia´lmLγA∂AAb´ + ǫijklmΨ
i
a´Lγ
A∂AA
jk
b´
)
Λ
′lm
L
+
1
48
(
−6Ψa´LγA∂AAlmb´ + ǫijklmΨa´ijLγA∂AAb´k
)
Λ
′
lmL
+
1
12
(
−3Ψja´LγA∂AAib´ +Ψa´ikLγA∂AAkjb´
)
Λ
′i
jL
202
+
1
12
√
3
(
ǫijklmΨ
i
a´Lγ
A∂AA
jn
b´
)
Λ
′klm
nL −
1
12
√
3
(
ǫijklmΨa´inLγ
A∂AAb´j
)
Λ
′n
klmL
− 1
8
√
3
(
Ψa´ijLγ
A∂AA
kl
b´
)
Λ
′ij
klL
]
(9.57)
BWYVAYZVa´ZW = BµνρσVAρσλτVa´λτµν = BµνρσVµνρσ
=
1
16
{
BcicjckclVc¯ic¯j c¯k c¯l +Bc¯ic¯j c¯kc¯lVcicjckcl + 4Bcicjck c¯lVc¯ic¯j c¯kcl
+4Bc¯ic¯j c¯kclVcicjck c¯l + 6Bcicj c¯kc¯lVc¯ic¯jckcl
}
(9.58)
whereVµνρσ = VAρσλτVa´λτµν . Thus we find
BcicjckclVc¯ic¯j c¯k c¯l =
1
2
Bcicjckcl
(
Va´c¯ic¯jcmcnVAc¯mc¯nc¯kc¯l + Va´c¯ic¯j c¯mcnVAcmc¯nc¯kc¯l
)
=
1
144
BiVjAVAij −
1
480
BiV iAVA −
1
48
ǫijklmBiVpa´jknVAnplm
+
1
36
ǫijklmBiVna´jklVAnm −
1
144
ǫijklmBiVa´jkVAlm (9.59)
Bc¯ic¯j c¯k c¯lVcicjckcl =
1
2
Bc¯ic¯j c¯kc¯l
(
Va´cicjcmcnVAc¯mc¯nckcl + Va´c´icj c¯mcnVAcmc¯nckcl
)
=
1
144
BiVa´jVAji −
1
480
BiVa´iVA − 1
48
ǫijklmB
iVjkna´p VAplmn
+
1
36
ǫijklmB
iVjkla´n VAnm −
1
144
ǫijklmB
iV ijAVAkl (9.60)
4Bcicjckc¯lVc¯i c¯j c¯kcl = Bcicjckc¯l
(
Va´c¯ic¯jcmcnVAc¯mc¯n c¯kcl + Va´c¯ic¯j c¯mc¯nVAcmcnc¯kcl
+2Va´c¯ic¯j c¯mcnVAcmc¯nc¯kcl
)
= Bijkl Vmna´ij VAlmnk + 2Bijkl V lma´knVAnmij −
2
3
Bijkl V lma´jkVAmi
−2
3
Bijkl V la´jkmVAmi +
2
3
Bijkl Vma´ijkVAlm +
2
9
Bijkl Va´jkVAli
−2
3
BijVka´jlmVAlmki −
2
3
BijVka´ijlVAlk +
7
9
BijVkla´ijVAkl
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+
28
27
BijVa´jkVAki −
1
10
BijVa´ijVA − 1
24
ǫijklmB
ijn
p Vka´VAlmpn
+
1
36
ǫijklmB
ijk
n V la´VAmn −
1
36
ǫijklmB
inVja´VAklmn +
1
36
ǫijklmB
ijVka´VAlm
(9.61)
4Bc¯ic¯j c¯kclVcicjckc¯l = Bc¯ic¯j c¯kcl
(
Va´cicjcmcnVAc¯mc¯nckc¯l + Va´cicj c¯mc¯nVAcmcnck c¯l
+2Va´c´icj c¯mcnVAcmc¯nck c¯l
)
= BlijkVAijmnVmnka´l + 2BlijkVAknlm Vmija´n −
2
3
BlijkVAjklm Vmia´
−2
3
BlijkVAjkml V ia´m +
2
3
BlijkVAijkm Vma´l +
2
9
BlijkVAjkV ia´l
−2
3
BijVAjlmk Vkia´lm −
2
3
BijVAijlk Vka´l +
7
9
BijVAijkl Vkla´
+
28
27
BijVAjkV ia´k −
1
10
BijVAijVa´ − 1
24
ǫijklmBpijnVAk Vna´lmp
+
1
36
ǫijklmBnijkVAl Va´mn −
1
36
ǫijklmBinVAj Vna´klm +
1
36
ǫijklmBijVAk Va´lm
(9.62)
6Bcicj c¯k c¯lVc¯ic¯jckcl = Bcicj c¯k c¯l
(
3
2
Va´c¯ic¯jcmcnVAc¯mc¯nckcl +
3
2
Va´c¯ic¯j c¯mc¯nVAcmcnckcl
+3Va´c¯ic¯j c¯mcnVAcmc¯nckcl
)
=
3
2
BijklVAmnij Vkla´mn + 2BijklVAlnij Vka´n −
3
20
BijklVAklij Va´
+2BijklVAkljm Vma´i +
4
3
BijklVAlj Vka´i + 2BijVAklim Vmja´kl
+
4
3
BijVAjkil V la´k −
4
9
BijVAjk Vka´i −
2
15
BijVAji Va´
− 3
20
BVAijkl Vkla´ij −
2
15
BVAij Vja´i −
3
200
BVAVa´
+
1
48
BijVAjVa´i −
1
480
BVAiVa´i + 3BijklVAnijmVmkla´n
+2BijklVAlijmVmka´ + 2BijklVAklmj Va´mi +
1
3
BijklVAijVkla´
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−4BimVAjiklVklma´j −
4
3
BijVAjiklVkla´ −
4
3
BijVAjkli Va´kl
+2BikVAijVjka´ −
3
10
BVAijklVjkla´i −
1
6
BVAijV ija´ (9.63)
9.5 Appendix C
In this appendix we discuss the coupling of the U(1) vector with matter
without imposition of the constraint of the Wess-Zumino gauge. We consider
the following Lagrangian which couples the vector multiplet with a scalar
multiplet Φ̂.
L(U(1)) = L
(U(1) K.E.)
V + L
(U(1) Mass)
V + L
(U(1) Self−Interaction)
V
+L
(U(1) Interaction)
V+Φ + L
(U(1))
Φ (9.64)
L
(U(1) K.E.)
V =
1
4
[
Ŵ α˜Ŵα˜|θ2 + Ŵ ˙˜αŴ
˙˜α|θ¯2
]
(9.65)
L
(U(1) Mass)
V = m
2V̂2|θ2θ¯2 (9.66)
L
(U(1) Self−Interaction)
V = α1V̂
3|θ2θ¯2 + α2V̂4|θ2θ¯2 (9.67)
L
(U(1) Interaction)
V+Φ = hΦ̂
†
a´V̂Φ̂a´|θ2θ¯2 (9.68)
L
(U(1))
Φ = Φ̂
†
a´Φ̂a´|θ2θ¯2 +
[
W(Φ̂)|θ2 + h.c.
]
(9.69)
where
Ŵα˜ = −1
4
D
2
Dα˜V̂; Ŵ ˙˜α = −
1
4
D2D ˙˜αV̂ (9.70)
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Finally, the superpotential W(Φ̂) of the theory is
W(Φ̂) = Fa´Φ̂a´ + 1
2
Ma´b´Φ̂a´Φ̂b´ +
1
3
Ga´b´c´Φ̂a´Φ̂b´Φ̂c´ (9.71)
The couplings Ma´b´ and Ga´b´c´ are taken to be completely symmetric tensors.
Expansion in component form gives
L
(U(1) K.E.)
V = −
1
4
VABVAB + 1
2
D2 − iλσA∂Aλ (9.72)
L
(U(1) Mass)
V = m
2CD +
1
2
m2
(
M2 +N2
)
−m2
(
λχ+ λχ
)
− 1
2
m2∂AC∂AC
−im2χσA∂Aχ− 1
2
m2Va´VA (9.73)
L
(U(1) Interaction)
V+Φ = −
h
2
√
2
(
χσAψa´
)
∂AAa´ +
h√
2
(
χσA∂ψa´
)
Aa´
− ih√
2
(
λψa´
)
Aa´ − h
2
√
2
(
ψa´σ
Aχ
)
∂AA
†
a´
− h√
2
(
ψa´σ
A∂χ
)
A†a´ +
ih√
2
(λψa´)A
†
a´
+
ih
2
VA
[(
∂AAa´
)
A†a´ −
(
∂AA†a´
)
Aa´
]
+
h
2
VA
(
ψa´σ
Aψa´
)
−hC
(
∂AA
†
a´
)
(∂AAa´)− ihC
(
ψa´σ
A∂Aψa´
)
− h
4
∂A
(
Aa´A
†
a´
)
∂AC
+hCFa´F
†
a´ −
ih√
2
(χψa´)F
†
a´ +
ih√
2
(
χψa´
)
Fa´ +
h
2
DAa´A
†
a´
+
ih
2
(M + iN)Aa´F
†
a´ −
ih
2
(M − iN)A†a´Fa´ (9.74)
L
(U(1) Self−Interaction)
V = −3
(
α1
2
C + α2C
2
) [
VAVA + 2
(
λχ+ λχ
)
+2iχσA∂Aχ−
(
M2 +N2
)]
+ 3
(
α1
4
+ α2C
)
[i (M + iN) (χχ)
−i (M − iN) (χχ)− 2
(
χσAχ
)
VA
]
+
3α2
2
(χχ) (χχ)
+
(
3α1
4
C + α2C
2
) [
2CD − ∂AC∂AC
]
(9.75)
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L
(U(1))
Φ = −∂AA†a´∂AAa´ − iψa´σA∂Aψa´ + F †a´Fa´
−
(
1
2
Ma´b´ + Ga´b´c´Ac´
)
ψa´ψb´ −
(
1
2
M∗
a´b´
+ G∗
a´b´c´
A†c´
)
ψa´ψb´
+ (Fa´ +Ma´b´Ab´ + Ga´b´c´Ac´Ac´)Fa´ +
(
F∗a´ +M∗a´b´A†b´ + G∗a´b´c´A
†
c´A
†
c´
)
F †a´ (9.76)
Evaluation of Eq.(9.64) using Eqs.(9.65) - (9.76) gives in the four-component
notation
L(U(1)) = −1
4
VABVAB − 1
2
m2Va´VA − 1
2
∂AB∂AB − iΛγA∂AΛ
−mΛΛ− ∂AA†a´∂AAa´ −
h
m
B∂AA†a´∂AAa´
− h
4m
∂A
(
Aa´A
†
a´
)
∂AB +
ih
2
(
A†a´∂
AAa´ − Aa´∂AA†a´
)
VA
+
h
2m
√
2
[(
Ψa´Lγ
AΛL
)
∂AAa´ +
(
ΛLγ
AΨa´L
)
∂AA
†
a´
]
+
h
m
√
2
[(
Ψa´Lγ
A∂AΛL
)
Aa´ −
(
ΛLγ
A∂AΨa´L
)
A†a´
]
− ih√
2
[(
Ψa´LΛR
)
Aa´ −
(
ΛRΨa´L
)
A†a´
]
−
[(
1
2
Ma´b´ + Ga´b´c´Ad´
)
Ψa´RΨb´L +
(
1
2
M∗
a´b´
+ G∗
a´b´c´
A†
d´
)
Ψa´LΨb´R
]
−i
(
1 +
h
m
B
)
Ψa´Lγ
ADAΨa´L
− 1
m3
(
3α1
4
B +
α2
m
B2
)
∂AB∂
AB
− 3
m
(
α1
2
B +
α2
m
B2
)
VAVA
+
3
m3
(
α1B +
2α2
m
B2
) (
iΛLγ
A∂AΛL −mΛΛ
)
+
3
m2
(
α1
2
+
2α2
m
B
) (
ΛLγ
AΛL
)
VA
+
3α2
2m4
(
Λ
c
RΛL
) (
ΛLΛ
c
R
)
+ L
(U(1))
auxiliary (9.77)
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where we have defined
Λ =
mχα˜
λ
˙˜α
 , Ψa´ =
ψa´α˜
ψ
˙˜α
a´
 , B = mC,
Λc = CΛT , C =
 iσ2 0
0 iσ2
 ,
Λ = Λ†γ0, ΛR,L =
1± γ5
2
Λ,
DA = ∂A − ig
2
(
1 +
g
m
B
)−1
VA (9.78)
and
L
(U(1))
auxiliary =
(
mB +
3α1
2m2
B2 +
2α2
m3
B3 +
h
2
A†a´Aa´
)
D +
1
2
D2
+
(
1
2
m2 +
3α1
2m
B +
3α2
m2
B2
)(
M2 +N2
)
+i
[
h
2
Aa´F
†
a´ +
3
m2
(
α1
4
+
α2
m
B
) (
ΛLΛ
c
R
)]
(M + iN)
−i
[
h
2
A†a´Fa´ +
3
m2
(
α1
4
+
α2
m
B
) (
Λ
c
RΛL
)]
(M − iN)
+
[
Fa´ +Ma´b´Ab´ + Ga´b´c´Ab´Ac´ +
ih
m
√
2
(
ΛLΨa´R
)]
Fa´
+
[
F∗a´ +M∗a´b´A†b´ + G∗a´b´c´A
†
c´A
†
d´
− ih
m
√
2
(
Ψa´RΛL
)]
F †a´
+
(
h
m
B + 1
)
F †a´Fa´ (9.79)
We next eliminate the auxiliary fields M , N , and D through their field
equations to get
L
(U(1))
auxiliary = −
1
2
m2B2 − 3α1
2m
B3 −
(
9α1
2
8m4
+
2α2
m2
)
B4
−3α1α2
m5
B5 − 2α2
2
m6
B6 − h
2
8
(
A†a´Aa´
) (
A†
b´
Ab´
)
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−mh
2
B
(
A†a´Aa´
)
− 3hα1
4m2
B2
(
A†a´Aa´
)
− hα2
m3
B3
(
A†a´Aa´
)
+
[
F∗a´ +M∗a´b´A†b´ + G∗a´b´c´A
†
b´
A†c´ −
ih
m
√
2
(
Ψa´RΛL
)
− hf1(B)
f2(B)
(
Λ
c
RΛL
)]
F †a´
−2f
2
1 (B)
f2(B)
(
Λ
c
RΛL
) (
ΛLΛ
c
R
)
(9.80)
where
f1(B) =
3
m2
(
α1
4
+
α2
m
B
)
, f2(B) = m
2 +
3α1
m
B +
6α2
m2
B2 (9.81)
and the auxiliary field F satisfies the field equation
F †
b´
[
δa´b´
(
1 +
h
m
B
)
− h
2
2f2(B)
A†a´Ab´
]
= − ih
m
√
2
ΛLΨa´R
+
hf1(B)
f2(B)
(
ΛLΛ
c
R
)
A†a´ − Fa´ −Ma´b´Ab´ − Ga´b´c´Ab´Ac´ (9.82)
Inverting this last equation we obtain
F †a´ =
(
1 +
h
m
B
)−1 δa´b´ + h2A†a´Ab´
2f 22 (B)
(
1 + h
m
B
)
− h2A†c´Ac´

×
[
− ih
m
√
2
ΛLΨb´R +
hf1(B)
f2(B)
(
ΛLΛ
c
R
)
A†
b´
−Fb´ −Mb´d´Ad´ − Gb´d´eAd´Ae
]
(9.83)
For the case when self-interactions of the vector multiplet are absent (i.e.,
α1 = α2 = 0), we get
L(U(1)) = −1
4
VABVAB − 1
2
m2Va´VA − 1
2
∂AB∂AB − iΛγA∂AΛ−mΛΛ
−∂AA†a´∂AAa´ −
h
m
B∂AA†a´∂AAa´
− h
4m
∂A
(
Aa´A
†
a´
)
∂AB +
ih
2
(
A†a´∂
AAa´ − Aa´∂AA†a´
)
VA
+
h
2m
√
2
[(
Ψa´Lγ
AΛL
)
∂AAa´ +
(
ΛLγ
AΨa´L
)
∂AA
†
a´
]
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+
h
m
√
2
[(
Ψa´Lγ
A∂AΛL
)
Aa´ −
(
ΛLγ
A∂AΨa´L
)
A†a´
]
− ih√
2
[(
Ψa´LΛR
)
Aa´ −
(
ΛRΨa´L
)
A†a´
]
−
[(
1
2
Ma´b´ + Ga´b´c´Ac´
)
Ψa´RΨb´L +
(
1
2
M∗
a´b´
+ G∗
a´b´c´
A†c´
)
Ψa´LΨb´R
]
−i
(
1 +
h
m
B
)
Ψa´Lγ
ADAΨa´L
−1
2
m2B2 − h
2
8
(
A†a´Aa´
) (
A†
b´
Ab´
)
− h
2
mB
(
A†a´Aa´
)
−
 δa´b´
1 + h
m
B
+
h2A†a´Ab´
2m2 − h2
(
1 + h
m
B
)
A†c´Ac´

×
[
Fa´ +Ma´dAd´ + Ga´deAd´Ae +
ih
m
√
2
ΛLΨa´R
]
×
[
F∗
b´
+M∗
b´f
A†f + G∗b´fgA†fA†g −
ih
m
√
2
(
Ψb´RΛL
)]
(9.84)
As is evident the U(1) invariant effective Lagrangian above is highly nonlinear
with infinite order nonlinearities.
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Chapter 10
Conclusions
In conclusion, we have developed a technique which allows the explicit com-
putation of the SO(2N) invariant couplings in terms of SU(N) invariant
couplings. The technique is specially useful in the analysis of interactions
involving large tensor representations. We have illustrated the technique by
carrying out a complete analysis of the SO(10) invariant superpotential at
the trilinear level involving interactions of matter with Higgs which consists
of the 16(+)a´ × 16(+)b´ × 10s, 16(+)a´ × 16(+)b´ × 120as, 16+)a´ × 16(+)b´ × 126s,
16(±)a´ × 16(∓)b´ × 1, 16(±)a´ × 16(∓)b´ × 45, and 16(±)a´ × 16(∓)b´ × 210 couplings
in their SU(5) decomposed form, where 16+ ≡ 16 and 16− ≡ 16. It would
be very straightforward now to expand all the SU(5) invariants in terms of
SU(3)C×SU(2)L×U(1)Y invariants using the particle assignments. We note
that the decomposition of SO(10) into multiplets of SU(5) is merely a con-
venient device for expanding the SO(10) interaction in a compact form and
does not necessarily imply a preference for the symmetry breaking pattern.
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Indeed one can compute the SO(10) interactions using the technique used in
this thesis and then use any symmetry breaking scheme one wishes to get
to the low energy theory. An analysis of vector couplings in the Lagrangian
16†(±)a´ × 16(±)b´ × 1, 16†(±)a´ × 16(±)b´ × 45 and 16†(±)a´ × 16(±)b´ × 210 was also
given. The technique discussed in this thesis is easily extendible to models
with SO(2N + 1) invariance.
Further, we have computed quartic interactions in the superpotential
and Lagrangian of the type [16a´(−) × 16b´(+)]1[16(−)c´ × 16(+)d´]1, [16a´(−) ×
16b´(+)]45[16(−)c´ × 16(+)d´]45, [16a´(−) × 16b´(+)]210[16(−)c´ × 16(+)d´]210, by elimi-
nating the SO(10) tensor directly . We also exhibited a technique which is
much simpler and involves elimination of heavy fields in cubic couplings.
Further, in this thesis we computed the supersymmetric vector multi-
plet couplings containing the 1 and 45. We have also given a computation
of the couplings of the 210 dimensional SO(10) vector mutliplet. Specifi-
cally, we have computed the vector couplings 16±− 16±− 210 in terms of its
SU(5) × U(1) decomposition. We approached this coupling from two view
points. First, we use the conventional approach of using the Wess-Zumino
gauge. However, since the 210 couplings are not expected to be gauge in-
variant and hence such interactions are not expected to be renormalizable,
we also consider a nonlinear sigma model type couplings of 210 with matter.
Such couplings arise when we consider the full 210 multiplet without using
the Wess-Zumino gauge. Here elimination of the auxiliary fields leads to in-
teractions of the vector multiplet with the chiral fields with nonlinearities of
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infinite order as in a nonlinear sigma model. Although couplings of the type
discussed do not thus far appear in theories of fundamental interactions, 210
vector multiplet may arise as a condensate in effective theories.
Very recently the techniques discussed here have been used in the formu-
lation of a new class of SO(10) theories where one can achieve spontaneous
breaking of an SO(10) gauge group down to SU(3)C × SU(2)L × U(1)Y in
a single step[53]. The analysis utilizes a 144 plet of Higgs which is a spinor
vector |Ψµ > with a constraint, that is Γµ|Ψµ >= 0. In model of Ref.[53], one
needs to fine tune the Higgs doublet mass to be light which requires a string
type landscape type scenario for its implementation[54, 55]. The techniques
developed here are found very useful in such analyses.
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