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ON A CATEGORY OF COTANGENT SUMS RELATED TO THE
NYMAN-BEURLING CRITERION FOR THE RIEMANN HYPOTHESIS
DEREVYANKO NIKITA AND KOVALENKO KIRILL
Abstract. The purpose of the present paper is to provide a general overview of a
variety of results related to a category of cotangent sums which have been proven to be
associated to the so-called Nyman-Beurling criterion for the Riemann Hypothesis. These
sums are also related to the Estermann Zeta function.
1. Introduction
This paper is focused on applications of certain cotangent sums to different problems
related to the Riemann Hypothesis. The expression for the sums in question is the following
Definition 1.1.
(1) c0
(r
b
)
:= −
b−1∑
m=1
m
b
cot
(pimr
b
)
,
where r, b ∈ N, b ≥ 2, 1 ≤ r ≤ b and (r, b) = 1.
1.1. Nyman–Beurling criterion for the Riemann Hypothesis. There are many in-
teresting results concerning these cotangent sums, but initially we will present some general
information about the Riemann Hypothesis and some related problems. Moreover, our aim
is to provide motivation for the use of cotangent sums in these problems.
In this paper we shall denote a complex variable by s = σ + it, where σ and t are the
real and imaginary part of s respectively.
Definition 1.2. The Riemann zeta function is a function of the complex variable s defined
in the half-plane {σ > 1} by the absolutely convergent series
(2) ζ(s) :=
∞∑
n=1
1
ns
.
As shown by B. Riemann, ζ(s) extends to C as a meromorphic function with only a
simple pole at s = 1, with the residue 1, and satisfies the functional equation
(3) ζ(s) = 2spis−1 sin
(pis
2
)
Γ(1− s)ζ(1− s).
For negative integers, one has a convenient representation of the Riemann zeta function
in terms of Bernoulli numbers:
ζ(−n) = (−1)nBn+1
n+ 1
, for n ≥ 0.
By the above formula one can easily deduce that ζ(s) vanishes when s is a negative even
integer because Bm = 0 for all odd m other than 1. The negative even integers are called
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trivial zeros of the Riemann zeta function. All other complex points where ζ(s) vanishes
are called non-trivial zeros of the Riemann zeta function, and they play a significant role
in the distribution of primes.
The actual connection with the distribution of prime numbers was observed in Riemann’s
1859 paper. It is in this paper that Riemann proposed his well known hypothesis.
Hypothesis 1.1 (Riemann). The Riemann zeta function ζ(s) attains its non-trivial zeros
only in complex points with σ = 12 . The line on the complex plane given by the equation
σ = 12 is usually called "critical".
The Nyman–Beurling–Baez–Duarte–Vasyunin (also simply known as Nyman–Beurling)
approach to the Riemann Hypothesis enables us to associate the study of cotangent sums
and the Riemann Hypothesis through the following theorem:
Theorem 1.1. The Riemann Hypothesis is true if and only if
lim
N→+∞
dN = 0,
where
(4) d2N = inf
DN
1
2pi
∫ +∞
−∞
∣∣∣∣1− ζ (12 + it
)
DN
(
1
2
+ it
)∣∣∣∣2 dt1
4 + t
2
and the infimum is taken over all Dirichlet polynomials
(5) DN (s) =
N∑
n=1
an
ns
, an ∈ C.
In his paper [2], B. Bagchi used a slightly different formulation of Theorem 1.1. In order
to state it, we have to introduce some definitions.
Definition 1.3. The Hardy space H2(Ω) is the Hilbert space of all analytic functions F
on the half-plane Ω (we define it for a right half-plane {σ > σ0} of the complex plane) such
that
‖F‖2 := sup
σ>σ0
1
2pi
∫ +∞
−∞
|F (σ + it)|2dt <∞.
Everywhere in this section we will use Ω = {σ > 12}.
Definition 1.4. For 0 ≤ λ ≤ 1, let Fλ ∈ H2(Ω) be defined by
Fλ(s) = (λ
s − λ)ζ(s)
s
, s ∈ Ω,
and for l = 1, 2, 3, . . ., let Gl ∈ H2(Ω) be defined by Gl = F 1
l
, i.e
Gl(s) = (l
−s − l−1)ζ(s)
s
, s ∈ Ω.
Also, let E ∈ H2(Ω) be defined by
E(s) =
1
s
, s ∈ Ω.
Now we can state the reformulation of Theorem 1.1 which was used in paper [2].
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Theorem 1.2. The following statements are equivalent:
(1) The Riemann Hypothesis is true;
(2) E belongs to the closed linear span of the set {Gl : l = 1, 2, 3 . . .};
(3) E belongs to the closed linear span of the set {Fλ : 0 ≤ λ ≤ 1}.
The plan of the proof is to verify three implications: 1→ 2, 2→ 3 and 3→ 1.
The first implication is the most challenging of all three. It is proven using some famous
results obtained under the assumption that the Riemann Hypothesis is true, among which
are Littlewood’s theorem 1.3 and the Lindelöf hypothesis 1.2, and some standard techniques
of functional analysis, particularly concerning convergence in the norm. More details can
be found in the original paper by B. Bagchi [2].
Hypothesis 1.2 (Lindelöf). If the Riemann Hypothesis is true, then
∀ε > 0, ζ
(
1
2
+ it
)
= O(tε).
Remark: A very interesting and novel approach to the Lindelöf hypothesis is presented
by A. Fokas [12].
Theorem 1.3 (Littlewood). If the following conditions are satisfied:
• limr→1−
∑∞
n=0 r
ncn = a, ∀i ci ∈ C, a ∈ C,
• cn = O( 1n),
then ∞∑
n=0
cn = a.
The second implication follows from the embedding
{Gl : l = 1, 2, 3 . . .} ⊂ {Fλ : 0 ≤ λ ≤ 1}.
To prove the third implication (3 → 1), suppose that the Riemann Hypothesis is false.
Then ∃s0 = σ0 + it0 : ζ(s0) = 0 and σ0 6= 12 , which implies that ∀0 ≤ λ ≤ 1 Fλ(s0) = 0.
That together with statement 3 gives that E(s0) = 1s0 = 0, i.e 0 = 1. This contradiction
completes the proof.
1.2. The cotangent sum’s applications to problems related to the Riemann Hy-
pothesis. The main motivation behind the study of the cotangent sum (1) follows from
Theorem 1.1, which constitutes an equivalent form of the Riemann Hypothesis.
Asymptotics for dN (4) under the assumption that the Riemann Hypothesis is true have
been studied in several papers. S. Bettin, J. Conrey and D. Farmer in [9] obtained the
following result.
Theorem 1.4. If the Riemann Hypothesis is true and if∑
|Im(ρ)|≤T
1
|ζ ′(ρ)|2  T
3
2
−δ
3
for some δ > 0, with the sum on the left hand side taken over all distinct zeros ρ of the
Riemann zeta function with imaginery part less than or equal to T , then
1
2pi
∫ +∞
−∞
∣∣∣∣1− ζ (12 + it
)
VN
(
1
2
+ it
)∣∣∣∣2 dt1
4 + t
2
∼ 2 + γ − log 4pi
logN
for
(6) VN (s) :=
N∑
n=1
(
1− log n
logN
)
µ(n)
ns
.
We should mention that in the sequel γ stands for the Euler–Mascheroni constant. Also,
here µ is the Möbius function.
Also, from results of [9] it follows that under some restrictions, the infimum from (4) is
attained for DN = VN .
Nevertheless, it is interesting to obtain an unconditional estimate for dN .
In order to proceed further, we shall study equation (4) in more detail. In particular,
we can expand the square in the integral:
dN = inf
DN
(∫ +∞
−∞
(
1− ζ
(
1
2
+ it
)
DN
(
1
2
+ it
)
− ζ
(
1
2
− it
)
D¯N
(
1
2
+ it
))
dt
1
4 + t
2
+
∫ +∞
−∞
∣∣∣∣ζ (12 + it
)∣∣∣∣2 ∣∣∣∣DN (12 + it
)∣∣∣∣2 dt1
4 + t
2
)
.
The integral in the second summand can be expressed as
(7)
∑
1≤r,b≤N
ara¯br
− 1
2 b−
1
2
∫ +∞
−∞
∣∣∣∣ζ (12 + it
)∣∣∣∣2 (rb)it dt1
4 + t
2
,
where ai are from the definition (5) of DN .
Therefore, the integral ∫ ∞
−∞
∣∣∣∣ζ(12 + it)
∣∣∣∣2 (rb)it dt1
4 + t
2
plays an important role in the Nyman-Beurling criterion for the Riemann Hypothesis.
Moreover, one can prove that this integral can be expressed via the so-called Vasyunin
sum.
Definition 1.5. The Vasyunin sum is defined as follows:
(8) V
(r
b
)
:=
b−1∑
m=1
{mr
b
}
cot
(pimr
b
)
,
where {x} = x− bxc, x ∈ R.
The following proposition holds true:
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Proposition 1.1.
1
2pi(rb)1/2
∫ ∞
−∞
∣∣∣∣ζ (12 + it
)∣∣∣∣2 (rb)it dt1
4 + t
2
=
log 2pi − γ
2
(
1
r
+
1
b
)
+
b− r
2rb
log
r
b
− pi
2rb
(
V
(r
b
)
+ V
(
b
r
))
.(9)
One can note that the only non-explicit function on the right hand side of this formula
is the Vasyunin sum.
The next equation connects this result with the cotangent sums in question.
Proposition 1.2. It holds that
(10) V
(r
b
)
= −c0
( r¯
b
)
,
where r¯ is such that r¯r ≡ 1(mod b).
The cotangent sum c0 can also be used to describe some special values of the Estermann
zeta function.
Definition 1.6. The Estermann zeta function E(s, rb , α) is defined by the Dirichlet series
(11) E
(
s,
r
b
, α
)
=
∑
n≥1
σα(n) exp(
2piinr
b )
ns
,
where Re s > Re α+ 1, b ≥ 1, (r, b) = 1, and
(12) σα(n) =
∑
d|n
dα.
One can show that the Estermann zeta function E(s, rb , α) satisfies the following func-
tional equation:
E(s,
r
b
, α) =
1
pi
(
b
2pi
)1+α−2s
Γ(1− s)Γ(1 + α− s)
×
(
cos
(piα
2
)
E
(
1 + α− s, r¯
b
, α
)
− cos
(
pis− piα
2
)
E
(
1 + α− s,− r¯
b
, α
))
,(13)
where r is such that r¯r ≡ 1(mod b).
Properties of E(0, rb , 0) were used by R. Balasubramanian, J. Conrey, and D. Heath-
Brown [3] to prove an asymptotic formula for
(14) I =
∫ T
0
∣∣∣∣ζ (12 + it
)∣∣∣∣2 ∣∣∣∣A(12 + it
)∣∣∣∣2 dt,
where A(s) is a Dirichlet polynomial.
Asymptotic results for the function I as well as other functions of this type, are useful
for estimating a lower bound for the portion of zeros of the Riemann zeta function ζ(s) on
the critical line.
The following result of M. Ishibashi from [14] concerning E(s, rb , α) for s = 0, provides
the connection of the Estermann zeta function with the cotangent sum c0( rb ), simply by
setting α = 0.
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Theorem 1.5 (Ishibashi). Let b ≥ 2, 1 ≤ r ≤ b, (r, b) = 1, α ∈ N ∪ {0}. Then
for even α, it holds that
(15) E
(
0,
r
b
, α
)
=
(
− i
2
)α+1 b−1∑
m=1
m
b
cot(α)
(pimr
b
)
+
1
4
δα,0,
where δα,0 is the Kronecker delta function.
For odd α, it holds that
(16) E
(
0,
r
b
, α
)
=
Bα+1
2(α+ 1)
.
In the special case when r = b = 1, we have
E(0, 1, α) =
(−1)α+1Bα+1
2(α+ 1)
,
where Bm is the m-th Bernoulli number and B2m+1 = 0,
B2m =
(−1)m+12(2m)!
(2pi)2m
ζ(2m), for m ≥ 1.
Thus for b ≥ 2, 1 ≤ r ≤ b, (r, b) = 1, it follows that
(17) E
(
0,
r
b
, 0
)
=
1
4
+
i
2
c0
(r
b
)
,
where c0( rb ) is our cotangent sum from (1).
2. Central properties of the cotangent sum c0
Now we can state some crucial results concerning the cotangent sum c0. In [23], M. Th.
Rassias proved the following asymptotic formula:
Theorem 2.1. For b ≥ 2, b ∈ N, we have
(18) c0
(
1
b
)
=
1
pi
b log b− b
pi
(log 2pi − γ) +O(1).
Subsequently in [19], M. Th. Rassias and H. Maier established an improvement, or
rather an asymptotic expansion, of Theorem 2.1.
Theorem 2.2. Let b, n ∈ N, b ≥ 6N, with N = bn2 c+1. There exist absolute real constants
A1, A2 ≥ 1 and absolute real constants El, where l ∈ N, with |El| ≤ (A1l)2l, such that for
each n ∈ N we have
(19) c0
(
1
b
)
=
1
pi
b log b− b
pi
(log 2pi − γ)− 1
pi
+
n∑
l=1
Elb
−l +R∗n(b),
where
|R∗n| ≤ (A2n)4nb−(n−1).
It is essential that both of these results were obtained using a common underlying
idea proposed in [23]. First of all, one can obtain the following relation between sums of
cotangents and sums with fractional parts:
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(20)
∑
a≥1
b-a
b(1− 2{a/b})
a
=
∑
a≥1
b-a
b∑
m=1
cot
(pim
b
) sin(2pimb a)
a
.
This relation provided the following proposition:
Proposition 2.1. For every positive integer b ≥ 2, we have
(21) c0
(
1
b
)
=
∑
a≥1
b-a
b(1− 2{a/b})
a
.
Then the difficulty lies in obtaining a good approximation of the sum S(L; b) defined by
(22) S(L; b) := 2b
∑
1≤a≤L
1
a
⌊a
b
⌋
.
The difference between the estimates from Theorems 2.1 and 2.2 is that stronger approx-
imation techniques were applied in [19] to obtain more information about S(L; b). Namely,
the generalized Euler summation formula (23) was used to improve the result of Theorem
2.1.
Definition 2.1. If f is a function that is differentiable at least (2N + 1) times in [0, Z],
let
rN (f, Z) =
1
(2N + 1)!
∫ Z
0
(u− buc+B)(2N+1)f (2N+1)(u)du,
with the following notation:
(u− buc+B)(2N+1) = ((u− buc) +B)(2N+1) :=
2N+1∑
j=0
(
2N + 1
j
)
(u− buc)jB2N+1−j ,
where B2j are the Bernoulli numbers.
Theorem 2.3 (Generalized Euler summation formula). Let f be (2N + 1) times differen-
tiable in the interval [0, Z]. Then
Z∑
ν=0
f(ν) =
f(0) + f(Z)
2
+
∫ Z
0
f(u)du
+
N∑
j=1
B2j
(2j)!
(f (2j−1)(Z)− f (2j−1)(0)) + rN (f, Z).(23)
Particularly, H. Maier and M. Th. Rassias used Theorem 2.3 to obtain the following
new representation for S(L; b).
Theorem 2.4. For N ∈ N, we have
S(L; b) = 2b
∑
k≤L/b
k
(
log
(k + 1)b− 1
kb− 1 +
1
2
F1(k, b)
)
+2b
N∑
j=1
B2j
2j
∑
k≤L/b
kF2j(k, b) + 2brN
(
f,
L
b
)
,(24)
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where the function f satisfies
f(u) =
{
1
u , if u ≥ 1
0, if u = 0
and f ∈ C∞([0,∞)) with f (j)(0) = 0 for j ≤ 2N + 1.
The new form of S(L; b) from (24) lead essentially to the proof of Theorem 2.2.
Furthermore, H. Maier and M. Th. Rassias obtained even more interesting results
concerning c0( rb ) for a fixed arbitrary positive integer value of r and for large integer values
of b, which give us a deeper understanding of our cotangent sum for almost all values of r
and b.
Proposition 2.2. For r, b ∈ N with (r, b) = 1, it holds that
(25) c0
(r
b
)
=
1
r
c0
(
1
b
)
− 1
r
Q
(r
b
)
,
where
Q
(r
b
)
=
b−1∑
m=1
cot
(pimr
b
)⌊rm
b
⌋
.
Theorem 2.5. Let r, b0 ∈ N be fixed, with (b0, r) = 1. Let b denote a positive integer with
b ≡ b0(mod r). Then, there exists a constant C1 = C1(r, b0), with C1(1, b0) = 0, such that
(26) c0
(r
b
)
=
1
pir
b log b− b
pir
(log 2pi − γ) + C1b+O(1)
for large integer values of b.
The function c0 is also thoroughly studied in the papers of S. Bettin and J. Conrey
[7, 8], where they have established a reciprocity formula for it. However, before we state
the formula itself, we must give several definitions.
For a ∈ C and Im (s) > 0, consider
Sa(s) :=
∞∑
n=1
σa(n)e(ns)e
2piins,
Ea(s) := 1 +
2
ζ(−a)Sa(s).
It is worth mentioning that for a = 2k+ 1, k ∈ Z≥1, Ea is the well known Eisenstein series
of weight 2k + 2.
Definition 2.2. For a ∈ C and Im(s) > 0, define the function
(27) ψa(s) := Ea+1(s)− 1
sa+1
Ea+1
(
−1
s
)
.
For a = 2k, k ≥ 2, the function ψa(s) is equal to zero, because of the modularity
property of the Eisenstein series. Unfortunately, it is not true for other values of a, but
the functions ψa(s) have some remarkable properties, which were described in detail by S.
Bettin and J. Conrey.
Now we can state the theorem proven in paper [7].
8
Theorem 2.6. The function c0 satisfies the following reciprocity formula:
(28) c0
(r
b
)
+
b
r
c0
(
b
r
)
− 1
2pir
=
i
2
ψ0
(r
b
)
.
This result implies that the value of c0( rb ) can be computed within a prescribed accuracy
in a polynomial of log b.
S. Bettin and J. Conrey highlighted that the reciprocity formula from 2.6 is very similar
to that of the Dedekind sum 5.1. We will consider Dedekind sums in more detail in section
5 of this paper.
In [8] the result for c0 was generalized for the sums
(29) ca
(r
b
)
:= ba
b−1∑
m=1
cot
(pimr
b
)
ζ
(
−a, m
b
)
,
where ζ(s, x) is the Hurwitz zeta function.
2.1. Ellipse. It is interesting to mention that if one examines the graph of c0
(
r
b
)
for
hundreds of integer values of b by the use of MATLAB, the resulting figures 1 and 2 always
have a shape similar to an ellipse.
Fig 1 — axis Ox : r, axis Oy : c0, b = 1021
Fig 2 — axis Ox : r, axis Oy : c0, b = 1357
In [19] H. Maier and M. Th. Rassias tried to explain this phenomenon and obtained an
important result, which establishes the equidistribution of certain normalized cotangent
sums with respect to a positive measure. This is presented in the following theorem.
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Definition 2.3. For z ∈ R, let
F (z) = meas{x ∈ [0, 1] : g(x) ≤ z},
where “meas” denotes the Lebesgue measure,
g(x) :=
+∞∑
l=1
1− 2{lx}
l
,
and
C0(R) = {f ∈ C(R) : ∀ε > 0,∃ a compact set K ⊂ R, such that |f(x)| < ε,∀x /∈ K}.
Remark. The convergence of the above series has been investigated by R.Bretèche
and G.Tenenbaum (see Theorem 4.2). It depends on the partial fraction expansion of the
number x.
Theorem 2.7. (i) F is a continuous function of z.
(ii) Let A0, A1 be fixed constants, such that 1/2 < A0 < A1 < 1. Let also
Hk =
∫ 1
0
(
g(x)
pi
)2k
dx,
so Hk is a positive constant depending only on k, k ∈ N.
There is a unique positive measure µ on R with the following properties:
(a) For α < β ∈ R we have
µ([α, β]) = (A1 −A0)(F (β)− F (α)).
(b)
∫
xkdµ =
{
(A1 −A0)Hk/2, for even k
0, otherwise.
(c) For all f ∈ C0(R), we have
lim
b→+∞
1
φ(b)
∑
r:(r,b)=1,
A0b≤r≤A1b
f
(
1
b
c0
(r
b
))
=
∫
fdµ,
where φ(·) denotes the Euler phi-function.
Outline of the proof.
In [19] H. Maier and M. Th. Rassias proved Theorem 2.2, which constitutes an improve-
ment of their earlier Theorem 2.1.
Additionally, they investigated the cotangent sum c0
(
r
b
)
for a fixed arbitrary positive
integer value of r and for large integer values of b and proved Theorem 2.5 as well as the
following results
Theorem 2.8. Let k ∈ N be fixed. Let also A0, A1 be fixed constants such that
1
2 < A0 < A1 < 1. Then there exists a constant Ek > 0, depending only on k, such that
(a)
10
∑
r:(r,b)=1
A0b≤r≤A1b
Q
(r
b
)2k
= Ek(A
2k+1
1 −A2k+10 )b4kφ(b)(1 + o(1)) (b→ +∞),
(b)
∑
r:(r,b)=1
A0b≤r≤A1b
Q
(r
b
)2k−1
= o(b4k−2φ(b)) (b→ +∞),
(c)
∑
r:(r,b)=1
A0b≤r≤A1b
c0
(r
b
)2k
= Hk(A1 −A0)b2kφ(b)(1 + o(1)) (b→ +∞),
(d)
∑
r:(r,b)=1
A0b≤r≤A1b
c0
(r
b
)2k−1
= o(b2k−1φ(b)) (b→ +∞),
with
Ek =
Hk
(2k + 1)
.
Using the method of moments, one can deduce detailed information about the distribu-
tion of the values of c0
(
r
b
)
, where A0b ≤ r ≤ A1b and b → +∞. Namely, one can prove
Theorem 2.7.
3. The maximum of c0 in rational numbers in short intervals
In this section we consider some results about the maximum of c0 in rational numbers
in short intervals. More precicely, consider the following definition:
Definition 3.1. Let 0 < A0 < 1, 0 < C < 1/2. For b ∈ N we set
∆ := ∆(b, C) = b−C .
We define
M(b, C,A0) := max
A0b≤r<(A0+∆)b
∣∣∣c0 (r
b
)∣∣∣ .
In [20] H. Maier and M. Th. Rassias proved the following theorems.
Theorem 3.1. Let D satisfy 0 < D < 12 − C. Then we have for sufficiently large b:
M(b, C,A0) ≥ D
pi
b log b.
An important part of the proof is the following key proposition.
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Proposition 3.1. Let 〈a0; a1, a2, . . . , an〉 be the continued fraction expansion of r¯b ∈ Q.
Moreover, let ulvl be the l-th partial quotient of
r¯
b . Then
c0
(r
b
)
= −b
∑
1≤l≤n
(−1)l
vl
((
1
pivl
)
+ ψ
(
vl−1
vl
))
.
Here ψ is an analytic function satisfying
ψ(x) = − log(2pix)− γ
pix
+O(log x), (x→ 0).
The proposition was proven in [6] by S. Bettin.
Definition 3.2. Let ∆ be as in Definition 3.1 and Ω > 0. We set
N(b,∆,Ω) := #{r : A0b ≤ r < (A0 + ∆)b, |r¯| ≤ Ωb}.
Another key proposition, proven in [20], is the following:
Proposition 3.2. Let ε < 0 be such that
D + ε <
1
2
− C.
Set
Ω := b−(D+ε).
Then for sufficiently large b it holds
N(b,∆,Ω) > 0.
Let {uivi }si=1 be the sequence of partial fractions of such r¯b . From
Ω ≥ r¯
b
≥ 1
v1 + 1
we obtain
v1 + 1 ≥ Ω−1.
Then by proposition 3.2 we have
∑
l>1
((
1
pivl
)
+ ψ
(
vl−1
vl
))
< 2ε log b, for b ≥ b0(ε).
Therefore, ∣∣∣c0 (r
b
)∣∣∣ ≥ 2
pi
log(Ω−1(1 + o(1))) b→ +∞.
This proves Theorem 3.1.
Theorem 3.2. Let C be as in Theorem 3.1 and let D satisfy 0 < D < 2− C − E, where
E ≥ 0 is a fixed constant. Let B be sufficiently large. Then we have
M(b, C,A0) ≤ D
pi
b log b
for all b with B ≤ b < 2B, with at most BE exceptions.
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Proof.
We will need the following proposition.
Proposition 3.3. Let ε > 0, B ≥ Bε, B < b ≤ 2B. For 1 ≤ r < b, (r, b) = 1, let {uivi }si=1
be the sequence of partial fractions of r¯b . Then there are at most 3 values of l for which
1
vl
ψ
(
vl−1
vl
)
≥ log log b,
and at most one value of l for which
1
vl
ψ
(
vl−1
vl
)
≥ ε log b.
Proof. Let li(i = 1, 2, 3, 4) be such that
1
vl
ψ
(
vl−1
vl
)
≥ log log b.
Then we have
vl1 ≥ log log b, vl2 ≥ exp(vl1) ≥ log b,
vl3 ≥ exp(vl2) ≥ b, vl4 ≥ exp(vl3) ≥ exp(b),
in contradiction to vs ≤ b.
In the same manner we obtain from vlj ≥ ε log b, j = 1, 2 :
vs ≥ exp(exp((log b)ε)) > b.
Assume ε > 0 to be fixed but arbitrarily small, Z > 0 fixed but arbitrarily large.
Definition 3.3. By Proposition 3.3 there is at most one value of l for which
1
vl
ψ
(
vl−1
vl
)
≥ ε log b.
In case of the existence of l, we write
ul−1(r, b) = ul−1
and
vl−1(r, b) = vl−1.
Then for s, t with 1 ≤ s, t ≤ Z, (s, t) = 1, and for fixed θ with 0 < θ < 1,
F(s, t) :=
{
(b, r, r¯) : B ≤ b < 2B, A0b ≤ r ≤ (A0 + ∆)b,
∣∣∣ r¯
b
− s
t
∣∣∣ ≤ θ, rr¯ ≡ 1(mod b)} .
Now we can formulate a proposition.
Proposition 3.4. ∑
B≤b<2B
N(b,∆,Ω) ≤
∑
1≤s,t≤Z
|F(s, t)|
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By Dirichlet’s approximation theorem there is (C0, D0) ∈ Z2 with 1 ≤ D0 ≤ B2,
(C0, D0) = 1, such that
(30)
∣∣∣∣A−10 − C0D0
∣∣∣∣ ≤ 1D0B2 .
Let us estimate the cardinality of the set F(s, t).
From A0b ≤ r ≤ (A0 + ∆)b, the definition of r¯, and (30), we obtain
(31) rr¯ = y
(
C0
D0
r +
u
D0
)
,with y ∈ Z,
which after multiplication by C0D0 becomes
(32) (C0y −D0r¯)(C0r − u) = −D0(C0 − r¯u).
If C0− r¯u 6= 0, one can deduce from the well-known estimate for the number of divisors
of an integer that for a given pair (r¯, u), there are at most O(Bε) pairs (r, y) such that
(32) holds.
There are at most O(Bε) pairs (r¯, u) such that C0 − r¯u = 0. Thus we obtain
(33) |F(s, t)| = O(B2+2ε−Cθ).
From Proposition 3.4 and (33) we obtain for Ω = θB
(34)
∑
B≤b<2B
N(b,∆,Ω) = O(B2+2ε−Cθ).
We now apply (34) with θ = B −D0, where
D > D′ > 2− C − E.
If we choose ε > 0 sufficiently small, then we conclude from (34) the following:
For all b with B ≤ b < 2B we have, with at most BE exceptions:
N(b, B1−C ,Ω) = 0.
Thus,
(35)
1
vl
ψ
(
vl−1
vl
)
≤ D
′
pivl−1
b log b(1 + o(1)), ∀l ≤ Z.
The result of Theorem 3.2 follows now from Propositions 3.1 and 3.3.
4. The function g(x) and moments of c0
There is an interesting connection between the cotangent sums c0 and the function
(36) g(x) :=
+∞∑
l=1
1− 2{lx}
l
,
which, as we mentioned above, naturally appeared in the investigation of the moments of
c0 and of the sum Q
(
r
b
)
, which is related to c0 by Proposition 2.2. To be precise, this
series is related to c0 by the important Theorem 2.8.
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Later S. Bettin in his paper [6] extended the result of Theorem 2.8 and proved the
following:
Theorem 4.1. Let b ≥ 1 and k ≥ 0. Then
(37)
1
φ(b)
b∑
r=1
(r,b)=1
c0
(r
b
)k
= Hkb
k +Oε(b
k−1+ε(Ak log b)2k),
for some absolute constant A > 0 and any ε > 0.
Moreover, if 0 ≤ A0 < A1 ≤ 1, then we have
(38)
1
φ(b)
∑
(r,b)=1
A0<
r
b
<A1
c0
(r
b
)k
= (A1 −A0)Hkbk +Oε(bk−
1
2
+ε(Ak log b)2k).
The function g(x) is interesting not only in connection to the study of the cotangent
sums c0, but also in its own right. For example, it is also studied in [11] by R. Bretèche
and G. Tenenbaum.
Theorem 4.2. For each x ∈ Q the series g(x) converges.
For x ∈ R \Q, the series g(x) converges if and only if the series∑
m≥1
(−1)m log qm+1
qm
converges, where (qm)m≥1 denotes the sequence of partial denominators of the continued
fraction expansion of x.
Proof. The statement of the theorem is part of Theorem 4.4 of the paper by R. Bretèche
and G. Tenenbaum in [11].
The function g(x) also has the following property:
Theorem 4.3. The series
g(x) =
+∞∑
l=1
1− 2{lx}
l
converges almost everywhere in [0, 1).
The function g(x) was also of interest to L. Báez-Duatre, M. Balazard, B. Landreau and
E. Saias. In [1] they studied the function
A(λ) :=
∫ +∞
0
{t}{λt}dt
t2
.
and proved the following theorem.
Theorem 4.4. Let λ > 0 be such that the series g(λ) converges. Then the series g( 1λ)
converges too, and we have:
A(λ) =
1− λ
2
log λ+
λ+ 1
2
(log 2pi − γ)− g(λ)− λg
(
1
λ
)
.
Now let us show an important property of g(x), which was proven in [21].
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Theorem 4.5. There are constants c1, c2 > 0, such that
c1Γ(2k + 1) ≤
∫ 1
0
g(x)2kdx ≤ c2Γ(2k + 1)
for all k ∈ N, where Γ(·) stands for the gamma function.
Sketch of a proof. Let us consider the continued fraction expansion of x
x = [a0(x); a1(x), . . . , ak(x), . . . ].
The ak(x) are obtained via the Gauss map α, defined by
α(x) =
{
1
x
}
, αk(x) = α(αk−1(x)), ak(x) =
⌊
1
αk−1(x)
⌋
.
Definition 4.1. Let x ∈ X = (0, 1)\Q. Let also
βk(x) = α0(x)α1(x) . . . αk(x), β−1(x) = 1,
γk(x) = βk−1(x) log
1
αk(x)
,where k ≥ 0,
so that γ0(x) = log 1x .
The number x is called a Wilton number if the series∑
k≥0
(−1)kγk(x)
converges.
Wilton’s function W is defined by
W =
∑
k≥0
(−1)kγk(x)
for each Wilton number x.
M. Balazard and B. Martin proved in [4] the following proposition:
Proposition 4.1. There is a bounded function H : (0, 1) → R, which is continuous at
every irrational number, such that
(39) g(x) =W(x) +H(x)
almost everywhere. Also a number x ∈ X is a Wilton number if and only if α(x) is a
Wilton number. In this case, we have:
(40) W(x) = l(x)− TW(x),
where
l(x) = log
1
x
and the operator T is defined by
Tf(x) = xf(α(x)).
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One can express (40) as
(41) l(x) = (1 + T )W(x).
The main idea in the evaluation of ∫ 1
0
g(x)2kdx
is to solve the operator equation (41) for W(x), which is:
(42) W(x) = (1 + T )−1l(x).
An idea which has long been used in functional analysis for the case when T is a dif-
ferential operator is to express the right-hand side of (42) as a Neumann series, which is
obtained by the geometric series identity, i.e.
(1 + T )−1 =
+∞∑
k=0
(−1)kT k.
Thus one can approximate W(x) by
(43) L(x, n) =
n∑
k=0
(−1)k(T kl)(x).
Definition 4.2. The measure m is defined by
m(E) = 1
log 2
∫
E
dx
1 + x
,
where E is any measurable subset of (0, 1).
Proposition 4.2. For f ∈ Lp we have
1∫
0
|Tnf(x)|pdm(x) ≤ g(n−1)p
1∫
0
|f(x)|pdm(x),
where
g =
√
5− 1
2
< 1.
Proof. Marmi, Moussa, and Yoccoz, in their paper [22], consider a generalized contin-
ued fraction algorithm, depending on a parameter α, which becomes the usual continued
fraction algorithm for the choice α = 1. The operator Tv is defined in (2.5) of [22] and
becomes T for α = 1, v = 1. Then, proposition 4.2 is the content of formulas (2.14), (2.15)
of [22].
Using standard techniques of functional analysis one can prove that
lim
n→∞
1/2∫
0
∣∣L(x, n)L −W(x)L∣∣ dx = 0.
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One can eventually prove that
1/2∫
0
L(x, n)2kdx =
 1/2∫
0
l(x)2k
 (1 + o(1)) = Γ(2k + 1)(1 + o(1)), (k → +∞).
The order of magnitude of
1/2∫
0
g(x)2kdx
now follows from (39), by the binomial theorem, since H(x) is a bounded function.
Corollary 4.1. The series ∑
k≥0
Hk
(2k)!
xk
has radius of convergence pi2.
H. Maier and M. Th. Rassias proved in [15] an improvement of Theorem 4.5, by es-
tablishing an asymptotic result for the corresponding integral. Namely, they proved the
following theorem.
Theorem 4.6. Let
A =
∞∫
0
{t}2
t2
dt
and K ∈ N. There is an absolute constant C > 0 such that
1∫
0
|g(x)|Kdx = 2e−AΓ(K + 1)(1 +O(exp(−CK)))
for K →∞.
In [16], they improved this result settling also the general case of arbitrary exponents
K.
Theorem 4.7. Let K ∈ R, K > 0. There is an absolute constant C > 0 such that
1∫
0
|g(x)|Kdx = e
γ
pi
Γ(K + 1)(1 +O(exp(−CK)))
for K →∞, where γ is the Euler-Mascheroni constant.
5. Dedekind sums
Dedekind sums have applications in many fields of mathematics, especially in number
theory. These sums appear in R. Dedekind’s study of the function
(44) η(s) = e
piis
12
∞∏
m=1
(1− e2piims),
where Im s > 0.
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Definition 5.1. Let r, b be integers, (r, b) = 1, k ≥ 1. Then the Dedekind sum s( rb ) is
defined as follows
(45) s
(r
b
)
:=
b∑
µ=1
((rµ
b
))((µ
b
))
,
where ((·)) is the sawtooth function defined as follows:
(46) ((x)) :=
{
x− [x]− 12 if x is not an integer,
0 if x is an integer.
It is a fascinating fact that the Dedekind sum can also be expressed as a sum of cotangent
products:
Proposition 5.1.
s
(r
b
)
= − 1
4b
b−1∑
m=1
cot
(pim
b
)
cot
(pimr
b
)
.
It is a well-known fact that Dedekind sums satisfy a reciprocity formula:
Theorem 5.1 (Dedekind sums’ reciprocity formula).
(47) s
(r
b
)
+ s
(
b
r
)
− 1
12rb
=
1
12
(
r
b
+
b
r
− 3
)
.
We shall not present the proof of Proposition 5.1 and of Theorem 5.1. The interested
reader can find these proofs, as well as more fundamental facts concerning Dedekind sums
in the now famous book by Rademacher and Grosswald [13].
It is interesting to study the relation between the cotangent sums c0 and the Dedekind
sums. We’ve already considered ca for arbitrary a ∈ C (see (29)). S. Bettin in [5] proved
the very interesting result that c−1 is a Dedekind sum up to a constant:
Proposition 5.2. It holds that
(48) s
(r
b
)
=
1
2pi
c−1
(r
b
)
.
6. Sums appearing in the Nyman-Beurling criterion for the Riemann
Hypothesis containing the Möbius function
In a recent paper [17] H. Maier and M. Th. Rassias investigated the following sums (36)
(49)
∑
n∈I
µ(n)g
(n
b
)
,
for a suitable interval I, where µ(n) is the Möbius function and the function g(x) is as
defined in Definition 2.3.
These sums appear in the study of the integral
(50)
∫ +∞
−∞
∣∣∣∣ζ (12 + it
)∣∣∣∣2 ∣∣∣∣DN (12 + it
)∣∣∣∣2 dt1
4 + t
2
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Particularly we could express (50) using formulas (6) and (7) and Proposition 1.1, as
follows: ∫ +∞
−∞
∣∣∣∣ζ (12 + it
)∣∣∣∣2 ∣∣∣∣DN (12 + it
)∣∣∣∣2 dt1
4 + t
2
=
∑
1≤r,b≤N
µ(r)µ(b)
(
1− log r
logN
)(
1− log b
logN
)
×
[
log 2pi − γ
2
(
1
r
+
1
b
)
+
b− r
2rb
log
r
b
− pi
2rb
(
V
(r
b
)
+ V
(
b
r
))]
If we expand the last equation, we will obtain the following sum for fixed b∑
n∈I
µ(n)
(
1− log n
logN
)
1
n
V
(n
b
)
,
which is equal to ∑
n∈I
µ(n)
(
1− log n
logN
)
g
(n
b
)
.
In [17] H. Maier and M. Th. Rassias proved the following result concerning the sums
(49):
Theorem 6.1. Let 0 ≤ δ ≤ D/2, b2δ ≤ B ≤ bD, where b−δ ≤ η ≤ 1. Then there is a
positive constant β depending only on δ and D, such that
(51)
∑
Bb≤n≤(1+η)Bb
µ(n)g
(n
b
)
= O((ηBb)1−β).
Finally, the above result was recently improved by the same authors in [18], by proving
the following theorem:
Theorem 6.2. Let D ≥ 2. Let C be the number which is uniquely determined by
C ≥
√
5 + 1
2
, 2C − logC − 1− 2 log 2 = 1
2
log 2 .
Let v0 be determined by
v0
1−(1 + 2 log 2(C + log 2
2
)−1)−1
+ 2 +
4
log 2
C
 = 2 .
Let z0 := 2−
(
2 + 4log 2C
)
v0. Then for all ε > 0 we have∑
bD≤n<2bD
µ(n)g
(n
b
)
ε bD−z0+ε .
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