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Abstract Lattice gauge theories, which originated from particle physics in the context of Quantum Chro-
modynamics (QCD), provide an important intellectual stimulus to further develop quantum information
technologies. While one long-term goal is the reliable quantum simulation of currently intractable aspects of
QCD itself, lattice gauge theories also play an important role in condensed matter physics and in quantum
information science. In this way, lattice gauge theories provide both motivation and a framework for inter-
disciplinary research towards the development of special purpose digital and analog quantum simulators,
and ultimately of scalable universal quantum computers. In this manuscript, recent results and new tools
from a quantum science approach to study lattice gauge theories are reviewed. Two new complementary
approaches are discussed: first, tensor network methods are presented - a classical simulation approach -
applied to the study of lattice gauge theories together with some results on Abelian and non-Abelian lattice
gauge theories. Then, recent proposals for the implementation of lattice gauge theory quantum simulators
in different quantum hardware are reported, e.g., trapped ions, Rydberg atoms, and superconducting cir-
cuits. Finally, the first proof-of-principle trapped ions experimental quantum simulations of the Schwinger
model are reviewed.
PACS. XX.XX.XX No PACS code given
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1 Introduction
In the last few decades, quantum information theory has
been fast developing and consequently its application to
the real world has spawned different technologies that –
as for classical information theory – encompass the fields
of communication, computation, sensing, and simulation
[1, 2, 3]. To date, the technological readiness level of quan-
tum technologies is highly diverse: some quantum commu-
nication protocols are ready for the market, while, e.g.,
universal quantum computers – despite experiencing an
incredibly fast development – are still at the first develop-
ment stage[4, 5].
Some particularly interesting and potentially disrup-
tive applications of quantum information theory and of
quantum technologies lay within different scientific fields,
such as high-energy, nuclear, condensed matter physics or
chemistry[6]. Indeed, in the last years, it became increas-
ingly clear that concepts and tools from quantum informa-
tion can unveil new directions and will most probably pro-
vide new tools to attack long-standing open problems such
as the study of information scrambling in black holes[7],
the solution of complex chemical or nuclear systems[8],
or the study of lattice gauge theories (LGTs) – the main
subject of this review.
LGTs are characterised by an extensive number of
symmetries, that is, conservation laws that hold at ev-
ery lattice site. They describe an incredibly vast variety
of different phenomena that range from the fundamental
interactions of matter at high energies [9] – the standard
model of particle physics – to the low-energy behaviour
of some materials with normal and/or topological order
in condensed matter physics[10, 11]. Moreover, recently it
has been shown that most of the hard problems in com-
puter science can be recast as a LGT[12, 13]. The connec-
tion passes through the recasting of the classical problem
in Hamiltonian form, which generally assumes the form of
an Ising Hamiltonian with long-range disordered interac-
tions. This class of Hamiltonians can be mapped exactly
into two-dimensional LGT[14].
For all the aforementioned scenarios, quantum science
provided two novel pathways to analyse them. The first
one has its root in Feynman’s first intuition [15] of quan-
tum computers: having quantum hardware able to pre-
cisely reproduce another physical quantum model, allows
a powerful investigation tool for computing the observ-
ables of the model, and to verify or compare its prediction
with the physical system. Today, the research frontier is
at the edge of having universal quantum computers and
quantum simulators able to perform such investigations
beyond proof of principle analysis. Thus, detailed studies
and proposals have been put forward to perform quantum
simulations of LGT in the near and mid-term[16]. The sec-
ond pathway exploits a class of numerical methods – ten-
sor network methods (TNM) – which have been developed
in the condensed matter and quantum information com-
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munities to study strongly correlated many-body quantum
systems[17]. Indeed, as it has been shown recently, TNM
can be exploited to study LGT going in regimes where
standard approaches are severely limited[18, 19].
Lattice gauge theory was originally constructed by Wil-
son in order to define Quantum Chromodynamics (QCD)
— the relativistic SU(3) gauge field theory that describes
the strong interaction between quarks and gluons — be-
yond perturbation theory. For this purpose, he introduced
a hyper-cubic space-time lattice as a gauge invariant regu-
lator of ultraviolet divergences, with quark fields residing
on lattice sites and gluons fields residing on links connect-
ing nearest-neighbour sites. This framework makes nu-
merous important physical quantities accessible to first
principles Monte Carlo simulations using classical com-
puters. These include static properties, like masses and
matrix elements, of baryons (such as protons and neu-
trons) and mesons (such as pions). Properties of the high-
temperature quark-gluon plasma in thermal equilibrium
are accessible as well. This includes, e.g., the critical tem-
perature of the phase transition in which the chiral sym-
metry of the quarks, which is spontaneously broken at low
temperatures, gets restored. After more than four decades
of intensive research, lattice QCD has matured to a very
solid quantitative tool that is indispensable for correctly
interpreting a large variety of experiments, including the
ones at the high-energy frontier of the Large Hadron Col-
lider (LHC) at CERN.
However, there are other important aspects of the QCD
dynamics, both at high baryon density (such as in the
core of neutron stars) and for out-of-equilibrium real-time
evolution (such as the various stages of heavy-ion col-
lisions), where importance-sampling-based Monte Carlo
simulations fail due to very severe sign or complex action
problems. In these cases, reliable special purpose quantum
simulators or universal quantum computers may be the
only tools to successfully address these grand-challenge
problems. While immediate results with quantitative im-
pact on particle physics are unrealistic to hope for, a long-
term investment in the exploration of quantum technolo-
gies seems both timely and most interesting. Lattice gauge
theory has a very important role to play in this endeavour,
because, besides fully-fledged lattice QCD, it provides a
large class of simpler models, in lower dimensions, with
simpler Abelian or non-Abelian gauge groups, or with a
modified matter content, which often are interesting also
from a condensed matter perspective. The real-time evolu-
tion of all these models is as inaccessible to classical sim-
ulation as the real-time evolution of QCD itself. Hence,
learning how to tackle with these challenges in simpler
models is a necessary and very promising step towards
the ultimate long-term goal of quantum simulating QCD.
Along the way, via a large variety of lattice field theory
models, particle physics provides an important intellec-
tual stimulus for the development of quantum information
technology.
Validation of quantum simulation experiments is vi-
tal for obtaining reliable results. In certain cases, which
are limited to equilibrium situations, importance sampling
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Monte Carlo simulations using classical computers can
provide such validation. However, Matrix Product States
(MPS) and Tensor Network (TN) calculations are often
the more promising method of choice, in particular, be-
cause they can even work in some out-of-equilibrium real-
time situations. This provides an important stimulus to
further develop these techniques. While they work best
in one (and sometimes in two) spatial dimensions, an ex-
tension to higher dimensions is not at all straightforward,
but very well worth to pursue vigorously. Even if these
methods should remain limited to lower dimensions, they
offer a unique opportunity to gain a deep understanding
of the real-time evolution of simple lattice gauge models.
By quantitatively validating quantum simulators in out-
of-equilibrium situations, even if only in lower dimensions,
MPS and TN methods play a very important role towards
establishing quantum simulators as reliable tools in quan-
tum physics.
This paper reviews the recent activities along these
lines, in particular of the groups that form the QTFLAG
consortium, a European project funded under QuantERA
with the goal of developing novel quantum science ap-
proaches to simulate LGT and study physical processes
beyond what could be done via standard tools. First, the
main concepts of interest are introduced, the LGT formu-
lation and the tools used to study them: quantum sim-
ulators on different hardware and tensor network meth-
ods. Then, the recent numerical studies of one-dimensional
Abelian and non-Abelian LGTs in and out of equilibrium,
at zero and finite temperature are presented. Different the-
oretical proposals for the implementation of LGTs on dig-
ital and analog quantum simulators in trapped ions, Ryd-
berg atoms and in superconducting circuits are reviewed.
Finally, the first experimental realisations of these ideas
are also briefly mentioned.
2 Lattice Field Theory background
Gauge field theories are at the heart of the current theo-
retical understanding of fundamental processes in nature,
both in condensed matter and in high-energy physics. Al-
though their formulation appears to be simple, they po-
tentially give rise to very intriguing phenomena, such as
asymptotic scaling, confinement, spontaneous chiral sym-
metry breaking or (non-trivial) topological properties, which
shape the observed physical world around us. Solving gauge
theories from first principles has been a major goal for sev-
eral decades. Their formulation on a discrete Euclidean
space-time lattice, originally proposed by Wilson in the
seventies [20], has provided very powerful methods to study
the non-perturbative regimes of quantum field theories
1. A most prominent example is the success of ab-initio
Lattice Quantum Chromodynamics (LQCD) calculations.
Here, starting from the QCD Lagrangian, the low-lying
baryon spectrum could be computed on very large lattices
1 See, however, [21] for a recent alternative approach using
a ζ-regularisation
and extrapolated to the continuum limit [22]. Lattice QCD
calculations have also provided most important insights
into the structure of hadrons [23, 24]; they provide infor-
mation on non-perturbative contributions to electroweak
processes [25] and flavour physics [26]; and they are very
successful to determine thermodynamic properties [27].
Today, lattice calculations are performed on large lattices
– presently of sizes around 1003× 200 lattice points – and
directly in physical conditions. By controlling systematic
errors, such as discretisation and finite-volume effects, lat-
tice field theory, and in particular lattice QCD, is provid-
ing most important input to interpret and guide ongoing
and planned experiments world-wide, such as those at the
Large Hadron Collider at CERN. These most impressive
results became possible by a combined progress on algo-
rithmic and computational improvements as well as the
development of new supercomputer architectures. Thus,
lattice field theory computations have demonstrated the
potential to characterise the most fundamental phenom-
ena observed in nature.
The standard approach of lattice field theory relies on
Monte Carlo-based evaluations of path integrals in Eu-
clidean space-time with positive integrands. Thus it suf-
fers from an essential limitation in scenarios that give rise
to a sign problem. These include the presence of a finite
baryon density, which is relevant for the early universe
and for neutron stars; real-time evolution, e.g., to under-
stand the dynamics of heavy-ion collisions; or topological
terms, which could shed light on the matter-anti-matter
asymmetry of the universe. There is therefore an urgent
quest to find alternative methods and strategies that en-
able tackling these fundamental open problems in the un-
derstanding of nature.
One such alternative is the application of tensor net-
works (TN). Originally introduced in the context of con-
densed matter physics, TN can solve quasi-exactly one di-
mensional strongly correlated quantum many-body prob-
lems for system sizes much larger than exact diagonalisa-
tion allows. They are naturally free from the sign prob-
lem. In fact, for 1-dimensional systems a number of suc-
cessful studies have demonstrated the power of TN for
lattice gauge theory calculations [28]. In particular, it has
been shown that TN provide accurate determinations of
mass spectra and that they can map out a broad tem-
perature region. They can also treat chemical potentials
and topological terms and they can be used to study real-
time dynamics. TN also allow the study of entanglement
properties and the entropy (leading in turn to the determi-
nation of central charges) in gauge theories, which brings
new aspects of gauge theories into focus. However, appli-
cations to higher-dimensional problems remain a challenge
presently. There are well-founded theoretical formulations
such as projected entangled pair states (PEPS) but their
practical application is still rather limited (for a recent
review see [29]). New ideas such as the ones developed in
[30] could have the potential to overcome these limitations
but clearly further studies and developments are necessary
in order to turn them into practical tools for addressing
gauge theories in higher dimensions.
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Ultimately, the intrinsic quantum nature of lattice gauge
theories will be a limiting factor for classical calculations,
even for TN, e.g., when out-of-equilibrium phenomena of
a system are to be studied. In this context, quantum sim-
ulation, i.e., the use of another well-controlled quantum
system to simulate the physics of the model under study,
appears as a more adequate strategy. The idea of quan-
tum simulation, first proposed by Feynman [15], is now
becoming a reality [31, 32, 33, 34], and very different
condensed matter models have already been successfully
quantum simulated in cold-atom laboratories around the
world [35, 36, 37]. Regarding the simulation of LGT, a
number of proposals have been put forward in the last
years [38, 39, 40, 41, 42, 43, 44, 45, 46], and have even
been realised by a few pioneering experiments [47]. TN
calculations have been instrumental in the definition of
many of these proposals. It is in particular the approach
of hybrid quantum-classical simulation schemes which can
take advantage of these new concepts and there is a great
potential to realise them on near-term quantum architec-
tures.
Gauge fields on the lattice manifest themselves as par-
allel transporters residing on the links that connect neigh-
bouring lattice sites. In Wilson’s formulation of lattice
gauge theory, the link parallel transporters take values
in the gauge group [20]. As a consequence, for continu-
ous gauge groups such as the Abelian U(1) gauge group
of Quantum Electrodynamics (QED) or the non-Abelian
SU(3) gauge group of QCD, the link Hilbert space is
infinite dimensional. When gauge fields are treated by
TN techniques or they are embodied by ultra-cold mat-
ter or quantum circuits, representing an infinite dimen-
sional Hilbert space is challenging, because usually only
a few quantum states can be sufficiently well controlled
in quantum simulation experiments. There are different
approaches to addressing this challenge. First, the link
Hilbert space of the Wilson theory can be truncated to a
finite dimension in a gauge-covariant manner. Gradually
removing the truncation by a modest amount allows one
to take the continuum limit.
An alternative approach is provided by quantum link
models (also known as gauge magnets)[48, 49, 50] which
work with quantum degrees of freedom with a finite-dimen-
sional Hilbert space from the outset. For example, the par-
allel transporters of a U(1) quantum link model are con-
structed with quantum spins [51], which can naturally be
embodied by ultra-cold matter. Again, when one moder-
ately increases the spin value, one can reach the continuum
limit. Both approaches are actively followed presently and
it will be interesting to see in the future, which strategy
will be most appropriate to treat gauge theories with TN
or on quantum devices.
Even when one restricts oneself to the smallest spin
value 12 , interesting gauge theories emerge. For example,
when its Gauss’ law is appropriately modified, the U(1)
quantum link model turns into a quantum dimer model
[52, 53], which is used in condensed matter physics to
model systems related to high-temperature superconduc-
tors. Kitaev’s toric code [54] – a topologically protected
storage device for quantum information – provides an ex-
ample of a Z(2) lattice gauge theory formulated with par-
allel transporters consisting of quantum spins 12 . Quantum
spin chains were among the first systems to be quantum
simulated successfully. SU(N) quantum spin ladders, i.e.,
systems consisting of n transversely coupled spin chains,
can be quantum simulated with ultra-cold alkaline-earth
atoms in optical lattices [55]. For moderate values of n,
these (2+1)-dimensional systems dimensionally reduce to
(1 + 1)-dimensional CP (N − 1) models, which are asymp-
totically free and thus serve as toy models for QCD. Fur-
thermore, for odd n they have non-trivial topology, very
much like non-Abelian gauge theories in four space-time
dimensions. Also QCD itself can be formulated as a quan-
tum link model [56, 57]. In that case, the parallel trans-
porters are matrices with non-commuting matrix elements,
just as quantum spins are vectors with non-commuting
components. Alkaline-earth atoms can again be used to
encode the QCD color degree of freedom in the nuclear
spin of these atoms [43]. Lattice gauge theory, either in its
gauge covariantly truncated Wilson formulation or in the
description of quantum link models, which nicely comple-
ment each other, provides a broad framework for upcom-
ing quantum simulation experiments.
Whatever the most effective simulations may be in the
future, classical Monte Carlo, tensor network, or quan-
tum simulations for addressing gauge theories, there will
remain a big challenge: in the end, all calculations aim
at providing input for world-wide experiments, whether
the ones in condensed matter physics or the large-scale
collider experiments in high-energy physics. As a conse-
quence, all results emerging from theoretical computations
based on the underlying Hamiltonian or Lagrangian need
to have controlled statistical and systematic errors. This
will lead to a substantial, demanding effort for such calcu-
lations since many simulations at various values of the lat-
tice spacing and lattice volumes as well as possibly other
technical parameters (e.g., the bond dimension in the TN
approach) have to be executed. Only by performing a con-
trolled continuum and infinite volume (or infinite bond
dimension) limit, it will become possible to rigorously at-
tribute the obtained results to the underlying model. In
this way, the underlying model can be thoroughly tested
and, in turn, any significant deviation seen in experiment
will thus open the door to completely new and unexplored
physics.
3 Quantum Science and Technologies tools
In a seminal paper published in 1982, Feynman discussed
in great detail the problems connected with the numeri-
cal simulation of quantum systems. He envisaged a possi-
ble solution, the so-called universal quantum simulator, a
quantum-mechanical version of the usual simulators and
computers currently exploited in many applications of the
’classical’ world. If realised, such a device would be able
to tackle many-body problems with local interactions by
using the quantum properties of nature itself. Interest-
M.C. Ban˜uls et al.: Simulating Lattice Gauge Theories within Quantum Technologies 5
ingly, even without the advent of a fully universal quan-
tum computer, the construction of dedicated devices, also
known as purpose-based quantum simulators, would al-
ready be of significant importance for the understand-
ing of quantum physics. The basic idea is to engineer
the Hamiltonian of the quantum model of interest in a
highly controllable quantum system and to retrieve all of
the desired information with repeated measurements of
its properties. Many research fields would eventually ben-
efit from such devices: for example, two-dimensional and
three-dimensional many-body physics, non-equilibrium dy-
namics or lattice gauge theories.
In recent years, the scientific community has been con-
sidering several quantum technologies such as cold atoms,
trapped ions or superconducting circuits as examples of
the most promising candidates for the realisation of a wide
variety of dedicated quantum simulations. Indeed, these
platforms are genuine quantum systems where the avail-
able experimental techniques offer an impressive degree
of control together with high-fidelity measurements, thus
combining two fundamental requirements for a quantum
simulator. Among the most recent experimental achieve-
ments, just to mention a few, such as, the observation of
Anderson localisation in disordered Bose-Einstein conden-
sates (BECs), the research on itinerant ferromagnetism
with cold fermions or the reconstruction of the equation
of state of fermionic matter in extreme conditions, such as
in neutron stars.
The advantages of quantum simulation are numerous:
first, one can use it to study physical systems which are not
experimentally accessible (systems of large or small scales,
for example), or to observe the physical properties of un-
real physical systems, which are not known to be found
in nature, but can be mapped to the simulating systems.
So far, a lot of quantum simulations were suggested, and
some were even experimentally implemented. The simu-
lated systems come from almost every area of physics:
condensed matter and relativistic quantum physics, grav-
ity and general relativity, and even particle physics and
quantum field theory. The last of these is the topic of this
review, specifically gauge theories. While quantum simu-
lations have been proposed (and even realised) for con-
densed matter models, gauge theories are a newer branch
where quantum technologies might be employed. See also
[58, 59, 60, 61, 62, 63, 64, 65, 36] and for a general review
on quantum simulation [6].
4 Quantum information techniques
4.1 Tensor networks for Lattice Gauge Theories
As mentioned before, classical numerical simulations are
playing a leading role in the understanding of lattice gauge
theories. In particular, in recent years, there has been a
boost in the development of tensor network methods to
simulate lattice gauge theories. There are different ap-
proaches, that range from the exploitation of mappings of
some theories to spin models [66, 67], to the development
of gauge invariant tensor networks in the quantum link
formulation [68, 18, 69, 70, 71, 19]. This section reviews
some of the studies that appeared in the last years, cover-
ing most of the available approaches for Abelian and non-
Abelian lattice gauge theories [66, 67, 68, 72, 73, 74, 75].
In the following subsections, a selection of works per-
formed along these lines is described in some detail.
4.1.1 Matrix Product States for Lattice Field
Theories[66, 67]
The Schwinger model [76, 77], i.e., QED in one spatial di-
mension, is arguably the simplest theory of gauge-matter
interaction, and yet it exhibits features in common with
more complex models (like QCD) such as confinement or
a non-trivial vacuum. Therefore, it constitutes a funda-
mental benchmark to explore the performance of lattice
gauge theory techniques. In particular it has been exten-
sively used in the last years to probe the power of TN as
alternative methods to conventional Monte Carlo-based
lattice techniques for solving quantum field theories in the
continuum.
The first such study was carried out by Byrnes and
coworkers [78] using the original DMRG formulation, and
it already improved by orders of magnitude the precision
of the ground state energy and vector particle mass gap,
with respect to results obtained by other numerical tech-
niques, although the precision decreased fast for higher
excitations. The application of TN formulated algorithms,
including extensions to excited states, time evolution and
finite temperature has allowed a more systematic explo-
ration of the model in recent years.
The discretised Hamiltonian of the model, in the Kogut-
Susskind formulation with staggered fermions [79] reads
H = − i2a
∑
n
(
φ†ne
iθnφn+1 −H.c.
)
+m
∑
n(−1)nφ†nφn
+ag
2
2
∑
n(Ln + α)
2, (1)
where φ†n represents the creation operator of a spin-less
fermion on lattice site n, and Un = e
iθn is the link op-
erator between sites n and n + 1. Ln, canonical conju-
gate to θn, corresponds to the electric field on the link,
and α corresponds to a background field. Physical states
need to satisfy Gauss’ law as an additional constraint,
Ln−Ln−1 = φ†nφn− 12 [1− (−1)n]. In the continuum, the
only dimensionless parameter of the model is the fermion
mass m/g (expressed in terms of the coupling). The dis-
cretisation introduces one more parameter, namely the
lattice spacing ag. For convenience, the Hamiltonian is
often rescaled and expressed in terms of the dimensionless
parameters x = 1/(ag)2, µ = 2
√
xm/g, with the contin-
uum limit corresponding to x → ∞. The local Hilbert
space basis for the fermionic sites can be labeled by the
occupation of the mode, φ†nφn ∈ {0, 1} (for site n), while
the basis elements for the links can be labeled by the inte-
ger eigenvalues of Ln, `n. Using this basis, an MPS ansatz
can be optimised to approximate the ground state or the
excitations.
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Figure 1: (from [67]) Example of the extrapolations in
lattice spacing for the energy density of the ground state
(left), and the mass gaps of vector (center) and scalar
(right) particles for fermion mass m/g = 0.25. The solid
lines show the fitted curves that produce the final value,
and the dashed lines a different fit to estimate the error.
MV /g MS/g
m/g OBC [67] uMPS [73] OBC [67] uMPS [73]
0 0.56421(9) 0.56418(2) 1.1283(10) -
0.125 0.53953(5) 0.539491(8) 1.2155(28) 1.222(4)
0.25 0.51922(5) 0.51917(2) 1.2239(22) 1.2282(4)
0.5 0.48749(3) 0.487473(7) 1.1998(17) 1.2004(1)
Table 1: Binding energies,M/g := ω−2m/g, with errors of
the vector and scalar particles. Both results obtained with
open boundary finite MPS with gauge degrees of freedom
integrated out (left columns) or gauge invariant uniform
MPS [73] (right column) simulations are shown. In the
case of massless fermion, the analytical values are MV /g =
0.5641895 and MS/g = 1.12838.
Instead of working with explicit gauge degrees of free-
dom, it is possible to integrate them out using Gauss’ law,
and to work directly in the physical subspace. This results
in a Hamiltonian expressed only in terms of fermionic op-
erators, but with non-local interactions among them. Ad-
ditionally, a Jordan-Wigner transformation can be applied
to map the model onto a more convenient spin Hamilto-
nian [80]. In [67] a systematic study of the mass spec-
trum in the continuum was performed using MPS with
open boundary conditions, in the absence of a background
field, for different values of the fermion mass. The ground
state and excitations of the discrete model were approx-
imated by MPS using a variational algorithm, and the
results were successively extrapolated in bond dimension,
system size (individual calculations were done on finite
systems) and lattice spacing, in order to extract the con-
tinuum values of the ground state energy density and the
mass gaps (Fig. 1 illustrates the continuum limit extrap-
olations). These steps resemble those of more usual lat-
tice calculations, so that also standard error analysis tech-
niques could be used to perform the limits and estimate
errors, and thus gauge the accuracy of the method. Values
of the lattice spacing much smaller than the usual ones in
similar Monte Carlo calculations could be explored, and
very precise results were obtained for the first and second
particles in the spectrum (respectively vector and scalar),
beyond the accuracy of earlier numerical studies (see table
1).
Since the algorithms provide a complete ansatz for
each excited state, other observables can be calculated.
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Figure 2: Example of the condensate extrapolations in fi-
nite size (left) and lattice spacing (right) for fermion mass
m/g = 0.25 [66]. The left plot corresponds to fixed lattice
parameter x = 100. On the right, the divergent part cor-
responding to the non-interacting case has already been
subtracted. The dashed lines show the fitted curves.
Subtracted condensate
m/g MPS with OBC exact
0 0.159930(8) 0.159929
0.125 0.092023(4) -
0.25 0.066660(11) -
0.5 0.042383(22) -
Table 2: Values of the vacuum chiral condensate in the
continuum for different fermion masses obtained with the
MPS ansatz.
An interesting quantity is the chiral condensate, order pa-
rameter of the chiral symmetry breaking, and written in
the continuum as Σ = 〈Ψ(x)Ψ(x)〉/g. When computed on
the lattice, the condensate has a UV divergence, which
is already present in the free theory. Using the MPS ap-
proximations for the ground state, the continuum limit of
the condensate was extracted in [66] (some of these re-
sults were refined later in [81]). After subtracting the UV
divergence, lattice effects were found to be dominated by
corrections of the form a log a. Systematic fitting and er-
ror analysis techniques were applied to obtain very precise
estimations of the condensate for massless and massive
fermions (table 2, see also results with uniform MPS [82]
and infinite DMRG [83]). In the former case the exact
value can be computed analytically, but for the latter,
very few numerical estimations existed in the literature.
These results demonstrate the feasibility of the MPS
ansatz to efficiently find and describe the low-energy part
of the spectrum of a LGT in a non-perturbative man-
ner. Moreover they show explicitly how the errors can be
systematically controlled and estimated, something fun-
damental for the predictive power of the method, if it is
to be used on theories for which no comparison to an exact
limit is possible.
4.1.2 Matrix product states for gauge field theories
A different series of papers by Buyens et al.[73, 82, 84,
85, 86, 87, 88] also thoroughly studied the aforementioned
Schwinger model[89] within the broad MPS framework.
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Figure 3: (3a): Bipartite entanglement entropy for
different ground state simulations at different lattice
spacings ga = 1/
√
x. Fits are of the form
−1/6 log a+A+Ba [84]. (3b): fit of the
Einstein-dispersion relation E2 = k2 +m2v(a) to the
numerical results for the lowest lying bosonic vector
excitation, for m/g = 0.75, ag = 1/10, 1/
√
300, 1/
√
800.
In this case the continuum extrapolation (full blue line)
a→ 0 gives: mv(0)/g = 1.96347(3) [73].
In this section, the general systematics of this approach is
reviewed vis-a`-vis the particularities that come with the
simulation of gauge field theories in the continuum limit.
An overview of the most important results that result from
these simulations are also shown.
Continuum limit. As in the approach of both Byrnes
et al.[78, 90] and Ban˜uls et al. [67], the simulations start
from a discretisation of the QFT Hamiltonian with the
Kogut-Susskind prescription [79] followed by a Jordan-
Wigner transformation. But different from [78, 90, 67],
the simulations [73, 82, 84, 85, 86, 87, 88] are performed
directly in the thermodynamic limit, avoiding the issue
of finite-size scaling. From the lattice point of view, the
QFT limit is then reached by simulating the model near
(but not at) the continuum critical point [91]. Upon ap-
proaching this critical point the correlation length in lat-
tice units diverges ξ/a → ∞. Large scale correlations re-
quire more real-space entanglement, specifically for the
Schwinger model the continuum critical point is the free
Dirac-fermion c = 1 CFT, implying that the bipartite en-
tanglement entropy should have a UV-divergent scaling
of 1/6 ln(ξ/a)[92]. This was confirmed explicitly by the
numerical MPS simulations of the ground state of the
Schwinger model [73, 84], as shown in figure 3a. Notice
the same UV scaling for ground states in the presence
of an electric background field Q, leading to a UV finite
subtracted entropy (see the inset), that can be used as a
probe of the QFT IR physics [84].
For the MPS simulations this UV divergence of the en-
tanglement requires bond dimensions D that grow poly-
nomially with the inverse lattice spacing, D ∼ a−n. But
it turns out that, despite this polynomial growth one can
simulate the Schwinger model sufficiently close to its con-
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Figure 4: (4a): A typical Schmidt spectrum (single cut
on the infinite line) for a converged ground state
simulation; justifying the truncation at electric field
values |q| = 3 for a Schmidt precision  = 2.5× 10−17
(orange line) [88]. (4b): Charge distribution of the light
fermions around unit probe point charges at different
inter-charge distances Lg, for m/g = 0.75 [84].
tinuum critical point a → 0, with a relatively low com-
putational cost. In the different papers simulations were
performed up to a ≈ 1/(30g), corresponding to a corre-
lation length ξ/a ≈ 15 − 35, depending on the particular
ratio of the fermion mass and gauge coupling m/g in the
Hamiltonian. The simulations at different decreasing val-
ues of a then allow for very precise continuum extrapola-
tions, as illustrated in figure 3b for the dispersion relation
of the (lowest lying) excitation [73]. Notice that in con-
trast to e.g. d = 3 + 1 QCD, d = 1 + 1 QED is a super-
renormalizable theory, with a finite continuum extrapo-
lation of the particle excitation masses mphys in terms
of the bare parameters (m, g) of the theory: mphys(a) =
mphys(0)+O(a). A further study demonstrated that even
simulations with lattice spacings a ≥ 1/(10g) (implying a
smaller computational cost) are already sufficient for con-
tinuum extrapolations with four digit precision [88].
Truncating the gauge field. The numerical Hamilto-
nian MPS simulations require finite local Hilbert spaces,
which is in apparent conflict with the bosonic gauge de-
grees of freedom that come with the continuous U(1) group
of the Schwinger model. As became evident in the work
of Buyens et al., these bosonic fields can be efficiently
truncated in the electric field basis, leading to an effective
finite local Hilbert space appropriate for the simulations.
In figure 4a the distribution of the Schmidt values 2 is
shown over the different electric field eigenvalues q for a
particular ground state simulation. Notice that the electric
field values are discrete in the compact QED formulation.
As one can see from the figure, the contribution from the
2 By the singular value decomposition, any matrix M can
be decomposed in a positive semidefinite diagonal matrix D
and two unitaries matrices U and V such that M = UDV †.
The diagonal elements of the matrix D are called the Schmidt
values or Schmidt spectrum
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higher electric field values decays rapidly, in fact expo-
nentially, and it was shown that this decay remains stable
towards the continuum limit [88]. For a given Schmidt pre-
cision one can therefore indeed safely truncate in q. Most
simulations used q ∈ [−3, 3].
Gauge invariance. As was discussed already in pre-
vious sections, the Kogut-Susskind set-up starts from the
Hamiltonian QFT formulation in the time-like axial gauge
A0 = 0, with the physical states obeying the Gauss con-
straint ∇E = ρ. This is indeed equivalent to requiring the
physical states to be invariant under local gauge trans-
formations. The resulting lattice Hamiltonian then oper-
ates on a Hilbert space of which only a subspace of gauge
invariant states, obeying a discretised version of Gauss’
law, is actually physical. The simulations of Buyens et al.
exploited this gauge invariance by constructing general
gauge invariant MPS states [73] and simulating directly
on the corresponding gauge invariant manifold. As shown
in [82], for ground state simulations, working with explicit
gauge invariant states leads to a considerable reduction in
the computation time. The reason lies in the sparseness
of the matrices appearing in gauge invariant MPS states;
but also in the fact that the full gauge variant Hilbert
space contains pairwise excitations of non-dynamical point
charges, separated by short electric field strings of length
L ∼ a. In the continuum limit this leads to a gapless
spectrum for the full Hilbert space, whereas the spectrum
on the gauge invariant subspace remains gapped. Such a
nearly gapless spectrum requires many more time steps
before convergence of the imaginary time evolution to-
wards the proper ground state. As such, these test simu-
lations on the full Hilbert space [82] are consistent with
Elitzur’s theorem [93], which states that a local gauge
symmetry cannot be spontaneously broken, ensuring the
same gauge invariant ground state on the full gauge vari-
ant Hilbert space.
Results. Using the Schwinger model [77, 94] as a very
nice benchmark model for numerical QFT simulations,
the results of the numerical simulations [73, 82, 84, 85,
86, 87, 88] were verified successfully against these ana-
lytic QFT results in the appropriate regimes. In addition,
where possible, the results were compared with the nu-
merical work of [78, 90, 67], and found to be in perfect
agreement within the numerical precision. Taken together,
the tensor network simulations of Byrnes, Ban˜uls, Buyens
et al., form the current state of art of numerical results
on the Schwinger model. Now, a selection of the results of
Buyens et al. are discussed:
Ground state and particle excitations. By simulating
the ground state and constructing ansatz states on top
of the ground state, MPS techniques allow for an ex-
plicit determination of the approximate states correspond-
ing to the particle excitations of the theory [95]. For the
Schwinger model three particles were found [73]: two vec-
tor particles (with a quantum number C = −1 under
charge conjugation) and one scalar particle (C = +1). For
each of these particles, the obtained dispersion relation is
perfectly consistent with an effective Lorentz symmetry at
small momenta, as illustrated in Fig. 3b. The second vec-
m/g −ω0 Mv,1 Ms,1 Mv,2
0 0.318320(4) 0.56418(2)
0.125 0.318319(4) 0.789491(8) 1.472(4) 2.10 (2)
0.25 0.318316(3) 1.01917 (2) 1.7282(4) 2.339(3)
0.5 0.318305(2) 1.487473(7) 2.2004 (1) 2.778 (2)
0.75 0.318285(9) 1.96347(3) 2.658943(6) 3.2043(2)
1 0.31826(2) 2.44441(1) 3.1182 (1) 3.640(4)
Table 3: Energy density and masses of the one-particle
excitations (in units g = 1) for different m/g. The last
column displays the result for the heavy vector boson [73].
tor excitation was uncovered for the first time, confirming
prior expectations from strong coupling perturbation the-
ory [77, 94]. See the extrapolated mass values obtained for
the scalar and first vector particle in absence of a back-
ground field in Table 3. Furthermore, in [85] the excita-
tions were studied in presence of a background electric
field. By extrapolating towards a vanishing mass gap for
a half-integer background field, this allowed for a precise
determination of the critical point (m/g)c = 0.3308 in the
phase diagram [88].
String breaking. By probing the vacuum of a confin-
ing theory with a heavy charge/anti-charge pair, one can
investigate the detailed physics of string formation and
breaking, going from small inter-charge distances to larger
distances. In the latter case the heavy charges get screened
by the light charged particles that are created out of the
vacuum. This string breaking picture was studied in detail
for the Schwinger model in [84]. Figure 4b shows one of
the results on the light particle charge density for different
distances between the heavy charges. At small distances
there is only a partial screening, whereas at large distances
the screening is complete: for both fully integrated clouds,
the total charge is exactly ±1. For large values of Lg, the
string is completely broken and the ground state is de-
scribed by two free particles, i.e. mesons. Notice the red
line in the plot which depicts the corresponding analytic
result of the ground state charge distribution for the non-
relativistic hydrogen atom in d = 1 + 1. Finally, also frac-
tional charges were studied in [84], explicitly showing for
the first time the phenomenon of partial string breaking
in the Schwinger model.
4.1.3 Tensor networks for Lattice Gauge Theories and
Atomic Quantum Simulation[74]
In [74], an exact representation of gauge invariance of
quantum link models, Abelian and non-Abelian, was given
in terms of a tensor network description. The starting
point for the discussion are LGTs in the Hamiltonian for-
mulation, where gauge degrees of freedom Ux,y are defined
on links of a lattice, and are coupled to the matter ones ψx,
defined on the vertices. In the quantum link formulation,
the gauge degrees of freedom are described by bilinear
operators (Schwinger representation). This feature allows
one to solve exactly, within the tensor network represen-
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Figure 5: Results for the model with spin 1 on the links:
a) Electric flux E for L = {40, 60, 80, 100}, g2/2 = 1
and  = 1/2 with an estimate of the critical exponents
ν ∼ 1 and β ∼ 1/8 where the overlap among the differ-
ent curves is maximal. b) Uniform part of the entangle-
ment entropy (green plot, first order approximation, i.e.
ux,L =
1
2 (ux,L + ux+1,L), and blue plot third order ap-
proximation). c) Fit to ux,L =
c
6 log [2Lpi sin (pixL)] + a,
where c = 0.49±0.04. Both, critical exponents and central
charge are consistent with the Ising universality class at
the phase transition taken from[74].
tation, the constraints imposed by the local symmetries of
this model.
Quantum link models have two independent local sym-
metries, (i) one coming from the Gauss law and (ii) the
second from fixing a representation for the local degree of
freedom. (i) Gauge models are invariant under local sym-
metry transformations. The local generators of these sym-
metries, Gx, commute with the Hamiltonian, [H,Gx] =
0. Hence, Gx are constants of motion or local conserved
quantities, which constrain the physical Hilbert space of
the theory, Gx|phys〉 = 0 ∀x, and the total Hilbert space
splits in a physical or gauge invariant subspace and a
gauge variant or unphysical subspace: Htotal = Hphys ⊕
Hunphys. This gauge condition is the usual Gauss’ law.
(ii) The quantum link formulation of the gauge degrees of
freedom introduces an additional constraint at every link,
that is, the conservation of the number of link particles,
Nx,y = c
†
ycy + c
†
xcx = N . Hence, [H,Nx,y] = 0 which in-
troduces a second and independent local constraint in the
Hilbert space.
More concretely, in a fermionic Schwinger represen-
tation of a non-Abelian U(N) quantum link model, the
gauge operators U ijx,y that live on the links 〈x, y〉 of a d-
dimensional lattice, with color indices i, j are expressed as
a bilinear of fermionic operators, U ijx,y = c
i
xc
j†
y . In this link
representation, the number of fermions per link is a con-
stant of motion Nx,y =
∑
i c
i†
y c
i
y + c
i†
x c
i
x = N . In models
with matter, at every vertex x of the lattice, there is a set
of fermionic modes ψix with color index i.
The left and right generators of the SU(N) symmetry
are defined as Lax,y =
∑
i,j c
i†
x λ
a
i,jc
j
x andR
a
x,y =
∑
i,j c
i†
y λ
a
i,jc
j
y,
with λai,j the group structure constants. Hence, the non-
Abelian generators of the gauge symmetry are given by
Gax =
∑
i,j ψ
i†
x λ
a
i,jψ
j
x +
∑
kˆ
[
La
x,x+kˆ
+Ra
x−kˆ,x
]
, with kˆ the
different directions in the lattice. There are also similar
expressions for the Abelian part of the group Gx.
The “physical” Hilbert subspace is defined as the one
that is annihilated by every generator, i.e., Gx|phys〉 =
Gax|phys〉 = 0 ∀x, a. A particular feature of quantum link
models is that, these operators being of bosonic nature
(they are bilinear combinations of fermionic operators),
the spatial overlap between operators at different vertices
x or y is zero, i.e., GaxG
b
y = 0,∀a, b and x 6= y, even be-
tween nearest-neighbours. In this way, (i) the gauge invari-
ant Hilbert space (or Gauss’ law) is fixed by a projection,
which is defined locally A [sx] on the “physical” subspace
{|sx〉} with A [s]nc,nψ = 〈s|nic, n
j
ψ〉, where nic, njψ is some
configuration of occupations of fermionic modes ci and ψj .
Finally, (ii) the second gauge symmetry is controlled
by the fermionic number on the link, which is ensured
by the product of the nearest-neighbour projectors A [sx]
being non-zero only when N =
∑
i n
i
c,y + n
i
c,x.
The U(1) gauge invariant model in (1 + 1) dimensions
is defined by the Hamiltonian,
H =
g2
2
∑
x
[Ex,x+1 − (−1)xE0]2 + µ
∑
x
(−1)x ψ†xψx
− 
∑
x
ψ†xUx,x+1ψx+1 + H.c.,
(2)
where ψx are spin-less fermionic operators with staggered
mass term µ living on the vertices of the one-dimensional
lattice. The bosonic operators Ex,x+1 and Ux,x+1, the elec-
tric and gauge fields, live on the links of the one-dimensional
lattice.
The Hamiltonian is invariant under local U(1) sym-
metry transformations, and also it is invariant under the
discrete parity transformation P and charge conjugation
C. The total electric flux, E = ∑x〈Ex,x+1〉/L is the order
parameter and locates the transition. It is zero in the dis-
ordered phase, non-zero in the ordered phase, and changes
sign under the C or P symmetry, i.e., PE =C E = −E .
In this framework, in [74] the phase diagram of (1+1)D
quantum link version of the Schwinger model is charac-
terised in an external classical background electric field:
the quantum phase transition from a charge and par-
ity ordered phase with non-zero electric flux to a disor-
dered one with a net zero electric flux configuration is
described by the Ising universality class (see Fig. 5). The
thermodynamical properties and phase diagram of a one-
dimensional U(1) quantum link model are characterised,
concluding that the model with half-integer link represen-
tation has the same physical properties as the model with
integer link representation in a classical background elec-
tric field E0 =
1
2 .
4.1.4 Tensor Networks for Lattice Gauge Theories with
continuous groups[72]
The main difference between lattice gauge theories and
generic many-body theories is that they require to work
on an artificially enlarged Hilbert space, where the action
of the group that generates the local invariance can be
defined. The physical Hilbert space [96] is then embedded
into the tensor product Hilbert space of the constituents
by restricting it to those states that fulfill the Gauss law,
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Figure 6: The Hilbert space H of a quantum many body
system (represented here by a 3D box) is exponentially
large, since it is the tensor product of the Hilbert spaces
of the constituents. Gauge symmetry allows to identify a
smaller space, called the physical Hilbert space HP . This
is the subspace spanned by those states that fulfill all the
local constraints imposed by the gauge symmetry and is
represented by a membrane inside H.
that is to those states that are gauge invariant (see Fig. 6
for a graphical description). A generic gauge transforma-
tion is built out of local operators As(g) that represent the
local rotation at site s corresponding to a certain element
of the group g. The physical Hilbert space (or gauge in-
variant Hilbert space) Hp is defined as the space spanned
by all those states that are invariant under all As(g),
Hp ≡
{|φ〉 ∈ C(G)L,
As(g) |φ〉 = |φ〉 ∀s ∈ Λ, g ∈ G} , (3)
where s are the sites of the lattice Λ, L is the number of
links, and g is an arbitrary group element.
In [97] the group algebra C(G) is considered as the
local Hilbert space, as suggested in the original Hamilto-
nian description of lattice gauge theories [79, 98]. In [97]
by exploiting the locality of the operators As(g) and the
fact that they mutually commute, it is shown that the
projection onto Hp is compatible with a tensor network
structure. In particular, the projector is built as hierar-
chical tensor networks such as the MERA [99] and the
Tree Tensor Network [100]. While the MERA is computa-
tionally very demanding, a hybrid version of it has been
built, that allows to construct the physical Hilbert space
by using a MERA and then use a Tree Tensor network on
the physical Hilbert space as a variational ansatz. In the
same paper, it is also highlighted how the construction of
a physical Hilbert space can be understood as a specific
case of a duality such as the well known duality between
the Z(2) gauge theory and the Ising model [101].
The idea [97] is very flexible and general but strongly
relies on using C(G) as the local Hilbert space for every
constituent. Since the group algebra contains an orthog-
onal state for every distinct group element, g, the local
Hilbert space becomes infinite dimensional in the case of
continuous groups such as e.g. U(1) and SU(N).
Furthermore, the numerical results with iPEPS in the
context of strongly correlated fermions in two dimensions
were very promising [102], and thus it was decided to gen-
eralise the construction to PEPS tensor networks in [72].
There, it was understood that there is a unifying frame-
Figure 7: The projector on the gauge invariant states de-
fined through the contraction of the two tensors C that
copy the physical Hilbert space onto the auxiliary Hilbert
space and G that selects only configurations fulfilling the
gauge invariance condition. The case of a 4 × 4 square
lattice with PBC is presented.
work for all the Hamiltonian formulations of lattice gauge
theories that can be based on a celebrated theorem in
group theory, stating that the group algebra can be de-
composed as the sum of all possible irreducible represen-
tations C(G) = ⊕r(r ⊗ r¯), where r is an irreducible rep-
resentation and r¯ is its conjugate (see Figs. 7 and 8). If
the group is compact, the irreducible representations are
finite dimensional.
By decomposing C(G) into the direct sum of all the ir-
reducible representations and truncating the sum to only a
finite number of them, a formulation of LGT is obtained
on finite dimensional Hilbert spaces. For Abelian gauge
theories furthermore this procedure [39] leads to the al-
ready known gauge magnets or link models [48, 49, 50].
With this group theoretical picture in mind, it is very
easy to directly construct both the projector onto the
physical Hilbert space as a tensor network, and tensor
network ansatz for states defined on it. The general recipe
is given in [72]. Here for concreteness, the construction
is shown for a two-dimensional square lattice. The tensor
network is composed of two elementary tensors. The first
one, Cα,ji,β , a four-index tensor that has all elements zero
except for those corresponding to α = i = β = j. C is ap-
plied to each of the lattice sites and acts as a copy tensor
that transfers the physical state of the links (encoded in
the leg i) to the auxiliary legs α, β.
The two auxiliary legs are introduced to bring the in-
formation to the two sites of the lattices that the link
connects. Thus, the copy tensor C allows the decoupling
of the gauge constraint at the two sites and to impose the
Gauss law individually.
This operation is performed at each site by the second
type of tensor, Gα1α2α3α4 , onto the trivial irreducible repre-
sentation contained in the tensor product Hilbert space
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Figure 8: Variational ansatz for gauge invariant states on
a lattice of 4 × 4 sites and periodic boundary conditions.
The network contains one C per link of the lattice, and
one G every site. The double lines connecting the tensors
are used to remind that each of the elementary tensors
has a double structure, one part dictated by the symme-
try and the other one containing the actual variational
parameters.
Hα1 ⊗Hα2 ⊗Hα3 ⊗Hα4 . The contraction of one C for ev-
ery link with one G for every site gives rise to the desired
projector onto Hp with the structure of a PEPS.
Alternatively, the projector onto Hp can be incorpo-
rated into a variational iPEPS ansatz for gauge invariant
states, by promoting each of its tensor elements to a degen-
eracy tensor along the lines used to build symmetric tensor
network states first introduced in [103]. The gauge invari-
ant tensor network can thus be interpreted as an iPEPS
with a fixed tensor structure dictated by the gauge sym-
metry, where each element is again a tensor. These last
tensors collect the variational parameters of the ansatz.
4.2 Phase diagram and dynamical evolution of Lattice
Gauge Theories with tensor networks
Despite their impressive success, the standard LGT nu-
merical calculations based on Monte Carlo sampling are
of limited use for scenarios that involve a sign problem,
as is the case when including a chemical potential. This
constitutes a fundamental limitation for LQCD regarding
the exploration of the QCD phase diagram at non-zero
baryon density. In contrast, TNS methods do not suffer
from the sign problem, which makes them a suitable al-
ternative tool for exploring such problems, although, it is
challenging to simulate high-dimensional systems.
In this section, it is shown how tensor network tech-
niques could go beyond Monte Carlo calculations, in the
sense, of being able to perform real-time calculations and
phase diagrams with finite density of fermions. Examples
of these achievements appear in [81, 104, 105, 106, 107,
108, 109, 110].
4.2.1 Real-time Dynamics in U(1) Lattice Gauge Theories
with Tensor Networks[105]
One of the main applications of tensor network methods is
real-time dynamics. Motivated by experimental proposals
to realise quantum link model dynamics in optical lattice
experiments, Ref. [105] studied the quench dynamics tak-
ing place in quantum link models (QLMs) when starting
from an initial product state (which is typically one of the
simplest experimental protocols). In particular, the model
under investigation was the U(1) QLM with S = 1 vari-
ables as quantum links, whose dynamics is defined by the
Hamiltonian
H = −t
∑
x
[
ψ†xU
†
x,x+1ψx+1 + ψ
†
x+1Ux,x+1ψx
]
+m
∑
x
(−1)xψ†xψx +
g2
2
∑
x
E2x,x+1 (4)
where ψx defines staggered fermionic fields, Ux,x+1 = S
+
x,x+1
and Ex,x+1 = S
z
x,x+1 are quantum link spin variables;
while the three Hamiltonian terms describe minimal cou-
pling, mass, and electric field potential energy, respec-
tively.
Several types of time evolutions were investigated. Fig. 9
presents the time evolution corresponding to string break-
ing dynamics: the initial state, schematically depicted on
the top of the main panel, consists of a charge and anti-
charge separated by a string of electric field (red region),
and surrounded by the bare vacuum (light yellow). Af-
ter quenching the Hamiltonian dynamics (in this specific
instance, with m = g = 0), the string between the two
dynamical charges breaks (as indicated by a mean value
of the electric field around 0 after a time τt ' 2), and
the charges spread in the vacuum region. For this specific
parameter range, an anti-string is created at intermediate
time-scales τt ' 4. Such string dynamics has also a rather
clear signature in the entanglement pattern of the evolv-
ing state: in particular, it was shown how the speed of
propagation of the particle wave-front extracted from the
local value of the electric field was in very good agreement
with the one extracted from the bipartite entanglement
entropy.
With the same algorithm, it is possible to simulate
the time evolution of a rather rich class of initial states
up to intermediate times. As another example, Ref. [105]
also investigated the scattering taking place between car-
toon meson states at strong coupling g2  1 (at smaller
coupling, investigating scattering requires a careful initial
state preparation, where a finite-momentum eigenstate is
inserted ad hoc onto the MPS describing the dressed vac-
uum). Rather surprisingly, even these simplified scattering
processes were found to generate a single bit of entangle-
ment in a very precise manner.
Closer to an atomic physics implementation with Ryd-
berg atoms is the work [111] where different string dynam-
ics are explored to infer information about the Schwinger
model.
4.2.2 Finite-density phase diagram of a (1+1)-d
non-Abelian lattice gauge theory with tensor networks[106]
By means of the tools introduced in Sec. 4.1.3, in [106, 112]
the authors have studied the finite-density phase diagram
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Figure 9: Real-time evolution of an electric flux string of
length L = 20 embedded in a larger lattice (of length
N = 100) in the vacuum state (the initial cartoon state is
sketched on the top). The electric flux real-time evolution
is shown for m = 0, g = 0, and the time is in units of
t = 1. Figure adapted from Ref. [105].
of a non-Abelian SU(2) and SU(3) lattice gauge theory
in (1+1)-dimensions.
In particular, they introduced a quantum link formu-
lation of an SU(2) gauge invariant model by means of the
Hamiltonian
H = Hcoupl +Hfree +Hbreak (5)
where the first term introduces the coupling between gauge
fields and matter, as
Hcoupl = t
L−1∑
j=1
∑
s,s′=↑,↓
c
[M ]†
j,s Uj,j+1;s,s′c
[M ]
j+1,s′ + H.c., (6)
where c and U are the matter field and parallel transport
operators, j ∈ {1, · · · , L − 1} numbers the lattice sites,
and s ∈ {↑, ↓}. The second gauge term accounts for the
energy of the free field
Hfree =
g20
2
L∑
j=1
[
J
[R]
j−1,j
]2
+
[
J
[L]
j,j+1
]2
= 2g21
L∑
j=1
(
1− n[L]j,↑n[L]j,↓ − n[R]j+1,↑n[R]j+1,↓
)
,
(7)
written in terms of the fermion occupation n
[τ ]
j,s = c
[τ ]†
j,s c
[τ ]
j,s,
where g1 = g0
√
3/8. The last term Hbreak has to be intro-
duced to resolve the undesired accidental local conserva-
tion of the number of fermions
∑
s=↑,↓
(
n
[R]
j,s + n
[M ]
j,s + n
[L]
j,s
)
around every site j, that results in a U(2) theory. This last
term breaks this invariance and thus, the final theory is
an SU(2) gauge invariant one [106].
Figure 10: Phase diagram of the SU(2) lattice gauge
model in the quantum link formalism as a function of
the matter-field coupling and the matter filling (t, fM ).
Two insulating phases appear at large coupling t and
fM = 1, 2/3 embedded in a meson BCS and a simple
liquid phase. Figure from [106].
Finally, by means of a finite-size scaling analysis of
correlation functions, the study of the entanglement en-
tropy and fitting of the central charge of the correspond-
ing conformal field theory, the authors present the rich
finite-density phase diagram of the Hamiltonian (5), as
reported in Fig. 11. In particular, they identify different
phases, some of them appearing only at finite densities and
supported also by some perturbative analysis for small
couplings. At unit filling the system undergoes a phase
transition from a meson superfluid, or meson BCS, state
to a charge density wave via spontaneous chiral symme-
try breaking. At filling two-thirds, a charge density wave
of mesons spreading over neighbouring sites appears, while
for all other fillings explored, the chiral symmetry is re-
stored almost everywhere, and the meson superfluid be-
comes a simple liquid at strong couplings.
Very recently, also a one-dimensional SU(3) gauge the-
ory has been studied with the same approach. In [112],
working on and extending the results reviewed in the pre-
vious paragraph, the authors present an SU(3) gauge in-
variant model in the quantum link formulation, and per-
form an extended numerical analysis on the different phases
of the model. For space reasons, the model Hamiltonian
is not displayed here and the interested reader is referred
to the original publication. However, the main results are:
at filling ν = 3/2, the Kogut-Susskind vacuum, a com-
petition between a chiral and a dimer phase separated
by a small gapless window has been reported. Elsewhere,
only a baryonic liquid is found. The authors also stud-
ied the binding energies between excess quarks on top of
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Figure 11: Phase diagram of the SU(3) lattice gauge
model in quantum link formalism as a function of the
space matter-field coupling t and the matter filling ν, for
bare mass m = 0. Figure from [112].
the vacuum, finding that a single baryon state (three ex-
cess quarks) is a strongly bound one, while two baryons
(six quarks) weakly repel each other. The authors con-
cluded that the studied theory – differently from three
dimensional QCD – disfavours baryon aggregates, such as
atomic nuclei.
4.2.3 Density Induced Phase Transitions in the Schwinger
Model: A Study with Matrix Product States[107]
The potential of TNS methods to deal with scenarios where
standard Monte Carlo techniques are plagued by the sign
problem was explicitly demonstrated in [107] by study-
ing the multi-flavour Schwinger model, in a regime where
conventional Monte Carlo suffers from the sign problem.
The Hamiltonian of the Schwinger model (1) can be mod-
ified to include several fermionic flavours, with indepen-
dent masses and chemical potential, that do not interact
directly with each other but only through the gauge field.
In the case of two-flavours with equal masses studied in
[107] the model has an SU(2) isospin symmetry between
the flavours. For vanishing fermion mass and systems of
fixed volume, the analytical results [113, 114] demonstrate
the existence of an infinite number of particle number sec-
tors, characterised by the imbalance between the num-
ber of fermions of both flavours. The different phases are
separated by first order phase transitions that occur at
fixed and equally separated values of the (rescaled) isospin
chemical potential, independent of the volume, so that the
isospin number of the ground state varies in steps as a
function of the chemical potential (see left panel of Fig.
12).
The numerical calculations in [107] used MPS with
open boundary conditions, and followed the procedure de-
scribed in [67], with the exception that the lattices consid-
ered had constant volume, Lg = N/
√
x. Thus there was
no need for a finite-size extrapolation of the lattice results
(N →∞), but a sufficiently large physical volume Lg had
to be considered. The results reproduced with great accu-
racy the analytical predictions at zero mass, as shown in
the left panel of Fig. 12. While the analytical results can
only cope with massless fermions, the MPS calculation can
be immediately extended to the massive case, for which no
exact results exist. For varying fermion masses, the phase
structure was observed to vary significantly. The location
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Figure 12: (from [107]) Left: Continuum value, for massless
fermions, of the imbalance ∆N in the ground state as
a function of the rescaled isospin chemical potential, for
increasing volumes 2 (red solid), 6 (green dashed) and 8
(blue dash-dotted line). The vertical lines correspond to
the analytical prediction for the phase transitions. The
lower inset shows explicitly the volume dependence of the
successive transition points. Right: Phase diagram in the
mass vs. isospin chemical potential plane for volume Lg =
8. The black crosses mark the computed data points, the
different colours indicate the different phases.
of the transitions for massive fermions depends on the vol-
ume, and the size of the steps is no longer constant. The
right panel of Fig. 12 shows the mass vs. isospin phase
diagram for volume Lg = 8.
The MPS obtained for the ground state allows further
investigation of its properties in the different phases. In
particular, the spatial structure of the chiral condensate,
which was studied in [107] and [115]. While for ∆N = 0,
the condensate is homogeneous, for non-vanishing isospin
number it presents oscillations, with an amplitude close to
the zero density condensate value and a wave-length that,
for a given volume, decreases with the isospin number or
imbalance, but decreases with Lg.
4.2.4 Efficient Basis Formulation for (1+1)-Dimensional
SU(2) Lattice Gauge Theory: Spectral calculations with
matrix product states[108]
A non-Abelian gauge symmetry introduces one further
step in complexity with respect to the Schwinger model,
even in 1+1 dimensions. The simplest case, a continuum
SU(2) gauge theory involving two fermion colours, was
studied numerically with MPS in [108], using a lattice for-
mulation and numerical analysis in the spirit of [67].
The discrete Hamiltonian in the staggered fermion for-
mulation reads [79]
H = 12a
∑N−1
n=1
∑2
`,`′=1
(
φ`n
†
U ``
′
n φ
`′
n+1 + H.c.
)
+m
∑N
n=1
∑2
`=1(−1)nφ`n
†
φ`n +
ag2
2
∑N−1
n=1 J
2
n. (8)
The link operators U ``
′
n are SU(2) matrices in the funda-
mental representation, and can be interpreted as rotation
matrices. The Gauss law constraint is now non-Abelian,
Gτm|Ψ〉 = 0, ∀m, τ , with generators Gτm = Lτm − Rτm−1 −
Qτm, where Q
τ
m =
∑2
`=1
1
2φ
`
m
†
στ``′φ
`′
m are the components
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of the non-Abelian charge at site m (if there are exter-
nal charges, they should be added to Qm). L
τ and Rτ ,
τ ∈ {x, y, z}, generate left and right gauge transforma-
tions on the link, and the colour-electric flux energy is
J2m =
∑
τ L
τ
mL
τ
m =
∑
τ R
τ
mR
τ
m. The Hilbert space of each
link is analogous to that of a quantum rotor, and its basis
elements, for the m-th link, can be labeled by the eigen-
values of Jm, L
z
m and R
z
m, as |jm`m`′m〉.
As in the case of the Schwinger model, it is possible
to truncate the gauge degrees of freedom. This can be
achieved in a gauge invariant manner [46] and was applied
to study the string breaking phenomenon in the discrete
theory in [116]. However, in order to attain precise results
that permit the extraction of a continuum limit, it is con-
venient to work in a more efficient basis, in which gauge
degrees of freedom are integrated out. A first step to re-
duce the number of spurious variables is the color neutral
basis introduced in [117, 118]. In [108], building on that
construction, a new formulation of the model on the phys-
ical subspace is introduced in which the gauge degrees of
freedom are completely integrated out. Nevertheless, it is
still possible to truncate the maximum colour-electric flux
at a finite value jmax in a gauge invariant manner, and
analyse the effect of this truncation on the physics of the
model. This is relevant, for instance, to understand how
to extract continuum quantities from a potential quantum
simulation of the truncated theory. To this end, different
quantities were computed and extrapolated to the contin-
uum, including the ground state energy density, the en-
tanglement entropy in the ground state, the vector mass
gap and its critical exponent for values of the maximum
colour-electric flux jmax = 1/2, 1, 3/2, 2.
The results demonstrated that, while a small trunca-
tion is enough to obtain the correct continuum extrapo-
lated ground state energy density, the situation varies for
the mass gap. In particular (see left panel of Fig.13), if
the truncation is too drastic, it fails to produce a reliable
extrapolation, and only jmax > 1 allowed for precise esti-
mations of the vector mass, and the extraction of a critical
exponent as the gap closes for massless fermions.
Particularly interesting is the study of the entangle-
ment entropy of the vacuum, which can be easily com-
puted from the MPS ansatz, as already demonstrated in
[84] for the Schwinger model. The gauge constraints are
not local with respect to a straightforward bipartition of
the Hilbert space [119, 120], and different contributions to
the entropy can be identified, of which only one is distill-
able, while the others respond only to the gauge invariant
structure of the state. In [108], these different contribu-
tions were computed and their scaling analysed (see Fig.
14 a). For a massive relativistic QFT, as is the case here
for non-vanishing fermion mass, the total entanglement
entropy is predicted to diverge as S = (c/6) log2(ξ/a) [92],
where c is the central charge of the conformal field theory
describing the system at the critical point, in the SU(2)
case, c = 2. This effect could also be studied from the MPS
data (Fig. 14 d), and it was also found to be sensitive to
the truncation, leading to the conclusion that truncations
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Figure 13: (from [108]) Left: Final value of the vector mass
gap (after continuum extrapolation) as a function of the
fermion mass using truncations jmax = 1 (red triangles),
3/2 (green squares) and 2 (magenta diamonds), with the
yellow stars showing results from a strong coupling ex-
pansion [118]. The blue circles correspond to jmax = 1/2,
although the continuum estimation is not reliable in that
case. The dotted lines represent the best fit of the form
γ(m/g)ν . Right: Central charges extracted from the scal-
ing of the entanglement entropy (see panel d in Fig. 14)
for different fermion masses and jmax = 1/2 (blue circles),
1 (red triangles), 3/2 (green squares), and 2(magenta di-
amonds).
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Figure 14: (from [108]) Ground state entropy in the SU(2)
LGT. In (a) the different contributions (distillable in blue
circles) are shown for the entanglement entropy of a chain
of 200 sites, for fermion mass m/g = 0.8 and using
jmax = 2. Panels (b) and (c) show the extrapolations in
bond dimension and system size, and panel (d) shows the
continuum limit for the total entropy, exhibiting the di-
vergent log ag term.
of jmax ≤ 1 would not recover the continuum theory in
the limit of vanishing lattice spacing, as shown by Fig. 13.
4.2.5 Gaussian states for the variational study of
(1+1)-dimensional lattice gauge models [109]
Gaussian states [121, 122, 123], whose density matrix can
be expressed as the exponential of a quadratic function in
the creation and annihilation operators, are widely used
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to describe fermionic as well as bosonic quantum many-
body systems. They fulfill Wick’s theorem and thus can
be completely described in terms of a covariance matrix,
with a dimension that scales only linearly in the system
size. This provides a very efficient representation of the
quantum many-body state, which can be used as a varia-
tional ansatz. But in systems with interacting bosons and
fermions, as is the case for lattice gauge theories with
gauge and matter degrees of freedom, Gaussian states
present a severe limitation, since they cannot describe any
correlations between the two types of fields.
However, as was recently shown [124], generalised ansa¨tze
that combine non-Gaussian unitary transformations with
a Gaussian ansatz in the suitable basis, can be success-
fully used to approximate static and dynamic properties
of systems containing fermions and bosons, also in higher
dimensions. In [109] this approach was shown to work
for (1+1)-dimensional lattice gauge theories. More explic-
itly, a set of unitary transformations was introduced that
completely disentangle the gauge and matter degrees of
freedom for any gauge symmetry given by a compact Lie
group and a unitary representation. This allows for new
ways of studying these lattice gauge theories.
The particular cases of U(1) and SU(2) were explic-
itly studied in [109]. For U(1), the resulting Hamiltonian
is the one proposed by Hamer, Weihong, and Oitmaa
in [125], which has been used for numerical calculations
[125, 67, 104], and has been experimentally implemented
with trapped ions in a pioneering quantum simulation
[47]. The general character of the decoupling transforma-
tions thus provides alternative formulations of other lat-
tice gauge theories which can be suitable for experimental
implementation with the advantage of being directly de-
fined in the physical space and not requiring the explicit
realisation of any gauge degrees of freedom.
With a numerical perspective, [109] addressed the de-
coupled formulation using a Gaussian variational ansatz,
and used it to investigate static and dynamical aspects
of string breaking in the Abelian U(1) and non-Abelian
SU(2) gauge models. In the U(1) case, the formulation
directly allows the study of the real-time string breaking
phenomenon in the presence of static external or dynamic
charge. In the SU(2) case, only the case of static external
charges was studied, using another unitary transformation
that decouples them from the dynamical fermions. The
Gaussian approach was capable of capturing the essen-
tial features of the phenomenon, both the static properties
and the out-of-equilibrium dynamics (see Fig. 15). The re-
sults showed excellent agreement with previous TNS sim-
ulations over a broad range of the parameter space, de-
spite the number of variational parameters in the Gaus-
sian ansatz being much smaller. The approach could be
extended and used for further non-equilibrium simulations
of other LGTs.
Figure 15: String breaking in U(1) (left column) and
SU(2) (right column) LGT (from [109]). The upper row
of plots shows the static potential between two external
charges as a function of the distance, at fixed lattice spac-
ing, for different values of the fermion mass, computed
with MPS (crosses on the left, circles on the right) and
a Gaussian ansatz (solid lines on the left, triangles and
asterisks on the right). The left plot corresponds to two
unit charges in the U(1) LGT, and several fermion masses,
while the right plot shows the corresponding calculation in
the SU(2) case for a pair of external static charges carry-
ing s = 1/2. The lower row shows the real-time evolution
of a string created on top of the interacting vacuum. On
the left, for the U(1) case, the edges are dynamical charges
and can propagate, while on the right, for SU(2), they
are static. In both cases, the color indicates the chromo-
electric flux on each link as a function of time.
4.2.6 Thermal evolution of the Schwinger model [81, 104]
TNS ansa¨tze can also describe density operators, in par-
ticular thermal equilibrium states, and can therefore be
used to study the behaviour of a LGT at finite tempera-
ture. This approach was followed in [104, 81], which em-
ployed a purification ansatz [126] to represent the thermal
equilibrium state as a matrix product operator (MPO).
At infinite temperature, gβ = 0, the thermal equilibrium
state is maximally mixed, and has an exact representation
as a simple MPO. By applying imaginary time evolution
on this MPO [126, 127], a whole range of temperatures can
be studied. A relevant observable to analyse in the case of
the Schwinger model is again the chiral condensate (see
Fig.16). In the massless case, the chiral symmetry is bro-
ken (due to an anomaly), and the condensate has a non-
zero value in the ground state. The symmetry is smoothly
restored at infinite temperature, as demonstrated analyt-
ically in [128].
In [104, 81] a finite size MPO ansatz was used in the
physical subspace, i.e., after integrating out the gauge de-
grees of freedom. The imaginary time (thermal) evolution
was applied in discrete steps, making use of a Suzuki-
Trotter approximation, and after each step a variational
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Figure 16: Chiral condensate in thermal equilibrium in the
continuum as a function of temperature for massless (left,
from [104]) and massive fermions (right, from [81]). The
solid line on the left shows the analytical prediction for the
restoration of the chiral symmetry, while the data points
show results obtained with MPO using two different ap-
proximations for the evolution operators. For the massive
case on the right the horizontal line shows the value at
zero temperature (computed numerically with MPS) and
the solid blue line the approximation by Hosotani and Ro-
driguez [129] (which is exact only at very small masses).
optimisation was used to truncate the bond dimension of
the ansatz. In the physical subspace, the long-range inter-
actions among charges pose a problem for standard TN
approximations of the exponential evolution operators.
Two alternatives were considered to apply the discrete
steps as MPO. In one of them, the long-range exponential
was approximated by a Taylor expansion. In the other, an
exact MPO expression of the exponential of the long-range
term was used, taking advantage of the fact that it is di-
agonal in the occupation basis. For the application to be
efficient, a truncation was introduced in this MPO, which
was equivalent to a cut-off in the electric flux that any link
in the lattice can carry. The second approach was found
to be more efficient, and a small cut-off was sufficient for
convergence over the whole range of parameters explored.
With this method, the chiral condensate in the contin-
uum was evaluated from inverse temperature gβ = 0 to
gβ ∼ O(10) both for massless and massive fermions. For
non-vanishing fermion masses, the condensate diverges in
the continuum, and a renormalisation scheme has to be
adopted that subtracts the divergence. In [81] this was
achieved by subtracting the value of the condensate at zero
temperature in the non-interacting case, after the finite-
size extrapolation.
The continuum limit was performed for each value of
the temperature in a manner similar to [67]. The width
of the time step in the Trotter approximation introduced
an additional source of error, and required an additional
extrapolation. However, the form of the step width ex-
trapolation is given by the order of the Suzuki-Trotter
approximation, and this step did not affect the final pre-
cision, which again turned out to be controlled by the
continuum limit.
All in all, the technique allowed for reliable extrapo-
lations in bond dimension, step width, system size and
lattice spacing, with a systematic estimation and control
t · g
0 3 6 9 12 15 18
0
0.1
0.2
0.3
0.4
N(t)
N(t)
Nβ0±0.05
(a)
t · g
0 3 6 9 12 15 18
-1.5
-1
-0.5
0
0.5
1
1.5
E(t)/g
0.75
1.25
1.5
α
(b)
Figure 17: : Real-time evolutions for electric field
quenches, E(0)/g = 0.75, 1, 25, 1.5, for m/g = 0.25 . N(t)
is the (vacuum subtracted) particle density, E(t) is the
electric field. In (a) the dotted lines show the
corresponding thermal values (within a temperature
interval ∆β = 0.1). In (b) the dotted lines show the
result for the corresponding semi-classical simulations
[87].
of all error sources involved in the calculation. Notably, al-
though the large temperature regime of the lattice model
is easier to describe by a MPO, the lattice effects are also
more important, which resulted in larger errors after the
continuum extrapolation. As the temperature decreases,
the errors from the lattice effects become less relevant,
but the truncation errors from the MPO approximation
accumulate, so that they dominate the low-temperature
regime. In conclusion, these results further validate the
TNS approach as a tool to investigate the phase diagram
of a quantum gauge theory.
4.2.7 Finite temperature and real-time simulation of the
Schwinger model [73, 86, 87]
Finite temperature. In [86] different aspects of the finite
temperature physics of the Schwinger model were studied.
For different temperatures the appropriate gauge invariant
Gibbs states were obtained from imaginary time evolution
on a purification of the identity operator. Among the dif-
ferent results here the computation of the temperature
dependent renormalised chiral condensate is quoted, in
agreement with the analytical result for m/g = 0 and the
numerical results of [104] for m/g 6= 0. Furthermore, the
study of the temperature-dependence of the energy den-
sity in an electric background field allowed for the study
of an effective deconfinement transition. For half-integer
background fields the expected restoration of the C sym-
metry at non-zero temperature was also verified.
Real-time simulations. Finally, some of the most rel-
evant results on the real-time simulations of [73, 87] are:
an intriguing effect in the Schwinger model concerns the
non-equilibrium dynamics after a quench that is induced
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by the application of a uniform electric field onto the
ground state at time t = 0. Physically, this process cor-
responds to the so-called Schwinger pair creation mecha-
nism [89] in which an external electric field separates vir-
tual electron-positron dipoles to become real electrons and
positrons. The original derivation [89] involved a classical
background field, neglecting any back-reaction of the cre-
ated particle pairs on the electric field. In [130, 131] this
back-reaction was taken into account at the semi-classical
level. The real-time MPS simulations of [73, 87] provide
the first full quantum simulation of this non-equilibrium
process. In Fig. 17 a sample result is shown, for the case of
large initial electric fields. After a brief initial time inter-
val of particle production, a regime can be observed with
damped oscillations of the electric field and particle den-
sities going to a constant value. This is in line with the
semi-classical results, but as can be seen in figure 17(b)
there is a quantitative difference, with a stronger damping,
especially for the smaller fields. Finite temperature MPS
simulations also allow a comparison with the purported
equilibrium thermal values (figure 17 (a)).
4.2.8 Phase Diagram and Conformal String Excitations of
Square Ice using Gauge Invariant Matrix Product
States [110]
The examples discussed above widely demonstrate the
computational capabilities of tensor network methods in
dealing with (1+1)-d lattice gauge theories. Ref. [110] re-
ports instead results on a two-dimensional U(1) gauge
theory, the (2+1)-d quantum link model, also known as
square ice (for tensor network results on a theory with
discrete gauge group, see Ref. [97]).
The main difference between square ice and a con-
ventional U(1) LGT is that the gauge fields now span a
two-dimensional Hilbert space, and parallel transporters
are replaced by spin operators. The system Hamiltonian
reads:
H =
∑

(−f + λf2) (9)
where the summation goes over all plaquettes of a square
lattice, and the plaquette operator f = σ+µ1σ
+
µ2σ
−
µ3σ
−
µ4 +
H.c. flips the spins on the links µ1, ..., µ4 of oriented pla-
quettes. The first term corresponds to the magnetic field
interaction energy, while the second term is a potential
energy for flippable plaquettes. There is no direct electric
field energy since the spin representation is S = 1/2.
The phase diagram of the model has been determined
using a variety of methods, including exact diagonalisa-
tion [132] and quantum Monte Carlo [51]. There are two
critical points: one is the so-called Rokshar-Kivelson point
at λ = 1, where the ground state wave function is fac-
torised into an equal weight superposition of closed loops [52].
This points separates a columnar phase at λ > 1 from a
resonating valence-bond solid (RVBS). The latter is sep-
arated from a Ne´el phase by a weak first order transition
point at around λ ' 0.36 [132, 51]. All of these phases
are confining. The richness of its phase diagram and the
possibility of carrying out precise MC simulations make
this an ideal model for testing tensor network techniques
for (2+1)-d lattice gauge theories.
Ref. [110] presents an analysis based on several observ-
ables computed in Lx×Ly cylinder geometries to mitigate
entanglement growth as a function of the system size. The
method of choice was an iTEBD algorithm applied on an
MPS ansatz. Beyond simplicity and numerical stability
of the algorithm, the main technical advantage of this ap-
proach is that re-arranging the MPS in columns allows the
integration of the Gauss law in a relatively simple manner.
In the first part, conventional LGT diagnostics, such
as the scaling of order parameters for the ordered phase,
and the decay of Wilson loops, were analysed. The main
conclusion is that TN methods can reach system sizes
well beyond ED with the necessary accuracy for determin-
ing order parameters and correlation functions. However,
the system sizes achieved (up to 600 spins) were smaller
when compared to the ones accessible with QMC: this pre-
vented, for instance, a systematic study of Wilson loops,
that were found to be particularly sensitive to finite vol-
umes and open boundary conditions.
The second part of the work instead focused on entan-
glement properties of string states, which are generated
by introducing two static charges in the system at given
distance `. Some results on the entropy difference between
the string and ground states are depicted in Fig. 18a-b: in
the region of space between the two charges (n ∈ [11, 20]
in the panels), this entropy difference is compatible with a
conformal field theory scaling, with a central charge that
is compatible with 1 in a large parameter regime within
the RVBS phase (Fig. 18c), where finite volume effects
are moderate. These results represent an entanglement
proof of the conformal behaviour of string excitations in
a confining theory, which is a well established fact in non-
Abelian (3+1)-d cases as determined from the string en-
ergetics [133].
5 Quantum computation and digital quantum
simulation
There are two avenues towards quantum simulations - ana-
log and digital. In analog simulations, the degrees of free-
dom of the original system and the dynamical evolutions,
are mapped to the simulating system. In digital simula-
tions, the simulating system is evolving forward in time
stroboscopically, by applying a sequence of short quan-
tum operations. In this section, the digital quantum sim-
ulation approach to high-energy models is reviewed, while
the analogue quantum simulation is described in the fol-
lowing one.
5.1 Quantum and Hybrid Algorithms for Quantum
Field Theories
Quantum information, in general, and quantum compu-
tation, in particular, have brought new tools and per-
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Figure 18: (a) Increase in von Neumann entropy after in-
sertion of two static charges ±1 at distance ` = 9 on a
30 × 10 lattice. Entropies taken at vertical cuts of the
cylinder between sites n, n + 1. Between the charges, a
Calabrese–Cardy fit (red) yields a central charge c as
shown for λ = −0.2 (left) and λ = 0.7 (right). (b) Cen-
tral charges c over coupling parameter λ for system sizes
24×8 (grey boxes) and 30×10 (blue points), ` = 5 (open)
and ` = 9 (filled symbols). For λ ∈ [0.7, 1) (dashed lines),
resonant plaquettes on both sub-lattices where found in
superposition when charges where present, increasing the
entanglement entropy compared to the system without
charges. For λ = 1, exact ground state results are shown.
Bare fit-errors are smaller than point sizes. Figure taken
from Ref. [110].
spectives for the calculation and computation of strongly
correlated quantum systems. Understanding a dynamical
process as a quantum circuit or the action of a measure-
ment as a projection in a Hilbert space are just two in-
stances of this quantum framework. In this section, two
relevant articles [134, 135] are described where these new
approaches are used.
5.1.1 Quantum Algorithms for Quantum Field Theories[134]
Quantum computers can efficiently calculate scattering
probabilities in φ4 theory to arbitrary precision at both
weak and strong coupling with real-time dynamics, con-
trary to what is achieved in LGT where the scattering
data can also be computed in Euclidean simulations [136,
137, 138]. In [134], Jordan et al. developed a (construc-
tive) quantum algorithm that could compute relativistic
scattering probabilities in a massive quantum field theory
with quartic self-interactions (φ4 theory) in space-time of
four and fewer dimensions and solve the equations of QFT
efficiently that can be compared with the data from parti-
cle accelerators. The proposed algorithm is polynomial in
the number of particles, their energy, and the desired pre-
cision. In the limit of the so-called strong coupling of QFT,
the algorithm actually provides an exponential accelera-
tion with respect to the best known classical algorithms.
This work is based on three important technical achieve-
ments. First, continuous fields can be accurately repre-
sented by a finite number of qubits whose coordinates form
a lattice. This achievement is highly non-trivial, because
QFTs are contaminated by infinite values of various quan-
tities that must be cured by using renormalisation and
regularisation methods, both of which feature naturally
in the discussed algorithm. Second, one bottleneck for an
efficient implementation of the simulation, the prepara-
tion of the initial state, is achieved by a preparation of
particles in the form of wave packets. Third, the time evo-
lution is split into the action of local quantum gates. This
procedure works well for local theories (field theories dis-
cretised on a finite space-time mesh) whose accuracy and
convergence must be controlled. Hence, quantum compu-
tation for continuous fields can be achieved in a controlled
way and with an exponential quantum speedup.
More concretely, the scalar field Hamiltonian in D− 1
spatial dimensions reads H = Hpi +Hφ with
Hpi =
∑
x
aD−1
2
pi (x)
2
Hφ =
∑
x
aD−1
2
(
∇φ (x)2 +m20φ (x)2 +
λ0
12
φ (x)
4
) (10)
The conjugate variables φ(x) and pi(x) obey the canonical
commutation relations [φ (x) , φ (y)] = [pi (x) , pi (y)] = 0,
[φ (x) , pi (y)] = i
aD−1 δ (x, y).
If the coefficient λ0 vanishes, then the Hamiltonian is
quadratic in the variables φ and pi. In that case, the theory
is Gaussian, describes a massive non-interacting particle
and it can be solved exactly. The complete Hamiltonian is
the sum of two terms, one is diagonal in the pi basis, while
the other is diagonal in the φ basis. Choosing a small time
step , then exp (−iH) ∼ exp (−iHpi) exp (−iHφ) +
O
(
2
)
. It is easy to simulate time evolution governed by
the diagonal Hamiltonian Hpi or Hφ, evolving the system
using the field Fourier transform to alternate back and
forth between the pi and φ bases, and applying a diagonal
evolution operator in each small time step.
5.1.2 Simulations of Subatomic Many-Body Physics on a
Quantum Frequency Processor[135]
The emerging paradigm for solving optimisation problems
using near-term quantum technology is a kind of hybrid
quantum-classical algorithm. In this scheme, a quantum
processor prepares an n-qubit state, then all the qubits
are measured and the measurement outcomes are pro-
cessed using a classical optimiser; this classical optimiser
instructs the quantum processor to alter slightly how the
n-qubit state is prepared. This cycle is repeated many
times until it converges to a quantum state from which
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the approximate solution can be extracted. When applied
to classical combinatorial optimisation problems, this pro-
cedure goes by the name Quantum Approximate Optimi-
sation Algorithm (QAOA) [139]. But it can also be ap-
plied to quantum problems, like finding low-energy states
of many-particle quantum systems (large molecules, for
example). When applied to quantum problems this hybrid
quantum-classical procedure goes by the name Variational
Quantum Eigensolver (VQE).
Hence, VQE algorithms provide a scalable path to
solve grand challenge problems in subatomic physics on
quantum devices in the near future. One way to imple-
ment VQE optically is using a quantum frequency pro-
cessor (QFP). A variety of basic quantum functionali-
ties have recently been demonstrated experimentally in
this approach. A QFP is a photonic device that processes
quantum information encoded in a comb of equi-spaced
narrow band frequency bins. Mathematically, the QFP is
described by a unitary mode transformation matrix V that
connects input and output modes.
In [135] it was demonstrated how augmenting classi-
cal calculations with their quantum counterparts offers a
roadmap for quantum-enabled subatomic physics simula-
tions. More concretely, a subatomic system can be simu-
lated as a collection of nucleons with effective field the-
ory (EFT) parameters input from experimental data or
ab-initio calculations. Using a photonic QFP, the ground
state energies of several light nuclei using experimentally
determined EFT parameters were computed in [135].
The VQE algorithm calculates the binding energies of
the atomic nuclei 3H, 3He, and 4He. Further, for the first
time, a VQE was employed to determine the effective in-
teraction potential between composite particles directly
from an underlying lattice quantum gauge field theory,
the Schwinger model. This serves as an important demon-
stration of how EFTs themselves can be both implemented
and determined from first principles by means of quantum
simulations.
5.2 Digital quantum simulation with trapped ions
Due to the high degree of quantum control of trapped
ions platforms, they can be seen as prototypes of universal
quantum simulators. In the following sections, two appli-
cations are described that realise experimentally the idea
of a quantum simulator for high-energy processes.
5.2.1 Real-time dynamics of lattice gauge theories with a
few-qubit quantum computer[47, 140]
The article [47] reports on the first digital quantum sim-
ulation of a gauge theory from high-energy physics and
entails a theoretical proposal along with its realisation on
a trapped ion quantum computer [141, 142]. This sim-
ulation addresses quantum electrodynamics in one spa-
tial and one temporal dimension, the so-called Schwinger
model [143, 144].
In [47, 140], the coherent real-time dynamics of sponta-
neous particle-anti-particle pair creation has been studied.
Such dynamical processes cannot be addressed with con-
ventional Markov Chain Monte Carlo methods due to the
sign problem [145] preventing the simulation of time evo-
lutions. The experiment performed in [47, 140] realises a
Trotter time evolution [146] based on the Kogut-Susskind
Hamiltonian formulation of the Schwinger model [147].
The simulation protocol used in this demonstration is custom-
tailored to the experimental platform and based on elimi-
nating the gauge degrees of freedom. The Schwinger model
entails dynamical matter and gauge fields (electromag-
netic fields). The gauge degrees of freedom are analyt-
ically integrated out [148], which leads to a pure matter
model that can be cast in the form of an exotic spin model
that features two-body terms and long-range interactions.
The gauge bosons do not appear explicitly in the descrip-
tion but are included implicitly in the form of long-range
interactions. The resulting encoded model is gauge invari-
ant at all energy scales and allows one to simulate the full
infinite-dimensional Hamiltonian. This approach is well
matched to simulators based on trapped ions [141, 142],
which naturally feature a long-range interaction and hence
allow for a very efficient implementation of the encoded
Schwinger model. The Trotter protocol that has been de-
vised in [47, 140] can be realised in a scalable and resource-
optimised fashion. The number of Trotter steps is ideal
for the required ion-ion coupling matrix and scales only
linearly in the number of lattice sites N . Moreover, the
protocol is designed such that Trotter errors do not lead
to gauge variant contributions.
The experiment [47, 140] has been carried out for N =
4 lattice sites (i.e., using four qubits) and a gate sequence
comprising more than 200 gate operations. The used re-
sources are high-fidelity local gate operations and the so-
called Mølmer-Sorensen gates [149] with all-to-all connec-
tivity between the individual ions. The qubit states are
encoded in electronic sub-levels of the ions. In the exper-
iment, a quench has been performed in which the bare
vacuum (i.e., the ground state for infinite fermion mass)
has been prepared, followed by a Trotterised time evo-
lution under the encoded Schwinger Hamiltonian, which
leads to the generation of particle-anti-particle pairs. This
type of experiment can also be performed starting from
the dressed vacuum (i.e., an eigenstate of the full Hamil-
tonian for finite fermion mass), which is a highly entan-
gled state that can be prepared on a trapped ion quantum
simulator using the method demonstrated in [150] (see
Sec. 5.2.2 below). In this case, a quench to generate pair
creation events would involve the time evolution under
the Schwinger Hamiltonian including background electric
fields. Including electric background fields to the encoded
Schwinger Hamiltonian leads to additional local terms and
therefore requires only minor modifications in the quan-
tum simulation protocol [140]. Using trapped ions, high-
fidelity measurements can be made using fluoresce detec-
tion [141, 142]. In [47, 140] local measurements in the z-
basis have been used to study the site-resolved particle
number density and electric field distribution in real-time
20 M.C. Ban˜uls et al.: Simulating Lattice Gauge Theories within Quantum Technologies
0
0.2
0.4
0.6
0.8
0 1 2 3
ν
(t
)
wt
m/w = 0
m/w = 1/2
m/w = 1
0
0.5
1
1.5
2
0 1 2 3
S
(t
)
wt
m/w = 0
m/w = 1/2
m/w = 1
vac vac vac vac vac vac vac
1 2 3 4 5 6 7 8 9 10
pair creation
vac vac vac vac vac vac vac vac
1 2 3 4 5 6 7 8 9 10
0 1 2 3
0
0.5
1.5
1
2
t
S
(t
)
Entanglement
Spontaneous pair creation
a)
vacvacvac e—e+
b) c)
0 1 2 3
0
0.2
0.
0.6
⌫
(t
)
Particle number density
w
vac vac vac vac vac vac vac
1 2 3 4 5 6 7 8 9 10
pair creation
vac vac vac vac vac vac vac vac
1 2 3 4 5 6 7 8 9 10
0
0.5
1
1.5
2
2.5
0 1 2 3 4 5
S
(t
)
wt
m/w = 0
m/w = 1/2
m/w = 2
0 1 2 3 4 5
0
0.5
1.5
1
2
2.5
t
S
(t
)
Entanglement
Spontaneous pair creation
a)
vacvacvac e— e+
b) c)
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0 1 2 3 4 5
ν
(t
)
wt
m/w = 0
m/w = 1/2
m/w = 2
0 1 2 3 4 5
0
0.2
0.4
0.6
⌫
(t
)
Particle number density
w
vac vac vac vac vac vac vac
1 2 3 4 5 6 7 8 9 10
pair creation
vac vac vac vac vac vac vac vac
1 2 3 4 5 6 7 8 9 10
0
0.5
1
1.5
2
2.5
0 1 2 3 4 5
S
(t
)
wt
m/w = 0
m/w = 1/2
m/w = 2
0 1 2 3 4 5
0
0.5
1.5
1
2
2.5
t
S
(t
)
Entanglement
Spontaneous pair creation
a)
vacvacvac e— e+
b) c)
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0 1 2 3 4 5
ν
(t
)
wt
m/w = 0
m/w = 1/2
m/w = 2
0 1 2 3 4 5
0
0.2
0.4
0.6
⌫
(t
)
Particle number density
w
vac vac vac vac vac vac v
1 2 3 4 5 6
i i
c vac vac vac vac vac vac
3 4 5 6 7 8 9 10
.
.
.
0 1 2 3 4 5
S
(t
)
wt
/w = 0
/ 1/2
/w = 2
2 3 4 5
S
(t
)
Entanglement
ti
a)
e— e+
b)
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0 1 2 3
ν
(t
)
wt
0 1 2
0
.2
.4
.6
⌫
(t
)
Particle n r i
vac vac vac vac vac vac vac
1 2 3 4 5 6 7 8 9 10
pair creation
vac vac vac vac vac vac vac
1 2 3 4 5 6 7 8 9 10
0
0.5
1
1.5
2
2.5
0 1 2 3 4 5
S
(t
)
wt
m/w = 0
m/w = 1/2
m/w = 2
0 1 2 3 4 5
0
0.5
1.5
1
2
2.5
t
S
(t
)
Entanglement
Spontaneous pair creation
a)
vacvacvac e— e+
b) c)
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0 1 2 3 4 5
ν
(t
)
wt
m/w = 0
m/w = 1/2
m/w = 2
0 1 2 3 4 5
0
0.2
0.4
0.6
⌫
(t
)
Particle number density
w
vac vac vac vac vac vac vac
1 2 3 4 5 6 7 8 9 10
pair creation
vac vac vac vac vac vac vac vac
1 2 3 4 5 6 7 8 9 10
0.5
1
1.5
2
2.5
0 1 2 3 4 5
S
(t
)
wt
m/w = 0
m/w = 1/2
m/w = 2
0 1 2 3 4 5
0
0.5
1.5
1
2
.5
t
S
(t
)
Entanglement
Spontaneous pair creation
a)
vacvacvac e— e+
b) c)
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0 1 2 3 4 5
ν
(t
)
wt
/
/w
/ 2
0 1 2 3 4 5
0
0.2
0.4
0.6
⌫
(t
)
Particle number density
w
vac vac vac vac vac vac
1 2 3 4 5 6 7 8 9 1
 reation
vac vac vac vac vac v vac
1 2 3 4 5 6 7 8 9 10
0
0.5
1
1.5
2.5
0 1 2 3 4 5
S
(t
)
wt
/ 0
/ 1/2
/ 2
0 1 2 3 4 5
0
0.5
1.
1
2.
t
S
(t
)
Entangl ent
Spo t  air creation
a)
vacvac e— e+
b) c)
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0 1 2 3 4
ν
(t
)
wt
w
1
m w
1 2 3 4
0
0.2
0.4
0.6
⌫
(t
)
Particle nu ber density
w
0.
Figure 19: Simulation of particle production out of the bare vacuum. (a) Pair creation in the encoded Schwinger
model. The left spin configuration corresponds to the bare vacuum state. The right configuration displays a state
with one particle-anti-particle pair. (b,c) Instability of the bare vacuum: (b) Particle number density ν(t) and (c)
entanglement entropy S(t) for J/w = 1 and different values of m/w, where J and w quantify the electric field energy
and the rate at which particle-anti-particle pairs are produced, and m is the fermion mass, for the lattice Hamiltonian
Hˆlat = w
∑
n
[
σˆ+n σˆ
−
n+1 + H.C.
]
+ m2
∑
n (−1)n σˆzn + J
∑
n Lˆ
2
n. (b) After a fast transient pair creation regime, the
increased particle density favours particle-anti-particle recombination inducing a decrease of ν(t). This non-equilibrium
interplay of regimes with either dominating production or recombination continues over time and leads to an oscillatory
behaviour of ν(t) with a slowly decaying envelope. (c) The entanglement entropy S(t) quantifies the entanglement
between the left and the right half of the system, generated by the creation of particle-anti-particle pairs that are
distributed across the two halves. An increasing particle mass m suppresses the generation of entanglement. From
[140]
as a function of the fermion mass. This type of analy-
sis can be directly scaled up to larger system sizes. The
experiment [47, 140] probed also the entanglement gen-
erated during pair creation, which can be done for small
system sizes and involved the measurement of the den-
sity matrix of the spin system. As shown in [47, 140], the
entanglement of the encoded model corresponds to the
entanglement in the original model involving both gauge
fields and fermions.
5.2.2 Self-Verifying Variational Quantum Simulation of the
Lattice Schwinger Model[150]
In this article, a quantum co-processor successfully sim-
ulated particle physics phenomena on 20 qubits for the
first time. The experiment uses new methods with a pro-
grammable ion trap quantum computer with 20 quan-
tum bits as a quantum co-processor, in which quantum
mechanical calculations that reach the limits of classical
computers are outsourced. For this, a sophisticated opti-
misation algorithm has been developed that, after about
100,000 uses of the quantum co-processor by the classi-
cal computer, leads to the result. In this way, the pro-
grammable variational quantum simulator has simulated
the spontaneous creation and destruction of pairs of el-
ementary particles from a vacuum state on 20 quantum
bits.
An analog quantum processor prepares trial states,
quantum states that are used to evaluate physical quanti-
ties. The classical computer analyses the results of these
evaluations, with the aim of optimising certain adjustable
(variational) parameters on which the trial states depend.
This computer then suggests improved parameters to its
quantum co-worker in a feedback loop. In the study, the
quantum device contains a line of atomic ions that each
represent a qubit. This set-up is used to carry out quan-
tum simulations of the ground state of electrons coupled
to light, a system that is described by the theory of quan-
tum electrodynamics in one spatial dimension.
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5.3 Digital quantum simulation with superconducting
circuits
This section reviews the possibility to perform digital quan-
tum simulation of lattice gauge theories with supercon-
ducting circuits[44].
5.3.1 Non-Abelian SU(2) Lattice Gauge Theories in
Superconducting Circuits[44]
Superconducting circuits have proven to be reliable de-
vices that can host quantum information and simulation
processes. The possibility to perform quantum gates with
high fidelities, together with high coherence times, makes
them ideal devices for the realisation of digital quantum
simulations. In [44], a digital quantum simulation of a non-
Abelian dynamical SU(2) gauge theory is proposed in a
superconducting device. The proposal starts from a mini-
mal setup, based on a triangular lattice, that can encode
pure-gauge dynamics. The degrees of freedom of a sin-
gle triangular plaquette of this lattice are encoded into
qubits. Two implementations of this quantum simulator
are described, using two different superconducting circuit
architectures. A setup in which six tunable-coupling trans-
mon qubits are coupled to a single microwave resonator is
considered, and a device where six capacitively coupled
Xmon qubits stand on a triangular geometry, coupled to
a central auxiliary one. The experimental requirements
necessary to perform the simulation on one plaquette are
characterised and arguments for scaling to large lattices
are also given in [44].
A minimal implementation of a pure SU(2) invariant
model in a triangular lattice is considered by using trian-
gular plaquettes. In this case, the pure-gauge Hamiltonian
on a single plaquette reads
HT = −J Tr [U(x, µˆ)U(x+ µˆ, νˆ)U(x+ µˆ+ νˆ,−µˆ− νˆ)] .
(11)
This interaction corresponds to the magnetic term of a
gauge invariant dynamics, which acts on closed loops.
Due to gauge invariance, the local Hilbert space of a
link is four dimensional, and it can be faithfully spanned
by two qubits, called “position” σapos and “spin” qubit σ
a
m.
In this subspace, it is useful to define the operators Γ 0 =
σxposσ
0
m, Γ
a = σyposσ
a
m, such that the total Hamiltonian is
written as
HT = −J
{
Γ 012Γ
0
23Γ
0
31 +
∑
abc
abcΓ
a
12Γ
b
23Γ
c
31 (12)
−
∑
a
[
Γ 012Γ
a
23Γ
a
31 + Γ
a
12Γ
0
23Γ
a
31 + Γ
a
12Γ
a
23Γ
0
31
]}
.
In order to simulate the interaction of Eq. (12), one
can decompose its dynamics in terms of many-body mono-
mials, and implement them sequentially with a digitised
approximation. In a digital approach, one decomposes the
dynamics of a Hamiltonian H =
∑m
k=1 hk by implement-
ing its components stepwise, e−iHt ≈ (∏mk=1 e−ihkt/N)N
a)
b)
L R
LR
L R
c)
1
23
Side 1
Side 2Side 3
1 2 3
~x ~x+ µˆ
~x+ µˆ+ ⌫ˆ
Figure 20: (Color online) a) Six tunable-coupling trans-
mon qubits coupled to a single microwave resonator. b)
Six Xmon qubits on a triangular geometry, coupled to a
central one. The box 1 in the scheme is implicitly repeated
for the sides 2 and 3. Both setups can encode the dynam-
ics of the SU(2) triangular plaquette model schematised
in c), where the left and right gauge degrees of freedom
are explicitly depicted. From [44].
(here and in the following ~ = 1), for a total ofm×N gates,
with an approximation error that goes to zero as the num-
ber of repetitions N grows. In a practical experiment, each
quantum gate e−ihkt will be affected by a given error k.
By piling up sequences of such gates, for small gate er-
rors k  1, the total protocol will be affected by a global
error, which is approximately the sum  ≈∑k k.
To simulate the pure-gauge interaction in a single tri-
angular plaquette, first, a setup with six tunable-coupling
transmon qubits coupled to a single microwave resonator
is considered. Each tunable-coupling qubit is built using
three superconducting islands, connected by two SQUID
loops. Acting on these loops with magnetic fluxes, one
can modify the coupling of the qubits with the resonator,
without changing their transition frequencies. By thread-
ing with magnetic fluxes at high frequencies, one can drive
simultaneous red and blue detuned sidebands, and per-
form collective gates. Each many-body operator can be
realised as a sequence of collective and single-qubit gates.
A second architecture is considered where six Xmon
qubits in a triangular geometry are capacitively coupled
with an additional central ancillary qubit. In this case,
the collective interactions can be decomposed and per-
formed with pairwise C-phase gates, using the central
ancillary qubit to mediate non-nearest-neighbour interac-
tions. In this way, the quantum simulation of one digital
step of the Hamiltonian in Eq. (12) will amount to realise
168 C-phase gates and a number of single-qubit rotations
which is upper bounded by 520.
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5.4 Digital quantum simulation with ultra-cold atoms
Digital quantum simulators show the possibility to achieve
universal quantum computation. Among the most promis-
ing platforms are the ones built with ultra-cold atoms.
In this section, several instances are shown using optical
lattices and Rydberg platforms where even a completely
gauge invariant simulation could be achieved [151, 39, 42,
152, 153].
5.4.1 A Rydberg Quantum Simulator[151]
Figure 21: Setup of the system: a) Two internal states
|A〉i and |B〉i give rise to an effective spin degree of free-
dom. These states are coupled to a Rydberg state |R〉i in
two-photon resonance, establishing an electromagnetically
induced transparency (EIT) condition. On the other hand,
the control atom has two internal states |0〉c and |1〉c. The
state |1〉c can be coherently excited to a Rydberg state |r〉c
with Rabi frequency Ωr, and can be optically pumped into
the state |0〉c for initialising the control qubit. b) For the
toric code, the system atoms are located on the links of
a two-dimensional square lattice, with the control qubits
in the centre of each plaquette for the interaction Ap and
on the sites of the lattice for the interaction Bs. Setup
required for the implementation of the color code (c), and
the U(1) lattice gauge theory (d). From [151].
A universal quantum simulator is a controlled quan-
tum device that faithfully reproduces the dynamics of
any other many-particle quantum system with short-range
interactions. This dynamics can refer to both coherent
Hamiltonian and dissipative open-system time evolution.
Cold atoms in optical lattices, which are formed by counter-
propagating laser beams, represent a many-particle quan-
tum system, where the atomic interactions and dynamics
of the particles can be controlled at a microscopic level
by external fields. This high level of control and flexibil-
ity offers the possibility to use these systems as quantum
simulators, i.e., as devices which can mimic the behaviour
of other complex many body quantum systems and allow
the study of their properties, dynamics and phases.
Stored cold atoms in deep lattices, in which atoms do
not hop between the lattice sites, can be used to encode
quantum bits in different electronic states of the atoms.
Interestingly, although the atoms sit at different sites and
do not collide, it is possible to induce very strong inter-
actions between atoms separated by distances of several
micrometers. This can be achieved by exciting them to
electronically high-lying Rydberg states. These Rydberg
interactions offer the possibility to realise fast quantum
gates between remote atoms. Motivated by and building
on these achievements, a digital Rydberg simulator ar-
chitecture based on sequences of fast and efficient quan-
tum gates between Rydberg atoms is developed in [151].
This “digital” simulator offers promising perspectives for
the simulation of complex spin models, which are of great
interest both in quantum information science, condensed
matter, and high-energy physics.
The proposed simulation architecture allows one to re-
alise a coherent Hamiltonian as well as dissipative open-
system time evolution of spin models involving n-body
interactions, such as, e.g., the Kitaev toric code, colour
code and lattice gauge theories with spin-liquid phases.
The simulator relies on a combination of multi-atom Ry-
dberg gates and optical pumping to implement coherent
operations and dissipative processes. Highly excited Ry-
dberg atoms interact very strongly, and it is possible to
switch these interactions on and off in a controlled way
by applying laser pulses. By choosing on which atoms to
shine light, the properties of the quantum simulator can
be precisely tuned.
As a key ingredient of the setup, extra auxiliary qubit
atoms are introduced in the lattice, which play a two-
fold role. First, they control and mediate effective n-body
spin interactions among a subset of n system spins resid-
ing in their neighbourhood of the lattice. This is achieved
efficiently, making use of single-site addressability and a
parallelised multi-qubit gate, which is based on a combi-
nation of strong and long-range Rydberg interactions and
electromagnetically induced transparency (EIT). Second,
the auxiliary atoms can be optically pumped, thereby pro-
viding a dissipative element, which in combination with
Rydberg interactions results in effective collective dissipa-
tive dynamics of a set of spins located in the vicinity of the
auxiliary particle, which itself eventually factors out from
the system spin dynamics. The resulting coherent and dis-
sipative dynamics on the lattice can be represented by,
and thus simulates a master equation, where the Hamil-
tonian is the sum of n-body interaction terms, involving
a quasi-local collection of spins in the lattice. The Liou-
villian term in the Lindblad form governs the dissipative
time evolution, where the many-particle quantum jump
operators involve products of spin operators in a given
neighbourhood.
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5.4.2 Optical Abelian Lattice Gauge Theories[39]
In [39], it is described how to perform a digital quantum
simulation of the gauge-magnet/quantum link version of a
pure U(1) lattice gauge theory with ultra-cold atoms, for a
recent proposal of an analogue Rydberg simulator for the
same theory see [154]. Its phase diagram has been recently
characterised by numerical investigations [51]. The exper-
iment aims at mapping the phase diagram of the spin 1/2
U(1) quantum link model by measuring the string tension
of the electric flux tube between two static charges and
its dependence on the distance. In the confined phase, the
string tension is finite, and thus the energy of the sys-
tem increases linearly with the inter-charge separation.
Charges are thus bound together. In the deconfined phase
the string tension vanishes and thus the charges can be
arbitrarily far away with only a finite energy cost.
In the proposed quantum simulation the gauge bosons
are encoded in the hyper-fine levels of Rydberg atoms. The
atoms are in a Mott-insulating phase with one atom per
site. Extra atoms are needed in order to collectively and
coherently address several atoms at the same time. The
simulation requires imposing the Gauss law and engineer
the dynamics. The latter is obtained digitally decompos-
ing unitary time evolution in elementary Trotter steps that
can be performed by Rydberg gate operations. The former
can be imposed by dissipation or by engineering digitally
an energy penalty for the forbidden configurations. This is
achieved by using the Rydberg blockade as first proposed
in [155]. The key ingredient is the mesoscopic Rydberg
gate in which one control atom is excited and de-excited
from its Rydberg state and as a result of the blockade this
affects several atoms inside its blockade radius. The setup
thus requires two set of atoms, atoms encoding the gauge
boson degrees of freedom (one per link of the lattice) that
are called ensemble atoms. These atoms are controlled by
addressing another set of atoms, the control atoms. In this
setup the control atoms are used in order to imprint the
desired dynamics on the ensemble atoms.
In order to simulate the U(1) quantum link model,
one control atoms located at the center of every plaquette
and one control atom located at every site are used. The
ensemble atoms are located at the center of the links of the
lattice. The lattice spacing should also be engineered in
such a way that only four atoms encoding the gauge boson
degrees of freedom should be contained inside the blockade
radius of the control atoms. Individually addressing and
manipulating the control atoms via, e.g., a quantum-gas
microscope is also needed.
With this setup, an arbitrary Hamiltonian can be im-
plemented on the atoms encoding the gauge boson degrees
of freedom digitally, by decomposing it into a sequence of
elementary operations, involving single-site rotations com-
bined with the use of the mesoscopic Rydberg gate. As a
result of the lattice geometry, the gate involves one control
atom (either at one site or in the center of one plaquette)
and the four ensemble atoms surrounding it. This archi-
tecture is indeed sufficient to perform a universal quantum
simulation of Abelian lattice gauge theories [151].
The simulation requires two stages. During the first
stage one starts from some trivial state and prepares the
state to be studied such as, e.g., the ground state of the
quantum link Hamiltonian. In a second stage, the meso-
scopic Rydberg gates are reversed and the state of the
system is transferred to the state of the control atoms,
that if appropriately read out (through, e.g., a quantum-
gas microscope), allow the measurement of the physical
state of the system and its properties, such as, e.g., the
string tension between two static charges.
The simulations are digital, in the sense that they re-
quire applying a discrete sequence of pulses to the atoms,
whose nature and duration can be found by using optimal
control techniques.
5.4.3 Simulations of non-Abelian gauge theories with
optical lattices[42]
An important and necessary step towards the quantum
simulation of QCD is the simulation of simpler non-Abelian
gauge theories in two dimensions to study the interplay of
electric and magnetic interactions with non-Abelian lo-
cal symmetry. The minimal relevant example is given by
SU(2) gauge magnets or quantum link models [49, 50]
with static charges considered in [42]. There it is shown
how to characterise confinement in the model and deter-
mine its phase diagram by simulating it digitally with Ry-
dberg atoms.
For SU(2), the quantum link is written as the direct
sum of two spins 12 sitting at each end of the link, see
Fig. 22 a). As in [79], physical states, i.e., configurations
allowed by gauge invariance, are determined through the
(non-Abelian version of the) Gauss’ law, and the dynam-
ics comes from competition of electric (on each link) and
magnetic (plaquette) interactions. In SU(2) gauge mag-
nets, the charges occupying the sites of the lattice are also
represented as spins and the Gauss law demams that the
total spin at each site, i.e., spins 12 at the link ends coupled
to the static charge residing at the site, is zero. Thus, for
spin 12 charges, physical states are singlet coverings. The
electric term weights them depending on the position of
the singlets while the plaquette interchanges singlet cov-
erings (or annihilates them) as shown in Fig. 22 b).
The main features that SU(2) gauge magnets share
with QCD (and other non-Abelian gauge theories) are: the
nature of confinement phases at weak (plaquettes domi-
nate) and at strong coupling (electric terms dominate) and
long-range entanglement between charges. To satisfy the
Gauss law, the charges must form singlets with the nearby
link spins, thus many singlets must be rearranged, and the
allowed singlet coverings are different with respect to the
ones of the vacuum, at least along a string between the
charges. Such rearrangement generates long-range entan-
glement and costs an energy that increases linearly with
the charge separation, i.e., linear confinement, see in Fig.
22 c). To target such phenomena in a quantum simulator,
it is enough to consider static spin 12 charges [42]. Both
spin 12 or qubits on the links and on the sites are repre-
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sented by ground and Rydberg states of atoms. The non-
Abelian Gauss’ law is converted into an energy penalty
and added to the Hamiltonian. The dynamics of the gen-
eralised Hamiltonian is decomposed in a sequence of simul-
taneous Rabi transfers controlled by ancillary qubits and
realised by Rydberg gates [155] see Fig. 22 d), in a similar
fashion as done for Abelian gauge theories [151, 39]. In
such a simulator, the ground state is prepared with a pair
of opposite static charges at distance L adiabatically (or
super-adiabatically). By measuring the final state of the
control qubits the energy of such a ground state can be
computed with respect to the vacuum as a function of L,
E(L), and thus determines the string tension σ = E(L)/L.
If σ is finite for large L, there is a linearly confined phase.
The proposed Rydberg simulator can probe confinement
at any coupling. By inspecting quantum correlations in the
prepared ground state, it is also possible to experimentally
access the long-range entanglement due to confinement in
non-Abelian gauge theories.
5.4.4 Digital quantum simulation of Z(2) lattice gauge
theories with dynamical fermionic matter[152, 153]
In a recent work [152, 153], a digital scheme was intro-
duced and its implementation with cold atoms was stud-
ied, for Z(2) and Z(3) lattice gauge theories. The scheme
includes, in addition to the gauge and matter degrees of
freedom, auxiliary particles that mediate the interactions
and give rise to the desired gauge theory dynamics, by con-
structing stroboscopically the evolution from small time
steps. The individual time steps respect local gauge in-
variance, so errors due to the digitisation will not break
local gauge symmetry. Moreover, it is shown that the re-
quired three- and four-body interactions, can be obtained
by a sequence of two-body interactions between the phys-
ical degrees of freedom and the ancillary particles. The
construction is general in form, and valid for any gauge
group. Its generality and simplicity follows from the use
of a mathematical quantum mechanical object called sta-
tor [156, 157].
6 Analog Quantum simulations
6.1 Analog quantum simulation of classical gauge
potential
The complete challenge of quantum simulating a lattice
gauge theory has many interesting side products such as
the study of classical gauge potential and the related topo-
logical insulators. In these cases, the gauge potential ap-
pears just as a classical configuration of the vector poten-
tial that is described by the minimal Wilson line in the
lattice or the Peierls substitution of the hopping term. In
the following, several theoretical proposals and an exper-
imental realisation are reviewed [158, 159, 160, 161].
Figure 22: (color online) Non-Abelian gauge theories with
Rydberg atoms. a) SU(2) gauge magnets: the gauge
quanta on the links are a direct sum of spin 12 at the links
ends (red dots) while charges are spins on the sites (dark
dots). Gauge invariance translates to singlet formation,
some examples (without charges) with singlets in yellow.
b) Electric interactions favour singlets in the left/down
ends of the links. Magnetic interactions exchange parallel
singlets on plaquettes and annihilate the other configura-
tions. c) Linear confinement induced by a pair of opposite
charges at strong and weak couplings, where the electric
and magnetic terms dominate, respectively. d) Implemen-
tation scheme without charges: the Gauss law and the
plaquette interactions are decomposed in elementary C-
not gates that involve all physical qubits/atoms (in red)
within the yellow and blue blockade areas, respectively, of
the auxiliary Rydberg atoms (in blue). For the full scheme
see [42].
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Figure 23: Different atomic species reside on different ver-
tical layers. Green straight lines show how the auxiliary
atoms have to move in order to realise interactions with
the link atoms and the fermions, or to enter odd pla-
quettes. Red arrows show selective tunnelling of fermions
across even horizontal links. From [152].
6.1.1 Wilson Fermions and Axion Electrodynamics in
Optical Lattices[158]
Ultra-cold Fermi gases in optical superlattices can be used
as quantum simulators of relativistic lattice fermions in
3 + 1 dimensions. By exploiting laser-assisted tunnelling,
an analogue of the so-called naive Dirac fermions is char-
acterised in [158]. An implementation of Wilson fermions
is shown, and it is discussed how their mass can be in-
verted by tuning the laser intensities. In this regime of the
quantum simulator, Maxwell electrodynamics is replaced
by axion electrodynamics: a three dimensional topological
insulator.
In particular, a concrete proposal for the realisation
of laser-assisted tunnelling in a spin-independent optical
lattice trapping a multi-spin atomic gas is presented. The
setup consists of a spin-independent optical lattice that
traps a collection of hyperfine states of the same alka-
line atom, to which the different degrees of freedom of
the field theory to be simulated are then mapped. Re-
markably enough, it is possible to tailor a wide range
of spin-flipping hopping operators, which opens an inter-
esting route to push the experiments beyond the stan-
dard superfluid-Mott insulator transition. The presented
scheme combines bi-chromatic lattices and Raman trans-
fers, to adiabatically eliminate the states trapped in the
middle of each lattice link. These states act as simple spec-
tators that assist the tunnelling of atoms between the main
minima of the optical lattice. This mechanism is clearly
supported by numerical simulations of the time evolution
of the atomic population between the different optical-
lattice sites.
Such a device could have important applications in
the quantum simulation of non-interacting lattice field
theories, which are characterised, in their discrete ver-
sion, by on-site and nearest-neighbour hopping Hamilto-
Figure 24: (a) Superlattice potential (grey lines). The hop-
ping between F = 9/2 levels is laser-assisted via an in-
termediate F = 7/2 state. The coupling is induced by
an off-resonant Raman transition with Rabi frequency.
(b) Scheme of the four states of the F = 9/2 mani-
fold [(red) vertices], connected by laser-induced hopping
[(green) boxes]. (c) Time-evolution of the populations of
the neighbouring hyperfine levels. The solid (dashed) line
is used for site i (i + 1); the red (black) line is used for
mF = 9/2 (mF = 7/2). A clear spin-preserving Rabi oscil-
lation between neighbouring sites is shown. (d) The same
as before for a spin-flipping hopping. Notice the need for
a superlattice staggering (10-20 kHz) in order to avoid
on-site spin-flipping. From [158].
nians. Once the fields of the theory to be simulated are
mapped into the atomic hyperfine states, the desired op-
erators correspond to population transfers between such
levels. The former can be realised by standard microwaves,
whereas the latter might be tailored with the laser-assisted
schemes. Combining this trapping scheme with Fermi gases,
this platform would open a new route towards the simu-
lation of high-energy physics and topological insulators.
6.1.2 Non-Abelian gauge fields and topological insulators in
shaken optical lattices[159]
A preliminary step to quantum simulating full-fledged non-
Abelian gauge theory is to consider classical non-Abelian
gauge fields. It is thus crucial to devise efficient experimen-
tal strategies to achieve classical synthetic non-Abelian
gauge fields for ultra-cold atoms in the bulk and in opti-
cal lattices [159]. The latter situation is especially interest-
ing as it allows for an anomalous quantum Hall effect [162]
and, in combination with strong interactions, for fractional
quantum Hall states with non-Abelian anyonic excitations
[163]. On the lattice, synthetic non-Abelian gauge fields
(in LGT language, the Wilson operators on the links) cor-
respond to tunnelling matrices that determine the super-
position each atomic species is sent to when it tunnels to
a neighbouring site. In [159] it is shown for the first time
how to achieve such matrices for the SU(2) gauge group
from lattice shaking (for general theory of lattice shaking
and Floquet driving see [164]). For simplicity, consider a
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spin-dependent square lattice described by Fig. 25, which
in combination with a uniform magnetic field produces
a sublattice-dependent energy splitting between the spin
up and down states, e.g., mF = ±1 hyperfine states of
87Rb. With a constant microwave beam Ω coupling the
two spin states, the eigenstates of the on-site Hamiltonian
in the two sublattices thus differ by an SU(2) rotation.
Thus, an atom tunnelling between the sublattices would
experience an SU(2) gauge field that is trivial: the product
of the tunnelling matrices around the plaquette L is the
identity, i.e., its trace -the Wilson loop- is 2. Furthermore,
such tunnelling is highly suppressed as out of resonance
due to the energy offset between the sublattices (if it is suf-
ficiently large). However, the energy conservation can be
restored, and thus the tunnelling, by shaking the lattice
at a frequency commensurable with the energy off-sets.
Such analysis can be made precise by time averaging the
total Hamiltonian in the rotating frame of the driving plus
the on-site Hamiltonian [159]. The main result is that for
feasible experimental parameters, generic non-trivial clas-
sical SU(2) gauge field configurations can be engineered,
i.e., characterised by |Tr L| < 2, as shown in Fig. 25.
Figure 25: (color online) Non-Abelian SU(2) gauge fields
from lattice shaking. (a) The optical lattice: two stand-
ing laser waves (with a phase shift of pi/2 and in-plane
polarisation as denoted in the figure) create a bipartite
square lattice with alternating σ+ and σ− polarised sites
(A and B). mF = ±1 particles feel an energy differ-
ence of ±∆E between A and B sites. (b) The result-
ing level scheme. A constant B field realises an addi-
tional on-site energy splitting ∆E′ (green arrow) such
that ∆EA,B =
√±∆E +∆E′ becomes sub-lattice de-
pendent. In combination with a coupling Ω of both spin
states realised microwave (or magnetic) fields the sub-
lattice splitting gives local spin eigenbasis that differ in
the two sub-lattices by SU(2) rotation. With lattice shak-
ing, the SU(2) gauge transformation is converted by time-
averaging into a non-trivial synthetic non-Abelian gauge
field. c) Accessible Wilson loops |Tr L| for convenient ex-
perimental parameters (Ky/Kx is the relative shaking am-
plitude in the y and x directions and ω is the frequency).
Deviations from 2 imply non-Abelian physics: outside the
white (black) regions, |Tr L| < 1.9 ( < 1.99).
Figure 26: A convenient approach for analog quantum sim-
ulation with ultra-cold neutral atoms relies in the concept
of ”synthetic dimensions”: a coherent coupling Ω between
internal atomic states |i〉 (induced e.g. with laser fields)
mimics an effective hopping t between sites with position
mi of a fictitious synthetic dimension mˆ.
6.1.3 Observation of chiral edge states with neutral
fermions in synthetic Hall ribbons[160]
A powerful resource for the implementation of analog quan-
tum simulations with ultra-cold-atomic samples is based
on the manipulation of the internal atomic degrees of free-
dom. In this context, atoms with two valence electrons
(such as alkaline-earth elements or lanthanide ytterbium)
represent a convenient choice, as they provide access to
several stable internal states (either nuclear or electronic),
that can be initialised, manipulated with long-coherence
times and read-out optically with high-fidelity. This plat-
form is particularly suitable for implementing the concept
of ”synthetic dimensions”, in which a manifold of internal
states is mapped onto effective positions along a fictitious
discretised extra-dimension, and the coherent optical cou-
pling between the different states can be described as an
effective hopping between synthetic sites (see Fig. 26 for
a sketch of the general idea).
This approach, initially proposed in Ref. [165], pro-
vided a very convenient method for the realisation of tun-
able background gauge potentials [166]. This is explained
in Fig. 27a, showing a hybrid lattice structure combin-
ing one real direction (discretised by a real optical lattice
in sites with position j) with a synthetic direction com-
posed by internal atomic states, depicted orthogonally to
the real one. The hopping matrix element along the syn-
thetic lattice is a complex quantity Ωeiφj , with an argu-
ment depending on the phase of the electric field inducing
the transition between the internal states generating the
synthetic dimension. As a consequence, hopping around a
unit cell of the real and synthetic lattice can be described
in terms of an effective geometric Aharonov-Bohm phase φ
associated with the effect of a background synthetic mag-
netic field on effectively charged particles.
This idea was experimentally realised in Ref. [160] (and
in a related experiment [167]), where different nuclear-
spin projection states of fermionic 173Yb atoms were cou-
pled coherently with a two-photon Raman transition, re-
alising the scheme of Fig. 27a. This system is particu-
larly suited to study edge physics, as the synthetic di-
mension is made up by a finite number of states/sites,
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Figure 27: a) Sketch of the experimental configuration em-
ployed in Ref. [160] for the generation of classical gauge
potentials. b) Measured lattice momentum distribution
along the different synthetic legs of the ladder, showing
the emergence of steady-state chiral edge currents J . c)
Experimental reconstruction of the average trajectory on
the synthetic strip, evidencing a non-equilibrium dynam-
ics induced after a quench in the tunnelling. Adapted from
Ref. [160].
resulting in a ladder geometry (with a tunable number
of legs). The emergence of steady-state chiral currents
at the edges of the ladder was detected with a state-
dependent imaging technique (corresponding to a single-
leg detection in momentum-space), evidencing a counter-
propagating atomic motion on the two outer legs. This
behaviour is shown in the graphs of Fig. 27b for a three-
leg ladder made by three nuclear-spin projection states
m = −5/2,−1/2,+3/2. The asymmetry of the lattice mo-
mentum distribution n(k) (along the real direction) pro-
vides a direct measurement of the steady-state edge cur-
rents J induced in the system after an adiabatic loading.
Non-equilibrium dynamics was also studied after imposing
a quench on the system: after preparing the fermionic par-
ticles on a single external leg, tunnelling along the rungs
was suddenly activated. The ensuing dynamics was stud-
ied by reconstructing the average trajectory of the par-
ticles on the synthetic strip: the result is shown in Fig.
27c, evidencing a ”skipping-orbit” motion, in which the
synthetic gauge field bends the centre-of-mass trajectory
in a cyclotron-like fashion, with repeated bouncing at the
edge of the strip producing a net motion along the edge
(akin to the steady-state chiral currents discussed above).
Synthetic dimensions are a quite general concept, that
can be adapted to different implementations. In a follow-
up of that experimental work [168], with a different im-
plementation relying on the manipulation of the electronic
state of 173Yb (rather than the nuclear-spin states) with
a single-photon optical clock transition, the strength and
direction of the chiral currents was measured as a func-
tion of the synthetic magnetic flux φ, all the way from
zero to above half of a quantum of flux per unit cell (a
quantum of flux corresponding to φ = 2pi). The measure-
ments are summarised in Fig. 28, where the chiral current
J is plotted vs. φ. It is apparent that the chiral current
vanishes and then changes direction crossing the φ = pi
point. This can be explained by recalling the two underly-
ing symmetries of the system: the time-reversal symmetry
(broken by the magnetic field) imposing J(φ) = −J(−φ)
and the periodicity condition coming from the underly-
ing lattice structure J(φ) = J(φ + 2pi). A similar con-
clusion could be reached by considering the behaviour of
an extended two-dimensional system, which realises the
Harper-Hofstadter model describing charged particles in a
two-dimensional lattice with a transverse magnetic field.
The topological invariant, i.e., the Chern number, result-
ing from that model (shown in the inset of Fig. 28 as
a colour-coded shading of the Hofstadter butterfly spec-
trum) changes from positive to negative values when the
φ = pi point is crossed: this sign change is connected,
by the bulk-boundary correspondence principle, to the re-
versal of chiral currents measured in the experimentally-
realised ladder geometry.
The concept of synthetic dimensions is promising for
the realisation of quantum simulators with advanced con-
trol on topological properties and site connectivities. For
instance, controlling the parameters of the atom-laser in-
teraction gives the possibility of engineering systems with
periodic boundary conditions (i.e., a compactified extra-
dimension) [169] or different kinds of topological ladders.
Furthermore, combining this idea with atom-atom inter-
actions (featuring an intrinsic global SU(N) symmetry in
173Yb atoms) results in intriguing possibilities for engi-
neering synthetic quantum systems, as interactions along
the synthetic dimension have an intrinsic non-local char-
acter (as different sites of the synthetic dimension corre-
spond to the same physical position of space). While ef-
fects of atom-atom interactions have already been studied
theoretically in combination with the classical gauge po-
tential described above, with the prediction of strongly
correlated states that are reminiscent of the fractional
quantum Hall effect [170, 171, 172], the application of this
approach to the realisation of other kinds of gauge fields
is still to be investigated.
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Figure 28: The main graph shows the magnitude and di-
rection of the chiral current J vs. synthetic magnetic flux
in an experimental configuration similar to that shown in
Fig. 27b (with two legs only). The reversal of the edge
current above φ = pi flux is reminiscent of the change in
sign of the Chern number for an extended two-dimensional
system (plotted in the inset of the figure as a shading
of the Hofstadter butterfly spectrum, with warm colours
corresponding to positive Chern number and cold colours
corresponding to negative Chern number). Experimental
data taken from Ref. [168].
6.2 Quantum Simulation of Abelian Gauge Fields with
ultra-cold atoms
6.2.1 Atomic quantum simulator for lattice gauge theories
and ring exchange models[173]
Reference [173] presents the design of a ring exchange
interaction in cold-atomic gases subjected to an optical
lattice using well-understood tools for manipulating and
controlling such gases. The strength of this interaction can
be tuned independently and describes the correlated hop-
ping of two bosons. This design offers the possibility for
the atomic quantum simulation of a certain class of strong
coupling Hamiltonians and opens an alternative approach
for the study of novel and exotic phases with strong corre-
lations. A setup is discussed where this coupling term may
allow for the realisation and observation of exotic quantum
phases, including a deconfined insulator described by the
Coulomb phase of a three-dimensional U(1) lattice gauge
theory.
6.2.2 Cold-atom simulation of interacting relativistic
quantum field theories[174]
Dirac fermions self-interacting or coupled to dynamic scalar
fields can emerge in the low-energy sector of designed
bosonic and fermionic cold-atom systems. In the reference
[174] this is illustrated with two examples defined in two
space-time dimensions: the first one is the self-interacting
Thirring model, and the second one is a model of Dirac
fermions coupled to a dynamic scalar field that gives rise
to the Gross-Neveu model. The proposed cold-atom exper-
iments can be used to probe spectral or correlation prop-
erties of interacting quantum field theories thereby pre-
senting an alternative to lattice gauge theory simulations.
The Hamiltonians of these systems are supported on one
spatial dimension. The necessary building blocks are the
Dirac Hamiltonian, which describes relativistic fermions,
and the interaction of fermions with themselves or with
a dynamic scalar field. The presented models are exactly
solvable and serve for demonstrating the ability to simu-
late important properties of the standard model such as
dynamical symmetry breaking and mass generation with
cold atoms.
6.2.3 Confinement and lattice QED electric flux-tubes
simulated with ultra-cold atoms[175]
The effect of confinement is known to be linked with a
mechanism of electric flux tube formation that gives rise
to a linear binding potential between quarks. While con-
finement is a property of non-Abelian gauge theories in-
cluding QCD, it has been shown that the Abelian model
of compact quantum electrodynamics (cQED), also gives
rise to similar phenomena. Particularly, it has been shown
long ago by Polyakov that in cQED models in 2+1 di-
mensions, the effect of confinement persists for all values
of the coupling strength, in both the strong and the weak
coupling regimes, due to non-perturbative effects of in-
stantons [176]. Lattice cQED in 2+1 dimensions, hence
provides one of the simplest play grounds to study con-
finement in a setup that contains some essential properties
of full fledged QCD, in a rather simple Abelian system.
It was first suggested in [175] that the well-known
gauge invariant Kogut-Susskind Hamiltonian, which de-
scribes cQED in 2+1-d, can be simulated by representing
each link along the lattice by a localised BEC, properly
tuning the atomic scattering interactions, and using exter-
nal lasers. In this proposal, the cQEDs’ degrees of freedom
on each link are the condensate’s phases which correspond
to the periodic cQED vector potentials and the atomic
number operator to the quantised electric field on the link.
Charged sources are non-dynamical, and introduced to the
model by coupling the fields to external static charges.
To obtain the Kogut-Susskind Hamiltonian, it is shown
that particular two- and four-body interactions between
the condensates provide manifest local gauge invariance.
Furthermore, to avoid the hopping processes of an ordi-
nary Bose-Hubbard model, one introduces a four-species
two-dimensional setup, Raman transitions and two-atom
scattering processes in order to obtain particular ’diago-
nal’ hopping and nonlinear interactions. It is then shown
that a certain choice of parameters gives rise to gauge
invariance in the low-energy sector, hence compact QED
emerges. In the strong coupling limit, the atomic system
gives rise to electric flux-tubes and confinement. To ob-
serve such effects one needs to measure local density de-
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Figure 29: (a) Correlated hop of a fermion assisted by
gauge bosons consistent with Gauss’ law in a QLM with
spin S = 1. (b) Realisation of the process in (a) with
bosonic and fermionic atoms in an optical superlattice.
(c) Breaking of a string connecting a static quark-anti-
quark pair: from an unbroken string (top), via fermion
hopping (middle), to two mesons separated by vacuum
(bottom). (d) From a parity invariant staggered flux state
(top), via fermion hopping (middle), to the vacuum with
spontaneous parity breaking. Taken from Ref. [40].
viations of the BECs. It is reasoned that the effect should
persist also outside the perturbatively calculable regime.
6.2.4 Atomic Quantum Simulation of Dynamical Gauge
Fields coupled to Fermionic Matter: From String Breaking
to Evolution after a Quench[40]
In [40], a quantum simulator for lattice gauge theories
is proposed, where bosonic gauge fields are coupled to
fermionic matter, which allows the demonstration of ex-
periments for phenomena such as time-dependent string
breaking and the dynamics after a quench. Using a Fermi-
Bose mixture of ultra-cold atoms in an optical lattice, a
quantum simulator is constructed for a U(1) gauge theory
coupled to fermionic matter. The construction is based
on quantum links which realise a continuous gauge sym-
metry with discrete quantum variables. At low energies,
quantum link models with staggered fermions emerge from
a Hubbard-type model which can be quantum simulated.
This allows one to investigate string breaking as well as the
real-time evolution after a quench in gauge theories, which
are inaccessible to classical simulation methods. While the
basic elements behind the model have been demonstrated
individually in the laboratory, the combination of these
tools and the extension to higher dimensions remain a
challenge to be tackled in future generations of optical
lattice experiments.
6.2.5 Simulating Compact Quantum Electrodynamics with
ultra-cold atoms: Probing confinement and
non-perturbative effects[38]
An alternative for simulating cQED, that relies on single
atoms arranged on a lattice, (rather than small BECs),
has been proposed in ref. [38]. In this work the idea is to
use single atoms, described in terms of spin-gauge Hamil-
tonians, in an optical lattice, carrying 2l+1 internal levels.
As l increases, it is found that the spin-gauge Hamiltonian
manifests a rather fast convergence to the Kogut-Susskind
cQED Hamiltonian model. This then enables the simu-
lation in both the strong and weak regime of cQED in
2+1 dimensions. Hence the model can be used to simulate
confinement effects in the non-perturbative regime, with a
rather compact system and with a modest value of l. The
case l = 1, corresponds to the lowest value, which is suf-
ficient for demonstrating confinement and flux tubes be-
tween external charges, and is here explicitly constructed.
This implementation with single atoms might be experi-
mentally easier compared to the BEC approach [175], as it
does not rely on the overlaps of local BECs wave functions
and thus involves larger Hamiltonian energy scales.
6.2.6 Quantum simulations of gauge theories with
ultra-cold atoms: local gauge invariance from angular
momentum conservation[177]
Further development in realising compact QED in (1+1)
and (2+1)-d is described in [177], which also provides a
rather systematic discussion of the structure and needs of
quantum simulations of lattice gauge theory in the Hamil-
tonian form of Kogut and Susskind. In particular, in sec-
tion IV of the article, a systematic method is described
for constructing the required fermion-gauge boson inter-
action terms needed on the links for the particular cases
involving a U(1) interaction, and a Z(N) elementary in-
teraction. The key point is that one can in fact reduce
the problem of gauge invariance to that of conservation
of angular momentum in elementary fermion-boson scat-
terings, by making a clever choice of the internal fermion
and boson levels on the vertices and links. Then, while
the fermion hops from one vertex to another, it interacts
and scatters from bosonic species situated on the link. By
using an adequate selection of the internal fermionic and
bosonic states one can then guarantee that the resulting
interaction is gauge invariant. The general plaquette in-
teraction term tr(UUU†U†) has been obtained through
an auxiliary particle that goes around loops, in section VI
of the article. This method can be used for all gauge field
interactions of the minimal form ψ†nUψn+1, with U being a
precise unitary, by producing such an interaction between
an auxiliary particle and the physical matter. Given that
that is indeed possible, it is shown how the ”loop method”
gives rise to plaquette interactions for the cases of U(1)
and SU(N) gauge fields.
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6.2.7 Quantum Spin Ice and dimer models with Rydberg
atoms[178]
Abelian gauge theories also play a rather prominent role in
the theory of frustrated quantum magnets [179]. Refs. [178,
180] report two approaches aimed at realising the dynam-
ics of frustrated quantum magnets with direct gauge the-
oretic interpretation, utilising Rydberg atoms trapped in
lattices (either optical or tweezers).
Ref. [178] introduces a toolbox to realise frustrated
quantum magnets in two dimensions via Rydberg dress-
ing. The main feature of this type of potentials, which
is generated by off-resonantly coupling ground states to
Rydberg states (see Fig. 30a), is that, different from the
bare Rydberg potential, it exhibits a plateau up to a crit-
ical distance of order of the Condon radius, as depicted
in Fig. 30b. This feature is already sufficient to generate
gauge theory dynamics on a variety of lattices that can
be decomposed in triangular unit cells, including Kagome
and squagome ones.
In addition, depending on the type of Rydberg states
one is coupling to, it is possible to exploit the angular de-
pendence of the Rydberg-Rydberg interactions (encoded
in the angular dependent factor A(ϑ)) to engineer Gauss’
law constraints in other geometries. For the square lattice
case, the resulting Hamiltonian is known as square Ice.
The interactions needed to impose the corresponding con-
straint (the Gauss law, also known as ice rule) are both
anisotropic and position dependent. This can be achieved
by coupling ground state atoms to p-states: an example of
the resulting interaction pattern is depicted in Fig. 30c.
The resulting system dynamics, despite some addi-
tional features due to the long-range character of the Rydberg-
dressing potentials, is able to reproduce the quantum ice
rule, including a ground state with resonating valence-
bond solid order. In addition, even in the absence of quan-
tum fluctuations, an interesting thermal transition to an
(imperfect) Coulomb phase takes place. This work has also
served as a stimulus for tensor network simulations of two-
dimensional systems, as reported in Ref. [110].
In Ref. [180] (see also the related work in Ref. [181]
in the context of spin-1 models), the methods discussed
above were considerably expanded. In particular, it was
shown that the full dynamics within the Rydberg man-
ifold can be exploited for the realisation of almost arbi-
trary spin-spin interactions, including U(1) and Z(2) in-
variant spin exchanges. Some of these terms could be ad-
ditionally tuned exploiting quantum interference effects,
or local AC Stark shifts. The possibility of utilising Ry-
dberg atoms to engineer constrained models can also be
directly applied to dynamics where the matter or gauge
fields are integrated out explicitly. For instance, in [182],
it was shown how recent experiments in Rydberg atoms
arrays have already realised [36] quantum simulations of
gauge theories at large scales. In [111], it is shown how to
implement a Rydberg-atom quantum simulator to study
the non-equilibrium dynamics of an Abelian (1+1)-D lat-
tice gauge theory, the implementation locally codifies the
degrees of freedom of a Z(3) gauge field, once the matter
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Figure 30: (a) Schematics of the energy levels (black lines)
and lasers (thick solid dark-blue arrows) in the Rydberg
dressing scheme. The ground state |g〉 of each atom is off-
resonantly coupled to a Rydberg state |ri〉 with a laser
of Rabi frequency Ωr and detuning ∆r. The coupling can
be either direct (e.g., to p-states) or via an intermediate
state. Pairwise interactions between the energetically well-
isolated Rydberg states can be anisotropic, i.e. Vij(r) =
A(ϑ)/r6. (b) Typical behaviour of Vij(r) as a function
of distance for different values of the Condon radius rc.
(c) Contour plot of the dressed ground state interaction
V˜ij(r)/V˜0 between the atom in the middle (yellow circle)
and the surrounding atoms (black circles) arranged on a
square lattice. Figure adapted from Ref. [178].
field is integrated out by means of the Gauss local sym-
metries.
6.2.8 Toolbox for Abelian lattice gauge theories with
synthetic matter[183]
In [183], it is described what can be achieved by using
the simplest possible implementation, taking a mixture of
two Bose-gases on an optical lattice and working with lat-
tice potentials and their time modulation (shaking). The
Hamiltonian governing the system is thus the standard
Bose-Hubbard Hamiltonian in which the atoms can hop
between neighbouring sites around x gaining an energy
J(x) and their interactions lead to an energy cost U . The
two species of bosons behave quite differently: a-bosons
are strongly interacting, say in the hardcore limit, while
b-bosons need to be non-interacting. Their mutual inter-
action is described by Uab.
Upon fast modulation of this inter-species interaction
and lattice potentials, an effective Hamiltonian is achieved
(for the details of the implementation, refer to [183]), in
a Floquet approximation, for the slow degrees of freedom
in which the hopping of the a-bosons is modulated in am-
plitude and phase by the difference of occupations of the
b-bosons. This means that the a-bosons behave as charged
particles under a vector potential generated by the differ-
ence in occupations of b-bosons.
In this setting, an interesting scenario is obtained by
considering initially the a-bosons hopping on a dimerised
lattice as presented in the left-hand panel of Fig. 31b
where in a first approximation they can only hop horizon-
tally from even to odd sites with amplitude Ja(h). Thus,
at half-filling, there is an insulating phase where each
dimerised link contains exactly one delocalised a-boson as
in Fig. 31b. By switching on perturbatively both the hop-
ping of b-bosons Jb and the vertical hopping of a-bosons
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Ja(v), applying second order perturbation theory with re-
spect to the hopping ratios J2b /Ja(h) and J
2
a(v)/Ja(h) an
effective Hamiltonian is achieved that can be described in
terms of an exotic gauge theory.
The gauge invariant variables are plaquettes construct
from a coarse grained lattice, along the horizontal direc-
tion on whose links the following Hamiltonian is obtained,
Hgauge = −2
∑
p
cos Bˆp − 2g2
∑
j
[
cos
(
4pi
N
E(j,xˆ)
)
+ 2 cos
(
2pi
N
[E(j,xˆ) − E(j+yˆ,xˆ)]
)
+ cos
(
2pi
N
[E(j,yˆ) − E(j+yˆ,yˆ)]
)]
. (13)
The Bp represent the standard plaquette magnetic term
and E is the electric field. N represents the rank of the
Abelian group Z(N) and the U(1) theory is obtained in
the limit N → ∞. Even in that limit, the above Hamil-
tonian differs from the standard two-dimensional QED
Hamiltonian, since the electric field part of the Hamil-
tonian acts on neighbouring links, rather than on a single
link as in the standard case.
This specific pattern of the electric field implies that
the low-energy sector of the model can be described by
a gas of oriented magnetic dipoles rather than a gas of
magnetic monopoles. As a consequence, even when the
dipoles condense, they cannot screen the electric field and
thus the model contains new exotic deconfined phases. The
sketch of the conjectured phase diagram is contained in
Fig. 32.
6.2.9 Many-body localisation dynamics from gauge
invariance[184]
The experimental realisation of a synthetic lattice gauge
theory reported in Ref. [47] has immediately stimulated a
novel interest in the real-time evolution of low-dimensional
lattice gauge theories, following related works in the con-
text of statistical mechanics models [185]. A particularly
active area of research in the latter field has been the study
of disordered, interacting systems, which, under certain
conditions, may fail to thermalise - a phenomenon referred
to as many-body localisation (MBL) [186].
In Ref. [184] it was shown that, in contrast to statis-
tical mechanics models, LGTs may display MBL even in
the absence of any disorder. The feature at the basis of
this phenomenon is the presence of Hilbert space sectors,
which are a characteristic feature in LGTs. For Abelian
theories, these subspaces are simply characterised by a
given background charge distribution.
An arbitrary translationally invariant state is typically
spanning several of these super-selection sectors: this im-
plies that the resulting time evolution is actually sensitive
to several, distinct background charge distributions, mim-
icking the time evolution of a system under an inhomo-
geneous potential. This does not map into uncorrelated
disordered patterns, at least for the gauge group and the
class of initial states considered in Ref. [184].
This type of dynamics was then analysed numerically
using large-scale exact diagonalisation methods for the
lattice Schwinger model, starting from initial states with
gauge fields in an equal weight superposition of E = (−1, 0, 1),
and staggered fermions. A sample of these results is de-
picted in Fig. 33: absence of relaxation for two local ob-
servables is indicated in the upper two panels. The bottom
two report a finite-size scaling analysis for a thermalising
and non-thermalising case. The entanglement evolution
of this MBL-type dynamics is however rather peculiar, as
signalled by the evolution of the half-chain entanglement
entropy: while this typically increases logarithmically with
time, in the present context, a double-logarithmic increase
was observed up to numerically accessible time-scales.
A related phenomenology was also observed in theories
without confinement in Ref. [187], and was also proposed
as an implementation route for non-interacting models in
Ref. [188]
6.2.10 Discretizing Quantum Field Theories [189, 190]
The majority of platforms for quantum simulations: ultra-
cold atoms in optical lattices, Rydberg atoms in traps or
trapped ions deal with discretised versions of the consid-
ered Quantum Field Theory. As always in such cases, this
can be viewed as a nuisance or an opportunity. In fact, to
simulate LGT, discrete lattice models and their implemen-
tations are needed. But, studying and quantum simulat-
ing discrete versions of continuous QFT models might also
lead to new fascinating physics. In [190] a Gross-Neveu-
Wilson model was studied and its correlated symmetry-
protected topological phases revealed. A Wilson-type dis-
cretisation of the Gross-Neveu model, a fermionicN -flavour
quantum field theory displaying asymptotic freedom and
chiral symmetry breaking, can serve as a playground to
explore correlated symmetry-protected phases of matter
using techniques borrowed from high-energy physics. A
large-N study, both in the Hamiltonian and Euclidean
formalisms, was used and analysed.
In [189] renormalisation group flows for Wilson-Hubbard
matter and the topological Hamiltonian were studied. The
aim was to understand the robustness of topological phases
of matter in the presence of interactions, a problem that
poses a difficult challenge in modern condensed matter
physics, showing interesting connections to high-energy
physics (see also other works facilitating quantum sim-
ulations with ultra-cold atoms and ions: [191] for explo-
ration of interacting topological insulators with ultra-cold
atoms in the synthetic Creutz-Hubbard model, [192] for
symmetry-protected topological phases in lattice gauge
theories, [193] for the study of the topological Schwinger
model, [194] for Z(N) gauge theories coupled to topologi-
cal fermions. These connections present an analysis of the
continuum long-wavelength description of a generic class
of correlated topological insulators of Wilson-Hubbard type,
feasible for experiments with quantum simulators.
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Auxiliary particles b-Bosons
Dimer state 
Dynamical tunneling
Effective plaquette
    interaction 
(a)
(b)
Effective plaquette
    interaction 
Figure 31: Key ingredients - (a) Left panel: The auxiliary particles (black dots) are trapped in super-lattice geometry
following the pattern in the figure. The tunnelling rate is large (small) along dark (dashed) bonds. There is one particle
for every dark bond. Middle panel: A large occupation of b-bosons on every site is needed. This is achieved by trapping
them along one-dimensional tubes (blue ovals) arranged in a square lattice geometry. Right panel: Upon appropriately
shaking the set-up (see text for details), the effective tunnelling of the a-bosons, at low-frequencies, is modulated in
phase by the presence of the b-bosons. (b) Left panel: By further increasing the tunnelling along dark bonds, the
a-bosons delocalise on that bond. Middle panel: At second order in perturbation theory with respect to the weak
tunnelling, the virtual processes depicted create an effective plaquette interaction for the b-bosons (yellow sphere).
Right panel: Changing variable to plaquette variables, that can be thought as belonging to a coarse-grained lattice
(shown by the wiggly blue lines) where the electric fields and the vector potentials live, taken from [183].
6.2.11 Interacting bosons on dynamical lattices
[195, 196, 194, 197]
For ultra-cold atoms in optical lattices quantum simula-
tions with bosons are more experimentally friendly than
those with fermions. For these reasons there is a clear ten-
dency in recent years to design and study lattice models
in which bosons replace fermions. Particularly fruitful and
fascinating are such models, dubbed as dynamical lattices,
where some objects live on the lattice links, like in LGTs.
Inspired by the so-called fluctuating bond supercon-
ductivity for fermionic Hubbard-like models that include
quantised phonons on the links (see for instance [198]),
a bosonic version of such models was formulated where
phonons on the links are replaced by two states of a spin-
1/2, which provides a minimal description of a dynamical
lattice. These Z(2) Bose-Hubbard models are extraordi-
narily rich and lead to bosonic Peierls transitions [195], in-
tertwined topological phases [196, 199], symmetry-protected
topological defects [194], etc. Thus even in the absence of
the gauge invariance, these models allow one to explore
interesting strongly-correlated topological phenomena in
atomic systems.
Similar models, now with exact Z(2) gauge symmetry,
were studied theoretically [200] and realised recently in a
cold-atom experiment [201]. Peierls states and phases were
also studied in models of Floquet-engineered vibrational
dynamics in a two-dimensional array of trapped ions [202].
Recently, density-dependent Peierls phases were realised
coupling dynamical gauge fields to matter [203].
The culmination of this effort is the paper [197], in
which the bosonic Schwinger model was studied and con-
finement and lack of thermalisation after quenches was
observed. The vacuum of a relativistic theory of bosons
coupled to a U(1) gauge field in 1+1 dimensions (bosonic
Schwinger model) was excited out of equilibrium by cre-
ating a spatially separated particle-anti-particle pair con-
nected by an electric flux string. During the evolution, a
strong confinement of the bosons is observed witnessed
by the bending of their light cone, reminiscent of what
was observed for the Ising model. As a consequence, for
the time scales amenable to simulations, the system evades
thermalisation and generates exotic asymptotic states. These
states extend over two disjoint regions, an external decon-
fined region that seems to thermalise, and an inner core
that reveals an area-law saturation of the entanglement
entropy.
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Figure 32: Low-energy excitations and phase diagram. (a)
At weak coupling the low-energy excitations are plaquette
excitations, magnetic fluxes of strength±2/N . Excitations
can only be created in pairs inside a column and are free
to move along that column. Alternatively, dipoles of mag-
netic fluxes involving the excitations of two adjacent pla-
quettes are free to move along both lattice directions.(b)
Qualitative phase diagram of the Hamiltonian Hgauge in
the g-N plane. The upper shaded region denotes a gapped
phase in the strong coupling limit. In the weak coupling
limit, for low N , the system is gapped but deconfined (re-
gion shaded in light blue). In the U(1) limit, the system
becomes gapless and an exotic dipole liquid phase emerges
(region shaded in dark blue). In the intermediate region,
the system is effectively in a one-dimensional gapless Bose
liquid phase, extracted from [183].
6.3 Abelian Quantum Simulation with trapped ions
and superconducting circuits
6.3.1 Quantum simulation of a lattice Schwinger model in a
chain of trapped ions[204]
Ref. [204] represents the first attempt to identify gauge
theory dynamics in trapped ion systems. From the point
of view of analog quantum simulation, the main difference
between atom and ion experiments resides in the type of
degrees of freedom one can harness. While in former set-
tings one is typically dealing with itinerant fermions and
bosons, in the latter, the dynamics is dictated by the in-
teractions between the ions’ internal degrees of freedom
(either nuclear or electronic spin) and the phonon modes
generated by the ion crystal.
The internal levels of the ions and the phonon modes
are then coupled via external light fields: upon integration
of the phonon degrees of freedom the resulting dynamics
is then given by a spin chain, typically with S = 1/2.
Ref. [204] exploits the fact that such interactions can be
made spatially anisotropic. The main idea is that one can
identify ions on one sub-lattice (A) as ’matter’ fields, and
ions on the other sub-lattice (B) as gauge fields in the
quantum link formulation discussed above.
Within this setting, gauge invariance is then enforced
by energy punishment. The latter is generated using a
combination of two laser-assisted (e.g., Raman) interac-
tions between qubits, that can be made spatially inhomo-
geneous either utilising local shifts, or by properly shaping
the Rabi frequency of the light beams. The effective quan-
3
sector, we analytically integrate out the gauge fields [41].
We assume L¯0 = 0 to minimize boundary effects, and
apply a Jordan-Wigner transformations to the fermionic
fields in order to re-cast the dynamics as a spin model,
 †n n = ( 
z
n+1)/2. The gauge fields can be sequentially
integrated out by noting that
L` = L` 1 + ( z` + ( 1)`)/2 + q` , (6)
which simply describes the fact that, given the value of
the ingoing electric field on the left side of a site, and
given the values of the dynamical and static charge, the
value of the outgoing electric field is unambiguously fixed.
After integration, the resulting Hamiltonian dynam-
ics crucially depends on {q↵} - that is, states in differ-
ent superselection sectors will evolve according to differ-
ent Hamiltonians H{q↵}. This is a direct consequence
of the fact that, because of Gauss law, different su-
perselection sectors describe dynamics subject to differ-
ent static charge configurations. In each sector, the cor-
responding Hamiltonian is made of two contributions,
H{q↵} = H± + H
{q↵}
In . The first one describes electron-
gauge coupling, which is not sensitive to background
charges, an is given by:
H±=w
N 1X
n=1
⇥
 +n  
 
n+1 + h.c.
⇤
(7)
The second term originates from the electric field po-
tential term, which is now a function of the fermionic
populations only and reads:
HIn= J
N 1X
n=1
"
1
2
nX
l=1
 
 zl + q` + ( 1)l
 #2
. (8)
This term can be conveniently decoupled into two parts,
one containing two-body terms and one containing only
one-body terms. The former results in:
HZZ=
J
2
N 2X
n=1
N 1X
l=n+1
(N   l) zn zl (9)
which is related to the linear growth of Coulomb interac-
tions in one-dimensional systems. The single spin terms
instead become:
H
{q↵}
Z =
J
2
N 1X
n=1
(
nX
`=1
 z` )
24( nX
j=1
qj)  nmod2
35 . (10)
Crucially, this last part of the Hamiltonian depends ex-
plicitly on the superselection sector via {q`}. As such,
starting from initial states of the form in Eq. (5), the
system dynamics is dictated by a charge distribution av-
erage, that is:
| (t)i = e itH | i0 = 1N 1/2
X
{q↵}
e itH
{q↵} | {q↵}i , (11)
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Figure 2. (Color line) Dynamics of the overall staggered fer-
mion occupation (⌫(t)) and central staggered fermion occupa-
tion (µ(t)) from a bare vacuum initial state for different values
of coupling strength parameter J . (a) ⌫(t) and (b) µ(t) for
N = 26. (c)(d) Final time value of ⌫(t) and µ(t), respectively,
averaged from t = 50 to t = 100 for different system sizes up
to N = 30 and two limiting values of J . Absolute error due to
averaging realizations is shown as vertical bars for each point.
which is effectively describing a disorder average, since
the terms in H{q↵}Z effectively act as a (correlated) dis-
order for the spin dynamics. The observation in Eq. (11)
is applicable to arbitrary Abelian Wilson theories, and
even non-Abelian QLM, in one-dimensional systems.
The same reasoning can be applied to two-dimensional
systems, in particular, to the evolution of quenched gauge
theories. It explicitly shows that, contrary to conven-
tional spin models, the dynamics of systems endowed by
a gauge symmetry can naturally lead to phenomena re-
lated to disordered systems, even in the absence of any
disorder (both on the initial state, and in the dynamics).
Many-body localization dynamics in U(1) lattice gauge
theories. – We now turn to a numerical investigation
of the system dynamics described by Eq. (11). We ad-
dress this by employing a computationally optimized ap-
proach to the method of Krylov subspaces - for details,
see Ref. [42].
As a first figure of merit, we focus on the staggered
occupation of the fermions:
⌫(t) =
1
2N
NX
n=1
h( 1)n †n(t) n(t) + 1i,
which, by a Jordan-Wigner transformation, can be ex-
pressed as ⌫(t) = 12N
PN
n=1h( 1)n zn + 1i by transform-
ing fermionic fields to spin operators. Since we employ
Fi 33: Dynamics following a quantum quench in the
Schwinger model, starting from a state with gauge fields
in an equal weight superposition of E = (−1, 0, 1) and
fermions in the bare vacuum. Top panels: overall staggered
fermion occupation (a) and central staggered fermion oc-
cupation (b) for different values of the coupling strength
parameter J , and N = 26. (c-d) Final time value of ν(t)
and µ(t), respectively, averaged from t = 50 to t = 100
for different system sizes up to N = 30 and J = 0.1, 1.0,
representative of the thermalising and non-th rmalising
dynamics. The absolute error due to averaging over real-
isations are shown as vertical bars for each point. Figure
taken from Ref. [184].
tum link model dynamics is then generated in second order
perturbation theory, similar to several atomic schemes.
Here the main source of experimental imperfections is
the presence of long-ranged terms in the spin-spin interac-
tions. While the latter are gauge invariant, their presence
might be detrimental to observe physical phenomena: as
such, one has to find a balance between enforcing the con-
straint, while still keeping the effective QLM dynamics
sufficiently fast. In [204], this question was addressed in
the context of ground state preparation: there, it is pos-
sible to find an optimal parameter regime that allows the
observation of the Ising transition present in the QLM.
Following this first work, other proposals have been
presented to realise LGT dynamics in trapped ion sys-
tems. Ref. [205] dealt instead with two-dimensional mod-
els, mostly focusing on condensed matter realisations of
Z(2) quenched gauge theories which are known to exhibit
topological quantum spin liquid behaviour. The main idea
there was to utilise localised phonon modes generated in
two-dimensional lattices either via Rydberg excitations,
or by laser-pinning a subset of the trapped ions. At the
few plaquette level, the model corresponds to the frus-
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Figure 34: a) Pictorial view of a 1D quantum link model,
where the operators on even (odd) sites represent mat-
ter (anti-matter) fields and the spin operators residing on
each link represent the gauge fields. (b) Equivalent phys-
ical implementation, where two-level systems replace the
fermionic matter fields and two oscillators with a fixed
total number of excitations N encode a spin S = N/2
on each link.(c) Superconducting-circuit implementation.
Neighbouring super-conducting qubits on the sites of a
1D lattice are connected via two nonlinear LC resonators.
Figure taken from Ref. [207].
trated magnet introduced by Balents, Fisher and Girvin
in Ref. [206].
6.3.2 Superconducting Circuits for Quantum Simulation of
Dynamical Gauge Fields[207]
The essential building blocks of a superconducting quan-
tum simulator are described in [207] for dynamical lat-
tice gauge field theories, where the basic physical effects
can already be analysed with an experimentally avail-
able number of coupled superconducting circuits. This
proposal analyses a one-dimensional U(1) quantum link
model, where superconducting qubits play the role of mat-
ter fields on the lattice sites and the gauge fields are rep-
resented by two coupled microwave resonators on each
link between neighbouring sites. A detailed analysis of a
minimal experimental protocol for probing the physics re-
lated to string breaking effects shows that, despite the
presence of decoherence in these systems, distinctive phe-
nomena from condensed-matter and high-energy physics
can be visualised with state-of-the-art technology in small
superconducting-circuit arrays.
6.3.3 Loops and Strings in a Superconducting Lattice
Gauge Simulator[208]
An architecture for an analog quantum simulator of elec-
tromagnetism in 2 + 1 dimensions is proposed in [208],
based on an array of superconducting fluxonium devices.
The simulator can be tuned between intermediate and
strong coupling regimes, and allows non-destructive mea-
surements of non-local, space-like order and disorder pa-
rameters, resolving an outstanding gap in other propos-
als. Moreover, a physical encoding of the states is pro-
vided, where local electric field terms are non-trivial. The
devices operate in a finite-dimensional manifold of low-
lying eigenstates, to represent discrete electric fluxes on
the lattice. The encoding is in the integer (spin 1) repre-
sentation of the quantum link model formulation of com-
pact U(1) lattice gauge theory. In the article, it is shown
how to engineer Gauss’ law via an ancilla mediated gadget
construction, and how to tune between the strongly cou-
pled and intermediately coupled regimes. The protocol is
rather robust to inhomogeneities, allowing for implemen-
tations in superconducting arrays, and numerical evidence
is presented that lattice QED in quasi-(2 + 1) dimensions
exhibits confinement. Beyond ground state characterisa-
tion, the simulator can be used to probe dynamics and
measure the evolution of non-local order or disorder pa-
rameters. The witnesses to the existence of the predicted
confining phase of the model are provided by non-local
order parameters from Wilson loops and disorder param-
eters from ’t Hooft strings. In [208], it is shown how to
construct such operators in this model and how to mea-
sure them non-destructively via dispersive coupling of the
fluxonium islands to a microwave cavity mode. Numerical
evidence was found for the existence of the confined phase
in the ground state of the simulation Hamiltonian on a
ladder geometry.
6.4 Quantum Simulation of Non-Abelian Gauge Fields
with ultra-cold atoms
6.4.1 Atomic Quantum Simulation of U(N) and SU(N)
Non-Abelian Lattice Gauge Theories[43]
Using ultra-cold alkaline-earth atoms in optical lattices,
[43] constructs a quantum simulator for U(N) and SU(N)
lattice gauge theories with fermionic matter based on quan-
tum link models. These systems share qualitative features
with QCD, including chiral symmetry breaking and restora-
tion at non-zero temperature or baryon density. The pro-
posal builds on the unique properties of quantum link
models with rishons representing the gauge fields: this al-
lows a formulation in terms of a Fermi-Hubbard model,
which can be realised with multi-component alkaline-earth
atoms in optical lattices, and where atomic physics pro-
vides both the control fields and measurement tools for
studying the equilibrium and non-equilibrium dynamics
and spectroscopy.
6.4.2 A cold-atom quantum simulator for SU(2) Yang-Mills
lattice gauge theory[41]
A realisation of a non-Abelian lattice gauge theory, which
is an SU(2) Yang-Mills theory in (1+1)-dimensions is pro-
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Figure 35: U(1) quantum link model engineered in a flux-
onium array. (a)“Electric” Eˆα;β , and “magnetic’ Uˆα;β , de-
grees of freedom are associated with links < α;β > of a
square lattice. The link degrees of freedom (red circles)
are encoded in eigenstates of the fluxonia. The ancillae
(blue diamonds) on vertices are inductively coupled to
neighbouring link islands to mediate the Gauss constraint
and plaquette interactions are obtained via link nearest-
neighbour capacitive coupling. (b) Superconducting cir-
cuit elements used to build and couple components of the
simulation. The link devices have local phase φˆlink and
capacitive, inductive, and flux-biased Josephson energies
EC , EL, and EJ , respectively, and similarly for the ancilla
devices. The capacitive and inductive coupling energies
are EcC and E
c
L. (c) A minimal quasi-1D “ladder” imple-
mentation embedded in a microwave cavity (black box),
in which a ’t Hooft string of link fluxonia (green circles)
can be measured via anancilla coupled to the cavity (green
triangle). Figure taken from Ref. [208].
posed in [41]. The system one wants to simulate involves a
non-Abelian gauge field and a dynamical fermionic matter
field. As in ordinary lattice gauge theory the fermions are
located at the vertices and the gauge fields on the links.
Using staggered fermion methods, in the (1+1)-d case the
Hamiltonian is equivalent, to the non-Abelian Schwinger
model, with a minimal-coupling interaction of the form
ψ†nUnψn+1, involving a 2 × 2 unitary matrix. In order to
simulate the non-Abelian SU(2) Hamiltonian, this paper
uses a particular realisation of the group elements and
”left” and ”right” generators, using a Jordan-Schwinger
map, that connects harmonic oscillators (bosons) and an-
gular momentum. Mapping SU(N) to a bosonic system
allows one to express the gauge fields by means of bosonic
atoms in the prepotential method [209]. For the SU(2)
group, one then needs four bosonic species for each link.
Remarkably, gauge invariance arises as a consequence of
conservation of angular momentum conservation and thus
is fundamentally robust. However, the effective Hamilto-
nian obtained here is not valid beyond the strong coupling
limit.
Figure 36: a) (upper panel) U(N) QLM in (1 + 1)-D with
quark fields on lattice sites and gauge fields on links; (lower
panel) hopping of alkaline-earth atoms between quark and
rishon sites of the same shading. (b) Implementation of
the QLM in rishon representation with fermionic atoms in
(2 + 1)-D.(c) Encoding of the color degrees of freedom for
N = 2 in Zeeman states of a fermionic alkaline-earth atom
with I = 3/2.(d) Lattice structure to avoid the interaction
in fermionic matter sites using a species-dependent optical
lattice. (e) Initial state loaded in the optical lattice with a
staggered distribution of doubly occupied sites for a U(2)
QLM with N = 2. Figure taken from Ref. [43].
6.4.3 Constrained dynamics via the Zeno effect in quantum
simulation: Implementing non-Abelian lattice gauge theories
with cold atoms[210]
Implementing non-Abelian symmetries poses qualitatively
new challenges from the theory side with respect to the
Abelian case. In particular, energy punishment strategies,
which are widespread for U(1) theories, are not immedi-
ately viable. The main reason is the following: consider a
set of local generators Gαx , and a microscopic Hamiltonian
of the type:
H = H0 +H1 +
∑
x
∑
α
Uαx (G
α
x)
2. (14)
where H0 is a gauge invariant term, and H1 is gauge vari-
ant. Here, differently from the Abelian case, where a single
generator is considered, one deals with several constraints,
that have to be satisfied in a symmetric manner - that is,
Uαx = Ux. Typically, this requires fine-tuning, making en-
ergy punishment strategies not immediately viable.
In Ref. [210], an alternative procedure was proposed
based on quantum Zeno dynamics [211]. The basic idea is
to consider a set of classical noise sources ξαx (t) coupled
to the generators of the gauge symmetry, described by the
effective microscopic Hamiltonian:
Hmicro = H0 +H1 +
√
2κ
∑
x,α
ξαx (t)G
α
x (15)
In the limit of independent, white noise sources, the sys-
tem dynamics is described by a master equation, whose
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corresponding effective Hamiltonian reads:
Heff = H0 +H1 − iκ2
∑
x,α
(Gαx)
2. (16)
In the large noise limit, where κ is much larger than all
microscopic scales involved in H1, the effective dynamics
is constrained to the gauge invariant subspace HP . In this
limit, any coupling term between the gauge invariant sub-
space to the gauge variant one HU is suppressed by the
noise terms (see Fig. 37a). Depending on the nature of H1,
one can use a limited number of noise sources, with the
condition that neighbouring blocks are subject to distinct
noise terms, as illustrated in Fig. 37b. From a theoretical
viewpoint, this scheme can be seen as a classical analogue
of the quantum Zeno effect [211], which has also been dis-
cussed in the context of quantum many-body systems as
a source of local interaction [212, 213, 214].
The main feature of this scheme is that, different from
energy penalty schemes, here the constraints are induced
by just coupling to simple operator terms (there is no mi-
croscopic term (Gαx)
2 that shall be engineered), that can
be easily controlled by means of external fields. This dras-
tically simplifies the conditions required to achieve gauge
invariant dynamics. This comes at the price of needing
to realise the desired dynamics H0 without the help of
perturbation theory: two applications in the context of
both Abelian and non-Abelian theories are discussed in
Ref. [210] in the context of cold atoms in optical lattices.
(a) (b)
site sitelink linklink
Figure 37: Dissipative protection of gauge invariance via
the quantum Zeno effect. (a) The dynamics H0 spans the
gauge invariant subspace HP , defined by Gax|ψ〉 = 0, but
gauge variant perturbations H1 may drive the system into
the gauge variant subspace HQ (where Gax|ψ〉 6= 0). (b)
The noise sources coupled to each single building block of
the LGT constrain the dynamics within HP . The multi-
site structure of the generators implies that the noise has
to be correlated quasi-locally in space. Figure taken from
Ref. [210].
6.4.4 SO(3) ”Nuclear Physics” with ultra-cold Gases[215]
An ab initio calculation of nuclear physics from QCD, the
fundamental SU(3) gauge theory of the strong interac-
tion, remains an outstanding challenge. In this proposal,
the emergence of key elements of nuclear physics using
an SO(3) lattice gauge theory as a toy model for QCD
is discussed. This model is accessible to state-of-the-art
quantum simulation experiments with ultra-cold atoms in
an optical lattice. The phase diagram of the model is in-
vestigated, and showed that it shares some fundamental
properties with QCD, most prominently confinement, the
spontaneous breaking of chiral symmetry, and its restora-
tion at finite baryon density, as well as the existence of
few-body bound states, which are characteristic features
of nuclear physics. The most critical step in implementing
a gauge theory on a quantum simulator is to make sure
that the gauge symmetry remains intact during the sim-
ulation. It is shown how the lattice gauge model, which
has a non-Abelian gauge symmetry, can be realised in a
quantum simulator platform by encoding the operators di-
rectly in the gauge invariant subspace, thus guaranteeing
exact gauge invariance. This encoding strategy is gener-
ally applicable to the whole class of quantum link mod-
els, which are extensions of Wilson’s formulation of lattice
gauge theories. Quantum link models permit encoding to
local spin Hamiltonians. This not only makes the imple-
mentation feasible on different platforms, such as ultra-
cold atoms and molecules trapped in optical lattices, but
also establishes a novel connection between non-Abelian
lattice gauge theories including matter fields and quantum
magnetism.
Concretely, it is shown in [215] how (1 + 1)-d SO(3)
lattice gauge theories can be naturally realised using ultra-
cold atoms in optical lattices. The phase diagram of these
models features several paradigmatic phenomena, e.g. the
presence of stable two-body bound states, phases where
chiral symmetry is spontaneously broken, where the bro-
ken chiral symmetry is restored at finite baryon density,
and emergent conformal invariance. The dynamics in the
gauge invariant sector can be encoded as a spin S = 3/2
Heisenberg model, i.e., as quantum magnetism, which has
a natural realisation with bosonic mixtures in optical lat-
tices, and thus sheds light on the connection between non-
Abelian gauge theories and quantum magnetism. This en-
coding technique has the dramatic advantage of realising
gauge invariance exactly, and at the same time bypassing
the complex interaction engineering which is required for
non-Abelian theories.
7 Conclusions
At the time of writing this review, there is a coordinated
effort to study the possible applications of quantum tech-
nologies to the study of gauge theories. The global aim is
to develop novel methods and techniques, namely classi-
cal and quantum hardware and software, that eventually
could be applied to study open problems in different fun-
damental and applied fields of science ranging from mate-
rials science and quantum chemistry to astrophysics and
that will impact fundamental research and our everyday
life. This challenge is a highly collaborative advanced mul-
tidisciplinary science and cutting-edge engineering project
with the potential to initiate or foster new lines of quan-
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Figure 38: (a) Sketches of the different objects in SU(3)
and SO(3) gauge theories. In both cases, three colour mat-
ter fields are present. Single baryons have different inter-
nal structures: in SU(3) gauge theories, they contain three
quarks, while in SO(3) theories they can be formed by a
single quark paired with a gluon. (b) Summary table of
both local and global symmetries in the (1 + 1)-d SO(3)
QLM, compared with its (2 + 1)-d counterpart, and with
(3 + 1)-d QCD. The model investigated here has the same
baryon number symmetry as QCD, and has a non-trivial
discrete chiral symmetry (which is simpler than QCD’s
continuous chiral symmetry). (c) Local gauge invariant
states in the SO(3) gauge model. Gauss’ law implies that
the physical subspace contains singlet states in the com-
bined matter and gauge degrees of freedom. (d) Cartoon
states for some phases of the SO(3) QLM. From top to
bottom: generic configuration with no order; chiral sym-
metry broken vacuum, where the quark population is ar-
ranged in a staggered fashion; baryon configuration, where
a single baryon is created on top of the vacuum state; anti-
baryon configuration, where a single anti-baryon is created
on top of the vacuum state. Figure taken from Ref. [215].
tum technologies. Along the way, the scientific community
that is growing around this topic, is developing a deeper
fundamental and practical understanding of systems and
protocols for manipulating and exploiting quantum in-
formation; at enhancing the robustness and scalability of
quantum information processing; identifying new oppor-
tunities and applications fostered through quantum tech-
nologies and enhancing interdisciplinarity in crossing tra-
ditional boundaries between disciplines in order to enlarge
the community involved in tackling these new challenges.
The results of this endeavour serve as benchmarks for
the first generation of quantum simulators and will have
far reaching consequences, e.g., in the long run this re-
search will enable the study and design of novel materials
with topological error correcting capabilities, which will
play a central role in the quest for building a scalable
quantum computer. In particular, in the review, the most
advanced quantum simulation of a lattice gauge theory
achieved so far is presented, a digital ion-trap quantum
variational optimisation applied to find the ground state
of the Schwinger model. Moreover, it is also reviewed how
novel tensor network methods are being developed and
applied to study such systems in one and two dimensions,
and finally, how new directions are being proposed for
quantum simulations of more complex theories.
Lattice gauge theories provide both motivation and a
framework for pushing forward the interdisciplinary ad-
vancement of quantum technologies. While the quantum
simulation of classical intractable aspects of QCD (such
as its real-time evolution or its phase diagram at high
baryon density) remain long-term goals with a potentially
large impact on particle physics, a wide class of lattice
gauge theories, often with applications in condensed mat-
ter physics or quantum information science, suggests itself
for theoretical investigation and experimental realisation.
There is a lot of interesting physics to be discovered along
the way towards developing powerful hard- and software
for the fast growing field of quantum simulation and com-
putation technology.
8 Acknowledgments
M.C.B. is partly supported by the Deutsche Forschungs-
gemeinschaft (DFG, German Research Foundation) under
Germany’s Excellence Strategy - EXC-2111- 390814868.
The research at Innsbruck is supported by the ERC Syn-
ergy Grant UQUAM, by the European Research Coun-
cil (ERC) under the European Union Horizon 2020 re-
search and innovation programme under grant agreement
No. 741541, the SFB FoQuS (FWF Project No. F4016-
N23), and the Quantum Flagship PASQUANS. Florence
acknowledges financial support from ERC Consolidator
Grant TOPSIM, INFN project FISH, MIUR project FARE
TOPSPACE and MIUR PRIN project 2015C5SEJJ. AC
acknowledges support from the UAB Talent Research pro-
gram and from the Spanish Ministry of Economy and
Competitiveness under Contract No.FIS2017-86530-P. JIC
is partially supported by the EU, ERC grant QUENO-
COBA 742102. MD is supported by the ERC under Grant
No. 758329 (AGEnTh), and has received funding from
the European Union Horizon 2020 research and innova-
tion program under Grant agreement No. 817482. M.L.
acknowledges support by the Spanish Ministry MINECO
(National Plan 15 Grant: FISICATEAMO No. FIS2016-
79508-P, SEVERO OCHOA No. SEV-2015-0522, FPI),
European Social Fund, Fundacio Cellex, Generalitat de
Catalunya (AGAUR Grant No. 2017 SGR 1341 and CERCA/
Program), ERC AdG OSYRIS and NOQIA, and the Na-
tional Science Centre, Poland-Symfonia Grant No. 2016/
20/W/ST4/00314. S.M. acknowledges support from PASQUANS,
Italian PRIN 2017 and DFG via the Twitter project. E.R.
acknowledges financial support from Spanish Government
PGC2018-095113-B-I00 (MCIU/AEI/FEDER, UE), Basque
Government IT986-16, as well as from QMiCS (820505)
and OpenSuperQ (820363) of the EU Flagship on Quan-
38 M.C. Ban˜uls et al.: Simulating Lattice Gauge Theories within Quantum Technologies
tum Technologies, EU FET-Open Grant Quromorphic,
and the U.S. Department of Energy, Office of Science, Of-
fice of Advanced Scientific Computing Research (ASCR)
quantum algorithm teams program, under field work pro-
posal number ERKJ333. LT is supported by the MINECO
RYC-2016-20594 fellowship and the MINECO PGC2018-
095862-B-C22 grant. The research at Gent was made pos-
sible through the support of the ERC grants QUTE (647905),
ERQUAF (715861). J.Z. acknowledges support by PLGrid
Infrastructure and by National Science Centre (Poland)
under project 2017/25/Z/ST2/03029. U.-J. Wiese acknowl-
edges funding from the Schweizerischer National fonds and
from the European Research Council under the European
Union Seventh Framework Programme (FP7/2007-2013)/
ERC grant agreement 339220. M.W. acknowledges sup-
port from STFC consolidated grant ST/P000681/1.
All the authors acknowledge the participation in the
EU-QUANTERA project QTFLAG.
9 Authors contributions
All the authors were involved in the preparation of the
manuscript. All the authors have read and approved the
final manuscript.
Bibliography
1. N. Brunner, D. Cavalcanti, S. Pironio, V. Scarani,
and S. Wehner, “Bell nonlocality,” Rev. Mod. Phys.,
vol. 86, pp. 419–478, Apr 2014.
2. C. L. Degen, F. Reinhard, and P. Cappellaro, “Quan-
tum sensing,” Rev. Mod. Phys., vol. 89, p. 035002,
Jul 2017.
3. I. M. Georgescu, S. Ashhab, and F. Nori, “Quantum
simulation,” Rev. Mod. Phys., vol. 86, pp. 153–185,
Mar 2014.
4. R. P. Feynman, “Quantum mechanical computers,”
Foundations of physics, vol. 16, no. 6, pp. 507–531,
1986.
5. T. D. Ladd, F. Jelezko, R. Laflamme, Y. Nakamura,
C. Monroe, and J. L. O’Brien, “Quantum comput-
ers,” Nature, vol. 464, no. 7285, pp. 45–53, 2010.
6. A. Trabesinger, “Quantum simulation,” 2012.
7. L. Susskind, “Computational complexity and black
hole horizons,” Fortschritte der Physik, vol. 64, no. 1,
pp. 24–43, 2016.
8. E. F. Dumitrescu, A. J. McCaskey, G. Hagen, G. R.
Jansen, T. D. Morris, T. Papenbrock, R. C. Pooser,
D. J. Dean, and P. Lougovski, “Cloud quantum
computing of an atomic nucleus,” Phys. Rev. Lett.,
vol. 120, p. 210501, May 2018.
9. A. S. Kronfeld, “Twenty-first century lattice gauge
theory: Results from the quantum chromodynamics
lagrangian,” Annual Review of Nuclear and Particle
Science, vol. 62, pp. 265–284, 2012.
10. A. Altland and B. D. Simons, Condensed matter field
theory. Cambridge university press, 2010.
11. E. Fradkin, Field theories of condensed matter
physics. Cambridge University Press, 2013.
12. G. De las Cuevas, W. Duer, H. J. Briegel, and M. A.
Martin-Delgado, “Unifying all classical spin models
in a lattice gauge theory,” Physical review letters,
vol. 102, no. 23, p. 230502, 2009.
13. A. Lucas, “Ising formulations of many np problems,”
Frontiers in Physics, vol. 2, p. 5, 2014.
14. W. Lechner, P. Hauke, and P. Zoller, “A quantum an-
nealing architecture with all-to-all connectivity from
local interactions,” Science Advances, vol. 1, no. 9,
2015.
15. R. P. Feynman, “Simulating physics with comput-
ers,” International journal of theoretical physics,
vol. 21, no. 6, pp. 467–488, 1982.
16. J. Preskill, “Quantum computing in the nisq era and
beyond,” Quantum, vol. 2, p. 79, 2018.
17. U. Schollwo¨ck, “The density-matrix renormalization
group,” Rev. Mod. Phys., vol. 77, pp. 259–315, Apr
2005.
18. M. Dalmonte and S. Montangero, “Lattice gauge the-
ory simulations in the quantum information era,”
Contemp. Phys., vol. 7514, pp. 1–25, 2016.
19. M. C. Ban˜uls and K. Cichy, “Review on novel
methods for lattice gauge theories,” arXiv preprint
arXiv:1910.00257, 2019.
20. K. G. Wilson, “Confinement of Quarks,” Phys. Rev.
D, vol. 10, pp. 2445–2459, 1974.
21. T. Hartung and K. Jansen, “Quantum computing of
zeta-regularized vacuum expectation values,” arXiv:
1808.06784, 2018.
22. S. Durr et al., “Ab-Initio Determination of Light
Hadron Masses,” Science, vol. 322, pp. 1224–1227,
2008.
23. M. Constantinou, “Recent progress in hadron struc-
ture from Lattice QCD,” PoS, vol. CD15, p. 009,
2015.
24. K. Cichy and M. Constantinou, “A guide to light-
cone PDFs from Lattice QCD: an overview of ap-
proaches, techniques and results,” arXiv:1811.07248,
2018.
25. H. B. Meyer and H. Wittig, “Lattice QCD and the
anomalous magnetic moment of the muon,” Prog.
Part. Nucl. Phys., vol. 104, pp. 46–96, 2019.
26. A. Juettner, “Review of light flavour physics on the
lattice,” PoS, vol. LATTICE2015, p. 006, 2016.
27. H.-T. Ding, F. Karsch, and S. Mukherjee, “Ther-
modynamics of strong-interaction matter from Lat-
tice QCD,” Int. J. Mod. Phys., vol. E24, p. 1530007,
2015.
28. M. C. Ban˜uls, K. Cichy, J. I. Cirac, K. Jansen, and
S. Ku¨hn, “Tensor networks and their use for lattice
gauge theories,” arXiv:1810.12838, 2018.
29. S.-J. Ran, E. Tirrito, C. Peng, X. Chen, G. Su, and
M. Lewenstein, “Lecture notes of tensor network con-
tractions,” arXiv:1708.09213, 2017.
30. E. Zohar and J. I. Cirac, “Combining tensor net-
works with Monte Carlo methods for lattice gauge
theories,” Phys. Rev. D, vol. 97, no. 3, p. 034510,
M.C. Ban˜uls et al.: Simulating Lattice Gauge Theories within Quantum Technologies 39
2018.
31. D. Jaksch and P. Zoller, “The cold atom Hubbard
toolbox,” Ann. Phys. (N. Y)., vol. 315, pp. 52–79,
2005.
32. I. Bloch, J. Dalibard, and S. Nascimbe`ne, “Quan-
tum simulations with ultracold quantum gases,” Nat.
Phys., vol. 8, pp. 267–276, 2012.
33. R. Blatt and C. Roos, “Quantum simulations with
trapped ions,” Nat. Phys., vol. 8, pp. 277–284, 2012.
34. J. I. Cirac and P. Zoller, “Goals and opportunities
in quantum simulation,” Nat. Phys., vol. 8, pp. 264–
266, 2012.
35. D. Greif, T. Uehlinger, G. Jotzu, L. Tarruell, and
T. Esslinger, “Short-range quantum magnetism of
ultracold fermions in an optical lattice,” Science,
p. 1236362, 2013.
36. H. Bernien, S. Schwartz, A. Keesling, H. Levine,
A. Omran, H. Pichler, S. Choi, A. S. Zibrov, M. En-
dres, M. Greiner, V. Vuletic´, and M. D. Lukin,
“Probing many-body dynamics on a 51-atom quan-
tum simulator,” Nature, vol. 551, p. 579, 2017.
37. R. Islam, R. Ma, P. M. Preiss, M. Eric Tai, A. Lukin,
M. Rispoli, and M. Greiner, “Measuring entangle-
ment entropy in a quantum many-body system,” Na-
ture, vol. 528, p. 77, 2015.
38. E. Zohar, J. I. Cirac, and B. Reznik, “Simulating
compact quantum electrodynamics with ultracold
atoms: Probing confinement and nonperturbative ef-
fects,” Phys. Rev. Lett., vol. 109, p. 125302, 2012.
39. L. Tagliacozzo, A. Celi, A. Zamora, and M. Lewen-
stein, “Optical abelian lattice gauge theories,” Ann.
Phys., vol. 330, pp. 160–191, 2013.
40. D. Banerjee, M. Dalmonte, M. Mu¨ller, E. Rico,
P. Stebler, U.-J. Wiese, and P. Zoller, “Atomic quan-
tum simulation of dynamical gauge fields coupled to
fermionic matter: From string breaking to evolution
after a quench,” Phys. Rev. Lett., vol. 109, p. 175302,
2012.
41. E. Zohar, J. I. Cirac, and B. Reznik, “Cold-atom
quantum simulator for SU(2) Yang-Mills lattice
gauge theory,” Phys. Rev. Lett., vol. 110, p. 125304,
2013.
42. L. Tagliacozzo, A. Celi, P. Orland, M. Mitchell, and
M. Lewenstein, “Simulation of non-abelian gauge
theories with optical lattices,” Nat. Comm., vol. 4,
p. 2615, 2013.
43. D. Banerjee, M. Bo¨gli, M. Dalmonte, E. Rico, P. Ste-
bler, U.-J. Wiese, and P. Zoller, “Atomic quantum
simulation of U(N) and SU(N) non-abelian lattice
gauge theories,” Phys. Rev. Lett., vol. 110, p. 125303,
2013.
44. A. Mezzacapo, E. Rico, C. Sab´ın, I. Egusquiza,
L. Lamata, and E. Solano, “Non-abelian SU(2) lat-
tice gauge theories in superconducting circuits,”
Phys. Rev. Lett., vol. 115, p. 240502, 2015.
45. U.-J. Wiese, “Ultracold Quantum Gases and Lattice
Systems: Quantum Simulation of Lattice Gauge The-
ories,” Annalen Phys., vol. 525, pp. 777–796, 2013.
46. E. Zohar, J. I. Cirac, and B. Reznik, “Quantum
simulations of lattice gauge theories using ultracold
atoms in optical lattices,” Rep. Prog. Phys., vol. 79,
p. 014401, 2015.
47. E. A. Martinez, C. A. Muschik, P. Schindler, D. Nigg,
A. Erhard, M. Heyl, P. Hauke, M. Dalmonte,
T. Monz, P. Zoller, et al., “Real-time dynamics of
lattice gauge theories with a few-qubit quantum com-
puter,” Nature, vol. 534, pp. 516–519, 2016.
48. D. Horn, “Finite matrix models with continuous
local gauge invariance,” Phys. Lett. B, vol. 100,
pp. 149–151, 1981.
49. P. Orland and D. Rohrlich, “Lattice gauge magnets:
Local isospin from spin,” Nucl. Phys. B, vol. 338,
pp. 647 – 672, 1990.
50. S. Chandrasekharan and U. J. Wiese, “Quantum
link models: A Discrete approach to gauge theories,”
Nucl. Phys. B, vol. 492, pp. 455–474, 1997.
51. D. Banerjee, F.-J. Jiang, P. Widmer, and U.-J.
Wiese, “The (2+1)-d U(1) quantum link model mas-
querading as deconfined criticality,” J. Stat. Mech.
Theor. Exp., vol. 2013, p. P12010, 2013.
52. D. S. Rokhsar and S. A. Kivelson, “Superconduc-
tivity and the quantum hard-core dimer gas,” Phys.
Rev. Lett., vol. 61, pp. 2376–2379, Nov 1988.
53. D. Banerjee, M. Boegli, C. P. Hofmann, F. J. Jiang,
P. Widmer, and U. J. Wiese, “Interfaces, Strings, and
a Soft Mode in the Square Lattice Quantum Dimer
Model,” Phys. Rev. B, vol. 90, p. 245143, 2014.
54. A. Yu. Kitaev, “Fault tolerant quantum computation
by anyons,” Ann. Phys., vol. 303, pp. 2–30, 2003.
55. C. Laflamme, W. Evans, M. Dalmonte, U. Ger-
ber, H. Mej´ıa-Dı´az, W. Bietenholz, U.-J. Wiese,
and P. Zoller, “CP(N-1) quantum field theories with
alkaline-earth atoms in optical lattices,” Ann. Phys.,
vol. 370, pp. 117–127, 2016.
56. R. Brower, S. Chandrasekharan, and U. J. Wiese,
“QCD as a quantum link model,” Phys. Rev. D,
vol. 60, p. 094502, 1999.
57. U.-J. Wiese, “Towards Quantum Simulating QCD,”
Nucl. Phys. A, vol. 931, pp. 246–256, 2014.
58. D. Marcos, P. Widmer, E. Rico, M. Hafezi, P. Rabl,
U.-J. Wiese, and P. Zoller, “Two-dimensional lattice
gauge theories with superconducting quantum cir-
cuits,” Ann. Phys., vol. 351, pp. 634 – 654, 2014.
59. A. Bazavov, Y. Meurice, S.-W. Tsai, J. Unmuth-
Yockey, and J. Zhang, “Gauge-invariant implemen-
tation of the abelian-higgs model on optical lattices,”
Physical Review D, vol. 92, no. 7, p. 076003, 2015.
60. H. Zou, Y. Liu, C.-Y. Lai, J. Unmuth-Yockey, L.-
P. Yang, A. Bazavov, Z. Xie, T. Xiang, S. Chan-
drasekharan, S.-W. Tsai, et al., “Progress towards
quantum simulating the classical o (2) model,” Phys-
ical Review A, vol. 90, no. 6, p. 063603, 2014.
61. L. Garc´ıa-A´lvarez, J. Casanova, A. Mezzacapo,
I. Egusquiza, L. Lamata, G. Romero, and E. Solano,
“Fermion-fermion scattering in quantum field theory
with superconducting circuits,” Physical review let-
ters, vol. 114, no. 7, p. 070502, 2015.
40 M.C. Ban˜uls et al.: Simulating Lattice Gauge Theories within Quantum Technologies
62. V. Kasper, F. Hebenstreit, M. Oberthaler, and
J. Berges, “Schwinger pair production with ultra-
cold atoms,” Physics Letters B, vol. 760, pp. 742–
746, 2016.
63. A. Dehkharghani, E. Rico, N. Zinner, and A. Ne-
gretti, “Quantum simulation of abelian lattice gauge
theories via state-dependent hopping,” Phys. Rev. A,
vol. 96, p. 043611, 2017.
64. V. Kasper, F. Hebenstreit, F. Jendrzejewski, M. K.
Oberthaler, and J. Berges, “Implementing quantum
electrodynamics with ultracold atomic systems,”
New journal of physics, vol. 19, no. 2, p. 023030,
2017.
65. D. B. Kaplan and J. R. Stryker, “Gauss’s law, du-
ality, and the hamiltonian formulation of u (1) lat-
tice gauge theory,” arXiv preprint arXiv:1806.08797,
2018.
66. M. C. Ban˜uls, K. Cichy, J. I. Cirac, K. Jansen, and
H. Saito, “Matrix product states for lattice field the-
ories,” arXiv:1310.4118, 2013.
67. M. C. Ban˜uls, K. Cichy, J. I. Cirac, and K. Jansen,
“The mass spectrum of the Schwinger model with
matrix product states,” J. High Energy Phys.,
vol. 2013, p. 158, 2013.
68. P. Silvi, E. Rico, T. Calarco, and S. Montangero,
“Lattice gauge tensor networks,” New J. Phys.,
vol. 16, p. 103015, 2014.
69. S. Montangero, Introduction to Tensor Network
Methods: Numerical simulations of low-dimensional
many-body quantum systems. Springer Int. Pub.,
2018.
70. L. Funcke, K. Jansen, and S. Ku¨hn, “Topological vac-
uum structure of the schwinger model with matrix
product states,” arXiv:1908.00551, 2019.
71. F. Bruckmann, K. Jansen, and S. Ku¨hn, “O(3) non-
linear sigma model in 1 + 1 dimensions with matrix
product states,” Phys. Rev. D, vol. 99, p. 074501,
Apr 2019.
72. L. Tagliacozzo, A. Celi, and M. Lewenstein, “Tensor
networks for lattice gauge theories with continuous
groups,” Phys. Rev. X, vol. 4, p. 041024, 2014.
73. B. Buyens, J. Haegeman, K. Van Acoleyen, H. Ver-
schelde, and F. Verstraete, “Matrix product states
for gauge field theories,” Phys. Rev. Lett., vol. 113,
p. 091601, 2014.
74. E. Rico, T. Pichler, M. Dalmonte, P. Zoller, and
S. Montangero, “Tensor networks for lattice gauge
theories and atomic quantum simulation,” Phys.
Rev. Lett., vol. 112, p. 201601, 2014.
75. J. Haegeman, K. Van Acoleyen, N. Schuch, J. I.
Cirac, and F. Verstraete, “Gauging quantum states:
from global to local symmetries in many-body sys-
tems,” Phys. Rev. X, vol. 5, p. 011024, 2015.
76. J. Schwinger, “Gauge Invariance and Mass. II,”
Phys. Rev., vol. 128, pp. 2425–2429, Dec 1962.
77. S. Coleman, “More about the massive Schwinger
model,” Ann. Phys., vol. 101, pp. 239–267, 1976.
78. T. M. Byrnes, P. Sriganesh, R. J. Bursill, and C. J.
Hamer, “Density matrix renormalization group ap-
proach to the massive Schwinger model,” Phys. Rev.
D, vol. 66, p. 013002, July 2002.
79. J. Kogut and L. Susskind, “Hamiltonian formulation
of Wilson’s lattice gauge theories,” Phys. Rev. D,
vol. 11, pp. 395–408, 1975.
80. T. Banks, L. Susskind, and J. B. Kogut, “Strong
Coupling Calculations of Lattice Gauge Theories:
(1+1)-Dimensional Exercises,” Phys. Rev. D, vol. 13,
p. 1043, 1976.
81. M. C. Ban˜uls, K. Cichy, K. Jansen, and H. Saito,
“Chiral condensate in the schwinger model with
matrix product operators,” Phys. Rev. D, vol. 93,
p. 094512, 2016.
82. B. Buyens, J. Haegeman, K. Van Acoleyen,
and F. Verstraete, “Matrix product states
for hamiltonian lattice gauge theories,”
PoS(LATTICE2014)308, 2014.
83. K. Zapp and R. Oru´s, “Tensor network simulation
of QED on infinite lattices: Learning from (1+1)d,
and prospects for (2+1)d,” Phys. Rev. D, vol. 95,
p. 114508, 2017.
84. B. Buyens, J. Haegeman, H. Verschelde, F. Ver-
straete, and K. Van Acoleyen, “Confinement and
String Breaking for QED2 in the Hamiltonian Pic-
ture,” Phys. Rev. X, vol. 6, p. 041040, 2016.
85. B. Buyens, J. Haegeman, F. Verstraete, and K. Van
Acoleyen, “Tensor networks for gauge field theories,”
arXiv:1511.04288, 2015.
86. B. Buyens, F. Verstraete, and K. Van Acoleyen,
“Hamiltonian simulation of the Schwinger model at
finite temperature,” Phys. Rev. D, vol. 94, p. 085018,
2016.
87. B. Buyens, J. Haegeman, F. Hebenstreit, F. Ver-
straete, and K. Van Acoleyen, “Real-time simulation
of the Schwinger effect with matrix product states,”
Phys. Rev. D, vol. 96, p. 114501, 2017.
88. B. Buyens, S. Montangero, J. Haegeman, F. Ver-
straete, and K. Van Acoleyen, “Finite-representation
approximation of lattice gauge theories at the con-
tinuum limit with tensor networks,” Phys. Rev. D,
vol. 95, p. 094509, 2017.
89. J. Schwinger, “On gauge invariance and vacuum po-
larization,” Phys. Rev., vol. 82, p. 664, 1951.
90. T. M. R. Byrnes, P. Sriganesh, R. J. Bursill, and C. J.
Hamer, “Density matrix renormalisation group ap-
proach to the massive Schwinger model,” Nucl. Phys.
B Proc. Supp., vol. 109, pp. 202–206, 2002.
91. J. B. Kogut, “An introduction to lattice gauge theory
and spin systems,” Rev. Mod. Phys., vol. 51, pp. 659–
713, 1979.
92. P. Calabrese and J. Cardy, “Entanglement entropy
and quantum field theory,” J. Stat. Mech. Theor.
Exp., vol. 2004, p. P06002, 2004.
93. S. Elitzur, “Impossibility of spontaneously breaking
local symmetries,” Phys. Rev. D, vol. 12, pp. 3978–
3982, 1975.
94. C. Adam, “The Schwinger mass in the massive
Schwinger model,” Phys. Lett. B, vol. 382, pp. 383–
388, 1996.
M.C. Ban˜uls et al.: Simulating Lattice Gauge Theories within Quantum Technologies 41
95. J. Haegeman, B. Pirvu, D. J. Weir, J. I. Cirac, T. J.
Osborne, H. Verschelde, and F. Verstraete, “Vari-
ational matrix product ansatz for dispersion rela-
tions,” Phys. Rev. B, vol. 85, p. 100408, 2012.
96. P. V. Buividovich and M. I. Polikarpov, “En-
tanglement entropy in lattice gauge theo-
ries,” arXiv:0811.3824, 2008. PoSConfine-
ment2008:039,2008.
97. L. Tagliacozzo and G. Vidal, “Entanglement renor-
malization and gauge symmetry,” Phys. Rev. B,
vol. 83, p. 115127, mar 2011.
98. M. Creutz, “Gauge fixing, the transfer matrix, and
confinement on a lattice,” Phys. Rev. D, vol. 15,
p. 1128, 1977.
99. G. Vidal, “Entanglement renormalization,” Physical
Review Letters, vol. 99, pp. 220405–4, Nov. 2007.
100. L. Tagliacozzo, G. Evenbly, and G. Vidal, “Simu-
lation of two-dimensional quantum systems using a
tree tensor network that exploits the entropic area
law,” Phys. Rev. B, vol. 80, p. 235127, Dec. 2009.
101. R. Savit, “Duality in field theory and statistical
systems,” Rev. Mod. Phys., vol. 52, p. 453, 1980.
Copyright (C) 2009 The American Physical Society;
Please report any problems to prola@aps.org.
102. P. Corboz, T. M. Rice, and M. Troyer, “Compet-
ing States in the $t$-$J$ Model: Uniform $d$-Wave
State versus Stripe State,” Phys. Rev. Lett., vol. 113,
p. 046402, 2014.
103. S. Singh, R. N. C. Pfeifer, and G. Vidal, “Tensor
network decompositions in the presence of a global
symmetry,” arXiv:0907.2994, July 2009.
104. M. C. Ban˜uls, K. Cichy, J. I. Cirac, K. Jansen,
and H. Saito, “Thermal evolution of the Schwinger
model with matrix product operators,” Phys. Rev.
D, vol. 92, p. 034519, 2015.
105. T. Pichler, M. Dalmonte, E. Rico, P. Zoller, and
S. Montangero, “Real-time dynamics in U(1) lattice
gauge theories with tensor networks,” Phys. Rev. X,
vol. 6, p. 011023, 2016.
106. P. Silvi, E. Rico, M. Dalmonte, F. Tschirsich, and
S. Montangero, “Finite-density phase diagram of a
(1+1)-d non-abelian lattice gauge theory with tensor
networks,” Quantum, vol. 1, p. 9, 2017.
107. M. C. Ban˜uls, K. Cichy, J. I. Cirac, K. Jansen,
and S. Ku¨hn, “Density induced phase transitions in
the Schwinger model: A study with matrix product
states,” Phys. Rev. Lett., vol. 118, p. 071601, 2017.
108. M. C. Ban˜uls, K. Cichy, J. I. Cirac, K. Jansen,
and S. Ku¨hn, “Efficient basis formulation for (1+1)-
dimensional SU(2) lattice gauge theory: Spectral cal-
culations with matrix product states,” Phys. Rev. X,
vol. 7, p. 041046, 2017.
109. P. Sala, T. Shi, S. Ku¨hn, M. C. Ban˜uls, E. Demler,
and J. I. Cirac, “Gaussian states for the variational
study of (1+1)-dimensional lattice gauge models,”
arXiv:1811.04899, 2018.
110. F. Tschirsich, S. Montangero, and M. Dalmonte,
“Phase diagram and conformal string excitations
of square ice using gauge invariant matrix product
states,” SciPost Physics, vol. 6, no. 3, p. 028, 2019.
111. S. Notarnicola, M. Collura, and S. Montangero,
“Real time dynamics quantum simulation of (1+ 1)-d
lattice qed with rydberg atoms,” arXiv:1907.12579,
2019.
112. P. Silvi, Y. Sauer, F. Tschirsich, and S. Mon-
tangero, “Tensor Network Simulation of compact
one-dimensional lattice Quantum Chromodynamics
at finite density,” arXiv: 1901.04403, pp. 1–9, 2019.
113. R. Narayanan, “Two flavor massless schwinger model
on a torus at a finite chemical potential,” Phys. Rev.
D, vol. 86, p. 125008, 2012.
114. R. Lohmayer and R. Narayanan, “Phase structure of
two-dimensional qed at zero temperature with flavor-
dependent chemical potentials and the role of multi-
dimensional theta functions,” Phys. Rev. D, vol. 88,
p. 105030, 2013.
115. M. C. Ban˜uls, K. Cichy, J. I. Cirac, K. Jansen,
S. Ku¨hn, and H. Saito, “The multi-flavor schwinger
model with chemical potential - overcoming
the sign problem with matrix product states,”
PoS(LATTICE 2016)316, 2016.
116. S. Ku¨hn, E. Zohar, J. Cirac, and M. C. Ban˜uls,
“Non-abelian string breaking phenomena with ma-
trix product states,” J. High Energy Phys., vol. 2015,
p. 130, 2015.
117. C. Hamer, “Lattice model calculations for SU(2)
Yang-Mills theory in 1 + 1 dimensions,” Nucl. Phys.
B, vol. 121, pp. 159 – 175, 1977.
118. C. Hamer, “SU(2) Yang-Mills theory in (1 + 1) di-
mensions: A finite-lattice approach,” Nucl. Phys. B,
vol. 195, pp. 503 – 521, 1982.
119. S. Ghosh, R. M. Soni, and S. P. Trivedi, “On the
entanglement entropy for gauge theories,” J. High
Energy Phys., vol. 2015, p. 69, 2015.
120. K. Van Acoleyen, N. Bultinck, J. Haegeman,
M. Marien, V. B. Scholz, and F. Verstraete, “En-
tanglement of distillation for lattice gauge theories,”
Phys. Rev. Lett., vol. 117, p. 131602, 2016.
121. S. Bravyi, “Lagrangian representation for fermionic
linear optics,” Quant. Info. Comput., vol. 5, pp. 216–
238, 2005.
122. C. V. Kraus, M. M. Wolf, J. I. Cirac, and
G. Giedke, “Pairing in fermionic systems: A
quantum-information perspective,” Phys. Rev. A,
vol. 79, p. 012306, 2009.
123. I. Peschel and V. Eisler, “Reduced density matrices
and entanglement entropy in free lattice models,” J.
Phys. A: Math. Theor., vol. 42, p. 504003, 2009.
124. T. Shi, E. Demler, and J. I. Cirac, “Variational
study of fermionic and bosonic systems with non-
gaussian states: Theory and applications,” Ann.
Phys., vol. 390, pp. 245 – 302, 2018.
125. C. J. Hamer, Z. Weihong, and J. Oitmaa, “Series ex-
pansions for the massive schwinger model in hamilto-
nian lattice theory,” Phys. Rev. D, vol. 56, pp. 55–67,
1997.
126. F. Verstraete, J. J. Garc´ıa-Ripoll, and J. I. Cirac,
“Matrix product density operators: Simulation of
42 M.C. Ban˜uls et al.: Simulating Lattice Gauge Theories within Quantum Technologies
finite-temperature and dissipative systems,” Phys.
Rev. Lett., vol. 93, p. 207204, Nov 2004.
127. M. Zwolak and G. Vidal, “Mixed-state dynam-
ics in one-dimensional quantum lattice systems: A
time-dependent superoperator renormalization algo-
rithm,” Phys. Rev. Lett., vol. 93, p. 207205, Nov
2004.
128. I. Sachs and A. Wipf, “Finite temperature Schwinger
model,” Helv. Phys. Acta, vol. 65, pp. 652–678, 1992.
129. Y. Hosotani and R. Rodriguez, “Bosonized massive
n -flavour schwinger model,” J. Phys. A, vol. 31,
p. 9925, 1998.
130. Y. Kluger, J. M. Eisenberg, B. Svetitsky, F. Cooper,
and E. Mottola, “Fermion pair production in a strong
electric field,” Phys. Rev. D, vol. 45, pp. 4659–4671,
1992.
131. F. Hebenstreit, J. Berges, and D. Gelfand, “Simulat-
ing fermion production in 1+1 dimensional QED,”
Phys. Rev. D, vol. 87, p. 105006, 2013.
132. N. Shannon, G. Misguich, and K. Penc, “Cyclic ex-
change, isolated states, and spinon deconfinement in
an XXZ Heisenberg model on the checkerboard lat-
tice,” Phys. Rev. B, vol. 69, p. 220403, 2004.
133. M. Lu¨scher and P. Weisz, “Quark confinement and
the bosonic string,” J. High Energy Phys., vol. 2002,
pp. 049–049, 2002.
134. S. P. Jordan, K. S. Lee, and J. Preskill, “Quan-
tum algorithms for quantum field theories,” Science,
vol. 336, pp. 1130–1133, 2012.
135. H.-H. Lu, N. Klco, J. M. Lukens, T. D. Morris,
A. Bansal, A. Ekstro¨m, G. Hagen, T. Papenbrock,
A. M. Weiner, M. J. Savage, et al., “Simulations
of subatomic many-body physics on a quantum fre-
quency processor,” arXiv:1810.03959, 2018.
136. M. Luscher, “Volume dependence of the energy spec-
trum in massive quantum field theories. 2. scattering
states,” Commun. Math. Phys., vol. 105, no. DESY-
86-034, pp. 153–188, 1986.
137. U.-J. Wiese, “Identification of resonance parameters
from the finite volume energy spectrum,” Nuclear
Physics B-Proceedings Supplements, vol. 9, pp. 609–
613, 1989.
138. M. Lu¨scher, “Signatures of unstable particles in finite
volume,” Nuclear Physics B, vol. 364, no. 1, pp. 237–
251, 1991.
139. E. Farhi, J. Goldstone, and S. Gutmann, “A quan-
tum approximate optimization algorithm,” arXiv
preprint arXiv:1411.4028, 2014.
140. C. Muschik, M. Heyl, E. Martinez, T. Monz,
P. Schindler, B. Vogell, M. Dalmonte, P. Hauke,
R. Blatt, and P. Zoller, “U(1) Wilson lattice gauge
theories in digital quantum simulators,” New J.
Phys., vol. 19, p. 103020, 2017.
141. R. Blatt and C. F. Roos, “Quantum simulations with
trapped ions,” Nat. Phys., vol. 8, p. 277, 2012.
142. P. Schindler, D. Nigg, T. Monz, J. T. Barreiro,
E. Martinez, S. X. Wang, S. Quint, M. F. Brandl,
V. Nebendahl, C. F. Roos, M. Chwalla, M. Hennrich,
and R. Blatt, “A quantum information processor
with trapped ions,” New J. Phys, vol. 15, p. 123012,
2013.
143. J. Schwinger, “Gauge Invariance and Mass. II,”
Phys. Rev., vol. 128, p. 2425, 1962.
144. C. J. Hamer, J. Kogut, D. P. Crewther, and M. M.
Mazzolini, “The massive schwinger model on a lat-
tice: Background field, chiral symmetry and the
string tension,” Nucl. Phys. B, vol. 208, p. 413, 1982.
145. E. A. Calzetta and B. L. Hu, Nonequilibrium Quan-
tum Field Theory. Cambridge Univ. Press, Cam-
bridge, 2008.
146. S. Lloyd, “Universal quantum simulators,” Science,
vol. 273, p. 1073, 1996.
147. J. Kogut and L. Susskind, “Hamiltonian formulation
of Wilson’s lattice gauge theories,” Phys. Rev. D,
vol. 11, p. 395, Jan 1975.
148. C. J. Hamer, Z. Weihong, and J. Oitmaa, “Series ex-
pansions for the massive Schwinger model in Hamil-
tonian lattice theory,” Phys. Rev. D, vol. 56, p. 55,
Jul 1997.
149. A. Sørensen and K. Mølmer, “Entanglement and
quantum computation with ions in thermal motion,”
Phys. Rev. A, vol. 62, p. 022311, 2000.
150. C. Kokail, C. Maier, R. van Bijnen, T. Brydges,
M. K. Joshi, P. Jurcevic, C. A. Muschik, P. Silvi,
R. Blatt, C. F. Roos, et al., “Self-verifying varia-
tional quantum simulation of the lattice Schwinger
model,” arXiv:1810.03421, 2018.
151. H. Weimer, M. Mu¨ller, I. Lesanovsky, P. Zoller, and
H. P. Bu¨chler, “A Rydberg quantum simulator,” Nat.
Phys., vol. 6, p. 382, 2010.
152. E. Zohar, A. Farace, B. Reznik, and J. I. Cirac, “Dig-
ital quantum simulation of Z2 lattice gauge theories
with dynamical fermionic matter,” Phys. Rev. Lett.,
vol. 118, p. 070501, 2017.
153. E. Zohar, A. Farace, B. Reznik, and J. I. Cirac,
“Digital lattice gauge theories,” Physical Review A,
vol. 95, no. 2, p. 023604, 2017.
154. A. Celi, B. Vermersch, O. Viyuela, H. Pichler, M. D.
Lukin, and P. Zoller, “Emerging 2d gauge theo-
ries in rydberg configurable arrays,” arXiv preprint
arXiv:1907.03311, 2019.
155. M. Mu¨ller, I. Lesanovsky, H. Weimer, H. P. Bu¨chler,
and P. Zoller, “Mesoscopic Rydberg gate based
on electromagnetically induced transparency,” Phys.
Rev. Lett., vol. 102, p. 170502, 2009.
156. B. Reznik, Y. Aharonov, and B. Groisman, “Remote
operations and interactions for systems of arbitrary-
dimensional hilbert space: State-operator approach,”
Physical Review A, vol. 65, no. 3, p. 032312, 2002.
157. E. Zohar, “Half a state, half an operator: a general
formulation of stators,” Journal of Physics A: Math-
ematical and Theoretical, vol. 50, no. 8, p. 085301,
2017.
158. A. Bermudez, L. Mazza, M. Rizzi, N. Goldman,
M. Lewenstein, and M. Martin-Delgado, “Wilson
fermions and axion electrodynamics in optical lat-
tices,” Phys. Rev. Lett., vol. 105, p. 190404, 2010.
M.C. Ban˜uls et al.: Simulating Lattice Gauge Theories within Quantum Technologies 43
159. P. Hauke, O. Tieleman, A. Celi, C. O¨lschla¨ger, J. Si-
monet, J. Struck, M. Weinberg, P. Windpassinger,
K. Sengstock, M. Lewenstein, et al., “Non-abelian
gauge fields and topological insulators in shaken op-
tical lattices,” Phys. Rev. Lett., vol. 109, p. 145301,
2012.
160. M. Mancini, G. Pagano, G. Cappellini, L. Livi,
M. Rider, J. Catani, C. Sias, P. Zoller, M. Ingus-
cio, M. Dalmonte, et al., “Observation of chiral edge
states with neutral fermions in synthetic Hall rib-
bons,” Science, vol. 349, pp. 1510–1513, 2015.
161. H. Alaeian, C. W. S. Chang, M. V. Moghaddam,
C. M. Wilson, E. Solano, and E. Rico, “Creating
lattice gauge potentials in circuit qed: The bosonic
creutz ladder,” Physical Review A, vol. 99, no. 5,
p. 053834, 2019.
162. N. Goldman, A. Kubasiak, A. Bermudez, P. Gaspard,
M. Lewenstein, and M. A. Martin-Delgado, “Non-
abelian optical lattices: Anomalous quantum hall ef-
fect and dirac fermions,” Phys. Rev. Lett., vol. 103,
p. 035301, 2009.
163. M. Burrello and A. Trombettoni, “Non-abelian
anyons from degenerate landau levels of ultracold
atoms in artificial gauge potentials,” Phys. Rev.
Lett., vol. 105, p. 125304, 2010.
164. A. Eckardt, “Colloquium: Atomic quantum gases
in periodically driven optical lattices,” Rev. Mod.
Phys., vol. 89, p. 011004, 2017.
165. O. Boada, A. Celi, J. I. Latorre, and M. Lewen-
stein, “Quantum Simulation of an Extra Dimension,”
Phys. Rev. Lett., vol. 108, 2012.
166. A. Celi, P. Massignan, J. Ruseckas, N. Goldman, I. B.
Spielman, G. Juzeliunas, and M. Lewenstein, “Syn-
thetic Gauge Fields in Synthetic Dimensions,” Phys.
Rev. Lett., vol. 112, 2014.
167. B. K. Stuhl, H. I. Lu, L. M. Aycock, D. Genkina,
and I. B. Spielman, “Visualizing edge states with an
atomic Bose gas in the quantum Hall regime,” Sci-
ence, vol. 349, pp. 1514–1517, SEP 25 2015.
168. L. F. Livi, G. Cappellini, M. Diem, L. Franchi, C. Cli-
vati, M. Frittelli, F. Levi, D. Calonico, J. Catani,
M. Inguscio, and L. Fallani, “Synthetic Dimensions
and Spin-Orbit Coupling with an Optical Clock
Transition,” Phys. Rev. Lett., vol. 117, 2016.
169. O. Boada, A. Celi, J. Rodriguez-Laguna, J. I. La-
torre, and M. Lewenstein, “Quantum simulation of
non-trivial topology,” New J. Phys., vol. 17, 2015.
170. S. Barbarino, L. Taddia, D. Rossini, L. Mazza, and
R. Fazio, “Magnetic crystals and helical liquids in
alkaline-earth fermionic gases,” Nat. Comm., vol. 6,
2015.
171. L. Taddia, E. Cornfeld, D. Rossini, L. Mazza, E. Sela,
and R. Fazio, “Topological Fractional Pumping with
Alkaline-Earth-Like Atoms in Synthetic Lattices,”
Phys. Rev. Lett., vol. 118, JUN 8 2017.
172. M. C. Strinati, E. Cornfeld, D. Rossini, S. Barbarino,
M. Dalmonte, R. Fazio, E. Sela, and L. Mazza,
“Laughlin-like States in Bosonic and Fermionic
Atomic Synthetic Ladders,” Phys. Rev. X, vol. 7,
no. 2, 2017.
173. H. Bu¨chler, M. Hermele, S. Huber, M. P. Fisher,
and P. Zoller, “Atomic quantum simulator for lat-
tice gauge theories and ring exchange models,” Phys.
Rev. Lett., vol. 95, p. 040402, 2005.
174. J. I. Cirac, P. Maraner, and J. K. Pachos, “Cold atom
simulation of interacting relativistic quantum field
theories,” Phys. Rev. Lett., vol. 105, p. 190403, 2010.
175. E. Zohar and B. Reznik, “Confinement and lat-
tice quantum-electrodynamic electric flux tubes sim-
ulated with ultracold atoms,” Phys. Rev. Lett.,
vol. 107, p. 275301, 2011.
176. A. M. Polyakov, “Quark confinement and topology
of gauge theories,” Nuclear Physics B, vol. 120, no. 3,
pp. 429–458, 1977.
177. E. Zohar, J. I. Cirac, and B. Reznik, “Quantum simu-
lations of gauge theories with ultracold atoms: Local
gauge invariance from angular-momentum conserva-
tion,” Physical Review A, vol. 88, no. 2, p. 023617,
2013.
178. A. W. Glaetzle, M. Dalmonte, R. Nath,
I. Rousochatzakis, R. Moessner, and P. Zoller,
“Quantum spin-ice and dimer models with Rydberg
atoms,” Phys. Rev. X, vol. 4, p. 041037, 2014.
179. C. Lacroix, P. Mendels, and F. Mila, eds., Intro-
duction to Frustrated Magnetism. Springer Series in
Solid-State Sciences Vol. 164, 2010.
180. A. W. Glaetzle, M. Dalmonte, R. Nath, C. Gross,
I. Bloch, and P. Zoller, “Designing frustrated quan-
tum magnets with laser-dressed rydberg atoms,”
Phys. Rev. Lett., vol. 114, p. 173002, 2015.
181. R. M. W. van Bijnen and T. Pohl, “Quantum
magnetism and topological ordering via enhanced
rydberg-dressing near foerster-resonances,” Phys.
Rev. Lett., vol. 114, p. 243002, 2015.
182. F. M. Surace, P. P. Mazza, G. Giudici, A. Lerose,
A. Gambassi, and M. Dalmonte, “Lattice gauge the-
ories and string dynamics in rydberg atom quantum
simulators,” arXiv preprint arXiv:1902.09551, 2019.
183. O. Dutta, L. Tagliacozzo, M. Lewenstein, and J. Za-
krzewski, “Toolbox for abelian lattice gauge theo-
ries with synthetic matter,” Phys. Rev. A, vol. 95,
p. 053608, 2017.
184. M. Brenes, M. Dalmonte, M. Heyl, and A. Scardic-
chio, “Many-body localization dynamics from gauge
invariance,” Phys. Rev. Lett., vol. 120, p. 030601,
2018.
185. A. Polkovnikov, K. Sengupta, A. Silva, and M. Ven-
galattore, “Colloquium: Nonequilibrium dynamics
of closed interacting quantum systems,” Rev. Mod.
Phys., vol. 83, no. 3, pp. 863–883, 2011.
186. D. M. Basko, I. L. Aleiner, and B. L. Altshuler,
“Metal–insulator transition in a weakly interacting
many-electron system with localized single-particle
states,” Ann. Phys., vol. 321, p. 1126, May 2006.
187. A. Smith, J. Knolle, R. Moessner, and D. L.
Kovrizhin, “Absence of ergodicity without quenched
disorder: from quantum disentangled liquids to
many-body localization,” Phys. Rev. Lett., vol. 119,
44 M.C. Ban˜uls et al.: Simulating Lattice Gauge Theories within Quantum Technologies
p. 176601, 2017.
188. A. Smith, D. L. Kovrizhin, R. Moessner, and
J. Knolle, “Dynamics of a lattice gauge theory
with fermionic matter – minimal quantum simulator
with time-dependent impurities in ultracold gases,”
Quant. Sci. Tech., vol. 3, p. 044003, 2018.
189. E. Tirrito, M. Rizzi, G. Sierra, M. Lewenstein,
and A. Bermudez, “Renormalization group flows for
wilson-hubbard matter and the topological hamilto-
nian,” Phys. Rev. B, vol. 99, p. 125106, Mar 2019.
190. A. Bermudez, E. Tirrito, M. Rizzi, M. Lewenstein,
and S. Hands, “Gross-Neveu-Wilson model and
correlated symmetry-protected topological phases,”
Ann. Phys., vol. 399, pp. 149–180, 2018.
191. J. Ju¨nemann, A. Piga, S.-J. Ran, M. Lewenstein,
M. Rizzi, and A. Bermudez, “Exploring interacting
topological insulators with ultracold atoms: The syn-
thetic creutz-hubbard model,” Phys. Rev. X, vol. 7,
p. 031057, Sep 2017.
192. G. Magnifico, D. Vodola, E. Ercolessi, S. P. Kumar,
M. Mu¨ller, and A. Bermudez, “Symmetry-protected
topological phases in lattice gauge theories: Topolog-
ical QED2,” Phys. Rev. D, vol. 99, p. 014503, Jan
2019.
193. G. Magnifico, D. Vodola, E. Ercolessi, S. P. Kumar,
M. Mu¨ller, and A. Bermudez, “ZN gauge theories
coupled to topological fermions: qed2 with a quan-
tum mechanical θ angle,” Phys. Rev. B, vol. 100,
p. 115152, Sep 2019.
194. D. Gonza´lez-Cuadra, A. Dauphin, P. R. Grzybowski,
M. Lewenstein, and A. Bermudez, “Zn solitons in in-
tertwined topological phases: From boson fractional-
ization to a generalized bulk-defect correspondence,”
arXiv:1908.02186, 2019.
195. D. Gonza´lez-Cuadra, P. R. Grzybowski, A. Dauphin,
and M. Lewenstein, “Strongly correlated bosons on
a dynamical lattice,” Phys. Rev. Lett., vol. 121,
p. 090402, Aug 2018.
196. D. Gonza´lez-Cuadra, A. Dauphin, P. R. Grzy-
bowski, P. Wo´jcik, M. Lewenstein, and A. Bermudez,
“Symmetry-breaking topological insulators in the
Z2 bose-hubbard model,” Phys. Rev. B, vol. 99,
p. 045139, Jan 2019.
197. T. Chanda, J. Zakrzewski, M. Lewenstein, and
L. Tagliacozzo, “Confinement and lack of thermaliza-
tion after quenches in the bosonic schwinger model,”
arXiv:1909.12657, 2019.
198. S. Julia`-Farre´, A. Dauphin, R. W. Chhajlany, P. T.
Grochowski, S. Wall, M. Lewenstein, and P. R. Grzy-
bowski, “Nanoscale phase separation and pseudogap
in the hole-doped cuprates from fluctuating cu-o-cu
bonds,” arXiv:1909.02482, 2019.
199. D. Gonza´lez-Cuadra, A. Bermudez, P. R. Grzy-
bowski, M. Lewenstein, and A. Dauphin, “Inter-
twined topological phases induced by emergent sym-
metry protection,” Nat. Comm., vol. 10, no. 1,
p. 2694, 2019.
200. L. Barbiero, C. Schweizer, M. Aidelsburger, E. Dem-
ler, N. Goldman, and F. Grusdt, “Coupling ultracold
matter to dynamical gauge fields in optical lattices:
From flux attachment to Z2 lattice gauge theories,”
Science Adv., vol. 5, no. 10, p. eaav7444, 2019.
201. C. Schweizer, F. Grusdt, M. Berngruber, L. Barbi-
ero, E. Demler, N. Goldman, I. Bloch, and M. Aidels-
burger, “Floquet approach to Z2 lattice gauge the-
ories with ultracold atoms in optical lattices,” Nat.
Phys., 2019.
202. P. Kiefer, F. Hakelberg, M. Wittemer, A. Bermu´dez,
D. Porras, U. Warring, and T. Schaetz,
“Floquet-engineered vibrational dynamics in
a two-dimensional array of trapped ions,”
arXiv:1907.06376, 2019.
203. F. Go¨rg, K. Sandholzer, J. Minguzzi, R. Desbuquois,
M. Messer, and T. Esslinger, “Realization of density-
dependent peierls phases to engineer quantized gauge
fields coupled to ultracold matter,” Nat. Phys., 2019.
204. P. Hauke, D. Marcos, M. Dalmonte, and P. Zoller,
“Quantum simulation of a lattice Schwinger model
in a chain of trapped ions,” Phys. Rev. X, vol. 3,
p. 041018, 2013.
205. R. Nath, M. Dalmonte, A. W. Glaetzle, P. Zoller,
F. Schmidt-Kaler, and R. Gerritsma, “Hexagonal
plaquette spin-spin interactions and quantum mag-
netism in a two-dimensional ion crystal,” New J.
Phys., vol. 17, p. 065018, 2015.
206. L. Balents, M. P. A. Fisher, and S. Girvin, “Fraction-
alization in an easy-axis kagome antiferromagnet,”
Phys. Rev. B, vol. 65, no. 22, 2002.
207. D. Marcos, P. Rabl, E. Rico, and P. Zoller, “Super-
conducting circuits for quantum simulation of dy-
namical gauge fields,” Phys. Rev. Lett., vol. 111,
p. 110504, 2013.
208. G. Brennen, G. Pupillo, E. Rico, T. Stace, and
D. Vodola, “Loops and strings in a superconducting
lattice gauge simulator,” Phys. Rev. Lett., vol. 117,
p. 240504, 2016.
209. M. Mathur, “Harmonic oscillator pre-potentials in
su (2) lattice gauge theory,” Journal of Physics A:
Mathematical and General, vol. 38, no. 46, p. 10015,
2005.
210. K. Stannigel, P. Hauke, D. Marcos, M. Hafezi,
S. Diehl, M. Dalmonte, and P. Zoller, “Constrained
dynamics via the Zeno effect in quantum simula-
tion: Implementing non-abelian lattice gauge theo-
ries with cold atoms,” Phys. Rev. Lett., vol. 112,
p. 120406, 2014.
211. P. Facchi and S. Pascazio, “Quantum zeno dynam-
ics: mathematical and physical aspects,” J. Phys. A:
Math. Theor., vol. 41, p. 493001, 2008.
212. N. Syassen, D. M. Bauer, M. Lettner, T. Volz, D. Di-
etze, J. J. Garcia-Ripoll, J. I. Cirac, G. Rempe, and
S. Du¨rr, “Strong dissipation inhibits losses and in-
duces correlations in cold molecular gases,” Science,
vol. 320, p. 1329, 2008.
213. M. Roncaglia, M. Rizzi, and J. I. Cirac, “Pfaffian
state generation by strong 3-body dissipation,” Phys.
Rev. Lett., vol. 104, p. 096803, 2010.
M.C. Ban˜uls et al.: Simulating Lattice Gauge Theories within Quantum Technologies 45
214. A. Kantian, M. Dalmonte, S. Diehl, W. Hofstetter,
P. Zoller, and A. J. Daley, “An atomic colour super-
fluid via three-body loss,” Phys. Rev. Lett., vol. 103,
p. 240401, 2009.
215. E. Rico, M. Dalmonte, P. Zoller, D. Banerjee,
M. Bo¨gli, P. Stebler, and U.-J. Wiese, “SO(3) Nu-
clear Physics with ultracold gases,” Ann. Phys.,
vol. 393, pp. 466–483, 2018.
