







































































































































































Variable  Abbreviation  Unit  Min  Max 
Moran’s I 
(p<0.001) 
Anthropogenic  *  Intensity of sand extraction  sand_extr  #/year  0  14890  0.37 
Biochemical  Average total suspended matter  TSM_mean  g.m‐3  2.1  24.4  0.97 
Maximum total suspended matter  TSM_max  g.m‐3  3.9  43.7  0.9 
*  Minimum total suspended matter  TSM_min  g.m‐3  0.58  9.95  0.82 
*  Average chlorophyll content  chl_mean  mg.m‐3  2.3  17.6  0.7 
Maximum chlorophyll content  chl_max  mg.m‐3  6.6  35.2  0.82 
*  Minimum chlorophyll content  chl_min  mg.m‐3  0.04  4.27  0.24 
Average salinity  sal_mean  30.2  35.2  0.97 
*  Maximum salinity  sal_max  31.5  35.5  0.9 
Minimum salinity  sal_min  29.5  34.5  0.92 
Current  *  Minimum bottom shear stress  Bstri  N.m‐2  0  0.105  0.82 
Mean bottom shear stress  Bstrm  N.m‐2  0.008  1.08  0.47 
Maximum bottom shear stress  Bstrx  N.m‐2  0.07  8.33  0.21 
Size of the residual currents  Mcur  m.s‐1  0.002  0.077  0.39 
*  Maximum depth‐averaged current velocity  Mmax  m.s‐1  0.12  1.17  0.18 
Magnitude of the residual transports  Mtra  m.s‐1  0.002  0.138  0.49 
*  Residual currents  Rcur  m.s‐1  ‐0.023  0.07  0.33 
Residual transports  Rtra  m.s‐1  ‐0.029  0.121  0.5 




Umax  m.s‐1  ‐0.66  1.11  0.25 
*  Average current velocity at the bottom layer  Umea  m.s‐1  0.04  0.62  0.54 
Topographic  Water depth  depth  m  2.2  41.9  0.64 
*  Slope of the sea bottom  slope  °  0.03  2.89  0.51 
*  Bathymetric Position Index (1600 m range)  bpi_1_20  ‐  ‐495  206  0.48 
*  Bathymetric Position Index (240 m range)  bpi_1_3  ‐  ‐316  183  0.27 
Rugosity of the bottom  rugosity  m2.m‐2  1  1.0014  0.28 
Orientation of the slope of the bottom  aspect  °  34  354  0.16 
Sediment  *  Median grain size  d50  µm  38  654  0.56 
*  Gravel content  gravel  weight%  0  34  0.24 
*  Sand content (63 µm ‐ 2 mm)  sand  %  4.7  100  0.7 
*  Silt‐clay content (0‐63 µm)  mud  %  0  95  0.7 
Time  Year of collection  year  year  1972  2004 
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S  0.68  0.12 (± 0.03)  3    0.31  ‐0.009 (± 0.011)  8 
Sch1  0.62  0.01 (± 0.03)  9    0.3  0.001 (± 0.006)  10 
Sch2  0.62  0.01 (± 0.02)  9    0.3  ‐0.003 (± 0.007)  9 
ES(20)  0.71  0.09 (± 0.02)  5    0.37  ‐0.004 (± 0.004)  10 
ES(25)  0.71  0.14 (± 0.04)  5    0.38  0.004 (± 0.009)  9 
ES(50)  0.71  0.05 (± 0.02)  8    0.38  0.002 (± 0.005)  10 
ES(100)  0.7  0.07 (± 0.02)  7    0.36  0.001 (± 0.010)  8 
ES(150)  0.69  0.08 (± 0.01)  8    0.34  0.000 (± 0.007)  9 
ES(200)  0.68  0.06 (± 0.02)  7    0.32  ‐0.010 (± 0.011)  8 
Δ  0.71  0.14 (± 0.03)  4    0.36  0.027 (± 0.007)  6 
Δ∗  0.55  ‐0.03 (± 0.02)  10    0.38  ‐0.005 (± 0.007)  9 
Δ+  0.26  ‐0.05 (± 0.02)  8    0.16  ‐0.006 (± 0.003)  10 
H'  0.68  0.13 (± 0.03)  6    0.37  0.018 (± 0.010)  8 



























Diversity  r CCC  N 
index   of test sets  of test sets (p<0.05)
S  0.83 (≤ 0.03)  0.79 (≤ 0.04)   2 
Sch1  0.81 (≤ 0.03)  0.78 (≤ 0.04)   3 
Sch2  0.82 (≤ 0.03)  0.80 (≤ 0.03)  1 
ES(20)  0.92 (≤ 0.02)  0.89 (≤ 0.02)   10 
ES(25)  0.89 (≤ 0.03)  0.87 (≤ 0.03)   10 
ES(50)  0.90 (≤ 0.02)  0.88 (≤ 0.03)   10 
ES(100)  0.87 (≤ 0.03)  0.86 (≤ 0.03)   8 
ES(150)  0.85 (≤ 0.02)  0.82 (≤ 0.03)   5 
ES(200)  0.84 (≤ 0.02)  0.82 (≤ 0.03)   3 
Δ  0.91 (≤ 0.04)  0.89 (≤ 0.04)   0 
Δ∗  0.69 (≤ 0.05)  0.66 (≤ 0.05)   2 
Δ+  0.45 (≤ 0.09)  0.41 (≤ 0.09)   0 
H'  0.91 (≤ 0.02)  0.89 (≤ 0.03)   10 
Hch  0.92 (≤ 0.02)  0.90 (≤ 0.02)   10 
Table 3.3. Model performance of the ten selected models: 1) Average Pearson product‐
moment correlation coefficient of the test sets (± SE); 2) Average concordance correlation 
coefficient (CCC) of the test sets (± SE); 3) Number of models (N) with normally distributed 
residuals.  
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Fig. 3.3. Contribution of the environmental variables to the diversity indices according to the 
Perturb method averaged over the 10 selected models (±S.E.). The black bars represent those 
variables which are positively correlated with the diversity index for at least 75% of the 
models according to the Profile and the Modified Profile method. The grey bars imply a 
negative correlation, while the white bars indicate no straightforward positive or negative 
correlation with the biodiversity index. 
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DISCUSSION 
Biodiversity indices and autocorrelation 
According to Segurado et al. (2006) strongly autocorrelated environmental predictors, 
together with highly autocorrelated species distributions, lead to an inflation of the 
predictive power of the model. Our research supports this hypothesis, witnessing the strong 
correlation between Moran’s ܫ and the CCC of the test set. We minimised this problem by 
keeping adjacent samples in the same subset. However, as populations and environmental 
variables tend to be autocorrelated at all scales, the spacing out of samples will reduce, but 
never fully eliminate SA effects (Segurado et al., 2006). Obviously, if a clear relationship 
between some environmental variables and diversity exists, the latter is easily predicted. 
However, even without such strong relationships, the inflation of the explanatory power for 
spatially autocorrelated variables makes them more likely to be selected in the final models 
(Segurado et al., 2006). Consequently, causal relationships are difficult to distinguish and 
interpretation of ecological models has to be carried out with caution. Therefore, we believe 
that expert knowledge is essential for interpretation of the models. 
The 14 diversity indices represent different aspects of diversity: species richness, evenness 
and taxonomic diversity, although these aspects are not equally represented in these 
indices. For example, the expected number of species is influenced by both evenness and 
species richness and with increasing ݊, the aspect of species richness will prevail; in general, 
sample processing in meiobenthic studies involves subsampling by randomly picking out 200 
nematodes. Consequently, the value of ES(200) will approximate the number of species ܵ 
found in the sample. Conversely, for low ݊‐values, evenness contributes more to ES(݊). 
Regarding the taxonomic indices: taxonomic diversity (∆) is strongly correlated with the 
evenness parameter, Shannon’s index of diversity (Clarke and Warwick, 2001), while 
taxonomic distinctness (∆כ) represents more pure taxonomic relatedness and is therefore 
less associated with evenness. The average taxonomic distinctness (∆ା) and species richness 
(S) are based on occurrence data and are thus independent of evenness. The extrapolated 
values of the species richness, ܵ௖௛ଵ and ܵ௖௛ଶ, are affected by rare species, found only once or 
twice in a sample, and are therefore only slightly influenced by evenness. With this in mind, 
it is clear from Table 3.2, that evenness, reflected in ܪԢ, ܪ௖௛, ES(20), ES(25) and ∆, exhibits 
the strongest spatial dependence between the samples, followed by species richness, and 
pure taxonomic relatedness has the lowest SA. 
Strong spatial autocorrelation of the biodiversity indices can be attributed to either the 
physical forcing of environmental variables or to community processes (Legendre, 1993). 
Since the model residuals show little or no spatial dependency, we believe that the 
environmental variables attributing to the spatial dependency of the diversity indices are 
well represented in the dataset. However, environmental factors may interact with biotic 
processes to generate these regional patterns. Disturbance of the seafloor by abiotic factors 
can affect diversity by regulating levels of competition, predation, and physiological stress 
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(Levin et al., 2001). Since evenness has the strongest SA this aspect appears to be more 
strongly influenced by the physical forcing of the environment.  
The residuals from the indices strongly influenced by evenness (ܪԢ, ܪ௖௛, ES(20), ES(25) and 
ES(50)) are normally distributed, indicating that the models explain the variation in the 
dataset. With increasing ݊ for ES(݊), the number of models with normally distributed 
residuals decreases. Few models of species richness indices and taxonomic diversity meet 
this condition. Remarkably, not a single model of taxonomic diversity had normally 
distributed residuals, while this index is strongly influenced by evenness and showed a high 
SA and high accuracy (CCC = 0.89). Thus, part of the variation is still not explained by the 
model. Other modelling techniques could be more adequate in this case or other fine scaled 
abiotic or biotic variables may influence these diversity indices. These variables need to be 
fine scaled, since little or no SA remains in the residuals. 
The two occurrence based indices, species richness ܵ and the taxonomic distinctness index 
∆ା, display a dissimilar pattern: ܵ is strongly autocorrelated for nearby samples (Moran’s ܫ = 
0.68), while ∆ା shows much less resemblance for replicate samples (Moran’s ܫ = 0.26). 
Hence, two samples within a certain range will have similar evenness and about the same 
number of species, but taxonomically the communities in both samples show less 
resemblance, suggesting that the species inhabiting this area can be quite different. 
Input variables contribution 
In contrast with linear models, the contribution of each environmental variable to the output 
of the neural network is not easy to decipher. Although, it is possible to determine the 
overall influence of each predictor variable, interactions between the variables are difficult 
to interpret (Olden and Jackson, 2002) and different ranges of the abiotic variables may 
result in different outcomes. Moreover, causal relationships are difficult to unravel in 
biogeography and interpretation of ecological models has to be done cautiously. Validating 
these models should therefore include expert knowledge, and results from previous 
research can help in identifying relevant relationships. 
The ‘habitat heterogeneity hypothesis’ is one of the keystones in ecology. It states that 
structurally complex habitats may provide more niches and diverse ways of exploiting the 
environmental resources and consequently increase species diversity. Habitats with a large 
degree of vertical and horizontal micro‐environmental habitat heterogeneity seem to 
enhance diversity (Bazzaz, 1975; Tews et al., 2004). Increasing sand and gravel content have 
a positive effect on species diversity of marine nematodes (Vanreusel, 1990; Steyaert et al., 
1999; Vanaverbeke et al., 2002): higher diversity is associated with clean, coarser sand 
rather than with fine‐grained coastal sediments. This positive effect of sand and gravel is 
possibly due to the larger interstitial space and consequently a higher number of 
microhabitats (Heip et al., 1985; Vanaverbeke et al., 2004b). This theory is confirmed by our 
models (Fig. 3.3): all diversity indices (except for ∆ା) are strongly influenced by the sediment 
composition: positively by the sand fraction and negatively by the silt‐clay fraction. The 
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gravel content appears to increase the number of rare species found only once or twice in a 
sample, resulting in a strong contribution to ܵ௖௛ଵ and ܵ௖௛ଶ. 
The adverse effect of organic input on nematode diversity has been reported before 
(Steyaert et al., 1999), and is probably due to the anoxia resulting from eutrophication. Our 
analyses indicate that persistently high minimum TSM is more detrimental to the 
biodiversity of the nematode assemblages than accidently high inputs or average high 
inputs. The causal effect should be further investigated, but if true, it suggests that further 
efforts to reduce eutrophication could increase diversity of the meiobenthic community.  
The hydrodynamic properties appear to be of less importance to the diversity, although 
generally they have a small but recurring positive effect on most of the diversity indices, 
except for the adverse effect of the residual currents (Rcur) on the taxonomic distinctness. 
The positive influence of an intermediate mechanical disturbance on the nematode diversity 
has been reported before (Vanreusel, 1990; Gage, 1996). However, the underlying reason is 
not clear and several hypotheses can be raised: (1) stronger currents allow species to 
disperse and colonise new patches; (2) new available patches are created which can be 
colonised by opportunistic species; (3) mild physical disturbance may switch systems where 
competitive exclusion would lead to reduced richness to systems where disturbance‐
mediated competitive coexistence occurs (Menge and Sutherland, 1976); (4) deposition of 
fine particles is prohibited by stronger currents, resulting in a higher sand fraction, more 
oxygen and habitat heterogeneity. In fact, a Pearson product moment correlation coefficient 
of ‐0.55 is found between silt‐clay and the minimum bottom shear stress. However, other 
research associates high turbulence with low diversity (Heip et al., 1985). Clearly, no cause 
effect conclusions can be drawn based on this circumstantial evidence. 
Sand extraction, the only anthropogenic variable, shows a strong positive relation with most 
of the diversity indices. Again, the causal relationship is not clear and may be indirect: firstly, 
sand extraction occurs preferably at locations with coarse sand and is therefore a proxy for 
habitat heterogeneity and secondly, hydrodynamical forces are stronger on top of the 
sandbanks causing an increase in the biodiversity by intermediate mechanical disturbance.  
The maximum salinity tends to have a positive influence on the diversity. According to 
literature however evenness (ܪԢ) reaches a peak in the poly‐ to mesohaline zones, thus a 
salinity between 5 and 30 (Heip et al., 1985). The minimum value in our dataset was 29.5; 
therefore, this hypothesis could not be tested. The low salinity values are found near the 
Scheldt estuary, a silty environment with high total suspended matter concentrations. 
Consequently, the influence of salinity is not straightforward and it may be a confounding 
factor. 
CONCLUSIONS 
Neural networks, often seen as a flexible but ‘black box’ tool, can be successfully 
implemented in ecological studies; different aspects of diversity are accurately predicted, 
PREDICTABILITY OF MARINE NEMATODE BIODIVERSITY 
63 
 
and those biologically relevant abiotic factors, such as sediment characteristics and organic 
input, are selected. Still, cautious interpretation is important because association does not 
necessarily imply causation and spatial autocorrelation may amplify or blur true ecological 
relations. Moreover, it is advisable to include several models in the final analysis, since a 
suboptimal model may be selected, resulting in faulty variable contributions. 
Diversity maps are a useful instrument for decision makers in delineating high diverse areas. 
Based on our results and with geostatistics reliable maps of evenness and species richness of 
the nematode community of the BCS can be created. Together with diversity maps from 
other taxonomical groups, such as the macrobenthos, these maps could delineate areas of 
high biological interest. 
There is a strong relationship between the predictability and the SA of a diversity index. The 
high SA of the diversity index can be attributed to the environmental variables in the model, 
since the residuals of the relevant models showed little or no SA anymore. It is clear that 
aspects of biodiversity, such as evenness and species richness show large scaled patterns in 
contrast to taxonomic distinctness. The high spatial variability of the latter makes it less 
suitable for area covering predictions. However, the explanation of this high variability 
remains an intriguing question. What factors determine taxonomic diversity? Different 
factors may attribute to this variability: (1) anthropogenic disturbance as suggested by 
Clarke and Warwick (2001); (2) small scale abiotic factors or (3) community processes such 
as competition and predation. Unravelling these factors is a challenging task but could shed 
light on fundamental questions such as the origin of the high meiofaunal diversity. 
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