In this paper, zooming methods which operate directly on color filter array (CFA) data are proposed, analyzed, and evaluated. Under the proposed framework enlarged spatial resolution images are generated directly from the CFA-based image sensors. The reduced computational complexity of the proposed schemes makes them ideal for real-time surveillance systems, industrial strength computer vision solutions, and mobile sensor-based visual systems. Simulation studies reported here indicate that the new methods (i) produce excellent results, in terms of both objective and subjective evaluation metrics, and (ii) outperform conventional zooming schemes operating in the RGB domain. r
Introduction
Computer and machine vision methods are becoming increasingly important for the development and proliferation of emerging applications and commercial devices, such as wireless phones, vision-based pocket devices, sensor networks, surveillance, and automotive apparatus. Based on a single imaging sensor, usually a charge-coupled device (CCD) and complementary metal oxide semiconductor (CMOS) sensor, most solutions rely on a color filter array (CFA) to complete the image formation process [1] . Cost-effective considerations most often lead to image outputs which do not have the spatial resolution needed for subsequent vision analysis tasks, such as object recognition and scene interpretation. Therefore, digital zooming is required. It is argued here that digital zooming performed on the CFA data constitutes a promising solution that can be used to improve the performance of computer vision and robotic inspection systems, as well as that of consumer electronics and end-user camera systems.
Image formation is of paramount importance in the development of cost-effective computer vision systems [2] . Probably the most popular solutions utilize the Bayer pattern shown in Fig. 1 , a CFA or mosaic of blocks formed by two green ðGÞ; one red ðRÞ and one blue ðBÞ receptors [3] . Given that a single color component is available at each spatial position, the missing color components of the captured data are interpolated from other components using the underlying spatial patterns [4] [5] [6] . This process results in restored, full color, RGB image. To keep cost at a reasonable level and to simultaneously increase the capturing capabilities of the sensing device, digital zooming is employed in order to increase the spatial resolution of the produced image.
In this paper, we introduce two CFA-based image zooming techniques. The methods can be seen as an extension of our initial work introduced in [7] . By operating on the CFA data directly, we avoid zooming on the RGB vector domain, were imperfections or noise introduced during demosaicing may create visual impairments [7, 8] . Moreover, based on the proposed methods image sensor devices will directly output an enlarged RGB image, without the need for additional software manipulation in the RGB vector domain. This makes the methods attractive and useful for real-time image sensor applications such as mobile sensors, surveillance and computer vision systems.
The rest of this paper is organized as follows. The Bayer CFA and its fundamentals are briefly described in Section 2. The proposed framework is introduced in Section 3. Motivation and design characteristics are discussed in detail. In Section 4, the procedures under consideration are tested using a variety of images. Performance comparisons with the relevant zooming approaches are provided. Evaluation is performed, in terms of commonly used image quality measures. Complexity and implementation issues are also discussed in this section. Finally, conclusions are drawn in Section 5. Fig. 1 with z 0 ðp;qÞ 2 z 0 denoting the image sample (pixel) with spatial coordinates ðp; qÞ characterizing the image row and column, respectively.
Fundamentals of the CFA operations

Let us consider a
The Bayer pattern, the most widely used CFA, provides an array or mosaic of Red ðRÞ; Green ðGÞ and Blue ðBÞ colors in which only one color element is available at a given spatial location. In the Bayer array half of the pixels z 0 ðp;qÞ correspond to the G channel, whereas the R; B channels are assigned the other half. By allocating more spatial samples to the Green plane, the Bayer pattern improves the perceived sharpness of the digital image since it is well-known that the human visual system (HVS) is more sensitive to luminance which is composed primarily of green light [5, 9] .
Given that each sample z 0 ðp;qÞ represents a scalar value, the image data constitute a gray-scale image z 0 shown in Fig. 2a . However, the structure of the Bayer image is fixedly given by its spatial coordinates ðp; qÞ and thus z 
This transformation forms the RGB image representing a two-dimensional matrix of three-component samples. Note that the color vectors x ðp;qÞ are set to zero. The missing color components are recovered from the adjacent Bayer data using the socalled CFA interpolation or demosaicing process [1, 5, 10] resulting in the restored color image shown in Fig. 2c . Bilinear interpolation (BI) is the most referred demosaicing scheme due its simplicity and robustness [11] .
The BI scheme performs the interpolation step independently for each color plane. The average of the adjacent pixels is then assigned to the output [11] . The missing G components are obtained as follows: Since the G components occupy every other position in the image rows and columns, all the missing G components of the RGB image x are interpolated using (2) .
Due to the structure of the Bayer pattern and the form of the interpolator the approach for interpolating the R (or B) components is slightly different than the one used for the G components. It can be observed that only two R (or B) components are available at any corresponding G location. Therefore, at a spatial location ðp; qÞ the R and B components are determined ARTICLE IN PRESS as follows: When it comes to estimate the R component at a location where a B component is available (or vice versa), it can be observed that the missing components are located at the center of four surrounding R (or B) components. Therefore, the interpolated output is given as Since the only operations required in the BI interpolation scheme are additions and bit shifting operations, the BI scheme is considered to be a useful, cost effective demosaicing algorithm, ideal as the baseline for performance and complexity comparisons [11] . It can be seen later that the BI's averaging approach is suitable not only for CFA interpolation, but it can be used as the base for development of CFA zooming algorithms.
Proposed zooming schemes
Let us consider a K Fig. 1 , and spatial coordinates p; q characterizing the image row and column. Let k 2 Z be an arbitrary zooming factor. The value k ¼ 2 is selected here to facilitate the discussion.
Zooming the Bayer image z 0 with a factor of k results in a
Conventional zooming by a factor of 2, proceeds by first enlarging the original image size and then incorporating new rows and columns (e.g. of zeros) into the original image. In the Bayer pattern, the spatial location of certain colors determine the outcome in another location. Operating on the Bayer data in this way destroys the underlying structure of the Bayer pattern as shown in Fig. 3a , since the R and B components are moved to positions ðodd p; odd qÞ which have to correspond to the G components according to the Bayer pattern structure. It is obvious that if the pattern structure is destroyed none of the commonly used CFA demosaicing algorithms can be used to restore the full RGB color image.
To zoom the Bayer data and preserve the Bayer pattern structure, the original CFA data should be assigned unique positions in the enlarged CFA image, as shown in Figs. 3b and c. The approach depicted in Fig.  3b interleaves two new rows and columns to the sensor data. Although this step is easy to implement, it is not optimal for the CFA zooming operations, since it increases the spatial distances (by two empty rows and columns) between the essential G components in the enlarged pattern. Furthermore, due to the semi-periodic nature of the G components the approach introduces an uncertainty in the determination of the G zoomer's inputs. This is not the case when the proposed approach depicted in Fig. 3c is used. In this case, the original z 0 ðp;qÞ values are filled into the zoomed image z as follows [7] : 
It can be seen that the CFA data assigned to R and B positions, and more importantly the samples assigned to essential G positions, have equal spatial distances on the image lattice and make the structure periodic. Therefore, the approach defined in (5) is used throughout the paper. Upon completion of this step, the enlarged Bayer image z contains all original CFA data of the input Bayer image z 0 : Therefore, the zooming process can continue by interpolating the missing CFA data corresponding to the empty positions of z shown in Fig. 3c . 
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Linear averaging scheme
Since the G components are as twice as frequent (and more important for human perception) compared to R and B values, it is reasonable to continue the process by interpolating the G components corresponding to the center of a shape mask created by four surrounding values as it is shown in Fig. 4a . Using an averaging operator, the proposed linear averaging zooming scheme (LAZS) estimates the missing G CFA components of z as follows:
where ðp; qÞ denotes the spatial position in the enlarged Bayer image z, and the quantities z 1 ; z 2 ; . . . ; z 4 denote the four surrounding G samples z ðpÀ2;qÞ ; z ðp;qÀ2Þ ; z ðp;qþ2Þ ; z ðpþ2;qÞ forming the mask W ¼ fz 1 ; z 2 ; . . . ; z 4 g on the image lattice (Fig. 4a) . The value z ðp;qÞ located at the center of the mask is set to the average of the components of W.
Using the interpolation step (6), the LAZS scheme does not introduce all the needed G components. Based on a new spatial arrangement of the G components, the rest of G components are positioned in the center of four existing G components containing original and interpolated CFA samples (Fig. 4c) . Missing G components are again interpolated using (6), where z 1 ; z 2 ; . . . ; z 4 denote z ðpÀ1;qÀ1Þ ; z ðpÀ1;qþ1Þ ; z ðpþ1;qÀ1Þ ; z ðpþ1;qþ1Þ : This process results in the complete set of the G components of zðp; qÞ shown in Fig. 5a .
Interpolating the missing R and B CFA data of z is performed in the same way. It can be observed that the spatial arrangement of the original R (or B) CFA components of z also constitutes a shape mask. The missing R (or B) components are located at the mask center as it is shown in Fig. 4b . Applying the interpolation formula of (6) with z 1 ; z 2 ; . . . ; z 4 set to z ðpÀ2;qÀ2Þ ; z ðpÀ2;qþ2Þ ; z ðpþ2;qÀ2Þ ; z ðpþ2;qþ2Þ ; respectively; results in the formation of a new shape mask outlined in Fig. 4d . The remaining R (or B) samples are now located at the corresponding mask centers and they are interpolated by applying (6) to values z 1 ; z 2 ; . . . ; z 4 corresponding to z ðpÀ2;qÞ ; z ðp;qÀ2Þ ; z ðp;qþ2Þ ; z ðpþ2;qÞ : This process completes the enlarged Bayer image z. The enlarged image is shown in Fig. 5b. 
Design based on a color-difference model
Let us return to the pattern shown in Fig. 5a . This enlarged Bayer image z contains the complete set of G components. Since the G components determine, for the most part, the perceived sharpness of the digital image, it is reasonable to utilize all available G components during the R and B component calculations. In doing so, the design takes advantage of a color-difference model introduced in [12] .
Comparing the location of the missing R component z ðp;qÞ to the neighboring G sample z ðp;qÀ1Þ and the locations of the four surrounding R components z ðpÀ2;qÀ2Þ ; z ðpÀ2;qþ2Þ ; z ðpþ2;qÀ2Þ ; z ðpþ2;qþ2Þ to the neighboring G components z ðpÀ2;qÀ3Þ ; z ðpÀ2;qþ1Þ ; z ðpþ2;qÀ3Þ ; z ðpþ2;qþ1Þ ; respectively; it is seen that all the G components have the same spatial shift. Since five G components are available compared to only four R components, instead of interpolating the missing R sample using the four R components, we decided to interpolate z ðp;qÞ more accurately by combining the information provided in the available R and G samples.
The resulting scheme, called here after linear colordifference zooming (LCDZ) scheme, estimates the missing R components z ðp;qÞ as z ðp;qÞ ¼ z ðp;qÀ1Þ þ 1 4
ARTICLE IN PRESS wherez i are color-difference quantities defined as follows:
z 3 ¼ z ðpþ2;qÀ2Þ À z ðpþ2;qÀ3Þ ,
z 4 ¼ z ðpþ2;qþ2Þ À z ðpþ2;qþ1Þ .
Since the G component z ðp;qÀ1Þ is available, adding the difference average value given by 1 4 P 4 i¼1z i guarantees the scaling of the R component output z ðp;qÞ :
Applying the interpolation formula of (7) for the R components, the spatial arrangement of z has been changed. Using the above difference step the pattern shown in Fig. 6a has been changed to the pattern depicted in Fig. 7a . Therefore, to complete the missing R components, the color-difference interpolation formula of (7) is defined through the difference quantities defined as follows:
z 4 ¼ z ðpþ2;qÞ À z ðpþ2;qÀ1Þ .
Since interpolation of R and B values is basically the same process with the possible exception of the spatial coordinate indexing (Fig. 6) , the color-difference interpolation formula of (7) is re-written using a simple exchange between p and q reasoned by the spatial diagonal symmetry between R and B positions. The interpolated B value is given as z ðp;qÞ ¼ z ðpÀ1;qÞ þ 1 4
wherez i are difference quantities defined as follows:
Comparing Fig. 6a and b, it can be seen that resulting R and B structures differ only in the diagonal symmetry, a fact reflected in Eqs. (7)- (11) and (16)- (20). Analogously, applying the interpolation formula of (16), the spatial arrangement of the B values has been changed from the pattern shown in Fig. 6b to the new pattern depicted Fig. 7b . Therefore the rest of the missing B components are obtained using (16) 
Experimental results
The proposed zooming methods are tested using the color test images 1 shown in Fig. 8 . These images which have been captured using professional-grade, threesensor cameras or color scanners are being used extensively by practitioners and researchers working in camera image processing, especially in demosaicing. This is mainly due to the fact that the database contains natural, real life images which vary in complexity and color appearance. Note that in order to facilitate comparisons, all images have been normalized to the standard 512 Â 512; 8-bit per channel RGB representation.
The efficiency of the zooming methods is measured, objectively, via the mean absolute error (MAE), the mean square error (MSE) and the normalized color difference (NCD) criterion [13] . The MAE and the MSE ARTICLE IN PRESS criteria are defined as follows: [13] . In order to apply the above criteria to o and y; these images must have the same spatial resolution. Therefore, the approach shown in Fig. 9 is used. First, a K 1 Â K 2 original image o is down-sampled with a factor of k to form a K Fig. 9b and c. A color image y with dimensions K 1 Â K 2 can be obtained from z 0 by performing the conventional approach which requires to perform the BI-CFA interpolation as described in (2)- (4) followed by the conventional color image zooming (CIZ) algorithm, which employs (bi)linear interpolation [14, 15] . It should ARTICLE IN PRESS be emphasized that this approach performs the zooming in the RGB domain.
Alternatively zooming can be performed in the CFA domain. First the Bayer image z 0 is zoomed. This results in the enlarged Bayer image shown in Fig. 9d . A BI-CFA interpolation is then performed. This results in the K 1 Â K 2 color image y with increased spatial resolution shown in Fig. 9e . Since both approaches utilize the BI-CFA interpolation step, the proposed LASZ and LCDZ CFA zooming schemes, which operate by default on the pattern in Fig. 3c obtained via (5) , can be fairly compared against the recently introduced locally adaptive CFA zooming (LAZ) scheme of Battiato [8] as well as the conventional CIZ approach. For completeness, both proposed LASZ and LCDZ approaches have also been applied to zoom the CFA image using the pattern depicted in Fig. 3b . Tables 1-4 summarize the objective, numerical results corresponding to the test images shown in Fig. 8 . Results indicate that the proposed LCDZ CFA scheme achieves the best performance in terms of MAE and MSE among all the tested zooming schemes. Therefore, it can be concluded that the employed color-difference ARTICLE IN PRESS Fig. 3b 6.11 173.9 0.0470 model is useful for CFA zooming purposes and that the proposed scheme results in an enlarged color image, which has a close resemblance to the original. We can further argue that the reported values indicate that the proposed method preserves the structural content of the original images and enhances the detail-preserving capabilities of the CIZ and LAZ schemes. Evaluations based on the perceptually motivated NCD criterion indicates that the BI-CFA interpolation process amplifies the imperfections introduced by the color-difference model. Thus, a more efficient CFA interpolation scheme should be utilized at the second stage of the interpolation/zooming process combined with an edge-sensing mechanism. The use of powerful demosaicked image post-processor introduced in [16] may further boost the performance of the imaging solutions. Filling the original CFA data using the approach of (5), the proposed CFA zooming schemes preserves the structure of the Bayer pattern. Comparisons between the proposed LASZ and LCDZ schemes show that improvements have been obtained as the result of the employed color difference model.
Corresponding zoomed parts of restored images are depicted in Fig. 10 . They can be used for visual (subjective) evaluation. It can be seen that the best visual quality is obtained by zooming the image using the LCDZ method (Fig. 10e) . LCDZ method produces sharp edges and results in a significantly smaller number of artifacts compared to the amount of color shifts and visual impairments included in the results obtained by CIZ and LAZ, and shown in Fig. 10b and 10c , respectively. Summarizing the results presented above, the following conclusions can be drawn:
The proposed LCDZ method outperforms conventional color image zooming methods and the previously introduced CFA-based zooming schemes both in terms of objective and subjective evaluation methods.
The LCDZ method uses the additional information afforded by the employed color-difference model along with the structure of the Bayer pattern to estimate missing values more accurately compared to the CIZ and LASZ methods.
The LCDZ method, as well as other CFA-based solutions, avoid the proliferation of imperfections introduced during the demosaicing process, thus producing sharp, visually pleasing, zoomed color image.
The LCDZ method is capable of zooming at an arbitrary zooming factor, preserving every time the underlying structure of the Bayer color data array.
Apart from the numerical behavior (actual performance) of any proposed algorithm, its computational complexity is a realistic measure of its practicality and usefulness. Therefore, the proposed methods are analyzed here in terms of normalized operations such as additions and divisions. It is evident that the three schemes (CIZ, LASZ and LCDZ) perform an averaging operation that differs only in a number of repetitions. In the case of the LCDZ scheme, due to the calculation of the terms suggested by the colordifference model in (7) and (16) In the case of the proposed LASZ approach, the algorithm operates on the Bayer data. Thus, the LASZ approach decreases the complexity three-times compared to the CIZ scheme. LASZ implementation requires ½ðk 2 À 1ÞK When evaluating the computational complexity of the LCDZ method, the difference model implementation should be taken into consideration. Since four difference quantities and one extra addition are needed to produce the final output, the LCDZ implementation requires ½8ðk 2 À 1ÞK divisions. It can be therefore argued that by performing the zooming operation in the CFA domain a significant reduction in term of computational complexity can be obtained. The relative advantage increases with both the image size and the zooming factor. Therefore the proposed zooming framework is a computationally efficient method, which is useful for practical, costeffective imaging applications.
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Finally, the efficiency of the proposed zooming schemes is measured, in terms of the execution time, using a conventional PC equipped with a commonly used operating system and a standard programming environment. When implemented in software, the execution of the proposed zooming tool on a PC with an Intel Pentium IV 2.40 GHz CPU, 512 MB RAM, Windows XP operating system and MS Visual C++ 5.0 programming environment, took (on average) 0.129 and 0.146 seconds per a 256 Â 256 pattern to be enlarged using the LASZ and LCDZ approach, respectively. The performance of the filling operations (5) took 0.015 seconds of the overall measured time. The recorded values suggest that the proposed schemes represent a computationally efficient CFA zooming solution. 
Conclusions
Two new Bayer CFA image zooming methods were introduced and analyzed. The proposed methods can be implemented using only simple operations such as additions and divisions. Extensive experimentation indicates that the proposed methods produce a sharp, visually pleasing zoomed output while at the same time they preserve the details and structural content of the original image.
