In the geometric realization of a cubical complex without degeneracies, a 2-set, dipaths and dihomotopies may not be combinatorial, i.e., not geometric realizations of combinatorial dipaths and equivalences. When we want to use geometric/topological tools to classify dipaths on the 1-skeleton, combinatorial dipaths, up to dihomotopy, and in particular up to combinatorial dihomotopy, we need that all dipaths are in fact dihomotopic to a combinatorial dipath. And moreover that two combinatorial dipaths which are dihomotopic are then combinatorially dihomotopic. We prove that any dipath from a vertex to a vertex is dihomotopic to a combinatorial dipath, in a non selfintersecting 2-set. And that two combinatorial dipaths which are dihomotopic through a non combinatorial dihomotopy are in fact combinatorially dihomotopic, in a geometric 2-set. Moreover, we prove that in a geometric 2-set, the d-homotopy introduced in [6] coincides with the dihomotopy in [5] 
Introduction
The relatively new subject of directed topology and geometry, ditopology, has a combinatorial/algebraic as well as a geometric/topological approach. The subject originates in computer science, where V. Pratt in [10] introduces higher dimensional automata, HDA, as a model for concurrency. This is both an algebraic and a geometric model: The HDA is a cubical complex without degeneracies, a 2-set, which may be geometrically realized [5] as a locally partially ordered space, or be treated algebraically. On the combinatorial/algebraic side, R. Van Glabbeek, in a still unpublished note [13] defined a notion of bisimulation, an equivalence relation on HDA's. This is an equivalence on generalized discrete paths, and the results presented here will be necessary for setting up the connection to geometric notions of equivalence of directed continuous paths.
Another computer scientific application is to P V -models, [2] , a "toy" language, which gives the overall structure of the underlying programs in terms of their interaction through shared resources, and which on the geometric side corresponds to products of directed graphs (possibly with loops) from which certain subspaces have been removed -the forbidden area. Example 1.1. Suppose two processors T 1 and T 2 share resources A and B. Suppose moreover, that these resources can serve only one process at a time. In Dijkstra's PV-model a processor locks the resource A while using it (denote this action P A ) and releases it, denoted V A , when it has finished using it.
The concurrent program T 1 : P A P B V B V A and T 2 : P B P A V A V B is geometrically represented by the "Swiss Flag", see Fig.1 , where a joint execution of the programs is represented as a continuous path from the lower left corner to the upper right corner avoiding the black area. The paths should be increasing in both coordinates, they are dipaths.
Combinatorial models of geometry are certainly well studied, and cubes as building blocks are used in many applications. The contribution in this paper is to keep the (time)directions preserved as required in the applications.
In this paper, we compare the combinatorial directed homotopy classes of com-binatorial directed paths, the algebraic side, with directed homotopy classes of directed paths, the geometric side.
It is clear that the combinatorial paths and equivalences translate directly to the geometric realizations and it has been tacitly assumed that the results of geometric methods would translate back to the algebraic and the computer scientific applications in a sensible way. Our Thm. 4.1 and Thm. 5.2 provide such translations for properties of specific geometric models. This translation is crucial in the applications of geometric models to static analysis of P Vmodels and also HDA's. The geometric models treated here cover all finite P V -models -products of certain digraphs with finitely may vertices, where infinity may still arise in loops. The geometric models needed for modeling HDA will in general be more complicated; for instance, we would not allow idle loops in Thm. 5.2. Some of these complications can be circumvented by subdivisions, but the more complicated geometry will certainly be needed when studying morphisms of HDA and their geometric counterparts; then one needs to collaps subcubes.
More precisely, Thm. 4.1 and Thm. 5.2 say that in a geometric 2-set, the set of dihomotopy classes of dipaths from a vertex p to a vertex q is isomorphic to the set of combinatorial dihomotopy classes of combinatorial dipaths from p to q. In other words, that a dipath between two vertices is dihomotopic to a combinatorial dipath, i.e., a dipath on the 1-skeleton, and also that dipaths on the 1-skeleton are dihomotopic if and only if they are combinatorially dihomotopic, i.e., dihomotopic via a dihomotopy on the 2-skeleton.
A geometric 2-set is a union of directed n-cubes, such that the intersection of two cubes is a face in both cubes or empty. For simplicial sets, this requirement is quite natural -it means that the subdivision into simplices is a triangulation of the geometric object, or in analogy with [3] p. 111, our spaces are finite (directed) cubical spaces.
The proofs in this paper are concrete constructions: Given a dipath, we construct a combinatorial dipath and a dihomotopy between them 4.1. The combinatorial dipath is not unique, but this is not surprising: The diagonal in a square can be represented both by the two edges running above and by the edges running below the square -and there is not a preferred one, unless there is a consistent numbering of coordinates in all cubes in the complex.
In the last section, we prove that if two combinatorial dipaths are dihomotopic, then they are also combinatorially dihomotopic. The proof only applies to geometric 2-sets. We expect that the result is true in more general frameworks, and we give some hints to how a proof of that should go. But we do not give such proofs.
The dihomotopies we give are all d-homotopies [6] , and hence we may also conclude that the d-homotopy relation is in fact the same as dihomotopy when we are in a geometric cubical complex. Hence the Van Kampen Theorem by M. Grandis [6] applies to PV-models. For concurrency, the Van Kampen theorem is a compositionality result: Combining two programs, Van Kampen allows the calculation of the number of inequivalent executions of the combined program given information about the original programs and the way they are combined There are locally partially ordered spaces, where d-homotopy and dihomotopy is not the same relation. An example is given in [11] p.260; the unreduced suspension
with partial order only along the suspension coordinate, has only one dihomotopy class of dipaths from p 1 to p 2 , if X is connected, but it has a d-homotopy class for each point in X.
We also provide a unique representative of dipaths which traverse the same sequence of carriers. The dimension of the carriers traversed is a measure of the amount of concurrency in an HDA, i.e., how many processes run at a given time. In applications, the amount of concurrency should preferably be high, givin fast execution, while maintaining safety requirements. Basically more concurrency means less predictability. In database theory, a common requirement is that a concurrent execution of T 1 , . . . , T k is allowed only if it is equivalent to a serial execution, T i 1 T i 2 . . . T i k ; hence for efficiency and safety, a dipath with high dimensional carriers in the dihomotopy class of a serial execution is needed.
It is a pleasure to thank the referee for many helpful remarks. In particular for the references to [12] and [4] , which put this work in perspective.
Basic definitions
The definitions here are not new, but we repeat them for the convenience of the reader. Most of them are from [5] and [6] . The carrier sequence and star sequence however are new concepts. Definition 2.1. A po-space is a topological space X with a partial order , which is closed in X × X Remark 2.2. A partial order on X is closed if and only if it satisfies the following: For any pair x, y ∈ X, with x y, there are open neighborhoods V x ,V y of x, y respectively, such that z ∈ V x and w ∈ V y implies z w. Hence, a po-space is Hausdorff ( x = y implies x y or y x.) For more about order and topology, see [8] .
Definition 2.3. A local po-space is a Hausdorff topological space X with a covering U = {(U i , i ), i ∈ J} where U i ⊆ X is open and i is a partial order on U i and
• For all x ∈ X there is a nonempty open neighborhood, W x of x with a partial order x such that (W x , x ) is a po-space and for all i ∈ J, if x ∈ U i ∩ W x , then the partial orders x and i agree on
Two local partial orders U and V on X are equivalent if their union is a local partial order.
A partially ordered neighborhood (W x , x ) satisfying the above condition is called a po-neighborhood with respect to U.
There are other equivalent ways of defining local po-spaces. One may start with a preorder on all of X, which should then locally be a partial order.
There is a weaker notion of a locally partially ordered space, where we do not require closedness. For a discussion of some of these points, see [7] , where general topology considerations play a bigger role than here. 
Definition 2.5. A dipath in a local po-space X is a dimap from the ordered unit interval → I to X. A dimap H : → I ×I → X is a dihomotopy with fixed endpoints v and w, if H(0, s) = v and H(1, s) = w for all s ∈ I. Given such a dihomotopy, the dipaths H 0 (t) = H(t, 0) and H 1 (t) = H(t, 1) are dihomotopic.
There is a different equivalence relation of dipaths introduced in [6] 
We use the notation 2-set for a pre-cubical set. This is inspired by the term ∆-set for a simplicial set without degeneracies as introduced by C.P. Rourke and B.J. Sanderson in [12] .
K where k i are multiindices, l i are increasing multiindices of the same length as k i and ∂
A geometric 2-set is a non-selfintersecting 2-set M such that for any pair L n and K m of elements of M, there is a (perhaps empty) common face F r such that any other common face X k is a face of F r . Example 2.9. A non-selfintersecting 2-set is not necessarily geometric: Two copies of the directed unit interval → I glued at the endpoints to make a circle is non-selfintersecting but not geometric. A subdivision would make this a geometric 2-set. But such a subdivision is not always possible: Let M 2 = {A, B}, M 1 = {a, b, c, d, e, f } and M 0 = {p, q, r, s, t} and set ∂ n with the standard topology. Then |M |= R(M)/ ≡ with the quotient topology, where ≡ is the equivalence relation induced by the identities:
Remark 2.10. In the geometric realization of a geometric 2-set, the intersection of two cubes is a face in both the cubes or empty. The term "geometric" is in analogy with [1] p. 246. Definition 2.11. Let X be the geometric realization of a 2-set and let p ∈ X. The carrier of p is the cube of largest dimension which has p as an interior point.
The central point of a cube is the point (1/2, . . . , 1/2) The minimal vertex,
for j ∈ J} for some index sets I and J.
A face is a lower face, if J = ∅, and it is an upper face, if I = ∅.
Definition 2.12.
A cubical dipath in the geometric realization of a 2-set is a dipath γ such that γ(0) and γ(1) are vertices and for all t, the carrier of γ(t) has dimension at most 1.
This will also be called a combinatorial dipath. Here is the combinatorial/cubical definition of dihomotopy:
Definition 2.13. Let γ 1 and γ 2 be cubical dipaths, i.e., dipaths on the 1-skeleton, in a 2-set X. Then γ 1 is combinatorially dihomotopic to γ 2 , if they are equivalent under the equivalence relation generated by reparametrization and
F is considered a dipath in the obvious way, ⋆ is concatenation of dipaths and if
Remark 2.14. It is not hard to see that two cubically dihomotopic paths are d-homotopic. And that a d-homotopy is a dihomotopy.
Example 2.15. Cubical dipaths in one cube with the same initial and final points are cubically dihomotopic. The difference between the initial and final point v and w is a set of coordinates, I ⊂ {1, . . . , n}, such that v i = 0 and w i = 1 for i ∈ I. A cubical dipath increases one coordinate at a time, so the two dipaths only differ in the sequence in which they increase these coordinates. Moreover an elementary dihomotopy, a 2-face, with lower vertex
is a dihomotopy between a dipath which increases v j and then v k and a dipath increasing v k and then v j . Hence the elementary dihomotopies give rise to transpositions in the sequence of vertices being increased and since these generate the symmetric group, the statement follows. 
Remark 2.19. All dipaths have a star sequence, since the stars of vertices define a covering of X, and I is compact -just take N = 1/µ and t k = k/µ, where µ is a Lebesgue number for the covering of I given by {γ 
The sequence L 0 , L 1 , . . . is called the carrier sequence for γ.
Remark 2.21. Since each point γ(t) has a unique carrier, L, since the geometric realization of L is a closed subset of X and since γ is continuous, there is a unique carrier sequence for a dipath. In fact we do not need the path to be directed for this. → I → X be a dipath in a locally finite geometric 2-set X. Then the carrier sequence for γ is finite.
PROOF. Since I is compact, γ has a finite star sequence. To see that the sequence of carriers is finite, notice that local finiteness ensures that there are only finitely many cubes in each St(v). Hence, since there are no loops in a star, and hence no paths leaving a cube and returning to it inside a star, the dipath can only traverse finitely many cubes in each star.
3 Center point approximation.
The first approximation of a dipath is not cubical. An approximation of a dipath γ is a dipath µ, which is dihomotopic to γ and such that the two dipaths have a common star sequence. To a general dipath γ initiating and ending in a vertex, we provide a dihomotopic dipath which traverses the center points of the carriers in γ. This dipath is uniquely determined by the carriers of γ up to reparametrization, whereas the cubical approximations we will see later are not. It is clear that the dipaths have a common star sequence, since they even have the same carrier sequence. 
PROOF. We construct µ inductively using Lemma 3.
. Our induction hypothesis is: µ(t) is constructed for
. . , n} and µ(s k−1 ) = (x 1 , . . . , x n ) where x j = 0 for j ∈ I k and x j = 1/2 for j ∈ I k . Now for t ∈ [s k−1 , s k ], since by Cor. 3.2 s i = s i+1 , we can define the coordinate functions of µ(t) as follows
Then µ is a dipath and µ(s k ) = 1 if j ∈ I k and µ(s k ) = 1/2 otherwise. Hence
The dihomotopy between γ(t) and µ(t) is given by H(t, r) = µ(t)r +γ(t)(1−r) , r) is well defined. (s i , r) .
In the cases
) ∈ L i , both linear combinations are actually the same convex combinations of points in L i on the common boundary of L i−1 and L i+1 , hence the dihomotopies agree at (s i , r). 
, and L i+1 is not its carrier. It is on the lower boundary, since γ is increasing into the interior:
is an interior point of F = L i (or F is a vertex, in which case it is also true). The symmetric case when F = L i+1 is similar.
, since equality is ruled out by 1). The other relation is proven by a similar argument. PROOF. s i = s i+1 if and only if t i = t i+2 , which contradicts Lemma 3.1.2.
Cubical approximation of dipaths.
A dipath initiating and ending in a vertex is dihomotopy equivalent to a cubical dipath. We give two constructions of such a cubical dipath -one, which "follows behind" the original dipath and one which "runs ahead" of it -see fig. 2 and fig. 3 . In both cases, the cubical dipath is an approximation of the original dipath in that they have a common star sequence, the stars of vertices traversed by the cubical dipath. → I → X such that µ is dihomotopic to γ and µ is a dipath on the one-skeleton of X, i.e., for all t ∈ I the dimension of the carrier of µ(t) is at most 1.
PROOF.
As above, let L 0 , L 1 , . . . , L N be the sequence of carriers traced out by points in γ( → I ), i.e., there is a sequence of points t 0 , t 1 , . . . , t N such that
and µ(0) = v 0 = L 0 (remember that s 0 = 0). Now define µ inductively. The induction hypothesis is that µ is constructed for t s i such that µ(s l ) = v − (L l ) for l i:
The dihomotopy between γ and µ is as above: For t ∈ [s i , s i+1 ], r ∈ [0, 1] let H(t, r) = µ(t)r + γ(t)(1 − r) where in case 1, addition is in L i+1 and µ(t) = (0, . . . , 0) and in case 2 addition is in
To see that this defines a dihomotopy, proceed as in the proof of Thm. 3.1. For the last case:
A local convex combination as above is not a d-homotopy in general. For that, we have to reparametrize the curves before taking convex combinations as follows: Case 1): As above -H i (t, r) = µ(t)r + γ(t)(1 − r) = γ(t)(1 − r), since addition is in L i+1 where µ(t) = (0, . . . , 0) for t ∈ [s i , s i+1 ].
Case 2):
The dihomotopy in case 1) is clearly decreasing in r and increasing in t, so it is a d-homotopy. In case 2), for fixed t * ∈ [s i ,
, so H(r, t * ) is the line from γ(2t * − s i ) to µ(s i ), which is decreasing. In case t ∈ [
; that is, the dihomotopy is increasing in t and decreasing in r.
To see that the homotopies are well defined in s i , notice that in case 2,
This defines a d-homotopy between reparametrizations of γ and µ, but reparametrizations are d-equivalences, so we are done.
Remark 4.2. The cubical dipaths constructed above have a star sequence provided by the stars of their vertices. This is also a star sequence for the original dipath.
We could have chosen another cubical dipath approximation, namely to let µ(
The proof that µ is dihomotopic to γ goes as in the above proofs. Example 4.3. In Fig. 2 and 3 a dipath γ, its unique centerpoint approximation and the different choices of cubical approximation are displayed. The dipath is the solid curve, the centerpoint approximation is dashed and the cubical approximation is dashed and dotted. The dipath has 14 carriers. In 2 , the cubical approximation is through the lower vertices of the carriers whereas in Fig. 3 , we go to the upper vertices.
In Fig. 2 , µ(s 0 ) = µ(s 1 ) and we can choose to let µ go "above" or "below" the carrier
In Fig. 3 , we can choose at two places, namely at L 1 and at L 9 . Here µ(s 0 ) = µ(s 1 ) = v + (L 1 ).
Cubical approximation of dihomotopies.
The main result in this section is, that two cubical dipaths which are dihomotopic are cubically dihomotopic. We restrict to geometric 2-sets, but we believe that the result holds in the larger category of non selfintersecting 2-sets. However our methods needs sharpening to work in that case. In particular, Prop.5.3 is not true for the more general case, as one may see from this example:
Example 5.1. Let X be two directed edges e 1 and e 2 with a common initial and a common final point, v 1 and v 2 . The two non-dihomotopic dipaths running from v 1 to v 2 both have star sequence St(v 1 ), St(v 2 ).
Prop. 5.3 may very well hold for non-selfintersecting 2-sets if we add the assumption that there is a dihomotopy in the common star sequence. And then the theorem would follow.
Theorem 5.2. Let µ 1 and µ 2 be cubical dipaths in a locally finite geometric 2-set X, such that µ 1 (0) = µ 2 (0) = v and µ 1 (1) = µ 2 (1) = w. Suppose that there is a dihomotopy H : I× → I → X with H(s, 0) = v and H(s, 1) = w for all s and with H(0, t) = µ 1 (t) and H(1, t) = µ 2 (t). Then there is a dihomotopỹ H : I× → I → X with the same properties as H and moreover,H(s, t) is on the 2-skeleton of X, i.e., dim(carrier (H(s, t) ) 2 for all (s, t). Furthermore,H is a combinatorial dihomotopy.
is an open covering of the compact set I× → I , we may let 1/M be a Lebesgue number for the covering and deduce that there are sequences 0 = t 0 < t 1 . . . < t M = 1 and 0 = s 0 < s 1 < · · · < s M such that for all i, j, there is a vertex v ij such that
Then γ i and γ i+1 has a common star sequence, St(v i0 ), St(v i1 ), . . . , St(v iM ), so choosing cubical approximations from below,γ i andγ i+1 , these are combinatorially dihomotopic by Lemma 5.1. Hence by induction,γ 0 is combinatorially dihomotopic toγ M . Since γ 0 = µ 1 and γ M = µ 2 , which are both already cubical, the theorem follows. 
which are locally minimal/maximal dimensional. Suppose -by weeding out some vertices -that the common star sequence, v 0 , v 1 , . . . , v r is minimal, i.e., that v j = v j+1 and for each v k , either there are i, j such that
or v k is one of the extreme vertices, i.e., k ∈ {0, r}. This weeding is possible, since the minimal cubes are in the star of some vertex and all other cubes in the carrier sequence contain a minimal cube.
The cubical approximation from below,γ 1 is a cubical dipath through the min-
, where L R j(i) is the first maximal cube above L i . And similarly forγ 2 . We will prove the lemma by iteratively providing cubical homotopies fromγ i to a common cubical dipath.
This all follows from the fact that p 1 ∈ K U N ∩ L R M , and that the 2-set is geometric, so that the intersection is a face. 
then it runs to p 1 on edges in K U N and follows φ 1 to p 0 . This is cubically dihomotopic toγ 0 2 , as they coincide except perhaps from the path they take from
We want to define p k+1 , a cubical dipath φ k+1 from p k+1 to p k and dipaths from v − (K U i ) to p k+1 and from v − (L R j ) to p k+1 as in Fig. 4 . Moreover we want p k+1 to satisfy 1 for either i − 1, j or i, j − 1.
There are two cases to consider:
}. This is possible (i.e., the set is nonempty) by the following argument:
2) and 3) hold, since
To see that 1) holds, we use that the complex is geometric, i.e., that intersections are faces:
βs and all other coordinates are 0.
• p k+1 has x β 1 = · · · = x βs = 1 and all others 0.
There is a cubical dipath φ k+1 in K U i from p k+1 to p k raising coordinates x µ i where µ i ∈ {β 1 , . . . , β s } from 0 to 1 -one coordinate at a time. We have to see that such a dipath is in
Again 2) and 3) are trivial. To prove 1), we study the situation in K U i again with the same notation for
• p k+1 has x β 1 = · · · = x βs = 1 and all other coordinates are 0. (Actually we also know that
A cubical dipath φ k+1 from p k+1 to p k in K U i then raises all x µ i from 0 to 1 unless µ i ∈ {β 1 , . . . , β s } in which case the coordinate is already 1 in p k+1 . To see that φ k+1 is in L R j , observe that we still have {µ 1 , . . . , µ l } ∩ {α 1 , . . . , α r } = ∅.
In the other case, where
The arrows are cubical dipaths and the labels on the arrows indicates where the cubical path runs.
Suppose thatγ
are cubically dihomotopic, since they differ only in the way they get from from
Then it follows the φ j to p 0 . Letγ
Then to p k+1 in K U i and along φ k+1 to p k -again in K U i . -and follow the φ j to p 0 . Then γ k+1 2 andγ k 2 agree except from the way they get from v − (K U i ) to p k in K U i , so they are cubically dihomotopic.
The iteration stops when the star sequence stops, i.e., when
). As the diagram shows, the iteration either lowers the index of L R j or of K U i , so when it stops, both dipathsγ i have been deformed through combinatorial dihomotopy to the dipath composed of the φ j .
which are locally minimal/maximal dimensional in the following sense:
PROOF. The existence of subsequences as claimed follow from Lemma 3.1: The dimension of consequtive cubes in the carrier sequence is never the same, hence there are local extrema as wanted. Notice that
The following lemma is not true in the non-directed case -for a counter example consider the graph of |x|, the absolute value, in the plane, where the plane is subdivided in 2-cubes parallel to the axes.
for some set of indices i 1 , . . . , i k , k n.Similarly, since γ runs from A to
for some set of indices j 1 , . . . , j l , l n. Clearly L r j ⊆ A, since γ intersects
are cubes, L r j ⊂ ∂A. Thus, there is at such that γ(t) / ∈
• A on the way from
(1) Since γ comes from
Hence, by 2) γ(t) ∈ ∂ − (A) and it follows that there is anα such thatxα = 0 which contradicts 1).
The connection between d-homotopy and dihomotopy is Theorem 5.4. Let γ i , i = 0, 1 be dipaths between the same pair of vertices in a geometric 2-set. Suppose that γ 1 is dihomotopic to γ 2 . Then γ 1 is d-homotopic to γ 2 .
PROOF. Use Thm. 4.1 to give a d-homotopy from γ i to a cubical approximation of γ i . Then Thm. 5.2 provides a cubical dihomotopy between the cubical approximations, but a cubical dihomotopy is clearly a d-homotopy.
Non-uniqueness of representatives
The representatives of a dihomotopy class by the center point approximation or by cubical paths are obviously not unique as we have seen in various examples. In [9] , cubical complexes are studied from the point of view of metric spaces. The metric is induced by the standard metric in each cube and the gluing maps are required to be isometries. They define Definition 6.1. A cube path is a sequence of cubes {C i } i=k i=0 such that each cube has dimension at least 1 and for all i, C i ∩ C i+1 is a vertex v i and such that C i is the cube of minimal dimension containing {v i−1 , v i }.
In a directed setting we should add
Notice, that their cube paths are not paths. There is a (di)path corresponding to a cube path, namely the (di)path running diagonally through all C i . If all C i are 1-dimensional, then this corresponding (di)path is cubical, i.e., it is on the 1-skeleton. Otherwise, it is not.
Definition 6.2. A cube path is normal if
In the non-directed setting, when the cube complex is CAT(0), there is a unique normal cube path between any pair of vertices. Example 6.3. Surface of the cube: Let C be the directed cubical complex constructed by removing the 3-cell from the directed cubical complex defining the 3-cube with induced partial order from IR 3 . Then there are three normal cube paths from the initial to the final vertex: Let C 1 be a lower face (2-dimensional) and let C 2 be the edge connecting v + (C 1 ) to the final vertex. There are three lower faces, so this gives three normal cube paths.
Notice that the symmetry in the example implies, that there is no preferred choice of representative dipaths unless the symmetry is broken. This could be done by for instance preferring a given order on the coordinates in each cube and preferring (di)paths with progression of coordinates with low index before the higher indexed. I.e., in the example above, given some order of the coordinates of the cube, we would prefer the cube path where C 1 is the 2-cell x 3 = 0 and C 2 is the edge x 1 = x 2 = 1. Not all complexes would allow a consistent ordering of the coordinates in each cube though.
The surface of the cube does not satisfy Gromov's link conditions, and hence this is not a CAT(0) space. It would be interesting to explore metric properties of partially ordered cubical complexes in order to give results on shortest dipaths, since a short dipath has high dimensional carriers and thus it corresponds to a high amount of concurrency in the corresponding execution on the computer science side.
Other related work
As discussed in section 6, this work is related to the study of cubical complexes by Niblo and Reeves [9] where the complexes are equipped with a metric coming from the standard metric on IR n in each cube, and gluing with isometries. When such cubed spaces are CAT(0), i.e., non-positively curved, there are unique shortest paths between any pair of vertices. In our setting, the metric from [9] would measure the amount of coordination, i.e., concurrency. Our complexes are not CAT(0), since they do not satisfy Gromovs link condition, and [9] does not have a local partial order, but it would be interesting to combine the approaches and get shortest dipaths in a given dihomotopy class. Uniqueness of the shortest representatives is not possible as we saw in section 6.
Another direction, which is also related to this work is the Dyer Eilenberg "schedule theorem" [4] . The theorem is in a non directed context, where the path space P X of paths α : IR 0 → X of finite length in a topological space X is studied. Given a covering U = {U a } a∈A of X by open sets, indexed on a set A, a schedule is an element of the monoid SA = (A × IR 0 ) * , where elements are pairs of words of the same length, (a 1 a 2 . . . a n , t 1 t 2 . . . t n ). A path α fits the schedule (a 1 a 2 . . . a n , t 1 t 2 . . . t n ), if α(t) = α(t 1 + · · · + t n ) for t t 1 + · · · + t n , α([t 1 + · · · + t i , t 1 + · · · + t i+1 ]) ⊂ U a i+1 and α([0, t 1 ]) ⊂ U a 1 . There is an equivalence relation on schedules generated by (a 1 a 2 . . . a n , t 1 t 2 . . . t n ) ≃ (a 1 a 2 . . . a i−1 a i+1 . . . a n , t 1 t 2 . . . t i−1 t i+1 . . . t n ) if t i = 0. The schedule theorem implies that with certain conditions on the cover, there is a continuous way of assigning schedules up to equivalence to all paths. The proof uses a covering of the path space by closed sets, and there is an analogy to the methods here with the open sets being the stars of vertices and the closed sets coming from the carrier sequences. Hence our star sequences could be called schedules, but since this word is already in use in computer science, we choose not to add to the confusion. Consequences of the schedule theorem are local to global theorems about particular fibrations. It would be interesting if these methods could lead to a better understanding of coverings and fibrations in the directed setting.
