Introduction
The present chapter wishes to investigate the wider context of human computation, viewing it as merely one approach within the broad domain of distributed human-computer symbiosis. The multifarious developments in the "social" Internet have shown the great potential of large-scale collaborative systems that involve both people and the various information and communication technologies (ICT) that process, store and distribute data. Here, I wish to explore this development in the broadest sense, as the self-organization of a distributed intelligence system at the planetary level-a phenomenon that has been called the "global brain".
To get there, I will first define and illustrate the fundamental concept of distributed intelligence. Then I will review how such an intelligent network emerges and grows through a combination of self-organization and design. Finally, I will sketch some potential applications of the anticipated global brain.
Human-computer complementarity
The rationale for human computation is that people have certain intrinsic skills that are difficult to reproduce in computer programs. A computation system that requires those skills must therefore include people as information-processing agents. Thus, in human computation, people and computers are supposed to work together synergetically, the one complementing the other.
The reason for this complementarity lies in the fact that humans and computers process information in very different ways. Computers excel at accurately storing and retrieving discrete items, such as numbers or strings of characters. Human long-term memory, on the other hand is a network of associations that is continuously being modified by selective strengthening, weakening, adding or combining of memory traces. As a result, people not only forget much of what they observed, but they are strongly biased in what they recall, and sometimes even "remember" things that never happened (Loftus & Pickrell, 1995) . Thus, human memory is very unreliable compared to computer memory.
The problem gets even worse when people need to manipulate data, which happens in their working memory. This is the human equivalent of computer RAM. Working memory, however, cannot sustain more than some 4 items simultaneously (Cowan, 2001) . Therefore, most people are unable to make any but the most trivial calculations without the help of pen and paper. Computers, on the other hand, are virtually unlimited in the amount of items they can manipulate, and do not make mistakes when retrieving stored information.
This unreliability of human memory is compensated by the fact that the neural networks that make up our brain are very effective at learning associations between different experiences, and thus uncovering subtle patterns in information (McLeod, Plunkett, & Rolls, 1998) . Moreover, the brain is remarkably reliable in the recognition of patterns similar to patterns experienced before, even while being poor at recall, i.e. retrieving exact data.
Recognition is so robust because the newly activated pattern can be very different from the one stored in memory, but still the activation spreads through a myriad of learned associations until it activates memories that are in some way related to the new perception. This prepares the mind to anticipate features of that pattern analogous to features experienced before, a form of "intuition" that computers generally lack.
Moreover, human cognition is situated and embodied (Anderson, 2003; Clancey, 1997; Clark, 1998) : we continuously interact with our environment via exquisitely sensitive and sophisticated sensory organs and muscle systems, which have evolved over billions of years. This provides our brain with a very high-bandwidth channel for input, output and feedback, allowing it to learn the high-dimensional, fine-grained patterns and correlations that characterize the real world with all its complexities and dynamics. Thanks to this immediate, real-time coupling between brain and outside world we learn not only to recognize subtle patterns, but to perform precisely coordinated actions. Indeed, the fine-grained sensory feedback we constantly get allows us to automatically perform the kind of complex manipulations that are so difficult for robotic devices.
This on-going interaction has provided people with a lifetime of real-world experience, getting them to know subtle relations between millions of phenomena, variables and stimuli. The resulting knowledge is nearly impossible to implement in a computer program, as most of it is too fuzzy, holistic and context-dependent to be exteriorized in the form of symbols and rules.
The difficulty of formalizing such knowledge is known in AI as the "knowledge acquisition bottleneck" (Wagner, 2006) . It is one of the reasons that information technologists have turned to systems that include human computation: letting people perform those tasks that are too difficult for a computer program, while using computers to do the tasks that are difficult or tedious for people.
Distributed intelligence
Human computation is one among a variety of paradigms that study how people supported by information and communication technologies are able to solve more problems together than when working in isolation. These approaches have been variously called man-machine interaction, humancomputer symbiosis, computer-supported cooperative work, social computing, crowdsourcing, collective intelligence, and wisdom of crowds. Different labels or metaphors tend to emphasize different aspects of this synergetic interaction, while ignoring other aspects. For example, the original human computation metaphor sees individuals as computational components performing specific subroutines within a clearly defined overall program, thus viewing them as subordinate to a technological system (Nagar, 2011) . Computer-supported cooperative work, on the other hand, takes the opposite stance, seeing the technology as subordinate to the human interaction, while collective intelligence a priori ignores technology, even though its practical implementations almost always rely on some kind of information technology.
My aim here is to look for the most general collaborative framework, implying a minimal bias about what kind of activity is performed by whom or by what. A good starting point can be found in the concepts of information processing and distributed cognition (Heylighen, 2012a; Nagar, 2011) . While most commonly associated with computer technology, information processing has been extensively used to analyze how organizations solve their problems (Galbraith, 1974; Tushman & Nadler, 1978 )-with or without computers. Neural network models illustrate how information processing in the brain is distributed (Rumelhart & McClelland, 1986) : different neurons deal simultaneously with different aspects of the information, while aggregating their results into a comprehensive interpretation. Such collaboration between different components of the brain inspired Minsky (1988) to conceive of the mind as a "society" of interacting agents. The analogy works both ways, though: human society itself is in a number of respects similar to a brain, since it consists of agents that together solve problems that are too difficult for the agents individually.
Thus, the distributed information processing perspective is applicable at all levels, from neural circuits, via the brain and organizations, to society as a whole. The principle is simply that a collective of collaborating agents can process more complex information more extensively than any individual member of that collective.
The last step we need to reach the notion of distributed cognition is to observe that physical objects or tools too can function as information processing agents. The simplest tools, such as books, merely store information for later use, thus compensating for the unreliability of human memory.
Other tools, such as telephones, can transfer information from one agent to another across distances. Yet other tools, such as sensors, cameras or recorders, can capture external information. The most sophisticated tools-as exemplified by modern ICT-register, store, transfer and process information. Integrate such tools with human agents into a coordinated system or organization and the result is distributed cognition (Fig. 1) : acquisition, propagation and processing of information across a heterogeneous network of people and artifacts (Dror & Harnad, 2008;  network of people and artifacts (Dror & Harnad, 2008; Hollan, Hutchins, & Kirsh, 2000; Hutchins, 2000) . Distributed cognition as originally conceived by Hutchins (1995 Hutchins ( , 2000 is basically a description of an existing situation: social systems have always used external aids for propagating and processing information. What the newer approaches, such as human computation, aim at is to use information technologies to make such distributed processing much more powerful, focused and efficient, i.e. more intelligent. Let us then call this new endeavor distributed intelligence (Fischer, 2006) . Intelligence can be defined as the ability to solve problems, or more generally tackle challenges.
The more problems a system can solve, or the more quickly it can solve them, the more intelligent it is. Distributed intelligence, then, means the ability to solve problems collaboratively, by integrating the contributions from a broad assembly of human and technological agents (Heylighen, 2012a) . The wider the variety of skills that the different agents contribute, and the better the coordination between their contributions, the higher the distributed intelligence of the system they collectively form. The present paper wishes to investigate the future of distributed intelligence: how are distributed intelligence technologies likely to develop and to affect society at large? To answer that question, we must first understand how distributed intelligence emerges from its components.
Self-organization
Distributed intelligence can be understood as the coordinated activity of a collective of agents (human or technological) that process and propagate information between them. In formal organizations, such as firms, computer systems, or administrations, such coordination is normally the result of design (Galbraith, 1974; Tushman & Nadler, 1978) . This means that some person or group of people has developed a scheme that specifies which information is to be processed by which agent, and how the output of that process is then sent for further processing to one or more other agents. Such schemes take the form of computer programs, organizational charts or workflow diagrams.
However, as everybody who has worked in an organization knows, such a scheme only captures a small part of the actual information flow. Most communication follows informal channels, which together form a social network. A social network is formed by links of acquaintanceship, friendship or trust, which are built up through the personal encounters and experiences of the people in the group. In other words, a social network is not imposed by central design, but emerges through decentralized selforganization. If we zoom out and consider increasingly large distributed cognitive systems, we will notice that imposed organization plays an increasingly small role, while spontaneous networks become increasingly more important. The reason is simply that the more complex the system, the more difficult it becomes to completely specify the rules about which component is to work with which other component in which way. If we compare the poor results of central planning in communist societies with the effectiveness of the "invisible hand" of the market, then we can only conclude that self-organization must be the major driver of coordination in a system as complex as society.
Self-organization is not just the foundation on which social systems are built. Its power is increasingly being harnessed for building technological systems. Here too, designers are confronted with a complexity bottleneck:
as soon as the number of components and their interactions become too large and/or too variable, explicit design or "programming" of the system becomes infeasible. That is why computer scientists and engineers are now exploring self-organizing solutions to the problem of how to coordinate a variety of interacting software and/or hardware components (Bartholdi III, Eisenstein, & Lim, 2010; Dressler, 2008; Elmenreich, D'Souza, Bettstetter, & de Meer, 2009 ).
Self-organization is perhaps most critical in the Internet, which is the most complex socio-technological system that presently exists. It is simply impossible to make a rational design for how the different websites and services on the Internet should be connected, because no one knows exactly which services exist and what they can do. Moreover, thousands of new pages, forums and applications appear every day, seeking their place within an anarchic and highly competitive network of linked information sources. Thus, the topology of cyberspace is changing so rapidly that no central authority can ever hope to control it.
How does self-organization work? At the most basic level, every evolutionary process uses trial-and-error, a mechanism that can be described more accurately as blind-variation-and-selective-retention. If you do not know how to fit things together, then you try a variety of combinations.
You then eliminate the ones that do not work (errors), and select the others for retention. This process is iterated: the retained solutions are again modified, producing some variants that work better and are therefore retained, some that work worse and are therefore rejected. If you continue this iteration long enough, you are bound to end up with something much better than what you started out with. This process can be speeded up with the help of positive feedback: amplifying or multiplying the "good" solutions in proportion to their fitness, so as to increase the average quality of your starting material for the next iteration, but without losing the necessary variety. This is the mechanism underlying both biological evolution and its application to computation as implemented e.g. by genetic algorithms (Booker, Goldberg, & Holland, 1989) . But in the system as a whole, the environment of a component is constituted by the other components (or agents) it interacts with. Fitness is thus intrinsic to the system: it emerges through the mutual adaptation or coevolution of the system's components. An interaction between two agents is fit when it is beneficial, so that the agents are inclined to continue it. If the interaction is not beneficial, then there is no reason to maintain it, and the link between the agents will be eliminated. Thus, natural selection here is in the first place a selection of links between components or nodes in the network. The same component may fit in well with certain agents, but not with others. To find out where it fits best, it needs to try out various links, keeping (or strengthening) the good ones and eliminating (or weakening) the less good ones. This is the same mechanism that underlies learning in the brain: useful links (as embodied by synapses connecting neurons) are reinforced; less useful ones are weakened, and eventually cut.
The self-organization of distributed intelligence
Let us now apply this self-organizing dynamics to heterogeneous networks of cognitive agents, i.e. people and ICT systems. Human computation systems are examples of such heterogeneous networks, albeit that their organization is largely designed or programmed. At the level of the Internet as a whole, however, size and heterogeneity increase to such a degree that design must make place for self-organization via selective linking. A simple illustration of how this happens is bookmarking: when a person surfing the web encounters a particularly interesting or useful page, such as a weather forecasting service, a search engine, or an overview of the domain in which the person is interested, then that person will store a link to that page in the browser, as a "favorite" or "bookmark". This makes it easy for the person to come back frequently to that page. Here, a stable link is created between a human and an ICT agent.
A link between two human agents is created when one person meets another one-face-to-face or on the web-and finds that person interesting enough to add him to her list of "contacts" in some social network application, such as Facebook or LinkedIn. This link now makes it easy for the first person to directly pass on information to the second one. A connection between two ICT agents is established when a hyperlink is made from one webpage or website to another one, or when one ICT system (say, the Facebook platform) starts to exchange data with another one (say, the Skype calling service).
In all these cases, links that are successful, in the sense that the agents benefit from them, will survive and be reinforced, while links that are useless or counterproductive will be forgotten and eventually erased. For example, your link to site A may turn out to be particularly useful, and therefore you give it a more prominent place, making the one to the less userfriendly site B redundant, so that you eventually remove it. Similarly, you may from time to time remove "contacts" that turn out to be tiresome, while upgrading others to the status of "friends" or "collaborators". This on-going variation and selection of links makes the network as a whole evolve towards an increasingly efficient or "intelligent" organization. This is analogous to the way the neural networks in our brain learn how to respond more intelligently to the problems they encounter.
The intelligence of this distributed system can be understood through the paradigm of challenge propagation (Heylighen, 2012a) . A problem, question, message or opportunity constitutes a challenge for one or more agents: it incites the agent to act, i.e. to respond in a way that may solve the problem, answer the query, reply to the message, or seize the opportunity. A challenge in this sense is a generic term for a piece of information that carries value for an agent, and that therefore can motivate the agent to process the information in order to extract that value. Challenges can be positive (acting on them gives you benefit: opportunities) and/or negative (not acting on them makes you lose benefit: problems). Dealing with challenges is therefore a straightforward generalization of solving problems.
To measure the intelligence of a distributed network, we can then try to establish its capacity to effectively process challenges. Normally, different agents have different skills in dealing with challenges. For example, computers excel in making complex calculations, while people excel in understanding spoken language. Different people and different computer agents have further their own special abilities, so that our network as a whole will present a wide range of finely grained skills and expertise. A complex challenge (say, global warming) has a large number of aspects that each require different skills. The problem now is to distribute the different challenge components across the different agents so as to make sure the challenge as a whole is dealt with in an efficient way. This is the basic problem of coordination, which includes division of labor (who deals with what challenge component?), workflow (where does a component go after it has been partially dealt with?), and aggregation (how are all the finished pieces of work assembled?) (Heylighen, Kostov, & Kiemen, 2013; Heylighen, 2013 ) (see Fig. 2 ). Perhaps surprisingly, such distributed coordination can self-organize relatively easily across the Internet, via the mechanisms of stigmergy (Heylighen, 2007a; Heylighen et al., 2013) and challenge propagation (Heylighen, 2012a) . A good illustration can be found in the different open source communities developing complex software without central supervision, and in Wikipedia, the online encyclopedia created and maintained by millions of volunteer contributors. Stigmergy is an implicit coordination mechanism whereby a challenge left by an agent in a workspace that is shared with other agents stimulates those agents to continue dealing with that challenge (Parunak, 2006) . For example, a paragraph added to a Wikipedia page by one person may incite a second person to add some extra details, a third one to add a reference for the new material, and a fourth one to edit the text so as to make it more readable. The reference may then be checked and more accurately formatted by a software agent. In this case, challenges are spontaneously addressed by subsequent agents as mediated by the shared workspace (in this case the Wikipedia website). In the case of challenge propagation, the workflow is initiated by the agents themselves. An example is an email message sent and forwarded with comments by different people, a "post" in a social network or forum that is reposted to other forums, or a task that is proposed by a crowdsourcing system to people interested to work on it.
In both cases, challenges can travel more or less efficiently across the network of agents and workspaces until they find an agent able and willing to deal with them, and then continue their journey along other agents dealing with the remaining aspects. This allows complex challenges to be resolved in a distributed manner, by harnessing the collective intelligence of the different components (human and technological) of the network. Presently, my research group is developing a mathematical model of this process, in order to investigate precisely how the distributed intelligence of the network increases as it selectively strengthens or weakens its links (Heylighen, Busseniers, Veitas, Vidal, & Weinbaum, 2012) . The distributed intelligence measure is simply the degree to which challenges are resolved by the networked agents as compared to the same group of agents without connections.
The Global Brain
What happens when such a self-organizing distributed intelligence network grows to encompass the planet (as the Internet already does)? The result can perhaps best be understood with the help of the metaphor of a global brain (Bernstein, Klein, & Malone, 2012; Goertzel, 2002; Heylighen, 2008; Mayer-Kress & Barczys, 1995) . The global brain can be seen as the nervous system of the planetary superorganism (De Rosnay, 2000; Heylighen, 2007b; Stock, 1993) . This is the "living system" (Miller, 1995) formed by all people on this planet together with their artifacts and technologies. The task of its brain is to gather and process information about the situation of the world and all its people, find solutions to any problems it detects, and incite and coordinate actions to deal with those challenges (cf. Helbing, Bishop, Conte, Lukowicz, & McCarthy, 2012) . This is similar to the task of the human brain, which gathers information through its sensory organs, processes that information in order to evaluate the situation, then reflects about strategies to deal with the challenges it finds, and finally implements those strategies by sending signals to the muscles so as to direct and coordinate their actions. A secondary task of both human and global brain is to learn from its experiences by reinforcing the successful links in its network (and weakening the others). This allows it to develop ever more detailed and accurate knowledge about itself and the environment in which it lives, and thus to become ever better at dealing with the challenges it encounters.
We should expect the problem-solving abilities of the global brain to be orders of magnitudes larger than that of any single individual, organization, or computer system. This is because all people and computers collectively have access to immensely more knowledge and processing capacities than any of them individually (Heylighen, 2012b) . The only requirement to efficiently harness this collective intelligence is coordination. This can be expected to self-organize, as illustrated by both empirical observations (Heylighen, 2013; Woolley, Chabris, Pentland, Hashmi, & Malone, 2010) and simulations (Elmenreich et al., 2009; Heylighen et al., 2012) . However, self-organization at a scale as large as the world obviously needs time, as countless iterations of the variation and selective reinforcement process must take place, and as any provisionally "fit" result will need to be updated as soon as a new agent or technology appears on the scene. Thus, all components of the global network will continue to coevolve at a rapid pace, increasing their degree of coordination, efficiency and intelligence in the process, but in a manner so complex that we cannot predict it in any detail.
It is impossible to say at what moment this process will have produced the equivalent of a global brain, since distributed intelligence is a continuously growing and evolving measure of coordination, not a phenomenon that either is or is not present. Thus, we cannot "detect" the presence or absence of a global brain, but we can conceivably measure the increase in distributed intelligence of the global network. In our mathematical model (Heylighen et al., 2012) , we have developed one such quantitative measure, and suggested some methods to gather the necessary empirical data to test its evolution in the real world-but these are very preliminary results.
The self-organization of the global brain could in principle be accelerated by complementing it with thoughtful design. As we start to better understand processes such as self-organization, distributed cognition, collective intelligence and human-computer complementarity, we may be able to avoid some of the trial-and-error search, and develop systems that produce coordinated information processing more quickly and more reliably. For example, inspired by their insights into collective intelligence, Bernstein et al. (2012) have suggested methods for "programming" the global brain, that is, devising schemes that steer a heterogeneous collective of people and computers towards the solution of particular problems-but these too are very preliminary. Further methods are likely to be discovered through research in human computation, crowdsourcing, ontology development, and related fields. However, no single system, method or program will ever be able to capture the immense size and complexity of our planetary network. Therefore, we must resign ourselves to the fact that we will never be able to fully control the process. Perhaps the most promising overall strategy is what has been called "guided self-organization" (Helbing, 2012; Prokopenko, 2009) : developing schemes, programs, institutions or environments that stimulate, facilitate and to some degree steer the selforganization of the global brain towards what appear to be the most fruitful directions, while leaving enough freedom for the system to explore a variety of unforeseen approaches. But to achieve that, we must first of all better understand what the global brain would be able to do, and especially what we want it to do.
Some implications of the Global Brain
Now that we have a better grasp of how a global brain-like system would emerge, let us try to sketch some of its potential benefits for society. In principle, the Global Brain should help us to tackle any individual or collective challenge, by providing us with a vast reservoir of knowledge, sensory data, information processing capacity, and ability to incite coordinated action.
A first domain that would profit from these superhuman abilities is the economy. The market is the collective system of transactions that helps supply to match demand, and thus to satisfy the public's need for products and services. A traditional market is rather inefficient, requiring a huge infrastructure of middlemen, specialized organizations such as stock exchanges and auctions, and communication channels. The Internet already allows such transactions to take place much more quickly and transparently, with less cost and effort. This strongly reduces friction, making the economy more efficient so that demand can be satisfied more rapidly, more accurately, and at a lower cost. The global brain will not only facilitate communication between suppliers and clients, but help buyers to find the best value (e.g. through shopping agents to recommend and find items and compare prices), and help sellers to get the best price (e.g. through auctioning systems, targeted advertisements, and the ability to reach the "long tail" of customers with very specific requirements ).
The net effect will be that growth and productivity increases, while inflation and economic instability decrease. Moreover, there will be less waste because of unsold items or goods shipped far away when there is demand around the corner. More generally, a distributed intelligence system allows us to take into account collective costs and benefits (what economists call "externalities"), such as pollution, noise or public health, which are borne by society as a whole rather than by the parties in the transaction. These costs and benefits can be transparently incorporated by a smart software system into the price of the transaction, in the form of an automatically deduced tax or added subsidy. In this way, interactions are directed towards those that are collectively most beneficial, while avoiding the complexity, bureaucracy and rigidity that tend to accompany such interventions in a centralized political system. The global brain can moreover help eliminate conflicts. It in principle provides a universal channel through which people from all countries, languages and cultures of this world can converse, as already happens through a variety of forums and social media. This makes it easier to reduce mutual ignorance and misunderstandings. Distributed intelligence systems have already been designed that help large groups to discuss and resolve differences of opinion, while devising integrated strategies to solve complex problems such as global warming (Faieta, Huberman, & Verhaeghe, 2006; Iandoli, Klein, & Zollo, 2009 ). The greater ease with which good ideas can spread over the whole planet and the collective improvement on those ideas will make it easier to reach global consensus about issues that concern everybody. The free flow of information will make it more difficult for authoritarian regimes to plan suppression or war. The growing interdependence will stimulate collaboration, while making war more difficult.
The more efficient economy will indirectly reduce the threat of conflict, since there will be less competition for scarce resources.
Of course, communication alone cannot solve all the problems that threaten our planet: in the end, people will have to agree on concrete policies to tackle e.g. global warming or poverty. Yet, the global brain can support not only the process of devising and reaching consensus on an effective plan of action, but also the practical implementation of that plan.
For example, combating infectious diseases or pollution will require extensive monitoring of the number of infections or concentration of polluting gases in different regions. Information collected by local observers or by electronic sensors can directly enter the global brain, be processed to reveal underlying trends, and be forwarded to the people or institutions most ready for taking direct action.
Similarly positive effects can be conceived in domains as diverse as health, well-being, democratic participation, sustainable development, work productivity, disaster prevention and relief, education, research, innovation, industrial production, traffic, logistics, and ecosystem management (Heylighen, 2002 (Heylighen, , 2007b (Heylighen, , 2007b Heylighen et al., 2013) . There seems to be no end to the potential applications of a distributed intelligence system at the world level. Many of these applications are already becoming apparent in the present Internet, but their beneficial effect is held back by the general confusion, information overload and uncertainty that accompanies the present explosion in new technologies and functions . It is to be expected that the overall benefits will multiply as the network becomes more streamlined and intelligent, and the agents using it more coordinated in their activities. Then, only the sky will be the limit to what a global brain can achieve…
