Inverse treatment planning for intensity-modulated radiotherapy may include time consuming, multiple minimizations of an objective function. In this paper, methods are presented to speed up the process of (repeated) minimization of the well-known quadratic dose objective function, extended with a smoothing term that ensures generation of clinically acceptable beam profiles. In between two subsequent optimizations, the voxel-dependent importance factors of the quadratic terms will generally be adjusted, based on an intermediate plan evaluation. The objective function has been written in matrix-vector format, facilitating the use of a recently published, fast quadratic minimization algorithm, instead of commonly applied gradient-based methods. This format also reduces the calculation time in between subsequent minimizations, related to adjustment of the voxel-dependent importance factors. Sparse matrices are used to limit the required amount of computer memory. For three patients, comparisons have been made with a gradient method. Mean speed improvements of up to a factor of 37 have been achieved.
Introduction
In inverse treatment planning, a quadratic dose objective function with terms
(where d i is the dose in voxel i, d
p i the prescribed dose in voxel i and η i the importance factor in voxel i) is often used to optimize the fluence for intensity-modulated radiotherapy. Generally, the importance factors η i are equal for all voxels in an organ (Bortfeld et al 1990 , Brahme 1995 , Spirou and Chui 1998 , Wu and Mohan 2000 . Another approach uses voxeldependent importance factors, which are individually optimized in an iterative procedure, requiring repeated minimizations of a modified objective function (Cotrutz and Xing 2002 , Wu et al 2003 , Yang and Xing 2004 . The consequence is that the inverse planning may become time consuming.
In our institute, an inverse planning algorithm is being developed which directly accounts for geometrical uncertainties using known distributions of geometrical variations, such as setup errors and internal organ motion (Heijmen et al 2003) , thereby avoiding the use of PTV margins. Apart from the quadratic terms, the objective function also contains a term that ensures the generation of clinically acceptable, smooth fluence profiles (see section 2.2). In an iterative procedure, the voxel-dependent importance factors are adjusted, each time followed by a minimization of the modified dose objective function. This paper describes methods to speed up this process of multiple minimizations. The smoothing term, introduced in the objective function to prevent high frequencies in the fluence, also yields a well-conditioned Hessian. This, combined with rewriting the quadratic objective function in canonical form, allows us to use a fast, recently published algorithm (BOXCQP, Voglis and Lagaris 2004) to minimize the objective function. BOXCQP solves convex quadratic problems with simple bounds, such as fluences f 0, and claims to be up to 30 times faster than other quadratic problem solving algorithms. Also, BOXCQP always finds the exact minimum, while others, especially gradient methods, need a termination criterion, which needs additional work to determine. The algorithm relies on solving linear systems. BOXCQP is compared with a gradient-based minimization algorithm.
Methods and materials

Dose calculation algorithm
Since the dose distribution is a linear combination of fluence elements, the calculation of the dose distribution can be written in matrix-vector form (Cho and Phillips 2001, Thieke et al 2002) 
where d is the dose distribution vector, with the dose for each voxel in the patient, H is the dose deposition matrix, composed of the distribution vectors of all beamlets, and f is the fluence vector, with the beamlet weights. In this paper, the algorithm to calculate H is from Storchi and Woudstra (1996) with a scatter radius of 3 cm.
Quadratic objective function
The quadratic objective function applied consists of two terms:
The first term is the widely used quadratic dose objective (see the introduction), modified for use with voxel-dependent importance factors. H f is the dose resulting from the fluence f and d p v is the dose objective for voxels in volume v. Each volume v has a volume-wide importance factor ξ v and a vector of voxel-dependent importance factorsη v . The tilde denotes a diagonal matrix representation of the coefficient vector η v . In this approach, the dimension of the coefficient vector equals the number of patient voxels considered. However, only a subset of the coefficients are unequal to zero, depending on the choice of the adoption of the voxel-dependent importance factors, but the maximum number of nonzero coefficients in η v equals the number of voxels in volume v. This approach also accounts for overlap between volumes, e.g. a PTV with an OAR. The second term in equation (2) is the smoothing term, regulated by a smoothing factor κ. This term encourages the fluence f to be smooth. Inspired by Webb et al (1998) , the second derivative of the fluence was used as an indicator for smoothness. If the second derivative equals zero, the fluence is linear (linearly increasing or decreasing, like a wedge or constant). For a two-dimensional fluence, the Laplacian of the fluence f can be discretized using standard difference formulae for a fluence element f i,j . With resolutions h and k of the fluence in the x-and y-direction, respectively, we have
The ideal case for a smooth fluence is when f = 0. We choose to keep the denominator h 2 k 2 so the smoothing factor κ is independent of the fluence grid size. The discretization can be written in a matrix M, such that f = Mf . Figure 1 shows an example of the use of the second derivative to generate a smoothing penalty.
Equation (2) can be written in canonical form
where
The scalar c in equation (4) can be neglected for minimization of s(f ). At the start of each new iteration, A and b need to be recalculated based on updated Q and q (S does not change).
Note that A is symmetric and positive definite. In this form, the Hessian A is given directly and does not need any approximations or additional calculations. The gradient is provided by computing Af + b (=∇f ).
Calculation of A and b
The dimensions of H in equation (1) are m × n = no of voxels × no of fluence elements, but the matrix is usually filled for only 5-20%. A typical patient has m = O(10 5 ) voxels and n = O(10 3 ) fluence elements. Storage of H in 8 bytes double precision requires several gigabytes of memory. Therefore, sparse matrices are used, since this format only stores the nonzero elements of a matrix (appendix A, Cho and Phillips 2001) .
Q is the only matrix that changes with every iteration. The most time-consuming computation then becomes the third-order computation H T QH when calculating A. An efficient algorithm has been developed to perform this computation based on the transposition algorithm presented in Pissanetsky (1984) (which is based on Gustavson (1978) ). The idea is to multiply the diagonal of Q (which is sparse in our approach) with H T while transposing H. Details on how to compute Z = H T Q are presented in appendix B. This approach has two advantages: it is not necessary to store H T for a speedup in the multiplication, and only one matrix-matrix (ZH ) computation has to be performed later. The time needed for transposition and multiplication with the diagonal of Q is linear in the number of nonzeros in Q (Gustavson 1978) .
The computation of the product of two sparse matrices is described by Gustavson (1978) . Algorithms for other sparse operations (e.g. addition of two sparse matrices to calculate A = ZH + κS and the matrix-vector multiplication to calculate b = H T q) can be found in Pissanetsky (1984) and Duff et al (1986) .
A is usually a relatively full matrix (70-80% nonzeros), so we can refrain from accounting the sparse pointer lists by storing A as a full matrix. This simplifies the algorithms significantly.
Minimization of s(f ) with BOXCQP
The implementation of BOXCQP requires relatively few lines of code. However, the way the algorithm works is less trivial to understand than gradient-based algorithms.
First, equation (4) is extended with the associated Lagrangian for f 0 (i.e. all elements of f are 0):
At the minimum (f * , λ * ), the Karush-Kuhn-Tucker conditions require that
The steps needed to satisfy these conditions can be found in Voglis and Lagaris (2004) . The BOXCQP algorithm heavily depends on solving linear systems. It is therefore required that the Hessian A has a proper condition (less than ≈10 12 ). The condition is defined as the quotient between the largest and the smallest eigenvalue. Without the smoothing term (κ = 0), A is usually ill-conditioned because the smallest eigenvalue is usually close to 0 (Carlsson and Forsgren 2006) , making this algorithm unusable for these matrices. A method to improve the condition of A is to add a small identity matrix (κ small, S = I ), increasing the smallest eigenvalue by κ. This changes the solution minimally, but the condition improves significantly. The same happens when using the smoothing term S = 2κM T M. The matrix A is symmetric and positive definite, so it is natural to solve the systems using the Cholesky decomposition (Golub and van Loan 1989) .
Test setup
The algorithms were tested on an Intel Xeon 3.2 GHz running Linux. The routines to calculate A and b were written in Fortran according to the ideas presented in section 2.3. The BOXCQP algorithm for minimization of s(f ) (section 2.2) was implemented in Matlab 7.
Matlab's function quadprog, which is suitable for minimization of functions such as equation (4), was compared with our implementation of the BOXCQP algorithm. The termination tolerance on the function value was set to 10 −15 for quadprog. To compare the two minimization algorithms, matrices Q and vectors q are needed to define clinically relevant functions s(f ). In our inverse planning algorithm, we concentrate on changing the weight of the individual voxels in each iteration. The volume-wide importance factors ξ v and the planning doses d p v remain constant. The planning algorithm was run for three patients, while automatically adapting the relevant voxels weights in each iteration, with a maximum of 100 iterations. This results in a uniqueη v for each iteration. To compare the minimization times of BOXCQP and quadprog, every tenth iteration matrix Q and vector q were recorded. The precise algorithm used for the adoption of the voxel weights is out of scope for this paper but will be discussed in a future paper.
The computation times were recorded for three scenarios: no smoothing (κ = 0), condition improver (κ = 10 −6 max v ξ v and S = I ) and with smoothing (κ = 10 −2 max v ξ v ). To show that the differences between using the condition improver and no smoothing are minimal, DVHs of both solutions are shown.
Results
Details of the plans used in this study are shown in table 1. The head and neck patient has three PTVs of which the primary PTV has a higher dose prescription than the other PTVs (elective neck glands). Computation times are presented in table 2, showing mean calculation speed enhancements for BOXCQP with factors 5-37.
Because of the poor condition of matrix A, BOXCQP cannot be used without condition improver or smoothing. As demonstrated in table 2, calculation times for the gradient method without smoothing and with condition improver are very similar. Also, both approaches result in similar (clinically non-feasible) peaky fluence profiles. Typical results of using the condition improver and no smoothing are evaluated in DVHs, see figure 2. There is no significant difference between the solutions.
The influence of smoothing is shown in figures 3 and 4. The unsmoothed fluence shows high intensity peaks, which are unrealistic in practice. With the smoothing term enabled, an acceptable fluence is generated. But a too strong smoothing results in parabolic fluences. The amount of smoothing applied influences the solution. No smoothing easily leads to hot spots (up to 500 Gy). Too much smoothing makes it harder to shape the fluence. A good choice for κ is between 10 −3 max v ξ v and 10 −1 max v ξ v . 
Discussion
The minimization times can be significantly reduced by using the BOXCQP minimization algorithm, compared to the gradient algorithm. These times were reduced to the same order that is needed for the calculation of the matrices. Therefore, it became interesting to also improve the procedure to calculate the matrices. When using gradient-based methods, one has to provide an initial solution for each minimization. The initial solution used in this paper is the zero vector, but the performance can be increased by roughly a factor of 2 when using the solution f from the previous Q and q as the initial solution.
The smoothing term is a powerful tool to embed the generation of smooth fluences in the objective function. A good choice for the smoothing factor κ is between 10 −3 max v ξ v and 10 −1 max v ξ v . Our experience is that κ = 10 −2 max v ξ v generally generates the best plans while the fluence is sufficient smooth.
With multicore processors becoming highly available for workstations in the near future, it is interesting to have a look at the scalability of the algorithms presented in this paper. The BOXCQP algorithm heavily depends on the Cholesky decomposition. This decomposition algorithm is very suitable for parallellization. Most CPU manufacturers offer an optimized and parallellized LAPACK (Anderson et al 1999) Library and AMD's Core Math Library, making a parallel implementation easy. A simple test on a dual Xeon showed an improvement close to a factor of 2. The sparse matrixsparse matrix algorithm from Gustavson (1978) , in which each row of the resulting matrix is calculated independently from the others, should be well parallellizable. However, the improvement was less than expected: 1.3 times. Possibly, this is due to our lack of experience in multithreaded programming. Table 3 shows preliminary results of the difference between the use of one or two processors when smoothing is involved. Because the Cholesky decomposition requires O(n 3 ) operations, the time required to minimize the objective function grows polynomially with increasing dimension of the matrix A (i.e. the number of beamlets used), see figure 5. The time to set up the matrices grows linearly with the dimensions of H and number of nonzero elements (see section 2.3 and Gustavson (1978) ).
Conclusions
The quadratic dose objective function with intrinsic fluence smoothing term can be written in a canonical quadratic form. This allows the use of a broad scala of quadratic minimization algorithms. Apart from the generation of clinically acceptable smooth fluence profiles, the smoothing term also considerably improves the condition of the involved Hessian A, allowing the use of BOXCQP, a recently published algorithm for minimization of a quadratic objective function.
For the clinical cases studied in this paper, BOXCQP is 5-37 times faster than the gradient method. Parallellization of BOXCQP is relatively easy and very effective in further reducing the minimization times. 
