Abstract. Cloud service consumers' feedback is a good source to assess the trustworthiness of cloud services. However, it is not unusual that a trust management system experiences malicious behaviors from its users. Although several techniques have been proposed to address trust management in cloud environments, the issue of how to detect occasional reputation attacks on cloud services is still largely overlooked. In this paper, we introduce an occasional attacks detection model that recognizes misleading trust feedbacks from occasional collusion and Sybil attacks and adjusts trust results for cloud services that have been affected by these malicious behaviors. We have collected a large collection of consumer's trust feedbacks given on real-world cloud services (over ten thousand records) to evaluate and demonstrate the applicability of our approach and show the capability of detecting such malicious behaviors.
Introduction
The highly dynamic, distributed, and non-transparent nature of cloud services makes trust management in cloud environments a challenging problem [10, 6, 8] . Several techniques have been proposed to assess and manage trust based on feedback collected from participants [6, 5, 1] . However, not much attention has been given to detect occasional and periodic reputation attacks on cloud services. The main goal of our work is to detect occasional and periodic reputation attacks on cloud services 1 . Unfortunately, this is not an easy task due to some unique characteristics of cloud environments: i) consumers are dynamic and may have multiple accounts for a particular service (e.g., owning multiple email accounts in Gmail) which makes it difficult for a Trust Management Service (TMS) to detect whether a Sybil attack is performed; ii) the occasional way that these attacks occur, as described in [10] , which makes the detection of such malicious behaviors a significant challenge and significantly affects the performance of TMS. TMS 1 Other techniques for detecting attacks on different distributions over an extended period of time are previously proposed. Interested readers are referred to [9, 8] for more technical details.
should be able to efficiently detect such attacks and thus dilute the influence of those misleading feedbacks to enable more robust trust calculations.
In this paper, we overview the design and implementation of the occasional attacks detection model. This model allows TMS to detect misleading feedbacks from collusion and Sybil attacks and helps to have robust trust calculations. In a nutshell, the salient features of the model are i) Occasional Collusion Attacks Detection Metric: this metric distinguishes between misleading and credible feedbacks by detecting the occasional collusion attacks (i.e., attackers who intend to manipulate the trust results by giving multiple trust feedbacks to a certain cloud service in a short period of time [3] ); ii) Occasional Sybil Attacks Detection Metric: this metric allows TMS to identify misleading trust feedbacks from Sybil attacks and detect occasional Sybil attacks (i.e., attackers who create multiple identities and leave misleading trust feedbacks in a short period of time to trick cloud service consumers into trusting cloud services that are not trustworthy [4] ); iii) Adaptivity and Flexibility: the model is adaptive and flexible in the sense that it is possible to tweak the metrics according to the trust evaluation needs (e.g., to detect the collusion attacks only or to detect both attacks).
The remainder of the paper is organized as follows. Section 2 details the trust management service including the trust feedback collection and assessment and briefly describes the identity management service. Section 3 describes the details of our occasional attacks detection model. Section 4 reports the implementation and several experimental evaluations. Finally, Section 5 discusses the related work and provides some concluding remarks.
Trust Management Service (TMS)
In a typical reputation-based TMS, consumers either give feedback regarding the trustworthiness of a particular cloud service or request trust assessment for the service 2 . From consumers' feedback, the trust behavior of a cloud service is represented by a tuple H = (C, S, F , T f ), where C is the consumer's primary identity, S is the cloud service's identity, and F is a set of feedbacks (i.e., based on several Quality of Service (QoS) parameters including availability, security, response time, etc.). Each feedback in F is represented in numerical form with the range of [0, 1], where 0, 1, and 0.5 means negative, positive, and neutral feedback respectively. T f is the timestamps when feedbacks are given. TMS calculates the trust result, denoted as T r (s), from the collected feedbacks as follows:
where V(s) denotes feedbacks given to the cloud service s and |V(s)| represents the total number of trust feedbacks. F (c, s) are feedbacks from the c th consumer weighted by the occasional attacks detection factors O a (s, t 0 , t) to allow TMS to dilute the influence of misleading feedbacks. F (c, s) is held in the invocation history record h and updated in TMS. C t (s, t 0 , t) is the change rate of trust results in a period of time that allows TMS to adjust trust results for cloud services that have been affected by malicious behaviors. χ is the normalized weight factor for the change rate of trust results which increase the adaptivity where the higher χ is, the more the cloud service is rewarded and vice versa. More details on how to calculate O a (s, t 0 , t) and C t (s, t 0 , t) are described in Section 3.
Since trust and identification are closely related [2] , the Identity Management Service (IdM) can facilitate TMS in the detection of occasional Sybil attacks against cloud services without breaching the privacy of consumers. When consumers attempt to use TMS for the first time, they are required to register their credentials at the trust identity registry in IdM to establish their identities. The trust identity registry stores an identity record represented by a tuple I = (C, C a , T i ) for each consumer. C is the consumer's primary identity. C a represents a set of credentials' attributes (e.g., passwords, IP address, etc.) and T i represents the consumer's registration time in TMS. More details on the detection of occasional Sybil attacks can be found in Section 3.
Occasional Attacks Detection Model
Occasional Collusion Attacks Detection Metric. We consider time in detecting occasional and periodic collusion attacks (i.e., periodicity). In other words, we consider the total number of feedbacks |V(s)| given to cloud service s during a period of time [t 0 , t]. The sudden change in the feedback behavior indicates an occasional feedback collusion. To detect such behaviors, we measure the percentage of occasional and periodic change in the total number of trust feedbacks among the whole feedback behavior (i.e., consumers' behavior in giving feedbacks for a certain cloud service). The occasional feedback collusion factor O f (s, t 0 , t) of cloud service s in a period of time [t 0 , t], is calculated as follows:
where the first part of the numerator represents the whole area under the curve which represents the feedback behavior for cloud service s. The second part of the numerator represents the intersection between the area under the curve and the area under the cumulative mean of the total number of feedbacks Cμ (|V(s, t)|) (i.e., which represents the mean of all points in the total number of feedbacks and up to the last element because the mean is dynamic and changes from time to time). The denominator represents the whole area under the curve. As a result, the higher the occasional change in the total number of feedbacks, the more likely that the cloud service has been affected by occasional collusions. 
Based on the proposed occasional attacks detection metrics, TMS dilutes the influence of those misleading feedbacks by assigning the occasional attacks detection aggregated weights O a (s, t 0 , t) to each trust feedback as shown in Equation 1. O a (s, t 0 , t) is calculated as follows:
where φ and O f (s, t 0 , t) denote the normalized weight of the occasional collusion attacks detection factor and the factor's value respectively. (s, t 0 , t) ) is larger or equal to the occasional attacks percentage threshold. For instance, even if the conventional model in the current time for the cloud service a is less than the conventional model 10 days ago, the cloud service a will not be rewarded because the occasional attacks percentage is less than the occasional attacks percentage threshold (e.g., 1 − O a (a, t 0 , t) = 20% and e Oa = 30%). The change rate of trust results is designed to limit the rewards to cloud services that are affected by slandering attacks [4] (i.e., cloud services that have decreased trust results) because TMS can dilute the increased trust results from self-promoting attacks [3] using the occasional attacks detection factors (i.e., O a (s, t 0 , t)). The adaptive change rate of trust results factor can be used to assign different weights using χ the normalized weight factor as shown in Equation 1.
Implementation and Experimental Evaluation
System Architecture. The architecture consists of several layers including: i) Trust Data Provisioning for collecting cloud services and trust information where the Cloud Services Crawler module is developed based on the Open Source Web Crawler for Java (crawler4j 3 ) and extended to allow TMS to automatically discover cloud services on the Internet and the Trust Feedbacks Collector module is developed to collect feedbacks directly from consumers and stores them in the Trust Feedbacks Database. Moreover, an IdM is developed to allow consumers to establish their identities before using TMS through registering their credentials at the Trust Identity Registry where the total number of established identities is collected using the Identity Info Collector. ii) Trust Assessment Function for handling trust assessment requests from users where the Factors Calculator is developed to calculate the occasional attacks detection factors and the Trust Assessor to calculate the trust of cloud services by assigning the factors weights to feedbacks and store them in the Trust Results and Factors Weights Storage.
Experimental Design and Setup. In order to validate our approach, we collected real world trust feedbacks on cloud services by crawling review websites such as CloudHostingReviewer.com and cloud-computing.findthebest.com where consumers usually give their feedback on cloud services that they have used. The collected data is represented in a tuple H where the feedback represents several QoS parameters as aforementioned and a set of credentials are augmented for each corresponding consumer. We managed to collect 10,076 feedbacks given by 6,982 consumers to 113 real-world cloud services. The collected data is divided into 2 groups of cloud services, one is used to validate our model against occasional collusion attacks and the other is used to validate the model against occasional Sybil attacks. Each cloud service group represents a Peaks behavior model. We conducted several experiments to validate the proposed occasional attacks detection model and to demonstrate its robustness against occasional collusion and Sybil attacks. We use two experimental settings: i) measuring the robustness of our model with a conventional model Con(s, t 0 , t) (i.e., turning O a (s, t 0 , t) to 1 for all feedbacks), and ii) measuring the performance of our model using two measures namely precision (i.e., to know how well TMS did in detecting attacks) and recall (i.e., to know how many detected attacks are actual attacks). In our experiments, TMS starts rewarding cloud services that have been affected by malicious behaviors when the occasional attacks percentage reaches 25% (i.e., e Oa = 25%), so the rewarding process will occur only when there is a significant damage in the trust result.
Robustness Against Occasional Collusion Attacks. In occasional collusion attacks experiments, we simulated malicious users to increase trust results of cloud services (i.e., self-promoting attack [3] ) by giving multiple feedbacks with the range of [0.8, 1.0]. From Figure 1 , we note that results when considering to calculate the trust with our model decrease quickly after a short period of time and the responsible metric for this detection is the occasional collusion attacks detection metric. In addition, we can see that our model achieves 0.508 in precision and scores 0.689 in recall. Overall there is a fair degree in recall which indicates that most of the detected attacks are actual attacks. This means that our model can successfully detect occasional attacks and TMS diluted the increased trust results from self-promoting attacks using the proposed factors.
Robustness Against Occasional Sybil Attacks. In occasional Sybil attacks experiments, we simulated malicious users to decrease trust results of cloud services (i.e., slandering attack [4] ) by establishing multiple identities and giving feedbacks with the range of [0, 0.2]. From Figure 2 we can see that trust results when considering to calculate the trust with our model response effectively where 5 peaks in trust results appear (i.e., Figure 2(a) ). This is true because the cloud service was rewarded when the occasional attacks occurred. Moreover, we note that the overall precision of our model is 0.435, while the overall recall is 0.652 (See Figure 2(b) ). This means that our model can successfully detect occasional Sybil attacks and reward affected cloud services using the change rate of trust factor. 
Discussions and Conclusion
Over the past few years, trust management has been one of the hot topics especially in the area of cloud computing. Some of the research works use policy-based trust management techniques. For example, Ko et al. [7] proposed TrustCloud framework for accountability and trust in cloud computing which consists of five layers including workflow, data, system, policies and laws, and regulations layers to address accountability in the cloud environment from all aspects. Brandic et al. [1] proposed a novel approach for compliance management in cloud environments to establish trust where the approach is developed using a centralized architecture and uses compliant management technique to establish trust. Unlike previous works that use policy-based techniques, we evaluate the trustworthiness of a cloud service using reputation-based trust management techniques.
Other research works use reputation-based trust management techniques. For instance, Habib et al. [5] proposed a multi-faceted Trust Management (TM) system architecture which models uncertainty of trust information collected from multiple sources using a set of Quality of Service (QoS) attributes such as security, latency, availability, and customer support. Hwang et al. [6] proposed a security-aware cloud architecture where trust negotiation and data coloring techniques are used to support cloud providers and the trust-overlay networks to support consumers. Unlike previous works, we propose an occasional attacks detection model that not only detects misleading trust feedbacks from collusion and Sybil attacks, but also has the ability to adaptively adjust the trust results for cloud services that have been affected by occasional malicious behaviors.
Our work presented in this paper is one of the first few that focuses on the detection of occasional reputation attacks on cloud services. We present several techniques enabling the detection of such attacks. In particular, we introduce an occasional attacks detection model that detects misleading feedbacks from collusion and Sybil attacks. Our model has the capability to adjust trust results for cloud services that have been affected by such malicious behaviors. We also have collected a large collection of consumer's trust feedbacks given on real-world cloud services to evaluate and demonstrate the applicability of our approach.
