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1．まえがき
データマイニング(データ発掘)['1[2]とはデータベース(DataBase)に保管されている属性値(Attribute)の
ような生のデータ群から有益な情報や知識を抽出することである。従来の情報探索(Informationretrival）
とは少しニュアンスが違い、Datamininng,Knowledgediscovery(知識発見)と呼ばれる非常に注目されてい
る研究分野である。このデータマイニングは1989年にAmericanAssociationforArtificiallntelli-
gence(AAAI)のWorkshoponKnowledgeDiscoveryinDatabases以降にこの用語が定着するようになったもの
とされている。したがって、人工知能分野から派生したものであるが、データベースや機械学習さらには統
計学にも関連した学際的(Interdisciplinary)研究領域とも考えられる。最近では理論的研究の基礎段階を超
えて、ビジネスの実践段階に入っているものもかなり見受けられている。これらの中での代表的なものとし
てはマーケティングへの活用であり、顧客情報の分析結果を将来の企業戦略に生かそうとするものである。
本論文は機械学習(MachineLearning)で提案された決定木(Decidiontree)などの学習アルゴリズムを中心
としたデータマイニングにつき、その概要を記述し分割統治法(Divideandconquer)を用いたアプローチで
属性22個からなる約8200個のMushroomデータから知識を抽出し、その有効性につき検討したものである。
2．機械学習
2－１機械学習
機械学習の分野はコンピュータの出現以来諸種の学習を実現できる(特にデータや問題例から知識を抽出
するメカニズムを持った)数学的手法であると考えられてきた。しかしながら今日の先端コンピュータ技術に
おいてはこのような知識導出の問題は、そのソフトウェア開発でのボトルネックと考えられてきた。そこに
台頭したのが人工知能分野の研究であり、従来考えられてきたソフトウェアとしてのプログラムを
program＝ａｌｇｏｒｉｔｈｍ＋ｄａｔａ
↓
program＝ａｌｏｇｒｉｔｈｍ＋ｄａｔａ＋domainknowledge
とすることで対象とする問題領域固有知識(domainknowledge)の導入により問題解決を計ろうとするもので
ある。すなわち人工知能においてプロダクションルール(Productionrule)やフレーム(Flame)、セマンティ
ックネットワーク(Semanticnetwork)で表される知識に基づいた情報処理はかなり有効なものとして知られ
ている。
しかしながら、このことは知識の導入がプログラマのボトルネックからknowledgeengineerにシフトした
だけに過ぎないのではないかという見方もある。その理由は現実世界の応用において知識獲得とその符号化
のプロセスは非常に困難であるからである。
２－２機械学習システム
機械学習に対する一般的な枠組みは次図のとおりである。
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図1.機械学習のフレームワーク
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学習システムは教師やその分野の背景となる知識からなる概念例(conceptexamples)の集合から与えられ
た概念記述を決定するものである。backgroundknowledgeは問題例や概念を記述するための言語についての
情報を含んでいる。例えば、属性の可能な値やその階層、述語、補助的文法規則、主観的な好みなどがある。
学習アルゴリズムは大別して2つの手法に分類される。一つはニューラルネットワークや統計学のようなブ
ラックボックス法、もう一つは知識依存法(knowledge-orientedmethod)である。ブラックボックス法は主に
概念認識に使用され、知識依存法は理解可能性の原理を満たす記号認識構造(symbolicknowledgestructure）
を使用している。
２－３知識表現法
機械学習で問題例や概念を表現するための言語として以下の各種論理言語が使用されている。
(1)０階論理(ZeroOrderLogic)あるいは命題論理(PropositionalLogic）
(2)属性論理(AttributionalLogic）
(3)１階述語論理(FirstOrderPredicateLogic)またはホーン節(HornClasses）
(4)２階述語論理(SecondOrderPredicateLogic）
命題論理は論理記号と命題定数のみで表される。
Ｃ←Ｘ八Ｙ八Ｚ
（概念ＣはjZY;Zの条件が成立するときのみ真である）
属性論理は基本的には命題論理と同等であるが柔軟性にとんだ豊富な表現を期待できる。これは命題変数、
命題定数を使用するもので、属性を命題変数と見なしていることである。この属性論理は機械学習での記述
言語としてはかなり実用的なものとされており、TDIDT(Quilan)やAQアルゴリズム(Michalski)などが良く知
られている。
１階述語論理は対象物やその部分である対象物間の関連性などについての記述や理由付けのための公的な
枠組みを具備したもので、関数定数、述語変数、個体変数などに使用するものである。ホーン節はheadとbody
から構成される。以下に例をしめす。
ｇｒａｍｐａｒｅ"t(x;r):-ｐare"rⅨz),pａｒｅ"t(Ｚｒ）
（９７α"dpare"r(Ｋｒ):head,ｐａｒe"r(ＸＺ）,pare"r(Z)Y):body）
これはXがZのpare"rであり、ＺがYのparelztであるようなperso〃Ｚが存在すればXはYのg｢α"dpare"rであるとす
る。このときX;Y;Ｚは限定変数となっている。また、ｇｒａ,zdpare"tやｐａｒe"/は述語であり（）のなかの変数は
α'9皿me"!(引数)とよばれその数は任意であるけれども与えられた述語については固定される。もし述語が正確
に１個のarg"me"rであれば、属性論理となり、全ての述語がzeroargz4me"［ならばその言語は命題論理となって
しまう。
２階述語論理が述語変数や関数変数を持つ一般的な体系である。たとえば、
ｐ(X;、:-9(Xﾘ、')八9(Y;】Ｗ)八'ｍＸＰｉ'Y)(P:brother,9:Son,｢:equal）
をp:bro伽r’9:ｓｏｍｒ:e9“/すると、
brolher(ＸＹ):-so〃(X;Ｘ川ASO〃(Y;YWZ)Ae9"αﾉ(ＷＸＤｉ/Y）
となる問題例と同等である。
２－４解探索
知識表現言語が決定され学習者がデータ列から概念を学習するものとしても、その記述言語に基づく探索
空間は巨大なものとなってしまう。まして、高階かつ複雑な言語記述では想像を絶するものになりうる。こ
のような巨大な探索空間に対して有効な探索戦略としては推論によるか、あるいはヒューリスティックな探
索しかないとされている。
概念学習の広義な枠組みは学習者の表現言語で記述されている可能空間での探索である。この探索手法は
人工知能の研究分野で広く検討されているものである。これには幅優先と深さ優先の探索戦略がとられてい
る。また、ヒューリスティックス探索では最良解優先アルゴリズムと山登り法のようなビーム探索アルゴリ
ズムが考えられている。
本研究は、属性論理表現に対して代表的な学習手法として考えられている分割統治法によるデータマイニ
ングについて検討する。これは決定木を生成するための最もポピュラーなアルゴリズムであり、1986年に
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Quinlanにより提案されたもので、TDIDT(Top-DownlnductionofDecisionTree)あるいはID3として知られ
ている。
3．データマイニング
データマイニングはデータベースにある莫大な量のデータから知識を抽出することである。これはデータ
ベースに含まれる構造的なパターンの発見やデータに含まれる構造の発見や記述に関するものであり、論理
的でなく現実的学習を含むトッピックスといえる。すなわち、本論は現実的学習法としてのデータマイニン
グにつき記述する。
３－１発見された知識の望ましい特性
データマイニングで抽出された知識は次の特性を持たなければならない。
１．正確であること。（ＡＣＣ”are）
２．理解できるものであること。（ＣＯ叩reﾉｶe"si6ﾉe）
３．新規性に富み、興味深いものであること。（/"/eres〃"g）
これらの各特質は知識の質的評価尺度とも考えられるが、それらの根本的な重要さは解決すべき問題の種類
や適用領域に依存する。
３－２データマイニングにおける代表的表現方法
(a)決定表(DecidionTables）
(b)決定木(DecidionTree）
(c)分類ルール(ClassificationRules）
(d)相関ルール(AssosiationRules）
(e)最近傍表現法(Instance-BasedRepresentation，NearestNeighborMethod）
（a)の決定表は条件と行動(決定)との関係を表した表であり、表１．のようなものでplayできるか否かを決
定するための条件が表されている。
（b)の決定木は木構造で知識を表したものであり、木におけるノード(node)は特定の属性を示し、葉(reaD
は分類上のクラスを表すものである。
（c)の分類ルールはげ～rAe"ルールで表現され、ルールの前件は属`性などに関する条件、後件は分類クラス
を与える結論を示している。
（｡)の相関ルールは分類ルールとほとんど違いはなく、分類ルールのクラスを予測するのではなく属性やそ
の組み合わせを予測できる。このルールにおけるカバーレッジ(coverage)はそのルールが正しく予測できる問
題例の数であり、これをサポート(support)と呼んでいる。その信頼度はコンフイーデンス(confidence)とよば
れ、全問題例に対して予測できる数の割合をいう。
３－２データマイニングの代表的な手法
(ｉ）単純推論法，ＩＲ法(Inferingrudimentaryrules）
これはとも呼ばれ深さlの決定木を生成し、ｌ属性ごとに全てのルールを表すもので最も単純な方法である。
(ii)統計的モデル法(StatisticalModeling）
これは全体の問題例から各属性の統計量を求めるものである。
(iii)分割統治法(DivideandConquer）
これは決定木を構成する方法である。
(iv)被覆法(Coveringalgorithm）
これはルールを構築する方法である。
(ｖ）相関ルール法(AssosiationrulesMethod）
これは知識としての相関ルールを生成してデータマイニングを行うものである。
(vi)問題例依存学習法(Instance-basedlearning）
知識表現として最近傍法を利用したものである。
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4.分割統治法による決定木の作成
4-1決定木
決定木とはあるデータから得られた知識やルールを人にわかりやすく表したものであり、図2のような形を
している。図中の最上部の根と呼ばれるもの以外の先端部分は葉と呼ばれ、クラス（導出したい結果を表す
要素）が入る。そして、根と葉をつなげる部分は枝と呼ばれ、属性（クラスを導出するまでの条件を表す要
素）が入る。
決定木は単純な形をしたものほど優れた木といわれている。その理由は簡単である。木の高さ（根から葉ま
での枝の総数）が浅いほどルールは簡素であり、葉の数が少ないほど個々のルールの価値が高まる。例えば、
車（クラス）を製造するときに組み込むべき必要最小限の部品（属性）が判れば、車の製造コストは抑える
ことが可能となり車の製造会社は無駄を省いたという利益が生まれる。一一
ド｜
根
枝
ノ一一くつ＜-つ
＜~つくこつ 葉
図2.決定木のイメージ
４－２平均情報量
平均情報量とは、暖昧さや不確かさを表す尺度で（１）から（３）式のように定義されている。（３）式にお
いて、/b(4)＝Ｏとなるとき確率の集合Ａは確実に発生し、log2ｍに近づくほど不確実さは増していく。
、
姉但)--三日'･g2ル…('）
ノー１
、
≦lB-l(i-L2…噸）
ノー１
(2)
(3)O≦ﾉ７１/bい)≦log2ｍ
4-3分割統治法
分割統治法とは問題に対してある条件に従って小さな問題と解に分割し、分割した問題に対して再び同じ
条件に従い小さな問題と解を得る、という処理を繰り返して行い、処理の際に生じた解を1つの解としたとき
に最初の問題を満たせば上記の繰り返し処理は終了する。決定木作成において分割する際には平均情報量を
使って問題を分割していく。
4-4アルゴリズム
分割統治法のアルゴリズムを示す。
Step0.初期化
属性の集合卜{AhAz,…,Ai,…,’４ｍ}("':属性数)として、属性Aiの属性値αj＝{αjﾙajz,…恥…川}(":属性値の数)、ク
ラスの値ＣをＣ＝{chcz,…川…,cz}(Ｚ:クラス値の数)、データ集合Ｄ={｡】<y}(x:データ、ｙ:属性)とする。
StepLDにデータを読み込ませる。
Step2.各属性に対応するデータの数え上げ
データ集合Ｄから属性Ajの属性値αjに対応するものを数え上げ数え上げたものをsac(j,Ｍ）とする。
Step3.平均情報量と相互情報量の計算
Step2.で得られたsacを用いて各属性値の平均情報量を導出する。SSO)は属性Aﾉに対応したクラスの総数、
PP(肱)はクラスＣの確率の総和を表す。(7)，(8)，(9)式は相互情報量の計算を表し、ｇａｊ"“ﾉﾉの値が大きいほど
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信頼性が高い。
Ｚ
`(』ル三 sac(j,Ｍ）・・・（４）
sac(j,Ｍ） (5)p(j,Ｍ)＝ S(ﾑﾉ）
Ｚ
肋(1小言P仏伽圏凰Pw川川）
…作≦器螂ルⅢ）
〃
Mmu`)一二P'川･豊川”(`）
gai"(』！）＝l)q/bo(』i)－ﾉﾉﾘｂａｖｅｕｉ）・・・（９）
Step4.葉の決定。
（'0),（'')で最も信頼性の高い属`性が選ばれ、（13)，（14)で葉が決定される。
Qzjlzmax＝max{gaj"ｕｉ)｝・・・（10）
Zmax＝maX{jlgZZj"ｕｊ)＝Ｇａｊ"max｝・・・（11）●
ﾉ)!/bmax＝max{ﾙﾘb(j,ｊ)｝・・・（12）
jmax-{ｊｌｌ'２/b(j,ﾉ)＝､!/bmax｝・・・（13）
ノo＝{ﾉＷb(ｊ,/)＝O｝・・・（14）
Step5.全てのノードの接続先がクラスの値になるまでStep2からStep4.を繰り返す。
このアルゴリズムを表lで与えられる天候データの問題に適用してみる。
表1.天候データ
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Step0.初期化
属性をそれぞれ
{AI,A2,A3,A」={outlook,temperalure,humidity,windy}
｛ａ１ｂａＭＩ３}＝{sunny,rainy,overcast｝
｛α2ﾉ,のらα23}＝{hot,mild,cool｝
｛α3J,α３２}＝{high,normal｝
｛αｲﾙαね}＝{true,false｝
とし、クラスは
｛CbCz}＝{yes,ｎｏ｝
Step1.データの読み込み
全データ(NCIからNol4)までのデータを、とする。
Step2.各属性値のsacの導出
表2.のように各属性値sacを数え上げる。
表2.属性outlookに関するsacの数え上げ
tｏｔａｌ
５
４
５
１４
型２４３９
、－，．〈０９日５
ｓｕｎｎｙ
ｏｖｅｒｃａｓｔ
ｒａｌｎｙ
ｔｏｔａｌ
Step3．平均情報量と相互情報量の計算
Ｄから得られる平均情報量、相互情報量は以下の通り
、/b(A1,α11)＝-2/5xlog2(2/5)－３/5xlog2(3/5)-0.9709505舛
血/bu1,α12)＝-4/5×log2(4/5)＝０
ｍ/b(Ａ１,α13)＝-3/5xlog2(3/5)－２/5xlog2(Z/5)＝0.970950594
ｂｑ/bave(Ａｌ)＝-5/14×l)!/b(Ａｌ,α11)－４/14×、/b(４１，α12)－５/14×Ｉ>q/bu1,α１３)＝0.693536139
ﾙﾘbo(A1)＝-9/14xlog2(9/14)－５/14xlog2(5/14)＝0.940285958
8αj"(A1)＝、/bOu1)－Ｊ)ﾘbい,)＝0.246724568
以下temperature,humidity,windyに関して同様な計算を繰り返すと以下のようになる。
gzJj"(A1)＝ﾉﾉ!/bo(41)－ﾉ)!/bQveu,)＝0.246724568
9αj"(Ａ２)＝ﾉ)ﾘbou2)－ｍ/bQveu2)＝0.029223
9m"(A3)＝ﾉ)ﾘbo(A3)－ﾉ)q/bα１，２(A3)＝0.151836
9αj"“4)＝j)!/bou4)－hvbQveu4)＝0.048127
Step4.葉の決定
（10),(11)よりjmax=1となり(12),(13),(14)からﾉo=3となる。
Step5.全てのノードの接続先がクラスの値になるまでSteplからStep4.を繰り返す。
ﾉo以外の属性値は次のノードとなるためsunnyに対応したデータ集合をＤ',rainyに対応したデータ集合をＤ''と
する｡表3はＤＩＤ"の各属性の相互情報量を示しており､ＤＩＤ''の相互情報量が最大となる属性はhumidity,windy
になるということがわかる。また、humidity,windyの各要素のとる平均情報量全てが0となる。
全ての分割したテストにおいて、相互情報量を最大とする属性値はそれぞれ0になるため全ての属性値のノ
ードはクラスに接続され木の生成は終了する。データ集合Ｄからえられる決定木は図3のようになる。
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表3.テストＤ',Ｄ"の相互情報量
、’ Ｄ'’
tｅｍｐｅｒａｔｕｒｅ Ｏ５７０９５０５９４０．０１９９７３０９４
hｕｍｉｄｉｔｙ 0.9709594０．０５２６６３５６６
wiｎｄｙ 0.3219280950.9709594
ⅡⅢ【
CＤ
こつ（０ G百三） (｡]、
図３．Ｄから得られた決定木のイメージ
4-5アルゴリズムの追加
3-4で示した利得獲得方法は属`性値の数に依存しており、知識を獲得するときに必然的に属性値の数の多い
属性が選ばれ易くなり、複雑な知識を得やすくなる。これに対して、利得比基準を用いて対処する。これは
単純で属性自身の平均情報量を導出し、相互情報量をそれで除算を行う。ただし、属性値数の少ない属性に
その除算を行わなくても良いので、適用属性は各属性の相互情報量の平均以上の属性に対して行なう。
(４）（５）（６）のAをﾉに変えたものを(15)（16)（17)とし、各属性の相互情報量の平均をgaj"aveとする。
卯ル三…w川Ⅱ①
′wルー釜+i/Ｌ(Ⅲ
〃
言P(w)'ｗＭ)…Ⅲﾉ)ﾘb，(j,/)＝
gaj"ｕｊ） (ただし、ｇａｊ"ｕｊ)玉αi"｡vご）ｇａｍＭｉ）＝ (１８）､/b'(j,ﾉ）
今回扱うMushroom問題では属性値の不明という形で欠損したデータが存在しており、この対処が必要にな
る。ここでは不明な属性値に対処法は(4)から（14)に・不明な属性値に関する処理を行なわない'，という条件
を付け加えればよい。ただし(15)から（16)に関しては不明な属性値を含めた計算をしなければならない。ま
た、(9)式を次のように変更する。Ｓ皿加は不明属性を考慮しないデータの総数、｜Ｄ|はＤのデータ数を表す。
…)一浩(肋．“ﾙﾙi川ｕｉ)ⅢⅢ
5．対象問題
本研究では対象問題としてMushroomを使用する。これはUCIのMachineLearningRepositoryとして公開さ
れている。MushroomDatabaseで原データはTheAualaubonSocietyFieldGuidetoNorthAmerican
Mushroom(1981)から引用したものである。Mushroomの属性に関するデータが8124個あり、その形状や匂い、
色などに関する22個の属性からなり、全データの51.8%の4208個が食用(edible)Mushroomであり、それ以外の
3916個(48.2)が非食用(posoness)Mushroomの2クラスからなっている。この問題の属性情報を表5に表す。
本研究では、Mushroomデータから知識として求められた決定木の信頼性をl0-foldcrossvaridationとい
う手法で検討する。
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表5.Mushroomのクラスと属性、属`性値
Cmss
edible＝e,poisonous=p
Arrrj伽Ze
lcap-shape：
bell=b,conical=c,convcx=x,flat=f,knobbed=k,sunkcn＝s
Zcap-surface：
fibrous＝f,grooves=9,scaly＝y,smooth＝ｓ
3.cap-color：
brown＝､,buff=b,cinnamon=c,gray＝9,green＝r,pink=p,purple＝u,red＝e,white=ｗ,yellow＝ｙ
４bruises?：
bruises＝t,no＝f
aodor：
almond＝a,anise＝1,creosote=c,fishy＝y,foul＝f,musty＝ｍ,none＝､,pungcnt=p,spicy＝ｓ
６.gill-attachment：
attached＝a,descending＝｡,free＝f,notched＝、
７.gill-spacing
closc=c,crowded=ｗ,distant＝。
８.gill-size：
broad＝b,narrow=、
９.gill-color：
black=k,brown=n,buff=b,chocolatc=h,gray＝9,green＝r,Orange=o,pink=p,purple=u,red＝e,white=ｗ,yellow＝y
lOstalk-shape：
enlarging=e,tapering=ｔ
１１．stalk-rooh
bulbous=b,club=c,cup＝u,equal＝e,rhizomorphs=z,rooted＝r,missing＝？
１２.stalk-surface-above-ring：
ibrous＝f,scaly＝y,silky＝k,smooth=ｓ
１３.stalk-surface-below-ring
ibrous＝f,scaly＝y,silky＝k,smooth＝s
l4stalk-color-abovc-ring：
brown＝n,buff=b,cinnamon=c,gray＝9,Orange＝o,pink=ｐ,red＝c,white＝ｗ,yellow＝ｙ
１５.stalk-color-below-ring
brown＝､,buff=b,cinnamon＝c,gray＝9,Orange＝o,pink=ｐ,red＝e,white＝ｗ,yellow＝y
l6veil-type：
partial＝p,universal＝ｕ
１７.veil-color：
brown＝n,Orange=o,white=ｗ,yellow=y
l8ring-number：
ｎｏｎｅ＝、,ｏｎｅ＝ｏ,ｔｗｏ＝t
l9ring-type：
cobwebby＝c,evanescent=e,flaring=f,large＝l,none＝､,pendant＝p,sheathing＝s,Zone＝z
20spore-print-color：
black＝k,brown＝、,buff=b,chocolate＝h,green＝r,Orange＝o,purple＝u,white＝ｗ,yellow＝ｙ
２１.population：
abundant=a,clustered＝c,numerous=､,scattered＝s,several=v,solitary＝ｙ
２２.habitat：
grasses＝9,lcaves＝1,meadows＝ｍ,paths＝p,urban＝u,waste＝ｗ,woods＝。
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6．結果と考察
図4の決定木は今回のdataminingの結果として求められたものであり、生のデータ8124個の属性値の関連
性を示したものである。決定木はノード(node)と枝(edge)で構成された階層化されたグラフで最上階のノー
ドは根(root)を示し、各階層におけるノードで枝を持つものを幹といい、枝を持たないノードを葉(leaf)と
いう。幹は属性(attribute)が対応し、幹から派生した枝はその幹の属性における属性値が対応する。葉は枝
を持たない結論としてのクラスの値(この場合はedibleかpoisonous)を示す。図4では、幹を楕円で示し、葉
を円で示している。この決定木の根はodorであり、第２層の幹はspore-print-color、第３層の幹はgill-size、
第４層の幹はgill-spacing、そして第５層の幹がpopulationとなっている。この決定木そのものも1つの知識表
現となっているが枝や葉の属性値を記号表現している関係上、具体的な意味がわかりにくいのでこれらの決
定木に対応するゲー［んe"ルールを表7に示す。
この結果、本来は8124個のexampledataが存在する場合には同数のルールが生成できることを考えれば
ｄａｔａminingにより１９個のルールに集約されたことになり、すばらしい知的処理といえる。しかしながら、
このように求められた知識の質、すなわち知識の信頼性が生のデータ群の持つ情報を十分に吸収しているか
どうかが問題である。そこで、求められた知識の質を検討するためにlO-foldvaridation手法を用いてテス
トした結果、8124個の全てのデータに対して正解率が100%となった。
このことから今回求められた19個のルールは100%の信頼度を持つ知識となっていることが立証できた。さ
らに、ｄａｔａminingの効率化の可能性を検討するために、全データから100個、1000個のexampleをランダム
に選択し、それらのデータ群から決定木を作成したものでそれらの知識の信頼度を求めた結果、表6のような
結果が求められた。これによると、1000個のexampleから得られた知識でもかなり高精度(99.803%)のものが
得られていることが判明した。したがって、使用目的によってはランダムに約1/80のexampleを全データより
抽出して知識を生成しても約99%の信頼度をもつ知識となっていることから、全処理時間を短縮したものが期
待できることがわかった。
以上の視点より、今回の分割統治法に基づいたdataminingアプローチでかなり膨大なデータ群からでも
結構有益な知識獲得ができ、この手法が現実的処理方法として有効であることが確認できた。
表6.計測結果
１００１０００８１２４
９８９６６９９８０３
１０２０１９
０００１５０１４１
雫
○ｄＢ凸 ｎし
① <巫孟二
ｒ、
Ｌｐノ ⑭,汕譽,、
００
図4.Mushroomデータから得られた決定木
データ数 100 1000 8１２４
全データの正解率(%） 98.966 9９．８０３
ルール数 10 2０ 1９
計測時間(sec） ０．０１５ 0．１４１
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表7.Mushroomデータから分割統治法によって獲得した知識の詳細
rulel：が(odor＝almond）伽〃edible
rule2：〃(odor＝creoste）伽〃poisonous
rule3：〃(odor＝anise）伽〃edible
rule4：ぴ(odor＝foul）［んe〃poisonous
rule5：が(odor＝pungen）伽〃poisonous
rule6：〃(odor＝spicyWhe〃poisonous
rule7：が(odor＝fishy）伽〃poisonous
rule8：〃(odor＝musty）伽〃poisonous
rule9：〃(odor＝、oneAspore-print-color＝black）ﾋﾟﾙelzedible
rulelO：ｌｉ/(odor＝none八spore-print-color＝buff）伽〃cdible
rulell：が(odor＝noncAspore-print-color＝brown）[ｈｅ"ediblc
rulel2：が(odor＝ｎｏｎｅ八spore-print-color＝chocolate）［んelzedible
rulel3：〃(odor＝ｎｏｎｅ八spore-print-color＝Orange）rｈｅ〃ediblc
rulel4：ヴ(odor＝noneAspore-print-color＝green）rｈｅ〃poisonous
rulel5：〃(odor＝noncAspore-print-color＝yellow）伽〃cdiblc
rulel6：沢odor＝noneAspore-print-color＝whiteAgill-sizc＝ｂroad）ﾉﾉｶe〃cdible
rulel7W(odor＝noncAspore-print-color＝whiteAgill-sizc＝narrow八gill-spacing＝cloＳｃ）仇e〃poisonous
rulel8：沢odor＝noneAspore-print-color＝whiteAgill-size＝narrowAgill-spacing＝close
Apopulation＝clustered）伽〃poisonous
rulel9：l(/(odor＝ｎｏｎｅ八spore-print-color＝white八gill-size＝narrowAgill-spacing＝close
八population＝several）rhelzcdible
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andetcThedecisiontreeobtainedinourexperimentisconsiderablycompactandsummarized
infOrmationsuchascontainsonlyl9ruleswhichrepresentstheknowledgecoveringmushroom
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