Abstract. We consider a non self-adjoint Laplacian on a directed graph with non symmetric edge weights. We give necessary conditions for this Laplacian to be sectorial. We introduce a special self-adjoint operator and compare its essential spectrum with that of the non self-adjoint Laplacian considered. 
Introduction
Many problems in mathematical physics can be modeled by using operators in Hilbert spaces. Under certain circumstances these operators will be self-adjoint, but in many examples as, e.g., for Schrödinger and Sturm-Liouville problems with complex, non-symmetric coefficients and for the discret Laplacian with non symmetric weights, this is not the case. Looking for other approaches, we find that the class of so-called sectorial operators provides an appropriate framework which suits these problems very well. Linear operators of sectorial type play a prominent role in the theory of semigroups and evolution equations; see for instance [AE12] , [Y74] , [Kat76] . The sectorial operators are given special attention in view of later applications to the spectral theory and to the analytic and the asymptotic perturbation theory [Kat76] , [ELZ83] , [Kh13] . Our prime concern is the study of the essential spectrum of a sectorial discrete Laplacian.
We give a criterion for the sectoriality of the graph Laplacian and we compare its essential spectrum with the essential spectrum of its real part. We establish the emptiness of the essential spectrum for both operators. Fujiwara [F96] , Keller [K10] and Balti [B17] introduced a criterion for the lack of essential spectrum of the graph Laplacian using the positivity of a Cheeger constant at infinity. We extend these results for weighted non symmetric graphs with any non negative Cheeger constant at infinity.
Section 1 is devoted to some definitions and notions on a directed graph with non symmetric edge weights and the associated non symmetric differential Laplacian ∆. We recall some basic results introduced in [B17] like Green's formula and the spectral properties of ∆ and of its formal adjoint for weighted graphs satisfying the Asumption (β) which assure to conclude an equality of in and out conductivity at each vertex. In section 2 we state that under a geometric hypothesis (γ) see page 5, the closure operator ∆ is sectorial. We use the benefit of this notion to characterize the essential spectrum. In section 3, we propose a general condition, to ensure self-adjointness for the symmetrized operator ∆ + ∆ * . Then, we use the comparison Theorem of Lewis to show the relation between the essential spectra of ∆ and ∆ + ∆ * and the absence of the essential spectrum for both. In section 4, we show the importance of the assumption (γ) for the emptiness of the essential spectrum by the study of a counter-example. Then, we propose an other example of graph such that the essential spectrum is empty in spite of the Cheeger constant at infinity is zero.
Preliminaries
We review in this section some basic definitions which are developed in [B17] , [Bal17] and we introduce the notations used in the article.
1.1. Notion of Graphs. A directed weighted graph is a couple(G, b) and G = (V, E), where V is a countable set of vertices, E ⊂ V × V is the set of directed edges and b : V × V → [0, ∞) is a weight satisfying the following conditions:
In addition, we consider a measure on V given by a positive function
The weighted graph is symmetric if for all x, y ∈ V , b(x, y) = b(y, x), as a consequence (x, y) ∈ E ⇒ (y, x) ∈ E. The graph is called simple if the weights m and b are constant equal to 1 on V and E respectively.
On a non symmetric graph we have three notions of connectedness, see [AT15] , [B17] . Definitions 1.1.
• The set of undirected edges is defined by
• A chain from the vertex x to the vertex y in G is a finite set of undirected edges {x 1 , y 1 }; {x 2 , y 2 }; ..; {x n , y n }, n ≥ 1
• A path from the vertex x to the vertex y in G is a finite set of directed edges (x 1 , y 1 ); (x 2 , y 2 ); ..; (x n , y n ), n ≥ 1 such that
• G is called weakly connected if two vertices are always related by a chain.
• G is called connected if two vertices are always related by a path.
• G is called strongly connected if there is for all vertices x, y a path from x to y and one from y to x.
We assume in the following that the graph under consideration is connected, locally finite and satisfies:
(1) ∀x ∈ V, ∃y ∈ V ; (x, y) ∈ E.
1.2. Functional spaces. Let us introduce the following spaces associated to the graph G:
The space of functions on the graph G is considered as the space of complex functions on V and is denoted by
and C c (V ) is its subset of finite supported functions. We consider for a measure m, the space
It is a Hilbert space when equipped with the scalar product given by
The associated norm is given by:
1.3. Laplacians on a directed graph. For a locally finite, without loops, connected graph and satisfying (1), we introduce the combinatorial Laplacian ∆ defined on C c (V ) by:
In the sequel, we introduce the Assumption (β) already used in [Bal17] , [B17] and [Ba17] , which is like Kirchhoff's law in electric networks.
In the sequel of this work, we suppose that the Assumption (β) is satisfied.
Proposition 1.1. If the graph G satisfies the Assumption (β), the formal adjoint ∆ of the operator ∆ is defined on C c (V ) by:
Proof:
The following calculation gives for all f, g ∈ C c (V ):
Remark 1.1. As a consequence, the adjoint operator ∆ * of ∆ is defined by:
An explicit Green's formula associated to the non self-adjoint Laplacian ∆ is established in [B17] : Lemma 1.1. (Green's Formula) Let f and g be two functions of C c (V ). Then under the Assumption (β) we have
Sectoriality of the Laplacian
We refer to [Kat76] , [ELZ83] for the basic definitions and results concerning sectorial operators.
Definition 2.1. The numerical range of an operator A with domain D(A), denoted by W (A), is the non-empty set
Definition 2.2. Let H be a Hilbert space, an operator A : D(A) → H is said to be sectorial if W (A) lies in a sector
for some a ∈ R and θ ∈ 0, π 2 . We introduce an assumption on G that allows us to study the sectoriality of ∆.
Assumption (γ):
where M is a positive constant.
Consider the following operator defined on C c (V ) by :
Proposition 2.1. If the Assumptions (β) and (γ) are satisfied, then the operator (∆ − ∆ ), which is defined on C c (V ), extends to a unique bounded operator on 2 (V, m).
Proof:
Let f, g ∈ C c (V ), by the Assumption (β), we have
The Cauchy-Schwarz inequality give
now, we apply the Assumption (γ)
Then we conclude by the Theorem of Hahn-Banach.
Proposition 2.2. If the Assumptions (β) and (γ) are satisfied, then the Laplacian ∆ is sectorial.
From the Green's formula, we have
Hence the real part of the numerical range is positive and its imaginary part is bounded. Then ∆ is sectorial where a is any point in the open half line of the negative real part. See Figure 1 .
Recall that a sectorial operator is closable as an operator if it is densely defined, see Theorem V-3.4 of [Kat76] .
Corollary 2.1. If the Assumptions (β) and (γ) are satisfied, then the Laplacian ∆ is closable.
3. Lack of the essential spectrum for ∆ In the study of the non self-adjoint problem, it is natural to hope to use the extensive literature that already exists for self-adjoint problems. Hence, we introduce some spectral properties of the symmetric operator H = 1 2 (∆ + ∆ ) as the essential self-adjointness character. We present a comparison theorem concerning the essential spectra of ∆ and S = H. We investigate when the emptiness of the essential spectrum of S implies the emptiness of the essential spectrum of ∆. 000000000000000000000000000000 000000000000000000000000000000 000000000000000000000000000000 000000000000000000000000000000 000000000000000000000000000000 000000000000000000000000000000 000000000000000000000000000000 000000000000000000000000000000 000000000000000000000000000000 000000000000000000000000000000 000000000000000000000000000000 000000000000000000000000000000 000000000000000000000000000000 000000000000000000000000000000 000000000000000000000000000000 3.1. Essential self-adjointness. The question of the essential self-adjointness of a symmetric Laplacian of graphs is of most importance for the study of infinite graphs and it received many answers. See for instance [HJMW13] and the references inside. We refer here to [T-H10] who ensure essential self-adjointness for the Laplacian on a symmetric case. Recently C. Anné and N. Torki [AT15] proposed a geometric condition who ensure essential self-adjointness for the Gauss-Bonnet operator and for the the Laplacian. Definition 3.1. A graph G is called with bounded degree if there exists an integer N such that for any x ∈ V we have: #{y ∈ V, {x, y} ∈ E} < N. Definition 3.2. We define the b-weighted distance on G, which we denote by δ b by :
where Γ x,y is the set of all chains γ: {x 1 , x 2 }; {x 2 , x 3 }; ..; {x n−1 , x n }, n ≥ 1, linking the vertex x to the vertex y; and
Applying the Theorem 6.2 of N. Torki-Hamza [T-H10] for the symmetric operator H , we find the following result.
Theorem 3.1. Let G be an infinite connected graph with bounded degree and which is weighted by m on V and b on E. We assume that the metric associated to the distance δ b is complete. Then the operator H is essentially self-adjoint. C. Anné and N. Torki [AT15] gave a general condition on the graph by defining the notion of χ-completeness for the essential self-adjointness of the Gauss-Bonnet operator and the Laplacian. This condition covers many situations that have been already studied, as [T-H10] and [HJMW13] . For directed graphs, we propose the following definition of χ-completeness, introduced in [AT15] for symmetric graphs.
Definition 3.3. The directed graph G is χ-complete if there exists an increasing sequence of finite sets (B n ) n∈N such that V = ∪B n and there exist related functions χ n satisfying the following three conditions
The following Theorem is inspired by the Corollary 14 of [AT15] .
Theorem 3.2. Let G be a connected, locally finite graph. If G is χ-complete, then the operator H is essentially self-adjoint.
We introduce an assumption on G which allows to study the self-adjointness of the symmetrized operator S.
Definition 3.4. We define a Laplacian S on D(∆) ∩ D(∆ * ), as the sum of the two non self-adjoint Laplacians ∆ and ∆ * , given by:
Proposition 3.1. The operator S, defined above, is a symmetric extension of H.
we have ∀f ∈ C c (V ), Sf = Hf. We know that in general,
S is symmetric because S * is an extension of S. In fact,
Proposition 3.2. If the graph G satisfies the Assumption (β) and (γ), then
and S, D(∆) is a closed operator.
By the Assumption (γ), we have ∆ − ∆ is extended to a unique bounded operator B = ∆ − ∆ on 2 (V, m), (Proposition 2.1). Therefore, as ∆ = (∆ − ∆ )+∆ , we have ∆ = B +∆ . It follows that
For the closeness of S, it sufficient to see that S = ∆ − 1 2 B.
Remark 3.1. For a linear bounded operator T , it is obvious that Re(T ) = 1 2 T + T * , but this is not true in general. In our situation the Assumption (γ)
implies that S = Re(∆).
In the sequel of this work, we assume that the essential self-adjointness condition of H is satisfied.
Proposition 3.3. Let G be a graph satisfying the Assumptions (β) and (γ). If H is essentially self-adjoint (for example G satisfied the Hypothesis of Theorems 3.1 or 3.2. Then S, D(∆) is a self-adjoint operator.
S is a symmetric closed extension of H.
3.2.
Essential spectrum of the Laplacian. Recently, many efforts have been made to study when the spectrum of the graph Laplacian is discrete or the essential spectrum is empty, [W09] , [K10] , [KMP16] , [B17] .
Recall the definition of the essential spectrum stated in [Kat76] .
Definition 3.5. The essential spectrum σ ess (A) of a closed operator A is the set of all complex numbers λ for which the range
For a non-compact manifold with finite volume M , the lower bound of the essential spectrum of a self-adjoint Laplacian A on M , λ ess 1 (A) admits the following characterization given in [B84] :
where K runs over an increasing set of compact subdomains of M such that ∪K = M .
Then in [K10] , Keller stated a comparable proposition on graphs which allows us to determine the essential spectrum of a self-adjoint operator via its restriction on the complement of larger and larger sets. 
where A K is the restriction of A to K c with Dirichlet condition.
Let us define the following numbers:
If A is a bounded operator, then the spectrum is always a subset of the closure of the numerical range but this is not true in general. Certainly, the essential spectrum of a closed operator is a subset of the closure of the numerical range. Hence, we have for the Laplacian ∆:
The following Theorem follows from part (IV), Theorem 1.11 of [ELZ83] . From the sectoriality of ∆, we will be able to compare the essential spectrum of ∆ and the essential spectrum of its real part.
Theorem 3.3. If the Assumptions (β) and (γ) are satisfied and H is essentially self-adjoint, then η ess (∆) ≥ inf σ ess (S).
We recall the definitions of the Cheeger constants on Ω ⊂ V :
where
We provide the Cheeger inequality at infinity on a filtration of graph G.
Definition 3.7. A filtration of G = (V, E) is a sequence of finite connected subgraphs {G n = (V n , E n ), n ∈ N} such that V n ⊂ V n+1 and:
Let (G, b) be a connected, weighted infinite graph, {G n , n ∈ N} a filtration of G. Let us denote
The isoperimetric constant at infinity is given by
We refer to Theorem 3.7 of [B17] for the Cheeger estimation of the numerical range of ∆ D Ω . Theorem 3.4. Let Ω ⊂ V , the bottom of the real part of W (∆ D Ω ) satisfies the following inequality:
In the sequel of this work we suppose that the Assumptions (β) and (γ) are satisfied and H is essentially self-adjoint.
Lemma 3.1. Let Ω a subset of V . Then the bottom of the spectrum
The bottom of the spectrum λ 1 of the Dirichlet Laplacian on Ω ⊂ V , S D Ω admits the variational definition:
We now have all the tools to provide Cheeger's Theorem associated with the self-adjoint operator S.
Proposition 3.5. Let Ω be a subset of V . Then
Proof:
It is a simple deduction of the Lemma 3.1,
. We use the inequality (3) to conclude.
In order to study the essential spectrum of S and the dependence on the geometry at infinity, we start with the following fundamental Lemma.
Lemma 3.2. Let {G , n ∈ N} be a filtration of G, we have:
Denote by l = lim
, these limits exist because (G k \G n ) k≥n+1 and (G c n ) n are monotones. For each n ∈ N, (G k \ G n ) k≥n+1 is a sequence of finite subgraphs whose union is equal to G c n hence from [A10] , Theorem 2.3.6 we have :
and then by the application of Proposition 3.4, we obtain
H. Donnelly and P. Li [DL79] showed that the essential spectrum of the Laplacian depends on the geometry at infinity and it is empty on a rapidly curving manifold. M. Keller [K10] gave a sufficient condition for the discreteness of the spectrum. This condition is the positivity of a Cheeger constant at infinityh ∞ on a simple rapidly branching graph. For the weighted graph, we propose a condition which implies the emptiness of the essential spectrum and this condition can be satisfied even ifh ∞ = 0. It generalizes the work of [B17] for heavy end graphs where was assumed thath ∞ > 0.
Theorem 3.5. Let {G n , n ∈ N} be a filtration of G, if there exists a sequence (c n ) n such that for all k ≥ n + 1
Proof: By the Proposition 3.5, we have for all k ≥ n + 1:
thus from the Lemma 3.2 we obtain the result.
The aim of the sequel of this section is to describe the relationship between the essential spectrum of ∆ and the essential spectrum of its real part, see [L79] .
Recall now the definition considered by Lewis: The essential spectrum of a closed operator densely defined T is the set of all complex number λ for which T − λI has a singular sequence. This definition is equivalent to that given in the Definition 3.5 (see Theorem 1.6 [ELZ83] ). 
If σ ess (A) = ∅ then σ ess (T ) = ∅.
As a consequence we have :
Proposition 3.6.
and if σ ess (S) = ∅, then σ ess (∆) = ∅.
Theorem 3.7. Let G be a graph which satisfies the Assumptions (β) and (γ), that H is essentially self-adjoint and also the Hypothesis ( 5). Then σ ess (∆) = ∅.
From the Theorem 3.5 and the Proposition 3.6, we deduce the outcome.
Example
We propose an example of graph withh ∞ = 0 and a totally discrete spectrum of S, then with the lack of essential spectrum for ∆ also. Let us consider the graph Z with G n = {−n, ..., 
Proof:
It is clear that the Assumptions (β) and (γ) are satisfied on Z. From Theorem 4.1 H is essentially self-adjoint on D(∆). Now, we fix n and let k > n, we have for k = 2n:
≤ n 3 + (k + 1) 3 k t=n 1 2 (t 3 + (t + 1) 3 ) ≤ 2 n 3 + (2n + 1) 3 (n + 1) n 3 + (n + 1) 3 . Hence for all non zero function f and with finite support in V c n , we have
This implies that if n → ∞, λ 1 (S D V c n ) → ∞. Thus from the Proposition 3.4, we deduce that σ ess (S) = ∅ and therefore the absence of the essential spectrum of ∆.
