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A RANDOM STRING WITH REFLECTION IN A CONVEX
DOMAIN
SAID KARIM BOUNEBACHE
Abstract. We study the motion of a random string in a convex domain O in
Rd, namely the solution of a vector-valued stochastic heat equation, confined in
the closure of O and reflected at the boundary of O. We study the structure of
the reflection measure by computing its Revuz measure in terms of an infinite-
dimensional integration by parts formula. Our method exploits recent results on
weak convergence of Markov processes with log-concave invariant measures.
1. Introduction
In this paper we want to prove well-posedness of stochastic partial differential
equations driven by space-white noise and reflected on the boundary of a convex
region of Rd. More precisely, we consider a convex open domain O in Rd with a
smooth boundary ∂O and a proper l.s.c. convex function ϕ : O 7→ R, and we study
solutions (u, η) of the equation

∂u
∂t
=
1
2
∂2u
∂θ2
+ n(u(t, θ)) · η(t, θ)− 1
2
∂ϕ0(u(t, θ)) + W˙ (t, θ)
u(0, θ) = x(θ), u(t, 0) = a, u(t, 1) = b
u(t, θ) ∈ O, η ≥ 0, η({(t, θ) | u(t, θ) /∈ ∂O}) = 0
(1.1)
where u ∈ C ([0, T ]× [0, 1];O) and η is a locally finite positive measure on ]0, T ]×
[0, 1]; moreover a, b ∈ O are some fixed points, W˙ is a vector of d independent copies
of a space-time white noise and for all y ∈ ∂O we denote by n(y) the inner normal
vector at y to the boundary ∂O; finally, ∂ϕ0 : O 7→ Rd is the element of minimal
norm in the subdifferential of φ and the initial condition x : [0, 1] 7→ O is continuous.
Solutions u(t, θ) of equation (1.1) take values in the convex closed set O and evolve
as solutions of a standard SPDE in the interior O, while the reflection measure η
pushes u(t, θ) along the inner normal vector n(u(t, θ)), whenever u(t, θ) hits the
boundary. The condition η({(t, θ) | u(t, θ) /∈ ∂O}) = 0 means that the reflection
term acts only when it is necessary, i.e. only when u(t, θ) ∈ ∂O.
This kind of equations has been considered, in the case of O being an interval in R,
in a number of papers, like [24, 12, 17, 28, 8, 11, 10, 18], as a natural extension of the
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classical theory of stochastic differential inclusions in finite dimension to an infinite-
dimensional setting. Moreover, such equations arise naturally as scaling limit of
discrete interface models, see e.g. [17]. However, the finite dimensional situation is
very well understood, see [6], while in infinite dimension only particular cases can
be treated, often with ad hoc arguments.
All previous papers on SPDEs with reflection deal with versions of (1.1) where u
takes real values, with one or two barriers (one above, one below the solution). This
article seems to be the first to tackle the problem of a random string u confined in a
convex region in Rd. This case is not a trivial generalization of the one-dimensional
one. Indeed, in one dimension the reflection term in (1.1) has a definite sign if there
is only one barrier, and is the difference of two positive terms acting on disjoint
supports, if there are two barriers. This makes it easy to obtain estimates on the
total variation of the reflection term. This structure is lost in the case of a convex
region in Rd, since the positive measure η is multiplied by the normal vector n at the
boundary, which moves in the (d − 1)-dimensional sphere Sd−1. See the beginning
of section 7 below for a more precise discussion.
In the same spirit, we recall that most of the first papers on this topic make
essential use of monotonicity properties of equation (1.1), related with the maximum
principle satisfied by the second derivative and with the existence of a unique barrier.
However more recent works have shown that monotonicity properties are not so
essential: for instance a fourth-order operator, without maximum principle, replaces
the second derivative in [11, 10, 18], and two barriers in R are considered in [13, 25,
10].
This paper makes use of an approach based on Dirichlet forms, infinite dimen-
sional integration by parts formulae, and, crucially, a recent result on stability of
Fokker-Planck equations associated with log-concave reference measures, see The-
orem 4.2 below. This stability result, developed in [3] using recent advances in
the theory of optimal transport, yields convergence of approximating equations to
the solution of (1.1), replacing the monotonicity properties used e.g. in [24]. The
infinite dimensional integration by parts formula is with respect to the law of a
Brownian bridge conditioned to stay in the domain O, proved in [19], extending the
first formula of this kind, which appeared in [28].
We also want to mention that a similar equation, written in the abstract form of
a stochastic differential inclusion
dXt + (AXt +NK(Xt))dt ∋ dWt, X0 = x (1.2)
has been considered in [4], where A : D(A) ⊂ H 7→ H is a self-adjoint positive
definite operator in a Hilbert space H , K ⊂ H is a closed convex subset with regular
boundary, NK(y) is the normal cone to K at y andW is a cylindrical Wiener process
in H . The authors of [4] assume crucially that K has non-empty interior in H . Our
equation (1.1) could be interpreted as an example of (1.2) in the framework of [4],
where in our case H = L2([0, 1];Rd) and
K :=
{
x ∈ L2([0, 1];Rd) : xθ ∈ O for all θ ∈ [0, 1]
}
.
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However, in the topology of L2([0, 1];Rd), K has empty interior and therefore the
approach of [4] does not work in our case. Moreover, our results are somewhat
stronger than those of [4], which only deal with the generator and the Dirichlet form
rather than with existence and uniqueness of solutions of the SPDE, as we do.
The paper is organized as follows. In section 2 we give a precise definition of
solutions to equation (1.1), together with some notation. In section 4 we introduce
the approximating equation and recall the stability results already mentioned above.
In section 5 we prove path continuity of the candidate solution. In section 6 we state
the integration by parts formula we need. In section 7 we prove existence of weak
solutions of equation (1.1), and in section 8 pathwise uniqueness and existence of
strong solutions. Finally, in section 9 we prove some properties of the reflection
measure η.
2. Notations and setting
We first discuss the notion of solution of (1.1). We consider a convex l.s.c. ϕ :
O 7→ [0,+∞] such that ϕ < +∞ on O. We denote by D(ϕ) := {ϕ < +∞} the
domain of ϕ and by ∂ϕ the subdifferential of ϕ:
∂ϕ(y) :=
{
z ∈ Rd : ϕ(w) ≥ ϕ(y) + 〈z, w − y〉, ∀w ∈ O} , y ∈ D(ϕ).
The set ∂ϕ(y) is non-empty, closed and convex in Rd, and therefore it has a unique
element of minimal norm, that we call ∂0ϕ(y). Notice that we do not assume smooth-
ness of y 7→ ∂0ϕ(y). We can also allow ∂0ϕ(y) to blow up as y → ∂O, but not too
fast. Indeed, throughout the paper we assume that ∂0ϕ : D(ϕ) 7→ Rd satisfies∫
O
|∂0ϕ(y)|2 dy < +∞ (2.1)
where dy denotes the Lebesgue measure on O. This assumption is not optimal, see
Remark 2.6 below, but already covers interesting cases, like logarithmic divergences
or polynomial divergences with small exponent, see [10] or [29] for related studies in
convex subsets of R.
For two vectors a, b ∈ Rd, we denote by a · b their canonical scalar product. We
consider the Hilbert space H := L2([0, 1];Rd), endowed with the canonical scalar
product 〈·, ·〉 and norm ‖ · ‖,
〈h, k〉 :=
∫ 1
0
h(θ) · k(θ) dθ, ‖h‖2 := 〈h, h〉, h, k ∈ H.
Definition 2.1. Let x ∈ C ([0, 1];O). An adapted triple (u, η,W ), defined on a
complete filtered probability space (Ω,F , (Ft)t,P), is a weak solution of (1.1) if
• a.s. u ∈ C(]0, T ]× [0, 1];O) and E[‖ut − x‖2]→ 0 as t ↓ 0
• a.s. η is a positive measure on ]0, T ]× [0, 1] such that η([ε, T ]× [0, 1]) < +∞
for all 0 < ε ≤ T
• a.s. the function (t, θ) 7→ |∂0ϕ(u(t, θ))| is in L1loc([ε, T ]× ]0, 1[) for all 0 <
ε ≤ T
• W = (W 1, . . . ,W d) is a vector of d independent copies of a Brownian sheet
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• for all h ∈ C2c ((0, 1);Rd) and 0 < ε ≤ t
〈ut − uε, h〉 = 1
2
∫ t
ε
〈h′′, us〉 ds+
∫ t
ε
∫ 1
0
h(θ) · n(u(s, θ)) η(ds, dθ)
− 1
2
∫ t
ε
〈h, ∂0φ(us)〉 ds+
∫ t
ε
∫ 1
0
h(θ)W (ds, dθ)
(2.2)
• a.s. the support of η is contained in {(t, θ) : u(t, θ) ∈ ∂O}, i.e.
η({(t, θ) | u(t, θ) /∈ ∂O}) = 0. (2.3)
A weak solution (u, η,W ) is said to be a strong solution if (u, η) is adapted to the
natural filtration of W .
We say that pathwise uniqueness holds for equation (1.1) if any two weak solutions
(u1, η1,W ) and (u2, η2, Z) coincide. In this article we want to prove the following
result:
Theorem 2.2. For all x ∈ C ([0, 1];O), the problem (1.1) enjoys pathwise unique-
ness of weak solutions and existence of a strong solution.
Next, we want to study some properties of the reflection measure η. We recall
that its support is contained in the contact set, i.e. in the set {(t, θ) : u(t, θ) ∈ ∂O}.
The next result shows that η is concentrated on a subset S of the contact set, such
that each section S ∩ ({s} × [0, 1]), s ≥ 0, contains at most one point. Moreover,
u(s, ·) hits the boundary ∂O at this point and not elsewhere.
Theorem 2.3. A.s. the reflection measure η is supported by a Borel set S ⊂
]0,+∞[×[0, 1], i.e. η(Sc) = 0, such that for all s ≥ 0, the section {θ ∈ [0, 1] :
(s, θ) ∈ S} has cardinality 0 or 1. Moreover, if r(s) ∈ S ∩ ({s} × [0, 1]) then
u(s, r(s)) ∈ ∂O, u(s, θ) /∈ ∂O, ∀θ ∈ [0, 1] \ {r(s)}.
This property is analogous to that discovered in [28] for reflected SPDEs in
[0,+∞). We recall that in this one-dimensional setting, sections of the contact
set have been studied in detail in [8]. It would be very interesting to prove the same
kind of results in our multi-dimensional setting.
2.1. Notations. We fix now some notations which will be used throughout the
paper. Let E := H [0,∞) and define the canonical process Xt : E 7→ H , t ≥ 0,
Xt(e) := e(t), and the associated natural filtration
F0∞ := σ{Xs, s ∈ [0,∞)}, F0t := σ{Xs, s ∈ [0, t]}, t ∈ [0,+∞].
We denote by µ the law of the Brownian bridge from a to b in Rd. Let us define
K := {x ∈ L2([0, 1];Rd) : xθ ∈ O, for all θ ∈ [0, 1]}
and for all x ∈ H = L2([0, 1];Rd) we define U : H 7→ [0,+∞] as follows
U(x) :=


∫ 1
0
ϕ(xθ) dθ, if x ∈ K
+∞, otherwise.
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Lemma 2.4. The probability measure ν on K
ν(dx) :=
1
Z
exp(−U(x))µ(dx). (2.4)
is well defined, i.e. µ(K) > 0 and Z := µ(e−U) ∈ ]0, 1].
Proof. Since a, b ∈ O and the Brownian bridge has continuous paths, µ(K) is clearly
positive. Analogously, if Oδ is the subset of O of all elements with distance greater
than δ > 0 from ∂O, then the convex function φ is bounded on Oδ. Therefore
U is bounded on Kδ := {x ∈ L2([0, 1];Rd) : xθ ∈ Oδ, for all θ ∈ [0, 1]} and
Z ≥ µ(e−U1Oδ) > 0. 
We note that U is l.s.c. and convex. For the next Lemma, see [5, Chapter 2].
Lemma 2.5 (Yosida approximation). Let Φ : Rd 7→ R ∪ {+∞} be convex lower
semi-continuous, and ∂Φ be the subdifferential of Φ. Set for n ∈ N
Φn(x) := inf
y∈Rd
{
Φ(y) + n ‖x− y‖2} , x ∈ Rd.
Then
(1) ∂Φn is n-Lipschitz continuous
(2) ∀y ∈ D(Φ), Φn(y) ↑ Φ(y), as n ↑ +∞
(3) ∀y ∈ D(∂Φn),
lim
n→+∞
∂Φn(y) = ∂0Φ(y), and |∂Φn(y)| ↑ |∂0Φ(y)| as n→ +∞
Then we define Un : H 7→ [0,+∞) as follows
Un(x) :=
∫ 1
0
Φn(xθ) dθ, if x ∈ H. (2.5)
Remark 2.6. The assumption (2.1) on φ is far from optimal. In fact, our approach
covers a more general class of non-linearity; indeed, the proof we give below yields
Theorems 2.2 and 2.3 under the assumption∫ ∫ 1−δ
δ
|∂0ϕ(xθ)|2 dθ ν(dx) < +∞, ∀δ ∈ (0, 1/2), (2.6)
see Lemma 7.2 below.
Finally, we need to introduce some function spaces. We denote by Cb(H) the
Banach space of all ϕ : H 7→ R being bounded and continuous in the norm of H ,
endowed with the norm ‖ϕ‖∞ := sup |ϕ|. Moreover we denote by FC1 the set of all
functions F of the form
F (w) = f(〈l1, w〉, ..., 〈ln, w〉), w ∈ H, (2.7)
with n ∈ N, li ∈ L2(0, 1) and f ∈ C1b (Rn).
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3. The approximating equation
Let us introduce the convex function Φ : Rd 7→ R ∪ {+∞}
Φ(y) :=


ϕ(y), if y ∈ O
+∞, otherwise
(3.1)
and its Yosida approximation Φn, defined as in Lemma 2.5. We introduce the SPDE

∂un
∂t
=
1
2
∂2un
∂θ2
− 1
2
∂Φn(un(t, θ)) + W˙ (t, θ)
un(0, θ) = x(θ), un(t, 0) = a, un(t, 1) = b
(3.2)
By Lemma 2.5, ∂Φn is Lipschitz continuous, and therefore it is a classical result
that for any x ∈ H equation (3.2) has a unique solution un, which is moreover a.s.
continuous on ]0,∞[×[0, 1].
Equation (3.2) is a natural approximation of equation (1.1) and one expects un
to converge to u in some sense as n → ∞. A convergence in law indeed holds and
follows from a general result proven in [3], see the discussion in Theorem 4.2 below.
We denote by Pnx the law on E = H
[0,∞) of (un(t, ·))t≥0, solution of (3.2). We also
define the probability measure
νn(dx) :=
1
Zn
exp(−Un(x))µ(dx), Un(x) :=
∫ 1
0
Φn(xθ) dθ, (3.3)
and the symmetric bilinear form (En,FC1)
En(F,G) := 1
2
∫
〈∇F,∇G〉 dνn, F, G ∈ FC1. (3.4)
We denote by (P nt )t≥0 the transition semigroup associated to equation (3.2):
P nt ϕ(x) := E
n
x(ϕ(Xt)), ∀ϕ ∈ Cb(H), x ∈ H, t ≥ 0,
and the associated resolvent
Rnλϕ(x) :=
∫ ∞
0
e−λt Enx [ϕ(Xt)] dt, x ∈ H, λ > 0.
The following result is well known, see [23] and [9].
Theorem 3.1.
(1) (En,FC1) is closable in L2(νn): we denote by (En, D(En)) the closure.
(2) (Pnx)x∈H is a Markov process, associated with the Dirichlet form (En, D(En))
in L2(νn), i.e. for all λ > 0 and ϕ ∈ L2(νn), Rnλϕ ∈ D(En) and:
λ
∫
H
Rnλϕψ dνn + En(Rnλϕ, ψ) =
∫
H
ϕψ dνn, ∀ψ ∈ D(En).
(3) νn is the unique invariant probability measure of (P
n
t )t≥0. Moreover, (P
n
t )t≥0
is symmetric with respect to νn.
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We recall an important property of equation (3.2): the associated transition semi-
group (P nt )t≥0 is Strong Feller, i.e. P
n
t maps bounded Borel functions into bounded
continuous functions for all t > 0. Indeed, P nt satisfies for any bounded Borel
ϕ : H 7→ R
|P nt ϕ(x)− P nt ϕ(y)| ≤
‖ϕ‖∞√
t
‖x− y‖H , x, y ∈ H, t > 0, (3.5)
see [7, Proposition 4.4.4].
4. The Dirichlet Form
One of the main tools of this paper is the Dirichlet form associated with equation
(1.1). Recall the definition (2.4) of the probability measure ν. Notice that µ is
Gaussian and U is convex. It follows that ν is log-concave, i.e. for all pairs of open
sets A,B ⊂ H we have:
log ν((1− t)A+ tB) ≥ (1− t) log ν(A) + t log ν(B)
where (1 − t)A + tB := {(1 − t)a + tb | a ∈ A, b ∈ B} for t ∈ [0, 1], see for instance
[2, Theorem 9.4.11]. Notice that νn defined in (3.3) above is also log-concave for the
same reason.
Let us consider now the bilinear form
E(F,G) := 1
2
∫
〈∇F,∇G〉 dν, F,G ∈ FC1. (4.1)
Then by [3, Theorem 1.2]
Theorem 4.1. In the previous setting we have:
(1) The bilinear form (E ,FC1) is closable in L2(µ) and its closure (E , D(E)) is
a Dirichlet form.
(2) There is a Markov family (Px)x∈K of probability measures on the canonical
path space (K [0,+∞[,F , (Ft), (Xt)t≥0) associated with E .
(3) for all x ∈ K, Px-a.s. (Xt)t>0 is continuous in H and Ex[‖Xt− x‖2]→ 0 as
t→ 0.
Let us remark that clearly, since Un ↑ U , we have
νn ⇀ ν. (4.2)
A look at the Dirichlet forms (3.4) and (4.1) suggests that the laws of the associated
processes could also converge. In general this is false, and a number of papers have
been devoted to this problem, see for instance [22] and [20]. However, it turns out
that, in the setting of Dirichlet forms of the form (3.4) with log-concave reference
measures, (4.2) does imply convergence in law of the associated Markov processes.
This general stability property is one of the main results of [3]. By (4.2) and [3,
Theorem 1.5] we have that
Theorem 4.2 (Stability). For any sequence xn ∈ H converging to x ∈ K, we have
that
(a) Pnxn → Px weakly in H [0,+∞[ as n→∞,
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(b) for all 0 < ε ≤ T < +∞, Pnxn → Px weakly in C([ε, T ];Hw),
(c) for all 0 ≤ T < +∞, Pnνn → Pν weakly in C([0, T ];Hw),
where Hw is H endowed with the weak topology and
Pnνn =
∫
Pny νn(dy), Pν =
∫
Py ν(dy).
This stability result will be very useful to prove several properties of the solution
to (1.1). We notice that, by point (a) of Theorem 4.2,
lim
n→∞
P nt ϕ(x) = Ptϕ(x) := Ex(ϕ(Xt)), ∀ t > 0, x ∈ K, ϕ ∈ Cb(H). (4.3)
This already allows to draw an important consequence of Thorem 4.2.
Proposition 4.3.
• The Markov semigroup (Pt)t≥0 associated with the Dirichlet form (E , D(E))
is Strong Feller, i.e. for any bounded Borel ϕ : H 7→ R
|Ptϕ(x)− Ptϕ(y)| ≤ ‖ϕ‖∞√
t
‖x− y‖H, x, y ∈ H, t > 0. (4.4)
• The Markov process (Px)x∈K associated with (E , D(E)) satisfies the absolute
continuity condition: the transition probability pt(x, ·) = Px(Xt ∈ ·) is abso-
lutely continuous w.r.t. the invariant measure ν
pt(x, ·)≪ ν(·), x ∈ H, t > 0. (4.5)
Proof. The first point follows from (3.5) and the weak convergence result of Theorem
4.2-(a). The second claim follows from the first. Indeed, let A ⊂ H be a Borel
set with ν(A) = 0. Then for all t > 0, by invariance ν(Pt1A) = ν(A) = 0, i.e.
Pt1A(x) = 0 for ν-a.e. x ∈ H . But by the Strong Feller property Pt1A is continuous
on K, therefore we obtain that Pt1A(x) = 0 for all x in the support of ν, which
coincides with K. 
Finally, we give a result on existence and uniqueness of invariant measures of
(1.1).
Proposition 4.4. There exists a unique invariant probability measure of the Markov
semigroup (Pt)t≥0, and it is equal to ν.
Proof. It is well known that νn is an invariant probability measure of the Markov
semigroup (P nt )t≥0. The weak convergence of νn to ν, the convergence formula (4.3)
of P nt to Pt and the Strong Feller property, uniform in n, of P
n
t allow to show that
ν is invariant for (P nt )t≥0.
To prove uniqueness, we use a coupling argument. Letm1 andm2 be two invariant
probability measures for (Pt)t≥0 and let q1 and q2 be K-valued random variables,
such that the law of qi is mi and {q1, q2,W} is an independent family. Let uni the
solution of equation (3.2) with uni (0, ·) = qi, i = 1, 2. Setting v := un1 (t, ·)− un2 (t, ·),
we have:
d
dt
‖v‖2 = −‖v′‖2 − 〈un1(t, ·)− un2 (t, ·), ∂Φn(un1 (t, ·))− ∂Φn(un2 (t, ·))〉 ≤ −π2‖v‖2
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since 〈p− q, ∂Φn(p)− ∂Φn(q)〉 ≥ 0 by convexity of Φn. Therefore for all n
‖un1(t, ·)− un2 (t, ·)‖ ≤ e−pi
2t/2‖q1 − q2‖, ∀t ≥ 0.
Passing to the limit as n→∞, we obtain by Theorem 4.2 that (un1 , un2 ,W ) converges
in law as n → ∞ to (u1, u2,W ), where (ui,W ) is a weak solution of (1.1) with
ui(0, ·) = qi, i = 1, 2. Then we obtain that
‖u1(t, ·)− u2(t, ·)‖ ≤ e−pi2t/2‖q1 − q2‖, ∀t ≥ 0.
Since the law of ui(t, ·) is equal to mi for all t ≥ 0, this implies m1 = m2. 
5. Continuity properties of X
From the general theory of [3] and Theorem 4.1 above, one obtains only relatively
mild continuity path properties of X , namely continuity in t with values in L2(0, 1).
However, for the contact condition (2.3) to make sense, we need u(t, ·) = Xt to be
jointly continuous, since we need to evaluate u at points (t, θ) ∈ [0, T ]× [0, 1]. This
is the content of the main result of this section
Proposition 5.1. For any x ∈ K, there exists a modification of u(t, ·) = Xt which
is Px-a.s. continuous on ]0,+∞[×[0, 1] and such that Ex[‖ut(·)−x‖2]→ 0 as t→ 0.
We start by proving continuity of stationary solutions of (1.1). To this aim, we
are going to use the approximating equations (3.2) and the convergence result of
Theorem 4.2-(c) for the stationary solutions. In particular, we are going to prove
tightness of (Pnνn)n in C([0, 1]× [0, T ]).
Lemma 5.2. The sequence (Pnνn)n is tight in C([0, 1]× [0, T ]).
Proof. We follow the proof of Lemma 5.2 in [11]. We first recall a result of [14, Th.
7.2 ch 3]. Let (P, d) be a Polish space, and let (Xα)α be a family of processes with
sample paths in C([0, T ];P ). Then the laws of (Xα)α are relatively compact if and
only if the following two conditions hold:
(1) For every η > 0 and rational t ∈ [0, T ], there is a compact set Γtη ⊂ P such
that:
inf
α
P
(
Xα ∈ Γtη
) ≥ 1− η (5.1)
(2) For every η, ǫ > 0 and T > 0, there is δ > 0 such that
sup
α
P (w(Xα, δ, T ) ≥ ǫ) ≤ η (5.2)
where w(ω, δ, T ) := sup{d(ω(r), ω(s)) : r, s ∈ [0, T ], |r − s| ≤ δ} is the modulus of
continuity in C([0, T ];P ).
We introduce the space H−1(0, 1), completion of L2(0, 1) w.r.t. the norm:
‖f‖2−1 :=
∞∑
k=1
k−2 |〈f, ek〉L2(0,1)|2
where ek(r) :=
√
2 sin(πkr), r ∈ [0, 1], k ≥ 1, are the eigenvectors of the second
derivative with homogeneous Dirichlet boundary conditions at {0, 1}. Recall that
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L2(0, 1) = H , in our notation. We denote by κ the Hilbert-Schmidt norm of the
inclusion H → H−1(0, 1), which by definition is equal in our case to
κ =
∑
k≥1
k−2 < +∞.
We claim that for all p > 1 there exists Cp ∈ (0,∞), independent of n, such that:(
E
[
‖Xnt −Xns ‖pH−1(0,1)
]) 1
p ≤ Cp |t− s| 12 , t, s ≥ 0. (5.3)
To prove (5.3), we fix n > 0 and T > 0 and use the Lyons-Zheng decomposition, see
e.g. [15, Th. 5.7.1], to write for t ∈ [0, T ] and h ∈ H :
〈h,Xnt −Xn0 〉H =
1
2
Mt − 1
2
(NT −NT−t),
where M , respectively N , is a martingale w.r.t. the natural filtration of Xn, respec-
tively of (XnT−t, t ∈ [0, T ]). Moreover, the quadratic variations are both equal to:
〈M〉t = 〈N〉t = t · ‖h‖2H . By the Burkholder-Davis-Gundy inequality we can find
cp ∈ (0,∞) for all p > 1 such that: (E [|〈Xnt −Xns , ek〉|p])
1
p ≤ cp |t− s| 12 , t, s ∈ [0, T ],
and therefore(
E
[
‖Xnt −Xns ‖pH−1(0,1)
]) 1
p ≤
∑
k≥1
k−2 (E [|〈Xnt −Xns , ek〉|p])
1
p
≤ cp
∑
k≥1
k−2|t− s| 12‖ek‖2L2(0,1) ≤ cp κ |t− s|
1
2 , t, s ∈ [0, T ],
and (5.3) is proved. Let us introduce now the norm ‖ · ‖W η,r(0,1) for η > 0, r ≥ 1
‖x‖rW η,r(0,1) =
∫ 1
0
|xs|rds+
∫ 1
0
∫ 1
0
|xs − xt|r
|s− t|rη+1 dt ds.
By stationarity(
E
[
‖Xnt −Xns ‖pW η,r(0,1)
]) 1
p ≤
(
E
[
‖Xnt ‖pW η,r(0,1)
]) 1
p
+
(
E
[
‖Xns ‖pW η,r(0,1)
]) 1
p
= 2
(∫
H
‖x‖pW η,r(0,1) dνn
) 1
p
≤ c
(∫
H
‖x‖pW η,r(0,1) dµ
) 1
p
(5.4)
since U ≥ Un ≥ 0, where c = Z−1/p. If r > p ≥ 1 the Jensen inequality for a concave
function gives us, for η ∈ (0, 1/2),(
E
(
‖β‖pW η,r(0,1)
)) r
p ≤ E
(
‖β‖pr +
∫ 1
0
∫ 1
0
|βs − βt|r
|s− t|rη+1 dt ds
)
≤ 1 +
∫ 1
0
∫ 1
0
|s− t|r( 12−η)−1 dt ds < +∞.
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The latter term is finite since µ is the law of a Brownian bridge. Let us now fix any
η ∈ (0, 1/2) and γ ∈ (0, 1) such that
γ >
1
1 + 2
3
η
.
From this it follows that α := γη − (1− γ) > 0 and therefore, if r > 0 is such that
r > max
{
2
1− γ ,
1
η − 3
2
1−γ
γ
}
,
then we obtain that
r
2
(1− γ) > 1, 1
d
:= γ
1
r
+ (1− γ)1
2
< α.
Then by interpolation, see [1, Chapter 7],
(
E
[
‖Xnt −Xns ‖pWα,d(0,1)
]) 1
p ≤
≤
(
E
[
‖Xnt −Xns ‖pW η,r(0,1)
]) γ
p
(
E
[
‖Xnt −Xns ‖pH−1(0,1)
]) 1−γ
p
.
Since αd > 1, there exists β > 0 such that (α−β)d > 1. By the Sobolev embedding,
Cβ([0, 1]) ⊂W α,d(0, 1). Since r
2
(1− γ) > 1, there is 1 < p < r such that p
2
(1− γ) =
1 + ζ > 1, and by (5.3) and (5.4), we find that(
E
[
‖Xnt −Xns ‖pCβ([0,1])
])
≤ c˜ |t− s| 1−γ2 p.
We consider now, as Polish space (P, d), the Banach space Cβ([0, 1]). By Kol-
mogorov’s criterion, see e.g. [26, Thm. I.2.1], we obtain that a.s. w(Xn, δ, T ) ≤
C δ
ζ
2p , with C ∈ Lp. Therefore by the Markov inequality, if ǫ > 0
P (w(Xn, δ, T ) ≥ ǫ) ≤ E [Cp] δ ζ2 ǫ−p,
and (5.2) follows for δ small enough.
Finally, since for all t ≥ 0 the law of Xnt is νn, which converges as n→∞ weakly
in C([0, 1]), tightness of the laws of (Xn)n>0 in C([0, T ]× [0, 1]) and therefore (5.1)
follow. 
Proof of Proposition 5.1. By Theorem 4.2, we have Pnνn ⇀ Pν in Cb([0, T ];Hw) and
by Lemma 5.2 the sequence (Pnνn)n is tight in C([0, T ]× [0, 1]), so that Pν(C([0, T ]×
[0, 1])) = 1. Now, we want to prove that Px(C(]0, T ] × [0, 1])) = 1 for all x ∈
K. Let ε > 0. By (4.5), Px ≪ Pν over the σ-algebra σ{Xs, s ≥ ε}. Therefore
Px(C([ε, T ]× [0, 1])) = 1 for all ε > 0. 
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6. An integration by parts formula
An important tool in the construction of a solution to equation (1.1) is the fol-
lowing integration by parts formula on the law µ of the Brownian bridge on the set
K of trajectories contained in O, proved in [19, Theorem 1.1]:∫
K
∂hF dµ = −
∫
K
〈h′′, x〉F dµ−
∫
∂O
σ(dy)Ea,y,b [n(y) · h(Sw)F (w)] λ(y) (6.1)
where F ∈ FC1 and
(1) h is in the Cameron-Martin space of µ
H10 =
{
h ∈ C0 | h0 = h1 = 0, ht =
∫ t
0
h˙s ds, h˙ ∈ L2(0, 1)
}
(2) Pa,y,b is the law of two independent Brownian motions put together back to
back at their first exit time of O, across y. More precisely, let B and Bˆ be two
independent Brownian motion such that B0 = a and Bˆ0 = b. Let τ(B) and
τ(Bˆ) be the first exit times from O of B and Bˆ respectively. Conditionally
on τ(B) + τ(Bˆ) = 1, Bτ(B) = y and Bˆτ(Bˆ) = y, define the process X by
Xt =
{
Bt 0 ≤ t ≤ τ(B)
Bˆτ(B)+τ(Bˆ)−t, τ(B) ≤ t ≤ τ(B) + τ(Bˆ)
Then X has the law Pa,y,b. For w ∈ C([0, 1];O) we denote by Sw the first
time at which wSw ∈ ∂O, if there is any:
Sw := inf{s ∈ [0, 1] : ws ∈ ∂O}, inf ∅ := 0.
Then wSw = y for Pa,y,b-a.e. w.
(3) σ is the surface measure on ∂O, ny is the inward normal vector
(4) (pt(x, y))t>0,x,y∈O is the fundamental solution to the Cauchy problem
∂
∂t
− 1
2
∆ = 0
where ∆ is the Laplace operator on O with homogeneous Dirichlet boundary
conditions at ∂O, and
λ(y) :=
1
2p1(a, b)
∫ 1
0
∂
∂ny
pu(a, y)
∂
∂ny
p1−u(b, y) du, y ∈ ∂O.
To prove (6.1), the author of [19] assumes that ∂Ω is smooth, and in particular that
(1) for each t > 0 and y ∈ O, pt(·, y) is C1 up to the boundary
(2) the restriction to ∂O of harmonic functions on O, and C1 up to the boundary,
are dense in C(∂O)
see [19, Remarks 1.1 and 1.2]. Under this assumption the law of (τ(B), Bτ(B)) is
given for a ∈ O by
Pa(τ(B) ∈ dt, Bτ(B) ∈ dy) = 1
2
∂
∂ny
pt(a, y) σ(dy) dt,
where ∂/∂ny denotes the normal derivative at y ∈ ∂O, see [19, formula (1.4)].
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We want to deduce from (6.1) the following integration by parts formula for ν.
We set for all bounded Borel F : H 7→ R∫
F (w) Σ(y, dw) :=
1
Z
Ea,y,b
[
F (w) e−U(w)
]
λ(y). (6.2)
Proposition 6.1. For all F ∈ FC1∫
∂hF dν =−
∫
〈h′′, x〉F dν +
∫
〈h, ∂0ϕ〉F dν
−
∫
∂O
σ(dy)
∫
n(y) · h(Sw)F (w) Σ(y, dw)
(6.3)
Proof. If F ∈ FC1, then we apply (6.1) with the function Fe−Un, where Un is defined
in (2.5), and we obtain∫
K
∂hF e
−Un dµ =−
∫
K
〈h′′, x〉F e−Un dµ+
∫
K
〈h, ∂Φn〉F e−Un dµ
−
∫
∂O
σ(dy)Ea,y,b
[
n(y) · h(S)F e−Un]λ(y).
The dominated convergence theorem and Lemma 2.5 provide the desired result. 
7. Existence of weak solutions
By Theorem 4.1 we have a Markov process associated with the Dirichlet form E
defined by (4.1), but we still have to show that it is a solution of (1.1). In particular,
we have the process X , namely the function u, but not the reflection measure η.
The aim of this section is to construct η and obtain a weak solution of equation
(1.1), in particular to prove the following
Proposition 7.1. For all x ∈ K there exists a weak solution (u, η,W ) of equation
(1.1).
We are going to use Fukushima’s theory [15] and in particular the powerful cor-
respondence between positive continuous additive functionals (PCAF) and smooth
measures, i.e. positive measures which do not charge sets with zero capacity. This
theory is the content of [15, Chapters 4 and 5], to which we refer for all details.
We explain now why construction of a solution of (1.1) is not trivial, despite all
information we already have. Since the main difficulty comes from the reflection
term, let us suppose for simplicity that ϕ ≡ 0 and therefore, recalling the definition
(3.1) of Φ, we have Φ ≡ 0 on O and Φ ≡ +∞ on Rd \ O. Then the Yosida
approximation Φn of Φ is equal to
Φn(y) = nd
2(y, O) := n inf
z∈O
‖y − z‖2, y ∈ Rd
and its differential is ∂Φn(y) = 2nd(y, O)
y−p(y)
|y−p(y)|
, where p(y) ∈ O minimizes the
distance from y, i.e. d(y, O) = ‖y − p(y)‖. Therefore, (3.2) becomes
∂un
∂t
=
1
2
∂2un
∂θ2
− nd(un, O) un − p(un)|un − p(un)| + W˙ .
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By Theorem 4.2, we already know that un converges weakly to a process u. In all
papers on reflected SPDEs with real values, one uses at some point that if O ⊂ R is
an interval, then y−p(y)
|y−p(y)|
belongs to {±1} and is therefore locally constant. In other
words one can decompose the non-linearity
nd(un, O)
un − p(un)
|un − p(un)| = η
+
n − η−n
where η+n , η
−
n ≥ 0 have well separated supports by the continuity of un. Moreover,
it is not too difficult to obtain bounds on the total variation η+n , η
−
n , which yield
tightness and therefore convergence of η+n , η
−
n as n → ∞, as has been done in a
number of papers, see [24, 12, 13, 11, 18, 10] among others.
On the other hand, if un ∈ Rd, then such a decomposition becomes impossible,
since the vector y−p(y)
|y−p(y)|
varies continuously in Sd−1 and the process
t 7→ Ln(t) :=
∫ t
0
[
nd(un, O)
un − p(un)
|un − p(un)|
]
(s, θ) ds
has no definite sign. Therefore, convergence of un yields some form of convergence
of Ln to a process L, but, without control on the total variation of Ln, we cannot
even guarantee that L has bounded variation, a necessary condition if we want to
obtain a measure η in equation (1.1). This is the main reason why the approaches
available in the literature do not work in our case.
7.1. Dirichlet forms and Additive Functionals. We recall here the basics of
potential theory which are needed in what follows, referring to [15] and [23] for all
proofs. By Theorem 4.1, the Dirichlet form (E , D(E)) has an associated Markov
process, which is also a Hunt process. Therefore, by [23, Theorem IV.5.1], the
Dirichlet form is quasi-regular, i.e. it can be embedded into a regular Dirichlet form;
in particular, the classical theory of [15] can be applied. Moreover, the important
absolute continuity condition (4.5) allows in the end to get rid of exceptional sets:
see for instance [15, Theorem 4.1.2 and formula (4.2.9)].
We denote by Fλ∞ (resp. Fλt ) the completion of F0∞ (resp. completion of F0t in
Fλ∞) with respect to Pλ and we set F∞ := ∩λ∈P(K)Fλ∞, Ft := ∩λ∈P(K) Fλt , where
P(K) is the set of all Borel probability measures on K.
Capacity. Let A be an open subset of H , we define by LA := {u ∈ D(E) : u ≥ 1,
ν-a.e. on A}. Then we set
Cap(A) =
{
inf
u∈LA
E1(u, u), LA 6= ∅,
+∞ LA = ∅,
where E1 is the inner product on D(E) defines as follow
E1(u, v) = E(u, v) +
∫
H
u(x) v(x) dν, u, v ∈ D(E).
For any set A ⊂ H we let
Cap(A) = inf
B open,A⊂B⊂H
Cap(B)
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A set N ⊂ H is exceptional if Cap(N) = 0.
Additive functionals. By a Continuous Additive Functional (CAF) of X , we mean
a family of functions At : E 7→ R+, t ≥ 0, such that:
(A.1) (At)t≥0 is (Ft)t≥0-adapted
(A.2) There exists a set Λ ∈ F∞ and a set N ⊂ K with Cap(N) = 0 such that
Px(Λ) = 1 for all x ∈ K \ N , θt(Λ) ⊆ Λ for all t ≥ 0, and for all ω ∈ Λ:
t 7→ At(ω) is continuous, A0(ω) = 0 and for all t, s ≥ 0:
At+s(ω) = As(ω) + At(θsω),
where (θs)s≥0 is the time-translation semigroup on E.
Moreover, by a Positive Continuous Additive Functional (PCAF) of X we mean a
CAF of X such that:
(A.3) For all ω ∈ Λ: t 7→ At(ω) is non-decreasing.
Two CAFs A1 and A2 are said to be equivalent if
Px
(
A1t = A
2
t
)
= 1, ∀t > 0, ∀x ∈ K \N.
If A is a linear combination of PCAFs of X , the Revuz-measure of A is a Borel
signed measure Σ on K such that:∫
K
ϕdΣ =
∫
K
Ex
[∫ 1
0
ϕ(Xt) dAt
]
ν(dx), ∀ϕ ∈ Cb(K).
The Fukushima decomposition. Let h ∈ C20((0, 1);Rd), and set U : K 7→ R, U(x) :=
〈x, h〉. By Theorem 4.1, the Dirichlet Form (E , D(E)) is quasi-regular. Therefore we
can apply the Fukushima decomposition, as it is stated in Theorem VI.2.5 in [23],
p. 180: for any U ∈ Lip(H) ⊂ D(E), we have that there exist an exceptional set N ,
a Martingale Additive Functional of finite energy M [U ] and a Continuous Additive
Functional of zero energy N [U ], such that for all x ∈ K \N :
U(Xt)− U(X0) = M [U ]t +N [U ]t , t ≥ 0, Px − a.s. (7.1)
Smooth measures. We recall now the notion of smoothness for a positive Borel mea-
sure Σ on H , see [15, page 80]. A positive Borel measure Σ is smooth if
(1) Σ charges no set of zero capacity
(2) there exists an increasing sequence of closed sets {Fk} such that Σ(Fn) <∞,
for all n and lim
n→∞
Cap(K − Fn) = 0 for all compact set K.
By definition, a signed measure Σ on H is smooth if its total variation measure |Σ|
is smooth. That happens if and only if Σ = Σ1 − Σ2, where Σ1 and Σ2 are positive
smooth measures, obtained from Σ by applying the Jordan decomposition (see [15,
page 221]).
We recall a definition from [15, Section 2.2]. We say that a positive Radon measure
Σ on H is of finite energy if for some constant C > 0∫
|v| dΣ ≤ C
√
E1(v, v), ∀ v ∈ D(E) ∩ Cb(H). (7.2)
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If (7.2) holds, then there exists an element U1Σ such that
E1(U1Σ, v) =
∫
H
v dΣ, ∀ v ∈ D(E) ∩ Cb(H).
Moreover, by [15, Lemma 2.2.3], all measures of finite energy are smooth.
Finally; by [15, Theorem 5.1.4], if Σ is a positive smooth measure, then there
exists a PCAF (At)t≥0, unique up to equivalence, with Revuz measure equal to Σ.
7.2. The non-linearity. We prove first that a.s. the function (t, θ) 7→ |∂0ϕ(u(t, θ))|
is in L1loc([0, T ]× ]0, 1[) for all T ≥ 0. We start by the following
Lemma 7.2. For all δ ∈ (0, 1/2)∫
ν(dx)
(∫ 1−δ
δ
|∂0ϕ(xθ)| dθ
)2
< +∞.
Proof. We have for all θ ∈ [δ, 1− δ], by the definition (2.4) of ν∫
ν(dx) |∂0ϕ(xθ)|2 ≤ 1
Z
∫
µ(dx) |∂0ϕ(xθ)|2 1{xθ∈O} =
1
C(θ)
∫
O
|∂0ϕ(z)|2 e−
|z|2
2θ(1−θ) dz
≤ 1
Cδ
∫
O
|∂0ϕ(z)|2 dz < +∞
by (2.1). Since this quantity does not depend on θ ∈ [δ, 1− δ], we have the desired
result by Ho¨lder’s inequality:∫
ν(dx)
(∫ 1−δ
δ
|∂0ϕ(xθ)| dθ
)2
≤
∫
ν(dx)
∫ 1−δ
δ
|∂0ϕ(xθ)|2 dθ < +∞.

Now we obtain that
Proposition 7.3. The functional
Ct :=
∫ t
0
∫ 1−δ
δ
|∂0ϕ(u(s, θ))| dθ ds, t ≥ 0,
is a well-defined PCAF of X. In particular, the function (t, θ) 7→ |∂0ϕ(u(t, θ))| is
in L1loc([0, T ]× ]0, 1[) for all T ≥ 0, Px-a.s. for all x ∈ K \N for some N ⊂ K with
Cap(N) = 0.
Proof. Setting
F : H 7→ [0,+∞], F (w) :=
∫ 1−δ
δ
|∂0ϕ(wθ)| dθ,
then by Lemma 7.2 F ∈ L2(ν) and moreover we can write Ct =
∫ t
0
F (Xs) ds, t ≥ 0.
Denoting
R1F (x) :=
∫ ∞
0
e−t Ex [F (Xt)] dt, x ∈ K,
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then it is well known that
E1(R1F, v) =
∫
H
F v dν, ∀v ∈ D(E),
and therefore (7.2) holds. Then, F dν is smooth and the associated PCAF is (Ct)t≥0.

7.3. The reflection measure. We are going to apply (7.1) to Uh(x) := 〈x, h〉,
x ∈ H , with h ∈ C2c ((0, 1);Rd). Clearly Uh ∈ Lip(H) ⊂ D(E). Our aim is to prove
the following
Proposition 7.4. There are an exceptional set N and a unique measure η(ds, dθ)
on [0,+∞[×[0, 1] such that for all x ∈ K \N , Px-a.s. for all t ≥ 0
N
[Uh]
t =
=
∫ t
0
∫ 1
0
hθ · n(u(s, θ)) η(ds, dθ) + 1
2
∫ t
0
〈h′′, us〉ds− 1
2
∫ t
0
〈h, ∂0ϕ(us)〉ds
(7.3)
where h ∈ C∞c ((0, 1);Rd), and Supp(η) ⊂ {(t, θ) | u(t, θ) ∈ ∂O}.
The main tools of the proof are the integration by parts formula (6.3) and a
number of results from the theory of Dirichlet forms in [15]. We start by noticing
that, by applying (7.1) to Uh(x) := 〈x, h〉, x ∈ H , we obtain, recalling the definition
(6.2) of Σ(y, dw):
Lemma 7.5. The process N [U
h] is a linear combination of PCAFs of X, and its
Revuz measure is 1
2
Σh, where
Σh(dw) := (〈w, h′′〉 − 〈∂0φ(w), h〉) · ν(dw) +
∫
∂O
σ(dy)n(y) · h(Sw) Σ(y, dw). (7.4)
Proof. The integration by parts formula (6.1) can be rewritten as
E(Uh, v) = 1
2
∫
v(w) Σh(dw), ∀ v ∈ D(E) ∩ Cb(H).
By [15, Corollary 5.4.1], this implies that 1
2
Σh is the Revuz measure of N [U
h] and
that Σh is a smooth signed measure. By [15, Theorem 5.4.2], this implies that
N [U
h] is Px-a.s. a bounded variation process for all x ∈ K; moreover, the Jordan
decomposition Σh = Σh1 − Σh2 , with Σhi positive measures concentrated on disjoint
sets, corresponds to a decomposition N [U
h] = Nh1 −Nh2 with Nhi a PCAF of X with
Revuz measure 1
2
Σhi .
Lemma 7.6. For all h ∈ C2c ((0, 1);Rd), the total variation measure |Σh| of Σh is
equal to
|Σh|(dw) = |〈w, h′′〉 − 〈∂0φ(w), h〉| · ν(dw) +
∫
∂O
σ(dy) |n(y) · h(Sw)| Σ(y, dw).
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Proof. Now, we can notice that ν(dw) and
∫
∂O
σ(dy) Σ(y, dw) are mutually singular,
since the former measure is concentrated on trajectories not hitting the boundary
∂O, and the latter on trajectories hitting ∂O. Therefore
|Σh|(dw) = |〈w, h′′〉 − 〈∂0φ(w), h〉| · ν(dw) +
∣∣∣∣
∫
∂O
σ(dy)n(y) · h(S·) Σ(y, ·)
∣∣∣∣ (dw).
Now, by considering the sets A := {w : n(w(Sw)) · h(Sw) ≥ 0} and B = {w :
n(w(Sw)) · h(Sw) < 0}, we can see that∣∣∣∣
∫
∂O
σ(dy)n(y) · h(S·) Σ(y, ·)
∣∣∣∣ (dw) =
∫
∂O
σ(dy) |n(y) · h(Sw)| Σ(y, dw)
and we have the desired result. 
By definition, the total variation measure |Σh| is smooth, and therefore so is the
measure ∫
∂O
σ(dy) |n(y) · h(Sw)| Σ(y, dw),
since it is non-negative and bounded above by |Σh|, for any h ∈ C2c ((0, 1);Rd). Let
us now consider a non-negative g ∈ C2c (0, 1) and a basis {e1, . . . , ed} of Rd. Then
the measure
Λg(dw) :=
d∑
i=1
∫
∂O
σ(dy) g(Sw) |n(y) · ei| Σ(y, dw)
is smooth since it is sum of smooth measures. For any interval I ⋐ (0, 1) we can set
ΓI(dw) :=
∫
∂O
σ(dy) 1I(Sw) Σ(y, dw). (7.5)
Let κ := minz∈Sd−1
∑d
i=1 |z·ei|. By compactness, κ > 0 and therefore, for g ∈ C2c (0, 1)
such that g ≥ 1I , we obtain 0 ≤ ΓI ≤ Λg/κ. Hence, ΓI is smooth.
In particular, if {In}n is any countable partition of (0, 1) in intervals In ⋐ (0, 1),
then we obtain that the finite measure
Γ(dw) := Γ1(dw) =
∑
n
ΓIn(dw) (7.6)
is also smooth and finite by its explicit expression. Now, for any g ∈ C([0, 1]), the
measure
Γg(dw) :=
∫
∂O
σ(dy) g(Sw) Σ(y, dw),
is also smooth, since |g| ≤ ‖g‖∞ 1 implies 0 ≤ |Γg| ≤ ‖g‖∞ Γ1. By [15, Theorem
5.1.4], there exists a PCAF (Agt )t≥0, unique up to equivalence, with Revuz measure
equal to Γg, for any g ∈ C([0, 1]). At the same time, for any interval I ⊆ [0, 1], there
exists a PCAF (AIt )t≥0, unique up to equivalence, with Revuz measure equal to Γ
I .
Moreover
|Agt | ≤ ‖g‖∞A1t , ∀ t ≥ 0, (7.7)
since the positive finite measure (‖g‖∞ · Γ1 − Γg)(dx) is finite and smooth and is
therefore the Revuz measure of a PCAF, so that we can conclude by the linearity
of the Revuz correspondence.
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We want now to prove that there exists a finite positive measure η on [0, T ]× [0, 1]
such that
AgT =
∫
[0,T ]×[0,1]
g(θ) η(ds, dθ), ∀T ≥ 0, g ∈ C([0, 1]). (7.8)
Let (gn)n be a dense sequence in C([0, 1]). By the Revuz correspondence we have
Agn+gm = Agm + Agn. Let Λ =
⋂
n,m{Agn+gm = Agm + Agn}, so that Px(Λ) = 1 for
all x ∈ K \ N , where N is an exceptional set. By (7.7), we obtain that the map
C([0, 1]) ∋ g 7→ AgT is linear, continuous and if g ≥ 0 then AgT ≥ 0. Then by the
Riesz representation theorem there exists a Radon measure AT (dθ) on [0, 1], such
that
AgT =
∫
[0,1]
g(θ)AT (dθ), ∀ g ∈ C([0, 1]).
Moreover, At(dθ) satisfies 0 ≤ At(dθ) ≤ AT (dθ) for 0 ≤ t ≤ T . Therefore At ≪ AT .
By the Radon-Nykodim theorem we have
At(B) =
∫
B
Ct(y)AT (dy)
where Ct ∈ L1(AT (dθ)).
Now, the problem is that Ct(y) is defined for AT -a.e. y, and the set of definition
might depend on t. We must show that it is possible to find a version of (Ct)0≤t≤T
defined on the same set of full AT -measure.
We claim that for AT -a.e. θ, t 7→ Ct(θ) is equal to a ca`dla`g function. Indeed, let
(qn)n be a dense sequence in [0, T ] and set
Λ :=
⋂
n
{
θ : Cqn(θ) ≤ Ct(θ), ∀ t ∈ (qm)m, qn ≤ t, Cqn(θ) = lim
s∈(qm)m↓qn
Cs(θ)
}
.
Notice that AT (Λ
c) = 0. C· is dA a.e well defined. We denote by C˜·(·) the function
defined on [0, T ]× [0, 1] by
C˜t(θ) := lim
s∈(qn)↓t
Cs(θ), (t, θ) ∈ [0, T [×Λ, C˜T := CT ,
and C˜t(θ) := 0 if t < T and θ /∈ Λ. By continuity of t 7→ A0,t(B), we obtain that
At(B) =
∫
B
C˜t(y)AT (dy).
Moreover C˜·(θ) is ca`dla`g and non-decreasing and measurable, so that there exists
a measurable kernel (γy(B), y ∈ [0, 1], B ∈ B([0, T ])), such that C˜t(y) − C˜s(y) =
γy(]s, t]) and therefore
At(B)−As(B) =
∫
B
(
C˜t(y)− C˜s(y)
)
AT (dy)
=
∫
B
γy(]s, t])AT (dy), t, s ∈ [0, T ].
Therefore, the measure η(ds, dy) := γy(ds)AT (dy) on [0, T ]× [0, 1] satisfies (7.8).
20 SAID KARIM BOUNEBACHE
Now we have to show that the measure η satisfies Supp(η) ⊂ {(t, θ) | u(t, θ) ∈ ∂O}
and (7.4). We set
F : C
(
[0, 1];O
) 7→ R, F (w) := 1{w(θ)/∈∂O, ∀ θ∈[0,1]}
and
Lt :=
∫ t
0
F (Xs) η(ds× [0, 1]), t ≥ 0.
Then, by [15, Theorem 5.1.3], (Lt)t≥0 is a PCAF of X with Revuz measure given by
1
2
f(w) · Γ(dw), see (7.6). On the other hand, Γ({w : w(θ) /∈ ∂O, ∀ θ ∈ [0, 1]}) = 0
by the very definition of Γ; indeed, Σ(y, dw) is the law of a process which visits a.s.
y ∈ ∂O at same time in [0, 1].
Therefore, by the one-to-one correspondence between PCAFs and positive smooth
measures, see [15, Theorem 5.1.3], we conclude that f(w) · Γ(dw) ≡ 0 and therefore
L ≡ 0. Thus, for η(ds × [0, 1])-a.e. s, u(s, ·) visits ∂O at some θ ∈ (0, 1), and in
particular S(u(s, ·)), i.e. the smallest such θ, is in (0, 1).
Let us now notice that, again by [15, Theorem 5.1.3] and by (7.8), for any bounded
Borel G : C
(
[0, 1];O
) 7→ R and for any bounded Borel g : [0, 1] 7→ R, the process
t 7→
∫ t
0
G(Xs) dA
g
s =
∫
[0,t]×[0,1]
G(Xs) g(θ) η(ds, dθ)
is a PCAF of X with Revuz measure 1
2
G(w)g(Sw) Γ(dw). Therefore for any bounded
Borel G : C
(
[0, 1];O
)× [0, 1] 7→ R, the process
t 7→
∫
[0,t]×[0,1]
G(Xs, θ) η(ds, dθ)
is a PCAF of X with Revuz measure 1
2
G(w, Sw) Γ(dw). In particular, if we choose
G(w, θ) := 1{w(θ)/∈∂O}, then the process
t 7→
∫
[0,t]×[0,1]
1{u(s,θ)/∈∂O} η(ds, dθ)
is a PCAF of X with Revuz measure 1
2
1{w(Sw)/∈∂O}Γ(dw) ≡ 0.
Therefore, by the one-to-one correspondence between PCAFs and positive smooth
measures, see again [15, Theorem 5.1.3], we conclude that η({(s, θ) : u(s, θ) /∈
∂O}) = 0, i.e. Supp(η) ⊂ {(s, θ) | u(s, θ) ∈ ∂O}.
It remains to show (7.4). We recall that, by (7.8), for all Borel I ⊆ [0, 1], the
process t 7→ η([0, t]×I) is a PCAF of X with Revuz measure 1
2
ΓI , see (7.5). Now, it
is enough to notice that the CAF in the right hand side of (7.4) has Revuz measure
1
2
Σh, given by (7.4). Since N [U
h] has the same Revuz measure, then by the one-to-
one correspondence between PCAFs and positive smooth measures, N [U
h] and the
CAF in the right hand side of (7.4) are equivalent. 
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7.4. Identification of the noise term. We deal now with the identification of
M [U
h] with the integral of h with respect to a space-time white noise.
Proposition 7.7. There exists a Brownian sheet (W (t, θ), t ≥ 0, θ ∈ [0, 1]), such
that
M
[Uh]
t =
∫ t
0
∫ 1
0
hθW (ds, dθ), h ∈ H. (7.9)
Proof. We recall that, for U ∈ D(E), the process M [U ] is a continuous martingale,
whose quadratic variation (〈M [U ]〉t)t≥0 is a PCAF of X with Revuz measure µ〈M [U ]〉
given by the formula∫
f dµ〈M [U ]〉 = 2E(Uf, U)− E(U2, f), ∀ f ∈ D(E) ∩ Cb(H), (7.10)
see [15, Theorem 5.2.3]. Now, if we apply this formula to Uh(x) = 〈x, h〉, then we
obtain ∫
f dµ
〈M [U
h]〉
= ‖h‖2
∫
f dν, ∀ f ∈ D(E) ∩ Cb(H).
Therefore, the quadratic variation 〈M [Uh]〉t is equal to ‖h‖2t for all t ≥ 0, and, by
Le´vy’s Theorem, (M [U
h] · ‖h‖−1)t≥0 is a Brownian motion. Moreover, the parallel-
ogram law, if h1, h2 ∈ H and 〈h1, h2〉 = 0, then the quadratic covariation between
M [U
h1 ] and M [U
h2 ] is equal to
〈M [Uh1 ],M [Uh2 ]〉t = t 〈h1, h2〉, t ≥ 0.
Therefore, (M
[Uh]
t , t ≥ 0, h ∈ H) is a Gaussian process with covariance structure
Ex
(
M
[Uh1 ]
t M
[Uh2 ]
s
)
= s ∧ t 〈h1, h2〉.
If we define W (t, θ) := M
[Uh]
t with h := 1[0,θ], t ≥ 0, θ ∈ [0, 1], then W is the desired
Brownian sheet. 
7.5. From K \ N to K. We have so far proved existence of an exceptional set N
such that for all x ∈ K \N there is a weak solution of equation (1.1). We show now
how to construct a weak solution for x ∈ N .
Let x ∈ N . By the absolute continuity relation (4.5), we have that Px-a.s. Xε ∈
K \ N for ε > 0, since ν(K \ N) = 1. Therefore, we can set for all ω ∈ E and
0 < ε ≤ s ≤ t
ηε([s, t]× I)(ω) := η([s− ε, t− ε]× I)(θεω),
where (θt)t≥0 is the time-translation operator of E. Then ε 7→ ηε([s, t] × I) is
monotone non-increasing, since
ηε([s, t]× I)(ω)− ηδ([s, t]× I)(ω) = ηδ−ε([s, t]× I)(θεω), 0 < ε < δ.
As ε ↓ 0, we obtain existence of a σ-finite measure η(ds, dθ) on ]0, T ]× [0, 1], which
satisfies the required properties. A similar argument works for the non-linear part.
The proof of Proposition 7.1 is concluded.
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8. Pathwise uniqueness and strong solutions
We prove that equation (1.1) has a pathwise unique solution. This follows the
lines of [24]. By a Yamada-Watanabe type result from [21], pathwise uniqueness
and existence of weak solutions imply existence and uniqueness of strong solutions
and uniqueness in law.
8.1. Pathwise uniqueness.
Proposition 8.1. Pathwise uniqueness holds for equation (1.1).
Proof. Let (u1, η1,W ) and (u2, η2, Z) be two weak solutions of (1.1), we denote
z := u1 − u2, π(ds, dθ) = n(u1(s, θ)) · η1(ds, dθ)− n(u2(s, θ)) · η2(ds, dθ),
so for h ∈ C2c ((0, 1)× [0, T ];Rd) and 0 < ε ≤ T , denoting ∂s = ∂∂s and ∂2θ = ∂
2
∂θ2
,
〈hT , zT 〉 − 〈hε, zε〉 = 1
2
∫ T
ε
〈h′′, zs〉 ds− 1
2
∫ T
ε
〈hs, ∂0φ(u1s)− ∂0φ(u2s)〉ds
+
∫ T
ε
∫ 1
0
h(s, θ) · π(ds, dθ) +
∫ T
ε
〈∂shs, zs〉ds.
(8.1)
Let ζ be an infinitely differentiable even function, with support contained in [−1, 1],
such that
∫
[−1,1]
ζ(x)dx = 1 and
∑
i,j ζ(xi−xj)yiyj ≥ 0 for any (xi)i≤n and (yi)i≤n ∈
Rn, n ∈ N. Let ψ be an infinitely differentiable function with compact support, we
consider now the function hn,m defined by
hn,m := ((zψ)∗ζn,m)ψ
where ζn(x) := nζ(nx) and ζn,m(t, θ) := ζn(t)ζm(θ). We will study the asymptotic
behaviour of each term in (8.1) substituting h by hn,m. First we have
lim
n,m
〈hn,m(t), z(t)〉 = ‖z(t)ψ‖2.
Next ∫ T
ε
〈∂shn,m(s), z(s)〉 ds =
∫ T
ε
∫ t+1/n
(t−1/n)+
ζ ′n(t− s) Γm(s, t) ds dt
where Γm is a symmetric function of (s, t), defined by
Γm(s, t) :=
∫ 1
0
∫ 1
0
z(s, θ) · z(t, υ)ψ(θ) ζm(υ − θ)ψ(υ) dθ dυ.
As ζ ′(s) = −ζ ′(−s) the integral∫ T
ε
∫ min(t+1/n,T )
max(t−1/n,ε)
ζ ′n(t− s) Γm(s, t) ds dt =
∫
[ε,T ]2
1{|t−s|≤1/n} ζ
′
n(t− s) Γm(s, t) ds dt
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vanishes. Therefore if 1/n ≤ ε then as n→ +∞∣∣∣∣
∫ T
ε
〈∂shn,m(s), z(s)〉 ds
∣∣∣∣ ≤
∣∣∣∣∣
∫ T
T−1/n
dt
∫ t+1/n
T
ds ζ ′n(t− s) Γm(s, t)
∣∣∣∣∣
+
∣∣∣∣∣
∫ ε+1/n
ε
dt
∫ ε
t−1/n
ds ζ ′n(t− s) Γm(s, t)
∣∣∣∣∣ ≤ Kn → 0.
Now, because of the properties of (ui, ηi)
lim
n,m
∫ T
ε
∫ 1
0
hn,m(s, θ) π(ds, dθ) =
∫ T
ε
∫ 1
0
ψ(θ) z(s, θ) · π(ds, dθ)
= −
∫ T
ε
∫ 1
0
ψ2(θ)
{
u2(s, θ) · n(u1(s, θ)) η1(ds, dθ) + u1(s, θ) · n(u2(s, θ)) η2(ds, dθ)}
≤ 0.
By the convexity of φ we have
lim
n,m
∫ T
ε
〈hn,m(s), ∂0φ(u1s)− ∂0φ(u2s)〉 ds ≥ 0.
For the last term, we notice that
∫ T
ε
〈∂2θhn,m, zs〉ds→
∫ T
ε
〈∂2θhn, zs〉ds when m→∞.
We first suppose that z is smooth, integrating by parts 〈∂2θhn(s), z(s)〉 we obtain
〈∂2θhn(s), z(s)〉 ≤ 〈(zψ)∗ζn, ψ′′ z(s)〉 + 〈(zψ′)∗ζn, ψ′ z(s)〉.
Moreover we obtain the same inequality for z approximating z with smooth func-
tions. As a result
lim inf
n
lim
m
∫ T
ε
〈∂2θhn,m, zs〉ds ≤
1
2
∫ T
ε
∫ 1
0
|zs|2 (ψ2)′′ds
Finally, we have obtained∫ 1
0
(
z2(T, θ)− z2(ε, θ))ψ2(θ) dθ ≤ 1
2
∫ T
ε
∫ 1
0
z2(s, θ) (ψ2)′′(θ) ds dθ
and letting ε→ 0∫ 1
0
z2(T, θ)ψ2(θ) dθ ≤ 1
2
∫ T
0
∫ 1
0
z2(s, θ) (ψ2)′′(θ) ds dθ.
The rest of the proof consists of choosing a judicious expression for ψ, which can be
done as at the end of the proof of uniqueness in [24]. Finally, we obtain that that
z ≡ 0 and η1 = η2. 
8.2. Strong solutions. Until now we have dealt with weak solutions. Now we show
that all weak solutions are in fact strong.
We recall that a weak solution is given by a triple (u, η,W ). We set X := (u, η)
and Y := W . In the notation of [21], equation (1.1) can be interpreted as a relation
Γ(X ,Y) = 0 with Γ : S1 × S2 7→ R a Borel function defined on the product of
two Polish spaces S1 and S2, for which pathwise (or pointwise) uniqueness holds by
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Proposition 8.1. Therefore, by [21, Lemma 2.7], any weak solution of (1.1) is also
strong. This concludes the proof of Theorem 2.2.
9. The reflection measure
We want now to prove Theorem 2.3, following the approach of [28]. Let I ⊆ [0, 1]
be a Borel set. Denote by ψI the indicator function of the set {x ∈ K : x(θ) /∈
∂O, ∀θ ∈ [0, 1]\I}. The key point is the following formula: for all F ∈ Cb(H)∫
∂O
σ(dy)
∫
ψI(w)F (w) Σ(y, dw) =
∫
∂O
σ(dy)
∫
F (w) 1I(Sw) Σ(y, dw). (9.1)
By the definition of ψI , this follows because Σ(y, dw)-a.s. Sw is the only θ ∈ [0, 1]
such that wθ ∈ ∂O. Let At := η([0, t] × [0, 1]), t ≥ 0. We consider the following
PCAF of X :
(ψI · A)t :=
∫ t
0
ψI(Xs) dAs, t ≥ 0.
Its Revuz measure is
1
2
ψI(w)
∫
∂O
σ(dy) Σ(y, dw).
In particular, by (9.1):∫
K
Ex
[∫ 1
0
[FψI ] (Xs) dAs
]
νF (dx)
=
1
2
∫
∂O
σ(dy)
∫
[FψI ] (w) Σ(y, dw) =
1
2
∫
∂O
σ(dy)
∫
F (w) 1I(Sw) Σ(y, dw)
which is the Revuz measure of A1I , see (7.8). By Theorem 5.1.6 in [15], we obtain
that A and A1I are in fact equivalent as PCAFs of X , i.e. for all x ∈ K:
η([0, t], I) =
∫ t
0
ψI(Xs) η(ds, [0, 1]) ∀t ≥ 0, Px−a.s. (9.2)
Fix x ∈ K. We consider regular conditional distributions (t, J) 7→ γ(t, J) of η on
[0,∞) × [0, 1], w.r.t. the Borel map (t, θ) 7→ t, where t ≥ 0, J ⊆ [0, 1] Borel. In
other words, we obtain a σ-finite measurable kernel (t, J) 7→ γ(t, J) such that:
η([t, T ], J) =
∫ T
t
γ(s, J) η(ds, [0, 1]) (9.3)
for all J ⊂ [0, 1] and 0 ≤ t ≤ T < ∞. By (9.2) and (9.3) there exists a measurable
set S ⊆ R+ such that a.s.:
η
([
R+\S] × [0, 1]) = 0, and for all s ∈ S : γ(s, [0, 1]) > 0,
γ(s, [an, bn]) = ψ[an,bn](Xs), ∀an, bn ∈ Q ∩ [0, 1]. (9.4)
Notice that, since ψI is an indicator function, the right hand side of (9.4) can assume
only the values 0 and 1. Therefore the measure I 7→ γ(s, I) takes only the values 0
and 1 on all intervals I with rational extremes in [0, 1], and the value 1 is assumed,
since γ(s, [0, 1]) > 0. Then γ(s, · ) is a Dirac mass at some point r(s) ∈ [0, 1].
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Let now s ∈ S and qn, pn ∈ Q, such that qn ↑ r(s), pn ↓ r(s). Set In := [qn, pn]:
then
1 = γ(s, In) = ψIn(Xs),
which, by the definition of ψIn , means u(s, θ) /∈ ∂O for all θ ∈ [0, 1]\In; moreover
0 = γ(s, [0, 1]\{r(s)}) = ψ[0,1]\{r(s)}(Xs),
so that u(s, r(s)) ∈ ∂O. Therefore, r(s) is the unique θ ∈ [0, 1] such that u(s, θ) ∈
∂O. Finally, since the support of η is contained in {(t, θ) : u(t, θ) ∈ ∂O} and a.s.
(S × [0, 1]) ∩ {(t, θ) : u(t, θ) ∈ ∂O} = {(s, r(s)) : s ∈ S} := S,
then η ((R+ × [0, 1])\S) = 0. This concludes the proof of Theorem 2.3.
Acknowledgments. This is part of the PhD thesis of the author, who would like
to thank his advisor Lorenzo Zambotti for introducing this subject, for his useful
advice and for his encouragement.
References
[1] R. A. Adams, J.J.F. Fournier, Sobolev Spaces, Secon Edition, Academic Press, Elsivier.
[2] L. Ambrosio, N. Gigli, G. Savare´ (2005), Gradient flows in metric spaces and in the spaces of
probability measures. Lectures in Mathematics ETH Zu¨rich, Birkha¨user Verlag, Basel.
[3] L. Ambrosio, G. Savare´, L. Zambotti (2009), Existence and Stability for Fokker-Planck equations
with log-concave reference measure, Probability Theory and Related Fields, 145 3, Page 517
[4] V. Barbu, G. Da Prato, L. Tubaro (2009), Kolmogorov equation associated to the stochastic
reflection problem on a smooth convex set of a Hilbert space, The Annals of Probability, 37,
Number 4, 1427-1458.
[5] H. Brezis (1973), Ope´rateurs maximaux monotones et semi-groupes de contraction dans les
espaces de Hilbert, North Holland, Mathematics Studies, New York.
[6] E. Ce´pa (1998), Proble`me de Skorohod multivoque, Annals of Probability, 26 no. 2, 500-532.
[7] S. Cerrai (2001), Second Order PDE’s in Finite and Infinite Dimension, Lecture Notes in
Mathematics 1762, Springer Verlag.
[8] Robert C. Dalang, Carl Mueller, L. Zambotti (2006), Hitting properties of parabolic s.p.d.e.’s
with reflection, Annals of Probability, 34 No. 4.
[9] G. Da Prato, J. Zabczyk (1996), Ergodicity for Infinite Dimensional Systems, London Mathe-
matical Society Lecture Notes, n.229, Cambridge University Press.
[10] A. Debussche, L. Goudene`ge (2010), Stochastic Cahn-Hilliard equation with double singular
nonlinearity and reflection, available at http://arxiv.org/abs/0908.4295.
[11] A. Debussche, L. Zambotti (2007), Conservative Cahn-Hilliard equation with reflection, Ann.
Prob., 35 (5), pp. 1706-1739.
[12] C. Donati-Martin, E. Pardoux (1993), White-noise driven SPDEs with reflection, Prob. The-
ory and Rel. Fields, 95, pp. 1-24.
[13] M. Eddahbi, Y. Ouknine (2001), Multivalued SPDEs driven by additive space-time white noise
and additive white noise, Random Oper. Stochastic Equations 9, no. 2, 103–120.
[14] S. N. Ethier, T. G. Kurtz (2005), Markov Processes: Characterization And Convergence , 2nd
Revised edition, Wiley Series in Probability and Statistics.
[15] M. Fukushima, Y. Oshima, M. Takeda (1994), Dirichlet Forms and Symmetric Markov Pro-
cesses, Walter de Gruyter, Berlin-New York.
[16] M. Fukushima, (1999), On semi-martingale characterizations of functionals of Symmetric
Markov Processes, Electr. Journ. of Prob., 4, 1-32.
[17] T. Funaki, S. Olla (2001), Fluctuations for ∇φ interface model on a wall, Stoch. Proc. and
Appl, 94, no. 1, 1–27.
26 SAID KARIM BOUNEBACHE
[18] L. Goudene`ge (2009), Stochastic Cahn-Hilliard equation with singular nonlinearity and reflec-
tion, Stochastic Processes and their Applications, Vol. 119 10, 3516–3548.
[19] Y. Hariya (2006), Integration by parts formulae for Wiener measures restricted to subsets in
Rd, Journal of Funct. Analysis, 239, 594-610.
[20] A.V. Kolesnikov (2006), Mosco convergence of Dirichlet forms in infinite dimensions with
changing reference measures, J. Funct. Anal. 230 2, 382–418.
[21] T. Kurtz (2007), The Yamada-Watanabe-Engelbert theorem for general stochastic equations
and inequalities, Elect. Journ. of Prob., 12, no. 33, 951–965.
[22] K. Kuwae, T. Shioya (2003), Convergence of spectral structures: a functional analytic theory
and its applications to spectral geometry, Comm. Anal. Geom. 11 (4) 599–673.
[23] Z. M. Ma, M. Ro¨ckner (1992), Introduction to the Theory of (Non Symmetric) Dirichlet Forms,
Springer-Verlag, Berlin/Heidelberg/New York.
[24] D. Nualart, E. Pardoux (1992), White noise driven quasilinear SPDEs with reflection, Prob.
Theory and Rel. Fields, 93, pp. 77-89.
[25] Y. Otobe (2006), Stochastic partial differential equations with two reflecting walls, J. Math.
Sci. Univ. Tokyo 13, no. 2, 129–144.
[26] D. Revuz, M. Yor (1991), Continuous Martingales and Brownian Motion, Springer Verlag.
[27] H. Tanaka (1979), Stochastic differential equations with reflecting boundary condition in convex
regions, Hiroshima Math. J. 9, 163-177.
[28] L. Zambotti (2002), Integration by parts formulae on convex sets of paths and applications to
SPDEs with reflection, Prob. Theory and Rel. Fields, 123, pp. 579-600.
[29] L. Zambotti (2003), Integration by parts on δ-Bessel Bridges, δ > 3, and related SPDEs,
Annals of Probability, 31 no. 1, 323-348.
Laboratoire de Probabilite´s et Mode`les Ale´atoires (CNRS U.M.R. 7599), Uni-
versite´ Paris 6 – Pierre et Marie Curie, U.F.R. Mathe´matiques, Case 188, 4 place
Jussieu, 75252 Paris cedex 05, France
