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Abstract
In view of growing interest in tensor modes and their possible detection, we clarify the definition
of tensor modes up to 2nd order in perturbation theory within the Hamiltonian formalism. Like
in gauge theory, in cosmology the Hamiltonian is a suitable and consistent approach to reduce the
gauge degrees of freedom. In this paper we employ the Faddeev-Jackiw method of Hamiltonian
reduction. An appropriate set of gauge invariant variables that describe the dynamical degrees of
freedom may be obtained by suitable canonical transformations in the phase space. We derive a
set of gauge invariant variables up to 2nd order in perturbation expansion and for the first time
we reduce the 3rd order action without adding gauge fixing terms. In particular, we are able to
show the relation between the uniform-φ and Newtonian slicings, and study the difference in the
definition of tensor modes in these two slicings.
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I. INTRODUCTION
The detection of gravitational waves [1] has opened up the era of gravitational wave
physics/astronomy, and given us more hope of detecting gravitational waves (GWs) gen-
erated during and/or after inflation. GWs generated during inflation (more appropriately
called the tensor modes) could be seen in the Cosmic Microwave Background (CMB) if the
resulting B-modes would be detected (see Ref. [2, 3] and references therein). The possibility
to detect their effects in the temperature fluctuations has been discussed as well. For exam-
ple, a model in which the tensor modes are significantly mixed with the scalar modes could
explain a scale dependence in the temperature bispectrum [4]. Axion-like and gauge spec-
tator fields could enhance the amplitude of the tensor modes and render them chiral [5–8].
Parametric resonances in massive gravity may also enhance tensor modes during reheating
[9]. After the end of inflation, the 2nd order scalar perturbations source GWs which may
be detectable [10–12], etc.
In this situation, and especially when higher order effects are concerned, it is fundamen-
tally important to distinguish tensor modes from scalar modes in a given gauge, since the
definition of the tensor perturbation depends on the choice of gauge. The decomposition
theorem shows us that at linear order scalar, vector and tensor modes decouple from each
other, and hence we can separately build gauge invariant variables [13–15]. At 2nd order in
perturbation, however, the situation becomes more involved as the decomposition theorem
does not apply any more; scalar, vector and tensor modes mix with each other. There have
been several works in this direction, e.g. Refs. [16–24]. The situation is better understood
only when one focuses on scalar modes. For example, there exists a conservation law for the
non-linear curvature perturbation on super-horizon scales [25, 26]. More generally, gauge
invariant variables may be built by computing the Lie derivatives of the metric and matter
fields and then finding gauge invariant combinations of them. This is appropriate as long
as one wants to compare quantities in different gauges but it is not suitable for finding a
set of gauge invariant variables which represent the dynamical degrees of freedom of the
system. The Hamiltonian approach is most suited for this purpose, much like the case of
gauge theory. In this direction, there is work by Langlois [27] that deals with gauge issues at
1st order perturbation theory. Recently, Ref. [28] studied the non-linear Hamiltonian with
the gauge fixed.
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We dedicate this work to study 2nd order gauge invariant cosmological perturbations
in the Hamiltonian formalism. Like in a gauge theory, the Hamiltonian provides insights
into the structure and symmetries of the theory as well as the number of dynamical degrees
of freedom. It does not only constitute a complementary approach to the already existing
results in the literature but also clarifies in a concise manner the definitions of correct gauge
invariant variables and, in particular, the mixing between scalar and tensor modes. Here
we employ the Faddeev-Jackiw method of Hamiltonian reduction [32]. The main advantage
is that the Hamiltonian in general relativity is the generator of infinitesimal coordinate
transformations by itself and, therefore, provides a self-consistent way to reduce the degrees
of freedom of our system. In contrast to the Lagrangian approach, the reduction of the 3rd
order action will be given by a suitable canonical transformation in the phase space. For
simplicity, we will consider a canonical scalar field but the generalization to non-canonical
fields is straightforward. 1 In doing so, we succeeded in reducing for the first time the 3rd
order action without adding any gauge fixing term. We will first work with the variables
that coincide with perturbations in the uniform-φ slicing. After obtaining all the relevant
equations, we then derive the transformation rules to the Newtonian slicing.
This paper is organized as follows. In section II, we compute the Hamiltonian in the
conformal decomposition without any perturbative expansion. Meanwhile, we review the
Poisson algebra and the fact that the Hamiltonian is the generator of coordinate transforma-
tions. In section III, we expand the Hamiltonian and explain the method to find the gauge
invariant variables and the reduction of the action. In section IV, we apply it to 1st order
in perturbation expansion reviewing the results of Ref.[27] for the 2nd order Hamiltonian.
Then in section V, we study the 2nd order perturbation theory. We start by computing the
gauge invariant variables which coincide with the uniform density slicing and then we pro-
ceed to the reduction of the 3rd order Hamiltonian without any gauge fixing. We dedicate
section VI to show how to go from the uniform-φ to Newtonian slicings up to 2nd order. We
compare the resulting equations of motion with existing results in the literature. Finally in
section VII, we summarize our work and discuss future directions. Detailed derivations and
expressions of the equations in the text are provided in the Appendices.
1 A drawback of the Hamiltonian approach is that one needs to know the specific form of the kinetic term
for the scalar field, e.g. in general K-inflation theory. Nevertheless, the gauge invariant variables thus
obtained may apply to any theory as the symplectic structure still holds. Although the definition of the
canonical momenta might differ.
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II. HAMILTONIAN IN THE CONFORMAL DECOMPOSITION
Let us briefly review the Hamiltonian approach to general relativity. For our purposes, it
is convenient to work in the ADM formalism [29] with the conformal decomposition of the
spatial metric. In this case, the 4D line element is given by
ds2 = gµνdx
µdxν = −N2dt2 + e2ΨΥij
(
dxi +N idt
) (
dxj +N jdt
)
, (2.1)
where gµν is the metric of our space-time, N is the lapse function, N
i is the shift vector,
i = 1, 2, 3 and we have chosen that
∂
∂t
detΥ = Υij
∂
∂t
Υij = 0 (2.2)
and therefore the dynamical degrees of freedom of the metric’s determinant are encoded in Ψ
and Υ contains the traceless degrees of freedom. We will see later that the perturbation of Ψ
corresponds to the non-linearly conserved comoving curvature perturbation on super-horizon
scales. The perturbation of Υij contains the non-linearly conserved tensor perturbations on
the uniform-φ slicing on super-horizon scales.
For simplicity, we consider a self-gravitating canonical scalar field Θ whose action is given
by
S =
∫
d4x
√−g
{
1
2
R − 1
2
gµν∂µΘ∂νΘ− V (Θ)
}
, (2.3)
where g is the determinant of gµν , R is the 4D Ricci scalar, ∂µ ≡ ∂/∂xµ and V (Θ) is a
general potential for the scalar field Θ.2
In the conformal decomposition Eq. (2.1), the action reads
S =
∫
d3xdtN
{
eΨ
(
1
2
R(3)[Υ]− 2DiDiΨ−DiΨDiΨ− 1
2
(DΘ)2
)
+
1
2
e3Ψ
(
EijE
ij − 2
3
K2 + (–LnΘ)2
)
− e3ΨV (Θ)
}
,
(2.4)
where R(3)[Υ] and Di are respectively the 3D Ricci scalar and the covariant derivative
corresponding to Υij . Note that we used that detΥ = 1 since we will work in a flat FLRW
metric in Cartesian coordinates.3 We denoted as –Ln ≡ nµ∂µ the Lie derivative along the
hyper-surface orthonormal direction nµ, where nµdx
µ = −Ndt.
2 The generalization to a given K-inflation or Horndeski theory is involved but straightforward.
3 It could be generalized to any spatial metric which satisfies ∂t (detΥ) = 0. We set detΥ = 1 for simplicity.
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The extrinsic curvature corresponding to Ψ and Υij is respectively given by
K = 3–LnΨ− 1
N
DkN
k (2.5)
and
Eij =
1
2N
(
Υ˙ij − 2D(iNj) + 2
3
ΥijDkN
k
)
, (2.6)
where Q˙A ≡ ∂tQA with QA = {Θ,Ψ,Υij} and it should be noted that ΥijEij = 0 by using
Eq. (2.2). With these definitions we proceed to the computation of the Hamiltonian as usual.
We define the conjugate momenta as ΠA ≡ δL/δQ˙A where L is the Lagrangian density, i.e.
S =
∫
dt d3xL. In this way, we have that
ΠΘ = e
3Ψ–LnΘ ; ΠΨ = −2e3ΨK ; Πij = e
3Ψ
2
Eij (2.7)
and the Hamiltonian density is given by
H = ΠijΥ˙ij +ΠΨΨ˙ + ΠΘΘ˙− L = NHN +N iHi , (2.8)
where
HN =e−3Ψ
(
2ΠijΠij − Π
2
Ψ
12
+
Π2Θ
2
)
+ e3ΨV (Θ)
+ eΨ
(
2ΥijDiDjΨ+Υ
ijDiΨDjΨ− 1
2
R(3) +
1
2
ΥijDiΘDjΘ
) (2.9)
and
Hi = ΠΘDiΘ+ ΠΨDiΨ− 1
3
DiΠΨ − 2ΥijDkΠkj . (2.10)
As usual the Lapse function N and the shift vector N i act as a Lagrange multipliers since
ΠN = ΠN i = 0. The variation with respect to them yields the so-called Hamiltonian and
Momentum constraint, i.e. HN = Hi = 0. In a general gauge, all these four constraints are
first class (for a review on the Hamiltonian formalism see [30]). This means that our system,
which initially contained 11 degrees of freedom (10 for the metric and 1 from the scalar field),
contains only 3 dynamical degrees of freedom, 1 scalar and 2 tensor modes. Thus, to study
cosmological perturbations up to 2nd order we will have to solve the constraints and reduce
the number of degrees of freedom of our Hamiltonian.
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A. Poisson algebra and coordinate transformations
It is important to note that, in the Hamiltonian formalism, the phase space generates a
symplectic manifold,4 In this symplectic geometry, one can show that the Lie derivative of
a quantity along a Hamiltonian vector field is equal to the Poisson bracket of that quantity
with the generator of the Hamiltonian vector field [31]. For our interest, the Lie derivative
along the Hamiltonian flow, i.e. along trajectories in the phase space, is equal to the Poisson
bracket with the Hamiltonian. In particular, the Lie derivative of a quantity, say f , along a
direction ǫµ is given by
–Lǫf = {f, ǫµHµ} , (2.11)
where Hµ = {HN ,Hi} and the Poisson bracket between two functions f and g is given by
{f, g} = δf
δQA
δg
δΠA
− δf
δΠA
δg
δQA
. (2.12)
Basically, we are following the change of a given variable in the phase space with a change
of coordinates along ǫµ. Thus, the Hamiltonian not only describes the time evolution of the
system but it is also the generator of coordinate transformations.5 For a general variable
QA we can write its change under an infinitesimal coordinate transformation as
Q′A = QA + –LǫQA = QA + {QA, ǫµHµ} . (2.13)
Now, we can check that the Hamiltonian and Momentum constraints generate a closed
Poisson algebra. Concretely, for the smeared form of the constraints, i.e. H [N ] ≡ ∫ d3xNH
and Hi[N
i] ≡ ∫ d3xN iHi, we have
{H [N ], H [M ]} =
∫
d3x e−2Ψ
(
NDiM −MDiN)Hi ,{
Hi[N
i], H [M ]
}
=
∫
d3xNkDkM H ,{
Hi[N
i], Hi[M
i]
}
=
∫
d3x
(
NkDkM
l −MkDkN l
) Hl .
(2.14)
This will be our starting point to compute the gauge invariant variables at 2nd order and
the corresponding reduced Hamiltonian.
4 Using the phase space we can build a non-degenerate closed 2-form by taking the exterior derivative
between dQA and dP
A. This 2-form is the base for the symplectic structure, see Chap. 8 of Ref. [31] for
more details.
5 In other words, a first class constraint is the generator of a symmetry of the Lagrangian and the vari-
ables transform according to the poisson bracket with the constraint. In our present study, the first
class constraints are the Hamiltonian and Momentum constraints and the symmetry is diffeomorphism
invariance.
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III. PERTURBED HAMILTONIAN
Let us now study cosmological perturbations during inflation within the Hamiltonian
formalism up to 2nd order. For simplicity, we focus on a spatially flat FLRW background in
Cartesian coordinates. The latter choice of coordinates simplifies later calculations since in
that case detΥ = 1 and indexes are raised and lowered by δij. In addition, we will neglect
vector modes since in single field inflation they rapidly decay [14, 15]. We expand into a
time dependent background and perturbations as follows. The conformal degree of freedom,
the inflaton and the lapse and shift are split as
Ψ = α(t) + ψ(t,x) , Θ = φ(t) + ϕ(t,x) ,
ΠΨ = πα(t) + πψ(t,x) , ΠΘ = πφ(t) + πϕ(t,x) ,
N = 1 + A and Ni = a
−2∂iB ,
(3.1)
where α ≡ ln a, πα = −6a3H , πφ = a3φ˙, a is the scale factor of the FLRW expanding
universe with Hubble rate H ≡ a˙/a and φ is the background value of the inflaton. We keep
the notation πα and πφ for computational convenience, as we will see later. At the end of
the paper we will present the formulas in the usual convention. The perturbations of the
spatial metric are given by
Yij ≡ [lnΥ]ij = γij + 2DijE (3.2)
where Dij ≡ ∂i∂j − 13δij∆, ∆ ≡ ∂i∂i and one should understand E and γij respectively as
the non-transverse and transverse modes, namely
E =
3
4
∆−2∂k∂lYkl and γij = T̂ T ij
abYab , (3.3)
where ∆−1 is the inverse Laplacian operator which we assume to be well defined and that
the fields vanish at infinity. T̂ T ij
ab is the transverse-traceless projector given in Eq. (C8) in
App.C. Last, the canonical momenta is expanded as
Πij = P l(iδlkΥ
j)k +O(4) with Pij = πij +
3
4
Dij∆
−2πE , (3.4)
where πE = 2∂a∂bP
ab and πij = T̂ T
ij
abP
ab. Note that the expansion of Πij is only valid up
to 4th order. We are now ready to expand the Hamiltonian, study the gauge transformations
and find the gauge invariant variables. Before going into details let us show the meaning of
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each momenta in the usual variables up to 1st order. We have
πψ =− 6a3
(
ψ˙ +H (3ψ − A)− 1
3
∆B
)
,
πϕ =a
3
(
ϕ˙+ φ˙ (3ψ − A)
)
,
πE =
2
3
∆∆
(
E˙ −B
)
and πij =
1
4
a3γ˙ij .
(3.5)
In particular note that ∆−2πE is proportional to the shear, i.e. σg ≡ E˙ −B, and that πψ is
proportional to the expansion parameter.
Before going into details, let us note that the reduction of the Hamiltonian will essentially
be equivalent to a suitable time dependent canonical transformation. Due to the time
dependence, the Hamiltonian will receive correction terms in addition to the mere change
of variables. This is clearer in the Lagrangian formalism where a coordinate transformation
does not modify the Lagrangian except for a total time derivative. Formally we can write
the change of the Lagrangian from a set of canonical variables {qa, pa} to qa → qa+ δqa and
pa → pa + δpa as6
δL = δ (paq˙a)− δH = (total derivative) , (3.6)
where in our case qa = {ψ, ϕ, E, γij} and pa = {πψ, πϕ, πE , πij}. The Hamiltonian changes
as H → H + δH. In this way it is clear that if the canonical transformation has a time
dependence then δH 6= 0 in general. We will find the change in the Hamiltonian by using
δH = δpaq˙a − p˙aδqa + δpaδq˙a , (3.7)
where the squared term will be important only on 1st order variable redefinitions. In the
end, δH must be a function of qa and pa only up to total derivatives. A word on notation.
Since we take the spatial metric to be flat, i.e. δij , we will write only lower indexes for
simplicity and we sum over repeated indexes.
Let us expand the Lagrangian up to 3rd order in our variables, which yields
L = πij γ˙ij + πEE˙ + πψψ˙ + πϕϕ˙−H2 −H3
−A (HN,1 +HN,2)− ∂iB (Hi,1 +Hi,2) +O(4)
(3.8)
where we expanded HN =
∑3
i=1HN,i + O(4) and Hi = Hi,1 +Hi,2 + O(3). Note that H2
and H3 differ from HN,2 and HN,3 only on total spatial derivatives. See App.D for detailed
6 Note that here δ refers to change in the canonical variables, not an infinitesimal displacement.
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expressions. Furthermore, we have used that Hi,0 = 0 and that the background equations
of motion hold,7 that is
HN,0 = − π
2
α
12a3
+
π2φ
2a3
+ a3V = 0 ,
π˙α = −6a3V and π˙φ = −a3Vφ .
(3.9)
The first and third equations respectively are the first Friedmann equation and the field
equations of motion. In the usual notation, they are given by
3H2 =
1
2
φ˙2 + V and φ¨+ 3Hφ˙+ Vφ = 0 . (3.10)
We decided to keep πα and πφ since it simplifies the form of the equations, specially when
computing δH from Eq. (3.7). It is important to note that we have perturbatively ex-
panded in terms of the variables. This does not straightforwardly corresponds to the final
perturbation expansion. For example, if we do a 2nd order canonical transformation, e.g.
qa → qa + δ2qa, what we called H2 will contain a 3rd order contribution, say δ3H2, which
should be added to H3.
We will proceed using the Faddeev-Jackiw approach [32]. In simple words, we will pertur-
batively solve the Hamiltonian and Momentum constraints and then we will plug them back
into the Lagrangian to find the reduced Hamiltonian. In practice, we need to know the right
canonical variables that successfully reduce the system. These variables are gauge invariant,
i.e. invariant under coordiante transformation. Thus, before applying the Faddeev-Jackiw
method we will first study the gauge transformation of the variables and build the gauge in-
variant variables up to 2nd order. As it is well known, a particular choice of gauge invariant
variables corresponds to a certain slicing. At that point, we can solve the constraints and
find the reduced Hamiltonian. We will see this discussion in detail in the following sections.
As we have emphasized in previous sections, the change of variables under coordinate
transformation is given by the constraints. In particular, the generalization to non-linear
coordinate transformation is given by [16]
qa → qa + e–Lǫqa = qa + {qa, ǫµHµ,1+2}+ 1
2
{{qa, ǫµHµ,2}, ǫνHν,1}+O(3) , (3.11)
where ǫµ = {A, ∂iB}, Hµ = {HN ,Hi} and A and B respectively are the time and spatial
reparametrization parameters. This is the gauge transformation of our variables up to 2nd
7 The Lagrangian starts at 2nd order since the 1st order is proportional to the zeroth order equations of
motion
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order. It is important to note that due to the Poisson algebra the constraints are gauge
invariant once the lower order constraints are imposed since we have
{H1+2[N ], H1+2[M ]} =
∫
d3x a−2 (N∂kM −M∂kN)Hk,1 +O(3) ,{
Hi,1+2[∂
iB], H1+2[M ]
}
=
∫
d3x ∂kB∂kM (HN0 +HN1) +O(3) ,{
Hi,1+2[∂
iB], Hi,1+2[∂
iC]
}
=
∫
d3x (∂kB∂k∂lC − ∂kC∂k∂lB) Hl,1 +O(3) .
(3.12)
That is to say that once HN1 and Hi,1 are solved, HN2 and Hi,2 are gauge invariant up
to 3rd order. Thus, the constraints already provide a way to partially find gauge invariant
canonical variables. We will now review the reduction to the 2nd order Hamiltonian and
then we will proceed to the 3rd order and find the 2nd order gauge invariant variables.
IV. 2ND ORDER HAMILTONIAN
Before dealing with the 3rd order Hamiltonian is illustrative to review the 2nd order
Hamiltonian and the 1st order gauge invariant variables [27]. If we expand the Hamiltonian
up to 2nd order in the variables (see App.D for details) we have that, after integration by
parts,
H2 = a−3
(
2πijπij +
3
4
(
∆−1πE
)2 − π2ψ
12
+
π2ϕ
2
)
− a
2
ϕ∆ϕ− 3ψ
(
Hπψ + φ˙ πϕ
)
+ a3
(
3ψVφϕ+
1
2
Vφφϕ
2
)
+ a
(
ψ − 1
3
∆E
)
∆
(
ψ − 1
3
∆E
)
− a
8
γij∆γij .
(4.1)
On the other hand, the Hamiltonian and Momentum constraints are respectively given by
HN,1 =− πα
6a3
πψ +
πφ
a3
πϕ + 6a
3ψV + a3ϕVϕ + 2a∆ψ − 2
3
∆∆E (4.2)
and
∂iHi,1 = πφ∆ϕ + πα∆ψ − 1
3
∆πψ − πE . (4.3)
Note that since we are interested in going to 3rd order in the Hamiltonian we will not set
the constraints to be zero yet. Let us show that indeed the constraints yield the usual gauge
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transformation rules. The canonical variables transform as
ψ → ψ + {ψ, ǫbHb,1} = ψ − πα
6a3
A+
1
3
∆B ,
ϕ→ ϕ + {ϕ, ǫbHb,1} = ϕ+ πφ
a3
A ,
E → E + 3
4
∆−2∂k∂l
{
Ykl, ǫ
bHb,1
}
= E +B ,
γij → γij + T̂ T ij kl
{
Ykl, ǫ
bHb,1
}
= γij .
(4.4)
On the other hand, for the canonical momenta we find
πψ → πψ +
{
πψ, ǫ
bHb,1
}
= πψ − 6a3V A− 2a∆A + πα∆B ,
πϕ → πϕ +
{
πϕ, ǫ
bHb,1
}
= πϕ − a3VφA + πφ∆B ,
πE → πE + 2∂k∂l
{
P kl, ǫbHb,1
}
= πE +
2a
3
∆∆A ,
πij → πij + T̂ T ij kl
{
Pkl, ǫ
bHb,1
}
= πij .
(4.5)
Detailed formulas on the Poisson brackets can be found in Appendix B. We will proceed to
construct the gauge invariant variables and then reduce the Hamiltonian. As we previously
mentioned, a certain choice of variables corresponds to a particular choice of slicing. In
other words, we must choose which variables play the role of the time and spatial slicing
parameters A and B. For example, we can build several variables which serve as a time
slicing, i.e. they only change under a time re-parametrization. The simplest ones are ϕ, πE
and
R ≡ ψ − 1
3
∆E . (4.6)
They respectively correspond to the uniform-φ, shear-free (Newtonian) and flat slicings.
The uniform-φ slicing corresponds to a choice of time coordinate where the scalar field is
spatially homogeneous. In a sense, we are setting the perturbations of the inflaton to zero,
ϕ = 0, and then all the fluctuations are encoded in the metric. This is useful on super-
horizon scales as the curvature perturbation remains constant. The Newtonian slicing is
useful at small scales since it reduces to Newtonian gravity in the small scale limit. In
this choice of time coordinate, the inflaton fluctuates but there are no fluctuations in the
shear, i.e. σg = E˙ − B = 0. Thus, these two slicing choices are useful in opposite regimes
(super and sub-horizon) and understanding the connection between them is important when
super-horizon physics re-enter the horizon.
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In what follows, we will choose ϕ and E to represent the temporal and spatial degrees of
freedom respectively, i.e. it will be equivalent to work in the uniform-φ slicing.8 Later we
will come back to the Newtonian slicing.
A. 1st order gauge invariance and reduced 2nd order Hamiltonian
Let us find a set of gauge invariant variables that reduce the Hamiltonian up to 2nd
order in perturbation. First of all, since the constraints are already gauge invariant, we
can use them as canonical variables. Furthermore, any gauge invariant variable commutes
with the constraints by definition. Thus, we first choose the gauge invariant variable of our
interest and then we reduce the system according to our choice. For simplicity, we chose the
gauge invariant variable which coincides with ψ in the uniform-φ slicing, a.k.a. the comoving
curvature perturbation, namely
ω = ψ +
πα
6πφ
ϕ− 1
3
∆E . (4.7)
We will understand this choice as a canonical transformation for the variable ψ. Its corre-
sponding canonical momenta is given by
πω = πψ − πα∆E + 6a
6V
πφ
ϕ+
2a4
πφ
∆ϕ− 3παω − 12a
4
πα
∆ω , (4.8)
where the last two terms in the momenta have been introduced to simplify the form of the
Hamiltonian.9 One can easily see that ω and πω coincide with ψ and πψ on the uniform-φ
slicing, i.e. ϕ = 0. We proceed by defining the constraints as a new canonical momenta for
E and ϕ. Explicitly we have
πE ≡ −∂iHi = πE + 1
3
∆πψ − πφ∆ϕ− πα∆ψ (4.9)
and
πδφ ≡ a
3
πφ
HN1 = πϕ − πα
6πφ
πψ − 6a
6
πα
(
V − πα
6πφ
Vφ
)
ϕ
+
6a6V
πφ
(
ψ +
πφ
πα
ϕ
)
+
2a4
πφ
∆
(
ψ − 1
3
∆E
)
.
(4.10)
8 In the literature, the uniform-φ slicing is sometimes improperly referred to as comoving slicing/gauge,
which corresponds to coordinate choice comoving with the total matter. To avoid confusions, we stick to
the exact terminology of uniform-φ slicing.
9 Note that we do not need the terms proportional to ω for the transformation to be canonical nor for
the gauge invariance of piω . We introduced them for later simplification of the Hamiltonian. Also note
that a change piω → piω + f(ω, t), where f is an arbitrary function of ω and t, is equivalent to temporal
integration by parts in the action. As it can be seen from the fact that piωω˙ → piωω˙ + f(ω)ω˙. The last
term can be integrated by parts and could contribute to the Hamiltonian.
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We need not change the variables E and ϕ and, thus, we keep the same notation. Tensor
modes are already gauge invariant at 1st order. Inverting the canonical transformation we
have
πE = πE − 1
3
∆πω − 4a
4
πα
∆∆ω +
2a4
3πφ
∆∆ϕ
πϕ = πδφ +
πα
6πφ
πω + 3πφω + πφ∆E − a
6Vφ
πφ
ϕ
πψ = πω + 3παω +
12a4
πα
∆ω − 6a
6V
πφ
ϕ− 2a
4
πφ
∆ϕ+ πα∆E .
(4.11)
Now that we have our new set of canonical variables, which are gauge invariant at 1st
order, we can compute the corresponding Hamiltonian. First of all, after integration by
parts Eq. (3.7), that is the change in the Hamiltonian, leads us to
δH = − d
dt
(
6a6V
πφ
)
ωϕ− d
dt
(
2a4
πφ
)
ω∆ϕ− d
dt
(
2a6V
πφ
)
ϕ∆E +
d
dt
(πα
6
)
∆E∆E
+
d
dt
(πα)ω∆E +
d
dt
(
3πα
2
)
ω2 +
d
dt
(
6a4
πα
)
ω∆ω − d
dt
(
a6
2πφ
(
Vφ − πα
πφ
V
))
ϕ2
+
d
dt
(
a4πα
6π2φ
)
ϕ∆ϕ+
d
dt
(
πα
6πφ
)
ϕ
(
πω + πα∆E − 6a
6V
πφ
ϕ− 2a
4
πφ
∆ϕ+ 3παω +
12a4
πα
∆ω
)
.
(4.12)
Adding the latter contribution to the original Hamiltonian Eq. (4.1), we have that the
reduced Hamiltonian at 2nd order is given by
Hred2 = H2 + δH = 2a−3πijπij −
a
8
γij∆γij +
π2ω
4a3ǫ
− aǫω∆ω + 3
4a3
(
∆−1πE
)2
+
π2δφ
2a3
− πE
(
∆−1πω
2a3
+
6a
πα
ω − a
πφ
ϕ
)
+ πδφ
(
πα
6a3πφ
πω +
πα
2a3
ϕ− a
3Vφ
πφ
ϕ
)
,
(4.13)
where the super-index red refers to reduced Hamiltonian and we used that
ǫ ≡ 18π
2
φ
π2α
=
1
2
φ˙2
H2
. (4.14)
Note that if we were to solve the constraints at the moment, they would yield πE = πδφ = 0
and Hred2 would simply be the Hamiltonian for the conserved comoving curvature perturba-
tion, a.k.a. Mukhanov-Sasaki variable [14, 15]. Nevertheless, since we are interested in the
3rd order Hamiltonian we need to bear in mind that πE and πδφ contain 2nd order terms in
perturbation expansion. Let us apply a similar logic to the 3rd order Hamiltonian.
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V. 3RD ORDER HAMILTONIAN
After the previous canonical transformation Eqs. (4.7) and (4.11), the Lagrangian of our
system is given by
L = πij γ˙ij + πωω˙ + πEE˙ + πδφϕ˙−Hred2 −H3
−A
(πφ
a3
πδφ +HN,2
)
− B (πE − ∂iHi,2) +O(4) .
(5.1)
The 3rd order Hamiltonian, after integration by parts, is given by
H3 = −6ψa−3πijπij + 9a−3πij∂iψ∂j∆−2πE − 27
8a3
∂i∆
−2πE∂j∆
−2πE (∆δij − ∂i∂j)ψ
− 3a−3ψ
((
∆−1πE
)− π2ψ
12
+
π2ϕ
2
)
+
9ψ2
2a3
(
πφπϕ − πα
6
πψ
)
+ 9a3V ψ3 +
9a3
2
Vφϕψ
2
+
3a3
2
Vφφψϕ
2 +
a3
6
Vφφφϕ
3 +
a
2
R2∆R+ a
8
ψ∂kγij∂kγij − 1
4
DklE∂kγij∂lγij + aγij∂iR∂jR
− a
2
γij∂iϕ∂jϕ+
a
2
R∂kγij∂i∂j∂kE − a
4
∆γij∂i∂kE∂j∂kE + 2aDijE∂iR∂jR− aDijE∂iϕ∂jϕ
+
a
2
ψ∂iϕ∂iϕ+
a
2
(∆δij − ∂i∂j)R∂i∂kE∂j∂kE − a
8
γkl∂kγij∂lγij ,
(5.2)
where for simplicity we did not yet apply the transformation Eqs. (4.7) and (4.11) and
for convenience we used the shortcut notation for R in Eq. (4.6). The Hamiltonian and
Momentum constraints at 2nd order are respectively given by
HN,2 = a−3
(
2πijπij +
3
4
(
∆−1πE
)2 − 1
12
π2ψ +
1
2
π2ϕ
)
− 3ψπφ
a3
(
πϕ − πα
6πφ
πψ
)
+ a3
(
3ψVφϕ+
1
2
Vφφϕ
2
)
+ aR∆R + a∂i (R∂iR) + 1
2
∂iϕ∂iϕ+
a
8
∂kγij∂kγij
+ 3a−3πij∂i∂j∆
−2πE +
9
8a3
(∆δij − ∂i∂j) ∂i∆−2πE∂j∆−2πE − 2a∂j (∆E∂jR)
− 4a (∆δij − ∂i∂j) ∂iR∂jE + a
2
(∆δij − ∂i∂j) ∂iE∂jE − 2aγij∂i∂jR+ a
2
∂i∂j (∂kγij∂kE)
(5.3)
and
Hi,2 = πϕ∂iϕ+ πψ∂iψ + πkl∂iγkl + 3
4
∂k∂l∆−2πE∂iγkl + 2π
kl∂i∂k∂lE +
3
2
Dkl∆−2πE∂iDklE .
(5.4)
With these constraints, we can study the gauge transformations at 2nd order and build the
2nd order gauge invariant variables. See App.D for a detailed derivation of the expansion
of the Hamiltonian.
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A. 2nd order gauge invariance
The calculations in this subsection are rather involved and, thus, we will provide a handful
of them in this section. The detailed formulas can be found in Apps. B and E. Let us focus
on the transformation of the two canonical variables ω and γij. First we will present the
results obtained directly from the 2nd order transformation and later we will plug in the
solution of the 1st order constraints and remove any redundant gauge invariance. In other
words, we want our variables to coincide with ψ and γij in the uniform-φ slicing where ϕ = 0.
For the canonical scalar variable we have that up to 2nd order transforms according to
ω → ω + {ω, ǫµHµ,1+2}+ 1
2
{{ω, ǫµHµ,2}, ǫνHν,1} , (5.5)
which explicitly yields
ω → ω − πψ
6a3
A +
πα
6πφ
πϕ
a3
A− ∆
−1
a3
∂i∂j
(
AP ij
)
+ ∂iB∂iψ +
πα
6πφ
∂iB∂iϕ− 1
4
∆−1∂i∂j (∂kB∂kYij)
+
1
2
A2
(
V − πα
6πφ
Vφ
)
+
1
4a2
(
δij − ∂i∂j∆−1
)
(A∂i∂jA) +
1
4
(
δij − ∂i∂j∆−1
)
(∂kB∂i∂j∂kB) .
(5.6)
After some algebraic manipulations, we find that the scalar gauge invariant variable at 2nd
order is given by
ωGI ≡ ω − a
6
2π2φ
(
V − πα
6πφ
Vφ
)
ϕ2 +
1
6πφ
π1ϕ− ∂iω∂iE + ∆
−1
4
(∂kγij∂i∂j∂kE) +
∆−1
πφ
(πij∂i∂jϕ)
+
9
16a4
(
δij − ∂i∂j∆−1
) (
∂i∆
−2πE∂j∆
−2πE
)
+
1
4
(
δij − ∂i∂j∆−1
)
(∂i∂kE∂j∂kE) ,
(5.7)
where we defined for simplicity
π1 ≡ πψ − πα
πφ
πϕ + 3∆
−1πE +
(
V − πα
6πφ
Vφ
)
6a6
πφ
ϕ = 3∆−1πE − πα
πφ
πδφ − π
2
α
6π2φ
πω , (5.8)
that is a 1st order gauge invariant variable and the equality holds once the constraints at
1st order are solved. On the other hand, the transformation of the tensor modes is given by
γij → γij + {γij , ǫµHµ,1+2}+ 1
2
{{γij, ǫµHµ,2}, ǫνHν,1} , (5.9)
which leads us to
γij → γij + T̂ T ij ab
{
4a−3PabA+ ∂kB∂kYab + a
−2A∂a∂bA+ ∂kB∂a∂b∂kB
}
. (5.10)
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We find that the gauge invariant tensor modes at 2nd order are given by
γGIij ≡ γij + T̂ T ij ab
{
9
4a4
∂(a∆
−2πE∂b)∆
−2πE − 4
πφ
ϕπab + ∂k∂(aE∂b)∂kE − ∂kγab∂kE
}
.
(5.11)
Similarly, one can compute the transformation of the canonical momenta and find that the
gauge invariant canonical momenta for the scalar and tensor modes are respectively given
by
πGIω ≡ πω +
27
4πα
(∂i∂j −∆δij) ∂i∆−2πE∂j∆−2πE − 12a
4
παπφ
πij∂i∂jϕ− 3a
4
πα
∂kγij∂i∂j∂kE + ... ,
(5.12)
where the full expression can be found in App. E, and
πGIij ≡ πij + T̂ T ij ab
{
2a4
πφ
∂(aω∂b)ϕ− a
4πα
6π2φ
∂aϕ∂bϕ− 3
4
∂k
(
∂a∂b∆
−2πE∂kE
)
− ∂k (πab∂kE)− a
4
4πφ
∂k (ϕ∂kγab)
}
.
(5.13)
So far we have derived some 2nd order gauge invariant variables directly from the co-
ordinate transformations. However, it should be noted that the derived 2nd order gauge
invariant variables, Eqs. (5.7), (5.11), (5.12) and (5.13) contain a spurious gauge invariance
once the 1st order constraints are imposed in the uniform-φ slicing. For example, take a look
at Eq. (5.7). The term with two first derivatives of ∆−2πE will yield terms proportional to
O(π2ω) and O(ω
2) once Eq. (4.11) is used. Not to alter the definition of the non-linearly con-
served curvature perturbation, we must remove such redundant terms. Thus, after imposing
Eq. (4.11) and removing the redundant gauge invariant terms we find that the canonical
variables are given by
ζ ≡ ω + η
8ǫ
ϕ2 − 1
2ǫπφ
πωϕ− ∂iω∂iE + ∆
−1
4
(∂kγij∂i∂j∂kE) +
∆−1
πφ
(πij∂i∂jϕ)
+
1
4
(
δij − ∂i∂j∆−1
)(
∂i∂kE∂j∂kE +
a4
π2φ
∂iϕ∂jϕ− 12a
4
πφπα
∂iϕ∂jω − 1
πφ
∂iϕ∂j∆
−1πω
)
(5.14)
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and
γCij ≡ γij + T̂ T ij ab
{
− 4
πφ
ϕπab + ∂k∂(aE∂b)∂kE − ∂kγab∂kE + a
4
π2φ
∂aϕ∂bϕ
− 12a
4
πφπα
∂aϕ∂bω − 1
πφ
∂aϕ∂b∆
−1πω
}
,
(5.15)
where the subindex C refers to the fact that the variable corresponds to the one in the
uniform-φ slicing and in Eq. (5.14) we used that
η ≡ ǫ˙
Hǫ
= −72 a
6
π2α
(
V − πα
6πφ
Vφ
)
. (5.16)
In passing, note that the term proportional to ϕ2 in Eq. (5.14) exactly matches that from
the δN formalism on superhorizon scales [33]. To compare with the literature, we can
set E = 0 and treat Eqs. (5.14) and (5.15) as the relation between the uniform-φ and
flat slicings. For example, one can easily check that this formula coincides with Ref. [34].
Although there is a difference in the last term of the first line of Eq. (5.14) (the last term
in Eq. (A.8) in Ref. [34]), namely the non-local operator is missing. Our expression also
matches that of Malik & Wands [21] after a proper redefinition of the variable, concretely
ζ = ζMK1 +
1
2
ζMK2 −
(
ζMK1
)2
bearing in mind that we work in proper cosmic time and that
our definition of tensor modes carries an extra factor 2.
The definitions of the corresponding canonical momenta for ζ is given by
πζ ≡ πω + 3a
4
παπφ
(∆δij − ∂i∂j)
[
∂iϕ∂j∆
−1πω +
12a4
πα
∂iϕ∂jω − a
4
πφ
∂iϕ∂jϕ
]
− 12a
4
παπφ
πij∂i∂jϕ+
9
2
παζ
2 + ... ,
(5.17)
where the full expression is presented in App. E. Note that we added an extra ζ2 term with
the same purpose as in Eq.(4.8) to simplify the form of the Hamiltonian. The canonical
momenta for the tensor modes reads
πCij ≡ πij + T̂ T ij ab
{
2a4
πφ
∂(aω∂b)ϕ− a
4πα
6π2φ
∂aϕ∂bϕ+
1
4
∂k
(
∂a∂b∆
−1πω∂kE
)
+
3a4
πα
∂k (∂a∂bω∂kE)
− a
4
2πφ
∂k (∂a∂bϕ∂kE)− ∂k (πab∂kE)− a
4
4πφ
∂k (ϕ∂kγab)
}
.
(5.18)
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This set of canonical variables, Eqs. (5.14)-(5.18), are the ones we use for the reduction
of the Hamiltonian and that coincide with the variables in the uniform-φ slicing. Before
ending this section, it is important to note that since E and ϕ only appear as 3rd order
combinations or are always multiplied by πE and πδφ, we do not need to redefine them even
at 3rd order. Just as we did at 1st order in perturbation, we will redefine one canonical
scalar variable, in our case ω, and the corresponding momenta πω.
B. 3rd order reduced Hamiltonian
We are left to perform the canonical transformations Eqs. (5.14)-(5.18) and reduce the
Hamiltonian. Note that we did not use the constraints to define new momenta. Actually, if
we were interested in the 4th order Hamiltonian we would redefine a new momenta for E and
ϕ. However, since we only study the system up to 3rd order we will solve the Hamiltonian
and Momentum constraints respectively leading us to
πδφ = −a
3
πφ
HN,2 and πE = ∂iHi,2 . (5.19)
In doing so, we are solving the constraints perturbatively, e.g. we replace the 1st order
solutions Eq. (4.11) in HN,2 and Hi,2. One can check that the error made is higher order.
First, we compute the change in the Hamiltonian from the time dependent canonical
transformation. Since the algebra is heavy, specially for the scalar modes, let us show here
the result for terms containing two tensor modes. The complete results can be found in
App.F. The change in the Hamiltonian is given by
δH = − d
dt
(
2
πφ
)
πCijπ
C
ijϕ−
d
dt
(
a4
8πφ
)
ϕ∂kγ
C
ij∂kγ
C
ij + ... (5.20)
On the other hand, from the reduced 2nd order Hamiltonian (4.13) we have a 3rd order
contribution after the transformation as well. In the present case, it reads
δ3Hred2 =− 4a−3πCijδπij +
a
4
δγij∆γ
C
ij −
πζ
2a3ǫ
δπω + 2aǫζ∆δω − ∂iHi,2
(
∆−1πζ
2a3
+
6a
πα
ζ − a
πφ
ϕ
)
− a
3
πφ
HN,2
(
πα
6a3πφ
πζ +
πα
2a3
ϕ− a
3Vφ
πφ
ϕ
)
,
(5.21)
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where δqa = q
GI
a − qa and we have used Eq. (5.19). Again, extracting only the terms
containing two tensor modes we find
δ3Hred2 = −
πα
3a3π2φ
πζπ
C
ijπ
C
ij +
2
a3πφ
(
a6Vφ
πφ
− πα
2
)
πCijπ
C
ijϕ+ 2a
−3πCijπ
C
ij∆E
+
a
8πφ
(
a6Vφ
πφ
− πα
2
)
ϕ∂kγ
C
ij∂kγ
C
ij −
aπα
64π2φ
πζ∂kγ
C
ij∂kγ
C
ij −
a
4
∆γCij∂kγ
C
ij∂kE
+
6a
πα
πCij∂kγ
C
ij∂kζ +
1
2a3
πCij∂kγ
C
ij∂k∆
−1πζ + ...
(5.22)
For the 3rd order Hamiltonian piece we find that the terms containing two tensor modes are
given by
H3 =− 6a−3ψπCijπCij +
a
8
ψ∂kγ
C
ij∂kγ
C
ij −
a
4
∂k∂lE∂kγ
C
ij∂lγ
C
ij +
a
12
∆E∂kγ
C
ij∂kγ
C
ij + ... (5.23)
Adding all the 3rd order terms that contain two tensor modes, Eqs. (5.20), (5.22) and (5.23),
we find that the reduced 3rd order Hamiltonian is given by
Hred3 =H3 + δ3Hred2 + δH = −6a−3ζπCijπCij −
πα
3a3π2φ
πζπ
C
ijπ
C
ij −
aπα
64π2φ
πζ∂kγ
C
ij∂kγ
C
ij
+
a
8
ζ∂kγ
C
ij∂kγ
C
ij + π
C
ij∂kγ
C
ij∂kχ+ ...
(5.24)
where for simplicity we have introduced
χ ≡ 3
2a3
(
1
3
∆−1πζ +
4a4
πα
ζ
)
. (5.25)
Note how the terms containing E and ϕ exactly cancel. Also note that χ is proportional to
the shift vector in the uniform-φ slicing, see Ref. [34]. Regarding the reduction containing
all terms, one can check that after a series of manipulations the terms proportional to E, ϕ
completely vanish and the reduced complete 3rd order action is given by
L = πCij γ˙Cij + πζ ζ˙ −Hred2 −Hred3 +O(4) , (5.26)
where
Hred2 = 2a−3πCijπCij −
a
8
γCij∆γ
C
ij +
π2ζ
4a3ǫ
− aǫζ∆ζ , (5.27)
and the reduced 3rd order Hamiltonian reads
Hred3 =
1
8a6Hǫ2
π3ζ −
3
4a3ǫ
π2ζ ζ +
a
2
ζ2∆ζ − 1
2ǫHa3
πζ∂iζ∂iζ +
1
2ǫHa3
πζ∆ζ
2 + 2a3∆χ∂iζ∂iχ
− 3a
3
2
(∆δij − ∂i∂j) ζ∂iχ∂jχ− 1
12a3
(∆δij − ∂i∂j) πζ∂iχ∂jχ+ 1
ǫa3H
πCij∂iχ∂jπζ
+
1
ǫHa2
γCij∂iζ∂jπζ + aγ
C
ij∂iζ∂jζ −
a3
4
∆γCij∂iχ∂jχ− 6πCij∂iζ∂jχ− 6a−3ζπCijπCij
+
1
ǫHa6
πζπ
C
ijπ
C
ij +
1
16ǫHa2
πζ∂kγ
C
ij∂kγ
C
ij +
a
8
ζ∂kγ
C
ij∂kγ
C
ij + π
C
ij∂kγ
C
ij∂kχ−
a
8
γCkl∂kγ
C
ij∂lγ
C
ij .
(5.28)
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This Hamiltonian coincides with the plain expansion of the 3rd order action in the
uniform-φ slicing as expected. It can easily be seen if one uses the 1st order identifica-
tion
πζ = 2a
3ǫζ˙ and πCij =
1
4
a3γ˙Cij (5.29)
and the fact that H3 = −L3. For example see Eqs. (3.7) and (3.14) of Ref. [34]. Thus, we
have performed a successful reduction of the system within the Hamiltonian formalism that
coincides with that in the uniform-φ slicing. Before ending this section, let us note that
we could proceed as in Ref. [34] and show that the 3rd order action is of O(ǫ2). To show
this, we could either work at the action level and integrate by parts or simply do a series of
canonical transformations.
VI. NEWTONIAN SLICING
On super-horizon scales, the most used slicing is the uniform-φ slicing. The reason
being that, the comoving curvature perturbation is conserved on super-horizon scales. On
sub-horizon scales, one usually focuses on the flat or Newtonian slicing to gain intuition.
For example, GWs sourced by 2nd order scalar perturbations are usually computed in the
Newtonian slicing. For completeness, we show in this section how to move from the uniform-
φ to the Newtonian slicing within the Hamiltonian formalism and in passing we show how
the scalar and tensor mix in such a gauge transformation. The Newtonian slicing is a shear
free slicing and, thus, we have to use πE as our time reparametrization variable. At the end
of this section we recover the well-known equations of motion for tensor modes with 2nd
order scalar source terms.
A. 2nd order Hamiltonian
Proceeding similarly as in Sec. IVA, we build a gauge invariant variable that coincides
with ψ on the shear-free slices. Such variable will correspond to the usual Newtonian po-
tential. For the moment, let us define it as
θ ≡ ψ − 1
3
∆E +
πα
4a4
∆−2πE , (6.1)
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where note that we used πE as our time slicing parameter. Using Eqs. (5.7) and (6.3) we
can relate θ and ω at linear order by
θ = ω − πα
6πφ
Ξ , (6.2)
where
Ξ ≡ ϕ− 3πφ
2a4
∆−2πE =
πφ
2a4
∆−1πω + 6
πφ
πα
ω . (6.3)
Note that in the last step we used the 1st order constraint equations Eq. (4.11). Thus, the
linear transformation between ω and θ and its conjugate momenta10 is respectively given by
θ = − πα
12a4
∆−1πω and πθ =
(
1 +
π2α
18π2φ
)
πω +
12a4
πα
∆ω . (6.4)
After inverting we are led to
ω =
(
1 +
π2α
18π2φ
)
θ +
πα
12a4
∆−1πθ and πω = −12a
4
πα
∆θ . (6.5)
With this canonical transformation the reduced Hamiltonian is given by
Hred,N2 = −
π2φ
8a7
πθ∆
−1πθ + a
η
ǫ
θ∆θ +
2a5
π2φ
∆θ∆θ (6.6)
which coincides with that of Ref. [35] except for a difference in the coefficient θ∆θ. However,
our Hamiltonian Eq. (6.6) yields the correct equations of motion which can be found in
Eq. (6.48) in Ref. [15]. Also note that Eq. (6.5) is the well known linear relation between the
comoving curvature perturbation and the Newtonian potential [15], once the Hamiltonian
equations of motion are used. For later convenience we have that Ξ in the Newtonian slicing
is given by11
Ξ =
πα
3πφ
θ +
πφ
2a4
∆−1πθ = −2
φ˙
(
θ˙ +Hθ
)
, (6.7)
where in the last equality we have used the Hamilton equations of motion.
B. 3rd order Hamiltonian for tensor modes
Not to overload the paper with formulas, we will only focus on the mixing terms with the
tensor modes. Similar procedure can be applied to the pure scalar sector. Let us start with
10 We chose the definition of piθ so that the resulting Hamiltonian is of the simplest form and coincides with
that of Ref. [35].
11 Note that Ξ in Eq. (6.3) is proportional to the scalar part of the shift vector in the uniform-φ slicing,
namely χ in Eq. (5.25).
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the definition of tensor modes in the Newtonian (shear free) slicing. They are given by
γNij ≡ γij + T̂ T ij ab
{
9
4a4
∂(a∆
−2πE∂b)∆
−2πE − 6
a4
∆−2πE πab + ∂k∂(aE∂b)∂kE − ∂kγab∂a∂b∂kE
}
,
(6.8)
where the super-index N refers to Newtonian. Similarly, the conjugate momenta is
πNij ≡ πij + T̂ T ij ab
{
3∂(aθ∂b)∆
−2πE − 3πα
8a4
∂a∆
−2πE∂b∆
−2πE − 3
4
∂k
(
∂a∂b∆
−2πE∂kE
)
− ∂k (πab∂kE)− 3
8
∂k
(
∆−2πE∂kγab
)}
.
(6.9)
On the other hand, we find that the gauge invariant Newtonian potential at 2nd order is
given by
Φ = θ+
∆−1
4
(∂kγij∂i∂j∂kE) +
3
2a4
∆−1
(
πij∂i∂j∆
−2πE
)
+
πα
4a4
∆−1
(
γij∂i∂j∆
−2πE
)
− 3πα
16a4
∆−2∂k
(
∂kγij∂i∂j∆
−2πE
)− πα
2a4
∆−2∂k (πij∂i∂j∂kE) +O(θ
2) ,
(6.10)
where we have not taken into account scalar squared contributions, i.e. O(θ2). For the
tensor modes, we can easily relate the definitions between the uniform-φ and Newtonian
slicing as
γCij = γ
N
ij + T̂ T ij
ab
{
− 4
πφ
ΞπNab −
a4
π2φ
∂aΞ∂bΞ
}
(6.11)
and
πCij = π
N
ij + T̂ T ij
ab
{
− a
4
4πφ
∂k
(
Ξ∂kγ
N
ab
)
+
2a4
πφ
∂(aΦ∂b)Ξ +
a4πα
6π2φ
∂aΞ∂bΞ
}
. (6.12)
We can do similar steps for the scalar modes. One possibility is to find the conjugate
momenta of θ in terms of the original variables at linear order, find the gauge invariant
momenta at 2nd order and then compute the difference with ζ and πζ . Instead, we will use
the fact that we know the relation between γij and πij , i.e. Eqs. (6.11) and (6.12), and we
will require that the transformation of the scalar variables is canonical.12 For our purposes,
12 In other words, we want δH to be just a function of the phase space variables.
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this approach sufficient. The corresponding relation for the scalar variables is respectively
given by
ζ =
(
1 +
π2α
18π2φ
)
Φ +
πα
12a4
∆−1πΦ +
∆−1
πφ
(
πNij ∂i∂jΞ
)
+∆−1
(
γNij ∂i∂jΦ
)
− ∆
−1
a4
(
πNij π
N
ij
)− ∆−1
16
(
∂kγ
N
ij ∂kγ
N
ij
)
+O(Φ2)
(6.13)
and
πζ = −12a
4
πα
∆Φ−2a
4
πφ
γNij ∂i∂jΞ−
12a4
πφπα
πNij ∂i∂jΞ−
12a4
πα
γNij ∂i∂jΦ
+
12
πα
πNij π
N
ij +
3a4
4πα
∂kγ
N
ij ∂kγ
N
ij +O(Φ
2) ,
(6.14)
where again for simplicity we have neglected scalar squared contributions, that is O(Φ2).
After plugging Eqs. (6.11)–(6.14) into the Lagrangian Eq. (5.26), see App.G for the change
in the Hamiltonian, we obtain that the reduced Hamiltonian in the Newtonian slicing for
the mixing terms up to 3rd order is given by
L = πNij γ˙Nij + πΦΦ˙−Hred,N2 −Hred,N3 +O(4) , (6.15)
where
Hred,N2 = 2a−3πNij πNij −
a
8
γNij∆γ
N
ij −
π2φ
8a7
πΦ∆
−1πΦ + a
η
ǫ
Φ∆Φ +
2a5
π2φ
∆Φ∆Φ (6.16)
and
Hred,N3 = −8a−3ΦπNij πNij − aγNij ∂iΦ∂jΦ−
a
2
γNij ∂iΞ∂jΞ−
a
8
(
Φ− πα
6πφ
Ξ
)
∂kγ
N
ij ∂kγ
N
ij +O(Φ
3) .
(6.17)
As a final check, it is easy to see that the equations of motion for the tensor modes with a
scalar source, i.e.
γ¨Nij+3Hγ˙
N
ij − a−2∆γNij = T̂ T ij ab
{
4a−2∂aΦ∂bΦ+
8
a2φ˙2
∂a
(
Φ˙ +HΦ
)
∂b
(
Φ˙ +HΦ
)}
,
(6.18)
coincides with Eq. (A.8) of Ref. [12] (see also Refs. [10, 11]). We have thus successfully
moved from the uniform-φ to the Newtonian slicing with the proper definition of tensor and
scalar modes. Note that one could also check that the same equations of motion are obtained
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by computing the e.o.m. in the uniform-φ slicing and plugging in the relation Eq. (6.11).
We would like to mention that the equations of motion and the 3rd action looks remarkably
simpler in the Newtonian slicing than the uniform-φ slicing.
It is worth estimating the size of the induced tensor modes from 2nd order scalar sources.
From Eq. (6.18) we roughly have that γindk ∼ Φ2. Recall that from quantum fluctuations
during inflation we have γinfk ∼ H/Mpl. Thus, at large scales the 1st order contribution
dominates as long as ǫ > PΦ, since Φ ∼ H/(
√
ǫMpl). It is when the scalar modes re-enter
the horizon during radiation domination that the induced tensor modes might overcome
those produced during inflation. Specially interesting is the case of Primordial Black Holes,
where the power spectrum at small scales might be as large as PΦ ∼ 10−3 .For example, for
MPBH ∼ 1022g we have k ∼ 1012Mpc−1 and a frequency of ν ∼ 10−3Hz [12]. In this way, the
GWs energy density today can be estimated to be ΩindGW ∝ P 2Φ(k)/(1 + zeq), where zeq ≈ 3300
is the red-shift at matter-radiation equality [11, 12]. Plugging in our estimates we are led
to ΩindGW ∼ 10−10 which falls within the range of space-based GWs detectors (see Ref. [36]
and references therein). It should be noted that any 3rd or higher order contribution will
be suppressed by an extra factor P
1/2
Φ and thus it would be irrelevant.
VII. CONCLUSIONS
We have devoted this work to clarify the definition of scalar and tensor modes up to
2nd order in perturbation theory in the Hamiltonian formalism. Like in gauge theory, the
constraints are the generators of the symmetries (in our case diffeomorphisms) and, thus,
the Hamiltonian is suitable to study the gauge issues of cosmological perturbations. We
obtained the 2nd order gauge invariant definition of scalar and tensor modes that coincide
with scalar and tensor perturbations in the uniform-φ slicing. With such definitions we
reduced the system and obtained for the first time the reduced Hamiltonian at 3rd order in
complete generality without any gauge fixing. To summarize, the canonical variables that
are gauge invariant at 2nd order and coincide with the curvature perturbation and tensor
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perturbations in the uniform-φ slicing are given by
ζ ≡ω + η
8ǫ
ϕ2 − 1
φ˙
ϕω˙ − ∂iω∂iE + ∆
−1
4
(∂kγij∂i∂j∂kE) +
∆−1
4φ˙
(
γ˙ij∂i∂jϕ
)
+
1
4
(
δij − ∂i∂j∆−1
)(
∂i∂kE∂j∂kE +
1
a2φ˙2
∂iϕ∂jϕ +
2
a2φ˙H
∂iϕ∂jω − 2ǫ
φ˙
∂iϕ∂j∆
−1ω˙
)
(7.1)
and
γCij ≡ γij + T̂ T ij ab
{
− 1
φ˙
ϕγ˙ab + ∂k∂(aE∂b)∂kE − ∂kγab∂kE + 1
a2φ˙2
∂aϕ∂bϕ
+
2
a2φ˙H
∂aϕ∂bω − 2ǫ
φ˙
∂aϕ∂b∆
−1ω˙
}
,
(7.2)
where ω = ψ− H
φ˙
ϕ− 1
3
∆E . Note that ω coincides with the comoving curvature perturbation
at the linear level.
For completeness we checked that the relation between the uniform-φ and flat slicing
coincide with the already existing results in the literature, e.g. Refs. [21, 34]. After the
reduction of the system, the reduced Hamiltonian coincides with the straightforward ex-
pansion of the action and, thus, one can apply the known simplification to show that the
action is of order O(ǫ2), e.g. Ref. [34]. Alternatively, in the Hamiltonian formalism one can
perform 2nd order canonical transformations until the 3rd order Hamiltonian is O(ǫ2) in the
uniform-φ slicing.
To extend the discussion, we showed how one can move from the uniform-φ to the Newto-
nian slicing. For simplicity, we considered only the mixing terms between scalar and tensor
modes. We find that the 2nd order gauge invariant comoving curvature perturbation ζ is
related to the 2nd order gauge invariant Newtonian potential Φ by
ζ =
(
1 +
1
ǫ
)
Φ +
1
ǫH
Φ˙− 1
2a3φ˙2
∆−1
(
γ˙Nij ∂i∂j
[
Φ˙ +HΦ
])
+∆−1
(
γNij ∂i∂jΦ
)
− a
2
6
∆−1
(
γ˙Nij γ˙
N
ij
)− ∆−1
16
(
∂kγ
N
ij ∂kγ
N
ij
)
+O(Φ2) .
(7.3)
On the other hand, the tensor modes in the uniform-φ and Newtonian slicing are related by
γCij = γ
N
ij + T̂ T ij
ab
{
2
φ˙2
(
Φ˙ +HΦ
)
γ˙Nab −
4
a2φ˙4
∂a
(
Φ˙ +HΦ
)
∂b
(
Φ˙ +HΦ
)}
. (7.4)
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We have shown that with such transformation we recover the well-known equations of
motion for tensor modes at 2nd order sourced by scalar 2nd order perturbations Eq. (6.18)
(see Refs. [10–12]).
This paper provides a general study of the gauge issues of cosmological perturbations up
to 2nd order within the Hamiltonian formalism and constitutes a complementary check to
the usual method using the Lie derivatives, e.g. Refs. [16, 21]. In contrast, the Hamiltonian
formalism provides a systematic way to find the canonical definition of the perturbation
variables which successfully reduced the system. The new contribution of this work is the
reduction of the action without any gauge fixing with the correct definition of scalar and
tensor modes that coincide with perturbations in the uniform-φ slicing. Once the system
has been reduced, we have shown that one can easily move from gauge to gauge by means of
canonical transformations. We leave for future work which is the definition of tensor modes
that we actually observe in the CMB. It would be interesting to see if the 2nd order change
in the definition of tensor modes could have any effect on the values of the 3-point functions
sources by mixed terms like in Ref. [4].
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Appendix A: Poisson algebra in the conformal decomposition
Here we give explicit expressions on the variation of the constraints with respect to the
canonical variables. They are useful when computing the poisson algebra. Note that when
taking the variation with respect to the Υij and Π
ij one must bear in mind that they are
traceless by definition. With that we have that for the Hamiltonian constraint
δNHN
δΥab
= 4Ne−3ΨΠi(aΠb)jΥij − 2NeΨDaDbΨ+ 2D(a
(
NeΨDb)Ψ
)−ΥabDk (NeΨDkΨ)
−NeΨDaΨDbΨ+ N
2
eΨRab +
1
2
ΥabDkD
k
(
NeΨ
)− 1
2
DaDb
(
NeΨ
)
,
(A1)
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δNHN
δΠab
= Ne−3ΨΠijΥi(aΥb)j , (A2)
δNHN
δΨ
=− 4Ne−3Ψ
(
2ΠijΠij − 1
12
Π2Ψ
)
+ 2Di
(
eΨDiN
)
+NH , (A3)
δNHN
δΠΨ
= −1
6
Ne−3ΨΠΨ , (A4)
where we neglected the scalar field Φ since it’s contribution can be added without difficulties.
For the momentum constraint we obtain
δN iHi
δΥab
= 2Πk(aDkN
b) − 2
3
ΠabDkN
k −Dk
(
NkΠab
)
, (A5)
δN iHi
δΠab
= 2D(aNb) − 2
3
DkN
kΥab , (A6)
δN iHi
δΨ
= −Di
(
N iΠΨ
)
, (A7)
δN iHi
δΠΨ
= N iDiΨ+
1
3
DkN
k . (A8)
Appendix B: Poisson algebra for perturbations up to 2nd order
Here we explicitly show the variation of the constraints with respect to the canonical
perturbation variables up to 2nd order. Again, we must bear in mind that Yij and P
ij are
both traceless. This time, the scalar field ϕ has been included. We find for the Hamiltonian
constraint that
δAHN,1+2
δYab
=− a
2
DabA− a
2
Dab (Aψ) + 2a∂(aA∂b)ψ − 2a
3
δab∂kA∂kψ
+
a
2
∂k
(
1ΓkabA
)− a
6
δab∂k (A∂lYkl) +
a
2
Yk(a∂b)∂kA− a
6
δabYkl∂k∂lA ,
(B1)
δAHN,1+2
δP ab
= 4a−3APab , (B2)
δAHN,1+2
δψ
=6a3V A + 2a∆A− 3AH0 + 2a∂k (ψ∂kA)
+ A
(
18a3ψV + 6a3Vφϕ+ 8a∆ψ − 2a∂k∂lYkl
)− 2a∂k (Ykl∂lA)− 3AH1 , (B3)
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δAHN,1+2
δπψ
= −A
6
a−3πα +
A
2
a−3
(
ψπα − πψ
6
)
, (B4)
δAHN,1+2
δϕ
= a3VφA+ a
3A (3ψVφ + Vφφϕ)− a∂k (A∂kϕ) , (B5)
δAHN,1+2
δπϕ
= a−3Aπφ + a
−3A (πϕ − 3ψπφ) , (B6)
For the momentum constraint we find
δ∂iBHi,1+2
δYab
= −∂k (Pab∂kB) , (B7)
δ∂iBHi,1+2
δP ab
= 2DijB + ∂kYab∂kB , (B8)
δ∂iBHi,1+2
δψ
= −πα∆B − ∂k (πψ∂kB) , (B9)
δ∂iBHi,1+2
δπψ
=
1
3
∆B + ∂kB∂kψ , (B10)
δ∂iBHi,1+2
δϕ
= −πφ∆B − ∂k (πϕ∂kB) , (B11)
δ∂iBHi,1+2
δπϕ
= ∂kϕ∂kB . (B12)
These are the formulas used in the main body of the paper to compute the gauge trans-
formation of the perturbation variables. One can also explicitly check that these formulas
satisfy the poisson algebra which holds up to 3rd order in perturbation.
Appendix C: Perturbation expansion of the variables
We expand into a time dependent background and perturbations as follows. First, we
split the conformal degree of freedom and the scalar field as
Ψ = α(t) + ψ(t,x) and Θ = φ(t) + ϕ(t,x) , (C1)
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where α ≡ ln a, a(t) is the scale factor of the FLRW expanding universe and φ(t) is the
background value of the inflaton. The respective conjugate momenta are given by
ΠΨ = πα(t) + πψ(t,x) and ΠΘ = πφ(t) + πϕ(t,x) . (C2)
Note that in terms of the usual quantities πα and πφ are respectively given by
πα = −6a3H and πφ = a3φ˙ , (C3)
where H ≡ a˙/a. We expand the lapse and shift as
N = 1 + A and Ni = a
−2∂iB . (C4)
Now we are left with the expansion of the traceless degrees of freedom Υij. In doing so, we
will extract the scalar and tensor degrees contained in Υij. First of all, we define in general
the perturbations as
Yij ≡ [lnΥ]ij , (C5)
in other words Υij is an exponential function of the perturbations. In this way, the condition
detΥ = 1 is automatically satisfied. One can check that as expected Yij is traceless, i.e.
δijYij = 0. We define the scalar degree so as to match the usual definition, as
E =
3
4
∆−2∂k∂lYkl , (C6)
where ∆−1 is the inverse Laplacian operator, ∆ ≡ ∂i∂i and we assume that it is well defined
and the fields vanish at infinity. On the other hand, the transverse-traceless component, i.e.
the tensor modes, is defined as
γij = T̂ T ij
abYab , (C7)
where T̂ T ij
ab is the transverse-traceless projector and it is given by
T̂ T ij
ab =
(
δ
(a
i − ∂i∂(a∆−1
)(
δ
b)
j − ∂j∂b)∆−1
)
− 1
2
(
δij − ∂i∂j∆−1
) (
δab − ∂a∂b∆−1) (C8)
where symmetrization of indexes is normalized. With these definitions we find that
Yij = γij + 2DijE , (C9)
where we have defined for convenience the traceless second derivative operator as
Dij ≡ ∂i∂j − 1
3
δij∆ . (C10)
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On the other hand, the expansion of the corresponding conjugate momenta for Yij valid
up to 4th order is given by
Πij = P l(iδlkΥ
j)k +O(4) (C11)
As before, we define the conjugate momenta of E and γij respectively as
πE = 2∂a∂bP
ab and πij = T̂ T
ij
abP
ab . (C12)
Then the expansion of P ij in terms of πE and πij reads
P ij = πij +
3
4
Dij∆−2πE . (C13)
These change of variables does not modify the Hamiltonian as it can be seen from the fact
that
ΠijΥ˙ij = P
ijY˙ij +O(4) = πij γ˙ij + πEE˙ +O(4) . (C14)
Appendix D: Perturbation expansion of the Hamiltonian
In this appendix we present the explicit form of the Hamiltonian expansion without any
integration by parts. We expand the Hamiltonian constraint as follows,
HN = e−3ΨΠ+ e3ΨV (Θ) + eΨJ =
3∑
i=0
HN,i +O(4) . , (D1)
where we have defined
Π ≡ a−3
(
2ΠijΠij − Π
2
Ψ
12
+
Π2Θ
2
)
=
3∑
i=0
Πi +O (4) , (D2)
V (Θ) =
3∑
i=0
1
i!
∂iV
∂Θi
∣∣∣∣∣
φ(t)
ϕi +O(4) (D3)
and
J ≡a
(
2ΥijDiDjΨ+Υ
ijDiΨDjΨ− 1
2
R(3) +
1
2
ΥijDiΘDjΘ
)
=
3∑
i=0
Ji +O(4) . (D4)
Using that the metric is unit determinant we have a simple expression for the Ricci scalar,
which is given by
R(3) = −∂i∂jΥij − Γikl∂iΥkl −ΥklΓikjΓjil =
3∑
i=0
R
(3)
i +O(4) , (D5)
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where Γikl =
1
2
Υij
(
2∂(kΥl)j − ∂jΥkl
)
are the Christoffel symbols. Identifying term by term
in the expansion we have the following terms for Π:
a3Π0 =
π2φ
2
− π
2
α
12
; a3Π1 = πφπϕ − 1
6
παπψ
a3Π2 = 2P
ijPij +
π2ϕ
2
− π
2
ψ
12
; Π3 = 0 .
(D6)
For the term J we obtain
J0 = 0 ; J1/a = 2∆ψ − 1
2
R
(3)
1 ,
J2/a = −2∂i (Yij∂jψ) + ∂kψ∂kψ + 1
2
∂kϕ∂kϕ− 1
2
R
(3)
2 ,
J3/a = ∂i (YikYkj∂jψ)− Yij∂iψ∂jψ − 1
2
Yij∂iϕ∂jϕ− 1
2
R
(3)
3 .
(D7)
Lastly, for the Ricci scalar we have
R
(3)
1 = ∂i∂kYik , R
(3)
2 = −∂i (Yik∂lYlk) +
1
2
∂iYik∂lYlk − 1
4
∂iYkl∂iYkl, ,
R
(3)
3 =
1
6
∂i∂j (YikYklYlj) +
1
4
Yij∂jYkl
(
∂iYkl − 2∂(kYl)i
)
.
(D8)
Then we find
HN,1 = Π1 + V1 + J1 + 9ψV0 , HN,2 = Π2 + V2 + J2 − 3ψΠ1 + 3ψV1 + ψJ1
HN,3 = V3 + J3 − 3ψΠ2 + 3ψV2 + ψJ2 + 9
2
ψ2Π1 +
9
2
ψ2V1 +
1
2
ψ2J1 + 9ψ
3V0 ,
(D9)
where we already used the background equations of motion Π0 = V0. On the other hand,
the momentum constraint is given by
Hi = ΠΘDiΘ+ΠΨDiΨ− 1
3
DiΠΨ − 2ΥijDkΠkj = Hi,1 +Hi,2 +O(3) (D10)
where
Hi,1 = πφ∂iϕ+ πα∂iψ − 1
3
∂iπψ − 2δij∂kP kj (D11)
and
Hi,2 = πϕ∂iϕ+ πψ∂iψ + P kl∂iYkl , (D12)
where in the last equality we used the fact that N i = ∂iβ, i.e. we neglected the vector modes
and therefore some terms are simplified. We finish this appendix by giving the following
identities which are heavily used throughout the main body calculations:
∂i∂jA∂i∂jB −∆A∆B = (∆δij − ∂i∂j) [∂iA∂jB] (D13)
and
∂iA∂jA (∆δij − ∂i∂j)A = 3
2
∆A∂iA∂iA− 1
2
∂j (∂iA∂iA∂jA) . (D14)
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Appendix E: Explicit expressions of the canonical variables
Here we present the detailed expression for the canonical momenta of the curvature
perturbation which are gauge invariant up to 2nd order. First, we have that Eq. (5.12) is
completed by
πGIω ≡ πω − ∂i (πω∂iE)−
πα
2
∆E∆E +
6a6V
πφ
ϕ∆E − 2a
4
π2φ
∆(ϕπ2)− 2a
4
παπφ
∆(ϕπ1)− 6a
6V
π2φ
ϕπ2
− πα
2πφ
ϕπ1 − 2a
4
πφ
∂iω∂iϕ− 2a
4
πφ
γij∂i∂jϕ+
2a4
πφ
∆(ωϕ) +
18a6V
πφ
ωϕ+
a4πα
6π2φ
∂iϕ∂iϕ
+
3a6
2πφ
(
Vφ − πα
πφ
V
)
ϕ2 −
(
a4πα
6π2φ
+
3a4
πα
)
∆ϕ2 − 12a
4
παπφ
πij∂i∂jϕ− 3a
4
πα
∂kγij∂i∂j∂kE
+
3a4
πα
(∂i∂j −∆δij) ∂i∂kE∂j∂kE − 3παω∆E + 6a
4
πφ
ϕ∆ω +
27
4πα
(∂i∂j −∆δij) ∂i∆−2πE∂j∆−2πE
+
4a4
πφ
(∂i∂j −∆δij) ∂iE∂jϕ− a
4πα
π2φ
ϕ∆Ξ− 24a
4
πα
(∂i∂j −∆δij) ∂iE∂jω
+
12a4
πα
∂i (∂iω∆E)− 2a
4
πφ
∂i (∆E∂iϕ) .
(E1)
For simplicity we have introduced the gauge invariant variables at 1st order
π2 ≡ πϕ − 3πφψ − a
6Vφ
πφ
ϕ− πα
2
ϕ = πδφ +
πα
6πφ
πω and Ξ ≡ ϕ− 3πφ
2a4
∆−2πE =
πφ
2a4
∆−1πω + 6
πφ
πα
ω ,
(E2)
where the equalities hold once the 1st order constraints are solved. As we will later see,
the quantity Ξ in Eq. (6.3), will be useful in the Newtonian slicing, Sec. VI, as it gives the
difference between the slicings with ϕ and πE . The full expression of Eq. (5.17) is
πζ ≡ πω − ∂i (πω∂iE)− πα
2
∆E∆E +
6a6V
πφ
ϕ∆E +
18a6V
πφ
ωϕ− 3παω∆E − 2a
4
πφ
∂iω∂iϕ
− 2a
4
πφ
γij∂i∂jϕ+
2a4
πφ
∆(ωϕ) +
a4πα
6π2φ
∂iϕ∂iϕ+
3a6
2πφ
(
Vφ − πα
πφ
V
)
ϕ2 −
(
a4πα
6π2φ
+
3a4
πα
)
∆ϕ2
− 12a
4
παπφ
πij∂i∂jϕ− 3a
4
πα
∂kγij∂i∂j∂kE +
3a4
πα
(∂i∂j −∆δij) ∂i∂kE∂j∂kE
+
4a4
πφ
(∂i∂j −∆δij) ∂iE∂jϕ− 24a
4
πα
(∂i∂j −∆δij) ∂iE∂jω + 12a
4
πα
∂i (∂iω∆E)
− 2a
4
πφ
∂i (∆E∂iϕ) +
3a4
παπφ
(∆δij − ∂i∂j)
[
∂iϕ∂j∆
−1πω +
12a4
πα
∂iϕ∂jω − a
4
πφ
∂iϕ∂jϕ
]
+
9
2
παζ
2 .
(E3)
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Appendix F: Change in the Hamiltonian at 3rd order
Since change in the 3rd order Hamiltonian is quite involved, we present the full expression
in this appendix. After the canonical transformation Eqs. (5.14)-(5.18) we find
δH = − d
dt
(
2
πφ
)
πijπijϕ− d
dt
(
a4
8πφ
)
ϕ∂kγij∂kγij +
d
dt
(
3a4
πα
)
ζ∂kγij∂i∂j∂kE
− d
dt
(
1
πφ
)
πij∂i∆
−1πζ∂jϕ+
d
dt
(
a4πα
6π2φ
)
γij∂iϕ∂jϕ− d
dt
(
2a4
πφ
)
γij∂iϕ∂jζ
+
d
dt
(
a4
π2φ
)
πij∂iϕ∂jϕ− d
dt
(
12a4
πφπα
)
πij∂iζ∂jϕ− d
dt
(
a4
2πφ
)
ϕ∂kγij∂i∂j∂kE
+
d
dt
(πα
2
)
ζ∆E∆E +
d
dt
(
3a4
πα
)
∂i∂kE∂j∂kE [∆δij − ∂i∂j ] ζ − d
dt
(
a6V
πφ
)
ϕ∆E∆E
− d
dt
(
a4
2πφ
)
∂i∂kE∂j∂kE [∆δij − ∂i∂j ]ϕ+ d
dt
(
3πα
2
)
ζ2∆E +
d
dt
(
6a4
πα
)
∆E∂iζ∂iζ
− d
dt
(
6a6V
πφ
)
ζϕ∆E − d
dt
(
2a4
πφ
)
∆E∂iζ∂iϕ+
d
dt
(
a4πα
6π2φ
)
∆E∂iϕ∂iϕ
− d
dt
(
a6
2πφ
(
Vφ − πα
πφ
V
))
ϕ2∆E +
d
dt
(
a4
4π2φ
)
∂iϕ∂jϕ
[
δij − ∂i∂j∆−1
]
πζ
+
d
dt
(πα
18
)
∆E∆E∆E − d
dt
(
3a6
2πφ
(
Vφ − πα
πφ
V
))
ζϕ2 − d
dt
(
a6
2π2φ
(
V − πα
6πφ
Vφ
))
πζϕ
2
+
d
dt
(
3a8
παπ2φ
)
∂iϕ∂jϕ [∆δij − ∂i∂j ] ζ + d
dt
(
3a4
πα
)
ϕ2∆ζ +
d
dt
(
a4πα
6π2φ
)
ϕ2∆ζ − ζ∂iϕ∂iϕ
− d
dt
(
a4
4πφ
(
1 +
π2α
18π2φ
))
ϕ2∆ϕ− d
dt
(
a8
4π3φ
)
∂iϕ∂iϕ∆ϕ
− d
dt
(
a6
3πφ
(
1
2
Vφφ − 3a
6
π2φ
(
V 2 − 1
6
V 2φ
)
− πα
πφ
(
Vφ − πα
2πφ
V
)))
ϕ3 − d
dt
(
π2α
72π3φ
)
π2ζϕ
− d
dt
(
9a6V
πφ
)
ζ2ϕ− d
dt
(
a4
πφ
)
ζ2∆ϕ+
d
dt
(
a4
πφ
)
ϕ∂iζ∂iζ +
d
dt
(
18a8
π2απφ
)
∂iζ∂jζ [∂i∂j −∆δij ]ϕ
− d
dt
(
3a4
παπφ
)
∂iϕ∂jζ (∆δij − ∂i∂j)∆−1πζ − d
dt
(
1
8πφ
)
∂i∆
−1πζ∂j∆
−1πζ (∆δij − ∂i∂j)ϕ .
(F1)
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Appendix G: Change in the Hamiltonian from uniform-φ to Newtonian slicing
At 2nd order in the action we have that
δH = − d
dt
(
6a4
πα
(
1 +
π2α
18π2φ
))
Φ∆Φ +
12a4
πα
d
dt
(
π2α
18π2φ
)
Φ∆Φ +
a4
πα
d
dt
(πα
a4
)
πΦΦ (G1)
and at 3rd order we find
δH = πα
πφ
d
dt
(
a4
8πα
)
Ξ∂kγij∂kγij +
πα
πφ
d
dt
(
2a4
πα
)
γij∂iΦ∂jΞ
+
2πα
πφ
d
dt
(
1
πα
)
Ξπijπij +
d
dt
(
12a4
πα
)(
a−4Φπijπij +
1
16
Φ∂kγij∂kγij
)
+
(
πα
πφ
d
dt
(
a4
6πφ
)
− a
4
6πφ
d
dt
(
πα
πφ
))
γij∂iΞ∂jΞ +
d
dt
(
12a4
πα
)
γij∂iΦ∂jΦ
+
(
d
dt
(
a4
π2φ
)
− 2a
4
παπφ
d
dt
(
πα
πφ
))
πij∂iΞ∂jΞ +
1
πφ
d
dt
(
12a4
πα
)
πij∂iΦ∂jΞ .
(G2)
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