ABSTRACT. The aim of this paper is to find main terms of the star D * N and extremal D N discrepancies of the two dimensional sequence (x n , x n+1 ), n = 0, 1, 2, . . . , N − 1, where x n , n = 0, 1, 2, . . . , is the van der Corput sequence. This give a quantitative form of a well-known result that van der Corput sequence is not pseudorandom.
Introduction
In 1936 van der Corput introduced the following sequence (see [KN, p. 127] , [DT, p. 368] , and [SP, ): Let q ≥ 2 be an integer and n = a k(n) (n)q k(n) + · · ·+ a 1 (n)q + a 0 (n), a j (n) ∈ {0, 1, . . . , q − 1}, a k(n) > 0, be the q-adic digit expansion of integer n in the base q. Then the van der Corput sequence γ q (n), n = 0, 1, 2, . . . , in the base q is defined by
In other words, if n = a k a k−1 . . . a 1 a 0 , then γ q (n) = 0.a 0 a 1 . . . a k . The γ q (n) is called the radical inverse function. The van der Corput sequence is uniformly distributed (see below) and if N > q then its star discrepancy D * N satisfies
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is called star discrepancy, where the counting function A(I; N ; x n ) is defined as the number of terms of x n with 0 ≤ n ≤ N − 1, and with x n belonging to I, i.e. A(I; N ; x n ) = # 0 ≤ n < N : {x n } ∈ I . In the following we also use so-called extremal discrepancy D N defined as
The infinite sequence x n , n = 1, 2, . . . , is uniformly distributed (abbreviating
The infinite sequence
. By (1) van der Corput sequence γ q (n) is low discrepancy but in Part 2 we prove that it is not pseudorandomness since the two-dimensional sequence
is not u.d. (see Theorem 1 or 2). There is no formal fully satisfactory definition of the pseudorandomness of a sequence, we have only a scale of test which such a sequence should satisfy, see [DT, , [SP, 2.25] . By D . E . K n u t h 's test of pseudorandomness of x n , n = 0, 1, 2, . . . , all of sequences (x n , x n+1 ), n = 0, 1, 2, . . . ; (x n , x n+1 , x n+2 ), n = 0, 1, 2, . . . ; etc. must be u.d.
Star and extremal discrepancies
. . a 1 a 0 be the q-adic expression of n and we find a j < q − 1 with minimal j. Then n + 1 = a k a k−1 . . . [So, p. 176] ). From it, it follows that every point from the sequence (γ q (n), γ q (n + 1)), n = 0, 1, 2, . . . , lies on the following lines • T j is the line segment
• T (I) = T ∩ I, where I is a subinterval of the unit square [0, 1] 2 ;
• t(I) is the projection of T (I) to the x-axis (or y-axis) i.e. t(I) = x : (x, y) ∈ T (I) ; • |J| is the length of the interval
For computing of the star discrepancy D * N ((γ q (n), γ q (n + 1))) we use the extremal discrepancy D N (γ q (n)) and the following relation 2 . Furthermore we use u.d. of γ q (n) mod 1 which gives
.
By using sets A i and A i , i = 1, 2, 3, described in Fig. 2 we differ, for local
A i , the following cases:
Directly by computation we find that
Applying (5) 
PSEUDO-RANDOMNESS OF VAN DER CORPUT'S SEQUENCES
Finally, for (x, y)
Ì ÓÖ Ñ 2º The extremal discrepancy D N of the sequence γ q (n), γ q (n + 1) ,
P r o o f. As in (4), for extremal discrepancy D N of (γ q (n), γ q (n + 1)) we have 
|t(I)| ≤ |I|.
In this case, in I we can leave out some subintervals of type (i) (see Fig. 3 ) such that the resulting interval I 1 ⊂ I satisfies: 
|t(I)| ≥ |I|.
We shall investigate two subcases: 2a. Assume that the intersection T ∩ I contains only one line segment. Then (see Fig. 5 ) there exists a subinterval I 1 ⊂ I such that 
