Introduction {#s0005}
============

This paper is concerned with the oscillatory behavior of all solutions of the even order dynamic equation$$\left( {a(t){(x^{\Delta^{n - 1}}(t))}^{\alpha}} \right)^{\Delta} + q(t){(x(t))}^{\alpha} = 0\text{,}$$on an arbitrary time-scale *T* ⊆ *R* with Sup *T* = ∞ and *n* ⩾ 2 is an even integer.

We shall assume that:(i)*α* ⩾ 1 is the ratio of positive odd integers,(ii)*a*, *q*: *T* → *R*^+^ = (0, ∞) is a real-valued rd-continuous functions, *a*^Δ^(*t*) ⩾ 0 for *t* ∈ \[*t*~0~, ∞)~*T*~ and$$\int^{\infty}a^{- 1/\alpha}(s)\Delta s = \infty\text{.}$$

We recall that a solution *x* of Eq. [(1.1)](#e0005){ref-type="disp-formula"} is said to be nonoscillatory if there exists a *t*~0~ ∈ *T*.

Such that *x*(*t*)*x*(*σ*(*t*)) \> 0 for all *t* ∈ \[*t*~0~, ∞)~*T*~; otherwise, it is said to be oscillatory. Eq. [(1.1)](#e0005){ref-type="disp-formula"} is said to be oscillatory if all its solutions are oscillatory.

The study of dynamic equations on time-scales which goes back to its founder Hilger [@b0005] as an area of mathematics that has received a lot of attention. It has been created in order to unify the study of differential and difference equations.

Recently, there has been an increasing interest in studying the oscillatory behavior of first and second order dynamic equations on time-scales, see [@b0010; @b0015; @b0020; @b0025; @b0030; @b0035]. With respect to dynamic equations on time scales it is fairly new topic and for general basic ideas and background, we refer to [@b0040; @b0045].

It appears that very little is known regarding the oscillation of higher order dynamic equations [@b0050; @b0055; @b0060; @b0065; @b0070; @b0075] and our purpose here to establish some new criteria for the oscillation criteria for such equations. The obtained results are new even for the special cases when *T* = *R* and *T* = *Z*.

Main results {#s0010}
============

We shall employ the following well-known lemma.Lemma 0.1[@b0030]. *Assume that n* ∈ *N, s, t* ∈ *T and f* ∈ *C*~*rd*~*(T,* *R). Then*$$\int_{s}^{t}\int_{\eta_{n} + 1}^{t}\cdots\int_{\eta_{n}}^{t}f(\eta_{1})\Delta\eta_{1}\Delta\eta_{2}\cdots\Delta\eta_{n + 1} = {( - 1)}^{n}\int_{s}^{t}h_{n}(s\text{,}\sigma(\eta))f(\eta)\Delta\eta\text{.}$$*We shall employ the Kiguradze's following well-known lemma.*Theorem 0.1(Kiguarde's Lemma [@b0040]),*Let* $n \in N\text{,}f \in C_{\mathit{rd}}^{n}(T\text{,}R)$ *and sup T* *=* ∞*. Suppose that f is either positive or negative and* $f^{\Delta^{n}}$ *is not identically zero and is either nonnegative or nonpositive on \[t*~*0*~*,* ∞*)*~*T*~ *for some t*~*0*~ ∈ *T. Then, there exist t*~*1*~ ∈ *\[t*~*0*~*,* ∞*)*~*T*~*m* ∈ *\[0,* *n)*~*Z*~ *such that* ${( - 1)}^{n - m}f(t)f^{\Delta^{n}}(t) \geqslant 0$ *holds for all t* ∈ *\[t*~*0*~*,* ∞*)*~*T*~ *with*(I)$f(t)f^{\Delta^{j}}(t) > 0$ *holds for all t*  ∈ *\[t*~*0*~*,* ∞*)*~*T*~ *and all j* ∈ *\[0,* *m)*~*z*~*,*(II)${( - 1)}^{m + j}f(t)f^{\Delta^{j}}(t) > 0$ *holds for all t* ∈ *\[t*~*0*~*,* ∞*)*~*T*~ *and all j* ∈ *\[m,* *n)*~*z*~*The following result will be used to prove the next corollary.*Lemma 0.2[@b0060].*Let supT* *=* ∞ *and* $f \in C_{\mathit{rd}}^{n}(T\text{,}R)(n \geqslant 2)$*. Moreover, suppose that Kiguradze's theorem holds with m* ∈ *\[1,* *n)*~*N*~ *and* $f^{\Delta^{n}} \leqslant 0$ *on T. Then there exists a sufficiently large t*~*1*~ ∈ *T such that*$$f^{\Delta}(t) \geqslant h_{m - 1}(t\text{,}t_{1})f^{\Delta^{m}}(t)\quad\text{for\ all}\mspace{6mu} t \in {\lbrack t_{1}\text{,}\infty)}_{T}\text{.}$$*The proof of the following corollary follows by an integration of* [(2.2)](#e0020){ref-type="disp-formula"}.Corollary 0.1*Assume that the conditions of* [Lemma 0.2](#n0045){ref-type="statement"} *hold. Then*$$f(t) \geqslant h_{m}(t\text{,}t_{1})f^{\Delta^{m}}(t)\quad\text{for\ all}\mspace{6mu} t \in {\lbrack t_{1}\text{,}\infty)}_{T}\text{.}$$*Next, we need the following lemma see* [@b0080].Lemma 0.3*If X and Y are nonnegative and λ* \> *1, then*$$X^{\lambda} - \lambda\mathit{XY}^{\lambda - 1} + (\lambda - 1)Y^{\lambda} \geqslant 0\text{,}$$*where equality holds if and only if X* *=* *Y,*

It will be convenient to employ the Taylor monomials (see [@b0045]) $\{ h_{n}{(t\text{,}s)}_{n = 0}^{\infty}\}$ which are defined recursively by:$$h_{n + 1}(t\text{,}s) = \int_{s}^{t}h_{n}(\tau\text{,}s)\Delta\tau\text{,}t\text{,}s \in T\quad\text{and}\mspace{6mu} n \geqslant 1\text{,}$$where it follows that *h*~1~(*t*, *s*) = *t* − *s* but simple formulas in general do not hold for *n* ⩾ 2.

Now we present the following oscillation results for Eq. [(1.1)](#e0005){ref-type="disp-formula"}.Theorem 0.2*Let conditions (i), (ii) and* [(1.2)](#e0010){ref-type="disp-formula"} *hold and*$$\int_{t_{0}}^{\infty}\sigma(s)\left( {{(a(s))}^{- 1}\int_{s}^{\infty}q(u)\Delta u} \right)^{1/\alpha}\Delta s = \infty\text{.}$$*If there exists a positive non-decreasing delta-differentiable function g such that for every t*~*1*~ ∈ *\[t*~*0*~*,* ∞*)*~*T*~*.*$$\underset{t\rightarrow\infty}{\text{lim\ sup}}\int_{t_{1}}^{t}\left\lbrack {g(s)q(s) - a(s)g^{\Delta}(s)h_{n - 1}^{- \alpha}(s\text{,}t_{0})} \right\rbrack\Delta s = \infty\text{,}$$*then* Eq. [(1.1)](#e0005){ref-type="disp-formula"} *is oscillatory.*ProofLet *x*(*t*) be a nonoscillatory solution of Eq. [(1.1)](#e0005){ref-type="disp-formula"} on \[*t*~0~, ∞)~*T*~. It suffices to discuss the case *x* is eventually positive (as -- *x* also solves [(1.1)](#e0005){ref-type="disp-formula"} if *x* does), say *x*(*t*) \> 0 for *t* ⩾ *t*~1~ ⩾ *t*~0~.Now, we see that$$\left( {a(t){(x^{\Delta^{n - 1}}(t))}^{\alpha}} \right)^{\Delta} \leqslant 0\quad\text{for}\mspace{6mu} t \geqslant t_{1}\text{.}$$It is easy to see that $x^{\Delta^{n - 1}}(t) > 0$ for *t* ⩾ *t*~1~ for otherwise, and by using condition [(1.2)](#e0010){ref-type="disp-formula"} we obtain a contradiction to the fact that *x*(*t*) \> 0 for *t* ⩾ *t*~1~. Now, *a*^Δ^(*t*) ⩾ 0 for *t* ∈ \[*t*~0~, ∞)~*T*~. We have$$\left( {a(t){(x^{\Delta^{n - 1}}(t))}^{\alpha}} \right)^{\Delta} = a^{\Delta}(t)\left( {x^{\Delta^{n - 1}}(t)} \right)^{\alpha} + a^{\sigma}(t)\left( {(x^{\Delta^{n - 1}}(t))}^{\alpha} \right)^{\Delta} \leqslant 0\text{.}$$This implies$${({(x^{\Delta^{n - 1}}(t))}^{\alpha})}^{\Delta} \leqslant 0\quad\text{for}\mspace{6mu} t \geqslant t_{1}\text{.}$$Next, we let $y = x^{\Delta^{n - 1}}$ on \[*t*~1~, ∞)~*T*~. From Ref. [@b0045] we see that$$0 \geqslant {{(y}^{\alpha})}^{\Delta} = \alpha y^{\Delta}\int_{0}^{1}{(y + h\mu y^{\Delta})}^{\alpha - 1}\ \text{dh} \geqslant \alpha y^{\Delta}\int_{0}^{1}y^{\alpha - 1}\ \text{dh} = \alpha y^{\alpha - 1}y^{\Delta}\text{.}$$Thus we have $y^{\Delta} = x^{\Delta^{n}} \leqslant 0$ on \[*t*~1~, ∞)~*T*~ and from [Theorem 0.1](#n0020){ref-type="statement"}, there exists an integer *m* ∈ {1, 3, ... , *n* − 1}. Such that (I) and (II) hold on \[*t*~1~, ∞)~*T*~ Clearly *x*^Δ^(*t*) \> 0 for *t* ⩾ *t*~1~ and hence, there exists a constant *c* \> 0 such that$$x(t) \geqslant c\quad\text{for}\mspace{6mu} t \geqslant t_{1}\text{.}$$First, we claim that *m* = *n* − 1. To this end, we assume that$$x^{\Delta^{n - 2}}(t) < 0\quad\text{and}\mspace{6mu} x^{\Delta^{n - 3}}(t) > 0\quad\text{for}\mspace{6mu} t \geqslant t_{1}\text{.}$$Integrating Eq. [(1.1)](#e0005){ref-type="disp-formula"} from *t* ⩾ *t*~1~ to *u* ⩾ *t*, letting *u* → ∞ we have$$x^{\Delta^{n - 1}}(t) \geqslant c\left( {{(a(t))}^{- 1}\int_{t}^{\infty}q(s)\Delta s} \right)^{1/\alpha}\quad\text{for}\mspace{6mu} t \geqslant t_{1}\text{.}$$Integrating [(2.6)](#e0040){ref-type="disp-formula"} from to *v* and letting *v* → ∞ we get$$0 < - x^{\Delta^{n - 2}}(t) \leqslant - \int_{t}^{\infty}\left( {{(a(u))}^{- 1}\int_{u}^{\infty}q(s)\Delta s} \right)^{1/\alpha}\Delta u\text{.}$$Integrating this inequality from *t* and using condition [(2.3)](#e0025){ref-type="disp-formula"} after [Lemma 0.1](#n0040){ref-type="statement"} we arrive at the desired contradiction. It follows from [Lemma 0.2](#n0045){ref-type="statement"} with *m* = *n* − 1 that$$x^{\Delta}(t) \geqslant h_{n - 2}(t\text{,}t_{1})x^{\Delta^{n - 1}}(t)\quad\text{for}\mspace{6mu} t \geqslant t_{1}\text{,}$$and by applying [Corollary 0.1](#n0055){ref-type="statement"} with *m* = *n* − 1 instead of [Lemma 0.2](#n0045){ref-type="statement"}, we get$$x(t) \geqslant h_{n - 1}(t\text{,}t_{1})x^{\Delta^{n - 1}}(t)\quad\text{for}\mspace{6mu} t \geqslant t_{1}\text{.}$$Now, we let$$w: = g\frac{a{(x^{\Delta^{n - 1}})}^{\alpha}}{x^{\alpha}}\quad\text{on}\mspace{6mu}{\lbrack t_{1}\text{,}\infty)}_{T}\text{.}$$Then on \[*t*~1~, ∞)~*T*~, we have$$\begin{aligned}
 & {w^{\Delta} = \left( \frac{g}{x^{\alpha}} \right)^{\Delta}{(a{(x^{\Delta^{n - 1}})}^{\alpha})}^{\sigma} + \left( \frac{g}{x^{\alpha}} \right){(a{(x^{\Delta^{n - 1}})}^{\alpha})}^{\Delta}} \\
 & {\quad = - \mathit{gq} + {(a{(x^{\Delta^{n - 1}})}^{\alpha})}^{\sigma}\left\lbrack \frac{g^{\Delta}x^{\alpha} - g{(x^{\alpha})}^{\Delta}}{x^{\alpha}{(x^{\sigma})}^{\alpha}} \right\rbrack\text{,}} \\
\end{aligned}$$$$\quad \leqslant - \mathit{gq} + \mathit{ag}^{\Delta}\left( \frac{x^{\Delta^{n - 1}}}{x} \right)^{\alpha}\text{.}$$Using [(2.8)](#e0050){ref-type="disp-formula"} in [(2.11)](#e0125){ref-type="disp-formula"}, we get$$w^{\Delta}(t) \leqslant - g(t)q(t) + a(t)g^{\Delta}(t){(h_{n - 1}(t\text{,}t_{1}))}^{- \alpha}\text{,}\quad t \geqslant t_{1}\text{.}$$Integrating this inequality from *t*~2~ \> *t*~1~ to *t* ⩾ *t*~2~, we have$$w(t) \leqslant w(t_{2}) - \int_{t_{2}}^{t}\lbrack g(s)q(s) - a(s)g^{\Delta}(s)h_{n - 1}^{- \alpha}(s\text{,}t_{1})\rbrack\Delta s\text{.}$$Taking upper limit of both sides of the inequality [(2.12)](#e0060){ref-type="disp-formula"} as *t* → ∞ and using [(2.4)](#e0030){ref-type="disp-formula"} we obtain a contradiction to the fact that *w*(*t*) \> 0 on \[*t*~1~, ∞)~*T*~. This completes the proof.  □

Next, we establish the following result.Theorem 0.3*Let conditions (i), (ii)* [(1.2) and (2.3)](#e0010 e0025){ref-type="disp-formula"} *hold. If there exists a a positive non-decreasing delta-differentiable function g such that for every t*~*1*~ ∈ *\[t*~*0*~*,* ∞*)*~*T*~$$\underset{t\rightarrow\infty}{\text{lim\ sup}}\int_{t_{1}}^{t}\left\lbrack {g(s)q(s) - \frac{1}{{(\alpha + 1)}^{\alpha + 1}}a(s){(g^{\Delta}(s))}^{\alpha + 1}\left( {h_{n - 2}\left( {s\text{,}t_{0}} \right)g\left( s \right)} \right)^{- \alpha}} \right\rbrack\Delta s = \infty\text{.}$$*then* Eq. [(1.1)](#e0005){ref-type="disp-formula"} *is oscillatory.*ProofLet *x* be a nonoscillatory solution of Eq. [(1.1)](#e0005){ref-type="disp-formula"}, say *x*(*t*) \> 0 for *t* ⩾ *t*~1~ ⩾ *t*~0~.Proceeding as in the proof of [Theorem 0.1](#n0020){ref-type="statement"}, we obtain *m* = *n* − 1 and [(2.7) and (2.8)](#e0045 e0050){ref-type="disp-formula"}. Define *w* as in [(2.9)](#e0055){ref-type="disp-formula"} and obtain [(2.10)](#e0120){ref-type="disp-formula"}. Now from Ref. [@b0015],$$\left( x^{\alpha} \right)^{\Delta} = (\alpha x^{\Delta})\int_{0}^{1}\left\lbrack {x + \mu\mathit{hx}^{\Delta}} \right\rbrack^{\alpha - 1}\ \text{dh} \geqslant \alpha x^{\Delta}\int_{0}^{1}x^{\alpha - 1}\ \text{dh} = \alpha x^{\alpha - 1}x^{\Delta}\text{.}$$Using [(2.14)](#e0070){ref-type="disp-formula"} in [(2.10)](#e0120){ref-type="disp-formula"}, we have$$w^{\Delta} \leqslant - \mathit{gq} + \left( \frac{g^{\Delta}}{g^{\sigma}} \right)w^{\sigma} - \alpha\left( \frac{g}{g^{\sigma}} \right)\left( \frac{x^{\Delta}}{x} \right)w^{\sigma}\text{.}$$Using [Lemma 0.2](#n0045){ref-type="statement"} with *m* = *n* − 1 in [(2.15)](#e0075){ref-type="disp-formula"}, we find$$w^{\Delta} \leqslant - \mathit{gq} + \left( \frac{g^{\Delta}}{g^{\sigma}} \right)w^{\sigma} - \alpha\left( \frac{g}{g^{\sigma}} \right)\left( {h_{n - 2}\frac{x^{\Delta^{n - 1}}}{x}} \right)w^{\sigma}\quad\text{for}\mspace{6mu} t \geqslant t_{2} \geqslant t_{1}\text{,}$$where *h*~*n*−2~ = *h*~*n*−2~(*t*, *t*~1~). Now we see that$$\frac{\mathit{ax}^{\Delta^{n - 1}}}{x} = \left( \frac{w}{g} \right)^{1/\alpha} \geqslant \left( \left( \frac{w}{g} \right)^{\sigma} \right)^{1/\alpha}\quad\text{on}\mspace{6mu}{\lbrack t_{2}\text{,}\infty)}_{T}\text{,}$$and thus,$$w^{\Delta} \leqslant - \mathit{gq} + \left( \frac{g^{\Delta}}{g^{\sigma}} \right)w^{\sigma} - \alpha\left( \frac{{(a)}^{- 1/\alpha}g}{{(g^{\sigma})}^{1 + 1/\alpha}} \right)(h_{n - 2}){(w^{\sigma})}^{1 + 1/\alpha}\quad\text{for}\mspace{6mu} t \geqslant t_{2} \geqslant t_{1}\text{,}$$Now set$$X = {(\alpha(a^{- 1/\alpha})\mathit{gh}_{n - 2})}^{\frac{\alpha}{\alpha + 1}}\left( \frac{w}{g} \right)^{\sigma}\quad\text{and}\mspace{6mu} Y = \left( \frac{\alpha}{\alpha + 1} \right)^{\alpha}{(g^{\Delta})}^{\alpha}\left( \left\lbrack \frac{a^{1/\alpha}}{\alpha\mathit{gh}_{n - 2}} \right\rbrack^{\frac{\alpha}{\alpha + 1}} \right)^{\alpha}\text{,}$$in [Lemma 0.3](#n0050){ref-type="statement"} with $\lambda = \frac{\alpha + 1}{\alpha} > 1$ to conclude that$$\alpha\left( \frac{g}{{(g^{\sigma})}^{1 + 1/\alpha}} \right)\left( \frac{1}{h_{n - 2}} \right){(w^{\sigma})}^{1 + 1/\alpha} - \left( \frac{g^{\Delta}}{g^{\sigma}} \right)w^{\sigma} + \frac{a}{{(\alpha + 1)}^{\alpha + 1}}\frac{{(g^{\Delta})}^{\alpha + 1}}{g^{\alpha}h_{n - 2}^{\alpha}} \geqslant 0\text{,}$$and therefore, we find$$w^{\Delta} \leqslant - \mathit{gq} + \frac{a}{{(\alpha + 1)}^{\alpha + 1}}\left( \frac{1}{\mathit{gh}_{n - 2}} \right)^{\alpha}{(g^{\Delta})}^{\alpha + 1}\quad\text{on}\mspace{6mu}{\lbrack t_{2}\text{,}\infty)}_{T}\text{.}$$Integrating [(2.18)](#e0090){ref-type="disp-formula"} from *t*~2~ to *t*, we get$$w(t) \leqslant w(t_{2}) - \int_{t_{2}}^{t}\left\lbrack {g(s)q(s) - \frac{a(s)}{{(\alpha + 1)}^{\alpha + 1}}\left( \frac{1}{g(s)h_{n - 2}(s\text{,}t_{1})} \right)^{\alpha}{(g^{\Delta}(s))}^{\alpha + 1}} \right\rbrack\Delta s\text{.}$$Taking upper limit of both sides of [(2.19)](#e0095){ref-type="disp-formula"} as *t* → ∞ and using [(2.13)](#e0065){ref-type="disp-formula"}, we obtain a contradiction to the fact that *w*(*t*) \> 0 for *t* ⩾ *t*~1~ This completes the proof.  □

Finally, we present the following interesting result.Theorem 0.4*Let conditions (i), (ii),* [(1.2) and (2.3)](#e0010 e0025){ref-type="disp-formula"} *hold. If there exists a a positive, delta-differentiable function g such that for every t*~*1*~ ∈ *\[t*~*0*~*,* ∞*)*~*T*~$$\underset{t\rightarrow\infty}{\text{lim\ sup}}\int_{t_{1}}^{t}\left\lbrack {g(s)q(s) - \left( \frac{1}{4\alpha} \right)\frac{{(a(s))}^{\sigma}{(g^{\Delta}(s))}^{2}}{g(s){(h_{n - 1}(s\text{,}t_{1}))}^{\alpha - 1}h_{n - 2}(s\text{,}t_{1})}} \right\rbrack\Delta s = \infty\text{,}$$*then* Eq. [(1.1)](#e0005){ref-type="disp-formula"} *is oscillatory.*ProofLet *x* be a nonoscillatoy solution of Eq. [(1.1)](#e0005){ref-type="disp-formula"}, say *x*(*t*) \> 0 for *t* ⩾ *t*~1~ ⩾ *t*~0~Proceeding as in the proof of [Theorem 0.3](#n0030){ref-type="statement"}, we obtain [(2.17)](#e0085){ref-type="disp-formula"} which cam be rewritten as$$w^{\Delta} \leqslant - \mathit{gq} + \left( \frac{g^{\Delta}}{g^{\sigma}} \right)w^{\sigma} - \alpha\left( \frac{{(a)}^{- 1/\alpha}g}{{(g^{\sigma})}^{1 + 1/\alpha}} \right)(h_{n - 2}){(w^{\sigma})}^{1/\alpha - 1}{(w^{\sigma})}^{2}\quad\text{on}\mspace{6mu}{\lbrack t_{2}\text{,}\infty)}_{T}\text{.}$$Now, using [Corollary 0.1](#n0055){ref-type="statement"} with *m* = *n* − 1 we have$$\frac{x}{x^{\Delta^{n - 1}}} \geqslant h_{n - 1}\text{,}$$implies on \[*t*~2~, ∞)~*T*~ that [(2.22)](#e0110){ref-type="disp-formula"}$$w^{1/\alpha - 1} = a^{1/\alpha - 1}g^{1/\alpha - 1}\left( \frac{x^{\Delta^{n - 1}}}{x} \right)^{1 - \alpha} = a^{1/\alpha - 1}g^{1/\alpha - 1}\left( \frac{x}{x^{\Delta^{n - 1}}} \right)^{\alpha - 1} \geqslant a^{1/\alpha - 1}g^{1/\alpha - 1}h_{n - 1}^{\alpha - 1}\text{.}$$Using [(2.22)](#e0110){ref-type="disp-formula"} in [(2.21)](#e0105){ref-type="disp-formula"} we have on \[*t*~2~, ∞)~*T*~ that$$\begin{array}{l}
{w^{\Delta} \leqslant - \mathit{gq} + \left( \frac{g^{\Delta}}{g^{\sigma}} \right)w^{\sigma} - \alpha\left( \frac{g{(h_{n - 1}^{\alpha - 1})}^{\sigma}h_{n - 2}}{{(a)}^{\sigma}{(g^{\sigma})}^{2}} \right){(w^{\sigma})}^{2}\text{.}} \\
{\quad = - \mathit{gq} - \left( {\frac{\left( {\alpha h_{n - 2}^{- 1}\left( h_{n - 1}^{\sigma} \right)^{\alpha - 1}g} \right)^{1/2}}{{({(a)}^{\sigma})}^{1/2}g^{\sigma}} - \frac{{({(a)}^{\sigma})}^{1/2}g^{\Delta}}{2{(\alpha h_{n - 2}\left( h_{n - 1}^{\sigma} \right)^{\alpha - 1}g)}^{1/2}}} \right)^{2} + \frac{{(a)}^{\sigma}{(g^{\Delta})}^{2}}{4\alpha\left( h_{n - 1}^{\sigma} \right)^{\alpha - 1}h_{n - 2}}\text{.}} \\
{\quad \leqslant - \mathit{gq} + \left( \frac{1}{4\alpha} \right)\left( \frac{{(a)}^{\sigma}{(g^{\Delta})}^{2}}{g\left( h_{n - 1}^{\sigma} \right)^{\alpha - 2}h_{n - 2}} \right)\text{.}} \\
\end{array}$$Integrating this inequality from *t*~2~ to *t*, taking upper limit of the resulting inequality as *t* → ∞, and applying condition [(2.20)](#e0100){ref-type="disp-formula"} we obtain a contradiction to the fact that *w*(*t*) \> 0 for *t* ⩾ *t*~1~.This completes the proof.  □

**Remarks**1.The results of this paper are presented in a form which is essentially new and of high degree of generality. Also, we can easily formulate the above conditions which are new sufficient for the oscillation of Eq. [(1.1)](#e0005){ref-type="disp-formula"} on different time-scales e.g., *T* = *R* and *T* = *Z*. The details are left to the reader.2.We may also employ other types of the time-scales [@b0040; @b0045] e.g., *T* = *hZ* with $h > 0\text{,}q^{N_{o}}\text{,}q > 1$, $T = N_{0}^{2}$, etc. The detail are left to the reader.
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