One of the LT 1 -applications that ensures the access to the information, in the user's mother tongue, is machine translation (MT). Unfortunately less spoken languages -a category in which the Balkan and Slavic languages can be included -have to overcome a major gap in language resources, reference-systems and tools. In its simplest form, statistical machine translation (SMT) is based only on the existence of a big parallel corpus and therefore it seems to be a solution for these languages. In this paper the performance of a Moses-based SMT system, for Romanian and German, is investigated using test data from two different domains -legislation (JRC-ACQUIS) and a manual of an electronic device. The obtained results are compared with the ones given by the Google on-line translation tool. An analysis of the obtained translation results gives an overview of the main challenges and sources of errors in translation, in these experimental settings.
Introduction

"Less interesting languages"
2 have to overcome a major gap in language resources, reference-systems and tools which ensure the development of an MT-system of higher quality. In its simplest form, statistical machine translation (SMT) is based only on the existence of a big parallel corpus, thereby it seems to be a solution for this kind of languages.
From the currently available corpora for the languages considered in the description of the workshop, JRC-ACQUIS is used for the experiments described in this paper. The languages addressed are Romanian and German. The size of bilingual subsets of JRC-ACQUIS differs strongly from language pair to language pair, e.g. for English-German the size of the corpus is over 1 million sentences, for GermanRomanian is less than 350000 sentences. Compared to EUROPARL or to the "News Corpus" used in recent investigations in the EUROMATRIX project [1] , bilingual subsets in JRC-ACQUIS have approximately six times less aligned sentences, for the language-pair considered.
In this paper the performance of a simplistic Mosesbased SMT-system, when trained and tested on JRC-ACQUIS (version 2.2), is investigated. For one of the test-set, data from a small technical corpus is used. The obtained results are compared with the ones given by the Google SMT on-line translation tool. The outcome shows that for less resourced languages -in this case Romanian -the development of further parallel corpora on broader domains and the improvement of the existing resources seem to be unavoidable. In the case of JRC-ACQUIS, for Romanian, such a step has already been done with JRC-ACQUIS Version 3
3 . The paper is organized as follows: in section 2 the used corpora are presented; sections 3 and 4 describe the experiments performed and their results. The last section concludes the presented results.
Data Description
For the experiments described in this paper, GermanRomanian was chosen as language pair. The tests were done for both directions of translation.
Romanian is a less-resourced language with a highly inflected morphology and high demand for translation after joining the European Union. Compared to widely spoken languages, few resources and tools were developed for Romanian. An overview of tools for Romanian was made in the CLARIN Project (http://www.clarin.eu). Bilingual resources including Romanian are not so many and with few exceptions (see [11] , [10] ) relate only to English-Romanian.
Few parallel corpora are available, in which one of the language is Romanian, that have a "satisfactory" size, and that do not consider, as the other language, only English, e.g. JRC-ACQUIS, OPUS 4 . One of the reasons for using in this paper JRC-ACQUIS is the fact that, to the author's knowledge, all MT experiments, where Romanian was considered, are done using this corpus -see [4] and [2] 5 . Although on-line or commercial translation tools for Romanian exist 6 , they are all black-boxes.
Training Data
The training corpus is part of the JRC-ACQUIS (http://wt.jrc.it/lt/Acquis/ -last accessed on 18.04.09). Two types of alignments are available on the corpus homepage: Vanilla and HunAlign. The alignments realized with the Vanilla aligner 7 were used for the experiments presented here. Although not the best solution for MT, the alignment provided is done at paragraph-level. A paragraph can be a sentence, a sub-sentential phrase (e.g. noun phrase -NP), a phrase, or more sentences. This has an impact on the translation quality, as most of existing systems recommend sentence alignment.
In order to reduce the number of errors, only 1:1 paragraph alignments were considered for the experiments. This means that from 391972 links in 6558 documents, only 324448 links are used for the Language Model (LM). Due to the cleaning step of the SMT system, which limits the sentence length to 40 words 8 , the number of 1:1 alignment links considered for the Language Model (LM) are reduced to 238172 links for the Translation Model (TM). This represents 61.38% of the initial corpus. More details on JRC-ACQUIS can be found in [8] .
Test Data
The experiments were run on two different corpora: one is part of the JRC-ACQUIS corpus and the other is part of a technical manual of an electronic device.
897 sentences (299 from the beginning, 299 from the middle and 299 from the end) were removed from JRC-ACQUIS training data, in order to be used as test sets. Sentences were chosen from different parts of the corpus to ensure a relevant lexical, syntactic and semantic coverage. These 3 sets of 299 sentences represent Test 1, Test 2 and Test 3 of the experiments. As one of the goal of the experiments was to analyze the reaction of the evaluation scores to data-size, Test 4 data-set contains all 897 sentences. In oder to see how the translation quality changes inside a corpus, several test-sets of the same size, from the same corpus, were chosen.
In order to evaluate the reaction of the SMT system to other input text type, the second test corpus was considered. It is extracted from a manual of an electronic device. It is sentence-aligned and the translation is manually verified. In the corpus dates, numbers and names were replaced by meta-words, e.g. numbers 5 The language-pair considered in this papers is RomanianEnglish. For the author was interesting to use the same corpus, as in previous work also Romanian-English experiments were run. These results were compared with the RomanianGerman ones. The Romanian-English experiments are not part of the present paper. 6 An overview of such systems can be found on www. 
Experimental Settings
The SMT system used follows the description of the baseline system given for the EACL 2009 4th Workshop on SMT 9 and it is based on Moses 10 -see [5] . Wanting to see what results can be obtained by a very simple SMT, two parameters were changed: the tuning step is left out and the LM order is 3.
All test data-sets were translated with the Mosesbased system and with the Google on-line translation tool 11 . In both cases, the same metrics were used for evaluation: BLEU and TER. For these experiments the use of other linguistic resources was avoided deliberately, in order to be able to evaluate the robustness of a pure SMT-System at domain change. When changing the domain it is expected that out-oftraining-vocabulary words (OOV-Words) -especially in domain specific vocabulary -play a major role. In the following subsection this aspect is presented.
Out-of-training-vocabulary Words
The OOV-words were extracted, for both directions of translation, by comparing the training vocabulary and the test vocabulary for the source language (SL).
As expected, the percentage of OOV-words, for the technical manual data-set, is higher -see Table 2 . As seen in Section 4, the higher number of OOV-words leads to worse translation scores.
When manually analyzing the extracted words, it was noticed that, in the first corpus, due to segmentation and spelling errors and not-replacement of numbers, dates etc with meta-words, sometimes the extracted words are not correct, e.g. "dreptulde" (correct: "dreptul de" -English: "the right of "), or just symbols are extracted, e.g. "2ev ", "0155 ", "** ". After the removal of the wrong extracted words, the number of OOV-words for Test 4 was reduced to almost 50% for Romanian-German and to 83% for GermanRomanian. In Table 2 the number of OOV-words, after the removal procedure, are shown.
The words extracted for the second corpus were 99% right. 
Experimental Results
In the experiments, due to the lack of multiple references, the comparison with only one reference translation is considered. The following metrics are used:
• BLEU (bilingual evaluation understudy) -The NIST/BLEU implementation, version 12 12 is used. Although criticized, BLEU is mostly used in the last years for MT evaluation. It measures the number of n-grams, of different lengths, of the system output that appear in a set of references. More details about BLEU can be found in [6] . As for previous developed systems BLEU is one of the evaluation metrics, for comparison reasons, it is still important to calculate it.
• TER (translation error rate)
13 -It calculates the minimum number of edits needed to get from a obtained translation to the reference translations, normalized by the average length of the references. which moves sequences of words. More information about TER one can find in [7] .
The obtained results are shown in Table 3 , The BLEU scores from Table 3 , 4 and 5 are graphically represented in Figure 1 .
It is seen from Table 3 , 4 and 5 that the BLEU and the TER scores are in all cases correlated.
The interpretation of the results is focused on three directions 1. variations of the evaluation metrics across sets of test data;
2. the comparison with the Google MT on-line tool;
3. manual evaluation.
A Moses-based system, that considers also Romanian and German, is described in [3] . Although not comparable, as the experimental settings are not the same, the BLEU scores reported in this paper are 0.2789 for Romanian-German and 0.2695 for GermanRomanian.
Variation of the scores across different sets of test data
An interesting aspect of the evaluation is the variation of scores across sets of test data from the same corpus, using the same system. The corpus contains data in the time interval 1958-2006. Although terminology might have changed, both languages, Romanian and German, did not suffer major transformations, e.g. at syntactic level. Several parameters can influence the results of automatic evaluation:
• The creation of the test data. As mentioned in Section 2, the test data was extracted from different parts of the aligned corpus. As there is no equal distribution of sentences per year included in the corpus, it might be possible that all sentences related to e.g. 1978 EU-Regulations are in the test data but not in the training data. OOVwords (see Section 3.1) and differences in lexical semantics among years can be in this case source for the variations of the scores.
• Sentence limitation in the Moses translation model. This was set to 40 words / sentence. Test data had no restrictions in this sense. The average sentence-length of the test data is higher for both translation-directions (see Table 1 )
• Variation of paragraph length in the alignment. The 1:1 alignments vary strong in length, some of them are NPs, some of them are 1-verb sentences and some contain more than one sentence.
• Verification of the test data. The test data is not manually checked, so that only good and "relevant" test paragraphs are used. In some test data-sets, paragraphs like "Article article number " are repeated several times. Sometimes, due to the automatic extraction of the testsets, the reference translation is wrong (error of the alignment in JRC-ACQUIS).This reduces the BLEU score.
• Rephrasing. When manually analyzing part of the translations (see 4.3), it was noticed that some of the translations were correct from the human evaluation point of view, but they rephrased the reference translations. As BLEU calculation is based on n-grams, this leads to a decrease of the score.
Comparison with Google MTSystem
The Google system is stable, i.e. the scores are close to each-other. The BLEU score varies between 0.274 and 0.2853 for German -Romanian (0.0113 score difference) and between 0.3208 and 0.3332 for Romanian -German (0.0124 score difference). The SMT system has the difference between the scores approximately ten times higher, e.g. the BLEU score difference for German -Romanian is 0.136, and for Romanian -German is 0.1472. In order to interpret the results a more detailed manual analysis of the translations is necessary. For German-Romanian the Moses-based system has a higher BLEU (lower TER) score than the Google one. For Romanian-German on the test-sets of 299 sentence, in two cases out of three, Google has better scores. On the 897 test-set the scores of the Mosesbased system are better.
However Google is not a reliable comparison as the system evolves dynamically, by contributions of users and there is no deep information about the architecture of the system. It is estimated that the training data is huge, comparable with the one used for the experiments reported in [1] . In favor of this argument is also the scores obtained for the electronic device corpus. The Google BLEU score is very similar to the one obtained in [1] when changing the domain. In conclusion, the availability of a larger training data set would increase the performance and robustness of a pure SMT-System. Also correcting the training and test data can lead to better results. 
Manual Evaluation for GermanRomanian
In order to extract the sources of errors, the translations of 100 paragraphs from Test 4 data-set, obtained by the Moses-based SMT system, were manually analyzed. In order to have different paragraph-types, 50 were chosen from the beginning and 50 from the end. As the human evaluator has as mother tongue Romanian, the translation direction considered was German-Romanian. If some paragraphs consist of only one word, it was observed that the last 50 paragraphs are longer: e.g. paragraph 863 has 82 words and consists of one phrase and two sentences. There are 49 paragraphs shorter than 6 words.
The eight sources of translation errors are presented in Table 6 . Some errors (e.g. OOV-words) presented in Table 6 are due to the limited training data. Due to the German compounds and syntax, an important source of errors is the word alignment. These errors can be solved by adding more data or a bilingual dictionary.
In around 10% of the paragraphs, the translation was adequate and fluent, but it was the reference translation rephrased -e.g. passive voice translated as active voice -or it contained synonyms. This influences negatively the automatic evaluation
Conclusion
In this paper the performance of an SMT system based on Moses is investigated on test data from different domains for German -Romanian, in both directions. No additional linguistic tools were used. The article presents the comparison between the results of the Moses-based SMT system and the ones given by the Google on-line translation tool. The training corpus used is the JRC-ACQUIS. The test data are taken from the JRC-ACQUIS corpus and from a manual of an electronic device. In the described experimental settings, in all cases for German-Romanian and in some cases for Romanian-German, the Moses-based SMT system, trained and tested on the same data type, scores better than the Google on-line tool. This, in spite of the fact that both languages are inflected, and that the corpus (JRC-ACQUIS) is small and includes errors.
In the other cases, with increased and betteri.e. sentence-aligned -training data, the Google performance can be reached with a Moses-based SMTSystem. As it is not a black-box system, one has the possibility to control the workflow, and introduce in a targeted way linguistic components when available.
