Nontrivial periodic solutions for asymptotically linear resonant difference problem  by Bin, Hong-Hua et al.
J. Math. Anal. Appl. 322 (2006) 477–488
www.elsevier.com/locate/jmaa
Nontrivial periodic solutions for asymptotically linear
resonant difference problem ✩
Hong-Hua Bin a,∗, Jian-She Yu a,b, Zhi-Ming Guo b
a College of Mathematics and Econometrics, Hunan University, Changsha, Hunan 410082, PR China
b College of Mathematics and Information Science, Guangzhou University, Guangzhou, Guangdong 510405, PR China
Received 4 January 2006
Available online 13 February 2006
Submitted by William F. Ames
Abstract
In this paper the existence of nontrivial periodic solution for second order asymptotically linear difference
equation at resonance is obtained. The methods used here are based on combining the minimax methods
and the Morse theory, especially the observation on the critical groups.
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1. Introduction
Let R, Z, N be the sets of real numbers, integers and natural numbers, respectively. RN is
the real space with dimension N . [a, b] denotes the discrete interval {a, a + 1, . . . , b} if a  b
and a, b ∈ Z.
In this paper we are concerned with the existence results of nontrivial periodic solutions for
second order difference system of the form
2xn−1 + F ′(n, xn) = 0, xn+T = xn, n ∈ Z, (1.1)
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of F with respect to the second variable z ∈ RN . Moreover, for a fixed integer T > 0, F is
T -periodic in the first variable n.
In general, Eq. (1.1) may be regarded as a discrete analogue of the following second order
Hamiltonian systems:
d2x
dt2
+ F ′(t, x) = 0, t ∈ R, (1.2)
where F ∈ C2(R × RN,R) and F(t + T ,x) = F(t, x) for any (t, x) ∈ R × RN . The existence
of periodic solution of (1.2) has been studied by many authors, for example, see [6,8–10,14,15,
18] and references therein. For the existence of periodic solutions of difference equations, some
results were obtained by means of various methods. For example, based on the methods of upper
and below solutions, Atici and Cabada [3] investigated the existence and uniqueness of periodic
solutions for
−2y(n − 1) + q(n)y(n) = f (n,y(n)).
Atici and Guseinov [4], using fixed point theorem and the properties of the Green’s function,
obtained positive periodic solutions for nonlinear difference equation
−[p(n − 1)y(n − 1)]+ q(n)y(n) = f (n,y(n)).
By minimax principle, Guo and Yu studied the existence of periodic and subharmonic solutions
to Eq. (1.1), where the nonlinearity is of sublinear growth and superlinear growth at infinite
in [11,12], respectively. Using the Mountain Pass Theorem, Agarwal, Perera and Regan in [2]
obtained multiple positive solutions of discrete problems.
As it is known, Morse theory is an important tool to deal with the existence of periodic so-
lutions for differential equations and partial differential equations [6–9,14,16,17]. And Morse
theory can be also applied to deal with the existence of periodic solutions for difference equa-
tions. In this paper, based on Morse theory, we study the existence of periodic solutions for
Eq. (1.1) and consider that F satisfies the following assumptions:
(H1) F ′(n, z) = A∞(n)z + o(|z|) as |z| → ∞,
(H2) F ′(n, z) = A0(n)z + o(|z|) as |z| → 0,
for all n ∈ Z, where z ∈ RN , A∞(n), A0(n) are symmetric matrices of N × N and T -periodic
in n. In such case we say that nonlinearity F ′ is an asymptotically linear growth both at zero
and at infinity, or, F is an asymptotically quadratic growth both at zero and at infinity. By as-
sumption (H2), we see that F ′(n,0) = 0 for n ∈ Z, and Eq. (1.1) possesses a trivial T -periodic
solution z = 0. Therefore, in this paper we are interested in finding nontrivial periodic solutions
for (1.1). The approach used here is based on combining the Morse theory [9,14] and the mini-
max methods [15].
For the general background of difference equations, one can refer to [1,5,13].
In order to establish our existence results via Morse theory, we first describe some properties
of the space on which the variational functional associated with (1.1) is defined. Set
ET =
{
x = {xn} ∈ S: xn+T = xn, n ∈ Z
}
, (1.3)
where
S = {x = (. . . , x−n, . . . , x−1, x0, x1, . . . , xn, . . .) = {xn}n∈Z: xn ∈ RN}.
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〈x, y〉 =
T∑
n=1
(xn, yn), ‖x‖ =
(
T∑
n=1
|xn|2
)1/2
, ∀x, y ∈ ET ,
where (·,·) and | · | are the usual inner product and norm in RN , respectively.
Define a linear mapping D :ET → RNT by
Dx = (x11, . . . , xT 1, x12, . . . , xT 2, . . . , x1N, . . . , xTN)T ,
where ·T denotes the transpose of a vector or matrix, x = {xn} ∈ ET , and xi = (xi1, xi2,
. . . , xiN )
T ∈ RN for i ∈ [1, T ]. Obviously, (ET , 〈·,·〉) is a Hilbert space with finite dimen-
sion NT , which can be identified with RNT .
For N × N symmetric matrix A∗(n) (∗ = 0,∞), which is T -periodic in n, we define a linear
operator L∗ :ET → ET by the extending bilinear form
〈L∗x, y〉 =
T∑
n=1
[
(xn,yn) −
(
A∗(n)xn, yn
)]
, ∀x, y ∈ ET , (1.4)
where (·,·) denotes the usual inner product in RN . Then L∗ is a self-adjoint operator.
Set W 0∗ = kerL∗ and W∗ = (W 0∗ )⊥. We can split W∗ as W∗ = W+∗ ⊕ W−∗ with W±∗ invariant
under L∗, and L∗|W+∗ is positive definite, L∗|W−∗ is negative definite, i.e., there exists δ > 0 such
that
(L) ±〈L∗x, x〉 δ‖x‖2, x ∈ W±∗ .
It is easy to see that W+∗ , W−∗ , W 0∗ are mutually orthogonal subspaces of the space ET with
ET = W+∗ ⊕ W−∗ ⊕ W 0∗ (∗ = 0,∞) (1.5)
and x = u + v + w is the decomposition of x ∈ ET with u ∈ W+∗ , v ∈ W−∗ , w ∈ W 0∗ , where
∗ = 0,∞.
Denote by μ∗, ν∗ the Morse index and nullity of ∗ for L∗, respectively. Then, by (L) and (1.5),
μ∗ = dimW−∗ , ν∗ = dimW 0∗ (∗ = 0,∞).
Furthermore, by assumptions (H1) and (H2), there exist function G∞ ∈ C2(Z × RN,R) and
G0 ∈ C2(Z × RN,R), with T -periodic in the first variable n, such that
(H3) G∞(n, z) = F(n, z) − 12 (A∞(n)z, z), G0(n, z) = F(n, z) − 12 (A0(n)z, z) and
G′∞(n, z) = o
(|z|) as |z| → ∞, G′0(n, z) = o(|z|) as |z| → 0,
for z ∈ ET and all n ∈ Z.
In this paper, we assume F(n,0) = 0, and there exist λ > 0, c1, c2 > 0, s ∈ (0,1), such that
(P±) ±G0(n, z) 0, for |z| λ;
(P1) |G′∞(n, z)| c1|z|s + c2;
(P2) lim inf 0 1 2s
∑T
n=1 G∞(n,wn)
4β2
,‖w‖→∞,w∈W∞ ‖w‖ δ
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Remark 1.1. Assumption (P1) implies that (H1) holds.
Remark 1.2. If s = 0, then the inequality in (P1) implies that G′∞(n, z) is bounded uniformly
in n. In such case, the action functional associating with Eq. (1.1) satisfies the Palais–Smale
condition if G∞(n, z) → ±∞ as |z| → ∞, and this is the well-known Landesman–Lazer setting
in an abstract form.
In this paper we treat the case for Eq. (1.1) being resonant both at zero and at infinity, i.e.,
ν∞ = 0, ν0 = 0. And we have the following existence result for Eq. (1.1).
Theorem 1.1. Let assumptions (H2), (P1)–(P2) hold, and ν∞ = 0, ν0 = 0. Then Eq. (1.1) has at
least one nontrivial T -periodic solution in each of the following cases:
(1) (P+), μ∞ + ν∞ = μ0 + ν0;
(2) (P−), μ∞ + ν∞ = μ0.
We can rewrite (1.4) in the following form:
〈L∗x, y〉 =
T∑
n=1
[−(2xn−1, yn)− (A∗(n)xn, yn)], ∀x, y ∈ ET .
Consider the following problem:
−2xn−1 = λxn, xn+T = xn, xn ∈ RN.
By a direct computation, the eigenvalue λ = 4 sin2 kπ
T
, k ∈ [0, T −1]. Moreover, the multiplicities
of these eigenvalues are of the same number N .
If A0(n) = λm for some m ∈ [0, T − 1] and A∞(n) = λk for some k ∈ [0, T − 1], then we say
that Eq. (1.1) is resonant both at zero and at infinity. In this case,
μ∞ = dimW−∞ = kN, μ0 = dimW−0 = mN,
ν∞ = dimW 0∞ = N, ν0 = dimW 00 = N.
Then Theorem 1.1 reads as
Corollary 1.1. Let assumptions (H2), (P1)–(P2) hold. Assume that A0(n) = 4 sin2 mπT , A∞(n) =
4 sin2 kπ
T
, for some m,k ∈ [0, T − 1], then (1.1) has at least one nontrivial solution in each of the
following cases:
(1) (P+), m = k;
(2) (P−), m = k + 1.
This paper is divided into three parts. In Section 2 we give an example, variational functional
J associated with (1.1), and recall some facts about critical groups. In Section 3, several technical
lemmas are presented and Theorem 1.1 is proved.
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Here we consider the T -periodic solutions of Eq. (1.1) as N = 1. Let
〈L∗x, x〉 =
T∑
n=1
[
(xn)
2 − a∗x2n
]= xT Bx − a∗xT x (∗ = 0,∞),
where x = (x1, x2, . . . , xT )T ∈ RT , xi ∈ R, i ∈ [1, T ], a∗ ∈ R, and
B =
⎛
⎜⎜⎜⎜⎜⎜⎝
2 −1 0 · · · 0 −1
−1 2 −1 · · · 0 0
0 −1 2 · · · 0 0
· · · · · · · · · · · · · · · · · ·
0 0 0 · · · 2 −1
−1 0 0 · · · −1 2
⎞
⎟⎟⎟⎟⎟⎟⎠
T×T
, for T > 2,
or
B =
(
2 −2
−2 2
)
, for T = 2.
Obviously, the eigenvalues of matrix B are given by
λk = 4 sin2 kπ
T
, k ∈ [0, T − 1].
Example. Consider the equation
2xn−1 + ξxn√
1 + x2n
= 0, xn+T = xn, (2.1)
where ξ = 4 sin2 mπ
T
for some m ∈ [2, T − 1] and xn ∈ R, n ∈ Z. We claim that Eq. (2.1) has at
least one nontrivial T -periodic solution.
In fact, set F ′(z) = ξz/√1 + z2, z ∈ R. It is easy to see that
lim
z→0
F ′(z)
z
= ξ = λm, lim|z|→∞
F ′(z)
z
= 0 = λk.
In such case, Eq. (2.1) is resonant both at zero and at infinity, and m = k + 1. Indeed, we have
G0(n, z) = ξ
(√
1 + z2 − 1 − 1
2
z2
)
 0, ∀z ∈ R,
G∞(n, z) = ξ
(√
1 + z2 − 1) and W 0∞ = {(c, c, . . . , c)T }, c ∈ R.
One can check that there exists some s ∈ (0,1) such that all conditions of Corollary 1.1 are
satisfied for the case (P−).
Next we consider the action functional and some propositions.
By using variational methods, the existence of T -periodic solutions for Eq. (1.1) is equivalent
to the existence of critical points of the action functional
J (x) =
T∑[1
2
|xn|2 − F(n,xn)
]
, x ∈ ET . (2.2)n=1
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〈
J ′(x), y
〉= − T∑
n=1
(
2xn−1 + F ′(n, xn), yn
)
, x, y ∈ ET .
On the other hand, in terms of (1.4) and assumption (H3), functional J can be rewritten as
J (x) = 1
2
〈L∞x, x〉 −
T∑
n=1
G∞(n, xn), x ∈ ET , (2.3)
or
J (x) = 1
2
〈L0x, x〉 −
T∑
n=1
G0(n, xn), x ∈ ET . (2.4)
The following proposition will be used in the sequel.
Proposition 2.1. For any given an  0, bn  0, n ∈ [1, k], the following inequality holds:
k∑
n=1
anbn 
(
k∑
n=1
a
p
n
)1/p( k∑
n=1
b
q
n
)1/q
,
where p > 1, q > 1 and 1/p + 1/q = 1.
For any positive number r > 1, we can equip ET with another norm ‖x‖r , where
‖x‖r =
(
T∑
n=1
|xn|r
)1/r
, x ∈ ET .
Obviously, ‖x‖2 = ‖x‖. Since ET can be identified with finite-dimensional space RNT , hence
there exist two constants C2  C1 > 0 such that
C1‖x‖r  ‖x‖ C2‖x‖r , x ∈ ET . (2.5)
Next we recall some facts about Morse theory. One can refer to [9,14] for more information
about Morse theory.
As usual, we say that a C1-functional ϕ on Hilbert space X satisfies the Palais–Smale con-
dition ((PS) condition for short) if every sequence {x(j)} in X such that {ϕ(x(j))} is bounded
and
ϕ′
(
x(j)
)→ 0 as j → ∞
contains a convergent subsequence.
In this section, let X be a Hilbert space and ϕ ∈ C1(X,R) be a functional satisfying the (PS)
condition. Write crit(ϕ) = {x ∈ X | ϕ′(x) = 0} for the set of critical points of functional ϕ and
ϕc = {x ∈ X | ϕ(x) c} for the level set.
Denote by Hq(A,B) the qth singular relative homology group with integer coefficients. Let
x0 ∈ crit(ϕ) be an isolated critical point with value c = ϕ(x0), c ∈ R, the group Cq(ϕ, x0) =
Hq(ϕ
c,ϕc \ {x0}), q ∈ Z, is called the qth critical group of ϕ at x0. Suppose ϕ(crit(ϕ)) is strictly
bounded from below by a ∈ R, then the critical groups of ϕ at infinity are formally defined as
Cq(ϕ,∞) = Hq(X,ϕa), q ∈ Z (see [7]).
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or k = μ0 + ν0. We have the following results which come from [7,17], and will be used to prove
the main result in this paper.
Proposition 2.2. (See [17, Proposition 2.2].) Assume C2-functional ϕ, satisfying (PS) condition,
has a local linking at its isolated critical point 0 with respect to X = X+0 ⊕X−0 and k = dimX−0 ,
i.e., there exists a small ρ > 0 such that ϕ(x)  ϕ(0), for x ∈ X−0 , ‖x‖  ρ; ϕ(x) > ϕ(0), for
x ∈ X+0 , 0 < ‖x‖ ρ. Then
Cq(ϕ,0) ∼= δq,kZ, for k = μ0 or k = μ0 + ν0.
Proposition 2.3. (See [7, Proposition 3.8].) Assume that X = X+∞ ⊕X−∞, ϕ satisfies (PS) condi-
tion, being bounded from below on X+∞ and ϕ(x) → −∞ as ‖x‖ → ∞ with x ∈ X−∞. Then
Cq(ϕ,∞) = 0, for q = dimX−∞ < ∞.
3. Proof of main results
In this section we use Propositions 2.2 and 2.3 to prove Theorem 1.1. Hence we need some
technical lemmas.
Lemma 3.1. Let either (P+) or (P−) hold. If (H2) holds, then functional J (see (2.2)) has the
local linking at 0 with respect to ET = X−0 ⊕ X+0 , where either X−0 = W−0 ⊕ W 00 or X−0 = W−0 .
Proof. We first sketch out the proof for the case (P+) with X−0 = W−0 ⊕ W 00 .
In terms of (H2) and F(n,0) = 0, for δ > 0 being given in (L), there exists ρ ∈ (0, λ] such
that
|z| ρ, ∣∣G0(n, z)∣∣ δ3 |z|2 ∀n ∈ Z. (3.1)
On one hand, for x ∈ W+0 \ {0} and ‖x‖ ρ, it follows by (2.4), (3.1) and (L) that
J (x) δ
2
‖x‖2 − δ
3
‖x‖2 > 0.
On the other hand, for x ∈ W−0 ⊕ W 00 and ‖x‖  ρ, let x = v + w with v ∈ W−0 , w ∈ W 00 . By
(2.4) and (L), it follows that
J (x)−1
2
δ‖v‖2 −
T∑
n=1
G0(n, xn). (3.2)
Since |xn| ρ  λ, then G0(n, xn) 0 by (P+) and J (x) 0 by (3.2).
These show that functional J has a local linking at origin for case (P+) by the fact J (0) = 0.
Next we consider the second case (P−) with X−0 = W−0 . By the similar argument, we have
J (x)−1
2
δ‖x‖2 + 1
3
δ‖x‖2  0, for x ∈ W−0 , ‖x‖ ρ.
In view of assumption (P−), we write x = u + w with u ∈ W+0 , w ∈ W 00 , and have
J (x) 1
2
δ‖u‖2 −
T∑
G0(n, xn), for x ∈ W+0 ⊕ W 00 \ {0}, 0 < ‖x‖ ρ. (3.3)n=1
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from (P−) that
J (x) = −
T∑
n=1
G0(n, xn) 0.
We claim that the equality of the above inequality cannot hold. Otherwise Eq. (1.1) has infinitely
many solutions. Therefore functional J has a local linking at zero for case (P−). This completes
the proof. 
In the following we prove that the functional J satisfies coercivity on W+∞ and anti-coercivity
on W−∞ ⊕ W 0∞ under assumptions (P1) and (P2). That is to say, functional J satisfies all condi-
tions in Proposition 2.3.
Lemma 3.2. Let (P1) and (P2) hold. Then
J (x) → +∞ for x ∈ W+∞ with ‖x‖ → ∞,
J (x) → −∞ for x ∈ W−∞ ⊕ W 0∞ with ‖x‖ → ∞.
Proof. For x ∈ W+∞, by (P1) and (2.3), we have
J (x) = 1
2
〈L∞x, x〉 −
T∑
n=1
G∞(n, xn)
 1
2
δ‖x‖2 −
T∑
n=1
[
G∞(n, xn) − G∞(n,0)
]− T∑
n=1
G∞(n,0)
 1
2
δ‖x‖2 −
T∑
n=1
∣∣G′∞(n, θxn)∣∣|xn| −
T∑
n=1
G∞(n,0)
 1
2
δ‖x‖2 −
T∑
n=1
(
c1|θxn|s + c2
)|xn| − T∑
n=1
G∞(n,0)
 1
2
δ‖x‖2 − c1T (1−s)/2‖x‖s+1 − c2T 1/2‖x‖ −
T∑
n=1
G∞(n,0),
where θ ∈ (0,1), and we make use of the mean value theorem and Proposition 2.1. It follows
from s ∈ (0,1) that J (x) → +∞ as ‖x‖ → ∞.
Next we show the second claim. For x ∈ W−∞ ⊕ W 0∞, we write x = v + w with v ∈ W−∞ and
w ∈ W 0∞. By the mean value theorem and (2.3), we have
J (x)−1
2
δ‖v‖2 −
T∑
n=1
[
G∞(n, xn) − G∞(n,wn)
]− T∑
n=1
G∞(n,wn)
= −1
2
δ‖v‖2 −
T∑
n=1
G′∞(n,wn + θvn)vn −
T∑
n=1
G∞(n,wn),
where θ ∈ (0,1). By (P1) and s ∈ (0,1), it follows from Proposition 2.1 that
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n=1
∣∣G′∞(n,wn + θvn)∣∣|vn|
T∑
n=1
(
c1|wn + θvn|s + c2
)|vn|

T∑
n=1
(
c1|wn|s |vn| + c1|vn|s+1 + c2|vn|
)
 c1
(
T∑
n=1
|wn|2s
)1/2
‖v‖ + β‖v‖s+1 + c2T 1/2‖v‖
 β‖w‖s‖v‖ + β‖v‖s+1 + c2T 1/2‖v‖,
where β = c1T (1−s)/2, θ ∈ (0,1).
In terms of assumption (P2), for any given ε > 0, there exists R > 0 such that
T∑
n=1
G∞(n,wn)
(
4β2
δ
− ε
)
‖w‖2s ,
for w ∈ W 0∞ with ‖w‖R. Therefore, combining above arguments, we get
J (x)− δ
2
‖v‖2 −
(
4β2
δ
− ε
)
‖w‖2s + β‖w‖s‖v‖ + β‖v‖s+1 + c2T 1/2‖v‖
= − δ
4
(
‖v‖ − 2β
δ
‖w‖s
)2
− δ
4
‖v‖2 −
(
3β2
δ
− ε
)
‖w‖2s + β‖v‖s+1 + c2T 1/2‖v‖.
It follows from the fact ε > 0 can be chosen small and s ∈ (0,1) that
J (x) → −∞ as ‖x‖ → ∞ with x ∈ W−∞ ⊕ W 0∞.
The proof is complete. 
Finally we have to verify that the (PS) condition holds for the functional J .
Lemma 3.3. Let (P1) and (P2) hold. Then J satisfies (PS) condition.
Proof. Let {x(j)} ⊂ ET be the (PS) sequence for functional J , i.e., there exists M > 0 such that
|J (x(j))|M, and
J ′
(
x(j)
)→ 0 as j → ∞. (3.4)
Write x(j) = u(j) + v(j) + w(j) ∈ ET with u(j) ∈ W+∞, v(j) ∈ W−∞, and w(j) ∈ W 0∞. By as-
sumption (P1) and (3.4), it follows that
∥∥u(j)∥∥ 〈J ′(x(j)), u(j)〉= 〈L∞u(j), u(j)〉− T∑
n=1
(
G′∞
(
n,x
(j)
n
)
, u
(j)
n
)
 δ
∥∥u(j)∥∥2 − T∑
n=1
∣∣G′∞(n,x(j)n )∣∣∣∣u(j)n ∣∣
 δ
∥∥u(j)∥∥2 − T∑(c1∣∣x(j)n ∣∣s + c2)∣∣u(j)n ∣∣n=1
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∥∥u(j)∥∥2 − c1
(
T∑
n=1
∣∣x(j)n ∣∣2s
)1/2∥∥u(j)∥∥− c2T 1/2∥∥u(j)∥∥
 δ
∥∥u(j)∥∥2 − β∥∥x(j)∥∥s∥∥u(j)∥∥− c2T 1/2∥∥u(j)∥∥,
which implies that∥∥u(j)∥∥ β
δ
∥∥x(j)∥∥s + a
δ
, (3.5)
and
〈
L∞u(j), u(j)
〉

(
β
∥∥x(j)∥∥s + a)∥∥u(j)∥∥ β2
δ
∥∥x(j)∥∥2s + 2aβ
δ
∥∥x(j)∥∥s + a2
δ
, (3.6)
where a = 1 + c2T 1/2, β = c1T (1−s)/2 and for j large.
For large j , similar arguments show that∥∥v(j)∥∥ β
δ
∥∥x(j)∥∥s + a
δ
(3.7)
and
〈
L∞v(j), v(j)
〉
 β
2
δ
∥∥x(j)∥∥2s + 2aβ
δ
∥∥x(j)∥∥s + a2
δ
. (3.8)
To show that J satisfies (PS) condition, it is enough to prove that {x(j)} is bounded in ET . By
contradiction, suppose that ‖x(j)‖ → ∞ as j → ∞. Since s ∈ (0,1) and ‖x(j)‖2 = ‖u(j)‖2 +
‖v(j)‖2 + ‖w(j)‖2, it follows from (3.5) and (3.7) that
‖u(j)‖
‖x(j)‖ → 0,
‖v(j)‖
‖x(j)‖ → 0,
‖w(j)‖
‖x(j)‖ → 1 as j → ∞. (3.9)
By assumption (P2), for any given ε > 0, there exists R > 0 such that
T∑
n=1
G∞
(
n,w
(j)
n
)
 (4 − ε)β
2
δ
∥∥w(j)∥∥2s , (3.10)
for all w(j) ∈ W 0∞ with ‖w(j)‖ R. On the other hand, we consider z(j) = u(j) + v(j), and by
(3.5) and (3.7), we get
∥∥z(j)∥∥ ∥∥u(j)∥∥+ ∥∥v(j)∥∥ 2β
δ
∥∥x(j)∥∥s + 2a
δ
. (3.11)
Using the mean value theorem, we obtain by (3.11) that∣∣∣∣∣
T∑
n=1
[
G∞
(
n,x
(j)
n
)− G∞(n,w(j)n )]
∣∣∣∣∣

T∑
n=1
∣∣G′∞(n,w(j)n + θz(j)n )∣∣∣∣z(j)n ∣∣

T∑(
c1
∣∣w(j)n + θz(j)n ∣∣s + c2)∣∣z(j)n ∣∣n=1
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T∑
n=1
(
c1
∣∣w(j)n ∣∣s∣∣z(j)n ∣∣+ c1∣∣z(j)n ∣∣s+1 + c2∣∣z(j)n ∣∣)
 β
∥∥w(j)∥∥s∥∥z(j)∥∥+ β∥∥z(j)∥∥s+1 + c2T 1/2∥∥z(j)∥∥
 2β
2
δ
∥∥w(j)∥∥s∥∥x(j)∥∥s + 2aβ
δ
∥∥w(j)∥∥s + 2β2
δ
∥∥z(j)∥∥s∥∥x(j)∥∥s
+ 2aβ
δ
∥∥z(j)∥∥s + c2T 1/2 2β
δ
∥∥x(j)∥∥s + c2T 1/2 2a
δ
,
where θ ∈ (0,1) and s ∈ (0,1). Combining (3.6), (3.8), (3.10) and the above inequality, for large
j and ‖w(j)‖R, we have
J
(
x(j)
)= 1
2
〈
L∞x(j), x(j)
〉− T∑
n=1
G∞
(
n,w
(j)
n
)− T∑
n=1
[
G∞
(
n,x
(j)
n
)− G∞(n,w(j)n )]
 β
2
δ
∥∥x(j)∥∥2s + 2aβ
δ
∥∥x(j)∥∥s + a2
δ
− (4 − ε)β
2
δ
∥∥w(j)∥∥2s + 2β2
δ
∥∥w(j)∥∥s∥∥x(j)∥∥s
+ 2aβ
δ
∥∥w(j)∥∥s + 2β2
δ
∥∥z(j)∥∥s∥∥x(j)∥∥s + 2aβ
δ
∥∥z(j)∥∥s
+ c2T 1/2 2β
δ
∥∥x(j)∥∥s + c2T 1/2 2a
δ
= β
2
δ
∥∥x(j)∥∥2s{1 + 2‖w(j)‖s‖x(j)‖s − (4 − ε)‖w
(j)‖2s
‖x(j)‖2s + 2
‖z(j)‖s
‖x(j)‖s
+ c3‖x(j)‖s +
c4
‖x(j)‖2s +
2a
β
‖w(j)‖s
‖x(j)‖2s +
2a
β
‖z(j)‖s
‖x(j)‖2s
}
,
where
c3 = 2
β
(
a + c2T 1/2
)
, c4 = a
β2
(
a + 2c2T 1/2
)
.
By (3.9) and s ∈ (0,1), if ‖x(j)‖ → ∞ as j → ∞, then J (x) → −∞ as j → ∞. This is a
contradiction with the boundedness of J (x(j)) and hence {x(j)} is bounded in ET . The proof is
complete. 
Proof of Theorem 1.1. We sketch the proof for case (1). The other claim is similar.
By Lemma 3.3, functional J satisfies (PS) condition. Moreover, x = 0 is a degenerate critical
point of J with Morse index μ0 = dimW−0 and nullity ν0 = dimW 00 , and J has a local linking at
0 with respect to decomposition ET = X−0 ⊕X+0 with X−0 = W−0 ⊕W 00 by Lemma 3.1. Therefore
by Proposition 2.2, we have
Cq(J,0) ∼= δq,μ0+ν0Z.
By Lemma 3.2, J is bounded from below in W+∞, and is anti-coercive in W−∞ ⊕W 0∞. Thus by
Proposition 2.3,
Cμ∞+ν∞(J,∞) = 0.
Since μ∞ + ν∞ = μ0 + ν0, then J has a critical point x∗ = 0 such that
Cμ∞+ν∞(J, x∗) = 0
(see [7]), which implies that Eq. (1.1) has at least one nontrivial T -periodic solution x∗. 
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