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Abstract
Let s = s1..sn be a text (or sequence) on a finite alphabet Σ . A fingerprint in s is the set of distinct characters contained in one
of its substrings. Fingerprinting a text consists of computing the set F of all fingerprints of all its substrings and being able to
efficiently answer several questions on this set. A given fingerprint f ∈ F is represented by a binary array, F , of size |Σ | named
a fingerprint table. A fingerprint, f ∈ F , admits a number of maximal locations 〈i, j〉 in S, that is the alphabet of si ..sj is f
and si−1, sj+1, if defined, are not in f . The set of maximal locations is L, |L|  n|Σ |. We present new algorithms and a new
data structure for the three problems: (1) compute F ; (2) given F , answer if F represents a fingerprint in F ; (3) given F , find all
maximal locations of F in s. These problems are, respectively, solved in O(n+|L| log |Σ |), (|Σ |), and (|Σ |+K) time—where
K is the number of maximal locations of F .
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
We consider a finite ordered alphabet, Σ , and s = s1..sn a sequence of n letters, si ∈ Σ . The set of all sequences
over Σ is denoted Σ∗. The rank of each letter α in Σ is given by fΣ(α) that ranges between 0 and |Σ |−1. A sequence
v ∈ Σ∗ is a factor or substring of s if s = uvw.
The fingerprint, C(s), of a sequence s is the set of distinct letters in s. By extension, Cs(i, j) is the set of distinct
letters in si . . . sj .
A fingerprint is represented below by a binary table of F of size |Σ |. If s contains the character α, F [α] ← 1,
otherwise F [α] ← 0.
Definition 1. Let C be a set of letters of Σ . A maximal location of C in s = s1 . . . sn is an interval [i, j ], 1 i  j  n,
such that
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(2) if i > 1, si−1 /∈ Cs(i, j).
(3) if j < n, sj+1 /∈ Cs(i, j).
This maximal location is denoted 〈i, j 〉.
We denote by F the set of distinct fingerprints and by L the set of maximal locations of all fingerprints of F . In
this paper, given a sequence s, we are interested in three main algorithmic problems:
(1) Compute the set F of all fingerprints in s;
(2) Given a fingerprint table F , find if F represents a fingerprint in F or not;
(3) Given a fingerprint table F , find all the maximal locations of F in s.
Efficient answers to these questions have many applications in information retrieval, computational biology and
natural language processing [1,2,6,7]. The input alphabet Σ is considered to be the alphabet of the input sequence, thus
|Σ | n. The best actual algorithms solve Problem 1 in (min{n|Σ | log |Σ |, n2}) time. The bound (n|Σ | log |Σ |)
is that of the last algorithm in [5] that we present in detail. The (n2) bound is obtained using the algorithm of Didier
also presented in [5], although this algorithm was first presented with O(n2 logn) and (n2) time complexities in
[4]. The logn gain between these two versions has been obtained using a lowest common ancestor algorithm (LCA).
Problem 2 is solved in O(|Σ | logn) time and Problem 3 in O(|Σ | logn + K) time in [1,5]. Surprisingly enough, and
this is a strong motivational factor for this paper, these complexities are independent of the sizes of F and L, although
many sequence families have few fingerprints or few maximal locations.
In this paper we present new algorithms and a new tree structure for solving these three problems. Problem 1 is
solved in O(n + |L| log |Σ |) time. As |L| n|Σ |, our algorithm is, at worst, as efficient as the last algorithm in [5],
but much more efficient on many sequence families for which the number |L| is significantly less than n|Σ |. As
an example, we can consider the string wk over the alphabet Σk = {a1, a2, . . . , ak} which is defined in the following
inductive way: w1 = a1 and wk = wk−1akwk−1 for k > 1. For this string we have |wk| · |Σk| = k ·(2k −1). On the other
hand, it is easy to see that the number |L|k of maximal locations in wk is 2k+1 − (k + 2), thus |L|k = o(|wk| · |Σk|).
Our algorithm can however be slower than that of Didier when |Σ | = (n/ logn). Although, even in this case,
the real complexity of our algorithm depends on the number of maximal locations that can be much less than n|Σ |.
Our algorithm also has the advantage of being simple to implement in its real worst case complexity. Problem 2 is
optimally solved in (|Σ |) using a new tree structure, improving the fastest algorithm by logn. Finally, Problem 3
can be solved in (|Σ | + K) time—where K is the number of maximal locations of F—using (|F | log |Σ | + |L|)
space.
Following the previous approaches, our algorithms improve a naming technique introduced in [1] and improved
in [5]. The paper is organized as follows. The original naming technique is presented first in Section 2. In Section 3
we present our new naming algorithm. In the next Section 4 we detail our tree data structure and the algorithmic
improvements it permits.
2. Fingerprints and naming technique
In this section we recall the naming technique introduced in [1] and then improved in [5]. The naming technique
is used to give a unique name to each fingerprint of a substring of s. We first describe the naming technique and then
we explain how to use it to name all fingerprints of s.
2.1. Naming technique
We assume for simplicity, but without loss of generality, that |Σ | is a power of two. We consider a stack of
log |Σ | + 1 arrays on top of each other. Each level is numbered from 1. The lowest, called the fingerprint table,
contains |Σ | names that might be only [0] or [1]. Each other array contains half the number of names that the array it
is placed on. The highest array only contains a single name that will be the name of the whole array. Such a name is
called a fingerprint name. Fig. 1 shows a simple example with |Σ | = 8.
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NAME_LISTS(L = (α1, α2, . . . , αp ) initial list of changes)
1. L1 ← ({[0],0}, . . . , {[0], |Σ | − 1})
2. add ({[1], fΣ (α1)}, . . . , {[1], fΣ (αp)}) to end of L1
3. For r = 1.. log |Σ | Do
4. FTr ← name table of size |Σ |/2r−1
5. Etp ← first element of Lr
6. For l = 0..|Σ |/2r−1 − 1 Do /* initialization of table FT */
7. {[a], j} ← Etp
8. FTr [j ] ← [a]
9. Etp ← next element in Lr
10. End of for
11. Let L′r be an empty list
12. For l = 0..|Σ |/2r − 1 Do /* initialization of L′r list */
13. add {(FT[2l],FT[2l + 1]), l} to end of L′r
14. End of for
15. Etp ← first element of Lr
16. While Etp exists Do
17. {[a], j} ← Etp
18. FTr [j ] ← [a]
19. add {(FTr [2j/2	],FTr [2j/2	 + 1]), j/2} to end of L′r
20. Etp ← next element in Lr
21. End of while
22. sort the pair of names in L′r in lexicographical order
23. give new names in each unique pair in L′r
24. build Lr+1 by copying L′r but replacing each pair by its new name
25. End of for
Fig. 2. Naming a list L = (α1, α2, . . . , αp) of fingerprint changes.
The names in the fingerprint table are only [0] or [1] and are given. Each cell, c, of an upper array represents two
cells of the array it is placed on, and thus a pair of two names. The naming is done in the following way: for each level
going from the lowest to the highest, if the cell represents a new pair of names, give this pair a new name and assign
it to the cell. If the pair has already been named, place this name into the cell. In the example in Fig. 1, the name [2]
is associated to ([1], [0]) the first time this pair is encountered. The second time, this name is directly retrieved.
2.2. Naming a list of fingerprint changes
Assume that a specific set S of fingerprints can be represented as a list L = (α1, α2, . . . αp) of distinct characters
such that
S = {f1, f2, . . . , fp} where fi =
⋃
1ji
{αj }.
The core idea of the algorithm of [5] is to fill a fingerprint table bottom-up by building for each level an ordered list
of new names that corresponds to the fingerprint changes induced at the previous level. A pseudo-code of this naming
algorithm is given in Fig. 2. We explain it below.
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changes on level 1 by replacing each character αi by the pair {[1], fΣ(αi)}. To initialize the process we add a list of
|Σ | pairs {[0], i}, i = 1..|Σ | at the beginning of L1.
This initial list is then used to compute all names of the cells in the second level. A table, FT , of |Σ | names
temporary records the pair of names to be coded. A list L′1 of pairs of names is built as follows. The first |Σ | elements
of L1 are read to initialize FT . The list L′1 is initialized with |Σ |/2 pairs built by reading FT . Then, the remaining of
the list L1 is read and for each new element {[a], j} (1) the table FT is changed in position j by FT ← [a] and (2) the
pair {(FT[2j/2	],FT[2j/2	 + 1]), j/2} is added to the end of L′1. This means that in cell j/2 of the second level a
name has to be given to the name pair (FT[2j/2	],FT[2j/2	 + 1]).
At this point L′1 records the list of changes to be made in the cells at level 2 and the pairs of names that must receive
a name. The pairs in this list are then sorted in lexicological order (through a radix sort) and a new name is assigned
to each distinct pair of names (n1, n2). A new list L2 is built from L′1 (keeping the initial order of L′1 and thus of L1)
by replacing each pair with its new name. For instance, if {([1], [0]),1} was in the list L′1 and if the pair ([1], [0])
received the new name [2], then L2 now contains {[2],1}.
The list L2 is the input at level 2 and the same process is repeated to obtain the names in the third level, and so on.
The last list Llog |Σ |+1 contains the names of all the fingerprints of S .
Complexity 1. The initialization of L1 is (|L|) time. Then a linear sort of (|L|) elements is performed for every
level. As there are log |Σ | + 1 levels, naming the list is (|L| log |Σ |) time.
2.3. Naming all fingerprints
A change in the lowest level of this array, that is changing a [1] to a [0] or a [0] to a [1] causes, at most, log |Σ | + 1
changes in the names on the path from the modified cell to the root. This property is used in the original algorithm
of [1]. Their idea is to enumerate all fingerprints containing a fixed number k of different characters by shifting two
indices 1  i  j  |s| on the sequence. The algorithm first identifies a pair (i0 = 1, j0) such that si0 ..sj0 contains
exactly k distinct characters. This fingerprint is named using the previous technique. Then the two indices are shifted
to (i1, j1) that points the beginning and the end of the next substring containing exactly k different characters and with
a different fingerprint than the previous one. The key point of the algorithm of [1] is that this new fingerprint only
differs from the previous one in two positions in the lowest array. Updating the array of names thus requires, at most,
2 log |Σ | + 2 changes.
Complexity 2. Each change in the name array requires checking whether a pair of names has already received a name
or not. At each level there are, at most, n new names, and thus searching for the pair can be done in logn time using
a balanced tree. For each value of k, initializing the array of names requires O(|Σ | log |Σ |) time. Then each new
pair (at most n when reading the sequence) requires, at most, 2 global changes in the whole array, each requiring
O(log |Σ | logn). Thus, for each value of k, building the names requires O(n log |Σ | logn) time and as k = 1..|Σ |, the
whole algorithm takes O(n|Σ | log |Σ | logn) time.
A faster algorithm to build all names is presented in [5]. The algorithm still performs |Σ | iterations in a similar way
to the previous one, but fills the names level by level using Name_lists algorithm presented in the previous section.
More formally, for each k, 1  k  |Σ |, a list L of fingerprint changes is built reading the sequence. This list
records the fingerprint changes at level 1 for all fingerprints containing k distinct characters. To build it, we move
two pointers on the sequence in exactly the same way as in the previous algorithm. When the first pair (i0 = 1, j0)
is encountered, the values in the fingerprint table A (the array of level 1) is registered in L under the form of pairs
{A[i], i} for i = 0..|Σ | − 1. The two pointers are then moved and for each new pair of pointers there are only two
modifications in the array A. For each such modification, if A changed in position j , 0 j  |Σ | − 1, this change is
recorded by adding {A[j ], j} to the end of L. At the end of this process, the ordered list L records all changes to be
performed at level 1.
The list L is then named using Name_lists algorithm and the process continues with the next iteration of k.
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the whole complexity is (n|Σ | log |Σ |) time. This saves logn over the previous algorithm.
3. New algorithm to compute all fingerprints
The faster algorithm of Section 2 is (n|Σ | log |Σ |) time. This complexity is independent of the number of max-
imal locations, |L|, although this is one of the main parameters of the fingerprinting problem. The two algorithms
of Section 2 could however be made dependent of |L| by fingerprinting only maximal locations, which would lead,
respectively, to the worst case time complexities O(n|Σ |+ |L| log |Σ | logn) and O(n|Σ |+ |L| log |Σ |). This could at
most lower the complexity of (n|Σ | log |Σ |) by a log |Σ | factor, even if |L| is very small.
The naming algorithm we present depends on |L| and its complexity is O(n+ |L| log |Σ |) time. As |L| is, at most,
n|Σ |, but is much less on many sequence families, our algorithm is faster than or as efficient as previous ones.
Moreover, the fingerprint tree we present in the next section permits efficient searching for a given fingerprint to
appear in the sequence. However, it requires all fingerprint names to be globally built on the same name subsets, which
is not the case of the names generated by the two algorithms of Section 2.3. It also requires these names to be sorted
in the lexicographical order of their fingerprint tables. We present in this section a new naming algorithm that fulfills
these requirements.
The main idea of the second algorithm of Section 2.3 is to record the changes in the fingerprint tables before
computing names. We reuse this approach, but we (a) process the whole sequence once before computing all names
and (b) record only changes corresponding to maximal locations.
Point (a) is achieved by keeping for each position i in the sequence a virtual list of all fingerprint tables of substrings
si . . . sj , i  j  n, beginning in i. This list is virtual in the sense that instead of keeping a list of fingerprint tables we
only record all changes in the fingerprint table in i. At the beginning all fingerprint tables are considered empty, that
is full of |Σ | zeros.
Point (b) consists in considering only positions that correspond to maximal locations.
Our algorithm runs in two phases. The first phase identifies on the sequence the fingerprints that must be encoded.
The second phase builds names for all these fingerprints. The sequence is thus read once.
We assume that without loss of generality below the input sequence does not contain two consecutive repeating
characters. Such a sequence is named simple. The segments of repeating characters, say α, of any input sequence can
be reduced to a unique occurrence of α. The two sequences have the same sets, F , and the same set, L, up to small
changes in the bounds. These changes can, however, be simply retrieved in (1) per maximal location. The reducing
algorithm is (n). This technical trick really simplifies the algorithms we present by removing many straightforward
technical cases. The length of the simple sequence derived from a sequence s = s1..sn is denoted below n′. Notice that
n′  |L|.
3.1. First phase
Let s = s1..sn′ be a simple sequence of characters over Σ . In this first phase, for reasons that will appear clearly
below, we add to the sequence a last character sn′+1 = # that does not appear in the sequence. Thus s = s1..sn′#.
Let i, j be a position in s, 1  i  j  (n′ + 1). We define fos(i, j) as the string formed by concatenating the first
occurrences of each distinct character touched when reading s from position i (included) to position j (included). For
instance, if s = a1b2a3c4e5a6b7a8c9d10#, fos(3,9) = aceb and fos(5,11) = eabcd#.
Definition 2. Let s = s1..sn′sn′+1 where sn′+1 = # and 1 i  n′ a position in s. Let j > i the minimum position such
that sj = si if it exists, j = n′ + 2 otherwise. We define lfos(i) = fos(i, j − 1).
For instance, if s = a1b2a3c4e5a6b7a8c9d10#, lfos(1) = ab and lfos(5) = eabcd#.
Let [i, j ] be an interval on s = s1..sn′ and let Support([i, j ]) be the minimum of the indices of the rightmost
occurrences of α = sp , i  p  j , in the interval [i, j ]. We define O[i,j ]s as fos(Support([i, j ]), j). For instance, if
s = a1b2a3c4e5a6b7a8c9d10#, Support(〈1,3〉) = 2, Support([4,10]) = 5, O〈1,3〉s = ba and O[4,10]s = eabcd .
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extending the interval [i, j ] to the left and to the right while the closest external characters si−1 or sj+1 (if they exist)
belong to Cs(i, j).
For instance, if s = a1b2a3c4e5a6b7a8c9d10#, 〈1,4〉 = Extends(2,4) and 〈1,9〉 = Extends(2,7).
Let w = w1 . . .wr a string on Σ , and 0  k  r . We denote prefk(w) = w1 . . .wk the prefix of size k of w. Let
s = s1..sn′#, we denote PLFO(s) the set of pairs
(1)
⋃
1in′
⋃
1k<|lfo(i)|
(
i,prefk
(
lfo(i)
))
.
For instance, if s = a1b2a3c4a5#, PLFO(s) = {(1, a1), (2, b2), (2, b2a3), (2, b2a3c4), (3, a3), (4, c4), (4, c4a5)}.
Notice that in the formula k is strictly less than |lfo(i)|.
Let 〈k, l〉 be a maximal location in s = s1..sn′# and m = Support(〈k, l〉). It is obvious that O〈k,l〉s is a prefix of
lfo(m). We define the function Φ as:
Φ: L → PLFO(s)
〈k, l〉 −→ (m,pref|O〈k,l〉s |
(
lfo(m)
))
.
Lemma 1. The Φ function is a bijection.
Proof. (injectivity) Let 〈k, l〉 and 〈o,p〉 be two maximal locations such that Φ(〈k, l〉) = Φ(〈o,p〉). Then Support(〈k,
l〉) = Support(〈o,p〉) and O〈k,l〉s = R〈o,p〉s . The two maximal locations overlap and have the same fingerprints, thus
〈k, l〉 = 〈o,p〉.
(surjectivity) Let (i,p = p1..pk) ∈ PLFO(s). Let h be the index of the first occurrence of pk after i in s. By
definition of PLFO(s) this occurrence must exits. Let 〈k, l〉 = Extend([i, h]).
We prove now that Support(〈k, l〉) = i. In formula (1) the index k is always strictly less than |lfo(i)|. As p is thus
a proper prefix of lfo(i), there exist α = lfo(i)p+1 such that there is no occurrence of α in the interval [i, h], and thus
after the extension of [i, h] to a maximal location 〈k, l〉, the index l is strictly less than the index of the first occurrence
of α after i. As, by definition of lfo(i), there is no occurrence of si before the index of α after i in s, there is no other
occurrence of si at the right of si in the interval [i, l]. Moreover, as all characters in p and only them appears after
i in [i, l] in the order of p, and that the extension procedure insures that all characters in [k, i] are characters of p,
Support(〈k, l〉) = i and O〈k,l〉s = p. 
Let s = s = s1..sn′#. In this first phase we compute PLFO(s) by first computing each lfo(i) for i = 1..n′ as a series
of characters and then removing the last character of each such lfo(i). By Lemma 1 each prefix of such a remaining
list can be associated with a unique maximal location and vice versa.
3.1.1. Computing lfo(i) for i = 1..n′
There are many possible algorithms to compute all lfo(i). We present a simple algorithm running in O(|L|) worst
case time. The principle of the algorithm is the following. We read the sequence one character after the other. Assume
that we read si ; for this character to be in the list lfo(j), 1 j  i, j must be the index of the rightmost occurrence
of sj in [1, i] and there must be no other occurrence of si in between. Assume now that we maintained the list Ls of
last occurrences of all indices in s of character rightmost occurrences up to i − 1. The character si must be added to
lfo(j) for all j in Ls that are greater that the index of the rightmost occurrence of si in [1, i − 1], if any. As updating
this list for the next position i + 1 simply reduces to replace the index of the previous occurrence of si by i at the end
of Ls , it suffices to go down Ls in decreasing order and for any j such that sj = si add si to lfo(j). On this path, if
there exists j such that sj = si , stop and delete this occurrence in the list. To continue with the next general iteration,
if only remains to add i on the top of Ls .
In a very last step, we delete the last characters of all lfo(i). The pseudo-code of this first phase is given in Fig. 4.
In this code, the table of all lfo(i) without their last characters is denoted LFO1, which will insure the continuity with
the second phase. Three steps of the algorithm are shown in Fig. 3.
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table LFO1 and then the last #. In the last step we remove the last character of each column.
FINGERPRINT_CHANGES(s = s1 . . . sn′ sn′+1 where sn′+1 = #)
1. Let LFO1[1..n′] a table of n′ lists
2. LFO1[i] are all initialized to an empty list
3. L ← (0)
4. For i = 1..n′ + 1 Do
5. If (i < n′ + 1) Then add si on top of LFO1[i]
6. j ← top element of L
7. While j > 0 AND sj = α Do
8. add si on top of LFO1[j ]
9. j ← previous element in L
10. End of while
11. If j > 0 Then /* there is a index of an α in L */
12. remove j from L
13. End of if
14. add i on top of L
15. End of for
16. For i = 1..n Do remove the last element of LFO1[i]
Fig. 4. Computing all fingerprint changes as a first phase of the new naming procedure.
Lemma 2. Algorithm Fingerprint_changes applied on s = s1..sn′ is O(|L|) worst case time.
Proof. Reading the sequence is (n′) time. Adding a character to the end of a list or characters is O(1) time. As the
lists represent at the end lfo(i) for i = 1..n′, the total sum of the size of the lists is n′ + |L| by Lemma 1. The last
step, removing the last characters of each list requires O(n′) time. The whole complexity is thus O(n′ + |L|) = O(|L|)
time. 
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The second phase consists in naming all prefixes of all lists in LFO1. Since these prefixes are in bijection with all
maximal locations (Lemma 1), this naming is enough to name all fingerprints of all maximal locations and thus all the
fingerprints of all substrings of the sequence.
The naming is based on the naming of a list of Section 2.2. A first simple approach would be to name all n′ lists one
after the other. However, as there is an initialization cost of |Σ | for each list, this would require at least n′|Σ | time.
A solution would be to factorize the initialization phase. This is technical but feasible and would lead to an optimal
naming algorithm running in O(|L| log |Σ |) time.
However, the tree structure we present in Section 4 requires all fingerprint names to be build on the same set of
names. We thus modify the naming of a list of Section 2.2 to name all lists of LFO1 on the same name set. The idea
is to build the names level by level but for all lists at a glance instead of list after list. The linear sorting algorithm is
then performed for each level on all elements of all lists. As in the previous naming algorithm, log |Σ | iterations are
performed for each fingerprint array level. This is done with the algorithm NAME_ALL_LISTS for which a pseudo-
code is given in Fig. 5. We describe this pseudo-code below.
In each iteration, each list in LFOk is read to build a corresponding list of cell changes in level k + 1 (lines 6–21).
A new list table LFO′k is thus built and records all these new lists. The pair of names in LFO′k are sorted altogether in
lexicographic order through a radix sort (line 24). A new name is then given to each different pair (line 25). A new
list table LFOk+1 is then built by copying LFO′k , but replacing each name pair with its new name (line 26). This list
is the input list of the next iteration of the general loop (lines 3–28).
Special care is required for the initialization process of the temporary table FT of size |Σ |/2k−1. The table is
initialized once (line 4) and reinitialized after coding each list of cell changes in LFO′k . However, for complexity
issues, this re-initialization is performed in an amount of time proportional to the size of this list by simply erasing the
changes that have been made (lines 15–19).
The result of the first iteration of algorithm NAME_ALL_LISTS on the LFO1 table is given in Fig. 6.
The last sort of the table LFOlog |Σ | records the fingerprint names. Algorithm NAME_ALL_LISTS obviously insures
that these names are sorted in the lexical order of their fingerprint tables.
Theorem 1. Our algorithm names all distinct fingerprints of a simple sequence s = s1..sn′ in O(|L| log |Σ |) time.
Proof. Its correctness is a direct consequence of Lemma 1: all distinct fingerprints of the input sequence are repre-
sented by considering the list of all proper prefixes of lfo(i). We simply analyze its complexity.
(1) the first phase of the algorithm, namely FINGERPRINT_CHANGES runs in O(|L|) time (Lemma 2).
(2) each iteration of algorithm NAME_ALL_LISTS runs in O(|L| + |Σ | + n′) time and the whole second phase is
O((|L| + n′ + |Σ |) log |Σ |) = O(|L| log |Σ |) time.
The worst case overall time complexity of our naming algorithm is thus O(|L| log |Σ |). 
Notice that on an arbitrary input sequence s = s1..sn, since a O(n) preprocessing phase is required to manage
similar characters, the whole algorithm runs in O(n + |L| log |Σ |) worst case time.
It remains to prove that |L| is bounded by n|Σ |.
Proposition 1. The number |L| of maximal locations is bounded by n|Σ |.
Proof. Let i,1  i  n, be a position in s and i  j0 < j1 < · · · < jk < n be the right bounds of all internal maxi-
mal locations beginning in i. Let α = sjp+1 and σ = sjq+1, p = q . Then α = σ , otherwise, as the longest contains
the smallest, the longest would contain an occurrence of its following character, which contradicts the definition.
Therefore all jp are distinct and different from si . Thus the number of such elements is directly bounded by |Σ | − 1.
A single maximal location j = n might be added to each i position, and |L| is bounded by n|Σ |.
Corollary 1. Our naming algorithm is (n|Σ | log |Σ |) worst case time.
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1. For all characters α in all lists in LFO1[1..n′] Do
replace α by {[1], fΣ (α)}.
2. ninit1 ← [0]
3. For k = 1.. log |Σ | Do
4. FTk ← name table of size |Σ |/2k−1 all initialized to ninitk
5. Let LFO′
k
[1..n′] be a table of n′ lists.
6. For i = 1..n′ Do
7. initialize LFO′
k
[i] to the empty list
8. L ← first element of LFOk[i]
9. While L exists Do
10. {[a], j} ← L
11. FTk[j ] ← [a]
12. add {(FTk[2j/2	],FTk[2j/2	+1]), j/2} to end of LFO′k[i]
13. L ← next element in LFOk[i]
14. End of while
15. L ← first element of LFOk[i]
16. While L exists Do
17. {[a], j} ← L
18. FTk[j ] ← ninitk
19. L ← next element in LFOk[i]
20. End of while
21. End of for
22. Sl ← list of all cell pairs in LFO′
k
23. add the pair (ninitk,ninitk) to Sl
24. sort Sl in lexicographical order
25. give new names for each different pair in Sl
26. build LFOk+1 by copying LFO′k but replacing each pair by its new
name
27. ninitk+1 ← name of the pair (ninitk,ninitk)
28. End of for
Fig. 5. Naming all fingerprints in all lists of LFO1.
Fig. 6. First columns of the table LFO2 of lists of cell changes.
3.3. Computing all maximal locations
In order to efficiently solve Problem 3, we associate each fingerprint name with its maximal locations. Our approach
is to associate each proper prefix of lfo(i) with its corresponding maximal location through Φ−1 during the first phase.
This information is simply maintained during the second phase.
We modify the algorithm FINGERPRINT_CHANGES to associate each new maximal location 〈k, l〉 with the prefix
of lfo(Support(〈k, l〉)) it corresponds to through Φ .
Let j1 > j2 > · · · be the positions of the last letters in the prefix s1 . . . si−1 such that jt is the position of the last
letter si (if si does not occur in s1 . . . si−1 we define jt = 0). Then at the ith iteration of FINGERPRINT_CHANGES
algorithm (lines 4–15), for each k = 1, . . . , t − 1, when adding the character si to the end of the list jk (line 8) we also
associate the maximal location 〈jk+1 + 1, i − 1〉 with the previous item of this list. An example of the result of the
modified algorithm is given in Fig. 7.
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After the first phase, names are built using the NAME_ALL_LISTS algorithm, slightly modified for keeping track
in during cell change lists of the associated maximal locations. A last phase is necessary to group the set of maximal
locations of each fingerprint name. In the lowest raw of Fig. 7, this last step would group together the two maximal
locations 〈2,3〉 and 〈7,8〉 of the fingerprint {c,f }.
4. Fingerprint tree
Once the fingerprints have been named by one of the two algorithms of Section 2.3, searching for a given fingerprint
to appear in the sequence can be carried out in O(|Σ | logn) time by a similar process to that in the first naming
algorithm, that is, filling the level from bottom to top and checking for each cell if a name has already been given to a
pair of cells [1].
This searching could be made O(|Σ |) expected time using perfect hashing on name pairs [3] of each level. The hash
tables would require O(|F | log |Σ |) expected memory space and could be built in O(|F | log |Σ |) expected time. How-
ever, in the worst case, these hash tables could require O(|F |2 log |Σ |) memory space and be built in O(|F |2 log |Σ |)
time.
For these purposes we present a new tree structure of size O(|F |) that permits searching for a given fingerprint in
O(|Σ |) time. This tree can be built in O(|F | log |Σ |) time.
Our tree structure is basically a trie of the fingerprint tables of F which edges are compressed by referring to shared
name arrays that have already been computed when identifying the fingerprints of the sequence. This compression
scheme allows us to require an additional memory linear in the number of fingerprints. Moreover, when searching
for a given fingerprint, edges can be uncompressed on-line in a time linear to their lengths. This last property insures
keeping the good search complexity allowed by the trie structure.
The searching phase requires however the names to be given from the same set of names for all fingerprint tables.
Therefore, the names in this tree cannot be generated using one of the first algorithms of Section 2. Moreover, the
construction itself requires the fingerprint names to be sorted in the lexicographical order of their corresponding
fingerprint tables, which is a property of the naming algorithm we presented.
The fingerprint tree is a binary tree in which each fingerprint name is a leaf. Edges are labeled with a triplet
{DT, l, r} where DT is either
• a single name [1] or [0] if one of l or r is equal to 1 and the other to 0.
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• a pair of names (nl, nr) and 1 l  |Σ | and 1 r  |Σ | two lengths. The pair of names (nl, nr) are related to l
and r by being the lowest pair of consecutive names that cover the segment from the beginning of l to the end of
r in the name array of one of the leaves in the subtree.
Fig. 8 shows an edge label.
For example, in Fig. 8, the triplets {[0],1,0}, {([5], [3]),3,2}, and {([2], [3]),2,2} would be valid edge labels
(among others).
4.1. Building the tree
We recursively define the name tree NT(nr) of a name nr as follows: NT([0]) (resp. NT([1])) is a simple node
labeled [0] (resp. [1]); if nr = (nl, nr), NT(nr) is a node labeled nr with NT(nl) (resp. NT(nr)) as left (resp. right)
child.
Note that from a node of the tree it takes O(1) time to compute its left (resp. right) child if any.
Definition 4. Let F1 and F2 be two distinct fingerprint tables. The Longest Common Prefix (lcp) of F1 and F2 is the
value 0 i  |Σ | such that for k = 0..i, F1[k] = F2[k], and F1[i + 1] = F2[i + 1].
By extension, we denote the lcp of two fingerprint names the lcp of the fingerprint tables they encode. Let n1 . . . n|F |
be the fingerprint names whose fingerprint tables are sorted in lexicographic order (requirement). The construction of
the tree is done in O(|F | log |Σ |) time in three phases.
(1) Compute for every two consecutive names ni, ni+1 their lcp in LCP[i, i + 1].
(2) Build a skeleton of the tree containing all necessary nodes but in which each edge is labeled by an interval [k..l].
This interval denotes that the label of the edge must code for the interval [k..l] in any fingerprint table of the
leaves in the subtree starting at this edge.
(3) Build the label of each edge.
We now detail these three steps.
4.1.1. Computing the lcp
We begin with the two given names and a current lcp fixed to |Σ |. The lcp of two fingerprint names can be computed
by simultaneously going down each name tree. At each step of the algorithm we compare two names. If these names
are equal, the resulting lcp is the current lcp. Otherwise, each name corresponds to two other names (unless they are
[0] or [1]). If their first name (the left part) is equal, then the lcp is the size of this left part (current lcp /2) plus the lcp
of the second (right part). Otherwise the lcp is the current lcp plus the lcp of the first part.
Lemma 3. Let n1 and n2 be two fingerprint names. The lcp of n1 and n2 can be computed in O(log |Σ |) time.
Proof. The lcprec algorithm simultaneously goes down 2 name trees that are both log |Σ | + 1 high. 
The table LCP is built by |F | − 1 iterations of algorithm lcprec. The whole complexity of this first phase is thus
O(|F | log |Σ |) time.
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BUILD_SKELETON_TREE(n1..n|F |,LCP)
1. depth(root) ← 0
2. branch L(n1) on root
3. current ← root
4. prev ← L(n1)
5. For i = 2..|F | Do
6. While depth(current) > LCP[i − 1, i] Do
7. prev ← current
8. current ← father(current)
9. End of while
10. If depth(current) = LCP[i − 1, i] Then
11. branch L(ni) on current
12. Else
13. cut the edge (current,prev) with newnode
14. depth(newnode) ← LCP[i − 1, i]
15. branch L(ni) on newnode
16. current ← newnode
17. End of if
18. prev ← L(ni)
19. End of for
Fig. 10. Computing the skeleton tree.
4.1.2. Building a skeleton tree
We build a skeleton of the fingerprint tree by adding a branch and a leaf for each name ni . This construction is
illustrated in Fig. 9.
The initial tree is a single root. A fist leaf denoted L(n1) is created and directly attached to this root. Its depth is |Σ |.
We then create a new branch for each remaining fingerprint that we process in one after the other in lexicographical
order. Each branch is plugged at depth LCP[i − 1, i] to the branch previously built for the name ni−1. This is done by
going up in the tree from the last leaf created for ni−1 (denoted L(ni1)) to the root. On this path, we isolate the first
node q with depth d less than or equal to LCP[i − 1, i]. If d is exactly LCP[i − 1, i], then we just plug a new branch
to q . Otherwise we create a new node p with depth LCP[i − 1, i] that becomes a new child of q . This node p now has
two children, one corresponding to the previous subtree of q . The other is the new branch that is terminated with the
new leaf L(ni) from where the next step begins. A pseudo-code of this construction is given in Fig. 10. In this code,
the depth of any L(ni) is fixed to |Σ |.
The complexity of building the skeleton tree is O(|F |) time since each node is at most visited twice, once when
created and at most once when going up the nodes to search for the position of the new branch.
4.1.3. Building edge labels
Once the skeleton tree has been built, each node has a depth associated. Each edge from node q to node p corre-
sponds to the segment [depth(q) + 1..depth(p)] in each fingerprint array of each leaf in the subtree. This segment
permits efficient coding of each edge in O(log |Σ |) time. Coding all edges of the fingerprint tree thus requires
O(|F | log |Σ |) time.
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4.2. Searching a fingerprint in the tree
The coding of each edge of the fingerprint tree has an important property for the time complexity of the search.
Lemma 4. Let {(nl, nr), l, r} be the label of an edge in a fingerprint tree. The level of nl (resp. nr ) is O(log l) (resp.
O(log r)).
Proof. This is obvious since a name of level i covers a segment of a fingerprint table that is twice as large as a segment
covered by a name of level i − 1. 
This property permits the decoding of an edge of the fingerprint tree in a time proportional to the length of this
edge.
The idea is to traverse the tree formed by the pair of names in a prefix order. Fig. 11 illustrates this traversal. As (a)
the height of this tree is logarithmic in the length of the segment and (b) it takes O(1) time to compute a left or right
child of a node, the total complexity of decoding an edge {(nl, nr), l, r} is O(l + r) time. Therefore, searching in the
fingerprint tree for a fingerprint given in the form of a fingerprint table of length |Σ | is O(|Σ |) time.
The algorithmic results of this section can be stated in the following theorem.
Theorem 2. Building a fingerprint tree takes (|F | log |Σ |) time and space. Searching for a given fingerprint, F , in
this tree takes (|Σ |) time.
Considering the maximal locations of a given fingerprint F , two main options exist. The first is to search for the
maximal locations once F is known to appear in the sequence. This can be performed by reading the sequence in
(n) time [1]. No extra memory requirement is necessary. The second is to attach to each leaf in the tree the set of
its maximal locations computed using the modified naming algorithm of Section 3.3. This allows searching for all
maximal locations of F in (|Σ | + K) time, where K is the number of maximal locations of F . An extra (|L|)
memory is, however, necessary to record all the maximal locations.
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