Abstract-Head-related transfer functions (HRTFs) describe the acoustic filtering of incoming sounds by the human morphology and are essential for listeners to localize sound sources in virtual auditory displays. Since rendering complex virtual scenes is computationally demanding, we propose four algorithms for efficiently representing HRTFs in subbands, i.e., as an analysis filterbank (FB) followed by a transfer matrix and a synthesis FB. All four algorithms use sparse approximation procedures to minimize the computational complexity while maintaining perceptually relevant HRTF properties. The first two algorithms separately optimize the complexity of the transfer matrix associated to each HRTF for fixed FBs. The other two algorithms jointly optimize the FBs and transfer matrices for complete HRTF sets by two variants. The first variant aims at minimizing the complexity of the transfer matrices, while the second one does it for the FBs. Numerical experiments investigate the latency-complexity trade-off and show that the proposed methods offer significant computational savings when compared with other available approaches. Psychoacoustic localization experiments were modeled and conducted to find a reasonable approximation tolerance so that no significant localization performance degradation was introduced by the subband representation.
Listeners can be immersed into a virtual auditory environment, by filtering sounds with listener-specific HRTFs [2] . Complex environments involve multiple virtual sources and room reflections. Strictly speaking, a correct representation of such environments requires the filtering of virtual sources and their reflections with the corresponding HRTFs, which is a computationally demanding procedure. Although perceptually motivated methods for more efficient reverberation simulation have been proposed (e.g., static filter for late reflections and HRTFs for only up to second-order reflections [3] ), the computational requirements on HRTF filtering remain demanding and calls for the need of an efficient approximation of HRTFs.
Efficient HRTF filtering is classically achieved by using the overlap-add (OA) or overlap-save (OS) method [4, § 5.3.2] . For static sound sources, an even more efficient implementation can be achieved by using pole-zero (PZ) models of the HRTFs [5] . However, when processing moving sound sources, the commutation of pole filter coefficients is problematic, because their update may produce an inconsistent internal filter state, which yields audible artifacts, or even unstable filters [6] . This problem can be tackled by filtering the audio signal in parallel pipelines and cross-fading between them. This, however, severely degrades the computational efficiency. While the OA or OS methods are always stable [4, § 5.3.2] and simpler to handle in the case of moving sources, they introduce a certain latency. This latency can be reduced using zero-or low-delay fast convolution (ZDFC, LDFC) [7] . The OS, OA, ZDFC and LDFC methods, which we collectively call segmented fast Fourier transform (SFFT) methods, permit accommodating a trade-off between computational complexity and latency [8] . It was recently shown that a better trade-off can be achieved using a subband (SB) approximation of HRTFs [9] , [10] , if certain approximation tolerance can be allowed.
In the SB approach, an HRTF is represented as the concatenation of an analysis filterbank (FB), followed by a transfer matrix, called subband model (SBM), and a synthesis FB. This scheme already leads to major computational savings, for a given latency. However, these savings can be further improved if the analysis and synthesis FBs are chosen to be equal for all HRTFs within a set. In such case, we can make use of the following two properties: 1) When a number of reflections of a single audio input channel, i.e., virtual source signal, is to be simulated, the output of the analysis FB stage associated to each reflection is the same. Hence, an analysis FB needs to be evaluated only once per virtual source signal, regardless of its number of reflections. Thus, the complexity of the analysis FB stage is inversely proportional to the number of reflections per source signal.
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final step in the spatialization task consists in adding together all spatialized sources and reflections. In view of the linearity of FB operations, the output of all SBMs can be added together before applying the synthesis FB stage. In this way, the synthesis FB needs to be computed only once per audio output channel, i.e., ear signal. Hence, its complexity is minor.
In this paper, we propose algorithms for efficient approximation of HRTFs in subbands, considering features being perceptually relevant in hearing. In particular, we focus on the sound localization in human listeners. In general, listeners localize sound sources on the basis of monaural and binaural cues. Binaural cues, like the interaural time and level differences, are basically used to determine the lateral direction (defined from left to right) of a sound [11] . Monaural spectral cues are used to determine the polar direction of a sound in sagittal planes (ranging from down via front and top to rear directions) [12] . Thus, we aim at approximating HRTFs while preserving both interaural and monaural cues, in order to maintain a listener's localization performance in the three-dimensional space. To this end, we approximate HRTFs using a criterion based on logarithmic amplitude responses, which is an approximate measure for loudness [13] , [14] . We also apply a frequency weighting corresponding to the bandwidth of auditory filters [15] , [16] . Our approximation criterion considers both, amplitude and phase, of HRTFs. In psychoacoustic experiments, we evaluate the resulting HRTF approximations, for various approximation tolerances, on the listeners' performance in localizing virtual sound sources.
We propose four algorithms, which we call greedy, relaxation, SBM-shrink and FB-shrink. The greedy and relaxation algorithms rely on an a priori fixed FB design, and minimize the complexity (i.e., the number of non-zero entries) of the SBM, for a particular HRTF. The greedy algorithm is the only one which does not require an initialization (i.e., an initial "guess" of the SBM). Hence, it is used to provide an initial approximation for the SMB. For an improved result, the SBM yielded by the greedy algorithm can be used to initialize the relaxation algorithm, which further minimizes the complexity within the fixed FB assumption. In contrast to these two algorithms, the SBM-shrink and FB-shrink algorithms optimize the choice of FBs. Both are initialized using the SBMs produced by the relaxation algorithm. The SBM-shrink algorithm jointly minimizes the support of all SBMs of an HRTF set, while keeping unchanged the supports of the FBs. It does so by jointly optimizing the FBs together with the SBMs. The rationale behind this algorithm is that the increase in optimization flexibility obtained by optimizing the FBs permits achieving further complexity reductions. The FB-shrink algorithm, being complementary to the SBM-shrink, reduces the support of the FBs, for a given set of SBMs, while keeping the support of the SBMs unchanged. All algorithms offer computational efficiency while 1) keeping the accuracy of the HRTF approximation within a certain prescribed approximation tolerance; and 2) keeping the latency of the filtering process within a certain prescribed threshold. This paper is based on the preliminary work reported in [17] . Notation 1. Given a time sequence , , we use , to denote its discrete-time Fourier transform. Also, when it is clear from the context, we use to denote either or . The -th entry of vector is denoted by and the -th entry of matrix by .
II. APPROXIMATION OF LINEAR SYSTEMS USING SUBBANDS

A. Problem Description
The input/output relation of a linear system with frequency response is given by
The same system can be approximately implemented in the subband domain as follows [9] :
Then, from (6)-(8) we have (11) In view of (5) and (11), we can think of as the approximation of the polyphase representation of the target . Consider the set of impulse responses defined by (12) for all . It is straightforward to verify that i.e., can be obtained by cyclically sampling the outputs of the filters . Hence, the subband approximation (2)- (4) behaves as a cyclostationary set of filters.
Notation 2. In view of (12), we define the polyphase map by , where and stand for their frequency representations and , respectively.
C. Diagonal Solution
It follows from [19, Theorem 1] that, if the support of the prototypes and are contained in , then the implementation (2)-(4) can be carried out with zero error using a diagonal . A particular choice is to choose being root raised cosine windows with inflection angular frequency and roll-off factor , i.e.,
This choice has the property that, if , then (i.e., the identity matrix of dimension ).
D. Latency
The implementation (2)-(4) introduces a latency. This latency has three components. The first one is that introduced by the analysis FB, when the prototype impulse response is non-causal. More precisely, if is the non-causality of , then the analysis stage introduces a latency of samples. The second component is the one introduced by the non-causality of the SBM . Since the SBM is applied on the downsampled signals , its induced latency is . The last component is introduced by the synthesis FB. Again, since this FB is applied on the upsampled signal , its induced latency is where denotes the largest integer smaller than or equal to . The expressions above indicate that, while and can be adjusted in steps of samples, the adjustments of can be done in steps of single samples. In view of this, we fix the noncausality of , so that is fixed. We also choose to be causal (i.e., to be anti-causal), so that , and choose to be anti-causal, leading to . With these choices, the non-causality of the whole scheme (in samples) is (13) which can be adjusted in steps of single samples by tuning the value of . Notice that this latency can be arbitrarily reduced by choosing a negative value of , provided that this choice is compatible with the desired approximation.
E. Computational Complexity
Since is of Gabor type, i.e., consists of modulated versions , , of a prototype filter , and has tap size , then its polyphase representation is given by [20] (14) where is the DFT matrix, i.e., , for all . Also, with , , denoting the matrix formed with the last columns of , and denoting the diagonal matrix with elements , , in its main diagonal. All the same applies to , with denoting its prototype and the tap size of . Using (14) , and assuming that is a power of two, so that an -point FFT requires (real) multiplications [7] , the implementation of the analysis FB requires real multiplications per (fullband) sample. The same applies to the synthesis FB, with replacing . Also, assuming that the input signal is real valued, only half of the SBM entries need to be computed. Then, (15) where denotes the number of non-zero entries of , considering the real and imaginary parts of complex entries as two different coefficients. 
III. PROBLEM DESCRIPTION
where is a frequency weighting function motivated by the frequency selectivity of the auditory system. In combination with the magnitude deviation in decibels, this frequency weighting leads to a rough approximation of the bandwidth of auditory filters [15] , [16] . As a consequence of using complex logarithms in 16, it is straightforward to obtain that an amplitude deviation of 1 dB between and , is weighted equally to a phase deviation of 0.12 rad. The consideration of the phase is important because the auditory system is sensitive to phase deviations [21] , especially in terms of binaural incoherence [22] . We would then like to solve
where denotes the approximation tolerance, the latency constraint, and, for some given , Ξ
is a measure of the complexity of the whole scheme and Ξ denotes the latency of the subband implementation of , computed using (13) .
About the choice of : Suppose that we want to do the optimization in the Bark scale [16] Ξ and Ξ , , are neither convex, nor quasi-convex. Hence, the problem (17) cannot be solved using standard optimization algorithms, and convergence to the global optimal solution cannot be guaranteed. Thus, we propose algorithms for approximately solving (17) . In the greedy and relaxation algorithms, presented in Section V, the SBMs , , are designed assuming that and are given. The resulting SBMs can then be used to initialize the SBM-shrink and FB-shrink algorithms presented in Section VI, which aim at designing the complete set of parameters Ξ. These algorithms require computing the derivatives of Ξ with respect to the entries of , and . These derivatives are given in Section IV.
IV. DERIVATIVES OF THE APPROXIMATION ERROR
From (16) (21) Hence, we only consider indexes with or , and such that whenever is self-conjugate. We call such indexes, essential subband indexes. We use to denote the set of essential subband indexes, to denote the set of self-conjugate indexes in , and to denote its complement in . We also use and to denote the set of real and imaginary indexes in , respectively. Notice that, in view of (21), . In view of (21), we associate to each index a SBM , defined by (22) where the impulse response is given by
We then have the following lemma. 
2) If
, for some (i.e., the coefficient corresponds to the -th entry of the impulse response of ), then (25) where is the diagonal matrix with a one in the -th entry of its main diagonal, and zero everywhere else.
I) PROOF: See Appendix A.
V. ALGORITHMS WITH FIXED FILTERBANKS
In view of (15), for each , we need to minimize the number of non-zero entries of . To this end, following the discussion in Section II-C, we choose the FB prototypes and so that the entries of each are concentrated on the main diagonal as much as possible. To this end, we design as root raised cosine windows with and , which are symmetrically truncated so that their relative energy outside the band is below a certain threshold , i.e., With this choice of prototypes, the last two terms in (18) are fixed. Hence, the design of each SBM can be addressed separately. Thus, for each , we solve subject to Ξ Ξ
We propose below two algorithms for solving (27) . The first one is called greedy, and is described in Section V-A. It consists of an iterative procedure, which at each iteration increases by one the number of non-zero entries of , until the constraint Ξ is met. This is done while respecting the constraint Ξ at each iteration (obviously, the iterations will never end if both constraints are such that the problem is unfeasible). This algorithm chooses the support of in a greedy fashion, i.e., choosing at each iteration the 'best' next entry. However, there is no guarantee that the set of chosen entries at the end of the iterations is the best one. Hence, the goal of the second algorithm is to remedy this drawback. We call this algorithm relaxation, and describe it in Section V-B. This algorithm is initialized by the SBMs resulting from the greedy algorithm, and then solves a sequence of constrained optimization problems, aiming at reducing the support of . Therefore, these two algorithm can be considered as two stages of a single design method.
Since the design of each SBM can be addressed separately, to simplify the notation, in the remainder of this section we assume that there is only one HRTF to be approximated, i.e., and . Remark 4. The greedy algorithm is inspired by the algorithm proposed in [9, S5] . Both algorithms consist in an iterative procedure, thus, they may at first sight appear to be similar. There is, however, an essential difference between them: The algorithm in [9, S5] was originally designed to minimize an approximation error defined using the linear amplitude scale. Then, in order to achieve a minimization in the logarithmic amplitude scale, that algorithm has to be iteratively applied, each time minimizing the linear amplitude error with a different frequency weighting . In contrast, the greedy algorithm proposed here is a different approach aiming at the direct minimization of the logarithmic amplitude error. Thus, only one run of the greedy algorithm is necessary in order to achieve the desired solution; and, as shown in Section VII-B2, it produces SBMs of significantly lower complexity.
A. Greedy Algorithm
The greedy algorithm proceeds in iterations. Let denote the subband model at the -th iteration, and and be defined as in (10)- (12) by using in place of . We also use to denote the support of , i.e., the set of essential subband indexes such that . Notice that, in view of (13) , the delay constraint in (27) requires that . We can then devise the following iterative algorithm. Each iteration carries out two main steps, which we call support update and optimization. The detailed description of these two steps are given in Sections V-A1 and V-A2, respectively.
Greedy Algorithm.
The inputs of the algorithm are , , , and . Design using a root raised cosine window with and , truncated so that the energy outside the band is below . Put . Then, at the -th iteration, the algorithm carries out the following steps: 1) Support update:Pick a new subband index , with , and add it to the current support, i.e., . 2) Optimization: Use an unconstrained optimization method, initialized by and , to solve (28) 3) Stop if or a maximum number of iterations is reached.
The output of the algorithm is or unfeasible if the maximum number of iterations was reached.
We provide the details of each step below.
1) Support update:
Let , be the values of (20) at the -th iteration. Let and ( is a -dimensional column vector of ones) be its polyphase representation. It is straightforward to see that Ξ
where and Now, at iteration , we have
Approximating with , we can write (29) in a linear least-squares form as follows (31) with . To choose the next subband index, for each , we define to be the polyphase representation of the -cyclostationary system induced by (22) , i.e.,
Then, in view of (31), we choose the index for which the correlation (weighted by ) between and the current residual is maximized, i.e.,
To compute the inner products in (32) in an efficient manner, we use (recall that denotes the identity matrix), and
2) Optimization: The unconstrained optimization problem (28) can be solved using any gradient search method. We use the Broyden-Fletcher-Goldfarb-Shanno (BFGS) method described in [23] . This requires the computation of the derivatives of Ξ , with respect to the entries of , which are given in Lemma 3.
B. Relaxation Algorithm
From the greedy algorithm we obtain a feasible SBM (i.e., one which satisfies the constraints in (27) ), together with its support set . The relaxation algorithm described in this section aims to further reduce the size of , while staying within the feasible region (i.e., respecting the same constraints).
We have where Clearly, it is very difficult to minimize using numerical optimization methods, because is constant almost everywhere. To go around this, following [24] , we choose an , and replace by which is a smooth function for each and converges in a point-wise manner to . This leads us to the following algorithm, which solves a sequence of constrained optimization problems with decreasing values of .
Step 1 of relaxation algorithm requires solving a constrained optimization problem. To this end, in this work we use the barrier method [25, S11.3] , which requires the derivatives of with respect to the entries of . These are given in Lemma 3.
VI. ALGORITHMS DESIGNING THE FILTERBANKS
The relaxation algorithm described in Section V outputs a set of SBMs , together with their supports , satisfying the constraints in (17), for given choices of and . We can then use these SBMs for
Relaxation algorithm
The inputs of the algorithm are , , , , and a . Run the greedy algorithm to obtain , and . Put , and initializing an algorithm which optimizes the complete parameter set Ξ . In Sections VI-A and VI-B, we introduce two algorithms for doing so. The SBM-shrink algorithm in Section VI-A aims to reduce the supports in , while the FB-shrink algorithm in Section VI-B does it with the supports and (recall that the filters and are anti-causal) of and , respectively.
A. Algorithm to Reduce the Support of the Subband Models
The SBM-shrink algorithm proposed in this section aims at reducing the supports in resulting from the relaxation algorithm, while keeping the supports and unchanged. The SBM-shrink algorithm is similar to the relaxation algorithm, with the difference in that, instead of a single SBM , it jointly tunes , and .
As with the relaxation algorithm, we use the barrier method [25, S11.3] to solve Step 1 of the SBM-shrink algorithm. The required derivatives of , , with respect to the entries of , and are given in Lemma 3.
B. Algorithm to Reduce the Support of the Filterbanks
The FB-shrink algorithm proposed in this section reduces the supports and , while keeping unmodified. The basic idea is to sequentially shrink and until the problem becomes unfeasible. Notice that the objective of this algorithm is complementary to that of the SBM-shrink algorithm.
As with the SBM-shrink algorithm, we use the barrier method [25, S11.3] to solve Step 2 of the FB-shrink algorithm.
VII. EXPERIMENTS
In this section we aim at finding a convenient parameterization (i.e., the values of , , and ) for the proposed subband approximation algorithms, yielding good numerical efficiency and still accurate sound localization performance. In order to evaluate the latter, we make use of both, simulated localization experiments using a model for sagittal-plane sound localization performance [26] , as well as psychoacoustic sound localization experiments with human subjects. In Section VII-A we describe the HRTFs used in our experiments, the model used to predict localization performance, and the methodology of the psychoacoustic experiments. In Section VII-B we first evaluate the effect of various approximation tolerances on localization performance. Then, we compare the performance of the different proposed approximation algorithms. Finally, we compare the latency-complexity trade-offs offered by the subband technique to those offered by SFFT techniques.
SBM-shrink Algorithm
A. Methods
HRTFs: We based our experiments on free-field HRTFs of eight listeners (NH12, NH14, NH15, NH39, NH43, NH64, NH68, and NH72) taken from the ARI database at http://sofaconventions.org. These HRTFs were measured for elevation angles ranging from to , azimuth angles ranging all around the listener, and frequencies up to 18 kHz. For more details on the measurement setup and procedure see [27] , [28] . For our study, the head-related impulse responses were resampled to a sampling rate of 36 kHz, and consist of 192 samples. In order to reduce the impact of direction-independent components in HRTFs, directional transfer functions (DTFs) were calculated [28] , [29] . To this end, the log-magnitude spectra of all HRTFs of a listener were averaged across directions, and then the HRTFs were filtered with the inverse minimum-phase representation of this average. In the ARI database, these DTFs are available as files. The magnitude spectra of DTFs of an exemplary listener (NH14) as a function of the polar angle, ranging from (front, below eye-level) via (top) to (rear, below eye-level) are shown in the top row of Fig. 1 . Furthermore, in order to consider the condition of listening with non-individualized HRTFs, i.e., through different ears, we calculated DTFs from HRTFs measured on a mannequin (KEMAR) [7] .
Sagittal-plane Localization Model: The input of the sagittal-plane localization model consists of the so-called template DTFs, target DTFs, and listeners' sensitivities [26] . The template DTFs are the listener-specific DTFs, i.e., we simulate the listener's auditory system as being tuned to the acoustically measured DTFs. The target DTFs represent the DTFs under test. The listeners' sensitivities are used to consider the listeners' individual localization performance. In the sound localization process, they are attributed to non-acoustic listener-specific factors (i.e., others than those attributed to DTFs) distinguishing between poor and good localizers [30] . The listeners whose DTFs are considered in this experiment already participated in previous sound localization studies, thus their corresponding sensitivities are known from [26] . The output of the model for a certain target is a probability mass vector (PMV), describing the predicted probabilities of response angles in the polar dimension (down, up, front, back). Examples of such PMVs as functions of the polar target angle are shown in Fig. 1 (bottom row, with the response probability encoded by brightness). See [26] for more details on the process for obtaining PMVs. From the PMVs, common psychoacoustic measures of localization performance can be derived [12] . Quadrant error rates are the percentage of hemisphere confusions, i.e., deviations between polar response and target angles exceeding 90 . When a hemisphere confusion does not occur, then the resulting response is called local response. The local polar error is defined as the root mean square of polar-angle deviations between local responses and the corresponding targets. Hence, this error comprises both the accuracy (response bias) and precision (response variability) of local responses. As suggested by [12] , we evaluate sagittal-plane localization performance only within lateral angle, because the polar-angle dimension is increasingly compressed for more lateral positions.
Psychoacoustic Localization Experiment: Listeners NH14, NH15, NH39, NH62 and NH68 participated in the sound localization experiments. None of the tested listeners had indication of hearing disorders. All of them had thresholds of 20 dB hearing level or lower, at frequencies from 0.125 kHz to 12.5 kHz.
Virtual acoustic stimuli were generated by filtering Gaussian white noise bursts with a duration of 500 ms with the DTFs corresponding to the tested direction. The presentation level was 50 dB above the individually measured absolute detection threshold for that stimulus, estimated in a manual up-down procedure for a frontal eye-leveled position. In the experiments, the stimulus level was randomly roved for each trial within the range of dB, in order to reduce the possibility of using overall level cues for localization. Experimental target directions were randomly selected in the range from to elevation, and covered the full azimuthal range.
In the experiments, the listeners were immersed in a virtual visual environment, presented via a head-mounted display (Oculus Rift). They were asked to respond to stimuli by using a manual pointer. We tracked both the head of the listener and the pointer, to render the environment in real time, and to collect the response directions. For more details on the apparatus see [28] .
The procedure of the sound localization task was identical to that from [31] . Prior to the acoustic tests, listeners performed a visual and an acoustic training. The goal of the visual training was to train subjects to perform accurately within the virtual environment. The training was completed when the listeners were able to point within 4 seconds to a visual target with a directional error smaller than 2. In the subsequent acoustic training, listeners localized virtual acoustic stimuli with visual feedback. The goal of the acoustic training was to settle a stable localization performance of the subjects. The acoustic training consisted of 6 blocks, with 50 acoustic targets each, and lasted 2 hours.
In the actual acoustic tests, in each trial, the listeners had to align their head to the front, press a button to start the stimulus, then point to the perceived direction, and click a button. During the presentation, the listeners were instructed not to move. Each DTF condition was tested in three blocks of 100 trials each, with a fixed DTF condition in a block. Each block lasted approximately 15 minutes and after each block, subjects had a pause. The presentation order of blocks was randomized across listeners. More details on this task can be found in [28] , [31] .
The localization performance in the polar dimension was measured by means of quadrant error rates and local polar errors. The localization performance in the lateral dimension was measured by means of the lateral error, i.e., the root mean square of the target-response deviations.
B. Results
Effect of the Approximation Tolerance :
To investigate the effect of the approximation tolerance on the localization performance, we simulate localization experiments using the sagittal-plane localization model. We focus on localization in sagittal planes, because this is the dimension where spectral modifications of HRTFs are known to be most critical for sound localization [11] .
We base the configuration of the different subband approximation algorithms in that of [9, § VI-B], where , , dB and was used. However, since we want to produce approximations with values of as small as 1, we reduce the value of to dB. Also, we used the greedy algorithm due to the practical reason that, across its iterations, it produces a sequence of intermediate approximations covering a range of tolerances . To assure that all the other proposed algorithms would produce very similar localization performances, provided that they have the same configuration (i.e., the values of , , , etc.), we compare the algorithm performances in Section VII-B2. To prevent the greedy algorithm from choosing an unnecessarily large number of coefficients, we constrain the set of subband indexes to be on the main diagonal, i.e., in the support update step of the greedy algorithm, we consider subband indexes having . Finally, we choose , and we use a latency constraint of samples (i.e., 5 ms). We evaluate the predicted sagittal-plane localization performance for the eight listeners, considering 150 target directions, randomly selected within a lateral range of . The target DTFs were 1) subband-approximated DTFs using the greedy algorithm with ranging from 1 to 10, 2) the original DTFs representing the reference condition, and 3) the non-individualized DTFs (KEMAR). As examples for the target DTFs, Fig. 1 (top row) shows the magnitude spectra of the selected target DTFs of an exemplary listener (NH14). Notice that, for , the subband-approximated spectra show gaps (i.e., unsupported subbands), which might be perceptually relevant.
The target DTFs were applied to the sagittal-plane sound localization model and the corresponding PMVs were calculated. Fig. 1 (bottom row) shows the predicted response probabilities for the most sensitive listener NH14. In the reference condition, regions of large probabilities are highly concentrated toward response-target deviations of 0. With increasing , this concentration gradually diminishes. Least concentration and large-probability regions far away from the polar target angle (c.f., quadrant errors) are obtained with the non-individualized DTFs. Fig. 2 shows the predicted localization performance for all listeners. As just shown for the exemplary listener NH14, the performance was better for the reference DTFs and worst with the non-individualized DTFs (KEMAR). Across all listeners (represented as the median), the performance obtained for the approximated DTFs degraded consistently with increasing . The approximation tolerance of appears to yield a small degradation only. For , performance seems to approach that for the reference condition. For , the performance degradation seems to stagnate, at least for the local polar error. Interestingly, even for the largest approximation tolerance tested ( ), the predicted performance was still better than that obtained for the non-individualized DTFs (KEMAR). Thus, from 2 to 6 seems to provide a reasonable range for further tests.
We now evaluate the localization performance of subbandapproximated DTFs, in psychoacoustic sound localization experiments with human subjects. We do so for the values of within the selected interval . The goal is to confirm the performance predictions from our preceding experiment. For each listener, five DTF sets were tested. Two of these sets were the original DTFs (reference) and a non-individualized DTF set (KEMAR), respectively. The other three DTF sets were obtained from subband approximations with tolerances , and 6. We choose these values because the subband-approximated DTFs sometimes show spectral gaps for (as can be seen for example in Fig. 1) , and the predicted localization per- Fig. 2 . Predicted sagittal-plane localization performance as a function of approximation tolerance . Notice that performance for is close to the one for individually measured DTFs (Reference), whereas performance for remains better than for non-individualized DTFs (KEMAR).
formance shown in Fig. 2 suggests that from 2 to 6 might yield a good localization. Fig. 1 (bottom row) shows the responses (open circles) of NH14, together with the target-specific response predictions described in Section VII-A2. 1 Consistently with the model predictions, responses were most accurate (i.e., concentrated to the diagonal) for the reference condition, slightly less accurate for the subband conditions ( ), and less accurate for the non-individualized condition. Actual responses mostly coincided with high probability regions indicating reasonable correspondence between predicted and actual results. Fig. 3 shows the actual localization performance of all tested listeners. Subband approximations yielded generally better performance than the non-individualized DTFs and the performance seems not to differ significantly between the reference and subband conditions. In comparison with the predictions shown in Fig. 2 , the actual listener-specific psychoacoustic outcomes were less consistent across conditions, and the listeners tended to perform better than predicted. In particular, the actual outcomes suggest that the subband approximations preserved the perceptually relevant spectral features quite well even for . Fig. 3 also shows the lateral error of the listeners in the experimental conditions. The performance seems to be similar for , and degraded for . In conclusion, the actual and predicted evaluation results suggest that subband approximations maintained accurate localization performance for a large range of . While in sagittal planes, seems to be sufficient, in horizontal planes, seems to be required. In view of this, seems to be a conservative choice, from the point of view of sound localization, for future applications.
Comparison of Subband Approximation Algorithms: In this section we compare the four proposed algorithms in terms of localization performance and complexity. We also include in the comparison the algorithm proposed in [9, V] . For this and the subsequent comparisons, we use approximations of 24 median-plane DTFs of the left ear of the subject NH68. We do so because the listener-specific sensitivity of NH68 is, on the average, indicating that NH68 is representing a typical listener. Furthermore, we use the algorithm configuration described in Section VII-B1, with . Table I shows the predicted localization performance for the four algorithms. The predicted performance obtained without subband approximation, i.e., reference performance, is 13.8% quadrant errors and 33.9 local polar error. Also, the predicted localization performance for the non-individualized DTFs (KEMAR) is 31.8% quadrant errors and 41.4 local polar error (notice that the reference as well as the non-individualized performances obtained here differ from the one in Fig. 2 , because now we are working with a more restricted DTF set). The predicted performance differs only marginally across the tested algorithms, being also close to that obtained for the reference performance. This suggests that conclusions on localization performance drawn by using one particular algorithm can be generalized to any other algorithm. Table II also shows the amount of multiplications per sample  per SBM (on average) and per FB , as well as the tap-size of the analysis FB prototype, resulting from the tested algorithms. All proposed algorithms clearly outperform the algorithm proposed in [99, §V] , in terms of complexity per SBM. Also, the FB-shrink algorithm yields a significant reduction in terms of FB complexity and prototype tap size. On the other hand, we see that differences in terms of SMB complexity between the four proposed algorithms are only marginal. However, these differences become more significant in Table II, where FB prototype energy leakage thresholds TABLE II  COMPARISON OF DIFFERENT SUBBAND APPROXIMATION  ALGORITHMS, FOR  dB is increased to dB. In particular, we see that the relaxation algorithm yields a sensible advantage over the greedy one, and SBM-shrink yields even further advantages. The drawback of the SBM-shrink and FB-shrink algorithms is that they require the joint optimization of all FB prototypes and SBM coefficients. Hence, they do not scale conveniently for approximating large HRTF sets. Thus, their computational effort for the approximation of large sets might not always justify the computational complexity advantage that they offer. Hence, we conclude that, while the SBM-shrink and FB-shrink algorithms may be preferred choices for approximating small HRFT sets, the relaxation algorithm seems to be the most convenient choice for large sets.
Latency-Complexity Trade-Offs of SB and SFFT Methods:
In this section we study the trade-offs between latency and complexity offered by both, SB and SFFT methods (see Appendix B for a detailed description of SFFT methods). As in Section VII-B2, we use the median-plane DTFs of the left ear of subject NH68. In view of our above conclusions, we focus our study in the relaxation algorithm with . Also, since we want to see the dependence of the latency on other design parameters, we do not use a latency constraint, i.e., we set , and we replace, in the relaxation and greedy algorithms, the SB index constraint by . We then do the approximation for several values of the number of subbands , downsampling factor and FB prototype energy leakage threshold .
It follows from our discussion in Section II-E that choosing the number of subbands to be a power of two leads to a reduced complexity in the computation of an FFT/IFFT. Hence, we constrain our search to . Also, the FB prototype design described in Section II-C is only valid for values of in the range . Hence, to avoid complicating the design of this prototype, we should in principle constrain our search for to these values. However, practical evidence indicates that the choice leads to a very poor design. Hence, we constrain our search to . Finally, we constrain our search for to dB dB dB . Fig. 4 shows the dependencies on of the average SBM complexity per HRTF, the complexity of a FB stage (either analysis or synthesis), and the overall latency, respectively. The dependencies are shown for different values of . Notice that the value of is not shown in the plots, because it can be inferred from . All curves show peaks at the values of when it becomes close to . Hence, we conclude that these values are undesirable choices. We also see that a decrease in produces a decrease of the SBM complexity, but an increase of the FB Fig. 4 . Average complexity per HRTF of the SBMs (top), complexity of either the analysis or the synthesis FB (center) and implementation latency (bottom) vs. down-sampling factor , for various FB prototype energy leakage thresholds .
complexity and the overall latency. This means that there exists a trade-off between latency and FB complexity on the one hand, and SBM complexity on the other.
The optimal choices of , and depend on the proportion of FB complexity that is associated to the computation of each subband model. Notice that regardless of the number of sound sources and reflections, the synthesis FB stage needs to be computed only once per ear. This applies also to SFFT methods, where the synthesis stage is formed by a set of IFFT operations. Hence, we neglect the contribution of the synthesis stage in the complexity of both, SB and SFFT methods. Also, notice that, in the SB method, the analysis FB stage needs to be computed only once per sound source, regardless of the number of reflections to be simulated. This is because time delays can be represented in SBMs provided that we have one SBM for each delayed version of the HRTF, with delays in the range . In contrast, this does not apply to SFFT methods, as this would require having SFFT representations for all possible delays, and long delays would require increasing the size of FFT segments. Hence, the latency-complexity trade-off offered by the SB method depends on the number of reflections per sound source considered for 3D sound rendering. Fig. 5 shows this trade-off, for different values of and two extreme scenarios, namely, for the scenario of free-field listening, i.e., without reflections, and for the scenario of listening in a highly reverberant space, i.e., as the number of reflections approaches infinity. The latter scenario also applies to the case when virtual source signals can be pre-processed, i.e., filtered by an analysis FB, so that their SB representations do not need to be computed at the time of 3D rendering. In this case, the computational complexity of the analysis FB can be ignored. Notice that this pre-processing is only possible for the SB method, since, as explained before, time delays cannot be represented in SFFT methods after the analysis stage has been processed. In order to avoid showing values resulting from undesirable choices of (such as those resulting in the aforementioned peaks), we only plot the lower envelopes resulting from each trade-off, i.e., for each latency value, we plot the minimum complexity resulting from all values of yielding smaller or equal latencies. Recall, that the SB method introduces a certain approximation error , whereas the SFFT methods do not. Also, notice that a constant value of does not necessarily guarantee that the localization performance remains unchanged for all combinations of and . We did not validate the perceptual performance of all the configurations shown in Fig. 5 using psychoacoustic experiments. Nevertheless, predictions indicate that localization performance varies only within quadrant error rate and local polar error. Also, we do not expect substantial perceptual differences in the presence of reflections, because we have no evidence that reflections need to be more accurately represented than the direct path. Taking this into consideration, Fig. 5 serves the purpose of illustrating the major advantage offered by the SB method over SFFT methods, in terms of latency-complexity trade off.
As mentioned in Section I, PZ models do not introduce latency, and their numerical efficiency is maximized in applications with static sources. We point out that, if a minor latency can be afforded, the SB method also largely outperforms PZ models in terms of numerical efficiency. More precisely, in the comparison of Fig. 5 , the use of PZ models requires 75.83 multiplications per sample and reflection (i.e., an average model order of 37.42). This suggests that the SB method may still be the best option in applications with static sources.
VIII. CONCLUSIONS
The subband approximation of HRTFs allows scaling the computational effort when rendering spatial sound in virtual binaural acoustics. Our psychoacoustic results indicate that the proposed algorithms preserve the salience of spatial cues, even for relatively high approximation tolerances, yielding computationally very efficient implementations. Especially, but not only, for low implementation latencies, the subband approach is much more efficient than SFFT methods. Moreover, the complexity of the directional part of the filtering process has only little effect on the overall computational effort. Hence, while the subband approach already outperforms SFFT methods for sound sources presented in free-field, its computational efficiency becomes even more advantageous when considering additional room reflections filtered with their corresponding HRTFs. Hence, the method appears to be very well-suited for real-time applications of virtual auditory displays considering multiple room reflections.
This work can be considered as a first step towards the application of subband methods to virtual binaural acoustics. More experiments are still required to evaluate the performance of this approach in a variety of practical situations. For example, in a real-time virtual auditory display, due to listener and sound source movements, the implementation of HRTFs requires the processing of time-variant filters. Also, the implementation of room acoustics requires filtering delayed versions of the direct sound by the HRTFs corresponding to the reflections' directions. Moreover, virtual binaural acoustics involve other aspects of hearing, apart from spatialization, like timbre and externalization. These aspects were not considered in the present work, and remain to be evaluated. Nevertheless, since the subband method is a generalization of SFFT methods, we expect that many of the properties of SFFT methods, for implementing HRTFs in the aforementioned situations, will be also enjoyed by subband methods.
The source code for the approximation of HRTFs is available at http://sf.net/p/sbhrtf. 
APPENDIX
APPENDIX B SEGMENTED FFT METHODS
In this work we use the term segmented FFT (SFFT) to refer to four methods for achieving fast convolution with low latency. Two of these methods are the overlap-add (OA) and overlapsave (OS) [4, §5.3.2] . The slight difference between them is not relevant for the purposes of this work, so we do not differentiate between them, and we jointly refer to both as the OA/OS method. It consists of splitting the input signal into a sequence of overlapping segments of samples. Then, the filtering operation is separately applied to each segment, in the frequency domain, using FFT. More precisely, let denote the length of the impulse response of the filter and be the length of each segment. This technique uses an overlap length of samples. The complexity, in number of real multiplications per sample, of the resulting implementation is for the FFT and IFFT stages, and for the filtering stage in the frequency domain. Also, its implementation latency, in samples, is
The third method that we consider within the SFFT family is the low-delay fast convolution (LDFC) technique, proposed in [7] . This method splits the -tap impulse response into a number of non-overlapping blocks, each of which is processed using the OA/OS method. The impulse response splitting is done such that the first two blocks have the same length (which must equal a power of two), and the length of every other block is twice the one of its predecessor. Then, the OA/OS method that is applied to each block uses a segment whose length is twice that of the block. The resulting complexity is the addition of the complexity of each OA/OS stage, and the implementation latency is where denotes the length of the first block. Hence, this method permits reducing the latency of the OA/OS method, at the expense of an increase in complexity.
The fourth method within the SFFT family is the zero-delay fast convolution (ZDFC) method, also proposed in [7] . This method is similar to the LDFC one, with the difference in that the first block is implemented in the time domain using convolution. While this method yields a zero latency implementation, we do not consider it in our experiments, due to its high complexity. 
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