A partial word is a word that is a partial mapping into an alphabet. We prove a variant of Fine and Wilf's theorem for partial words, and give extensions of some general combinatorial properties of words.
Introduction
A partial word of length n over an alphabet A is a partial function w : f0; : : :; n ? 1g ! A The domain of w is the set D(w) of positions p 2 f0; : : :; n ? 1g such that w(p) is de ned. The set H(w) = f0; : : :; n ? 1g n D(w) is the set of holes of w. A usual word over an alphabet A is just a partial word without holes.
Partial words appear in comparing genes. Indeed, alignment of two sequences can be viewed as construction of two partial words that are compatible in a sense that will be developed below.
The aim of this note is to examine to which extent some elementary combinatorial properties of words remain true for partial words. As we shall see, these properties still hold when words have one hole, but become false as soon as words have two holes.
Notation
To each partial word w over A we can associate a total word w (it companion) over an augmented alphabet A = A f g by setting w (p) = w(p) if p 2 D(w) if p 2 H(w)
The mapping w 7 ! w is a bijection, so many relevant notions for words, such as concatenation, powers, and so on, may be transported to partial words this way.
Observe that the symbol is not a \don't care" symbol, as for pattern matching, but rather a \don't know" symbol.
Example. The (total) word w = abc cd corresponds to a partial word w of length 7, with set of holes H(w) = f3; 4g. A partial word w has period p or is p-periodic if, for all i; j 2 D(w), i j (mod p) ) w(i) = w(j)
As an example, the word w with companion w = ab a cabc is 3-periodic.
Observe that, despite the fact that the length of w is a multiple of the period, w is not a power of a shorter word. This shows a clear di erence between partial and total words. A partial words w is weakly p-periodic if
A weakly periodic total word is always periodic. This does not hold for partial words. As an example, the word w = abc bcd is weakly 3-periodic but is not 3-periodic unless a = d. Theorem 3.1 If a (total) word x has periods p and q, and has length at least p + q ? gcd(p; q), then x has also period gcd(p; q).
In the particular case where the periods p and q are relatively prime, it su ces that jxj p + q ? 1 to get that x is 1-periodic.
We consider the case of partial words, and prove the following analog of Theorem 3.1.
Theorem 3.2 Let w be a partial word of length n which is weakly p-periodic and weakly q-periodic. If H(w) is a singleton and if n p + q, then w is (strongly) gcd(p; q)-periodic.
In the special case where p and q are relatively prime, our result implies Fine and Wilf's theorem for relatively prime periods. Indeed, the latter is obtained in the case where the hole is just at the beginning or at the end of the word.
The bound for the length n is sharp. Indeed, the partial word of length 12 aaaabaaaa aa has (strong) periods 5 and 8, has a unique hole but is not 1-periodic.
The result does not hold for two holes. Indeed, the partial word with companion ab aba ba of length 9 has periods 3 and 5 and two holes, without being 1-periodic. This is a special case of an in nite set. Consider
Each word x (m) has length 6m+3, and is easily checked to have periods 2m+1 and 2m + 3, without being 1-periodic.
Proof
The proof is along the lines of the proof given in 1] with one modi cation where it appears to be necessary.
It su ces to prove the result for n = p + q, for if jwj > p + q, it holds for every factor of w of length p + q, and thus also for w itself.
Assume rst that the result holds for relatively prime periods p and q, and consider the case where d = gcd(p; q) > 1. Set n = dn 0 , and de ne d partial words is weakly p 0 -periodic, and weakly q 0 -periodic and has length n 0 = p 0 + q 0 . Consequently, it is 1-periodic by our assumption, and w is d-periodic.
It remains to prove the result for relatively prime p and q. We may assume p < q. Consider the function f : f0; : : :; p ? 1g ! f0; : : :; p ? 1g de ned, for k 2 f0; : : :; p ? 1g, by : f(k) is the unique integer in f0; : : :; p ? 1g that is congruent to k + q modulo p.
Since f(k) k+q( mod p), it follows that f given by P(k) = fk; k + q; k + q ? p; k + q ? 2p; : : :; f(k)g It starts with a big step k 7 ! k + q, followed by a sequence of small steps of the form`7 !`? p taking eventually the number back into f0; : : :; p ? 1g.
The set H(w) being a singleton, set H(w) = frg. If r is not in P(k), then w(k) = w(f(k)), because weak q-periodicity implies w(k) = w(k + q), and weak p-periodicity implies w(k + q) = w(k + q ? p) = = w(f(k)).
The sets P(k) n fkg are pairwise disjoint (and in fact are a partition of f0; : : :; p + q ? 1g) This means that the hole r belongs to exactly one of the sets P(k) n fkg, and r belongs to at most two P(k). More precisely:
{ If 0 r p ? 1, then r is in P(r) and also in P(s), where f(s) = r. { If p r p + q ? 1, then r is in P(t), where t + q r(mod p).
In the rst case, observing that f p?1 (r) = s, one has w(f(r)) = w(f 2 (r)) = w(f p?1 (r)), and this means precisely that the partial word w(0) w(p ? 1) is 1-periodic. It follows easily that w is 1-periodic.
In the second case, one has w(f(t)) = w(f 2 (t)) = w(f p (t)), and this means that the total word w(0) w(p ? 1) is 1-periodic. Again, it follows easily that w is 1-periodic.
Further results
In this section, we present some analogues of well-known elementary combinatorial properties of words, extended to partial words. It appears that several implications still hold for partial words with a single hole, but become false for words with two holes. Given two partial words x and y of the same length, we say that x is contained in y or that y contains x, and we write x y, if D(x) D(y) and if x(k) = y(k) for all k in D(x). Two words x and y are compatible and we write x"y if there exists a word z that contains both x and y. In this case, the smallest word containing x and y is denoted by x _ y and is de nied by D(x _ y) = D(x) D(y)
We start with several straighforward rules for computing with partial words.
x"z; y"t ) xy"zt (multiplication) xy"zt; jxj = jzj ) x"z and y"t (simpli cation)
x"y; z x ) z"y (weakening) x u; x v; H(u) = H(v) = ; ) u = v (special rule) From these rules, we get easily Lemma 5.1 (Levi's Lemma) Let x; y; z; t be partial words. If xy"zt and jxj jzj, there exists a factorisation z = ps such that x"p and y"st. Proof . Set indeed z = ps with jxj = jpj. Then xy"pst and the simpl cation rule gives the result.
Theorem 5.2 Let x and y be partial words such that xy has at most one hole.
The following are equivalent 1. xy"yx.
2. x z n ; y z m for some word z and integers n; m.
3. x k "y`for some integers k;`. As the proof shows, the equivalence (2) , (3) and the implication (2) ) (1) hold without any condition.
On the contrary, the implication (1) ) (2) is false even if xy _ yx has no hole, as shown by the example x = bb, y = abb .
Proof . (1) ) (2) . If x and y have same length, then the simpli cation rule shows that x"y. Since either y or x has no hole, this implies x y or viceversa. Assume jxj < jyj. By Levi's Lemma, there is a factorization y = ut, with juj = jxj, such that x"u and ut"tx (1) We distinguish three cases.
(a) The hole is in x. Then x"u implies x u. By the weakening rule, the second relation in (1) gives xt"tx. By induction, x z n , t z m , whence t = z m . From x u, x z n and the fact that neither u nor z have holes, it follows by the special rule that u = z n , whence y = ut = z n+m .
(b) The hole is in u. This case is symmetric to the previous one.
(c) The hole is in t. Then (1) gives x = u and xt"tx. By induction, x z n (whence x = z n ) and t z m . By the multiplication rule, y = ut z n+m .
(2) ) (1) . The multiplication rule gives xy"z n+m and yx"z n+m . Thus xy"yx. We now present a similar result concerning conjugacy.
Theorem 5.3 Let x; y; t be non empty partial words such that xyt has at most one hole. If xy"yt, then there exist partial words u; v such that x uv; t vu; y (uv) n u (2) As before, the result is false if xyt has more than one hole. Indeed, for x = bb, y = abb and t = bbb, plainly xy"yt (and even xy _ yt = abbabbb has no hole), however a decomposition of the kind (2) does not exist.
Proof . Consider rst the case jxj < jyj, and set y = z y with jzj = jxj. By the simpli cation rule, x"z; z y" yt The latter gives, by induction z uv; t vu; y (uv) n u We distinguish three cases.
(a) neither x nor z have a hole. Then x = z = uv and y = z y (uv) n+1 u as required.
(b) the hole is in x. Then x z = uv, and one concludes as before.
(c) the hole is in z. Then z x, z uv implies x = uv, and one concludes as before.
Consider now jxj jyj, and set x = z x, t = tz 0 with jz 0 j = jzj = jyj. From z xy"y tz 0 , one gets by the simpli cation rule z"y; x" t; y"z 0 (a) if the hole is in z, then it is not in yt, so z y , x = t and y = z 0 . Thus x y x and t = tz 0 = xy which gives the relation (2). A symmetric argument holds if the hole is in z 0 .
(b) if the hole is in y, then y z, y z 0 , whence z = z 0 by the special rule and x = t. So x = z x, t = xz and y z giving again the decomposition.
(c) if the hole is in x (resp. in t), then z = y, x t (resp t x), y = z 0 , whence x y t, t = ty.
Concluding remarks
The order x y on partial words introduced in the previous section is well known as the \less de ned" order in denotational semantics. It si simply de ned by taking as a bottom element in the at order over the alphabet, and extending this order to sequences. It might therefore be interesting (as suggested by Olivier Carton) to consider words over ordered alphabets (not necessarily linear orders) and to extend other combonatorial results.
Combinatorics of partial words will presumablly not be as rich as the combinatorics of words. It is clear that the more holes are in words, the more degrees of freedom exist to combine and to compare them. It is somewhat astonishing that only one hole can be allowed in several situations, and that the results become false as soon as there are two holes.
