In this paper the random walk centrality (equivalently, the accessibility index) for the states of a time-homogenous irreducible Markov chain on a finite state space is considered. It is known that the accessibility index for a particular state can be written in terms of the first and second moments of the first return time to that state. Based on that observation, the problem of estimating the random walk centrality of a state is approached by taking realizations of the Markov chain, and then statistically estimating the first two moments of the corresponding first return time. In addition to the estimate of the random walk centrality, this method also yields the standard error, the bias and a confidence interval for that estimate. For the case that the directed graph of the transition matrix for the Markov chain has a cut-point, an alternate strategy for computing the random walk centrality is outlined that may be of use when the centrality values are of interest for only some of the states. In order to illustrate the effectiveness of the results, estimates of the random walk centrality arising from random walks for several directed and undirected graphs are discussed.
Introduction and preliminaries
Let {X n : n ≥ 0} be a finite irreducible Markov chain on the state space Ω = {1, . . . , N } with transition probability matrix T. Define τ i (k) by τ i (k) := inf{n > 0 : X n = k | X 0 = i}, k ∈ Ω, as the first passage time from state i to state k. For each i, k ∈ Ω, we denote the mean first passage time from state i to state k by m i,k = E[τ i (k)]. Letting w be the stationary distribution vector for the Markov chain, it is well-known that m i,i = 1/w i for each i ∈ Ω.
Fix a state k ∈ Ω. The accessibility index for state k, denoted by α k , is given by
and measures the expected time to reach state k from a randomly chosen initial state (that is, randomly chosen according to the stationary distribution). Thus the α k s provide a centrality measure for the states of the Markov chain -low values of α k correspond to states that are easy to reach, while high values of α k correspond to states that are not so easy to reach. Indeed, in Noh and Rieger (2004) , the authors introduce a measure of vertex centrality for undirected graphs: they consider the simple random walk on a connected, finite, undirected, non-bipartite graph and, for each vertex k, introduce the so-called random walk centrality for vertex k, which we denote here by θ k . In Kirkland (2016) , it is shown that in Noh and Reiger's setting, θ k = 1/α k for each vertex in the graph. Thus the accessibility index can be seen as an extension of the notion of random walk centrality to irreducible Markov chains.
How might one compute the α k s? On the face of it, the computation might be costly and time-consuming, as both the mean first passage times and the entries in the stationary distribution would need to be found first. However, an observation in Kirkland (2016) suggests a statistical approach to estimating the accessibility indices. In order to outline that approach, we need a little more notation. Define τ (k; 0) as the time of the first visit to state k and, for j ∈ N, τ (k; j) := inf{n > τ (k; j − 1) : X n = k}, so that τ (k; j) is the time of the j-th return to state k. Finally, for k ∈ Ω and j ∈ N, define R k,j = τ (k; j) − τ (k; j − 1).
That is, R k,j is the j-th inter-arrival time between visits to state k. Given k, the R k,j are independent and identically distributed random variables and are denoted, generically, as R k . Theorem 1.1
of Kirkland (2016) shows that the accessibility index α k may be written as
(1.1) Equation (1.1) informs our approach to estimating the α k s: by taking a realization of the Markov chain, we can produce estimates of both E(R k ) and E(R 2 k ) in order to estimate α k . We observe that this strategy may offer an advantage in the situation that the state space is large but one is only interested in the accessibility indices for a small number of states, or where explicit computation of the stationary distribution and/or the mean first passage times is prohibitively expensive or numerically unstable. Given a sequence R k,1 , . . . , R k,M , a ratio type estimate of α k is given bŷ
(1.2)
For the corresponding random walk centrality measure θ k = 1/α k , the plug in estimate is simplŷ
For a large integer L, let x = (x 1 , . . . , x L ) be a realization of a random walk of length L on {X n : n ≥ 0} starting at an arbitrary state X 0 = x 0 = ω. Then, for each k ∈ Ω, we also obtain a vector of (ν k ≥ 0) realizations of R k (say r k = (r k,1 , . . . , r k,ν k )). In R (R Core Team, 2016), this is easily accomplished by the command
Provided that the number of visits ν k to state k in x is reasonably large, a (consistent) estimate of α k is given byα
Note that, since {X n } is recurrent, we have ν k → ∞ as L → ∞ for all k. Furthermore, since E(R m k ) exists for all m ∈ N and k ∈ Ω, we have,
> 0 almost surely and it follows by (for example) Slutsky's Theorem, thatα k is consistent for α k (and thatθ k is consistent for θ k ).
The estimatorα k suffers from two sources of bias. The first source is from the fact thatα k is a non-linear ratio type estimator. This bias can, at least, be estimated using either the common jackknife or bootstrap methods (see Efron and Tibshirani, 1994, Chapters 12-14, for example) . The second source of bias is due to the fact that, by using random walks, we are essentially sampling from a truncated distribution of R k because inter-arrival times longer than the walk length are impossible. Longer random walks should mitigate this bias. In practice, we perform a moderate number, say N w , of independent random walks, each of length L, with random starting points.
In this paper we focus on strongly connected directed and undirected graphs, with the object of estimating the accessibility indices (equivalently, the random walk centralities) for the vertices using the technique described above. Section 2 presents some numerical results that illustrate our technique. In Section 3 we prove a theoretical result for graphs with a cut-point that allows one to compute mean first passage times, stationary distribution entries and accessibility indices by working with the corresponding quantities for Markov chains on a smaller state space. Again this result may offer some advantage in the setting where one is only interested in these quantities for a subset of states.
Numerical Examples
To illustrate some of the results presented in this paper we make use of three commonly available networks. In practice, identifying the most important states is of particular interest and, to this end, for each of these networks, we performed the following steps:
Step 1: N W = 10 random walks are performed on the network, from starting points chosen uniformly at random. Each random walk is extended in increments of 10 4 steps until a given proportion (say p nodes ) of the nodes (states) in the network are visited at least n v isits times.
Step 2: For each state k that was visited at least n v isits times, the inter-arrival times were determined as r k = (r k,1 , . . . , r k,ν k ), where ν k is the total number of inter-arrival times for state k, and point estimates of θ k were determined. The set S of the 100 nodes with the largest values ofθ k were identified.
Step 3: For each state k ∈ S, a bootstrap procedure with 1000 replicates was performed to estimate θ k (θ k ) and w k (ŵ k = ν k / ν k j=1 r k,j ), along with estimates of the standard errors, relative biases and coefficients of variation for these estimates.
In what follows, timings are reported as well as information regarding each step for each network analyzed. Timings are for a Mac Mini with a 2.6GHz Intel Core i7 processor and 8 GB memory using R (R Core Team, 2016) and the igraph package (Csardi and Nepusz, 2006) .
The Gnutella peer-to-peer network of August 30, 2012
The Gnutella peer-to-peer network from August 30, 2012 (Gnutella30) can be found at the Stanford Large Network Dataset Collection (SNAP) (Leskovec and Krevl, 2014) . It consists of consists of 36,682 nodes and 88,328 edges. The largest strongly connected component consists of 8490 nodes and 31706 edges and we restrict our attention to this component. Figure 2 .1 shows the matrix plot of the adjacency matrix. The tick marks denote the 20 most important states according to the true θ k , where darker ticks represent more important states (some tick marks are coincident due to the large number of states).
Other common measures of centrality include
in-degree (D i ) and weighted in-degree (D w ), which is the column sum of the transition probability matrix. Kendall's correlation coefficients between the θ k and these measures are
.999 0.340 0.479 0.534 0.538 . Figure 2 .2 illustrates the number of random walk steps (in increments of 10 4 steps) and the time required to visit (at least) a given proportion of nodes in the network at least 50 times, based on an average of 20 replicates starting at randomly chosen nodes. It can be seen that the time required to visit a moderate proportion of nodes at least 50 times is not onerous.
An experiment was conducted with N W = 10, p nodes = 0.5 and n v isits = 50. For this network,
Step 1 required 6.1 seconds, Step 2 required 570 seconds and Step 3 required 56.6 seconds. The average walk length for the N W = 10 walks was 899,910 steps. such that each walk visited at least 1,000 nodes (p nodes = 1000/7464) at least twice (n visits = 2).
Step 1 took 6.57 seconds, Step 2 took 781 seconds and Step 3 took 473 seconds so that the entire analysis took approximately 21 minutes. The mean walk length required for Step 1 was 762,924.
The Kendall's correlation coefficients between the θ k and other centrality measures for this network are Table 2 .3 shows the 15 most important nodes in the HEP-TH network, ranked according to the θ k . It also shows the estimatesθ k for these nodes as well as the estimated coefficients of variation and relative bias. Each of the nodes in this table were visited over 100,000 times. It can be seen that the estimatesθ k , in this case, correctly identified these top nodes in the correct order. The coefficients of variation and the relative biases of these estimates are quite small. 
Facebook New Orleans Network
The Facebook New Orleans Network (FacebookNO) (Viswanath et al., 2009 ) has 63,731 nodes and 1,545,686 edges (available at http://socialnetworks.mpi-sws.org/data-wosn2009.html).
The largest strongly connected component has 59,691 and 1,456,818 edges and we restrict our attention to this component. As in Viswanath et al. (2009) , we treat the network as directed even though it is undirected. Due to the large number of nodes in this network, calculation of the true θ k and w k was not possible. Using p nodes = 2000/59691 and n v isits = 100, so that, in each walk, at least 2,000 states are visited at least 100 times, the timings were 22.6, 188.4 and 27.313 seconds for steps 1, 2 and 3 respectively. The average walk length for this example was 1,282,872 steps. The 15 nodes with the largestθ k are given in Table 2 .4 along with the estimated coefficients of variation and relative biases, which are small.
The above experiment was repeated using p nodes = 0.75 and n v isits = 50. The average walk length was 21,772,822. The timings for this experiment were 332, 5258 and 389 seconds for steps 1, 2 and 3 respectively (approx 99 minutes total). The results for the top 15 nodes as determined byθ k , are given in Table 2 .5. The top 15 identified nodes in Tables 2.4 and 2.5 are the same but the order has changed in the smaller experiment.
Repeating this experiment again with a different random number seed identified the same top 15 nodes in the same order. Since the maximum absolute differences between theθ k 's is 8.8×10 −6 and the maximum absolute differences between the coefficients of variation is 7.7×10 −4 , we can be fairly confident that we have identified the important nodes in this network. The smaller experiment in Table 2 .4 illustrates the inherent problems with shorter random walks (and sample sizes) in terms 
Random walk centrality in the presence of a cut-point
Suppose that we have a strongly connected directed graph D on nodes labelled 1, . . . , N. Fix a node j = 1, . . . , N, and let D \ {j} denote the directed graph formed by deleting node j and all edges incident with it. We say that node j is a cut-point if D \ {j} has k ≥ 2 strongly connected components such that there are no paths between nodes in different strongly connected components.
While it is certainly not the case that every connected graph contains a cut-point, graphs with cutpoints certainly arise in applied settings. For instance there is an interest in the existence and location of cut-points in wireless networks, and there are a number of algorithms for identifying cut-points in such networks (see, for example Dagdeviren and Akram, 2014; Stojmenovic et al., 2011; Xiong and Li, 2010) . Similarly, connected scale-free networks contain large numbers of low degree vertices, and are likely to have many vertices of degree 1, which are necessarily adjacent to cut-points. For a graph that contains a cut-point, the following algorithm shows how we can decouple the graph into a number of graphs of smaller order so as to compute the random walk centralities of the corresponding vertices.
If we have an N × N irreducible stochastic matrix T whose directed graph has node N (say) as a cut-point, then we may write T in the following form:
where, for each j = 1, . . . , k, T j,j is a square stochastic matrix of order m j whose largest eigenvalue is real and less than 1 and T j,k+1 and T k+1,j are column and row vectors (respectively) of order m j . Note that t k+1,k+1 is a scalar, while 0 represents a zero matrix whose dimensions are clear from the context. Let w denote the stationary distribution vector for T, partitioned conformally with (3.1) as
where e is an all-ones vector of the appropriate order, and define T (j) by
We find readily that each T (j) is irreducible, stochastic, (m j + 1) × (m j + 1) and has stationary vector given by v j = w j 1 − w j e .
(3.4)
Define M T to be the matrix of mean first passage times associated with T, where we take the convention that the diagonal entries of M T are zero; define M T (j) analogously, for each j = 1, . . . , k.
Partition each M T (j) conformally with (3.3) as
Then according to Theorem 6.4.12 in Kirkland and Neumann (2013) , we can write M T , partitioned conformally with (3.1) as follows: 
Similarly, we find from (3.2) and (3.6) that the subvector of w M T corresponding to the j-th subset in the partitioning is given by (3.8) while the last entry of w M T , namely w M T e N , is given by
(3.9)
The observations above lead to a straightforward "divide and conquer" approach to finding the vector of accessibility indices for an irreducible stochastic matrix whose directed graph contains a cut-point. Without loss of generality we take the transition matrix to have the form (3.1). We may proceed as follows:
1. Compute the stationary vector w.
For each
3. For each j = 1, . . . , k, form T (j) as in (3.3).
4. For each j = 1, . . . , k, compute the vector of accessibility indices corresponding to T (j) .
5. From step 4, we now have the vectors w j A j + (1 − w j e)b j , j = 1, . . . , k, and the scalars w j a j , j = 1, . . . , k. We can now assemble the vector of accessibility indices corresponding to T from (3.8) and (3.9).
We note in passing that once w has been found in step 1, steps 2-4 may be computed independently and in parallel. We observe further that the vector of accessibility indices corresponding to v j M T (j)
is, up to the addition of a scalar multiple of the all-ones vector, the same as the subvector of w M T that corresponds to the j-th subset in the partitioning along with state N . In particular, if we are only interested in the ordering of the accessibility indices in that subvector, it suffices to compute v j M T (j) .
For an irreducible stochastic matrix T of the form (3.1), there is an approach to step 1 that can also be implemented in a distributed fashion by considering several stochastic matrices of smaller order. For each j = 1, . . . , k, consider the irreducible stochastic matrix S j given by
(3.10) It is readily verified that S j is the stochastic complement (Meyer, 1989) arising from T by keeping the rows and columns corresponding to the j-th subset of the partition as well as row and column N , and censoring the remaining rows and columns. Write the stationary vector of S j in partitioned form as y j = u j 1 − u j e . A result in Meyer (1989) now shows that the subvector of w corresponding to the j-th subset of the partition as well as state N is a scalar multiple of y j .
Lettingw
we find readily that w = 1 w ew . Thus we can compute the stationary vector of T by computing the stationary distributions of the lower order matrices S 1 , . . . , S k .
Facebook Ego Network
The undirected ego-Facebook network (Leskovec and Krevl, 2014) consists of a single strongly connected component with 4039 nodes and 88234 edges. It also contains two cut-points such that, when all edges are removed from these nodes, the network becomes separated into 9 strongly connected components of sizes 3782, 192, 59 plus 6 singletons. For each node k in this network, we calculated α k , θ k and w k . Figure 3 .1 shows the order-3 neighbourhood of the nodes with the 10 largest θ k (in red) along with the two cut nodes (white with red border). The three largest groups are depicted in yellow, green and blue respectively and the singletons are grey. The nodes are sized according to the θ k .
To illustrate the results of Section 3, we made use of the cut-node that divided the network into components of sizes 193 (including the cut node), which is T (j) , and the remaining 4039 − 193 = 3846. Let us denote the resulting accessibility indices calculated on T (j) as α j . As expected, numerical results provide an exact correspondence in the ordering of the accessibility indices α j and α j using the entire network and using the methods of Section 3 respectively. One may also approximate the r j for this component usingr j =ŵ k+1 (1 −ŵ j e) −1 , where theŵ k are estimated as in Section 2, and then forminĝ T (j) = T j,j T j,k+1 r j T k+1,j 1 −r j T k+1,j e .
(3.11)
Since this network has two cut-nodes, we could decompose the network recursively and obtain results for each component. We leave this to the reader to explore further.
Concluding Remarks
In this paper we examined the Markov chain accessibility index for strongly connected (un)directed networks and its connection to the so-called random walk centrality measure. We showed how these could be estimated using simple random walks and that standard errors and biases can be estimated using basic resampling methods. Results showed that identifying the "most important" nodes in the network (according to the θ k ) can be accomplished with relative ease and with fairly high confidence. This sets the accessibility indices (random walk centralities) apart from many other centrality measures which are far more complex to calculate and do not lend themselves to easy estimation. Other advantages to this approach are the facts that most of the procedures are easy to do in parallel or in a distributed fashion and data can be collected incrementally over time for networks that are relatively static.
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