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Abstract: Three problems of physical interest, which are described by first-order quasilinear hyperbolic systems in 
conservative form, are considered. These systems are invariant with respect to the stretching group of transformations 
and, more important, they admit an associated group. So we are able to characterize both the profile of the shock and 
discontinuity velocity; the latter by making use of the concept of “discrete perturbation stability analysis”. 
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1. Introduction 
As is well known, a number of governing systems of interest in wave propagation problems are 
hyperbolic and usually quasilinear. 
Recently in [5] 2 x 2 first-order quasilinear hyperbolic systems in conservative form have been 
considered. The class of problems that are invariant with respect to the stretching group of 
transformations and that admit an “associated group” have been characterized. Moreover for 
this class of systems there has been developed a procedure to characterize both the profile of 
shock and discontinuity velocity starting from a given boundary condition [6,12]. 
From a numerical point of view, the interest in this procedure is related to the necessity of 
integrating an ordinary differential system that at the initial point, and for every choice of the 
initial point, has an undetermined first derivative of the dependent variables. To deal with such a 
tough problem we use the “discrete perturbation stability analysis” from numerical analysis 
[3,10]. Therefore we point out that the procedure is self-validating, since we have to find, 
numerically, starting from different initial guesses, the exact value of one parameter involved. 
In the process we are able to compare, as far as applicative problems are concerned, the 
Runge-Kutta classical method with Adams predictor-corrector type methods in the P(EC)“E 
formulation [9]. 
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2. Invariance properties and the numerical procedure 
We consider first-order quasilinear hyperbolic systems 
where x, t denote, respectively, space and time coordinates; u = [u, u]=, whereas F and B are 
two-components column vectors. Moreover superscript T means transposition. 
According to the analysis carried out in [5], if the system (2.1) is invariant under the action of 
the stretching group 
u * = $3.4, u* = /.l%, 
X *=/lx, t* = /_A?, 
then the corresponding invariant (self-similar) solutions can be written in the form 
(J = Xt-i/Y, u(x, t) = t”‘W(a), u(x, y) = tw+J), 
where U(a) and V(a) satisfy the first-order system of ordinary differential equations 
(2.2) 
(2.3) 
adii dF - --- 
Y da 
+==B+C. (2.4 
Here C= K-/Y)K (-P/YYI~ and the barred quantities are obtained from the original ones 
by making the formal substitutions 
u+ u, u + V, x + (3, t+ 1, 
so that, for instance, U = [U, VIT and so on. 
Furthermore, if (2.4) is invariant under the associated group 
U * = oy/(l-Y)U, J,7* = wB/(l-Y)~ 
> U *=wu, (2.5) 
then the basic system may be reduced to autonomous form and also some interesting results 
concerning weak discontinuity and shock waves can be obtained [5]. 
The system (2.4) can be rewritten in the normal form 
dU A, dV A, -=_ _- 
da A’ da-d’ (2-b) 
where the expressions of A, A, and A, come out directly from (2.4). 
Since the system (2.1) is hyperbolic, it is possible to prove that eventual singularities will 
appear if A = 0. Moreover, taking A = 0 and A, = 0 it follows that also A, = 0. For details we 
refer to [5]. 
We assume now the similarity solutions of (2.1) to suffer a jump in the first-order derivatives 
across a curve in the (x, 
(J 
f 
Q/Y - x = 0 
In order to characterize 
condition of the type 
u(0, t) = u,P 
t)-plane, characterized by the value if of the similarity variable: 
(2.7) 
a, we suppose that to the system (2.1) there is associated a boundary 
(2.8) 
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(see [12] for a class of relevant physical problems in which 6 z 0). Whereupon we get 
Wo) = UC, ; =s. (2.9) 
From the equation of the wavefront (2.7) we can obtain the expression of the characteristic 
velocity 
x = dx = 1 
at yUf 
pY)/Y 
. (2.10) 
Here the only unknown is the value of ur. 
Then, selected a value of ur, say 5, we calculate from A = 0 and A, = 0 (or A, = 0) the values 
of U( [) and V( 0. So we have enough condition in CJ = 6 to integrate the system (2.6) inwards in 
[0, 61 evaluating U(O). Finally by using the invariance properties with respect to the associated 
group (2.5) we are able to determine the value of w corresponding to [ and then the value of ur. 
Similarly in the case of propagation of shock waves the shock velocity takes the form 
(2.11) 
In this case the value of a, can be evaluated with the outlined procedure provided we use the 
Rankine-Hugoniot conditions instead of A = 0 and A, = 0. 
We remark that the invariance of the system (2.1) with respect to the stretching group implies 
invariance of the Rankine-Hugoniot relations [ll]. So in terms of similarity-dependent variables 
we have 
- +[i(uJ + [F(u(uJ)] = 0, (2.12) 
which, when the system (2.4) is invariant, results also to be invariant with respect to the 
associated group (2.5). 
In the next section we give three physical examples of hyperbolic systems of type (2.1) that are 
invariant with respect to the stretching group and for which the procedure sketched above holds. 
3. Physical examples and results 
3.1. Long waves in a channel (Jeffrey and Mvungi [7]) 
We consider a channel with rectangular cross-section and constant depth z. The governing 
equations are 
u, + [ :u’ + gh] x = 0, h,+ [uh],= -uh+, (3-l) 
where h(x, t) = q(x, t) + z, 7(x, t) is the elevation of the water above the equilibrium level, 
u(x, t) is the x-component of the water velocity, W(x) is the width of the channel and g the 
acceleration due to gravity. 
Moreover here and in the following subscripts stand for partial derivative with respect to the 
indicated variable. 
344 R. Fazio / Similarity of hyperbolic systems 
If we identify h with u, a necessary condition in order for (3.1) to be invariant with respect to 
the group (2.2) is that 
(Y=l-yy, P = 20 - Y), w= V$x+, 
with W, # 0 and $I an arbitrary constant. 
Taking into account the boundary condition (2.8), the relations (2.3) are valid with 
1 
-=1+6, ; =6, P - = 26. 
Y Y 
So U(a) and I’( a) satisfy the following system of ordinary differential equations: 
i 1 u-5 u’+gv’= -au, vu’+ U.--F v’= -&3v- -* i 1 GJV a ’ 
here and in the following ’ = d/da. 
This system is invariant with respect to the associated group (2.5) with 
&=‘. P l-y =2. 
(3.2) 
(3.3) 
(3.4) 
Here we remark that the procedure to characterize the discontinuity velocity given in [5] is 
applicable if 6 # 0 or + # 0. When 6 = 0 and + = 0 it is a simple matter to verify that the system 
(3.1), with the boundary condition (2.8), has the classical similarity solution (see [13]) 
u(x, t)=$;+Uc, 
2 
u(x, t)=$ -fr+z& . 
i 1 
(3.5) 
Now (3.3) can be written in the normal form (2.6) with 
The conditions A = 0 and A, = 0 give 
U(a,)-(1+S)u,=0, V(u,) = 0. (3.6) 
As far as shock waves are concerned, the Rankine-Hugoniot conditions (2.12) in the present case 
yield 
u(u,) - 2(1 + S)u, = 0, v( US) = 0. (3.7) 
Table 1 reports some results obtained, with u, = 1 and + = 0, for various choices of 6. The 
values of U(0) have been listed in order to evaluate ur and a, when u, Z 1. 
3.2. Nonlinear rods (Cristescu [4], Seshadri and Singh [12]) 
We consider the equations describing a thin rod with a nonlinear stress-strain relationship 
24, + p$x, = 0, _Z( e) = j40e”q, e, + 24, = 0, (3.8) 
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Table 1 
Long wave in a channel 
-0.1 1.0 1.6598 0.60248 1.0 0.60575 1.65084 
-0.1 0.5 0.8299 0.60249 0.5 0.30286 1.65094 
0.1 1.0 2.33747 0.42781 1.0 0.7607 1.31458 * 
0.1 0.5 1.16874 0.42781 0.5 0.38051 1.31404 * 
0.5 1.0 3.67422 0.27217 1.0 1.5206 0.65765 * 
0.5 0.5 1.83713 0.27216 0.5 0.76054 0.65743 * 
1.0 1.0 5.3333 0.1875 1.0 2.4038 0.41601 * 
1.0 0.5 2.66668 0.1875 0.5 1.19716 0.41766 * 
where pO, p,,, q f 1 are constants, x is the Lagrangian space coordinate, e = - U, and ,Z are, 
respectively, compressive strain and stress, u = wt is the velocity of a point and w is its 
displacement. 
By identifying e with u the system (3.8) results in an invariant one with respect to the 
stretching group provided that 
cy = (I- y)l+q 
l-q’ 8=(1-Y)&. 
If we consider the boundary condition (2.8) and we use (2.3) with 
1 P -= sl-q+1 
Y 1+q ’ 
;=a, -_=a* 
Y l+q’ 
from (3.8) we get the following ordinary differential system 
; #rJ’ - F $ v(l-4wlv’ = au, 2q 
0 
-u’+pG~_ 
l+qv. 
The associated group (2.5) is determined by 
1+q 
l(Yy =- 
P =2q 
1-q’ 1-Y l-q’ 
When 6 = 0 we have the similarity solution 
u(x, t) = zq 
i i 
q/(1 - 4) 2q x (4+1)/(1-q) - - 
i 1 1+q t + UC, 
u(x, t) = ( Eq( $)‘jq’c*-q). 
We can reduce (3.10) to the normal form (2.6) with 
(3.9) 
(3.10) 
(3.11) 
(3.12) 
*___yh?)/4 PO 1 
PO 4 
> 
A,=S;U+6--- 2q PO 1 v 
l+qPoq ’ 
p,=G~~V+SU. 
346 R. Fazio / Similarity of hyperbolic systems 
Table 2 
Nonlinear rod 
-0.1 
-0.1 
0.1 
0.1 
0.5 
0.5 
1.0 
1.0 
1.0 - 0.5926 
0.5 -0.7404.10-l 
1.0 -0.77178 
0.5 -0.9647.10-’ 
1.0 - 1.29445 
0.5 - 0.16181 
1.0 - 1.68144 
0.5 - 0.21019 
- 1.19054 1.0 - 0.24692 
- 1.19056 0.5 -0.3086.10p’ 
- 1.09019 1.0 - 0.28612 
- 1.09019 0.5 -0.3577.10-’ 
- 0.91757 1.0 - 0.38754 
- 0.91756 0.5 -@.4839.10-’ 
- 0.84096 1.0 - 0.38611 
- 0.84095 0.5 -0.4712.10-’ 
Of 
-1.59397 * 
-1.594 * 
-1.51757 * 
-1.51758 * 
-1.3716 ** 
- 1.37208 * * 
- 1.3733 * * 
- 1.38434 * * 
FromA=OandA,=Oweobtain 
V(a,) U-4)/4 - eq(y2=o, Uh) + &y+J,) =o, 
whereas the Rankine-Hugoniot conditions give rise to 
as 2 
i 1 u - 2 v( Ds)” -q)‘q = 0, u( fJs)’ - 2 v( IJJ” +4)/q = 0. 
(3.13) 
(3.14) 
Table 2 shows the obtained results, with U, = 1 and pFLo/pO = 1. The further choice q = 4 is 
related to a thin rod called “superelastic” [6]. 
3.3. Longitudinal wave propagation on a moving threadline (Ames, Lohner and Adams [l]) 
The governing equations are 
v;+ vv,- j+x=o, !P = TP(s), 
(3.15) 
St + vs, - sv, = 0, 
where V, S, 9 and pa are respectively, longitudinal velocity, stretch, stress and constant density. 
Consider K = S-’ as new variable instead of S and identify V with u and K with v. 
Requiring the invariance of (3.15) with respect to the group (2.2) we are led to the constitutive 
equation 
!P(K) = !P&P, ?PO = constant, p # 1. (3.16) 
Thus, (3.15) can be rewritten in conservative form 
x= 0, 
K, + (KV), = 0. (3.17) 
Moreover we have 
a=l-y, p = 20 - Y) p-l’ . 
R. Fazio / Similarity of hyperbolic systems 347 
From the boundary condition (2.Q the relations (2.3) hold with 
1 
-=1+6, P 
26 
Y 
;=a, -=- 
Y p-l’ 
The ordinary differential system for U(a) and V(a) is 
(3.18) 
to which there corresponds an associated group (2.5) with 
a 
l-y =I, p _.?L- 
1-Y p-l' 
If 6 = 0, it is a simple matter to see that the similarity solution is 
2sv 
p-l’ (3.19) 
(3.20) 
\ 74 l/(p--l) 
(3.21) 
Moreover we can write (3.19) in the normal form (2.6) with 
(I ! 1 2P ‘k, Jfp-1 ~- A,=-8U UC7 -6p_1 po , 
Finally we obtain the conditions in q: 
u(q) - (1 + qu, = 0, v(q) = 0, (3.22) 
and in a,: 
u(u,) - 2(1 + S)US = 0, v(u,) = 0. (3.23) 
Table 3 reports the results obtained with U, = 1, ‘ko/po = 1 and setting p = - 1. The latter 
value is related to a linear elastic medium [2]. 
Table 3 
Longitudinal wave propagation on a moving threadline 
6 5 U(O) 4 5 U(O) Of 
-0.1 1.0 1.90014 0.52628 1.0 1.00014 0.99986 
-0.1 0.5 0.95007 0.52628 0.5 0.50006 0.99988 
0.1 1.0 2.09986 0.47622 1.0 0.99986 1.00014 
0.1 0.5 1.04993 0.47622 0.5 0.49993 1.00014 
0.5 1.0 2.4994 0.4001 1.0 1.00047 0.99992 
0.5 0.5 1.25024 0.39992 0.5 0.49996 1.00008 
1.0 1.0 3.00095 0.33323 1.0 0.99983 1.00017 
1.0 0.5 1.49992 0.33335 0.5 0.49993 1.00015 
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4. Concluding remarks 
The determination of 
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uf at the initial step for (J = 6 (for every choice of 5) involves the 
evaluation of the undetermined terms A,/A and A/A. We know that the only criterion of 
numerical stability which can be extended to the study of nonlinear problems is the so-called 
“discrete perturbation stability analysis” [3,10]. If we suppose the differential problem inherently 
stable, then we can introduce a (small) perturbation in the initial or boundary condition and then 
we can evaluate the error propagation so introduced in the numerical solution. 
Summarizing we perturbed with a quantity of order E (we define it in the process) the initial 
datum of one dependent variable. It must be pointed out that this variable is not the one used to 
determine the value of ut. This is because from experience we know that the introduced error on 
the initial value of one dependent variable less affects the other variable. The value of z is related 
to the analytical form of A and to the value of zero machine; we have used 6 = lop6 in simple 
precision and e = lo-i6 in double one. 
We remark that for nonlinear problems analytical stability depends upon the initial data. This 
tells us that generally the studied systems cannot be inherently stable for every choice of 5. 
The ordinary differential systems in normal form have been integrated with a fourth-order 
Runge-Kutta method and with a P(EC)“E method of the same order for v = 2, 3, 4 [9]. The 
results are listed in Tables l-3. 
As a consequence of the small region of absolute stability [9] for these methods, we have 
generally used, except for opportune checks, a step-size of - 10e4 and of - 2 . 10p4. Moreover, 
having used constant integration steps, it was possible to apply Richardson’s extrapolation 
method [8] in order to estimate the global error. This, in connection with the choice of different 
values of 5, has been used as a check for the validity of the given results. 
Except in the cases marked by two asterisks in Table 2, we have the same results for the two 
methods. One asterisk marks the difference of the order 10p3. In the cases marked by two 
asterisks the listed values have been obtained by means of the Runge-Kutta method, since the 
predictor-corrector method, in the P(EC)“E formulation, does not give acceptable results even 
trying to iterate it to convergence. 
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