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Abstract
In this paper, we study the “triply” degenerate problem: b(v)t − g(v) + divΦ(v) = f on Q :=
(0, T ) × Ω , b(v(0, ·)) = b(v0) on Ω and “g(v) = g(a) on some part of the boundary (0, T ) × ∂Ω ,” in the
case of continuous nonhomogeneous and nonstationary boundary data a. The functions b,g are assumed to
be continuous, locally Lipschitz, nondecreasing and to verify the normalization condition b(0) = g(0) = 0
and the range condition R(b + g) = R. Using monotonicity and penalization methods, we prove existence
of a weak renormalized entropy solution in the spirit of [K. Ammar, J. Carrillo, P. Wittbold, Scalar con-
servation laws with general boundary condition and continuous flux function, J. Differential Equations 228
(2006) 111–139].
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Let Ω be a C1,1 bounded open subset of RN with regular boundary if N > 1. We consider the
following initial–boundary value problem of parabolic–hyperbolic type:
Pb,g(v0, a, f )
⎧⎨
⎩
∂b(v)
∂t
−g(v)+ divΦ(v) = f on Q := (0, T )×Ω,
“g(v) = g(a) on some part of” Σ := (0, T )× ∂Ω,
b(v)(0, ·) = u0 := b(v0) on Ω,
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1842 K. Ammar / J. Differential Equations 244 (2008) 1841–1887where Φ :R→RN is a continuous vector field, b,g :R→R are nondecreasing, locally Lipschitz
continuous such that b(0) = g(0) = 0 and R(b + g) =R. We suppose also that v0 ∈ L1(Ω) with
b(v0) ∈ L1(Ω), f ∈ L1(Q) and
{
a ∈ C(Σ) is a trace of a function a˜ ∈ C(Q) with g(a˜) ∈ L2(0, T ,H 1(Ω)),
divΦ(a˜) ∈ L1(Q), g(a˜) ∈ L1(Q) and a˜t ∈ L1(Q).
(1)
Equations of this type arise in certain models of fluid flows through porous media (see
[14,19], etc.), Stefan-type problems, and so on. In particular when g(u) = u, the problem
Pb,g(v0, a, f ) is of elliptic–parabolic type and when g(u) = 0, b(u) = u, it is of hyperbolic
type. Numerous results in both cases are already established (see among others [6,9,10,12,13,
15], etc.): For the elliptic–parabolic problem, existence and uniqueness of a weak solution is
well known (see [1,4,8], etc.). In the hyperbolic case, the entropy formulation due to Kruzhkov
(see [16] and [17]) is more suitable to insure uniqueness. As far as the Cauchy problem in
the whole space is concerned, existence and uniqueness results are known for a long time.
This is not the case for hyperbolic problems on bounded domains. In fact, for this kind of
equations, the boundary condition can not be assumed pointwise but has to be read as an en-
tropy condition on the boundary. The “first right formulation” of entropy solution for scalar
conservation laws on bounded domains is due to Bardos, LeRoux and Nedelec in [5] and is
known as the BLN condition. However, the BLN formulation involves the trace of the solu-
tion on the boundary and could not be extended to the “non-BV” framework. An other integral
formulation of the boundary condition is given by F. Otto in [21] in the case of Lipschitz
continuous flux Φ and L∞ data. For a merely continuous flux and homogeneous boundary
conditions, different formulations are proposed in [9–11] and results of well-posedness are
proved. In the case of nonhomogeneous boundary conditions, we refer among others to the
recent results of [2,22,23]. Recent results in the more general case where g(u) = u and b non-
necessarily increasing can be found in [10] and [3]. Another difficulty related to the study of
Pb,g(v0, a, f ) is due to the partial degeneration of g, since the two behaviors (parabolic and
hyperbolic) coexist. In this case (precisely in the nonhomogeneous case), neither the Dirichlet
formulation nor the entropy conditions formulated for the purely hyperbolic problems can be
adapted.
In a quite recent work [18], the authors have studied the problem Pb,g(v0, a, f ) in the par-
ticular case where b(u) = u and introduced a new formulation of the boundary conditions and
proved uniqueness of a weak entropy solution and consistency with viscosity approximations.
The boundary condition is given by means of a limit expressed by “boundary layer” sequences
and is a generalization of the condition proposed by F. Otto in [21]. In [20], A. Michel and
J. Vovelle proposed an equivalent integral version of the so-called weak entropy condition and
proved the convergence of a numerical finite volume scheme towards a generalized version called
entropy-process solution.
Here, we give an equivalent formulation adapted for the “triply” degenerate case and propose
a new “analytic” proof of the existence result. Our approach is a mixture of the techniques of
[18] and [2]. In particular, it clarifies the relation between the formulations proposed by [9] in
one hand and by [18] and [20] in the other hand.
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For any k, a ∈R, for a.e. x ∈ ∂Ω , let
ω+(x, k, a) := max
kr,sa∨k
∣∣(Φ(r)−Φ(s)) · η(x)∣∣,
ω−(x, k, a) := max
a∧kr,sk
∣∣(Φ(r)−Φ(s)) · η(x)∣∣,
where η denotes the unit outer normal to ∂Ω . Following [20], we define an entropy solution of
Pb,g(v0, a, f ) as follows:
Definition 2.1. A measurable function v is said to be a renormalized entropy solution of the
problem Pb,g(v0, a, f ) if b(v) ∈ L1(Q)
g(Tkv)− g(Tka) ∈ L2
(
0, T ,H 10 (Ω)
)
for all k > 0
and there exist some families of non-negative bounded measures μl := μl(v) and νl = νl(v) on
Q such that
‖μl‖,‖ν−l‖ → 0, l → ∞,
and the following entropy inequalities are satisfied:
For all k ∈R, for all ξ ∈ C∞0 ([0, T )×RN) such that ξ  0 and sign+(g(a)− g(k))ξ = 0 a.e.
on Σ , for all l  k,
−
∫
Σ
ω+(x, k, a ∧ l)ξ +
∫
Q
{(
b(v ∧ l)− b(k))+ξt + χ{v∧l>k}(Φ(v ∧ l)−Φ(k)) · ∇ξ
+ χ{v∧l>k}f ξ − ∇
(
g(v ∧ l)− g(k))+ · ∇ξ}+ ∫
Ω
(
b(v0 ∧ l)− b(k)
)+
ξ(0, ·)
−〈μl, ξ 〉 (2)
and for all k ∈R, for all ξ ∈ C∞0 ([0, T )×RN) such that ξ  0 and sign+(g(k)− g(a))ξ = 0 a.e.
on Σ , for l  k,
−
∫
Σ
ω−(x, k, a ∨ l)ξ +
∫
Q
{(
b(k)− b(v ∨ l))+ξt + χ{k>v∨l}(Φ(k)−Φ(v ∨ l)) · ∇ξ
− χ{k>v}f ξ − ∇
(
g(k)− g(v))+ · ∇ξ}+ ∫
Ω
(
b(k)− b(v0 ∨ l)
)+
ξ(0, ·)
−〈νl, ξ 〉. (3)
Here, for k > 0, we denote by Tk the truncation function defined by
Tk(r) = sign0(r)
(|r| ∧ k).
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case where Φ is Lipschitz continuous and b(v) = v, it can be formulated exactly as in [20]. The
definition can also be extended to the L1-setting i.e. for f ∈ L1(Q) and v0 ∈ L1(Ω). Here, we
restrict ourselves to the L∞-setting; the methods of approximation being well known and rather
technical.
The main result of this paper is the following:
Theorem 2.2. For any (v0, f ) ∈ L1(Ω) × L1(Q) with b(v0) ∈ L1(Ω), for any a ∈ C(Σ) satis-
fying (1), there exists a unique couple of measurable functions u,w such that u = b(v) ∈ L1(Q),
Tg(k)w = g(Tkv) ∈ L2(0, T ,H 10 (Ω)) for all k > 0 and v is a renormalized entropy solution of
Pb,g(v0, a, f ).
The uniqueness result follows as a consequence of the following L1-comparison principle.
We suppose here that the renormalized entropy solution is in L∞(Q). This is in fact the case
when the function b is strictly increasing and the data are in L∞ or when the problem is strongly
penalized by an increasing Lipschitz continuous function ψ (see Section 4).
Theorem 2.3. For i = 1,2, let (v0i , fi) ∈ L∞(Ω) × L∞(Q) and ai ∈ C(Σ) satisfying (1) and
such that g(a1)  g(a2) a.e. on Σ . Let vi be an entropy solution of Pb,g(v0i , ai, fi) such that
vi ∈ L∞(Q). Then, there exists κ ∈ L∞(Q) with κ ∈ sign+(v1 − v2) a.e. in Q such that, for any
ξ ∈D([0, T [×RN), ξ  0,
−
∫
Σ
ω−(x, a1, a2)ξ 
∫
Q
(
b(v1)− b(v2)
)+
ξt + χ{v1>v2}
(
Φ(v1)−Φ(v2)
) · ∇ξ
−
∫
Q
∇(g(v1)− g(v2))+ · ∇ξ +
∫
Q
κ(f1 − f2)ξ
+
∫
Ω
(
b(v01)− b(v02)
)+
ξ(0, ·). (4)
When the renormalized entropy solution v ∈ L∞(Q), it is simply called weak entropy solution
and can be fully characterized by the following conditions:
g(v)− g(a) ∈ L2(0, T ,H 10 (Ω))
and v satisfies the following entropy inequalities:
For all k ∈R, for all ξ ∈ C∞0 ([0, T )×RN) such that ξ  0 and sign+(g(a)− g(k))ξ = 0 a.e.
on Σ ,
−
∫
Σ
ω+(x, k, a)ξ 
∫
Q
{(
b(v)− b(k))+ξt + χ{v>k}(Φ(v)−Φ(k)) · ∇ξ
+ χ{v>k}f ξ − ∇
(
g(v)− g(k))+ · ∇ξ}
+
∫ (
b(v0)− b(k)
)+
ξ(0, ·), (5)
Ω
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on Σ ,
−
∫
Σ
ω−(x, k, a)ξ 
∫
Q
{(
b(k)− b(v))+ξt + χ{k>v}(Φ(k)−Φ(v)) · ∇ξ
− χ{k>v}f ξ − ∇
(
g(k)− g(v))+ · ∇ξ}
+
∫
Ω
(
b(k)− b(v0)
)+
ξ(0, ·). (6)
2.1. Some notations
Throughout this paper we use the operators Hδ and H0 defined by
Hδ(s) := min
(
s+
δ
,1
)
, H0(s) =
{
1 if s > 0,
0 if s  0
and we denote
E := {r ∈ R(g)/(g−1)0 is discontinuous at r}. (7)
The proof of the comparison results involves also sequences of mollifiers (ρn)n which are defined
as follows:
ρn(t) = nρ(nt) where ρ ∈ C∞c (−1,0) such that
0∫
−1
ρ(t) dt = 1. (8)
Localization of the problem. For arbitrary p ∈N, we denote by B := (Bi)i=0,...,p ⊂RN a finite
open covering of Ω such that for each 1 i  p, Bi is (up to a change of coordinates represented
by an orthogonal matrix Ai ) the graph of a Lipschitz function hi , i.e.
Ω ∩Bi =
{
x ∈ B˜i , (Aix)N > hi(Axi)
}
and
∂Ω ∩Bi =
{
x ∈ B˜i , (Aix)N = h(Aix)
}
.
Here and in the sequel, we denote by (x1, x2, . . . , xN) the coordinates of x ∈ RN and x :=
(x1, x2, . . . , xN−1). Let ℘ := (℘i)i=0,...,p be a partition of unity subordinate to the covering Bi .
The problem will be localized thanks to the functions ℘i and for a sake of simplicity, we suppose
that Ai = Id. Let i := {x, x ∈ Bi}; i is an open subset of RN−1; if a function ϕ is defined on
∂Ω ∩Bi , we denote by ϕ the function defined on i by ϕ(x) = ϕ(x,hi(x)).
Then, we have ∫
∂Ω∩Bi
ϕ(x) =
∫
i
ϕ(x)
√
1 + ∣∣∇hi(x)∣∣2 dx, (9)
where ∇ is the gradient operator in RN−1.
1846 K. Ammar / J. Differential Equations 244 (2008) 1841–1887For ε > 0, define wiε by wiε(x) = min( xN−h(x)ε ,1). Then wiε = 0 on ∂Ω ∩ Bi and wiε(x) = 1
if dist(x, ∂Ω ∩Bi) > ε, x ∈ Ω ∩Bi . Moreover,
∇wiε(x) =
1
ε
χ{xN−hi(x)ε} ·
(−∇hi(x),1). (10)
3. Proofs of comparison and uniqueness results
The idea of the proof follows the same lines as in [2], but requires supplementary tools to deal
with the nonhomogeneous boundary conditions.
Lemma 3.1. Let (v0, a, f ) ∈ L∞(Ω)×C(Σ)×L∞(Q) with a satisfying (1) and v be an entropy
solution of Pb,g(v0, a, f ). Then
∫
Q
χ{v>k}
{∇g(v)+ (Φ(k)−Φ(v)) · ∇ξ + (b(k)− b(v))ξt − f ξ}dx dt
−
∫
Ω
(
b(v0)− b(k)
)+
ξ dx − lim
δ→0
∫
Q
∣∣∇g(v)∣∣2H ′δ(g(v)− g(k))ξ dx dt (11)
for any (k, ξ) ∈R×D([0, T )×Ω) such that g(k) /∈ E and ξ  0. Moreover,
∫
Q
χ{k>v}
{∇g(v)+ (Φ(k)−Φ(v)) · ∇ξ + (b(k)− b(v))ξt − f ξ}dx dt
+
∫
Ω
(
b(k)− b(v0)
)+
ξ dx  lim
δ→0
∫
Q
∣∣∇g(v)∣∣2H ′δ(g(k)− g(v))ξ dx dt (12)
for any (k, ξ) ∈R×D([0, T )×Ω) such that g(k) /∈ E and ξ  0.
Proof. See the proof of Lemma 5 in [9]. 
Proof of Theorem 2.3. As usual we use Kruzhkov’s technique of doubling variables (cf. [9,16,
17]) in order to prove the comparison result. We choose two pairs of variables (s, y) and (t, x)
and consider v1 as a function of (s, y) ∈ Q and v2 as a function of (t, x) ∈ Q. Note that, due
to the fact that both functions v1, v2 satisfy the classical semi-Kruzhkov entropy inequalities for
any k ∈R in D′([0, T [×Ω), one can prove exactly as in [9] that v1, v2 satisfy the following local
comparison principle: there exists κ ∈ L∞(Q) with κ ∈ sign+(v1 − v2) a.e. in Q such that, for
any ζ ∈D([0, T [×Ω), ζ  0,
0
∫
Q
(
b(v1)− b(v2)
)+
ζt + χ{v1>v2}
(
Φ(v1)−Φ(v2)
) · ∇ζ
−
∫
∇(g(v1)− g(v2))+ · ∇ζ +
∫
κ(f1 − f2)ζ +
∫ (
b(v01)− b(v02)
)+
ζ(0, ·). (13)
Q Q Ω
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are localized into small subsets of Q. Let ξ ∈ D([0, T ) × RN), ξ  0. Define the test function
ξ im,n : (t, x, s, y) → ℘i(x)ξ(t, x)n(x − y)ρm(t − s), where (n)n is a sequence of mollifiers in
R
N such that x → n(x − y) ∈D(Ω), for all y ∈ Bi , σn(x) =
∫
Ω
n(x − y)dy is an increasing
sequence for all x ∈ Bi , and σn(x) = 1 for all x ∈ Bi with d(x,RN \Ω) > cN for some c = c(i)
depending on Bi . Then, for m,n sufficiently large,
(s, y) → ξ im,n(t, x, s, y) ∈D
(]0, T [ ×RN ), for any (t, x) ∈ Q,
(t, x) → ξ im,n(t, x, s, y) ∈D
([0, T [×Ω), for any (s, y) ∈ Q and
suppy
(
ξ im,n(t, s, x, .)
)⊂ Bi, for any (t, s, x) ∈ [0, T )2 × supp(℘i).
For convenience, we omit the index i from now on and in the first part of the proof and simply set
℘ = ℘i , B = Bi , h = hi and ξ im,n = ξm,n. Technically, the main idea of our proof is to compare
locally two solutions on each sufficiently small ball B((t, x), r) ⊂ B such that B((t, x), r) ∩
Σ = ∅ and maxΣ∩B((t,x),r) a − minΣ∩B((t,x),r) a  ε. To this end, for all η > 0, let(Bηj := B((tj , xj ), η))j=0,...,pη be a finite covering of [0, T )×Ω (14)
such that [0, T ) × Ω ⊂ ⋃j Bηj =: Oη and |Oη \ ([0, T ) × Ω)|  cη, for a positive constant c
independent of η. Let
(
ϕ
η
j
)
j=0,...,pη be a partition of unity subordinate to
(Bηj )j (15)
and define
ζ := ζ j,η : (t, x, s, y) → ξm,n(t, x, s, y)ϕηj (t, x).
Obviously, ζ satisfies the following properties: for m and n sufficiently large,
(s, y) → ζ(t, x, s, y) ∈D(]0, T [ ×RN ), for any (t, x) ∈ Q,
(t, x) → ζ(t, x, s, y) ∈D([0, T [×Ω ∩Bηj ), for any (s, y) ∈ Q and
suppy
(
ζ(t, s, x, .)
)⊂ B, for any (t, s, x) ∈ [0, T )2 × supp(℘).
Moreover, the function
ζˆn(t, x) :=
∫
Q
ξm,n(t, x, s, y) d(s, y) = ξ(t, x)℘ (x)ϕηj (t, x)
∫

n(x − y)dy
T∫
0
ρm(t − s) ds
= ξ(t, x)℘ (x)ϕηj (t, x)
∫

n(x − y)dy = ξ(t, x)℘ (x)ϕηj (t, x)σn(x) (16)
satisfies ζˆn ∈D([0, T [×Ω ∩Bη),0 ζˆn  ξ , for all n ∈N.j
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Q1 :=
{
(s, y) ∈ Q ∣∣ v1(s, y) ∈ E}, Q2 := {(t, x) ∈ Q ∣∣ v2(t, x) ∈ E}.
Then, ∇yg(v1) = 0 a.e. in Q1 and ∇xg(v2) = 0 a.e. in Q2. Moreover, H0(v1 −v2) = H0(g(v1)−
g(v2)) a.e. in (Q \Q1)×Q∪Q× (Q \Q2).
First inequality. Define kηj := max{Bηj ∩Σ} a1 and l
η
j := minΣ∩Bηj a2. We first prove the fol-
lowing inequality
0
∫
Q
(
b
(
v1 ∨
(
k
η
j ∨ lηj
))− b(v2 ∨ (kηj ∨ lηj )))+(ξϕηj )t℘
+
∫
Q
χ{v1∨(kηj ∨lηj )>v2∨(kηj ∨lηj )}
(
Φ
(
v1 ∨
(
k
η
j ∨ lηj
))−Φ(v2 ∨ (kηj ∨ lηj ))) · ∇x(ξ℘ϕηj )
−
∫
Q
∇x
(
g
(
v1 ∨
(
k
η
j ∨ lηj
))− g(v2 ∨ (kηj ∨ lηj )))+ · ∇x(ξϕηj ℘)
+
∫
Q
κ1χ{v1>(kηj ∨lηj )}(f1 − χ{v2(kηj ∨lηj )}f2)ξϕ
η
j ℘
+
∫
Ω
(
b
(
v01 ∨
(
k
η
j ∨ lηj
))− b(v02 ∨ (kηj ∨ lηj )))+(ξϕηj )(0, x)℘ (x)
+ lim
n→∞L(kηj ∨lηj )
(
ξϕ
η
j ℘σn
)
, (17)
where κ1 ∈ L∞(Q), κ1 ∈ sing+(v1 − v2 ∨ (kηj ∨ lηj )) and Lα,α > 0, is a linear operator which
will be defined later (see (29)).
To this end, let K  kηj . Then, as v1 satisfies (11) (with v = v1, v0 = v01, f = f1), choosing
k = v2(t, x) ∨ K and ξ(s, y) = ζ(t, x, s, y) in (11), integrating in (t, x) over Q, using the same
arguments as in [2] and [9], we find
lim
δ→0
∫
{Q\Q1}×{Q\Q2}
∣∣∇y(g(v1))∣∣2H ′δ(g(v1)− g(v2 ∨K))ζ
= lim
δ→0
∫
Q×{Q\Q2}
∣∣∇y(g(v1))∣∣2H ′δ(g(v1)− g(v2 ∨K))ζ

∫
Q×Q
(
b(v1)− b(v2 ∨K)
)+
(ζ )s + χ{v1>v2∨K}
(
Φ(v1)−Φ(v2 ∨K)
) · ∇yζ
−
∫
H0(v1 ∨K − v2 ∨K)∇yg(v1 ∨K) · ∇yζ +
∫
χ{v1>v2∨K}f1ζ. (18)
Q×Q Q
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we have ∫
Q×Q
∇yg(v1 ∨K) · ∇x
(
Hδ
(
g(v1 ∨K)− g(v2 ∨K)
)
ζ
)
dx dt = 0. (19)
Therefore, going to the limit on δ, we get
lim
δ→0
∫
{Q\Q1}×{Q\Q2}
∇yg(v1 ∨K) · ∇xg(v2 ∨K)H ′δ
(
g(v1 ∨K)− g(v2 ∨K)
)
ζ
=
∫
Q×Q
H0
(
g(v1 ∨K)− g(v2 ∨K)
)∇xζ · ∇yg(v1 ∨K)
=
∫
Q×Q
H0(v1 ∨K − v2 ∨K)∇xζ · ∇yg(v1 ∨K). (20)
Arguing as in [9], inequality (18) can be written as follows∫
Q×Q
H0(v1 ∨K − v2 ∨K)
{−∇yg(v1 ∨K) · (∇yζ + ∇xζ )
+ (Φ(v1 ∨K)−Φ(v2 ∨K)) · ∇yζ + (b(v1 ∨K)− b(v2 ∨K))(ζ )s + f1ζ}
 lim
δ→0
∫
Q\Q1×Q\Q2
(∣∣∇yg(v1 ∨K)∣∣2 − ∇yg(v1 ∨K) · ∇xg(v2 ∨K))
×H ′δ
(
g(v1 ∨K)− g(v2 ∨K)
)
ζ. (21)
Now, as v2 is an entropy solution of Pb,g(v02, a, f2), choosing k = v1(s, y) ∨ K , ξ(t, x) =
ζ(t, x, s, y) in (12) (with v = v2, v0 = v02, f = f2 ), integrating in (s, y) over Q, we find
lim
δ→0
∫
{Q\Q1}×Q
∣∣∇xg(v2)∣∣2H ′δ(g(v1 ∨K)− g(v2))ζ
= lim
δ→0
∫
{Q\Q1}×{Q\Q2}
∣∣∇xg(v2)∣∣2H ′δ(g(v1 ∨K)− g(v2))ζ

∫
Q×Q
(
b(v1 ∨K)− b(v2)
)+
(ζ )t + χ{v1∨K>v2}
(
Φ(v1 ∨K)−Φ(v2)
) · ∇xζ
−
∫
Q×Q
χ{v1∨K>v2}f2ζ +
∫
Ω×Q
(
b(v1 ∨K)− b(v02)
)+
ζ(0, x, s, y)
−
∫
∇x
(
g(v1 ∨K)− g(v2)
)+ · ∇xζ. (22)
Q×Q
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∫
{Q\Q1}×{Q\Q2}
∣∣∇xg(v2)∣∣2H ′δ(g(v1 ∨K)− g(v2))ζ
=
∫
{Q\Q1}×{Q\Q2}
∣∣∇xg(v2 ∨K)∣∣2H ′δ(g(v1 ∨K)− g(v2 ∨K))ζ
+
∫
{Q\Q1}×{Q\Q2}
∣∣∇xg(v2 ∧K)∣∣2H ′δ(g(v1 ∨K)− g(v2 ∧K)ζ. (23)
Moreover, the right-hand side of (22) is equal to
∫
Q×Q
(
b(v1 ∨K)− b(v2 ∨K)
)+
(ζ )t
+
∫
Q×Q
χ{v1∨K>v2∨K}
(
Φ(v1 ∨K)−Φ(v2 ∨K)
) · ∇xζ
−
∫
Q×Q
χ{v1∨K>v2∨K}χ{v2K}f2ζ
+
∫
Q×Q
H0(v1 ∨K − v2 ∨K)∇xg(v2 ∨K) · ∇xζ
+
∫
Ω×Q
(
b(v1 ∨K)− b(v02 ∨K)
)+
ζ(0, x, s, y)
+
∫
Q×Q
(
b(K)− b(v2)
)+
(ζ )t + χ{K>v2}
(
Φ(K)−Φ(v2)
) · ∇xζ
−
∫
Q×Q
χ{K>v2}f2ζ +
∫
Ω
(
b(K)− b(v02)
)+
ζ(0, x, s, y),
−
∫
Q×Q
∇x
(
g(K)− g(v2)
)+ · ∇xζ. (24)
Since (s, y) → ζ(t, x, s, y)Hδ(g(v1 ∨ K) − g(v2 ∨ K)) ∈D([0, T ) × Ω) for a.e. (t, x) ∈ Q,
we have ∫
Q×Q
∇xg(v2 ∨K) · ∇y
(
Hδ
(
g(v1 ∨K)− g(v2 ∨K)
)
ζ
)= 0. (25)
Therefore,
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δ→0
∫
{Q\Q1}×{Q\Q2}
∇yg(v1 ∨K) · ∇xg(v2 ∨K)H ′δ
(
g(v1 ∨K)− g(v2 ∨K)
)
ζ
=
∫
Q×Q
H0
(
g(v1 ∨K)− g(v2 ∨K)
)∇yζ · ∇xg(v2 ∨K). (26)
Summing up inequalities (21) and (24), taking into account (23) and (24), we deduce
lim
δ→0
∫
Q×Q
∣∣∇yg(v1 ∨K)− ∇xg(v2 ∨K)∣∣2H ′δ(g(v1 ∨K)− g(v2 ∨K))ζ

∫
Q×Q
χ{v1∨K>v2∨K}
(
Φ(v1 ∨K)−Φ(v2 ∨K)
) · ∇x(ξ℘ϕηj )nρm
+
∫
Q×Q
(
b(v1 ∨K)− b(v2 ∨K)
)+(
ξϕ
η
j
)
t
℘nρm
+
∫
Q×Q
χ{v1∨K>v2∨K}χ{v1>K}(f1 − χ{v2K}f2)ζ
+
∫
Q
∫
Ω
(
b(v1 ∨K)− b(v02 ∨K)
)+
ζ(0, x, s, y)
−
∫
Q×Q
(∇yg(v1 ∨K)− ∇xg(v2 ∨K)) · ∇x+yζH0(v1 ∨K − v2 ∨K)
+
∫
Q×Q
(
b(K)− b(v2)
)+
(ζ )t + χ{K>v2}
(
Φ(K)−Φ(v2)
) · ∇xζ
−
∫
Q×Q
χ{K>v2}f2ζ +
∫
Q
∫
Ω
(
b(K)− b(v02)
)+
ζ(0, x, s, y)
−
∫
Q×Q
∇x
(
g(K)− g(v2)
)+ · ∇xζ, (27)
where ∇x+y(·) := ∇x(·)+ ∇y(·).
Denote the integrals on the right-hand side of (27) by I1, . . . , I8 successively. Using similar
estimations as in [2] and [3], going to the limit with m and n respectively, one gets
lim
m,n→∞ I1 =
∫
Q
χ{v1∨K>v2∨K}
(
Φ(v1 ∨K)−Φ(v2 ∨K)
) · ∇x(ξϕηj )℘,
lim
m,n→∞ I2 =
∫ (
b(v1 ∨K)− b(v2 ∨K)
)+(
ξ℘ϕ
η
j
)
t
,Q
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m,n→∞
I3 
∫
Q
κ1χ{v1>K}(f1 − χ{v2K}f2)ξ(t, x)℘ϕηj (t, x)
for some
κ1 ∈ L∞(Q) with κ1 ∈ sign+(v1 − v2 ∨K) a.e. in Q, (28)
lim sup
m,n→+∞
I4 
∫
Ω
(
b(v01 ∨K)− b(K ∨ v02)
)+(
ξϕ
η
j
)
(0, x)℘,
and
lim sup
m,n→+∞
I5 =
∫
Q
∇(g(v1 ∨K)− g(v2 ∨K))+ · ∇(ξϕηj ℘).
Next, applying Fubini’s theorem and taking into account (16), we find
I6 + I7 + I8 =
∫
Q
(
b(K)− b(v2)
)+
(ζˆp)t + χ{K>v2}
(
Φ(K)−Φ(v2)
) · ∇x ζˆp d(t, x)
−
∫
Q
∇x
(
g(K)− g(v2)
)+ · ∇x(ζˆp)−
∫
Q
χ{K>v2}f2ζˆp d(t, x)
+
∫
Ω
(
b(K)− b(v02)
)+
ζˆp(0, x) dx.
Following [9], we define the functional LK on D([0, T [×Ω) by
LK(ζ ) =
∫
Q
(
b(K)− b(v2)
)+
ζt + χ{K>v2}
(
Φ(K)−Φ(v2)
) · ∇xζ − f2ζ
−
∫
Q
∇x
(
g(K)− g(v2)
)+ · ∇xζ +
∫
Ω
(
b(K)− b(v02)
)+
ζ(0, x) dx. (29)
As v2 is an entropy solution, we have LK(ζ )  0 for all ζ ∈ D([0, T ) × Ω), ζ  0, i.e. LK
is a positive linear functional on D([0, T ) × Ω). Since (ζˆ )n = (ξσnϕηj )n ⊂ D([0, T ) × Ω) is
an increasing sequence satisfying 0  ξσnϕηj ℘  ξϕ
η
j ℘, LK(ζˆn) is a bounded and increasing
sequence and thus converges. As a consequence, I6 + I7 + I8 = LK(ξ℘σnϕηj ) converges as
n → ∞. Combining the estimates of I1, . . . , I8, we get
0
∫
Q
(
b(v1 ∨K)− b(v2 ∨K)
)+(
ξϕ
η
j
)
t
℘
+
∫
χ{v1∨K>v2∨K}
(
Φ(v1 ∨K)−Φ(v2 ∨K)
) · ∇x(ξ℘ϕηj )
Q
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∫
Q
∇x
(
g(v1 ∨K)− g(v2 ∨K)
)+ · ∇x(ξϕηj ℘)
+
∫
Q
κ1χ{v1>K}(f1 − χ{v2K}f2)ξϕηj ℘
+
∫
Ω
(
b(v01 ∨K)− b(v02 ∨K)
)+(
ξϕ
η
j
)
(0, x)℘ (x)
+ lim
n→∞LK
(
ξϕ
η
j ℘σn
)
. (30)
In particular, choosing K = kηj ∨ lηj , we obtain (17). This is “half” of the inequality to be proved.
Second inequality. Next, by the choice of
ζ ∗m,n(s, y, t, x) = ξ(s, y)ϕηj (s, y)℘ (y)n(y − x)ρm(s − t)
as test function, we prove the second “half”:
0
∫
Q
(
b(v1 ∧ l)− b(v2 ∧ l)+
)(
ξϕ
η
j
)
t
℘
+
∫
Q
χ{v1∧l)>v2∧l)}
(
Φ(v1 ∧ l)−Φ(v2 ∧ l)
) · ∇x(ξ℘ϕηj )
−
∫
Q
∇x
(
g(v1 ∧ l)− g(v2 ∧ l)
)+ · ∇x(ξϕηj ℘)
+
∫
Q
κ2χ{v2<l}(χ{v1l}f1 − f2)ξϕηj ℘
+
∫
Ω
(
b(v01 ∧ l)− b(v02 ∧ l)
)+(
ξϕ
η
j
)
(0, x)℘ (x)
+ lim
n→∞ L˜l
(
ξϕ
η
j ℘σn
) (31)
for every l  lηj , for some κ2 ∈ L∞(Q) with κ2 ∈ sign+(v1 ∧ l − v2).
The operator L˜l being defined as follows:
L˜l : ζ ∈D
([0, T [×RN ) → ∫
Q
(
b(v1)− b(l)
)+
ζs + χ{v1>l}
{(
Φ(v1)−Φ(l)
) · ∇yζ
−
∫
∇x
(
g(v1)− g(l)
)+ · ∇xζ + f1ζ}+
∫ (
b(v01)− b(l)
)+
ζ(0, y).
Q Ω
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(s, y) → ζ ∗(t, x, s, y) ∈D([0, T [×Ω), for any (t, x) ∈ Q,
(t, x) → ζ ∗(t, x, s, y) ∈D(]0, T [×RN ), for any (s, y) ∈ Q.
Then, as v1 = v1(s, y) is an entropy solution of Pb,g(v01, a1, f1), choosing k = v2(t, x) ∧ l and
ξ = ζ ∗(t, x, ·, ·) in (11), we find by integration over (t, x) ∈ Q
lim
δ→+∞
∫
Q×{Q\Q2}
∣∣∇yg(v1)∣∣2H ′δ(g(v1)− g(v2 ∧ l))ζ ∗

∫
Q×Q
(
b(v1)− b(v2 ∧ l)
)+(
ζ ∗
)
s
+ χ{v1>v2∧l}
(
Φ(v1)−Φ(v2 ∧ l)
) · ∇yζ ∗
−
∫
Q×Q
∇y
(
g(v1)− g(v2 ∧ l)
)+ · ∇yζ ∗
+
∫
Q×Q
χ{v1>v2∧l}f1ζ ∗ +
∫
Ω
(
b(v01)− b(v2 ∧ l)
)+
ζ ∗(t, x,0, y)
=
∫
Q×Q
(
b(v1 ∧ l)− b(v2 ∧ l)
)+(
ζ ∗
)
s
+
∫
Q×Q
χ{v1∧l>v2∧l}
(
Φ(v1 ∧ l)−Φ(v2 ∧ l)
) · ∇yζ ∗
−
∫
Q×Q
∇y
(
g(v1 ∧ l)− g(v2 ∧ l)
)+ · ∇yζ ∗
+
∫
Q×Q
χ{v1∧l>v2∧l}χ{v1l}f1ζ ∗
+
∫
Ω×Q
(
b(v01 ∧ l)− b(v2 ∧ l)
)+
ζ ∗(t, x,0, y)
+
∫
Q×Q
(
b(v1)− b(l)
)+(
ζ ∗
)
s
+ χ{v1>l}
{(
Φ(v1)−Φ(l)
) · ∇yζ ∗ + f1ζ ∗}
−
∫
Q×Q
∇y
(
g(v1)− g(l)
)+ · ∇yζ ∗
+
∫ (
b(v01)− b(l)
)+
ζ ∗(t, x,0, y). (32)
Ω×Q
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(12), we get by integration over (s, y) ∈ Q
lim
δ→+∞
∫
{Q\Q1}×Q
∣∣∇xg(v2)∣∣2H ′δ(g(v1 ∧ l)− g(v2))ζ ∗

∫
Q×Q
(
b(v1 ∧ l)− b(v2)
)+(
ζ ∗
)
t
−
∫
Q×Q
χ{v1∧l>v2}f2ζ ∗
+
∫
Q×Q
χ{v1∧l>v2}
{(
Φ(v1 ∧ l)−Φ(v2)
) · ∇xζ ∗
−
∫
Q×Q
∇x
(
g(v1 ∧ l)− g(v2)
)+ · ∇xζ ∗}. (33)
Summing up inequalities (32) and (33), using the same type of arguments as above, we obtain
(31).
Third inequality. We are going to prove the following:
−
T∫
0
∫
∂Ω∩B
ω−
(
x, k
η
j , l
η
j
)
ξϕ
η
j

∫
Q
(
b
(
v1 ∧
(
k
η
j ∨ lηj
))− b(v2))+(ξϕηj )t℘
+
∫
Q
χ{v1∧(kηj ∨lηj )v2}
(
Φ
(
v1 ∧
(
k
η
j ∨ lηj
))−Φ(v2)) · ∇x(ξϕηj ℘)
−
∫
Q
∇x
(
g
(
v1 ∧
(
k
η
j ∨ lηj
))− g(v2))+ · ∇x(ξϕηj ℘)
+
∫
Ω
(
b
(
v01 ∧
(
k
η
j ∨ lηj
))− b(v02))+(ξϕηj )(0, x)℘
+
∫
Q
κ3χ{v2<(kηj ∨lηj )}(χ{v1(kηj ∨lηj )}f1 − f2)ξϕ
η
j ℘
+
∫
Ω
(
b
(
v01 ∧
(
k
η
j ∨ lηj
))− b(v02))+(ξϕηj )(0, x)℘
+ lim
ε→0 limn→+∞
(L˜(kηj ∨lηj )(ξϕηj wεσn℘)+ L˜lηj (ξ℘ϕηj (1 −wε)σn)) (34)
for some κ3 ∈ sign+(v1 ∧ (kηj ∨ lηj ) − v2). Then, summing up (34) and (17), we find in the final
step the desired comparison result.
1856 K. Ammar / J. Differential Equations 244 (2008) 1841–1887To this end, we choose ξm,nϕηj wε℘ as a test function in (12), where wε is defined in Section 2.
Using similar arguments as before, as supp(t,x)(ξm,nϕ
η
j wε℘) ⊂ B (compare with the local com-
parison result), one can easily verify that
0
∫
Q
(
b
(
v1 ∧
(
k
η
j ∨ lηj
))− b(v2))+(ξϕηj )twε℘
+
∫
Q
χ{v1∧(kηj ∨lηj )v2}
(
Φ
(
v1 ∧
(
k
η
j ∨ lηj
))−Φ(v2)) · ∇x(ξϕηj wε℘)
−
∑
i
∫
Q
∇x
(
g
(
v1 ∧
(
k
η
j ∨ lηj
))− g(v2))+ · ∇x(ξϕηj wε℘)
+
∑
i
∫
Q
κ3χ{v2<(kηj ∨lηj )}(χ{v1(kηj ∨lηj )}f1 − f2)ξϕ
η
j wε℘
+
∑
i
∫
Ω
(
b
(
v01 ∧
(
k
η
j ∨ lηj
))− b(v02))+(ξϕηj )(0, x)wε℘
+ lim
n→∞
∑
i
L˜(kηj ∨lηj )
(
ξϕ
η
j wε℘σn
)
. (35)
On the other hand, choosing ξϕηj (1 −wε)℘ (respectively lηj ) instead of ξϕηj ℘ (respectively l) in
(31), we find
0
∫
Q
(
b
(
v1 ∧ lηj
)− b(v2))+(ξϕηj )t (1 −wε)℘
+
∫
Q
χ{v1∧lηj >v2}
(
Φ
(
v1 ∧ lηj
)−Φ(v2)) · ∇x((1 −wε)ξϕηj ℘)
−
∫
Q
∇x
(
g
(
v1 ∧ lηj
)− g(v2))+ · ∇x((1 −wε)ξϕηj ℘)
+
∫
Q
κ2χ{v2<lηj }(χ{v1lηj }f1 − f2)ξϕ
η
j (1 −wε)℘
+
∫
Ω
(
b
(
v01 ∧ lηj
)− b(v02 ∧ lηj ))+(ξϕηj )(0, x)(1 −wε)℘
+ lim
n→∞ L˜lηj
(
ξϕ
η
j σn(1 −wε)℘
)
. (36)
Going to the limit with ε → 0 in (36), we obtain
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ε→0
∫
Q
χ{v1∧lηj >v2}
(
Φ
(
v1 ∧ lηj
)−Φ(v2)) · ∇x(wε)ξϕηj ℘
+ lim
ε→0
∫
Q
∇x
(
g
(
v1 ∧ lηj
)− g(v2))+ · ∇x(wε)ξϕηj ℘
+ lim
ε→0 limn→∞ L˜lηj
(
ξϕ
η
j σn(1 −wε)℘
)
. (37)
Moreover, going to the limit with ε → 0 in (35), we get
0
∫
Q
(
b
(
v1 ∧
(
k
η
j ∨ lηj
))− b(v2))+(ξϕηj )t℘
+
∫
Q
χ{v1∧(kηj ∨lηj )v2}
(
Φ
(
v1 ∧
(
k
η
j ∨ lηj
))−Φ(v2)) · ∇x(℘ξϕηj )
−
∫
Q
∇x
(
g
(
v1 ∧
(
k
η
j ∨ lηj
))− g(v2))+ · ∇x(℘ξϕηj )
+
∫
Q
κ3χ{v2<(kηj ∨lηj )}(χ{v1(kηj ∨lηj )}f1 − f2)ξϕ
η
j ℘
+
∫
Ω
(
b
(
v01 ∧
(
k
η
j ∨ lηj
))− b(v02))+(ξϕηj )(0, x)℘
+ lim
ε→0 limn→+∞ L˜(kηj ∨lηj )
(
ξϕ
η
j ℘wεσn
)
+ lim
ε→0
∫
Q
χ{v1∧(kηj ∨lηj )v2}
(
Φ
(
v1 ∧
(
k
η
j ∨ lηj
))−Φ(v2)) · ∇x(wε)℘ξϕηj
− lim
ε→0
∫
Q
∇x
(
g
(
v1 ∧
(
k
η
j ∨ lηj
))− g(v2))+ · ∇x(wε)℘ξϕηj . (38)
Hence, summing up (37) and (38), we find
0
∫
Q
(
b
(
v1 ∧
(
k
η
j ∨ lηj
))− b(v2))+(ξϕηj )t℘
+
∫
Q
χ{v1∧(kηj ∨lηj )v2}
(
Φ
(
v1 ∧
(
k
η
j ∨ lηj
))−Φ(v2)) · ∇x(℘ξϕηj )
−
∫
∇x
(
g
(
v1 ∧
(
k
η
j ∨ lηj
))− g(v2))+ · ∇x(℘ξϕηj )
Q
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∫
Q
κ3χ{v2<(kηj ∨lηj )}(χ{v1(kηj ∨lηj )}f1 − f2)ξϕ
η
j ℘
+
∫
Ω
(
b
(
v01 ∧
(
k
η
j ∨ lηj
))− b(v02))+(ξϕηj )(0, x)℘
+ lim
ε→0
∫
Q
χ{v1∧(kηj ∨lηj )(v2∨lηj )}
(
Φ
(
v1 ∧
(
k
η
j ∨ lηj
))−Φ(v2 ∨ lηj )) · ∇x(wε)℘ξϕηj
− lim
ε→0
∫
Q
∇x
(
g
(
v1 ∧
(
k
η
j ∨ lηj
))− g(v2 ∨ lηj ))+ · ∇x(wε)℘ξϕηj
+ lim
ε→0 limn→+∞
(L˜(kηj ∨lηj )(ξϕηj ℘wεσn)+ L˜lηj (ξϕηj ℘ (1 −wε)σn)). (39)
Denote by H1,H2,H3 the last three terms in the right-hand side of (39). Then,
H1 
T∫
0
∫

w−
(
x,
(
k
η
j ∨ lηj
)
, l
η
j
)√
1 + ∣∣∇h(x)∣∣2℘(x)ξϕηj (x) dx dt
=
T∫
0
∫
∂Ω∩B
w−
(
x,
(
k
η
j ∨ lηj
)
, l
η
j
)
ϕ
η
j ξ
=
T∫
0
∫
∂Ω∩B
w−
(
x, k
η
j , l
η
j
)
ϕ
η
j ξ, (40)
H2 = lim
ε→0
1
ε
T∫
0
∫

h(x)+ε∫
h(x)
∇x
(
g
(
v1 ∧
(
k
η
j ∨ lηj
))− g(v2 ∨ lηj ))+ · ∇xh(x)ξ℘ϕηj dxN dx dt
− lim
ε→0
1
ε
T∫
0
∫

h(x)+ε∫
h(x)
∂xN
(
g
(
v1 ∧
(
k
η
j ∨ lηj
))− g(v2 ∨ lηj ))+ξ℘ϕηj dxN dx dt
:=H2,1 +H2,2.
As (g(a1)− g(a2))+ = 0 on Σ , using the change of variable yN = xN − h(x) and G = (g(v1 ∧
(k
η
j ∨ lηj ))− g(v2 ∨ lηj ))+, we have
H2,1 = lim
ε→0
1
ε
T∫ ∫ ε∫ (
∂
∂x
G
)(
t, x, yN + h(x)
) · ∇xh(x)(ξ℘ϕηj )(t, x, yN + h(x))dyN dx dt
0  0
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ε→0
1
ε
T∫
0
∫

ε∫
0
∂
∂x
G
(
t, x, yN + h(x)
) · ∇xh(x)(ξ℘ϕηj )(t, x, yN + h(x))dyN dx dt
− lim
ε→0
1
ε
T∫
0
∫

ε∫
0
(
∂
∂yN
G
)(
t, x, yN + h(x)
)∣∣∇xh(x)∣∣2
· (ξ℘ϕηj )(t, x, yN + h(x))dyN dx dt,
where in the last equality we used the identity
∇xG
(
t, x, yN + h(x)
)= (∇xG)(t, x, yN + h(x))+ (∂yNG)(t, x, yN + h(x)).
Hence, integrating by parts, we get
H2,1 = − lim
ε→0
1
ε
T∫
0
∫

ε∫
0
(
G
(
t, x, yN + h(x)
))
divx
(∇xh(x))(ξ℘ϕηj )(t, x, yN + h(x))dyN dx dt
+ lim
ε→0
1
ε
T∫
0
∫

ε∫
0
G
(
t, x, yN + h(x)
)∣∣∇xh(x)∣∣2∂yN (ξϕηj ℘)(t, x, yN + h(x))dyN dx dt
− lim
ε→0
1
ε
T∫
0
∫

[
G
(
t, x, yN + h(x)
)∣∣∇xh(x)∣∣2(ξϕηj ℘)(t, x, yN + h(x))]ε0 dyN dt
= − lim
ε→0
1
ε
T∫
0
∫

ε∫
0
(
G
(
t, x, yN + h(x)
))
divx
(∇xh(x))(ξ℘ϕηj )(t, x, yN + h(x))dyN dx dt
+ lim
ε→0
1
ε
T∫
0
∫

ε∫
0
G
(
t, x, yN + h(x)
)∣∣∇xh(x)∣∣2∂yN (ξϕηj ℘)(t, x, yN + h(x))dyN dx dt
− lim
ε→0
1
ε
T∫
0
∫

G
(
t, x, yN + h(x)
)∣∣∇xh(x)∣∣2(ξϕηj ℘)(t, x, ε + h(x))dyN dt
− lim
ε→0
1
ε
T∫
0
∫

ε∫
0
(
G
(
t, x, yN + h(x)
))
divx
(∇xh(x))(ξ℘ϕηj )(t, x, yN + h(x))dyN dx dt
+ lim
ε→0
1
ε
T∫
0
∫

ε∫
0
G
(
t, x, yN + h(x)
)∣∣∇xh(x)∣∣2∂yN (ξϕηj ℘)(t, x, yN + h(x))dyN dx dt
= 0.
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H2,2 = − lim
ε→0
1
ε
T∫
0
∫

h(x)+ε∫
h(x)
(
g
(
v1 ∧
(
k
η
j ∨ lηj
))− g(v2 ∨ lηj ))+(ξϕηj ℘)(x,h(x)+ ε)dxN dx dt.
The last term in the right-hand side is negative and as (g(a1)− g(a2))+ = 0 on Σ , the first term
is null. Hence H2,1  0 and H2,2  0. Applying the last estimations in (39), we get (34).
Final step. We are now able to prove the desired comparison result. Note that
(
b(v1)− b(v2)
)+ = (b(v1 ∨ (kηj ∨ lηj ))− b(v2 ∨ (kηj ∨ lηj )))+
+ (b(v1 ∧ (kηj ∨ lηj ))− b(v2 ∧ (kηj ∨ lηj )))+.
Moreover, if we define
κ = κ1χ{v1>kηj ∨lηj } + κ3χ{v2<kηj ∨lηj }χ{v1kηj ∨lηj },
then
κ = κ1χ{v2kηj ∨lηj }χ{v1>kηj ∨lηj } + κ3χ{v2<kηj ∨lηj } ∈ sign
+(v1 − v2).
Therefore, summing up (17) and (34), we obtain
−
T∫
0
∫
∂Ω∩B
ω−
(
x, k
η
j , l
η
j ,
)
ξϕ
η
j

∫
Q
(
b(v1)− b(v2)
)+(
ξϕ
η
j
)
t
℘ +
∫
Q
κ(f1 − f2)ξϕηj ℘
+
∫
Q
χ{v1v2}
(
Φ(v1)−Φ(v2)
) · ∇x(ξϕηj ℘)−
∫
Q
∇x
(
g(v1)− g(v2)
)+ · ∇x(ξϕηj ℘)
+
∫
Ω
(
b(v01)− b(v02)
)+(
ξϕ
η
j
)
(0, x)℘ (x)+ lim
n→+∞Lkηj ∨lηj
(
ξϕ
η
j σn℘
)
+ lim
ε→0 limn→+∞
(L˜(kηj ∨lηj )(ξϕηj wεσn℘)+ L˜lηj (ξϕηj ℘ (1 −wε)σn)). (41)
Note that Llηj ∨kηj (ξ℘ϕ
η
j w
i
εσn) Llηj ∨kηj (ξ℘ϕ
η
j σn) and that ℘σnwεϕ
η
j = ℘wεϕηj for n sufficiently
large. Therefore, limε→0 limn→∞Llηj (ξ℘ϕ
η
j (σn − wεσn)) = 0 and thus, going to the limit with
ε → 0, we find
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T∫
0
∫
∂Ω∩
ω−
(
x, k
η
j , l
η
j
)
ξϕ
η
j

∫
Q
(
b(v1)− b(v2)
)+(
ξϕ
η
j
)
t
℘ +
∫
Q
κ(f1 − f2)ξϕηj ℘
+
∫
Q
χ{v1v2}
(
Φ(v1)−Φ(v2)
) · ∇x(ξϕηj ℘)
−
∫
Q
(∇xg(v1)− g(v2))+ · ∇x(ξϕηj ℘)
+
∫
Ω
(
b(v01)− b(v02)
)+(
ξϕ
η
j
)
(0, x)℘ (x)
+ lim
n→+∞ L˜(kηj ∨lηj )
(
ξϕ
η
j σn℘
)+ lim
n→+∞ L˜kηj ∨lηj
(
ξϕ
η
j σn℘
)
. (42)
As ξ = ξ(1 − σm) + ξσm and ξσm ∈ D([0, T [×Ω) for m sufficiently large, applying the local
comparison principle (13) with ζ = ξσm, the global estimate (42) with ξ(1 − σm), going to the
limit with n,m → +∞ respectively, we obtain
−
T∫
0
∫
∂Ω∩B
ω−
(
x, k
η
j , l
η
j
)
ξϕ
η
j

∫
Q
(
b(v1)− b(v2)
)+(
ξϕ
η
j
)
t
℘ +
∫
Q
χ{v1v2}
(
Φ(v1)−Φ(v2)
) · ∇x(ξϕηj ℘)
−
∫
Q
∇x
(
g(v1)− g(v2)
)+ · ∇x(ξϕηj ℘)+
∫
Q
κ(f1 − f2)ξϕηj ℘
+ lim
m→∞ limn→+∞ L˜(kηj ∨lηj )
(
ξ(σp − σmσn)ϕηj ℘
)+ lim
n→+∞ L˜kηj ∨lηj
(
ξ(σp − σmσn)ϕηj ℘
)
. (43)
As σnσm = σm for a large n,
lim
m→∞ limn→∞Lr
(
ξϕ
η
j (σn − σmσn)
)= lim
m→∞ limn→∞ L˜r
(
ξϕ
η
j (σn − σmσn)
)= 0
for all r  0. Thus,
−
T∫
0
∫
∂Ω∩B
ω−
(
x, l
η
j , k
η
j
)
ξϕ
η
j

∫ (
b(v1)− b(v2)
)+(
ξϕ
η
j
)
t
℘ +
∫
χ{v1v2}
(
Φ(v1)−Φ(v2)
) · ∇x(ξϕηj ℘)
Q Q
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∫
Q
∇x
(
g(v1)− g(v2)
)+ · ∇x(ξϕηj ℘)+
∫
Ω
(
b(v01)− b(v02)
)+(
ξϕ
η
j
)
(0, x)℘ (x)
+
∫
Q
κ(f1 − f2)ξϕηj ℘ (44)
for all j = 1, . . . , pη. Summing up over j = 0, . . . , pη , taking into account the “local” inequality
(13) for j = 0, we find
∫
Q
(
b(v1)− b(v2)
)+
ξt℘ + χ{v1v2}
(
Φ(v1)−Φ(v2)
) · ∇x(ξ℘)
−
∫
Q
∇x
(
g(v1)− g(v2)
)+ · ∇x(ξ℘)
+
∫
Q
κ(f1 − f2)ξ℘ +
∫
Ω
(
b(v01)− b(v02)
)+
ξ(0, x)℘ (x)
−
pη∑
j=1
T∫
0
∫
∂Ω∩B
ω−
(
x, k
η
j , l
η
j
)
ξϕ
η
j (45)
for any η > 0.
Now, let  > 0 and choose η > 0 such that, ∀(t, x), (s, y) ∈ Σ with d((t, x), (s, y)) < η,
|a1(t, x)− a1(s, y)|  and |a2(t, x)− a2(s, y)| . Then, for all j ∈N, for any (t, x) ∈ Bηj ,
k
η
j = maxBηj ∩Σ
a1  a1(t, x)+  and lηj = minBηj ∩Σ
a2  a2(t, x)− .
Therefore, summing over j in (45), thanks to the monotonicity of ω−(x, k, l) in k and l, we
obtain
∫
Q
(
b(v1)− b(v2)
)+
ξt℘ + χ{v1v2}
(
Φ(v1)−Φ(v2)
) · ∇x(ξ℘)
−
∫
Q
∇x
(
g(v1)− g(v2)
)+ · ∇x(ξ℘)
+
∫
Q
κ(f1 − f2)ξ℘ +
∫
Ω
(
b(v01)− b(v02)
)+
ξ(0, x)℘ (x)
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pη∑
j=1
T∫
0
∫
∂Ω∩B
ω−(x, a1 + , a2 − ε)ξϕηj
= −
T∫
0
∫
∂Ω∩B
ω−(x, a1 + , a2 − ε)ξ
for any  > 0. By continuity of ω we deduce the inequality
−
T∫
0
∫
∂Ω∩Bi
ω−(x, a1, a2)ξ 
∫
Q
(
b(v1)− b(v2)
)+
ξt℘i + χ{v1>v2}
(
Φ(v1)−Φ(v2)
) · ∇(ξ℘i)
−
∫
Q
∇(g(v1)− g(v2))+ · ∇(ξ℘i)+
∫
Q
κ(f1 − f2)ξ℘i
+
∫
Ω
(
b(v01)− b(v02)
)+
ξ(0, ·)℘i.
Summing up over i, we deduce (4). 
4. Existence of entropy solutions
The proof of the existence result consists of three steps: in a first step, we prove existence of
a bounded entropy solution of the penalized problem
Pbl,g(v0, a, f,ψ)
⎧⎨
⎩
bl(v)t −g(v)+ divΦ(v)+ψ(v) = f on Q,
“v = a” on some part of Σ,
bl(v(0, .)) = bl(v0) in Ω,
where bl(r) = b(r) + 1l r , r ∈ R and ψ is a strictly increasing Lipschitz continuous function on
R such that ψ(0) = 0 and ψ(R) = R. In the second step, using comparison results, we extend
the existence result to the problem Pb,g(v0, a, f,ψ) and finally, in the third step we pass to the
limit with the perturbation term ψ to 0.
4.1. First step
Proposition 4.1. Let r > 0, v0 ∈ L∞(Ω), f ∈ L∞(Q) and a ∈ C(Σ) satisfying (1). Then
there exists a unique v ∈ L∞(Q) entropy solution of Pbr ,g(v0, a, f,ψ) a.e. g(v) − g(a) ∈
L2(0, T ,H 10 (Ω)) and v satisfies the following entropy inequalities:
For all k ∈R, for all ξ ∈ C∞0 ([0, T )×RN) such that ξ  0 and sign+(g(a)− g(k))ξ = 0 a.e.
on Σ ,
−
∫
ω+(x, k, a)ξ 
∫ {(
b(v)− b(k))+ξt + χ{v>k}(Φ(v)−Φ(k)) · ∇ξ
Σ Q
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(
f −ψ(v))ξ − ∇(g(v)− g(k))+ · ∇ξ}
+
∫
Ω
(
b(v0)− b(k)
)+
ξ(0, ·), (46)
and for all k ∈ R, for all ξ ∈ C∞0 ([0, T ) × RN) such that ξ  0 and sign+(g(k) − g(a))ξ = 0
a.e. on Σ ,
−
∫
Σ
ω−(x, k, a)ξ 
∫
Q
{(
b(k)− b(v))+ξt + χ{k>v}(Φ(k)−Φ(v)) · ∇ξ
− χ{k>v}
(
f −ψ(v))ξ − ∇(g(k)− g(v))+ · ∇ξ}
+
∫
Ω
(
b(k)− b(v0)
)+
ξ(0, ·). (47)
Proof. Let Ω˜ be a Lipschitz domain strictly larger than Ω and denote Q˜ = (0, T ) × Ω˜ ,
Σ˜ := (0, T )× ∂Ω˜ . We define the trivial extension by 0 of the data v0, f on the larger domain:
v˜0 :=
{
v0 on Ω,
0 on Ω˜ \Ω, f˜ :=
{
f on Q,
0 on Q˜ \Q.
Let m,n ∈N and define the penalization term β(t, x, r) := χ
Q˜\Q(m(r− a˜(x))+−n(a˜(x)−r))+,
∀r ∈R, a.e. (t, x) ∈ Q˜. Note that β is Lipschitz continuous in r , uniformly in (t, x):
∣∣β(t, x, r)− β(t, x, s)∣∣ (m+ n)|r − s|
for any r, s ∈ R, a.e. (t, x) ∈ Q˜. Moreover, for all m,m′, n,n′ ∈ N with n  n′, m m′, for all
r ∈R, a.e. (t, x) ∈ Q˜,
β(t, x, r) βm,n′(t, x, r), β(t, x, r) βm′,n(t, x, r)
and
lim
m,n→∞β(t, x, r) =
⎧⎨
⎩
0 if r ∈R, (t, x) ∈ Q,
R if r = a˜(x), (t, x) ∈ Q˜ \Q,
∅ otherwise.
Consider the “doubly penalized” problem with homogeneous boundary condition:
P
m,n
br ,g
(v˜0,0, f˜ ,ψ)
⎧⎪⎨
⎪⎩
∂br (v)
∂t
−g(v)+ divΦ(v)+ β(v)+ψ(vm,n) = f˜ on Q˜,
g(v) = 0 on Σ˜,
v(0, ·) = v˜0 on Ω˜.
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linear semi-group theory) is shown for problem P 0,0br ,g(v˜0,0, f˜ ,0), i.e. the problem without
penalization terms. Remark that the extra “structure condition” assumed on Φ in [9] is veri-
fied here thanks to the strict monotonicity of br . Due to the Lipschitz continuity of β and ψ ,
using Banach’s fixed point theorem, we immediately deduce existence of an entropy solution
vm,n ∈ C([0, T ];L1(Q˜)) ∩ L∞(Q˜) of the penalized problem Pm,nbr ,g(v˜0,0, f˜ ,ψ); vm,n being the
unique semi-group and entropy solution of the problem
P˜br ,g(v˜0,0, h˜)
⎧⎪⎨
⎪⎩
∂br (v)
∂t
+ divΦ(v)−g(v) = h˜ on Q˜,
g(v) = 0 on Σ˜,
v(0, ·) = v˜0 on Ω˜
with right-hand side h˜ = f˜ − β(vm,n)−ψ(vm,n).
In particular, vm,n satisfies the following local entropy inequalities:
0
∫
Q˜
{(
br(vm,n)− br(k)
)+
ξt + χ{vm,n>k}
(
Φ(vm,n)−Φ(k)
) · ∇ξ
+ χ{vm,n>k}
(
f˜ − β(vm,n)−ψ(vm,n)
)
ξ − ∇(g(vm,n)− g(k))+ · ∇ξ}
+
∫
Ω˜
(
br(v˜0)− br(k)
)+
ξ(0, ·) (48)
for all (k, ξ) ∈R×D+([0, T )× Ω˜), and
0
∫
Q˜
{(
br(k)− br(vm,n)
)+
ξt + χ{k>vm,n}
(
Φ(k)−Φ(vm,n)
) · ∇ξ
− χ{k>vm,n}
(
f˜ − β(vm,n)−ψ(vm,n)
)
ξ − ∇(g(k)− g(vm,n))+ · ∇ξ}
+
∫
Ω˜
(
br(k)− br(v˜0)
)+
ξ(0, ·) (49)
for all (k, ξ) ∈R×D+([0, T )× Ω˜).
The following result, which can be proved exactly as Theorem 2.3 plays a crucial role in the
study of the sequence (vm,n).
Corollary 4.2. Let v10, v20 ∈ L∞(Ω), f1, f2 ∈ L∞(Q), ψ1,ψ2 :R → R continuous strictly in-
creasing with ψ1(0) = ψ2(0) and a1, a2 ∈ C(Σ) satisfying (1). Let v1, v2 be weak solutions of
Pbr ,g(v
1
0, a1, f1,ψ1) and Pbr ,g(v
2
0, a2, f2,ψ2). Assume that g(a1) g(a2) a.e. on Σ . Then, there
exists κ ∈ L∞(Q) with κ ∈ sign+(v1 − v2) a.e. in Q such that ξ ∈D([0, T )×RN), ξ  0,
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∫
Σ
ω−(x, a1, a2)ξ 
∫
Q
(
br(v1)− br(v2)
)+
ξt + χ{v1>v2}
(
Φ(v1)−Φ(v2)
) · ∇ξ
−
∫
Q
∇(g(v1)− g(v2))+ · ∇ξ +
∫
Q
κ(f1 − f2)ξ
−
∫
Q
(
ψ1(v1)−ψ2(v2)
)+
ξ +
∫
Ω
(
br
(
v10
)− br(v20))+ξ(0, ·).
According to Corollary 4.2, a comparison principle holds for entropy solutions corresponding
to different penalization parameters: for any m,m′, n ∈ N with mm′, there exists κ ∈ L∞(Q˜)
with κ ∈ sign+(vm,n − vm′,n) a.e. on Q˜ such that, for a.e. t ∈ (0, T ),
t∫
0
∫
Ω˜
(
ψ(vm′,n)−ψ(vm,n)
)+ 
t∫
0
∫
Ω˜
κ
((
f˜ − βm′,n(vm′,n)
)− (f˜ − β(vm,n)))
=
t∫
0
∫
Ω˜
κ
(
β(vm,n)− β(vm′,n)− χQ˜\Q(m′ −m)(vm′,n − a˜)+
)

t∫
0
∫
Ω˜
κ
(
β(vm,n)− β(vm′,n)
)+
 0.
Consequently, vm′,n  vm,n a.e. (t, x) ∈ Q˜.
In the same way, one can prove that, for all m,n,n′ ∈N with n n′,
vm,n  vm,n′ a.e. (t, x) ∈ Q˜.
This comparison result ensures the a.e. convergence of the solutions vm,n as, successively,
m → ∞ and n → ∞.
In order to get an L∞-bound on the approximate solutions, let k = C := b−1r ((‖f ‖L∞(Q˜) +
‖br(v0)‖L∞(Ω) + ‖a˜‖L∞(Q˜))(t + 1)) := b−1r (c(t + 1)). Therefore, by the definition of weak en-
tropy solution, for all ξ = σ ∈D([0, T [)+,∫
Q˜
(
br(vm,n)− c
)+
σt 
∫
Q˜
κ˜
(
f˜ − β(vm,n)−ψ(vm,n)− c
)
σ,
and by the choice of c, it follows that for a.e. t ∈ [0, T ),∫
Ω˜
(
br(vm,n)(t)− c
)+  n∫
Q˜
χ{vm,n>c}(a˜ − vm,n)+
= 0,
K. Ammar / J. Differential Equations 244 (2008) 1841–1887 1867which implies
vm,n  c a.e. on Q˜, for any m,n ∈N. (50)
In the same way one can prove that −c  vm,n a.e. on Q˜, i.e. (vm,n)m,n is uniformly bounded
in L∞(Q˜). As a consequence, extracting a subsequence if necessary and using the diagonal
principle, there exists a sequence vn = vm(n),n which converges in L1(Q˜) as n → ∞ to some
function v ∈ L∞(Q˜).
Now, recall that a˜ is a weak entropy solution of Pm,nbr ,g(a˜0, a˜, br (a˜)t − g(a˜) + ψ(a˜) +
divΦ(a˜),ψ). Then, by the comparison principle, there exist κ, κ˜ ∈ L∞(Q˜) with κ ∈
sign+(vm,n − a˜), κ˜ ∈ sign+(a˜ − vm,n) a.e. on Q˜ such that for a.e. t ∈ (0, T ),∫
Q˜
(
ψ(vm,n)−ψ(a˜)
)+ + ∫
Ω˜
(
br(vm,n)− br(a˜)
)+
(t)

∫
Ω˜
(
br(v0)− br(a˜0)
)+ − ∫
Q˜\Q
χ{vm,n>a˜}β(vm,n)
+
∫
Q˜
κ
(
f − br(a˜)t +g(a˜)− divΦ(a˜)−ψ(a˜)
) (51)
and ∫
Q˜
(
ψ(a˜)−ψ(vm,n)
)+ + ∫
Ω˜
(
br(a˜)− br(vm,n)
)+
(t)

∫
Ω˜
(
br(a˜0)− br(v0)
)+ + ∫
Q˜\Q
χ{a˜>vm,n}β(vm,n)
−
∫
Q˜
κ˜
(
f − br(a˜)t +g(a˜)− divΦ(a˜)−ψ(a˜)
)
. (52)
This implies in particular that∫
Q˜\Q
m(vm,n − a˜)+  c and
∫
Q˜\Q
n(a˜ − vm,n)+  c,
where c := c(f, a) is independent of m,n. Hence, by Fatou’s Lemma,∫
Q˜\Q
(v − a˜)+  0 and
∫
Q˜\Q
(a˜ − v)+  0.
Thus
v = a˜ a.e. on Q˜ \Q. (53)
1868 K. Ammar / J. Differential Equations 244 (2008) 1841–1887Moreover, as vm,n is a weak solution of Pm,nbr ,g(v0, a, f,ψ), using g(vm,n)−g(a˜) as a test function,
we get after integration by parts, thanks to the uniform estimates on vm,n and to the hypothesis
(1) on a,∫
Q˜
∣∣∇(g(vm,n)− g(a˜))∣∣2 
∫
Q
∇g(a˜) · ∇(g(vm,n)− g(a˜))−
∫
Q˜
(
g(a˜)
)
t
br (vm,n)
+
∫
Q˜
(
f˜ − β(vm,n)−ψ(vm,n)
)(
g(vm,n)− g(a˜)
)
−
∫
Q˜
Φ(vm,n) · ∇
(
g(vm,n)− g(a˜)
)
.
Taking into account (50), we deduce that (∇(g(vm,n) − g(a˜)))m,n is also uniformly bounded in
L2(Q), which implies that (g(vm,n))m,n converges weakly in L2([0, T ),H 1(Ω)) to g(v) and by
(53) we deduce that
g(v) = g(a) on Σ in the sense of traces in L2([0, T ),H 1(Ω)).
Now, we prove that v is an entropy solution of Pbr ,g(v0, a, f,ψ). To this end, we start by proving
that v satisfies some “local” entropy inequalities and thanks to the continuity of a, we deduce
that v is a weak entropy solution of Pbr ,g(v0, a, f,ψ) in the sense of Definition 2.1.
Lemma 4.3. The limit function v satisfies the following entropy inequalities for all (t, x) ∈ Q,
for any r > 0, for all ξ ∈D(B((t, x); r)), ξ  0:
For all k max{B((t,x);r)∩Σ} a,
0
∫
Q
{(
br(v)− br(k)
)+
ξt + χ{v>k}
(
Φ(v)−Φ(k)) · ∇ξ
+ χ{v>k}
(
f −ψ(v))ξ − ∇(g(v)− g(k))+ · ∇ξ}
+
∫
Ω
(
br(v0)− br(k)
)+
ξ(0, ·) (54)
and for all k min{B((t,x);r)∩Σ} a,
0
∫
Q
{(
br(k)− br(v)
)+
ξt + χ{k>v}
(
Φ(k)−Φ(v)) · ∇ξ
− χ{k>v}
(
f −ψ(v))ξ − ∇(g(k)− g(v))+ · ∇ξ}
+
∫
Ω
(
br(k)− br(v0)
)+
ξ(0, ·), (55)
where the usual convention is used that max∅ = −∞, min∅ = +∞.
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B((t, x), r) ∩ Σ = ∅, using the convergence and L∞-boundedness of vn and the fact that the
penalization term βm(n),n(vn) = 0 on Q, there is no problem to pass to the limit with n → ∞ in
the inequalities (48), (49) for any k ∈ R and ξ ∈ D([0, T ) × Ω), and it follows that v satisfies
the semi-Kruzhkov inequalities locally in Q. Now, suppose that B((t, x), r) ∩ Σ = ∅, and let
us prove that v satisfies (54) and (55). To this end, let  > 0, k  maxB((t,x),r)∩Σ a + . As a˜
is a continuous extension of a, there exists ϑ > 0 such that maxQϑ a˜  k + /2 where Qϑ :=
[0, T ) × {x ∈ RN, dist(x,Ω)  ϑ}. Replacing the test function ξ , if necessary, by ξφ with
φ ∈D+([0, T [ ×RN) satisfying φ = 1 on supp (ξ) and φ = 0 outside Qϑ , we may assume that
ξ = 0 outside Qϑ . By (48), we have
0
∫
Q
{(
b(vn)− b(k)
)+
ξt + χ{vn>k}
(
Φ(vn)−Φ(k)
) · ∇ξ
+ χ{vn>k}
(
f −ψ(v))ξ − ∇(g(vn)− g(k))+ · ∇ξ}
+
∫
Q˜∩Qϑ\Q
{(
b(vn)− b(k)
)+
ξt + χ{vn>k}
(
Φ(vn)−Φ(k)
) · ∇ξ
+ χ{vn>k}
(
f −ψ(v))ξ − ∇(g(vn)− g(k))+ · ∇ξ}
−
∫
Q˜∩Qϑ\Q
χ{vn>k}βm(n),n(vn)ξ. (56)
Denote the integrals on the right by I1, I2, I3 successively. Note that (a˜ − vn)+ = 0 on
{vn > k} ∩Qϑ , thus
I3 = −m(n)
∫
Q˜∩Qϑ\Q
χ{vn>k}(vn − a˜)+ξ ( 0).
Then, due to the L∞-boundedness of (vn)n, (56) implies
lim sup
n→∞
m(n)
∫
Q˜∩Qϑ\Q
χ{vn>k}(vn − a˜)+ξ  C
for some constant C and v  k a.e. on supp(ξ). As a consequence,
lim
n→∞I2 =
∫
Q˜∩Qϑ\Q
{(
b(v)− b(k))+ξt + χ{v>k}(Φ(v)−Φ(k)) · ∇ξ
+ χ{v>k}
(
f −ψ(v))ξ − ∇(g(v)− g(k))+ · ∇ξ}
= 0.
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k maxB((t,x),r)∩Σ a + . As  > 0 is arbitrary, (54) holds for any k maxB((t,x),r)∩Σ a. In the
same way one can prove that the family of entropy inequalities (55) holds. 
Lemma 4.4. Let a ∈ C(Σ) satisfying (1). Then, the function v satisfies (54) and (55) iff v verifies
(5) and (6).
Proof. We have only to prove that (54) and (55) imply (5) and (6), respectively. The first impli-
cation being obvious. Let ξ ∈D+([0, T )×RN). Then
ξ =
p∑
i=0
(
wiεξ +
(
1 −wiε
)
ξ
)
℘i.
Moreover, for all k ∈R, i = 0, . . . , p
0
∫
Q
{(
b(v)− b(k))+(wiεξ℘i)t + χ{v>k}[Φ(v)−Φ(k)] · ∇(wiεξ℘i)
+ χ{v>k}fwiε ξ℘i
}+ ∫
Ω
(
b(v0)− b(k)
)+
wiεξ(0)℘i (57)
and due to (54),
0
∫
Q
{(
b(v)− b(l))+((1 −wiε)℘iξ)t + χ{v>l}[Φ(v)−Φ(l)] · ∇((1 −wiε)ξ℘i)
+ χ{v>l}f
(
1 −wiε
)
ξ℘i
}+ ∫
Ω
(
b(v0)− b(l)
)+(1 −wiε)ξ(0)℘i (58)
for all l maxΣ∩supp(ξ) a.
The inequality is then proved for all k  maxΣ∩supp(ξ) a. Let k  maxΣ∩supp(ξ) a; summing
up (57) and (58), going to the limit with ε → 0, we get
0
∫
Q
(
b(v)− b(k))+ξt℘i +
∫
Ω
(
b(v0)− b(k)
)+
ξ(0)℘i
+
∫
Q
χ{u>k}
{(
Φ(v)−Φ(k)) · ∇ξ + f ξ}℘i
+ lim
ε→0
∫
Q
[
χ{v>l}
(
Φ(v)−Φ(l))− χ{v>k}(Φ(v)−Φ(k))] · ∇((1 −wiε))ξ℘i
− lim
ε→0
∫ [∇(g(v)− g(l))+ − ∇(g(v)− g(k))] · ∇((1 −wiε))ξ℘i (59)
Q
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Then
J1 = lim
ε→0
∫
Q
F(l, k, v) · ∇(1 −wiε)ξ℘i
with
F(l, k, v) = [χ{v>l}(Φ(v)−Φ(l))− χ{v>k}(Φ(v)−Φ(k))]
= χ{v∧l>k}
(
Φ(k)−Φ(v ∧ l)),
ξ(x, xN) = ξ
(
x,hi(x)
)
and ℘i(x, xN) = ℘i
(
x,hi(x)
)
.
Hence,
J1 = − lim
ε→0
T∫
0
∫
i
∫
xN>hi(x)
F (l, k, v) · ∇wiεξ(x)℘i(x) dxN dx dt

T∫
0
∫
i
w+(x, k, l)
√
1 + ∣∣∇hi(x)∣∣2℘i(x)ξ(x) dx dt
=
T∫
0
∫
∂ω∩Bi
w+(x, k, l)ξ. (60)
Applying (60) with ϕηj ξ instead of ξ (see in the beginning of Section 3) and with l = l(j, η) =
maxΣ∩Bηj a, summing up over j , we get
J1 
pη∑
j=0
T∫
0
∫
∂Ω∩Bi
w+
(
x, k, ess sup
Σ∩Bηj
a
)+
ξϕ
η
j dx dt, ∀ε > 0.
As a and Φ are continuous, for every ε > 0, there exists η > 0 sufficiently small such that:
w+(x, k, ess supΣ∩Bηj a)w
+(x, k, a)+ ε on Bηj ∩Σ . Hence,
J1 
pη∑
j=0
T∫
0
∫
∂Ω∩Bi
w+
(
x, k, ess sup
Σ∩Bηj
a
)
ξϕ
η
j

T∫
0
∫
∂Ω∩Bi
w+
(
x, k, a(t, x)
)
ξ + ε. (61)
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J2 = lim
ε→0
1
ε
T∫
0
∫
j
hi (x)+ε∫
hi(x)
∇x
(
g(v ∧ l)− g(k))+ · ∇x(xN − h(x))ξ℘i dxN dx dt
= − lim
ε→0
1
ε
T∫
0
∫

hi(x)+ε∫
hi(x)
∇x
(
g(v ∧ l)− g(k))+ · ∇xhi(x)ξ℘i dxN dx dt
+ lim
ε→0
1
ε
T∫
0
∫

hi(x)+ε∫
hi(x)
∂xN
(
g(v ∧ l)− g(k))+ξ℘i dxN dx dt
:= J2,1 + J2,2.
As (g(v ∧ l)− g(k))+ξ = 0 on Σ , summing up over i, we can prove as in Section 3 that
J2,1  0 and J2,2  0. (62)
Now, taking into account (59) and (61), we deduce (5). And by very similar calculations, we
prove that (55) implies (6). 
Remark 4.5. The existence result remains true when a is supposed only to be in L∞(Σ) (and not
necessarily in C(Σ)) and Φ to be Lipschitz continuous. In this case, we can apply Lemma 4.1 in
[20] to prove inequalities (61) and (62).
4.2. Second step
According to Proposition 4.1, for every l > 0, there exists vl ∈ L∞(Q) weak entropy solution
of Pbl,g(v0, a, f,ψ) satisfying
−
∫
Σ
ξω+
(
x, k, a(t, x)
)

∫
Q
{(
bl(vl)− bl(k)
)+
ξt +
∫
Ω
(
bl(v0)− bl(k)
)+
ξ(0, ·)
+ χ{vl>k}
[
Φ(vl)−Φ(k)
] · ∇ξ − ∇(g(vl)− g(k))+ · ∇ξ
+ χ{vl>k}
(
f −ψ(vl)
)
ξ
}
(63)
and
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∫
Σ
ξω−
(
x, k, a(t, x)
)

∫
Q
{(
bl(k)− bl(vl)
)+
ξt +
∫
Ω
(
bl(k)− bl(v0)
)+
ξ(0, ·)
+
∫
Q
χ{k>vl}
[
Φ(k)−Φ(vl)
] · ∇ξ − ∇(g(k)− g(vl))+ · ∇ξ
− χ{k>vl}
(
f −ψ(vl)
)
ξ
}
(64)
for any ξ ∈ D([0, T ) × RN), ξ  0, for all k ∈ R. It is in our intention to extend this ex-
istence result to the problem Pb,g(v0, a, f,ψ) with b nonnecessarily strictly increasing. The
solution will be constructed as a limit in L1(Q) of the sequence (vl)l . Remark that (vl)l re-
mains uniformly bounded with respect to l thanks to the strong perturbation ψ : Indeed, applying
the comparison result to vl and c := ψ−1(‖f ‖L∞(Q) + ‖v0‖L∞(Ω) + ‖a˜‖L∞(Σ)) as solution of
Pb,g(c, c,ψ(c),ψ), we find
∫
Q
(ψ(vl) − ψ(c))+  0 i.e. vl  c a.e. on Q and in a similar way,
we can find a lower uniform bound for (vl)l . In order to prove that (vl)l is relatively compact in
L1(Q), we use again Kruzhkov’s technique of doubling variables. Assume first that v0 ∈D(Aφ),
where Aφ ⊂ L∞(Ω) × L∞(Ω) is the operator defined by (v, f ) ∈ AΦ if and only if v is an
entropy solution of {
v −g(v)+ divΦ(v) = f in Ω,
v = 0 on ∂Ω
in the sense of Definition 2 in [9]. In particular, −g(v)+ divΦ(v0) ∈ L1(Ω) and v0 is solution
of the evolution problem⎧⎨
⎩
bl(v)t −g(v)+ divΦ(v)+ψ(v) = −g(v0)+ divΦ(v0)+ψ(v0) in Q,
v = 0 on Σ,
v(0) = v0 in Ω.
Moreover, thanks to Theorem 10 in [9], D(AΦ) is dense in L1(Ω).
Local comparison principle. Let ξ ∈D([0, T [ ×Ω), and ζ be defined as in Section 3. Con-
sider vl as function of (s, y) and vr as function of (t, x). As vl and vr are entropy solutions of
Pbl,g(v0, a, f,ψ) and Pbp,g(v0, a, f,ψ), respectively, using the same type of techniques as in
Section 3, we prove that
0
∫
Q×Q
(
b(vl)− b(vr)
)+[
(ζ )s + (ζ )t
]+ (vl − vr)+
[
1
l
(ζ )s + 1
r
(ζ )t
]
+
∫
Q×Q
[
χ{vlvr }
(
Φ(vl)−Φ(vr)
)− ∇x+y(g(vl)− g(vr))+] · [∇x+yζ ]
+
∫
Q×Q
χ{vlvr }
[(
f (s, y)− f (t, x))− (ψ(vl(s, y))−ψ(vr(t, x)))+]ζ
+
∫ ∫ (
br(vl)− br(v0)
)+
ζ(s, y,0, x).
Q Ω
1874 K. Ammar / J. Differential Equations 244 (2008) 1841–1887Hence,
T∫
0
∫
Q
(
ψ
(
vl(s, x)
)−ψ(vr(t, x)))+ξ(t, x)ϕηj ℘iρm(t − s)

T∫
0
∫
Q
(
b
(
vl(s, x)
)− b(vr(t, x)))+(ξϕ − jη)t℘iρm(t − s)
+
T∫
0
∫
Q
χ{vl(s,x)vr (t,x)}
(
Φ(vl)−Φ(vr)
) · ∇x(ξϕηj ℘i)ρm(t − s)
−
T∫
0
∫
Q
∇x
(
g(vl)− g(vr)
)+ · ∇x(ξϕηj ℘i)ρm(t − s)
+
T∫
0
∫
Q
χ{vlvr }
(
f (s, x)− f (t, x))ξϕηj ρm(t − s)℘i
+
T∫
0
∫
Q
(
vl(s, x)− vr(t, x)
)+[1
l
(ρm)s + 1
r
(ρm)t
]
ξϕ
η
j (t, x)℘i
+
∫
Q
(
br
(
vl(s, x)
)− br(v0(x)))+ξ(0, x)ϕηj (0, x)(ϕm(s))s℘i, (65)
where ϕm(s) :=
∫ 2
m
s∧ 2
m
ρm(−r) dr .
It is in our intention to use this local estimate (65) and to combine it with a global estimate
which we will prove later. Then we pass to the limit with l and r → ∞. Some terms of the right-
hand side will disappear when l, r → ∞. The last term can be estimated using the comparison
result Theorem 2.3: As vl is an entropy solution of Pbl,g(v0, a, f,ψ), v0 is an entropy solution
of Pbl,g(v0,0,−g(v0)+ divΦ(v0)+ψ(v0)), there exists κ0 ∈ sign+(vl − v0) such that for all
ξ ∈D([0, T )×Ω),
∫
Q
(
ψ(vl)−ψ(v0)
)+
ξ

∫
Q
(
bl(vl)− bl(v0)
)+
ξs +
∫
Q
χ{vl>v0}
(
Φ(vl)−Φ(v0)
) · ∇ξ
−
∫
∇x
(
g(vl)− g(v0)
)+ · ∇ξ + ∫ κ0(f +g(v0)− divΦ(v0)−ψ(v0))ξ.
Q Q
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Q
(
br
(
vl(s, x)
)− br(v0(x)))+ξ(0, x)(ϕm(s))s℘

2
m∫
0
∫
Ω
χ{vl>v0}κ0
(
f (s, x)+g(v0)− divΦ(v0)−ψ(v0)
)
ϕm(s)ξ(0, x)℘
+
2
m∫
0
∫
Ω
χ{vl>v0}
(
Φ(vl)−Φ(v0)
) · ∇x(ξ(0, x))ϕm(s)℘
−
2
m∫
0
∫
Ω
∇(g(vl)− g(v0))+ · ∇x(ξ(0, x))ϕm(s)℘
−
2
m∫
0
∫
Ω
(
ψ(vl)−ψ(v0)
)+
ξ(0, x)ϕm℘ −
2
m∫
0
∫
Ω
(
1
r
− 1
l
)
(vl − v0)+ξ(0, x)
(
ϕm(s)
)
s
℘,
and due to the uniform L∞-bound on (vl) and as 0 ϕm  1, it is no difficult to verify that this
term converges to 0 when l, r,m → +∞ respectively.
Finally, we have the following local comparison result:
lim sup
m→+∞
lim sup
l,r→+∞
∫
Q
(
ψ(vl)−ψ(vr)
)+
ξρm
 lim sup
m→+∞
lim sup
l,r→+∞
∫
Q
(
b(vl)− b(vr)
)+
ξtρm + χ{vl>vr }
(
Φ(vl)−Φ(vr)
) · ∇xξρm
+ lim sup
m→+∞
lim sup
l,r→+∞
∫
Q
∇x
(
g(vl)− g(vr)
) · ∇xξρm.
Global comparison result. Now, as in Section 3, we take ξ ∈D([0, T )×RN). Using similar
arguments and the same notations as in Section 3, we prove that
0
∫
Q×Q
χ{vlvr∨(kηj ∨lηj )}
(
Φ(vl)−Φ
(
vr ∨
(
k
η
j ∨ lηj
))) · ∇x+y(ζ )
+
∫
Q×Q
χ{vlvr∨(kηj ∨lηj )}χ{vl(kηj ∨lηj )}
(
f (s, y)− χ{vr>(kηj ∨lηj )}f (t, x)
)
ζ
−
∫
χ{vlvr∨(kηj ∨lηj )}χ{vl(kηj ∨lηj )}
(
ψ(vl)− χ{vr>(kηj ∨lηj )}ψ(vr)
)
ζQ×Q
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∫
Q×Q
∇x+y
(
g
(
vl ∨
(
k
η
j ∨ lηj
))− g(vr ∨ (kηj ∨ lηj ))+) · (∇x+yζ )
+
∫
Q×Q
(
b
(
vl ∨
(
k
η
j ∨ lηj
))− b(vr ∨ (kηj ∨ lηj )))+[(ζ )t + (ζ )s]
+
∫
Q×Q
1
r
(
vl ∨
(
k
η
j ∨ lηj
)− (vr ∨ (kηj ∨ lηj )))+(ζ )t
+
∫
Q×Q
(
br
((
k
η
j ∨ lηj
))− br(vr ))+(ζ )t
+
∫
Ω
∫
Q
(
br
((
k
η
j ∨ lηj
))− br(v0))+ζ(0, x, s, y)
+
∫
Q
∫
Ω
(
br
(
vl ∨
(
k
η
j ∨ lηj
))− br(v0 ∨ (kηj ∨ lηj )))+ζ(0, x, s, y)
+
∫
Q×Q
χ{(kηj ∨lηj )>vr }
(
Φ
(
k
η
j ∨ lηj
)−Φ(vr)) · ∇xζ
−
∫
Q×Q
∇x
(
g
(
k
η
j ∨ lηj
)− g(vr)+ · ∇xζ
−
∫
Q×Q
χ{(kηj ∨lηj )>vr }
(
f (t, x)−ψ(vr(t, x)))ζ
+ 1
l
∫
Q×Q
(
vl − vr ∨
(
k
η
j ∨ lηj
))+
(ζ )s (66)
with kηj = maxΣ∩Bηj a and l
η
j = minΣ∩Bηj a. Then, going to the limit with n → +∞ in (66), for
some κ1 ∈ sign+(vl − v0 ∨ (kηj ∨ lηj )), we get
T∫
0
∫
Q
κ1χ{vl(s,x)(kηj ∨lηj )}
(
ψ(vl)− χ{vr>(kηj ∨lηj )}ψ
(
vr(t, x)
))
℘iξ(t, x)ϕ
η
j (t, x)ρm

T∫
0
∫
Q
κ1
(
Φ
(
vl ∨
(
k
η
j ∨ lηj
))−Φ(vr ∨ (kηj ∨ lηj ))) · ∇x(ξ℘iϕηj )ρm
−
T∫ ∫
κ1∇x
(
g(vl)− g
(
vr ∨
(
k
η
j ∨ lηj
)))+ · ∇x(ξ℘iϕηj )ρm
0 Q
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T∫
0
∫
Q
(
b(vl)− b
(
vr ∨
(
k
η
j ∨ lηj
)))+(
ξ℘iϕ
η
j
)
t
ρm
+
T∫
0
∫
Q
(
vl − vr ∨
(
k
η
j ∨ lηj
))+[1
l
(ρm)s + 1
r
(ρm)t
]
ξ(t, x)℘iϕ
η
j (t, x)
+
T∫
0
∫
Q
κ1χ{vl(kηj ∨lηj )}
(
f (s, x)− χ{vr>(kηj ∨lηj )}f (t, x)
)
℘iξ(t, x)ϕ
η
j (t, x)ρm
+
2/m∫
0
∫
Ω
χ{v0∨(kηj ∨lηj )<vl}
(
Φ(vl)
)−Φ(v0 ∨ (kηj ∨ lηj )) · ∇x(℘iϕηj (t, x)ξ(t, x))ϕm(s)
+
2/m∫
0
∫
Ω
κ1
(
f (s, x)+ (g − divΦ −ψ)(v0 ∨ (kηj ∨ lηj )))ϕmϕηj (0, x)ξ(0, x)℘i
−
2/m∫
0
∫
Ω
(
ψ(vl)−ψ
(
v0 ∨
(
k
η
j ∨ lηj
)))+
℘iξ(0, x)ϕηj (0, x)ϕm
−
(
1
r
− 1
l
) 2m∫
0
∫
Ω
(
vl −
(
v0 ∨
(
k
η
j ∨ lηj
)))+
(ϕm)sϕ
η
j (0, x)ξ(0, x)℘i
+ lim
n→+∞M
r
k
η
j ∨lηj
(
ξ(t, x)℘iϕ
η
j (t, x)σn(x)
) (67)
with Mr
k
η
j ∨lηj
: ζ ∈D([0, T [ ×RN) → ∫
Q
{(br (kηj ∨ lηj )− br(vr ))+ζt +χ{kηj ∨lηj >vr }(Φ(k
η
j ∨ lηj )−
Φ(vr)) · ∇xζ − ∇x(g(kηj ∨ lηj )− g(vr))+ · ∇xζ − χ{kηj ∨lηj >vr }(f −ψ(vr))ζ }.
Furthermore, using ζ ∗m,n(s, y, t, x) as a test function and the same techniques as before, we
prove the second “half” of the inequality:
T∫
0
∫
Q
κ2
(
χ{vllηj }ψ(vl)−ψ(vr)
)
ξ℘iϕ
η
j ρm(t − s)

T∫
0
∫
Q
(
b
(
vl ∧ lηj
)− b(vr ∧ lηj ))+(ξϕηj )t℘iρm(t − s)
+
T∫ ∫ (
vl ∧ lηj − vr ∧ lηj
)+[1
l
(ρm)s + 1
r
(ρm)t
]
ξ(t, x)℘iϕ
η
j (t, x)0 Q
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T∫
0
∫
Q
χ{vl∧lηj >vr }κ2
(
Φ
(
vl ∧ lηj
)−Φ(vr ∧ lηj )) · ∇x(ξ℘iϕηj )ρm(t − s)
−
T∫
0
∫
Q
∇x
(
g
(
vl ∧ lηj
)− g(vr ∧ lηj ))+ · ∇x(ξ℘iϕηj )ρm(t − s)
+
T∫
0
∫
Q
χ{vl∧lηjvr }χ{vrlηj }
(
χ{vllηj }f (s, x)− f (t, x)
)
℘iξϕ
η
j ρm(t − s)
+
2/m∫
0
∫
Ω
χ{vl∧lηj >lηj ∧v0}
(
Φ
(
vl ∧ lηj
))−Φ(v0) · ∇x(ϕηj (t, x)ξ(0, x)℘i)ϕm(s)
−
2/m∫
0
∫
Ω
∇x
(
g
(
vl ∧ lηj
)− g(v0))+ · ∇x(ϕηj (0, x)ξ(0, x)℘i)ϕm(s)
+
2/m∫
0
∫
Ω
κ2
(
f (s, x)+ (g − divΦ −ψ))(v0)ϕmϕηj (0, x)ξ(0, x)℘i
+
2m∫
0
∫
Ω
(
ψ
(
vl ∧ lηj
)−ψ(v0 ∧ lηj ))+ϕmϕηj (0, x)ξ(0, x)℘i
−
(
1
r
− 1
l
) 2m∫
0
∫
Ω
(
vl ∧ lηj − v0 ∧ lηj
)+
(ϕm)sϕ
η
j (0, x)ξ(0, x)℘i
+
T∫
0
∫
Ω
(
bl(vl)− bl
(
l
η
j
))+
(ϕm)sξ(0, x)ϕηj (0, x)℘i + limn→+∞M˜
l
l
η
j
(
ξϕ
η
j σn℘i
)
, (68)
where κ2 ∈ sign+(vl − v0 ∨ lηj ) and M˜llηj : ζ ∈ D([0, T [ × R
N) → ∫
Q
{(bl(vl) − bl(lηj ))+ζs +
χ{vl>lηj }(Φ(vl)−Φ(l
η
j )) · ∇yζ − ∇y(g(vl)− g(lηj ))+ · ∇yζ + χ{vl>lηj }(f −ψ(vl))ζ }.
Moreover, as ξϕηj wε℘ ∈D([0, T ) × Ω), (68) remains true if we replace lηj by lηj ∨ kηj and ξ
by ξwε , i.e.
T∫
0
∫
Q
κ3χ{vl∧(lηj ∨kηj )vr }
(
χ{vl(kηj ∨lηj )}ψ(vl)−ψ(vr)
)
ξwε℘iϕ
η
j ρm(t − s)

T∫ ∫ (
b
(
vl ∧
(
k
η
j ∨ lηj
))− b(vr ∧ (kηj ∨ lηj )))+(ξϕηj )twε℘iρm(t − s)
0 Q
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T∫
0
∫
Q
(
vl ∧
(
k
η
j ∨ lηj
)− vr)+
[
1
l
(ρm)s + 1
r
(ρm)t
]
ξwε℘iϕ
η
j (t, x)
+
T∫
0
∫
Q
χ{vl∧((kηj ∨lηj ))>vr }
(
Φ
(
vl ∧
(
k
η
j ∨ lηj
))−Φ(vr)) · ∇x(ξwε℘iϕηj )ρm(t − s)
−
T∫
0
∫
Q
∇x
(
g
(
vl ∧
(
k
η
j ∨ lηj
))− g(vr))+ · ∇x(ξwε℘iϕηj )ρm(t − s)
+
T∫
0
∫
Q
χ{vl∧(lηj ∨kηj )vr }χ{vr(kηj ∨lηj )}
(
χ{vl(kηj ∨lηj )}f (s, x)− f (t, x)
)
ξwε℘iϕ
η
j ρm(t − s)
+
2/m∫
0
∫
Ω
χ{vl∧(kηj ∨lηj )>v0}
(
Φ
(
vl ∧
(
k
η
j ∨ lηj
))−Φ(v0)) · ∇x(ϕηj (0, x)ξ(0, x)wε℘i)ϕm(s)
−
2/m∫
0
∫
Ω
∇x
(
g
(
vl ∧
(
k
η
j ∨ lηj
))− g(v0))+ · ∇x(ϕηj (0, x)ξ(0, x)wε℘i)ϕm(s)
+
2/m∫
0
∫
Ω
κ3
(
f (s, x)+ (g − divΦ −ψ)(v0)
)
ϕmϕ
η
j (0, x)ξ(0, x)wε℘i
+
2m∫
0
∫
Ω
(
ψ
(
vl ∧
(
k
η
j ∨ lηj
))−ψ(v0))+ϕmϕηj (0, x)ξ(0, x)wε℘i
−
(
1
r
− 1
l
) 2m∫
0
∫
Ω
(
vl ∧
(
k
η
j ∨ lηj
)− v0)+(ϕm)sϕηj (0, x)ξ(0, x)wε℘i
+ lim
n→+∞M˜
l
(k
η
j ∨lηj )
(
ξwε℘iϕ
η
j σn
) (69)
with κ3 ∈ sign+(vl − v0 ∨ (lηj ∨ kηj )).
Hence, using ξ(1 − wε)℘i as a test function instead of ξ in (68), adding (68) with (69), then
going to the limit with ε → 0, one gets
T∫
0
∫
Q
χ{vl∧(kηj ∨lηj )}χ{vl(kηj ∨lηj )}
(
ψ(vl)−ψ(vr)
)
ξ℘iϕ
η
j ρm(t − s)

T∫ ∫ (
b
(
vl ∧
(
k
η
j ∨ lηj
))− b(vr))+(ξϕηj )t℘iρm(t − s)
0 Q
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T∫
0
∫
Q
(
vl ∧
(
k
η
j ∨ lηj
)− vr)+
[
1
l
(ρm)s + 1
r
(ρm)t
]
ξ℘iϕ
η
j (t, x)
+
T∫
0
∫
Q
χ{vl∧(lηj ∨kηj )>vr }
(
Φ
(
vl ∧
(
k
η
j ∨ lηj
))−Φ(vr)) · ∇x(ξ℘iϕηj )ρm(t − s)
−
T∫
0
∫
Q
∇x
(
g
(
vl ∧
(
k
η
j ∨ lηj
))− g(vr))+ · ∇x(ξ℘iϕηj )ρm(t − s)
+
T∫
0
∫
Q
χ{vl∧(kηj ∨lηj )}χ{vr(kηj ∨lηj )}
(
χ{vl(kηj ∨lηj )}f (s, x)− f (t, x)
)
ξ℘iϕ
η
j ρm(t − s)
+
2/m∫
0
∫
Ω
χ{vl∧(kηj ∨lηj )>v0}
(
Φ
(
vl ∧
(
k
η
j ∨ lηj
))−Φ(v0)) · ∇x(ϕηj (0, x)ξ(0, x)℘i)ϕm(s)
−
2/m∫
0
∫
Ω
∇x
(
g
(
vl ∧
(
k
η
j ∨ lηj
))− g(v0))+ · ∇x(ϕηj (0, x)ξ(0, x)℘i)ϕm(s)
+
2/m∫
0
∫
Ω
κ3
(
f (s, x)+ (g − divΦ −ψ)(v0)
)
ϕmϕ
η
j (0, x)ξ(0, x)℘i
+
2m∫
0
∫
Ω
(
ψ
(
vl ∧
(
k
η
j ∨ lηj
))−ψ(v0 ∧ (kηj ∨ lηj )))+ϕmϕηj (0, x)ξ(0, x)℘i
−
(
1
r
− 1
l
) 2m∫
0
∫
Ω
(
vl ∧
(
k
η
j ∨ lηj
)− v0)+(ϕm)sϕηj (0, x)ξ(0, x)℘i
+ lim
n→+∞M˜
l
l
η
j
(
ξ℘iϕ
η
j σn
)+ lim
ε→0 limn→+∞M˜
l
(k
η
j ∨lηj )
(
ξ(1 −wε)℘iϕηj σn
)
+ lim
ε→0
T∫
0
∫
Q
χ{vl∧(kηj ∨lηj )>vr∨lηj }
(
Φ
(
vl ∧
(
k
η
j ∨ lηj
))−Φ(vr ∨ lηj )) · ∇x(wε)ξϕηj ℘iρm(t − s)
− lim
ε→0
T∫ ∫
∇x
(
g
(
vl ∧
(
k
η
j ∨ lηj
))− g(vr ∨ lηj ))+ · ∇x(wε)ξϕηj ℘iρm(t − s). (70)
0 Q
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estimated as H1 and H2 in Section 3 and we get
J1 
T∫
0
T∫
0
∫
∂Ω∩B
ω−
(
x, k
η
j , l
η
j
)
ϕ
η
j ξρm(t − s), J2  0.
Hence, adding with (67), we obtain
T∫
0
∫
Q
(
ψ
(
vl(s, y)
)−ψ(vr(t, x)))+ξϕηj ρm℘i

T∫
0
T∫
0
∫
∂Ω∩B
ω−
(
x, k
η
j , l
η
j
)
ξϕ
η
j ρm
+
T∫
0
∫
Q
(
b(vl)− b(vr)
)+(
ξϕ
η
j
)
t
ρm℘i +
T∫
0
∫
Q
(vl − vr)+
[
1
l
(ρm)s + 1
r
(ρm)t
]
ξϕ
η
j ℘i
+
T∫
0
∫
Q
[
χ{vlvr }
(
Φ(vl)−Φ(vr)
)− ∇x(g(vl)− g(vr))+] · ∇x(ξϕηj ℘i)ρm
+
T∫
0
∫
Q
χ{vlvr }
(
f (s, x)− f (t, x))ξ(t, x)ϕηj (t, x)ρm℘i
+
2/m∫
0
∫
Ω
χ{vl>v0}
(
Φ(vl)
)−Φ(v0) · ∇x((ϕηj ξ℘i)(t, x))ϕm(s)
+
2/m∫
0
∫
Ω
2κ˜0
(
f (s, x)− divΦ(v0)−ψ(v0)
)
ϕmϕ
η
j (0, x)ξ(0, x)℘i
−
2/m∫
0
∫
Ω
(
ψ(vl)−ψ(v0)
)+
ξ(0, x)ϕηj (0, x)ϕm℘i
−
(
1
r
− 1
l
) 2m∫
0
∫
Ω
(
vl ∧
(
k
η
j ∨ lηj
)− v0)+(ϕm)sϕηj (0, x)ξ(0, x)℘i
+ lim
n→+∞M˜
l
l
η
j
(
ξ℘iϕ
η
j σn
)+ lim
ε→0 limn→+∞M˜
l
(k
η
j ∨lηj )
(
ξ(1 −wε)℘iϕηj σn
) (71)
for any ξ ∈D([0, T [ ×RN), ξ  0, for all j ∈ {1, . . . , pη} and with κ˜0 ∈ sign+(vl − v0).
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ω−(x, kηj , l
η
j ) ε on B
η
j ∩Σ .
Choosing η as above, summing up over j and i, using similar estimates as in [3], going to the
limit with l, r,m → +∞ respectively, we get
lim sup
m→+∞
lim sup
l,r→+∞
T∫
0
∫
Q
(
ψ(vl)−ψ(vr)
)+
ξρm
 lim sup
m→+∞
lim sup
l,r→+∞
T∫
0
∫
Q
(
b(vl)− b(vr)
)+
(ξ)tρm
+ lim sup
m→+∞
lim sup
l,r→+∞
T∫
0
∫
Q
χ{vlvr }
(
Φ(vl)−Φ(vr)
) · ∇xξρm
+ lim sup
m→+∞
lim sup
l,r→+∞
T∫
0
∫
Q
∇x
(
g(vl)− g(vr)
)+ · ∇xξρm + ε. (72)
Now, assume that ξ(t, x) = ξ(t) with ξ(t) = 1 if 0 t  T − , ξ is decreasing on [0, T ] and
ξ(T ) = 0. Then, the last inequality reads
lim sup
m→+∞
lim sup
l,r→+∞
T−∫
0
∫
Q
(
ψ
(
vl(s, x)
)−ψ(vr(t, x)))+ρm(t − s) ε. (73)
In particular, for l = r ,
lim sup
m→+∞
lim sup
l→+∞
T−∫
0
∫
Ω
(
ψ
(
vl(s, x)
)−ψ(vl(s, x)))+ρm(t − s) ε. (74)
As ε is arbitrary, we deduce that
lim sup
m→+∞
lim sup
l→+∞
T−∫
0
∫
Ω
(
ψ
(
vl(s, x)
)−ψ(vl(s, x)))+ρm(t − s) 0. (75)
In order to get the convergence result, we need also the following inequality
lim sup
m→+∞
lim sup
l,r→+∞
T−∫
0
∫
Q
(
ψ
(
vl(t, x)
)−ψ(vr(t, x)))+ξρm(t − s) 0, (76)
which can be proved by very similar techniques. Now,
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0
∫
Ω
(
ψ
(
vl(s, y)
)−ψ(vr(s, y)))+ dy ds
=
T−∫
0
∫
Q
(
ψ
(
vl(s, y)
)−ψ(vr(s, y)))+ρm(t − s) dx dt ds

T−∫
0
∫
Q
(
ψ
(
vl(s, x)
)−ψ(vl(t, x)))+ρm(t − s) dx dt ds
+
T−∫
0
∫
Q
(
ψ
(
vl(t, x)
)−ψ(vr(s, x)))+ρm(t − s) dx dt ds. (77)
Going to the limit on l, r and m respectively in (77), we deduce thanks to (73), (74) and (76)
that for all  > 0,
T−∫
0
∫
Ω
(
ψ
(
vl(s, y)
)−ψ(vr(s, y)))+ → 0 when l, r → +∞.
This in turn implies that (ψ(vl))l is a Cauchy sequence in L1(Q). By the assumptions on ψ ,
we deduce that (vl)l converges strongly in L1(Q) to some v ∈ L∞(Q). This in turn implies that
(g(vl))l is uniformly bounded in L2(0, T ,H 1(Ω)) and then that
(
g(vl)
)
l
is weakly convergent in L2
(
0, T ,H 1(Ω)
)
. (78)
Then, it is easy to pass to the limit in (63) and (64) to show that v satisfies the entropy inequalities.
4.3. Third step
The comparison principle is again the main tool in this last step: Let f ∈ L∞(Q), v0 ∈ L∞(Ω)
and a :Σ → R satisfying (1). For m,n ∈ N, define ψm,n : r → 1mr+ − 1n r−. Denote by vm,n the
unique weak entropy solution of Pb,g(v˜0, a, f,ψ) (which exists by the result of the second step).
Then,
−
∫
Σ
ξω+
(
x, k, a(t, x)
)

∫
Q
χ{vm,n>k}
{(
Φ(vm,n)−Φ(k)
) · ∇ξ + (f −ψm,n(vm,n))ξ}
+
∫
Q
(
b
(
vm,n − b(k)
))+
ξt +
∫
Ω
(
b(v0)− b(k)
)+
ξ(0, ·) (79)
for any ξ ∈D([0, T )×RN), ξ  0, for all k ∈R such that sign+(g(a)− g(k)ξ = 0 on Σ ,
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∫
Σ
ξω−
(
x, k, a(t, x)
)

∫
Q
χ{k>vm,n}
{(
Φ(k)−Φ(vm,n)
) · ∇ξ − (f −ψm,n(vm,n))ξ}
+
∫
Q
(
b(k)− b(vm,n)
)+
ξt +
∫
Ω
(
b(k)− b(v0)
)+
ξ(0, ·) (80)
for any ξ ∈D([0, T )×RN), ξ  0, for all k ∈R such that sign+(g(k)− g(a))ξ = 0 on Σ .
By Corollary 4.2, vm,n  vm+1,n and vm,n+1  vm,n a.e. on Q for any m,n ∈ N. Therefore,
vm,n ↑m vn a.e. on Q where vn :Q → R is a measurable function. Here, we use the notation ↑n,
respectively ↓n, to denote the convergence of a sequence which is monotone increasing, respec-
tively decreasing in n. Applying the diagonal principle, we may assume that, for some sequence
(m(n))n, we have (with ψn := ψm(n),n)
vn → v a.e. in Q,
b(vn) → b(v) in L1(Q), (81)
where vn is the weak entropy solution of Pb,g(v0, a, f,ψn). Now, applying the comparison prin-
ciple to our diagonal sequence and to the function a˜ solution of Pb,g(a˜0, a, b(a˜)t − g(a˜) +
divΦ(a˜)+ψn(a˜),ψn), we find ‖b(vn)‖L1(Q)  C, where C ∈R+ depends on the data f, v0 and
a˜ and not on n. Next, we prove that v is finite a.e. in Q: Suppose first that b(+∞) < ∞. Then,
as R(b + g) =R, limk→+∞ g(k) = +∞. Moreover,
∫
Q
∣∣∇g(Tkvm,n)∣∣ g(k)(‖f ‖L1(Q˜) + ∥∥b(v0)∥∥L1(Ω)), (82)
and by Poincaré’s inequality, it follows that
∣∣{v+m,n  k}∣∣ C(1 + g(k))(g(k))2
for some constant C independent of m,n and k. Passing the limit with m → ∞ and then with
k → ∞ in the above inequality, we find that vn is finite a.e. on Q. In the case where b(+∞) =
+∞, the last assertion follows from (81).
Now, from (82), by a result of [7], it follows that
(∣∣∇g(vn)∣∣)n is bounded in Lq(Q) for all q < NN − 1 . (83)
Moreover, as g(Tk(vn)) = g(Tk(a˜)) on Σ , and ∇g(Tkvn) is bounded in (L2(Q))N uniformly
with respect to n, we can easily deduce that (g(Tkvn))n converges weakly in L2(0, T ,H 1(Ω))
to g(Tk(v)) and that g(Tkv) = g(Tk(a)) in the sense of Dirichlet traces in L2(0, T ,H 1(Ω)).
It is also clear thanks to the continuity of Φ that Φ(Tkvn) converges strongly in (Lp(Q))N to
Φ(Tkv) for all 1 p < ∞. Thus, the first properties in Definition 2.1 are satisfied by vn. Next,
we verify that for all n, the following inequalities are satisfied: For all k ∈ R, for all l  k, for
any ξ ∈D([0, T )×RN), ξ  0
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∫
Σ
ξω+(x, k, a ∧ l)+
∫
Q
{(
b(vn ∧ l)− b(k)
)+
ξt − χ{vn∧l>k}∇
(
g(vn ∧ l)− g(k)
)+ · ∇ξ
+ χ{vn∧l>k}
[
Φ(vn ∧ l)−Φ(k)
] · ∇ξ + χ{vn∧l>k}f ξ}+
∫
Ω
(
b(v0 ∧ l)− b(k)
)+
ξ(0, ·)
=
∫
Σ
ξω+(x, k, a)+
∫
Q
{(
b(vn)− b(k)
)+
ξt
− [∇(g(vn)− g(k))+] · ∇ξ + χ{vn>l}[Φ(vn)−Φ(k)] · ∇ξ}
+
∫
Ω
(
b(v0)− b(k)
)+
ξ(0, ·)−
∫
Σ
ξω+(x, l, a)−
∫
Ω
(
b(v0)− b(l)
)+
ξ(0, ·)
−
∫
Q
{(
b(vn)− b(l)
)+
ξt −
[∇(g(vn)− g(k))+] · ∇ξ + χ{vn>l}[Φ(vn)−Φ(k)] · ∇ξ}
+
∫
Σ
ω+(x, k, a ∧ l)ξ −
∫
Σ
ω+(x, k, a)ξ +
∫
Σ
ω+(x, l, a)ξ +
∫
Q
χ{vn>l}f ξ
−
∫
Σ
ξω+(x, l, a)−
∫
Q
{(
b(vn)− b(l)
)+
ξt −
[∇(g(vn)− g(k))+] · ∇ξ
+ χ{vn>l}
[
Φ(vn)−Φ(k)
] · ∇ξ + χ{vn>l}f ξ}−
∫
Ω
(
b(v0)− b(l)
)+
ξ(0, ·)−
∫
Q
χ{vn>l}f−ξ
+
{∫
Σ
ω+(x, k, a ∧ l)ξ −
∫
Σ
ω+(x, k, a)ξ +
∫
Σ
ω+(x, l, a)ξ
}
=:
∫
Σ
T (k, l, a) · ξ.
Note that
T (k, l, a) =
{
max
{kr,sl}
∣∣(Φ(r)−Φ(s)) · η(x)∣∣− max
{kr,sa}
∣∣(Φ(r)−Φ(s)) · η(x)∣∣
+ max
{lr,sa}
∣∣(Φ(r)−Φ(s)) · η(x)∣∣}χ{a>l}  0.
Let
〈
μnl , ξ
〉 := ∫
Σ
ξω+(x, l, a)+
∫
Q
{(
b(vn)− b(l)
)+
ξt + χ{vn>l}
[
Φ(vn)−Φ(l)
] · ∇ξ + χ{vn>l}f ξ}
+
∫ (
b(v0)− b(l)
)+
ξ(0, ·)+
∫
χ{vn>l}f−ξ.
Ω Q
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n
l ≡ 0 for l  ‖v‖L∞(Q) + ‖v0‖L∞(Ω) +‖a‖L∞(Σ). Moreover,
∥∥μnl ∥∥ 2
∫
Q
|f |χ{vn>l} +
∫
Σ
ω+(x, l, a)+
∫
Ω
(
b(v0)− b(l)
)+
.
Working on the second entropy inequality, we construct a family of bounded non-negative
measures (νnl )l on Q
〈
νnl , ξ
〉 := ∫
Σ
ξω−(x, l, a)+
∫
Q
{(
b(l)− b(vn)
)+
ξt + χ{l>vn}
[
Φ(l)−Φ(vn)
] · ∇ξ
− ∇(g(l)− g(vn))+ · ∇ξ − χ{l>vn}f ξ}
+
∫
Ω
(
b(l)− b(v0)
)+
ξ(0, ·)+
∫
Q
χ{l>vn}f+ξ
and ‖νnl ‖
∫
Ω
(b(v0)− b(l))− dx + 2
∫
Σ
ω−(x, l, a)+ 2 ∫
Q
|f |χ{vn<l}.
Now, using (83), we can prove as in [7] the existence of a unique measurable function
Dg(v) :Q →R such that
∇Tkg(v) = Dg(v)χ{|g(v)|k} a.e. in Q, for every k.
This function is not the gradient of g(v) in the usual distributional sense.
The rest of the proof follows the same lines as in [2]. The measures μl and νl are defined as
follows:
〈μl, ξ 〉 :=
∫
Σ
ξω+(x, l, u)+
∫
Q
{(
b(v)− b(l))+ξt − [D(g(v)− g(l))+] · ∇ξ + χ{v>l}f ξ}
+ χ{v>l}
[
Φ(v)−Φ(l)] · ∇ξ + ∫
Ω
(
b(v0)− b(l)
)+
ξ(0, x)+
∫
Q
χ{v>l}f−ξ,
〈νl, ξ 〉 :=
∫
Σ
ξω−(x, l, u)+
∫
Q
{(
b(l)− b(v))+ξt
− [D(g(l)− g(v))+] · ∇ξ + χ{l>v}[Φ(l)−Φ(v)]+ χ{l>v}f ξ}
+
∫
Ω
(
b(l)− b(v0)
)+
ξ(0, x)+
∫
Q
χ{l>v}f+ξ.
The comparison principle can also be extended to general renormalized solutions in the same
way as in [2]. The technical difficulties due to the presence of the divergence term and to the
degeneracy in time being already explained in our proof in the particular case of L∞ solutions.
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