Abstract. In this paper we show that finite rings for which the code equivalence theorem of MacWilliams is valid for Hamming weight must necessarily be Frobenius. This result makes use of a strategy of Dinh and López-Permouth.
Introduction
A left linear code over a finite ring R is a left submodule C ⊂ R n . A monomial transformation f : R n → R n restricts to a linear isomorphism from C to its image f (C) that preserves the Hamming weight.
Conversely, MacWilliams [10] , [11] proved that linear codes over a finite field have the following extension property: if f : C 1 → C 2 is a linear isomorphism between linear codes C 1 , C 2 ⊂ R n (R a finite field, here) and f preserves the Hamming weight, then f extends to a monomial transformation of R n . Linear codes over a finite Frobenius ring also have the extension property [16] . Following a strategy of , the main result of this paper is that finite Frobenius rings are characterized by the extension property. That is, if the extension property holds for linear codes over a finite ring R, then R is a finite Frobenius ring.
Here is a short guide to the paper. Section 2 reviews definitions and presents the statement of the main result, Theorem 2.3, that a finite ring for which the extension property holds is necessarily Frobenius. Also summarized is the strategy of Dinh and López-Permouth for proving Theorem 2.3. Section 3 reviews the properties of finite Frobenius rings. Section 4 provides the main technical result, Theorem 4.1, needed to carry out the strategy of Dinh and López-Permouth. Section 5 finishes the proof of Theorem 2.3. 
Preliminaries and statement of main theorem
Fix a finite ring R with 1. A left (resp., right) linear code of length n over R is a left (resp., right) R-submodule C ⊂ R n . For the rest of this paper, left linear codes will be used and will be referred to simply as linear codes. There is a parallel theory for right linear codes.
A monomial transformation of R n is an R-linear homomorphism f :
where π is a permutation of {1, 2, . . . , n} and u 1 , . . . , u n are units in the ring R. Two linear codes C, C ⊂ R n are equivalent if there exists a monomial transformation
n , the Hamming weight wt(x) equals the number of nonzero components of x. That is,
It is easy to see that any monomial transformation f : R n → R n preserves the Hamming weight; i.e., wt(f (x)) = wt(x), for all x ∈ R n . In particular, if C, C ⊂ R n are equivalent linear codes, then there is an R-linear isomorphism f : C → C that preserves the Hamming weight. The next definition addresses the converse of this last statement.
Definition 2.1. A finite ring R has the extension property (EP) for Hamming weight if:
For any linear code C ⊂ R n and any injective R-linear homomorphism f : C → R n preserving the Hamming weight (i.e., wt(f (x)) = wt(x), for all x ∈ C), it follows that f extends to a monomial transformation f : R n → R n .
A ring satisfying EP has also been called a MacWilliams ring [3] , [4] . The main result of [16] follows. The definition of a Frobenius ring will be reviewed in Section 3. The main result of this paper is the converse of Theorem 2.2. The proof appears in Section 5.
Theorem 2.3. Every finite ring that has the extension property for Hamming weight is Frobenius.
Historical Remark 2.4. MacWilliams proved that every finite field has the extension property for Hamming weight [10] , [11] . This is the code equivalence theorem mentioned in the abstract. Other proofs of this result appear in [2] and [15] . As noted in Theorem 2.2, every finite Frobenius ring has the extension property. The original, character-theoretic proof is in [16] , while a combinatorial proof is in [6] . Theorem 2.2 has been generalized to the context of linear codes defined over modules (to be defined in Section 4). Greferath, Nechaev, and Wisbauer show in [5] that every finite ring R has a Frobenius bimodule R (its character bimodule) and that codes over R have the extension property for Hamming weight. When R is a Frobenius ring, R is isomorphic to R as one-sided modules, so that Theorem 2.2 is a special case of the result in [5] . Remark 2.5. In the course of proving their result on basic rings, Dinh and López-Permouth actually prove more. Their aim in [4, Theorem 6] "is to provide a strategy" for reducing the proof of Theorem 2.3 to a nonextension problem for linear codes defined over certain matrix modules. In more detail, their strategy has three parts. (1) If a finite ring is not Frobenius, show that its socle contains a copy of a particular type of module defined over a matrix ring. (2) Show that counterexamples to the extension property exist in the context of linear codes defined over this particular matrix module. (3) Show that the counterexamples over the matrix module pull back to give counterexamples over the original ring. Points (1) and (3) were already carried out in [4] and will be summarized for the sake of completeness in Theorem 3.1 and Section 5, respectively. Point (2) is the main technical contribution of this paper (Theorem 4.1).
Finite Frobenius rings
There are many equivalent definitions of Frobenius rings (see, for example, Lam [9] , Nakayama's original papers [12] , [13] , and, in the finite case, Greferath and Schmidt [6] , Honold [7] , as well as [16] ). In this paper, we will use the characterization of finite Frobenius rings due to Honold. The (left) socle Soc(R) is the left submodule generated by the irreducible left submodules of R. Similarly, there is a right socle. Honold [7] showed that, for finite rings, being Frobenius is equivalent to R/ Rad(R) ∼ = Soc(R) either as left R-modules or as right R-modules.
If R is a finite ring, then, as rings,
for some nonnegative integers n, µ 1 , . . . , µ n and prime powers q 1 , . . . , q n , where
is the ring of all µ×µ matrices over the finite field F q of q elements. Indeed, being semisimple, R/ Rad(R) is a direct sum of full matrix rings over division rings by a theorem of Wedderburn. Since R is finite, the division rings must also be finite, hence commutative by another theorem of Wedderburn.
Recall that the matrix ring M m (F) has a standard representation on the M m (F)-module M m,1 (F) of all m × 1 matrices over F q , via matrix multiplication. As a left module over itself,
Consequently, as a left R-module, it follows from (3.1) that 
Codes over modules and counterexamples
Several authors have studied linear codes where the alphabet is a module rather than a ring. Kurakin et al. [8] first introduced such codes for alphabets that are modules over a finite commutative ring. Later, Greferath et al. [5] developed the theory for modules over an arbitrary finite ring. Codes over modules provide exactly the right setting for the strategy of Dinh and López-Permouth described in Remark 2.5.
Fix a finite ring R and a finite R-module A (for alphabet). A linear code of length n over the module A is an R-submodule C ⊂ A n . In this context, a monomial transformation f :
where π is a permutation of {1, 2, . . . , n} and ψ 1 , . . . , ψ n ∈ Aut R (A) are automorphisms of A over R (being written on the right). Note in the case where A = R that Aut R (R) equals the group of units of R, acting by right multiplication. Thus, this definition of monomial transformation generalizes the definition given in Section 2. Two linear codes C, C ⊂ A n are equivalent if there exists a monomial transformation f : A n → A n with f (C) = C . In the context of codes over modules, the Hamming weight wt(a) of an element a = (a 1 , . . . , a n ) ∈ A n is again the number of nonzero components of a. It is easy to show that if C, C ⊂ A n are equivalent linear codes, then there exists an R-linear isomorphism f : C → C that preserves the Hamming weight.
The main technical result of the paper follows. It says that the converse of the last statement fails in certain cases. Before we begin the proof of Theorem 4.1, we include a brief description of qbinomial coefficients and the Cauchy binomial theorem, which will be used in the proof.
The q-binomial coefficient (or Gaussian coefficient, Gaussian number or Gaussian polynomial) is defined as
The following lemmas are well known (see such sources as [1, Chapter 3] and [14, Chapter 24]). The first counts the number of row reduced echelon matrices over F q , and the second is the Cauchy binomial theorem.
Lemma 4.2. The q-binomial coefficient k l q
counts the number of row (or column) reduced echelon matrices of length k over F q of rank l (i.e., row reduced echelon matrices of size l × k of rank l, or column reduced echelon matrices of size k × l of rank l).
Lemma 4.3 (Cauchy binomial theorem)
.
Proof of Theorem 4.1. We will construct two linear codes C + and
. The codes will be constructed as the images of two R-linear homo-
N , i.e., v ± will be N -tuples of k × k matrices over F q . The order of the entries in v ± will be irrelevant. The entries of v + will consist of all column reduced echelon matrices of size k × k over F q of even rank, with the multiplicity of the column reduced echelon matrix being q ( r 2 ) , where r denotes the rank of the matrix. In particular, the zero matrix occurs in v + with multiplicity one, as 
Similarly, the entries of v − will consist of all column reduced echelon matrices of odd rank, also with multiplicity q ( 
Two applications of Lemma 4.3 with x
Since the i = 0 term in the product equals 2, we see that
so that v ± have the same length N . Define the R-linear homomorphisms g ± : A → A N by g ± (X) = Xv ± , X ∈ A, where Xv ± denotes entry-wise matrix multiplication. Define two linear codes C ± ⊂ A N by C ± = g ± (A). Claim 1: The Hamming weights of g ± (X) are equal; i.e., wt(g + (X)) = wt(g − (X)), for all X ∈ A.
To show this, we consider ∆(X) = wt(g + (X)) − wt(g − (X)). Then Sub-claim: The value of ∆(X) depends only on the rank of X. Suppose X has rank s, 1 ≤ s ≤ m. Then
for some P ∈ GL(m, F q ) and Q ∈ GL(k, F q ). For convenience, we denote the middle factor by I s , so that
The expression for ∆(I s Q) contains the inner summation λ CRE rank r
δ(I s Qλ).
Note that as λ varies over the column reduced echelon matrices of a fixed rank r, Qλ varies over the column reduced echelon equivalence classes of rank r. Thus, by a re-indexing argument, we have
Note that Q depends on λ, but, being invertible, it does not affect the value of δ. It is now apparent that ∆(X) = ∆(I s ), as (sub-)claimed.
To prove the original claim, we still need to show that ∆(I s ) = 0 for all s. To this end, we examine δ(I s λ) in detail, where λ is a column reduced echelon matrix of rank r and size k × k. The rows of the product I s λ consist of the first s rows of λ followed by k − s rows of zeros. The value δ(I s λ) = 0 when I s λ = 0. This happens when the first s rows of λ are zero. But λ is a column reduced echelon matrix of rank r, so there are [ k−s r ] q such column reduced echelon matrices of rank r whose first s rows are zero. Note that this number vanishes when r > k − s.
In the summation Note that the common value
is the sum of nonnegative terms. Also, if X = 0, then not all of the terms δ(Xλ) vanish when rk(λ) = 1. Thus, for X = 0, the common value wt(g + (X)) = wt(g − (X)) is positive. In particular, for X = 0, g + (X) and g − (X) are nonzero. Thus,
Claim 3: The linear codes C ± are not equivalent. Because the vector v + contains a zero matrix in one component, that component of g + (X) vanishes for every X ∈ A. On the other hand, no single fixed component of g − (X) vanishes for every X ∈ A. Since monomial transformations preserve identically zero components, C + and C − cannot be equivalent.
Proof of main theorem
In this section, we prove Theorem 2.3 by following the strategy of Dinh and López-Permouth outlined in Remark 2.5.
Proof of Theorem 2.3. To prove the contrapositive, we suppose that the finite ring R is not Frobenius. By Theorem 3.1, there is an index i and a multiplicity k > µ i so that kT i ⊂ Soc(R) ⊂ R. Recall that T i is the pullback to R of the standard representation
Because k > µ i , there are nonequivalent linear codes C ± ⊂ A N , as in Theorem 4.1. Note that the nonequivalence of C ± is in the context of
As in the proof of Theorem 4.1 (Claim 3), the fact that C + has an identically zero component, while C − does not, implies that C ± cannot be equivalent as linear codes over R. Thus, the extension property for Hamming weight over R fails to hold. The set A consisting of all matrices of the form a with a i = 0 for i = 7, 8 is a left R-module that is isomorphic to the pullback to R of the M 1 (F q )-module M 1,2 (F q ).
Denote by (x, y) the element of A with a 7 = x and a 8 = y (and other a i = 0). The linear code C + ⊂ A 1+q ⊂ R 1+q consists of all vectors of length 1 + q of the form having one entry equal to (0, 0) and q entries equal to (x, y). The linear code C − ⊂ A 1+q ⊂ R 1+q consists of all vectors of length 1 + q with entries of the form (y, 0) and (x + αy, 0), with α varying over all α ∈ F q . The reader is invited to verify that C ± are counterexamples to the extension property.
The final theorem is a sharpening of [4, Theorem 6] as it applies to linear codes defined over modules. The proof is the same as for Theorem 2.3. 
