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EXISTENCE OF CLOSED ORBIT IN PIECEWISE CONTINUOUS
MATSUMOTO-CHUA SYSTEM
JEFERSON CASSIANO1
Abstract. In this paper we study conditions for the existence of the close
orbit in piecewise continuous Matsumoto-Chua System. Our interest are in a
pseudo saddle-node bifurcation in the first return application. In this bifurca-
tion the close orbit is releted to stable fixed point.
1. Introduction to continuous piecewise systems
In Control theory the nonsmooth motion phenomena have been described by
equations defined for piecewise-continuous vector fields. The first results can be
seen in [1, 2, 3].
A particular case of interest is the one modelled by sign functions which are
mentioned in the literature as relay systems [4].
In this work we analyse the piecewise continuous Matsumoto-Chua System:
x˙1 = −βx2
x˙2 = x1 − x2 + x3
x˙3 = α [x2 − x3 + sgn (x3)]
(1)
where x1, x2 and x3 depend on t, α and β are positive paramiters related to
the physical model decribed later, and sgn (.) : R∗ → {−1, 1} , x 7→ |x|
x
is the signal
function.
In the literature, one can find many papers about oscillator dynamics, where
discontinuous vector fields appear in a natural way [5]. In this context, both ana-
lytical and numerical approaches are considered in the investigation of closed orbits
[6], chaotic behavior [7] and sliding bifurcation [8].
Our goal is to study system (1) and derive conditions for some oscillatory behav-
ior. After establishing (1) is obtained from a piecewise linear system, we study its
singularities and tangencies observing some attracting regions of the phase space
related to Filippov’s procedure [3].
Our main theorem is stated as:
Theorem 1. At the parameter space {(α, β) : α, β > 0}, where α = C2
C1
and β =
r2C2
L
, the system (1) admits a limit cycle if β (1 + 20α) < 4
[
α (1 + α)
3
+ β
(
β + 2α2
)]
and:
(i) β < 2(1+α)
3
9(1−2α) , if α ∈ ]
1
8 ,
1
2 [ ; or
(ii) α ≥ 12 .
Key words and phrases. Matsumoto-Chua System, Piecewise Continuous System, Singular
Perturbation Problem.
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This paper is organized in the following way: in section 2 we give some prelimi-
naries, definitions and establish the notation used forward; in section 3 we describe
the physical problem and perform a initial qualitative analysis; in section 4 we prove
Theorem 1 and in section 5 we present some numerical simulations related to the
discovered bifurcation.
2. Preliminaries
In this section we introduce some of the terminology, basic concepts and results
that will be used in the sequel.
Let H0 = {x ∈ Rn ; h(x) = 0} a non-singular hypersurface at 0 ∈ Rn. For q = ±1
denote by Hq = {x ∈ Rn ; qh(x) > 0} and H¯q = Hq ∪ H0. We observe that H0
represents the common boundary separating Hq, q = ±1.
Denote by X r the set of all Cr vector fields in Rn endowed with the Cr topology
with r large enough for our purposes. Also denote by Gr the set of vector fields f
on Rn given by:
(2) x ∈ Hq ⇒ f(x) = fq(x)
where fq ∈ X r for q = ±1 and on H0 the solution curves of f obey Filippov’s rules.
We refer the reader to [3] for the mathematical justification.
The vector field f defined in the previous way is called discontinuous vector field
and the manifold H0 is the discontinuity set of f
We observe that f ∈ Gr is defined in Rn and fq is defined in Hq. However fq can
be smoothly extended to a whole closed-half space H¯q for q = ±1. With this in
mind we will define the singularities of fq in H0 (simple singularities) and the orbits
of f through H0 (simple orbits). Naturally, we denote by f¯q the extension of fq to
H¯q. For simplicity, we also denote H±1 by H± and f±1 by f±.
Definition 2. We say that γ : I ⊂ R → Rn, t 7→ γ(t), with I an open interval, is
a simple solution of f if:
(a) γ ∈ C0 (I) and piecewise C1 (I);
(b) ∀ t ∈ I : γ(t) ∈ Hq, γ˙(t) =
(
fq ◦ γ
)
(t);
(c) γ(I) ∩H0 is a discrete subset.
Note that if γ is a simple solution, then for all open subinterval I˜ ⊂ I we have
γ(I˜) ∩Hc0 6= ∅ where H
c
0 is the complementary of H0 in R
n. So, simple solution or
intersects H0 at isolated points or not intersects H0 at all (Cr−solution).
If fq ∈ X r and h ∈ C∞ we can define the function Lfqh : R
n → R given by
Lfqh(x) =
d
dλ
∣∣
λ=0
h (x+ λfq (x)). Moreover, we can define L
k+1
fq
h : Rn → R by
Lk+1fq h = Lfq
(
Lkfqh
)
for k ≥ 1. The functions Lkfqh measure the contact between
the vector field fq and the manifold H0.
Definition 3. We say that p ∈ Rn is regular if one of the following conditions
occurs:
(a) p ∈ H0 and Lf¯qh(p)Lf¯−qh(p) 6= 0;
(b) p ∈ Hq and Lf¯qh(p) 6= 0.
Otherwise, p is called singular point.
If all orbit points are regular we say this orbit is a regular one. The orbits which
contain singular points may be not well define (see [3]).
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The points on the discontinuity set H0 are distinguished as follows:
Definition 4. Given p ∈ H0 we say that
(a) p is in the sewing region if Lf¯qh(p)Lf¯−qh(p) > 0. In this case we say that
p ∈ W ;
(b) p is in the escaping region if qLf¯qh(p) > 0. In this case we say that p ∈ E;
(c) p is in the sliding region if qLf¯qh(p) < 0. In this case we say that p ∈ S.
The three regions: sewing, escaping and sliding are open and disjoints ones and
their frontiers are composed of fq singular points. Next, we will characterize some
different types of fq singular points. For a complete classification of discontinuous
dynamical systems singular points see [9].
Definition 5. We say that a singular point p of fq at H0 is of:
(a) fold type if L2
f¯q
h(p) 6= 0;
(b) cusp type if the set {grad h(p), grad Lf¯qh(p), grad L
2
f¯q
h(p)} are linearly
independent, L2
f¯q
h(p) = 0 and L3
f¯q
h(p) 6= 0.
The cusp points are isolated and they are found in the fold points curve extremes.
2.1. Escaping Dynamics and Simple Singularities of f. .
In this subsection we will define, following Filippov’s convention, a new vector
field in the escaping region, which is the subset of H0 where both vector fields fq
and q = ±1 point toward H0. We call it as escaping vector field and will be denoted
by fS .
Consider f ∈ Gr and p ∈ E. A cone of the vectors u and v is defined by
(u,v) = {w : w = µu+ (1− µ)v, µ ∈ (0, 1)}. The escaping vector field associated
to f is the smooth vector field fE tangent to H0 and defined at p by fE(p) such
that {−fE(p)} = Tp (H0) ∩
(
−f¯q (p) ,−f¯−q (p)
)
. Note that this definition is the
dual definition of sliding vector field (see Figure 1). So, fE is defined in the open
set E with boundary ∂E.
Remark 6. If f¯q(p) and f¯−q(p) with p ∈ E are linearly dependent, then fE(p) = 0.
In this case we say that p is a pseudo-singularity of f.
Figure 1. Sliding vector field
Remark 7. If p ∈ S for the vector field f then p ∈ E for the vector field −f. So,
we can define the sliding vector field on S associated to f by fS = − (−fE) and
claim that fS has similar properties than fS.
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The next definition summarize the simple singularities of f at H0.
Definition 8. An element p ∈ H0 is classified in the following way:
(a) p ∈ Int (E) (resp. Int (S)) and it is a critical point of fE (resp. fS). In
this case we say that p is a pseudo-singularity of f.
(b) p is a tangency point between ∂S and fS or between ∂E and fE .
(c) p is a corner of ∂S or ∂E.
If p is not a singularity of f we refer to it as a regular point of f.
The next Lemma is a known result and its prove can be found in [8].
Lemma 9. (a) The escaping vector field fE is of class C
r and it can be smoothly
extended beyond the boundary of E.
(b) If a point p in ∂E is a fold point (resp. cusp point) of fq and an H0-regular
point of f−q then fE is transverse to ∂E at p (resp. fE has a quadratic
contact with ∂E at p).
In this problem it is used a regulazation as it is defined above.
Definition 10. A C∞ function ϕ : R → R is a transition function if ∀x ∈ R :
qx ≥ 1⇒ ϕ (x) = q, q = ±1; and ∀x ∈ ]− 1, 1 [ ⇒ dϕ
dx
(x) > 0. A ϕ−regularization
is the vector field
(3) fǫ :M → T (M) , x 7→
∑
q∈{−1,1}
[
1 + q · (ϕǫ ◦ h) (x)
2
]
fq (x)
being ϕǫ (x) = ϕ
(
x
ǫ
)
, ǫ > 0 and h : M → R a regular function.
The other definition is a so called germ.
Definition 11. Let f : U → M and f˜ : V → M two functions (U and V are
open sets) and let x ∈ U ∩ V . So if ∃Ux open set with x ∈ Ux such that f |Ux =
f˜ |Ux ⇒ f ∼ f˜ , i.e., they are germ-equivalent in x. These equivalent classes are
called germs of functions in x.
So, in this case, f ∼ fǫ ∀x ∈ R2 × ((−∞,−ǫ) ∪ (ǫ,+∞)).
3. The system and its singularities
The Matsumoto-Chua’s circuit has a big historical importance due, on the one
hand, to its simplicity of a physical assembled as one can see in the figure 2 (it
is a third order circuit) and, on the other hand, the phenomena’s wealth in this
dynamic. So, it has been object of intensive study.
Figure 2. The Matsumoto-Chua circuit
It is presented in (4) the mathematical model of the Matsumoto-Chua’s circuit.
The circuit is composed by a black-box type device connected to a capacitor par-
allelly. Another parallel connection occurs between other capacitor and a inducer.
PIECEWISE CONTINUOUS CHUA SYSTEM 5
These two meshes are connected in series with a resistor between them in one of
the terminals and connect to the others, closing, so, the circuit. In literature is
common refer to the black-box device as a nonlinear resistor.
Let, so, the following system of ordinary differentials equations
L diL
dtd
= −vC2
C2
dvC2
dtd
=
vC1−vC2
r
+ iL
C1
dvC1
dtd
=
vC2−vC1
r
− i
(4)
being r electrical resistance, td the dimensional time, vC1 and vC2 the differences
in potential between the terminals of the capacitors of capacitance C1 and C2, iL
the current through the inductor of inductance L and i the current through the
black-box device.
Let I a value of reference for a current. So, it define the variables
(5) t =
td
rC2
, x1 =
iL
I
, x2 =
vC2
rI
, x3 =
vC1
rI
and the parameters
(6) α =
C2
C1
, β =
r2C2
L
and φ = i
I
. Note that 1
α
and 1
β
are capacitive (C1) and inductive adimensional times
constants, being τCi = rCi, i = 1, 2 and τL =
L
r
the dimensional times constants.
So, the equations system that describes a Matsumoto-Chua’s circuit type is
dx1
dt
= −βx2
dx2
dt
= x1 − x2 + x3
dx3
dt
= α [x2 − x3 − φ (x3)]
(7)
In this paper it will be considered that
(8) i (v) = −Isgn (v)
being v difference in potential between the terminals from the black-box device and
(9) sgn : R∗ → {−1, 1} , x 7→
|x|
x
is called signal function. Note that the function (9) is not defined in 0 (it is here,
making a comment that in some literatures continuously extend the function sign
in 0 to the right or to the left, but this extension is not necessary in this work).
In this form the classical model can be seen as a first order approximation to a
transition function in the regularization of the piecewise continuous vector fields in
the Singular Pertubation Geometric Theory. The main question this theory is the
approximation of the singular orbit by regular orbits in the Hausdorff distance.
So
(10) φ (x) = −sgn (x)
so piecewise C∞ (the semi-straight positive and negative).
So, the Anosov’s normal form of the vector field is
(11) f : H+ ∪H− → T (H+ ∪H−) ,x 7→ T (x) + αbsgn (b · x)
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being h = π3 being π3 : R
3 → R, x 7→ b ·x projection and T : H → TH is a linear
transformation, such that
[T] =

 0 −β 01 −1 1
0 α −α

 and [b] =

 00
1


in a canonical basis.
Proposition 12. The vector field (11) is invariant by involution R : Hq → Hq, q =
±1, x 7→ −x.
Proof. Rf (x) = − [T (x) + αbsgn (b · x)] = −T (x) − αbsgn (b · x) = T (−x) +
αb [−sgn (b · x)] = T (−x)+αbsgn (−b · x) = T (−x)+αbsgn (b · (−x)) = f (Rx).

This result show that this dynamical system is symmetric with relation to origin
0. A other result is about stability of the singularities in Hq.
For this particular system we have the discontinuity regionH0 =
{
x ∈ R3; x3 = 0
}
,
the connected components Hq =
{
x ∈ R3; qx3 > 0
}
and fq : Hq → T (Hq) , x 7→
T (x) + qαb, q = ±1.
The next results describe the discontinuity region with respect to the sewing and
escape regions and its singularities.
Lemma 13. For system (11) H0 is divided into the following way:
(a) the sewing region given by W = {x ∈ H0; |x2| > 1};
(b) the escaping region given by E = {x ∈ H0; |x2| < 1};
Moreover, as Lf¯
−
h < Lf¯+h ∀α > 0, there is no sliding region.
Proof. The system (11) satisfies, for q = ±1, Lf¯qh (x) = α (x2 + q) being f¯q exten-
sion of fq to H0. We have that Lf¯+h (x)Lf¯−h (x) = α
2
(
x22 − 1
)
. As the sewing
region is given by Lf¯+h (x)Lf¯−h (x) > 0 and the escaping region is given by
qLf¯qh (x) = α (qx2 + 1) > 0, we obtain statements (a) and (b). Now it is easy
to see that Lf¯−h (x) < Lf¯+h (x). So there is no sliding region. 
Of the definition of the escaping region E, we note that ∀x ∈ H, ∀t > 0 ⇒
ϕt (x) /∈ E. So, every minimal sets are disjoint to E.
Proposition 14. The typical singularities in H0 lie in the sliding boundary ∂S =
{x ∈ H0 : |x2| = 1} = Lf¯qh
−1 (0) . Moreover we have ∀α > 0:
if qx1 > −1 then fq has a hiperbolic fold singularity at x2 = −q;
if x1 = −q then fq has a hybrid cusp singularity at x
c
q = −q(1, 1, 0);
if qx1 < −1 then fq has a elliptic fold singularity at x2 = −q.
Proof. Let x ∈ H0. As Lf¯qh (x) = α (x2 + q) for q = ±1 are given by the points
of H0 satisfying Lf¯qh (x) = 0 we get Sq = {x ∈ H0 : x2 = −q} as stated at the
proposition. Now, if x ∈ Sq then L2f¯qh (x) = α (x1 + q) and L
3
f¯q
h
(
xcq
)
= qαβ 6= 0
∀α, β. In order to x be a fold singularity we must have L2
f¯q
h (x) 6= 0. This implies
in x1 6= −q. For a 2E−fold it has that q L2f¯qh
∣∣∣
∂S
= α (qx1 + 1) < 0 ⇒ qx1 < −1
and for a 2H−fold it has that q L2
f¯q
h
∣∣∣
∂S
= α (qx1 + 1) > 0⇒ qx1 > −1.
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In the same way x will be a cusp singularity if x1 = −q, L3f¯qh
(
xcq
)
6= 0
and
{
grad (h) ,grad
(
Lf¯qh
)
,grad
(
L2
f¯q
h
)}
must be linearity independent. In
the canonical basis this three vectors are presented by [0 0 1]
t
, α [0 1 − 1]t and
−α [1 − (1 + α) 1 + α]t in xcq. It is easy to see that the vectors are independent,
for exemple, note that the determinant of the associated matrix is −α2.
To show that the cusp is hybrid just showing that for qL2
f¯−q
h
(
xcq
)
= −2α < 0 
Using Filippov’s convention, we are able to find the escaping vector field defined
in E ⊂ H0. This two dimensional vector field is stated in the next proposition.
Proposition 15. The escaping vector field f− : E → T (E) is given by:
(12) x 7→ −βx2
∂
∂x1
+ (x1 − x2)
∂
∂x2
Proof. The vector field f− is defined as f− (x) = µf¯−q + (1− µ) f¯q where µ ∈ [0, 1]
is such that Lf−h (x) = 0 for every x ∈ S. So, we obtain µ =
Lf¯qh (x)
Lf¯q−f¯−qh (x)
.
Now, for system (11), we have Lf¯qh (x) = α (x2 + q) and Lf¯q−f¯−qh (x) = 2qα.
So µ =
1 + qx2
2
. Substituting this expression into f− (x) = µf¯−q + (1− µ) f¯q, we
obtain the result. 
The next proposition describes the singularities of the vector fields fq and f
−.
Proposition 16. The Hq−singularities of system (11) are real and they are x∗q =
−qαT−1 (b) such that
[
x∗q
]
= q [−1 0 1]t, q = ±1. This singulatities are assintoti-
cally stables ∀α, β > 0.
Proof. Note that |T| = −αβ < 0 ∀α, β > 0 ⇒ ∃T−1. From system (11), we
get fq
(
x∗q
)
= T
(
x∗q
)
+ qαb = 0, for q = ±1. This singulatities are real because
qx∗3 = q
2 = 1 > 0.
It is easy to show that the linear vector field associated to 11 is T : Tx∗q (Hq)→
Tx∗q (Hq) , y 7→ T (y) and the semigroup induced by this vector field is
{
etT, t ≥ 0
}
.
Now, let the characteristic polynomial associated to operator T
(13) pT (λ) = −
[
λ3 + (1 + α)λ2 + βλ+ αβ
]
So it makes use of the Routh’s stability criterion inT, where the coeficients are given
by 1, α+1, β
α+1 , αβ > 0, therefore implying in the semigroup to be a contraction. 
The next proposition show the singularity in the escaping vector field (12).
Proposition 17. The escaping vector field (12) admits a assintotically stable sin-
gularity in 0.
Proof. f− : H0 → H0 is a linear operator. So,
∣∣f−∣∣ = β ⇒ ∃ (f−)−1. The eigenvalues
of the f− have real part Re
(
− 12 ±
√(
1
2
)2
− β
)
< 0 ∀β > 0 and the system is
assintotically stable in 0. 
The results above are more important to prove of the theorem.
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4. Proof of Theorem 1
In this section we proof Theorem 1. First, we consider a Poincare´ section in H0
and a first return map to this section. We will applied a uniform contraction in x.
So, we make a regularization and a linear blowing up. For this auxiliar system, we
prove the existence of a minimal set type periodic orbits with the Banach Fixed
Point Theorem in first return map. So, there is a fixed point associated to the limit
cycle in first return map in this system and the discontinuous system.
Let the parameter space
{
(α, β) ∈ R2 : α, β > 0
}
. We are to study the bifurca-
tions.
We know that the singularities in Hq are assintotically stable ∀α, β > 0.
Proposition 18. Let y = ǫx, such that 0 < ǫ << 1. So, the vector field 11 is
(14) y 7→ T (y) + ǫαb sgn (b · y)
Proof. We have that x˙ = T (x) + αb sgn (b · x) and y = ǫx. So, y˙ = T (y) +
ǫαb sgn
(
b·y
ǫ
)
. Note that sgn
(
x
ǫ
)
= sgn (x) ∀ǫ > 0, ∀x ∈ R. It is proved. 
Now, we make a ϕ−regularization in 14. The regularized vector field is
(15) fǫ : H → T (H) , y 7→ T (y) + ǫαbϕǫ (b · y)
Let the operator φ : H → H such that
[φ] =

 1 0 00 1 0
0 0 ǫ


So, we have a next result with the linear blowing up.
Proposition 19. The equivalent slow vector field to (15) is
(16) (fǫ ◦ φ) (u) = (T ◦ φ) (u) + ǫαbϕ (b · u)
Proof. Let y = φ (u). So, ⇒ (fǫ ◦ φ) (u) = (T ◦ φ) (u) + ǫαbϕǫ (b · φ (u)) =
(T ◦ φ) (u) + ǫαbϕǫ (φ
∗ (b) · u) being φ∗ the adjoint operator of the φ. Note that
φ∗ (b) = ǫb⇒ ϕǫ (φ∗ (b) · u) = ϕ
(
φ∗(b)·u
ǫ
)
= ϕ
(
ǫb·u
ǫ
)
= ϕ (b · u) 
Making t = ǫτ it has the fast vector field of the next proposition
Proposition 20. The equivalent fast vector field to (15) is
(17) g (u) = ǫ
(
φ−1 ◦ fǫ ◦ φ
)
(u) = ǫ [T (u) + αbϕ (b · u)]
Proof. t = ǫτ ⇒ ǫ du
dt
= du
dτ
. So,
ǫ
(
φ−1 ◦ fǫ ◦ φ
)
(u) = ǫ
[(
φ−1 ◦T ◦ φ
)
(u) + ǫαφ−1 (b)ϕ (b · u)
]
Note that φ−1 ◦T ◦ φ = T and φ−1 (b) = b
ǫ
. 
We have that
ǫ [T]φ = ǫ
[
φ−1 ◦T ◦ φ
]
=

 0 −ǫβ 0ǫ −ǫ ǫ2
0 α −ǫα


Now we are in condition to prove the main result.
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Proof of Theorem 1. First, let the real root of the (13). So, in next proposition
there is a estimate to the real root.
Proposition 21. ∃λ∗ ∈ ]− (1 + α) ,−α [ : λ∗ ∈ Spec (T).
Proof. pT (−α) = −α2 < 0 and pT (−α− 1) = β > 0. Polynomial is continous in
R, so, by intermediary value theorem, ∃λ∗ ∈ ]− (1 + α) ,−α [ : pT (λ∗) = 0. 
Note that if Spec (T) = {λ∗} ⊂ R : λ∗ is a simple root of pT Tx∗q (Hq) =
ker (T− λ∗I) ⊕ W : T (W) = W irredutible and dim (W) = 2, so ∃x ∈ Wq =
{x ∈ H0 : qx2 < −1} , ∃t > 0 : ϕt (x) ∈ W−q that it is essential to first return map.
Proposition 22. β (1 + 20α) < 4
[
α (1 + α)3 + β
(
β + 2α2
)]
⇒ Spec (T) = {λ∗}.
Proof. In fact, the real critical points of pT, if they exist, are given by
(18) λ∗1,2 = −
(
α+ 1
3
)
±
√(
α+ 1
3
)2
−
β
3
and β (1 + 20α) < 4
[
α (1 + α)
3
+ β
(
β + 2α2
)]
⇔ pT (λ∗1) pT (λ
∗
2) > 0. Note that
if (18) is not real value, so λ∗2 = λ¯
∗
1 ⇒ pT (λ
∗
1) pT (λ
∗
2) > 0. We have that
β (1 + 20α) < 4
[
α (1 + α)
3
+ β
(
β + 2α2
)]
⇒ λ∗2 = λ¯
∗
1 or the local extreme val-
ues have a same signals and pT has a only real root. But, if λ
∗
1,2 /∈ R ⇒ pT has a
only real root. 
In the case of the Spec (T) = {λ∗}, the irreducible polynomial is
(19) p (λ) =
pT (λ)
λ− λ∗
= −
[
λ2 + (1 + α+ λ∗)λ+ (1 + α+ λ∗ + β) λ∗
]
The condition above is only necessary to existence of first return map. Now, supose
that we have a first return map P : Ω ⊂ H0 → Ω. We need to proof that P
is a contraction. First, we have that the flow in Hq is ϕ
q
t : Hq → Hq, x 7→
x∗q + e
tT
(
x− x∗q
)
. It is easy to proof that ϕqt is a contraction ∀t > 0. Note that
(20) ‖ϕqt (x)− ϕ
q
t (y)‖ =
∥∥etT (x− y)∥∥ ∀x,y ∈ Hq
and etT is a contration ∀t > 0, as before proof. Let the next function: tq : Ω →
R∗+,x 7→ min
t>0
{t ∈ R : (h ◦ ϕqt ) (x) = 0}= min
t>0
{
t ∈ R : h
[
eAt
(
x− qA−1b
)]
+ q = 0
}
.
Note that the existence of the above function is related with the map P and the
flow can be extended to H¯q (see definition of simple solution).
Definition 23. The map ϕq : Ω→ Ω′ ⊂ H0, x 7→ ϕ
q
tq(x)
(x) is called semi-Poincare´
map [10].
As tq (x) > 0 ⇒ the semi-Poincare´ map ϕq is a contraction. Now, we can to
define the First Return Map.
Definition 24. The map P : Ω → Ω, x 7→ (ϕ−q ◦ ϕq) (x) is called First Return
Map. The map ϕ−q : Ω
′ → Ω is analogue to ϕq.
This conditions above are not enough to existence of P . For these it is necessary
that P (Ω) ⊂ Ω. So, we find the enough contidions for existence of the stable closed
orbit in fast system (17). This orbit imply in stable fixed point in first return map
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of the (17). So, there is a stable fixed point in first return map of the original
system.
Theorem 25. At the parameter space {(α, β) : α, β > 0} the system (17) admits a
limit cycle if β (1 + 20α) < 4
[
α (1 + α)
3
+ β
(
β + 2α2
)]
and:
(i) β < 2(1+α)
3
9(1−2α) , if α ∈ ]
1
8 ,
1
2 [ ; or
(ii) α ≥ 12 .
Proof. Let the fast vector field (17). H = Hǫ+∪H
ǫ
0∪H
ǫ
− beingH
ǫ
q = {u ∈ H : qx3 ≥ 1} ,
q = ±1 and Hǫ0 = {u ∈ H : |x3| < 1} being x3 = b · u.
In Hǫ0 the vector field (17) is g (u) = αy2b+ o (ǫ). The flow is
(21) ϕǫτ (u) = u+ αy2τb+ o1 (ǫ) by y2 >> ǫ
that is a perturbation of a translaction in direction of b.
In H¯ǫq = H
ǫ
q∪H
ǫ
0 we have singularities in u
∗
q = ǫφ
−1
(
x∗q
)
∈ ∂Hǫq = {u ∈ H : x = q}
such that
[
u∗q
]
= q [−ǫ 0 1]t. The nature of stability is the same of (11) because
ǫφ−1 is a diffeomorphism.
Note that Lg(u)h|∂Hǫq = αy2. So, the orientation of the vector field g is positive
to y2 > 0 and negative to y2 < 0. Let ∂H
ǫ
0 = ∂H
ǫ
+ ∪ ∂H
ǫ
−. So, the orientation of
the vector field g in ∂Hǫ0 is positive to qy2 > 0 or negative to qy2 < 0.
Let B = {u ∈ ∂Hǫ0 : y2 = 0} the geometric place of the tangency of the vector
field g in ∂Hǫ0. L
2
g(u)h|B = ǫ (y1 + qǫ). We know that if qL
2
g(u)h|B > 0⇔ qy1 > −ǫ
the contact is hiperbolic and qL2
g(u)h|B < 0⇔ qy1 < −ǫ the contact is elliptic. Let
∂+Hǫq =
{
u ∈ ∂Hǫq : qy2 > 0
}
and ∂−Hǫq =
{
u ∈ ∂Hǫq : qy2 < 0
}
. It is possible to
define the injective map ϕq : D ⊂ ∂+Hǫq → ∂
−Hǫq , u 7→ ϕ
ǫ
τ (u) for some τ > 0 such
that x3 = q. Note that pǫT (λ) = ǫ
3pT
(
λ
ǫ
)
and Spec (ǫT) = {ǫλ∗} if there is the
conditions of 22.
Let λ1,2 ∈ C : p (λ1,2) = 0 (p is irredutible). We know, of [11], that
(i) D ( ∂+Hǫq if
Re(λ1,2)
λ∗
> 1 or;
(ii) ϕq : ∂+Hǫq → ∂
−Hǫq is a bijection if
Re(λ1,2)
λ∗
= 1 or
(iii) ϕq
(
∂+Hǫq
)
( ∂−Hǫq if 0 <
Re(λ1,2)
λ∗
< 1
Note that the case (iii) is necessary by first return map in fast system. So
Re(λ1,2)
λ∗
=
1
2
[
1+α
(−λ∗) − 1
]
< 12
(
1+α
α
− 1
)
= 12α . If
1
2α ≤ 1 ⇔ α ≥
1
2 ⇒ (iii). For α <
1
2 ⇒
1
2
[
1+α
(−λ∗) − 1
]
< 1 ⇒ λ∗ < −
(
1+α
3
)
. Note that β (λ) = −λ2
(
1+α+λ
α+λ
)
is strictly
increasing in ] − (1 + α) ,−α [ . So β (λ∗) < β
(
−
(
1+α
3
))
= 29
(1+α)3
(1−2α) . The curve of
bifurcation β = 29
(1+α)3
(1−2α) has sense to triple root of pT. This root is λ
∗ = − 38 and
for this one we have that α = 18 and β =
27
64 . So, for α <
1
8 there are only real roots
or
Re(λ1,2)
λ∗
> 1. We have that
(22) ‖ϕǫτ (u)− ϕ
ǫ
τ (v)‖ =
∥∥eǫτT (u− v)∥∥ = ∥∥etT (u− v)∥∥ ∀u,v ∈ Hǫq
So, ϕǫτ is a contration and ϕ
q is a contration. It is possible to define a map with
(21). Let ∆τ = 2q
αy2
+ o (ǫ). So
(23) ϕ0q : ∂
−Hǫ−q → ∂
+Hǫq , u 7→ u+ 2qb+ o2 (ǫ)
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Now, we can to define a first return map Pǫ : Ωǫ → Ωǫ, u 7→
(
ϕ0−q ◦ ϕ
−q ◦ ϕ0q ◦ ϕ
q
)
(u)
being Ωǫ =
{
u ∈ ∂+Hǫq : |y2| ≥ ǫ0 >> ǫ
}
. Pǫ is a contraction and R
2 is com-
plete, so, by Banach Fixed Point, ∃!u∗ ∈ Ωǫ : Pǫ (u∗) = u∗ stable, that is,
lim
n→+∞
Pnǫ (u) = u
∗. So, ∃Orbg (u∗) closed and stable. These concludes the proof
of Theorem 25. 
Let the Poincare´ section S = {u ∈ H : qy2 > 0}. So, by 25, there is a first
return map P 1ǫ : Ω ⊂ S → Ω with a unique stable fixed point u
∗
1 6= 0 (0 /∈ Ω).
So, ∃P : Ω → Ω in (11) such that P has a unique stable fixed point x∗ 6= 0 due
continuity of the first return map in H0 and ∃Orbf (x∗). These concludes the proof
of Theorem 1. 
5. Coments About Singular Perturbed Vector Field
In this section we did not study the dynamic in |y2| < ǫ0 in (15). It easy to show
that this vector field has singularity in Hǫ0.
Proposition 26. ∃u∗ ∈ Hǫ0 : g (u
∗) = 0, type hiperbolic saddle for almost all
transition funciton ϕ.
Proof. Let [u] = [y1 y2 x3]
t
. So, g (u) = 0 ⇒ y2 = 0, y1 = ǫx3 and ϕ (x3) = x3.
Let φ (x) = ϕ (x)− x. Note that φ (−1) = φ (1) = 0 and φ′ (−1) = φ′ (1) = −1. So,
for 0 < δ << 1 we have that φ (δ − 1) < 0 and φ (1− δ) > 0. By intermidity value
theorem ∃x∗ ∈ ]− 1, 1 [ : φ (x∗) = 0.
Note that the linearization of the (15) is ǫf− (u)+α [y2 + ǫ (ϕ
′ (x∗3)− 1)x3]
∂
∂x3
+
o
(
ǫ2
)
. We proved that the singularity u∗ is locally assintotically stable in the set
{u ∈ Hǫ0 : x3 = 0}.
As φ (δ − 1) < 0 and φ (1− δ) > 0 and φ ∈ C∞ ∃δ0 > 0 : ∀x ∈ ]x
∗ −
δ0, x
∗ [ φ (x) ≤ 0 ⇒ ϕ (x) ≤ x and ∀x ∈ ]x∗, δ0 + x∗ [ φ (x) ≥ 0 ⇒ ϕ (x) ≥ x.
So ϕ(x
∗)−ϕ(x)
x∗−x ≥ 1 ∀x ∈ ]x
∗ − δ0, x∗ [ ∪ ]x∗, δ0 + x∗ [ ⇒ ϕ′ (x∗) ≥ 1. Note that
is ϕ′ (x∗) = 1 this point is not hiperbolic singulatity. So ∃ϕ1 perturbation of the
transiction function ϕ such that ϕ′1 (x
∗
3) > 1. 
This saddle singularitites are linked with homoclinic structures in regularMatsumoto-
Chua system ([10]). In singular case, the saddle singularitites change to a pseu-
dossingulaty. So, the homoclinic structures are destroyed.
6. Conclusion
The regular Matsumoto-Chua system has homoclinic structures in the separatrix.
Here, these structures are a unstable set. The separatrix is a border of the atractions
basis of the equilibrium points and closed orbit.
In singular case, the homoclinic structures are destroyed. The closed orbit is
preserved because it is disjoint of the escaping set. If this orbit has point in border
of escaping set there is a bifurcation and this orbit disappears.
7. Numerical simulations
We have numerically integrated system using a fourth order Runge-Kutta method
with step 10−2. In figure 3 the orbit has initial condition [x0] = [10, 10, 0]
t and con-
trol parameters α = 5 and β = 5. It is consistent with the existences of an attraction
region and of the minimal set type closed orbit described in theorem 1 proof.
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Figure 3. Numerical integration of system for α = β = 5
Figure 4 illustrates the case without closed orbit, that has the same dynamics
as stated in theorem 1. In this case, α = 0, 25.
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Figure 4. Numerical integration of system for α = 0, 25 and β = 5
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