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ABSTRACT
In this paper, we propose FCHD-Fully Convolutional Head
Detector, an end-to-end trainable head detection model. Our
proposed architecture is a single fully convolutional network
which is responsible for both bounding box prediction and
classification. This makes our model lightweight with low in-
ference time and memory requirements. Along with run-time,
our model has better overall average precision (AP) which is
achieved by selection of anchor sizes based on the effective
receptive field of the network. This can be concluded from
our experiments on several head detection datasets with vary-
ing head counts. We achieve an AP of 0.70 on a challenging
head detection dataset which is comparable to some standard
benchmarks. Along with this our model runs at 5 FPS on
Nvidia Quadro M1000M for VGA resolution images. Code
is available at https://github.com/aditya-vora/FCHD-Fully-
Convolutional-Head-Detector.
Index Terms— Head Detection, Object Recognition,
Crowd Count
1. INTRODUCTION AND RELATEDWORK
Human head detection in crowded scenes is an important
problem in the field of computer vision because of its wide
range of applications. One such use-case could be head detec-
tion based crowd counting where detection based approach
tends to give more reliable results compared to previous den-
sity map based crowd counting techniques [1, 2, 3]. This is
because, in case of density maps, it is not always the correct
location which contributes to final crowd count. This leads to
unreliable results especially in case of false positives. Several
approaches for head detection has been proposed previously
which are used in different contexts [4, 5, 6, 7, 8, 9]. [6]
proposed human body segmentation approach in order to
localize heads in a scene. [10] trained a sophisticated clas-
sifier based on the cascade of boosted integral features. In
order to perform head detection based analytics, Marin et. al.
[9] firstly localized upper part of the human body and then
trained a DPM [11] in order to detect head in the localized
upper body part. The purpose of this head detection strategy
was to find out how two characters are interacting in a movie
scene. Recent years have witnessed various deep learning
based head detectors [7, 8]. One of the best performing head
detection model [7] extends RCNN detector for head detec-
tion using two types of contextual cues. First cue leverages
the person-scene relations through a global CNN model. Sec-
ond cue models the pairwise relations among objects using a
structured output. Both of these cues are combined in a joint
RCNN framework for head detection. Both the approaches
for head detection i.e. [9] and [7] are designed in the con-
text of movies where the average head size is large whereas
average head count is small. These models when deployed
for head detection in crowded scenes might fail to generalize
because of the complete opposite scenario for head detection
i.e. small average head size and large average head count.
This is because no special care is taken to incorporate large
scale and density variations in the previous models. This
makes the entire task of head detection in crowded scenes a
challenging one to be solved. Our work closely relates to [8]
where they propose an anchor-free detection framework for
head detection in crowded scenes which uses RNN in order
to exploit information from deep representations in order to
make predictions.
In this work, we propose an architecture for head detec-
tion especially for detection in crowded scenes. Our model is
based on general anchor based detection pipeline like Faster-
RCNN [12], where we have a set of pre-set anchors which are
generated by regularly tiling a collection of boxes with differ-
ent scales in an image. However unlike a two-stage pipeline
of Faster-RCNN (Region Proposal Network + ROI Pooling
and Classification), in this architecture, we have only a single
fully-convolutional network that can perform both classifica-
tion and bounding box prediction. In this paper, we make the
following contributions: 1) A fully convolutional, end-to-end
trainable head detection model with systematic anchor selec-
tion strategy based on effective receptive field of the network
which helps to achieve good results in crowded scenes. 2)
Our model has very low memory requirements and inference
time which makes it suitable for edge deployments. 3) We
demonstrate that our model achieves comparable results to
many other architectures as well as outperforming some of the
previous approaches on challenging head detection datasets.
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2. METHOD
2.1. Model architecture
Deep architectures like [13, 14, 15] are capable of learning
“generalized features”, which are useful in a variety of tasks.
We start off by leveraging one of such already existing pre-
trained VGG16 [15], as our base model for our architecture.
We remove the final layers succeeding the conv5 layer of
VGG16, and use the remaining weights as a starting point
for our new training. The architecture is shown in Fig. 1.
This pre-trained base model is appended with 3 new convo-
lutional layers: (1) The first conv layer (conv6) slides over
the entire feature map in order to make detections at all lo-
cations. (2) The second conv layer (convreg) is the regression
head responsible for predicting localization coordinates. (3)
The third conv layer (convcls) is the classification head which
predicts a probability score of a head. The convreg and convcls
layers are implemented using a 1 × 1 convolutional kernel.
The outputs from the convreg undergo bounding box transfor-
mation, where the scale and shift predictions are converted
to spatial coordinates. Number of convreg and convcls kernels
depends on number of anchors at each pixel location (N).
2.2. Design of Anchor Scales
Anchors are obtained by placing a pre-defined scale of boxes
at regular intervals in an image. It is with respect to these
anchors, the scales and shifts are predicted in an object recog-
nition system [12]. We select the anchor scales based on the
“effective receptive field” rather than the “theoretical recep-
tive field”. As pointed out by [16], a unit in a CNN has
two types of receptive field, one is a theoretical receptive
field and the other is the effective receptive field. Only a
few center pixels of a theoretical receptive field is responsi-
ble for triggering the neurons in the final output. This cen-
ter region of the theoretical receptive field is the effective
receptive field. In the conv5 layer of VGG16, the theoreti-
cal receptive field size is 228 pixels. Taking note of this, we
prefer anchors of scales 2 and 4 which leads to anchor sizes
32 × 32 and 64 × 64 respectively. Anchor size is computed
as layer stride × aspect ratio × anchor scale where the
layer stride of the conv5 layer is 16. Anchor sizes are ap-
proximately scaled down by 3.5 times the theoretical recep-
tive field which will match the effective receptive field size.
Designing anchor scales in this manner helps to achieve good
detection results especially in crowded scenes where the head
size is small. This can be concluded from our experiments.
2.3. Training
2.3.1. Approach
Using our designed set of anchor scales, a set of predefined
anchors are generated for each image after the initial prepro-
cessing stage. In the preprocessing, we resize the image to
640 × 480 resolution and then do mean subtraction and nor-
malization of the image. The anchors are tiled at a stride of 16
because of 4 max-pooling layers prior to conv5 layer. We se-
lect two anchors/pixel of size 32×32 and 64×64. Because of
4 max-pooling layers prior to conv5 layer the resolution of the
feature map obtained at the conv5 layer is of size 40× 30 (as
input resolution of the image is 640×480). Thus, for each im-
age we obtain 2400 anchors (40×30×2). For each anchor, the
network will predict 4 regression coordinates through convreg
and 2 probability scores through convcls. Regression coordi-
nates are in the form of scales and shifts the anchors need to
undergo in order to localize an actual head in the scene. We
do not consider the anchors going out of the boundary of the
image for training. In order to assign labels to the anchors
for training, we follow these 2 strategies: (1) The anchor that
have IoU ≥ 0.7 with ground-truth is labeled positive. (2) The
anchors with maximum IoU with the ground-truth is assigned
a positive label. We follow both strategies since in some cases
the first condition might fail to assign a positive label to any
of the anchors. Negative labels are assigned to those anchors
which have IoU ≤ 0.3. The anchors that do not satisfy both
the conditions are don’t care and are not included in the train-
ing. We process a single image at a time during training. And
from the anchors with assigned labels, we pick a total of 32
positive and negative anchors in a ratio of 1 : 1.
2.3.2. Loss Function
The loss function used for the training of the model is a multi-
task loss function, similar to that defined in training of an RPN
by [12]. It is shown in Eq. 1.
L({pi}, {ti}) = 1
Ncls
∑
i
Lcls(pi, p
∗
i )+
1
Nreg
∑
i
p∗iLreg(ti, t
∗
i )
(1)
where i is the index of chosen anchor which will range
through 32 selected anchors. pi is the predicted probability
that an anchor i contains head and p∗i is the ground-truth label
i.e. 1 or 0. ti is the parameterized coordinates of the predicted
bounding box (i.e. scale and shift), and t∗i is the parameter-
ized coordinates of the ground truth. This parameterized
coordinates are defined in the same manner as by [17]. Lcls
denotes the classification loss, whereas Lreg denotes the re-
gression loss. Lcls is computed over all the anchors whereas
Lreg is computed over only positive anchors and this is taken
care by p∗i in front of Lreg in the equation. Lcls is the cross
entropy loss. Whereas Lreg is the smooth L1 loss as defined
by [17]. Both the loss terms are normalized by Ncls and Nreg
which are the number of samples accounted for classification
and regression respectively.
2.3.3. Hyperparameters
The base model is initialized with pre-trained VGG16, which
is trained using ImageNet dataset [18]. All the layers of the
Fig. 1. Architecture of our head detection model. A set of pre-defined anchors are generated and a fully convolutional network
is used to estimate the coordinates from the anchors alongwith the probability score. There are two heads to the model, 1)
convreg, 40 × 30 × (N × 4). 2) convcls, 40 × 30 × (N × 2). Each 1 × 1 × (N × 4) output from the convreg will indicate the
scale and shift of N anchors at that location in the feature map. Here, N = 2 which is the number of anchors.
Dataset Scenario Method AP
Brainwash
Crowded
scenes
(7.89 avg.
head count)
Overfeat - AlexNet 0.62
ReInspect, Lfix 0.60
ReInspect, Lfirstk 0.63
ReInspect, Lhungarian 0.78
Ours 0.70
Hollywood
Movie
scenes
(1.65 avg.
head count)
DPM Face 0.37
R-CNN 0.67
Context - Local 0.71
Context - Local+
Global + Pairwise 0.72
Ours 0.74
Table 1. Evaluation of our model across various datasets.
pre-trained model along with new layers are retrained. The
new layers are initialized with random weights sampled from
a standard normal distribution with µ = 0 and σ = 0.01.
Weight decay is set to 0.0005. The entire model is fine-tuned
using SGD. Learning rate for training is set to 0.001, and the
model is trained for 15 epochs (∼ 160k iterations). We decay
the learning rate with a scale of 0.1 after completing 8 epochs.
Whole training was performed in PyTorch framework [19].
3. EXPERIMENTS
In order to have a thorough evaluation of our model, we
benchmark our results on two publicly available datasets men-
tioned in Table 1. We train the model using the train set of the
respective dataset (Brainwash-10461, Hollywood-216694)
and then evaluate the model on the test set. Both the datasets
are captured in different scenarios. Brainwash dataset[8] is
captured in crowded scenes where the average head count
is large (7.89) whereas HollywoodHeads dataset is collected
from movie scenes where an average head count is small
(1.65). Following settings are kept constant throughout the
experiment. Anchor scales are set to 2 and 4. Non Maximum
suppression (NMS) is performed during the test phase and
not in the training phase. NMS is a kind of post-processing
technique to filter out highly overlapping detections. In this
technique, any two detections are suppressed to one if the
IoU among them is greater than a threshold. The threshold
for NMS is set to 0.3. Following evaluation metrics is used,
i.e. head is considered to be correctly detected if the IoU of
the predicted bounding box with the ground truth is ≥ 0.5
[20]. In order to quantify the performance of our model, we
plot the precision-recall curve along with computing average
precision (AP). We then compare the performance of other
baselines with our technique using this precision-recall curve
and average precision table (Table 1).
3.0.1. Results on Brainwash Dataset
We test our model using the test set of the Brainwash dataset
which contains 484 images. We consider same baselines
for comparisons which were considered by [8] i.e. OverFeat
with AlexNet architecture [21] and the current state-of-the-art
model called ReInspect [8]. There are 3 variants of ReIn-
spect, which uses various types of losses i.e. Lfix, Lfirst,
Lhungarian. Comparison with all of these variants is per-
formed. Fig. 2(a) shows the precision-recall curve on the
test set. As can be seen from the figure, the precision-recall
obtained by our technique is better than 3 of the baselines i.e.
Overfeat-AlexNet, ReInspect, Lfix and ReInspect, Lfirstk.
ReInspect, Lhungarian is the best performing model among
all at EER (Equal Error Rate). Despite this, our model gives
the best performance at a little lower recall i.e. best preci-
sion of 0.92 at a recall of 0.65 which can be observed from
the precision-recall curve. AP attained by our model is 0.70
which is better than 3 baselines and comparable to best per-
forming model (i.e. 0.78). This can be seen in Table 1. Fig.
3 demonstrates some of the successful detection cases of our
model under high occlusion and crowd density scenarios.
Fig. 4 shows some of the failure cases of our model.
Fig. 2. Precision-Recall for Brainwash and HollywoodHeads
dataset respectively.
Fig. 3. Successful detection (green arrows) under challenging
cases like high occlusion and high crowd density.
3.0.2. Results on HollywoodHeads Dataset
In order to experiment with the HollywoodHeads dataset we
train a completely fresh model using the train set. After train-
ing, the model is then tested on the test set which contains
1297 images. We compare our approach with techniques used
for comparison in [7] i.e. DPM based head detector [22],
RCNN based head detector [23], and two variants of same
technique i.e. 1) Local context model (Context-Local) and 2)
Combined Local+Global+Pairwise context model (Context-
L+G+P) as proposed in [7]. Precision-recall curve is shown
in Fig. 2(b). Our model gives best performance compared to
all the baselines. We achieve an AP of 0.74 which is ∼ 2%
higher compared to the state-of-the-art as shown in Table 1.
3.0.3. Timings
In this section, we compare the time taken by our model for
inference on different hardware platforms with previous ap-
proaches. Timings of our model are benchmarked on two
platforms. The first platform is NVidia Quadro M1000M
GPU which has 512 CUDA cores. The second platform is
Fig. 4. Failure cases of our model. Gives false detections in
scenarios where there is no or less heads to be detected.
Platform Model Speed
Quadro M1000M ReInspect 1fpsFCHD 5fps
Jetson TX2 ReInspect NAFCHD 1.6fps
Table 2. Run-time comparison at VGA resolution
Anchor Size AP
32× 32, 64× 64 0.70
64× 64, 128× 128 0.53
128× 128, 256× 256 0.45
Table 3. Effect of anchor size on AP
NVidia Jetson TX2 which has 256 CUDA cores which is the
most suitable device for edge deployments. We record the in-
ference time of all the images in the test set and then the final
timing is computed as the average of inference time of all the
images in the test set. The timings are shown in Table. 2. As
can be seen from the table that our model runs at 5 FPS which
is 5× faster than ReInspect on the same platform. Moreover,
our model runs at 1.6 FPS on Jetson TX2 embedded platform
where the other model even fails to load because of memory
requirements. This is a major advantage of our model as along
with being accurate, it is also suitable for edge deployments.
3.0.4. Ablation Experiments
To make sure that the anchor size we choose for our exper-
iments as well as for deployment are optimal, we do an ab-
lation study where we train 3 different models with varying
anchor sizes i.e. (1) 32 × 32, 64 × 64 (default setting), (2)
64× 64, 128× 128, (3) 128× 128, 256× 256. These models
are trained with the same hyperparameter settings. As it can
be seen from Table 3 that best AP is obtained when the anchor
sizes are 32× 32 and 64× 64 which justifies our claim made
in previous sections that, choosing anchor scales based on the
effective receptive field gives better detection results.
4. CONCLUSION
In this work, we propose FCHD, an anchor based fully con-
volutional end-to-end trainable head detection model for
crowded scenes. Our model achieves 0.70 AP on challenging
head detection dataset like Brainwash, which is comparable
to previous techniques. Along with being accurate, it has
very less run-time i.e. 5 FPS on Nvidia Quadro and 1.6 FPS
on Jetson TX2. In the future, we plan to improve upon this
work by getting better overall accuracy especially in cases
where the head sizes are small. This could be achieved by
combining the detections from various convolutional layers.
5. REFERENCES
[1] Cong Zhang, Hongsheng Li, Xiaogang Wang, and Xi-
aokang Yang, “Cross-scene crowd counting via deep
convolutional neural networks,” in Proceedings of the
IEEE Conference on CVPR, 2015, pp. 833–841.
[2] Yingying Zhang, Desen Zhou, Siqin Chen, Shenghua
Gao, and Yi Ma, “Single-image crowd counting via
multi-column convolutional neural network,” in Pro-
ceedings of the IEEE conference on CVPR, 2016, pp.
589–597.
[3] Deepak Babu Sam, Shiv Surya, and R Venkatesh Babu,
“Switching convolutional neural network for crowd
counting,” in Proceedings of IEEE Conference on
CVPR, 2017, vol. 1, p. 6.
[4] Yasushi Mae, Naoki Sasao, Yukinobu Sakaguchi, Kenji
Inoue, and Tatsuo Arai, “Head detection and tracking
for monitoring human behaviors,” in Systems and Hu-
man Science, pp. 477–487. Elsevier, 2005.
[5] Dongping Zhang, Yafei Lu, Liwei Hu, and Huailiang
Peng, “Multi-human tracking in crowds based on head
detection and energy optimization,” Information Tech-
nology Journal, vol. 12, no. 8, pp. 1579–1585, 2013.
[6] Djamel Merad, Kheir-Eddine Aziz, and Nicolas Thome,
“Fast people counting using head detection from skele-
ton graph,” in Advanced Video and Signal Based
Surveillance (AVSS), 2010 Seventh IEEE International
Conference on. IEEE, 2010, pp. 233–240.
[7] Tuan-Hung Vu, Anton Osokin, and Ivan Laptev,
“Context-aware cnns for person head detection,” in Pro-
ceedings of the IEEE ICCV, 2015, pp. 2893–2901.
[8] Russell Stewart, Mykhaylo Andriluka, and Andrew Y
Ng, “End-to-end people detection in crowded scenes,”
in Proceedings of IEEE conference on CVPR, 2016, pp.
2325–2333.
[9] Manuel Jesu´s Marı´n-Jime´nez, Andrew Zisserman,
Marcin Eichner, and Vittorio Ferrari, “Detecting peo-
ple looking at each other in videos,” IJCV, vol. 106, no.
3, pp. 282–296, 2014.
[10] Venkatesh Bala Subburaman, Adrien Descamps, and
Cyril Carincotte, “Counting people in the crowd using
a generic head detector,” in 2012 IEEE Ninth Interna-
tional Conference on Advanced Video and Signal-Based
Surveillance. IEEE, 2012, pp. 470–475.
[11] Pedro F Felzenszwalb, Ross B Girshick, David
McAllester, and Deva Ramanan, “Object detection
with discriminatively trained part-based models,” IEEE
transactions on pattern analysis and machine intelli-
gence, vol. 32, no. 9, pp. 1627–1645, 2010.
[12] Shaoqing Ren, Kaiming He, Ross Girshick, and Jian
Sun, “Faster r-cnn: towards real-time object detection
with region proposal networks,” IEEE Transactions on
Pattern Analysis & Machine Intelligence, , no. 6, pp.
1137–1149, 2017.
[13] Alex Krizhevsky, Ilya Sutskever, and Geoffrey E Hin-
ton, “Imagenet classification with deep convolutional
neural networks,” in Advances in NIPS, 2012, pp. 1097–
1105.
[14] Christian Szegedy, Wei Liu, Yangqing Jia, Pierre Ser-
manet, Scott Reed, Dragomir Anguelov, Dumitru Erhan,
Vincent Vanhoucke, and Andrew Rabinovich, “Going
deeper with convolutions,” in Proceedings of IEEE con-
ference on CVPR, 2015, pp. 1–9.
[15] Karen Simonyan and Andrew Zisserman, “Very deep
convolutional networks for large-scale image recogni-
tion,” arXiv preprint arXiv:1409.1556, 2014.
[16] Wenjie Luo, Yujia Li, Raquel Urtasun, and Richard
Zemel, “Understanding the effective receptive field in
deep convolutional neural networks,” in Advances in
NIPS, 2016, pp. 4898–4906.
[17] Ross Girshick, “Fast r-cnn,” in Proceedings of the IEEE
ICCV, 2015, pp. 1440–1448.
[18] Olga Russakovsky, Jia Deng, Hao Su, Jonathan Krause,
Sanjeev Satheesh, Sean Ma, Zhiheng Huang, Andrej
Karpathy, Aditya Khosla, Michael Bernstein, et al.,
“Imagenet large scale visual recognition challenge,”
IJCV, vol. 115, no. 3, pp. 211–252, 2015.
[19] Adam Paszke, Sam Gross, Soumith Chintala, Gregory
Chanan, Edward Yang, Zachary DeVito, Zeming Lin,
Alban Desmaison, Luca Antiga, and Adam Lerer, “Au-
tomatic differentiation in pytorch,” 2017.
[20] Mark Everingham, SM Ali Eslami, Luc Van Gool,
Christopher KI Williams, John Winn, and Andrew Zis-
serman, “The pascal visual object classes challenge: A
retrospective,” IJCV, vol. 111, no. 1, pp. 98–136, 2015.
[21] Pierre Sermanet, David Eigen, Xiang Zhang, Michae¨l
Mathieu, Rob Fergus, and Yann LeCun, “Overfeat: Inte-
grated recognition, localization and detection using con-
volutional networks,” arXiv preprint arXiv:1312.6229,
2013.
[22] Markus Mathias, Rodrigo Benenson, Marco Pedersoli,
and Luc Van Gool, “Face detection without bells and
whistles,” in ECCV. Springer, 2014, pp. 720–735.
[23] Ross Girshick, Jeff Donahue, Trevor Darrell, and Jiten-
dra Malik, “Rich feature hierarchies for accurate object
detection and semantic segmentation,” in Proceedings
of IEEE conference on CVPR, 2014, pp. 580–587.
