ABSTRACT Uniform rectangular antenna array (URA) is a commonly used antenna array in multiple-input multiple-output (MIMO) system. However, the existing works rarely concentrate on URA in millimeterwave (mmWave) line-of-sight (LOS) MIMO channels. In this paper, we conduct research on the pointto-point mmWave LOS MIMO channel based on URA. We derive the optimal antenna deployment for URA to obtain the maximum multiplexing gain in mmWave LOS MIMO channel. For the URA with fixed parameters, as the distance between transmitter and receiver increases, some singular values of the channel matrix tend to be 0. In this case, it is not necessary to use all of the transmit antennas. Therefore, according to the two kinds of channel-state information feedback schemes, we propose two adaptive transmit antenna selection (ATAS) schemes based on the principal component analysis for this mmWave LOS MIMO channel. The computational complexity for the proposed algorithm is also derived. Numerical results show that the channel capacity of this proposed ATAS system can approach or even surpass that of the full transmit antenna system with equal power allocation in mmWave LOS MIMO channel. Compared with transmit antenna selection based on greedy search and exhaustive search algorithm, when the distance is longer, the proposed algorithm can achieve the near-optimal performance with much lower computational complexity.
I. INTRODUCTION
DUE to the rapidly increasing demands for the high rate data transmission, the wireless spectrum below 6GHz will not be enough to meet the future network. The millimeter wave (mmWave) as a promising paradigm is emerging, the frequency range of which is 26.5GHz∼300GHz [1] . In particular, the International Telecommunication Union (ITU) have assigned 71GHz∼76GHz and 81GHz∼86GHz, which is called E-band, to provide broadband wireless services [2] , [3] . The 10GHz bandwidth of E-band is about fifty times of the entire cellular spectrum bandwidth. Compared with other bands of the mmWave, the E-band exhibits eminently less atmospheric absorption in free-space about 1dB/km [4] , [5] . Hence, the E-band is very suitable for point-to-point wireless transmission in long distance [5] - [7] .
Momentous developments have been made in single-input single-output (SISO) E-band communication systems [8] . In order to further improve the data transmission rate, the multiple-input multiple-output (MIMO) system has been investigated. The MIMO system can be used to transmit and receive multiple independent data streams in parallel through spatial multiplexing, which improves the transmission rate without increasing the transmit power and bandwidth [9] , [10] . Most researches on MIMO technology try to utilize the independence among sub-channels, which is introduced by the multipath in the microwave Rayleigh fading wireless environment [11] . Different from traditional microwave MIMO channel, which is mainly composed of non-line-of-sight (NLOS) component, the pointto-point E-band MIMO channel is dominated by line-ofsight (LOS) component [12] , [13] . The multiplexing gain of E-band LOS MIMO channel mainly depends on the antenna deployment at the transmitter and receiver [14] . The optimal design of uniform linear antenna array (ULA) in mmWave LOS MIMO channel has been investigated in [14] - [16] . Gesbert et al. [14] proposed the Rayleigh distance criterion, which indicates that the maximum multiplexing gain can be achieved in mmWave LOS MIMO channel. Bohagen et al. [15] , [16] considered the more general 3D model of non-parallel ULA. Torkildson et al. [17] and Wang et al. [18] focused on the optimal design of non-uniform linear antenna array (NULA) for mmWave LOS MIMO channel, the conclusion of [17] indicated that the optimized NULA can obtain better robustness by sacrificing maximum channel capacity. Wang et al. [18] showed that when the length of transmit and receive linear array is limited, the ULA can be optimized to NULA to achieve larger channel capacity. Besides, in recent years, many researches focused on the characteristics of uniform circular antenna array (UCA) in mmWave LOS MIMO channel [19] , [20] .
In practical, we prefer a long transmission distance between transmitter and receiver with limited aperture size of antenna array, which can not fulfill the Rayleigh distance criterion to obtain the maximum multiplexing gain. When the distance between transmitter and receiver beyond the Rayleigh distance, the correlation among the antennas increases and some singular values of the mmWave LOS MIMO channel matrix are too small to support data streams transmission. Thus, in this case, it is not necessary to use all of the transmit antennas. Moreover, transmit antenna selection (TAS) can effectively decrease the complexity of signal processing and the overhead of channel state information (CSI) feedback [21] , [22] . So far, a large amount of papers have concentrated on the antenna selection algorithm. For example, the error-rate-oriented antenna selection algorithms for practical receiver were studied in [23] and [24] . The capacity-oriented antenna selection algorithms were considered by Gharavi-Alkhansari and Gershman [25] , Tang and Nie [26] , and Gao et al. [27] , where Gharavi-Alkhansari and Gershman [25] studied the greedysearch antenna selection algorithms, Tang and Nie [26] put forward iterative swapping antenna selection algorithm for massive MIMO, Gao et al. [27] proposed a new optimal Branch-And-Bound (BAB) antenna selection algorithm for two different massive antenna array architecture. Additionally, exhaustive search is an optimal antenna selection algorithm with high computational complexity, and it is commonly regarded as the benchmark algorithm [27] .
At present, few papers are devoted to study the antenna selection for uniform rectangular antenna array (URA) in mmWave LOS MIMO channel. With the same number of antennas and transmit power, compared with ULA, URA can provide more array gain [28] . In this paper, we study the characteristics of mmWave LOS MIMO channel with URA at both link ends. Furthermore, the capacity-oriented adaptive transmit antenna selection (ATAS) based on principal component analysis (PCA) is proposed for mmWave LOS MIMO channel. PCA is a statistical procedure that uses orthogonal transformation to convert a set of correlated variables into a set of linearly uncorrelated variables [29] , [30] . The proposed ATAS based on PCA can adaptively determine the number and indices of transmit antennas according to the channel conditions. The contributions of this paper are summarized as follows. We derive the optimal deployment for URA to achieve the maximum multiplexing gain in mmWave LOS MIMO channel. Additionally, we propose a novel ATAS based on PCA for mmWave LOS MIMO channel. Unlike conventional antenna selection algorithm, this proposed antenna selection algorithm can adaptively select transmit antennas according to the channel condition.
The rest of this paper is organized as follows. In Section II, we introduce the channel model of mmWave LOS MIMO system based on URA. In Section III, the existing greedy search and exhaustive search algorithm for antenna selection are detailed. Then the ATAS based on PCA algorithm for mmWave LOS MIMO channel is introduced in terms of its fundamentals and computational complexity. Finally, numerical results are presented in Section IV and conclusions are drawn in Section V.
II. THE MODEL OF mmWave LOS MIMO CHANNEL BASED ON URA A. THE CHANNEL CAPACITY OF MIMO SYSTEM
The MIMO transmission system is assumed to be composed of N -element transmit antenna array and M -element receive antenna array. We model the MIMO transmission in complex baseband as
where H is an M × N complex-valued channel matrix. In LOS MIMO channel, the principal used to model H is raytracing [14] , which is based on the exploration of the path length from each antenna of transmit array to each antenna of receive array to find the corresponding received phase. Therefore, the elements of channel matrix H are normalized to unit, which is shown as Eq. (4 [31] , where λ 1 is the signal wavelength and D is the distance between transmitter and receiver. n is the M × 1 complex-valued additive white Gaussian noise (AWGN) vector. The additive noise vector contains i.i.d. circularly symmetric complex Gaussian elements with zero mean and variance N 0 , denoted by CN (0, N 0 ).
When the total transmit power is spread equally among all the transmit antennas, the channel capacity of MIMO system can be shown as
where det(·) and (·) H denote the matrix determinant and the Hermitian transformation, respectively.
be the average received signalto-noise ratio (SNR), and G = HH H denotes the channel gain matrix. Based on E.Telatar's research on MIMO information theory, the MIMO channel can be decomposed into multiple parallel non-interfering sub-channels by singular value decomposition (SVD) [9] . Hence, Eq. (2) can be rewritten as
where k and λ i are the rank and i-th eigenvalue of G, respectively.
B. CHANNEL MODEL
The channel model for the mmWave LOS MIMO system with URA parallelly deployed at both the link ends is shown in Fig. 1 . The transmit URA is placed in the x-y plane and its center is taken as global origin. The distance between the transmitter and the receiver is D, which is assumed to be considerably larger than the aperture size of URA. This assumption is consistent with the actual communication scenario [5] . The transmit URA is consist of N 1 columns and N 2 rows antenna elements, and the spacings between adjacent antennas along y-axis and x-axis are denoted by d t1 and d t2 . Similarly, the receive URA is consist of M 1 columns and M 2 rows antenna elements, and the spacings between adjacent antennas along y-axis and x-axis are denoted by d r1 and d r2 . The total number of antennas at transmitter and receiver is
The channel matrix of mmWave LOS MIMO based on URA is defined as H. According to ray-tracing principle, the n-th column and m-th row element of H is the channel between the n-th transmit antenna and the m-th receive antenna, which can be expressed as
Hence, the coordinate of m-th receive antenna element is denoted by (
, 0) represents the coordinate of n-th transmit antenna element. Eq. (4) can be transformed into Eq. (5), as shown at the bottom of the next page, where the approximation (a) comes from the fact that (1 + ) 1/2 ≈ 1 + 2 , when is sufficiently small.
We define the channel matrix between each row of transmit and receive antenna array as H 1 . According to mmWave LOS MIMO system based on ULA [16] , the elements of H 1 are
Similarly, the elements of H 2 , which is the channel between each column of transmit and receive antenna array, can be expressed as
Combining Eq. (5), Eq. (6) and Eq. (7), we can easily get the expression of channel matrix H as follows
where ⊗ denotes the Kronecker product. Putting Eq. (8) into channel gain matrix G and according to the property of the Kronecker product, G can be rewritten as
We define
λD . According to the Rayleigh Distance Criterion based on ULA [16] , when
can be converted into diagonal matrix. Therefore, when S 1 and S 2 satisfy the above conditions simultaneously, the channel gain matrix G becomes
Thereafter, the mmWave LOS MIMO channel is decomposed into κ = min(N 1 , M 1 ) × min(N 2 , M 2 ) equal quality subchannels. Meanwhile, the capacity of the MIMO channel can be maximized. Let ν = max(N 1 , M 1 ) × max(N 2 , M 2 ), based on linear algebra theory, we can derive that trace(G) = κν. Under this constraint, we can use the method of Lagrange multipliers to maximize Eq. (3). When the rank of G is κ and all the eigenvalues are equal to ν, the capacity of mmWave LOS MIMO channel becomes maximum. When the rank of G is 1 and λ 1 = κν, the capacity becomes minimum. So the minimum/maximum capacity of mmWave LOS MIMO channel based on URA can be expressed as
For antenna array with fixed parameters, the distance D between transmitter and receiver has great influence on the rank of mmWave LOS MIMO channel matrix, and it is further affects the channel capacity [16] . We suppose a 75GHz MIMO communication system. The transmitter and receiver are both equipped with 5 × 5 URA and the spacing is 
The total transmit power is P t = −50dBm and the variance of additive noise element is N 0 = −174.5dBm (i.e. 3.52×10 −21 watts/Hz at atmospheric temperature 255K [32] ). The variation of channel capacity and eigenvalues with respect to the distance D is shown in Fig. 2 .
In Fig. 2(a) , the green/red line show the upper/lower bound of MIMO channel capacity. The solid line shows the variation of the channel capacity with respect to the distance D. From Fig. 2(a) , we can see that when the distance between transmitter and receiver D increases, the channel capacity tends to the lower bound calculated by Eq. (11). Fig. 2(b) shows that as the distance D increases, some eigenvalues of channel gain matrix G tend to zero. Hence, when the distance D becomes longer, the correlation among antennas will be increased, and it is not necessary to use all the transmit antennas.
In this paper, we propose adaptive transmit antenna selection (ATAS) based on principal component analysis (PCA) for mmWave LOS MIMO system, which can reduce the complexity of signal processing and the overhead of CSI feedback. The ATAS based on PCA algorithm will be detailed in Section III.
III. THE TRANSMIT ANTENNA SELECTION ALGORITHM FOR mmWave LOS MIMO CHANNEL
The receive antenna selection can not increase the channel capacity of MIMO system, which can be increased by transmit antenna selection [21] , [22] , [33] . Hence, in this paper, we focus on the transmit antenna selection (TAS). Compared with time division duplexing (TDD), frequency division duplexing (FDD) is commonly considered to be more effective for systems with symmetric traffic or delaysensitive applications [34] . With FDD, the data transmission system needs a dedicated feedback mechanism for the receiver to report channel state information (CSI), and the full CSI feedback is impractical. Hence, the computation of transmit antenna selection is implemented in the receiver, and the limited CSI is fed back to transmitter. Here we propose two limited CSI feedback schemes, which are illustrated in Fig. 3 .
As can be seen from Fig. 3 , the scheme I is that only the selected antenna indices are fed back to transmitter. Then the transmitter performs antenna selection and equal power allocation. In this scheme, at least Qceil log 2 (N ) bits information will be fed back to transmitter, where Q is the number of selected antennas, N is the total number of antennas,
and ceil * means rounding elements to positive infinity. In scheme II, both the selected antenna indices and the corresponding sub-channel gain are fed back to the transmitter. Therefore, the antenna selection and optimal power allocation are implemented in transmitter simultaneously. Consequently, compared with scheme I, much more information will be fed back in scheme II, which may greatly increase the overhead of feedback. We will evaluate the system performance of the two CSI feedback schemes in Section IV.
In the following section, we will first present antenna selection algorithms based on the well-known sub-optimal greedy search and the optimal exhaustive search [25] .
A. TAS BASED ON GREEDY SEARCH
We assume Q out of N transmit antennas are selected. Greedy search means that additional antenna can be selected in ascending order of increasing the channel capacity.
More specifically, one transmit antenna with the highest capacity is first selected as
where h p 1 is the p 1 -th column of channel matrix H. After n (0 ≤ n ≤ Q − 1) transmit antenna selection steps, the H n ∈ C M ×n is the submatrix by selecting n columns from channel matrix H, so the channel capacity becomes
Note that C 0 = 0, after (n + 1) transmit antenna selection steps, the selected sub-matrix H n+1 can be expressed as
, where h j is selected from the rest candidate set in the (n + 1)-th transmit antenna selection step. Then we have the channel capacity C n+1 .
where equation ''(b)'' holds with Sylvester's determinant identity, j,n denotes the increment from the n-th step to the (n + 1)-th step. In greedy search, the incremental values of all candidate antennas are examined and the maximum one to maximize the capacity will be selected in the current step. Let A n = (I M + γ Q H n H H n ) −1 and the matrix inverse can be updated using the Sherman-Morrison formula. In the (n + 2)-th step, we have 13 Output S and C;
Algorithm 1 The Algorithm of TAS Based on Greedy Search
, J n+1 is the selected antenna in the (n + 1)-th step. The specific process of TAS based on greedy search is shown in Algorithm. 1.
The complexity of TAS based on greedy search is summarized in terms of the number of floating point operations (FLOPs) [27] , where each addition, subtraction, multiplication, division, or square root are all counted as one flop.
• The computational complexity of step 4 in Algorithm.
1 is given by O(M 2 NQ).
• The computational complexity of step 9 is given by O(N 2 Q).
• The computational complexity of step 10 is given by O(N 2 Q). Hence, based on the computational complexity required for each step in the Algorithm. 1, the overall computational complexity order of the greedy search is O(M 2 NQ).
B. TAS BASED ON EXHAUSTIVE SEARCH
We assume Q out of N transmit antennas are selected to maximize the channel capacity, which can be shown as
where 
C. ADAPTIVE TAS BASED ON PCA
The column vector h n (n = 1, 2 · · · , N ) is the n-th column of the channel matrix H, which denotes the received vector from transmit antenna n on the M receive antennas. Hence, the transmit antenna selection is equal to selecting the column of channel matrix H. Here we treat h n as the M -dimensional data points, thus the channel matrix H can be regarded as a data point set D 1 = {h n |n = 1, 2 · · · , N }. In the following, we show the process of transmit antenna selection based on PCA in detail.
The column vectors of channel matrix H can be regarded as N data points scattered in M -dimensional complex-valued hyperspace C M ×M . The mean of column vector of data point set D 1 is denoted by h. Thus the covariance matrix of the data point set D 1 can be expressed as
where H 0 = H − h. According to Eq. (17), the channel gain matrix G can be denoted by
Consequently, Eq. (2) can be rewritten as
For a given channel matrix H, h is a fixed column vector. Thus, the channel capacity C is determined by covariance matrix P. Suppose the singular value decomposition (SVD) of matrix H 0 can be expressed as H 0 = U 0 0 V H 0 , where 0 = [y ij ] is an M × N matrix with singular values ρ i on the diagonal (i.e. y ii = ρ i ), U 0 = [e 1 , e 2 , · · · , e M ] is an M × M unitary matrix, and V H 0 is an N ×N unitary matrix. Therefore, we have i = 1, 2, . . . , M ) is the eigenvalue of covariance matrix P, which denotes the variance of projections that N data points projected into the i-th principal components. The greater the eigenvalue, the larger the variance, which means that the data point set D 1 has more information on the corresponding principal component.
The variance contribution rate of the i-th principal component can be expressed as
which reflects the amount of information contained in the i-th principal component. Hence, the accumulative variance contribution rate of the first M principal components can be expressed as
where η is the reconfigurable threshold of accumulative variance contribution rate, which determines the number of selected principal components. The transmit antenna selection based on PCA is only performed on the M principal components determined by Eq. (20) . The remaining M − M principal components will be discarded. It is reasonable to discard this part of principal components, because data point set D 1 has less information on these principal components. The antennas selected from these remaining principal components may be highly correlated. We select two data points from the original data points set D 1 to form the largest variance in each of the M selected principal components. The two selected data points are weakly correlated, because they have the maximum Euclidean distance in the corresponding principal component. The illustration of antenna selection in 2-dimensional coordinates is shown in Fig. 4 . The blue and red dotted lines represent the first and second principal components of this data point set, respectively. The blue solid circles are the original data points and the dotted line circles are the projections that the data points projected into the two principal components. In the process of antenna selection, we first sort the data points projected to the principal component by real part or imaginary part. The commonly used sorting methods are bubble sort, shell sort and so on. Then the maximum and minimum points will be selected, which is the selected transmit antennas. In Fig. 1 , The data points 1 and 2 is the maximum and minimum along the first principal component. Meanwhile, the data points 3 and 4 is the maximum and minimum along the second principal component. Therefore, these four data points are the selected transmit antennas. The Algorithm. 2 shows the specific process of TAS based on PCA in mmWave LOS MIMO channel.
The computational complexity of TAS based on PCA is summarized in terms of the number of FLOPs is shown as
• The computational complexity of Step 3 is O(N ).
• The computational complexity of SVD of M × N matrix H is given by O(M 2 N + N 3 ) [35] .
• The computational complexity of projecting h proj = H H e q is given by O(MNM ).
• The computational complexity of selecting data points in step 8 is given by O(N 2 M ) . 
Algorithm 2 The Algorithm of TAS Based on PCA
and η. Output: the index set S of selected antennas, the channel capacity C.
h n and H 0 = H −h; As a consequence, according to the computational complexity required for each step in the Algorithm. 2, the overall computational complexity order of the proposed TAS based on PCA is given by O (M 2 N + N 3 ) . The computational complexity orders of the proposed PCA algorithm, greedy search and exhaustive search algorithm are shown in Table 1 .
From Table 1 , we can observe that the computational complexity order of TAS based on PCA depends on SVD, which is independent of the number of selected antennas. However, the computational complexity orders of greedy search and exhaustive search are proportional to the number of selected antennas. Therefore, when the number of selected antennas is large, the TAS based on PCA has significant advantage over the other two algorithms in computational complexity.
IV. NUMERICAL RESULTS
In this section, we present numerical results to evaluate the performance of ATAS based on PCA. We consider a mmWave LOS MIMO system with URA at both link ends. This communication system operates at 75GHz frequency band with
The distance D between the transmitter and receiver is within [300m, 3000m], which is popularly considered to be suitable for wireless communication over the E-band frequency [5] . The total transmit power is P t = −50dBm and the variance of additive noise element is N 0 = −174.5dBm. Fig. 5 and Fig. 6 show the channel capacity of MIMO system based on the limited CSI feedback scheme I and scheme II, respectively. Fig. 7 shows the number of selected antennas with respect to the distance D at different threshold η.
From Fig. 5 and Fig. 6 , we can see that when the mmWave LOS MIMO system adopt the CSI feedback scheme I (i.e. the transmitter performs antenna selection and equal power allocation) and η = 0.95 or 0.99, the channel capacity can approach or even exceed that of full antennas MIMO system with equal power allocation. However, when the CSI feedback scheme II is adopted by transmitter (i.e. the transmitter performs antenna selection and waterfilling power allocation) and η = 0.99, the channel capacity of TAS MIMO system may suffer from degradation compared with full antennas MIMO system with waterfilling power allocation. Moreover, the comparison between the channel capacity of mmWave LOS MIMO system based on CSI feedback scheme I and scheme II is specified in Table 2 . The ratio of the number of selected antennas to the number of full antennas is defined as .
In Table 2 , for CSI feedback scheme I, the capacity of the ATAS LOS MIMO system using a handful of antennas can approach or even surpass that of the full antennas LOS MIMO system with equal power allocation. For CSI feedback scheme II, the ATAS LOS MIMO system may face with loss of channel capacity. However, when comparing the equal power allocation with the waterfilling power allocation, the channel capacity of the ATAS LOS MIMO systems are similar, which means that the optimal power allocation brings limited performance improvement. This is due to the condition number of channel matrix is large, most low-quality sub-channels are not allocated power. Meanwhile, the highquality sub-channels has the similar singular values, as shown in Fig. 2(b) . So these high-quality sub-channels are allocated about the same power in waterfilling power allocation. Thus, the waterfilling power allocation brings large feedback overhead with limited performance improvements.
In Fig. 7 , we can see that the number of selected antennas declines as the distance D increases. When D = 300m, 600m, 1000m, 1800m and η = 0.95, the number of selected transmit antennas is 17, 9, 5 and 4, respectively. Due to the feedback scheme II has large feedback overhead with limited performance improvements, the comparison of antenna selection algorithms is based on feedback scheme I (i.e. ATAS LOS MIMO system with EPA). Fig. 8 shows the comparison among the TAS based on PCA method, exhaustive search and greedy search.
In Fig. 8 , the capacity performance of random antenna selection is regarded as the lower bound of antenna selection, which is denoted by dark yellow dotted line with • . Moreover, the antenna selection based on exhaustive search is the optimal antenna selection algorithm, so we treat the performance of exhaustive search as the upper bound of antenna selection. We can observe that the performance of TAS based on PCA method denoted by red solid line is far superior to the lower bound of performance of antenna selection. Meanwhile, the blue dotted line and black dotted line represent the channel capacity of TAS based on exhaustive search and greedy search, respectively. The results show that the performance of TAS based on PCA method is inferior to the existing methods at shorter distance, namely less than 600m. However, when the distance is longer than 1000m, the performance of the proposed method can approach the upper bound, which is better than that of greedy search. Here we try to give an intuitive explanation for this phenomenon. We take 2-dimensional real number data point set as an example, which is shown in Fig. 4 . The data points selected from the same principal component, such as points 1 and 2, have the quite long Euclidean distance (i.e. these data points are weakly correlated). However, the data points selected from different principal components, such as points 2 and 3, may have high correlation. When the distance between transmitter and receiver is longer, the number of selected antennas is few, thus the independence among selected antennas can be guaranteed. When the distance becomes shorter, the number of selected antennas is large, some antennas with high correlation may be selected, so the set of the selected antennas may be not the optimal. Consequently, the performance of the proposed algorithm may be degraded.
Finally, Fig. 9 shows the comparison of computational complexity between PCA and greedy search. The computational complexity of TAS based on exhaustive search is not presented, due to it is much larger than that of PCA and greedy search. In Fig. 9 , the yellow histogram and the purple histogram denote the computational complexity of TAS based on greedy search and PCA algorithms, respectively. As the number of antennas grows, the computational complexity of greedy search rapidly increases, while the computational complexity of PCA remains nearly constant, which is consistent with the computational complexity analysis in Section III. Compared with the TAS based on greedy search, the PCA method has much less computational complexity. By combining Fig. 8 and Fig. 9 , it can be inferred that TAS based on PCA can obtain the performance close to greedy search and exhaustive search with much lower computational complexity.
V. CONCLUSIONS
In this paper, the model of mmWave LOS MIMO channel based on URA is established. Moreover, we derive the optimal deployment of URA to achieve the maximum multiplexing gain. Then, we propose the capacity-oriented adaptive transmit antenna selection (ATAS) based on PCA algorithm. We also design two kinds of limited CSI feedback schemes. The performance of ATAS MIMO system based on the two feedback schemes is analyzed. Finally, the numerical results show that the channel capacity of the proposed ATAS MIMO system can approach or even surpass that of the full antenna MIMO system with equal power allocation in mmWave LOS MIMO channel. Moreover, compared with the greedy search and exhaustive search algorithm, the proposed TAS based on PCA algorithm can obtain the near-optimal performance with much lower computational complexity at longer distance.
