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1. Introduction
Demonic Refinement Algebra (DRA) was introduced by vonWright in [30,31]. It is a variant of Kleene Algebra (KA) and
Kleenealgebrawith tests (KAT) asdefinedbyKozen [18,19]andofCohen’somegaalgebra [3].DRA is analgebra for reasoning
about total correctness of programs and has the positively conjunctive predicate transformers as its intended model. DRA
was then extended with enabledness and termination operators by Solin and von Wright [27–29], giving an algebra called
DRAet in [29] and in this paper. The names of these operators reflect their semantic interpretation in the realm of programs
and their axiomatisation is inspired by that of the domain operator of Kleene Algebra with Domain (KAD) [11,12]. Further
extensions ofDRAwere investigated with the goal of dealing with both angelic and demonic nondeterminism, one, called
daRAet, where the algebra has dual join and meet operators and one, called daRAn, with a negation operator [26,29]. A
generalisation named General Refinement Algebra was also obtained in [31] by weakening the axioms of DRA and it has
been applied to the refinement of probabilistic programs in [21]. A variant of refinement algebra that includes a probabilistic
choice operator is presented in [20].
We are here concerned with the structure of DRAet. The main result is that every DRAet is isomorphic to an algebra
of ordered pairs of elements of a KAD with a divergence operator satisfying a mild condition. Divergence is an operator
producing a test interpreted as the set of states fromwhich nonterminationmay occur (see [13] for the divergence operator,
and [17,23] for its dual, the convergence operator). It is shown in [17] that a similar algebra of ordered pairs of elements of
an omega algebra with divergence is aDRAet; in [23], these algebras of pairs aremapped to weak omega algebras, a related
structure. Our result is stronger because
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1. it does not require the algebra of pairs to have anω operator, even thoughDRA has one. This is a somewhat surprising
result, since divergence only produces a test, not an iterated element;
2. it states not only that the algebras of ordered pairs areDRAs, but that everyDRA is isomorphic to such an algebra.
A consequence of this result is that everyKADwith divergence (satisfying themild condition) can be embedded in aDRAet.
Section 2 contains the definition ofDRAet and properties that can be found in [27–31] or are easily derivable from these.
We have however decided to invert the partial ordering with respect to the one used by Solin and von Wright. Their order
is more convenient when axiomatising predicate transformers, but ours is more in line with the standard KA notation; in
particular, this has the effect that the embeddedKADmentioned above keeps its traditional operators after the embedding.
Section 3 presents new results about the structure ofDRAet, such as the fact that the “bottompart” of the lattice of aDRAet
D is aKAD DK with divergence and the fact that every element x of D can be written as x = a + t, where a, t ∈ DK and t
is a test. It is proved there that everyDRAwith enabledness (DRAe) is also aDRAet. In addition, there is an example of a
KADwhere divergence cannot be defined (no such example is to be found in the literature onKAD). Section 4 describes the
algebra of ordered pairs and proves the results mentioned in the previous paragraph; it also contains an example conveying
the intuition behind the formal results. Section 5 discusses prospects for further research.
2. Definition of Demonic Refinement Algebra with Enabledness and Termination
We begin with the definition of Demonic Refinement Algebra [30,31].
Definition1. Ademonic refinementalgebra (DRA) is a structure (D,+, ·, ∗, ω, 0, 1) satisfying the followingaxiomsandrules,
where · is omitted, as is usually done (i.e., wewrite xy instead of x·y), andwhere the order≤ is definedby x ≤ y def⇔ x+y = y.
The operators ∗ and ω bind equally; they are followed by · and then+.
(a) x+(y+z) = (x+y)+z
(b) x + y = y + x
(c) x + 0 = x
(d) x + x = x
(e) x(yz) = (xy)z
(f) 1x = x = x1
(g) 0x = 0
(h) x(y + z) = xy + xz
(i) (x + y)z = xz + yz
(j) x∗ = xx∗ + 1
(k) xz + y ≤ z ⇒ x∗y ≤ z
(l) zx + y ≤ z ⇒ yx∗ ≤ z
(m) xω = xxω + 1
(n) z ≤ xz + y ⇒ z ≤ xωy
(o) xω = x∗ + xω0
It follows from the axioms that≤ is a partial order and that x∗ and xω are the least and greatest fixed points, respectively,
of (λz |: xz + 1). All operators are isotone with respect to≤.
Let
 def= 1ω. (1)
One can show
x ≤ , (2)
x = , (3)
for all x ∈ D. Hence, is the top element and a left zero for composition. Other consequences of the axioms are the unfolding
(4), sliding (5), denesting (6) and other laws that follow.
x∗ = x∗x + 1 xω = xωx + 1 (4)
x(yx)∗ = (xy)∗x x(yx)ω = (xy)ωx (5)
(x + y)∗ = x∗(yx∗)∗ (x + y)ω = xω(yxω)ω (6)
(x)∗ = x + 1 (x)ω = x + 1 (7)
(x0)∗ = x0 + 1 (x0)ω = x0 + 1 (8)
x∗y = xx∗y + y yx∗ = yxx∗ + y (9)
The proof of (4)–(6) is given in [29]. Properties (7) and (8) simply follow from Definition 1(j,m,g) and (3), and Properties
(9) from Definition 1(h,i,f,j)K.
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Fig. 1. The 25 positively conjunctive predicate transformers on the set {•, ◦}.
An element t ∈ D that has a complement¬t satisfying
t¬t = ¬tt = 0 and t + ¬t = 1 (10)
is called a guard. It is easy to show that a guard has a unique complement and, since t is the complement of¬t,¬t is also a
guard. LetDG be the set of guards ofD. Then (DG,+, ·,¬, 0, 1) is a Boolean algebra and it is amaximal one, since every t that
has a complement satisfying (10) is in DG . Properties of guards are similar to those of tests in KAT and KAD. The negation
operator ¬ binds tighter than any binary operator; in case of conflict with unary operators, parentheses will be used to
remove the ambiguity. In the proofs, transformations that use Boolean algebra are simply justified by “BA”, rather than
referring to a specific Boolean law. The laws that are used include (10), double negation ¬¬t = t, commutativity st = ts,
left and right zero 0t = t0 = 0, De Morgan’s laws¬(s+ t) = ¬s¬t and¬(st) = ¬s+¬t, absorption s+¬st = s+ t and
contrapositivity s ≤ t ⇔ ¬t ≤ ¬s.
Every guard t has a corresponding assertion t◦ defined by
t◦ def= ¬t + 1. (11)
Guards and assertions are dually order-isomorphic: s ≤ t ⇔ t◦ ≤ s◦ for all guards s and t. Hence, assertions form a Boolean
algebra too. Choice and composition of assertions give the same result: s◦ + t◦ = s◦t◦. Thus assertions have a weaker
expressive power than guards. Moreover, guards cannot be defined in terms of assertions, although the latter are defined in
terms of guards [30,31]. Wewill see in Section 3 that it becomes possible after the introduction of the enabledness operator.
It is also possible in daRA and daRAn [26,29].
Example 2. We illustrate the previous concepts with the algebra of the 25 conjunctive predicate transformers on the
set {•, ◦}. In the tables of Figure 1, ∅ is the empty set and •, ◦ and •◦ abbreviate {•}, {◦} and {•, ◦}, respectively. The
header of each table lists the four possible subsets of {•, ◦}. The other lines define the predicate transformers. For instance,
f4(∅) = f4({◦}) = ∅ and f4({•}) = f4({•◦}) = {◦}. Choice is defined by (fi + fj)(x) = fi(x) ∩ fj(x) and composition by
(fifj)(x) = fi(fj(x)), for all 1 ≤ i, j ≤ 25. The , 1 and 0 transformers are f1, f18 and f25, respectively. The fi are conjunctive
because f (x∩ y) = f (x)∩ f (y), for all f , x, y. Some, like f1, are not universally conjunctive, because f1({•, ◦}) = {•, ◦} (note
that {•, ◦} is the empty intersection of subsets of {•, ◦}). This is why the predicate transformers are said to be positively
conjunctive. The four assertions are indicated by A and the four guards by G. One can check that guards f21 and f24 are
complementary, since, for all x,
(f21 + f24)(x) = f21(x) ∩ f24(x) = x = f18(x)
and
(f21f24)(x) = f21(f24(x)) = {•, ◦} = f25(x) = (f24f21)(x).
The wp-semantics of programs assigns the following meaning to predicate transformers [14]. Let P be a program whose
semantics is f . For a given set of states S, the set f (S) contains the states from which
1. P is guaranteed to terminate and
2. P cannot terminate in a state outside of S.
To simplify the wording, let us consider that the transformers are programs, rather than a representation of programs. Then
f22({•, ◦}) = {•, ◦} means that f22 always terminates. We also see that f22 is a so-called miraculous program: because
f22(∅) = {◦}, it terminates from state ◦, but it terminates in no state. Thus f22 may be viewed as a blocked, disabled program
(it is disabled in state ◦). Now consider f1; because f1({•, ◦}) = ∅, f1 never terminates.
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The inversion of the ordering mentioned in the last paragraph of the introduction is reflected in this example by having
 and 0 correspond to the inclusion-wise least and largest predicate transformers, respectively. More precisely, f ≤ g iff
f (x) ⊇ g(x), for all x.
In the sequel, the symbols p, q, r, s, t, possibly subscripted, denote guards or assertions (which onewill be clear from the
context). The sets of guards and assertions of aDRA D are denoted by DG and DA, respectively.
Next,we introduce the enabledness and terminationoperators [27–29]. Thedefinitionbelow is in fact that of [29], because
the isolation axiom (Definition 1(o) above) and axioms (15) and (19) below are not included in [27,28]. The binding power
of the enabledness and termination operators is larger than that of any binary operator; parentheses will be used to avoid
ambiguities in the presence of other unary operators.
Definition 3. A demonic refinement algebra with enabledness (DRAe) is a structure (D,+, ·, ∗, ω,  , 0, 1) such that
(D,+, ·, ∗, ω, 0, 1) is a DRA and the enabledness operator  : D → DG (mapping elements to guards) satisfies the fol-
lowing axioms, where t is a guard.
xx = x (12)
(tx) ≤ t (13)
(xy) = (xy) (14)
x = x (15)
A demonic refinement algebra with enabledness and termination (DRAet) is a structure (D,+, ·, ∗, ω, ,  , 0, 1) such that
(D,+, ·, ∗, ω, , 0, 1) is a DRAe and the termination operator  : D → DA (mapping elements to assertions) satisfies the
following axioms, where p is an assertion.
xx = x (16)
p ≤ (px) (17)
(xy) = (xy) (18)
x0= x0 (19)
Example 4. Equations (12) and (16) show that x and x are left preservers of x. The identity element, 1, is also a left preserver
of x, since 1x = x. It is in fact both the largest guard and the least assertion that preserve x. The inequality (13) forces x to
be the least left-preserving guard and (17) forces x to be the largest left-preserving assertion.
Consider the four guards of Example 2. Since f18f22 = f21f22 = f22 and f24f22 = f25f22 = f25, only f18 and f21 left preserve
f22. Because f21 ≤ f18, it is the least left-preserving guard of f22 and thus f22 = f21. Both f21 and f22 are disabled in state ◦,
and f21 acts as the identity on state •, as can be seen from f21({•}) = {•, ◦} (taking into account that f21 is disabled in state◦). The predicate transformer terminology is that x skips in those states in which program x is enabled, whence the name
of the enabledness operator .
Similarly, for the four assertions, f5f4 = f18f4 = f4 and f1f4 = f7f4 = f1, and thus only f5 and f18 left preserve f4. Because
f18 ≤ f5, f5 is the largest left-preserving assertion of f4 and so f4 = f5. Note that neither f4 nor f5 terminates in state •, since
f4({•, ◦}) = f5({•, ◦}) = {◦}, and that f5 is the identity on state ◦. It is said that x skips in those states in which program x
terminates, whence the name of the termination operator  .
The intuitive meaning of enabledness and termination will become clearer in Section 4 after the introduction of the
representation of aDRA by an algebra of pairs.
The termination operator is defined by four axioms in Definition 3 in order to exhibit its similarity with the enabledness
operator. It turns out however that Axioms (16)–(18) can be dropped, because they follow from Axiom (19). It is also shown
in [29] that x0 = x0 ⇔ x = x0 + 1. Thus (16)–(19) are equivalent to x = x0 + 1 and it looks like the termination
operator might be defined by x def= x0 + 1, a possibility that is also mentioned in [27,28]. However, Solin and von Wright
remark that this is not possible unless it is known that x0+1 is an assertion; it is shown in [26,29] that x0+1 is an assertion
in daRAet. We show in Section 3 that this is the case inDRAe too.
The following equalities, where t is a guard, are laws of enabledness and guards. The proof of (20)–(22) is given in [27–29].
The other ones are easily derivable from these and the axioms, using the fact that guards form a Boolean algebra.
t = t (20)
 = 1 (21)
(x + y) = x + y (22)
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(tx) = tx (23)
¬xx = 0 (24)
x = 0⇔ x = 0 (25)
¬(xt)x = ¬(xt)x¬t (26)
(x) = x (27)
(t) = t (28)
(x + t)0 = x (29)
Another law that will be used repeatedly is
¬(s + t)(x + y) = ¬(s + t)(¬sx + y). (30)
It follows from BA and Definition 1(h):
¬(s + t)(x + y) = ¬s¬t(x + y) = ¬t(¬sx + ¬sy) = ¬t(¬s¬sx + ¬sy) = ¬s¬t(¬sx + y) = ¬(s + t)(¬sx + y).
Variants are of course possible, due to the commutativity of+.
In addition, both enabledness and termination are isotone. The first three axioms of enabledness, (12)–(14), are exactly
the axioms of the domain operator in KAD.
3. Structure of Demonic Refinement Algebras with Enabledness and Termination
This section contains new results aboutDRAe andDRAet. It is first shown that inDRAe, guards can be defined in terms
of assertions and that the termination operator can be explicitly defined rather than being implicitly defined by Axioms
(16)–(19). This means that every DRAe is also a DRAet, so that the two concepts are equivalent. After introducing KAD
and the divergence operator, we show that everyDRAe D contains an embedded KAD DK with divergence and that every
element of D can be decomposed into its terminating and nonterminating parts, both essentially expressed by means of DK .
Proposition 5. Let D be aDRAe and  : DA → DG be the function defined by
p def= ¬(p0). (31)
Then, for any assertion p and guard t,
(a) p is a guard with complement (p0),
(b) t◦ = t,
(c) p◦ = p. Combined with the previous item, this says that ◦ and  are dual bijections between guards and assertions.
Proof
(a) That p is a guard follows from the fact that x is a guard for any x. Its complement is obviously (p0).
(b) t◦
= 〈 (31) 〉
¬(t◦0)
= 〈 (11) 〉
¬((¬t + 1)0)
= 〈 (29) 〉
¬(¬t)
= 〈 (28) & BA of guards 〉
t
(c) Since p is an assertion, p = s◦ for someguard s, by (11). Then, using part b of this proposition, p◦ = s◦◦ = s◦ = p. 
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Now let the operators¬ : DA → DA and  : DA × DA → DA be defined by
¬ p def= (¬(p))◦ and (32)
p  q def= ¬ (¬ p + ¬ q), (33)
for any assertions p and q. These two operators satisfy
¬ p= ¬(p0) + 1 and (34)
p  q= (p0)(q0) + 1, (35)
as the following derivations show.
1. Proof of (34).
¬ p
= 〈 (32) 〉
(¬(p))◦
= 〈 (31) & BA of guards 〉
((p0))◦
= 〈 (11) 〉
¬(p0) + 1
2. Proof of (35).
p  q
= 〈 (33) 〉
¬ (¬ p + ¬ q)
= 〈 (34) 〉
¬((¬ p + ¬ q)0) + 1
= 〈 (34) 〉
¬((¬(p0) + 1 + ¬(q0) + 1)0) + 1
= 〈 Definition 1(i) & (29) 〉
¬(¬(p0) + ¬(q0)) + 1
= 〈 (22) 〉
¬((¬(p0)) + (¬(q0))) + 1
= 〈 (28) 〉
¬(¬(p0) + ¬(q0)) + 1
= 〈 BA of guards 〉
(p0)(q0) + 1 
The following proposition shows that¬ and  are respectively the negation and meet of assertions. It also describes the
dual order-isomorphism between the BA of guards and the BA of assertions; this is of course consistent with the remark
made in the previous section.
Proposition 6. For a givenDRAe, the structures
(DG,+, ·,¬, 0, 1) and (DA,,+,¬ ,, 1)
are isomorphic Boolean algebras, with the isomorphism given either by ◦ or .
Proof. DG is aBA [30,31]. Proposition 5 shows that ◦ is a bijective function fromDG toDA and the equations 1◦ = 1, 0◦ = ,
(¬t)◦ = ¬ (t◦), (st)◦ = s◦ + t◦ and (s + t)◦ = s◦  t◦ are easily shown as follows.
1. 1◦ = 1 follows from (11), the BA of guards and Definition 1(g,c): 1◦ = ¬1 + 1 = 0 + 1 = 0 + 1 = 1.
2. 0◦ =  follows from (11), the BA of guards, Definition 1(f) and (2): 0◦ = ¬0 + 1 = 1 + 1 =  + 1 = .
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3. Using (32) and Proposition 5(b) yields¬ (t◦) = (¬(t◦))◦ = (¬t)◦.
4. (st)◦
= 〈 (11) 〉
¬(st) + 1
= 〈 BA of guards 〉
(¬s + ¬t) + 1
= 〈 Definition 1(i,d,b) 〉
¬s + 1 + ¬t + 1
= 〈 (11) 〉
s◦ + t◦
5. s◦  t◦
= 〈 (33) 〉
¬ (¬ (s◦) + ¬ (t◦))
= 〈 ¬ (t◦) = (¬t)◦ (part 3 of this proof) 〉
¬ ((¬s)◦ + (¬t)◦)
= 〈 (st)◦ = s◦ + t◦ (part 4 of this proof) 〉
¬ ((¬s¬t)◦)
= 〈 ¬ (t◦) = (¬t)◦ (part 3 of this proof) 〉
(¬(¬s¬t))◦
= 〈 BA of guards 〉
(s + t)◦ 
Since inverting the order of a Boolean algebra yields another Boolean algebra, (DA,+,,¬ , 1,) is also a Boolean
algebra and it is ordered by theDRAe ordering≤.
Lemma 7. In aDRAe, x0 + 1 is an assertion.
Proof. Using in turn Definition 1(g), (15), double negation (applicable since (x0) is a guard) and (11), we get
x0 + 1 = x0 + 1 = (x0) + 1 = ¬¬(x0) + 1 = (¬(x0))◦.
Thus, x0 + 1 is an assertion and, by Proposition 5, it uniquely corresponds to the guard¬(x0). 
This means that it is now possible to give an explicit definition of  .
Definition 8. For a givenDRAe D, the termination operator  : D → DA is defined by x def= x0 + 1.
By the results of Solin and von Wright mentioned in Section 2, the termination operator satisfies Axioms (16)–(19).
We now recall the definition ofKAD [11,12], which is essentially KAT extended with the unary  operator.
Definition 9. A Kleene Algebra with Domain (KAD) is a structure (K,+, ·, ∗, , 0, 1) satisfying all axioms ofDRAe, except
those involving ω (i.e., Definition 1(m,n,o)) and (i.e., (15)), with the additional axiom that 0 is a right zero of composition:
x0 = 0. (36)
The range of the domain operator  is a Boolean subset of K denoted by test(K) whose elements are called tests. Tests
satisfy the laws of guards in aDRAe (10).
The standard signature ofKAT andKAD includes a sort B ⊆ K of tests and a negation operator on B [11,12,19]. We have
chosen not to include them here in order to have a signature close to that ofDRAe. InKAT, B can be any Boolean subset of
K , but inKAD, the domain operator forces B to be themaximal Boolean subset of elements below 1 [12]. Thus, the definition
of tests inKAD given above imposes the same constraints as that of guards inDRA given in Section 2.
A somewhat cleaner way to define KAD is given in [10]. The signature becomes (K,+, ·, ∗, a, 0, 1), where the unary
antidomain operator a satisfies the axioms
a(x)x = 0, a(xy) ≤ a(xa2(y)) and a2(x) + a(x) = 1. (37)
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It turns out that these three axioms are enough to make the range of a a Boolean algebra. The antidomain operator acts as
the negation of domain, and a domain operator can naturally be defined by
x = a2(x). (38)
One nice thing about this axiomatisation is that no subsort of tests has to be given beforehand (it arises as the range of a) and
there is no partial operator like¬ inKAT orKAD as defined in Definition 9. It is shown in [10] that the two axiomatisations
yield exactly the same theorems.
The good news is that the axiomatisation based on antidomain is stable and robust enough to be applicable without any
change to some variants of Kleene algebra, including in particular DRA [9]. This means that DRAe can be defined from
DRA by axiomatising the enabledness operator in the same way that domain is axiomatised by (37) and (38). Although we
believe this new axiomatisation is better than that given in Section 2, we have decided to present the results of this paper
using the latter, because it is the original one that is found in the literature and because it does not change the derivation of
the results in significant ways.
When using the laws ofDRAe to justify a transformation forKAD (due to Definition 9), we add a suffixK. For instance,
we write “Definition 1(g)K” and “(13)K” instead of “Definition 1(g)” and “(13)”.
The domain operator satisfies the following inductive law (as does the enabledness operator ofDRAe) [12]:
(xt) + s ≤ t ⇒ (x∗s) ≤ t. (39)
In a given KAD K , the greatest fixed point (νt | t ∈ test(K) : (xt)) may or may not exist. This fixed point plays an
important rôle in the sequel. We will denote it byx and axiomatise it by
x ≤ (xx), (40)
t ≤ (xt) ⇒ t ≤ x. (41)
x is called the divergence of x [13] and this test is interpreted as the set of states from which nontermination is possible.
The negation ofx corresponds to what is known as the halting predicate in themodalμ-calculus [16]. The operatorbinds
stronger than any binary operator but weaker than any unary operator. Among the properties of divergence, we note
x = (xx), (42)
xx = xxx, (43)
¬xx = ¬xx¬x, (44)
(tx) ≤ t, (45)
x ≤ y ⇒x ≤ y. (46)
The following proposition gives an example that proves the above assertion that divergence need not exist in an arbitrary
KAD (no such example is to be found in the literature onKAD).
Proposition 10. There is aKAD K where (νt | t ∈ test(K) : (xt)) does not exist for some x ∈ K and thus is not defined.
Proof. Let E and O be the set of even and odd natural numbers, respectively. Consider the following relation on the set of
natural numbersN:
G
def= {(m, n) | (m, n ∈ O ∧ m ≤ n) ∨ (m, n ∈ E ∧ m > n)} ∪ (O × E)
(G is the transitive closure of the relation partially displayed in Figure 2).
Now let I be the identity relation onN, and G and F be the sets of relations
F def= {t | t ⊆ I and t is finite or cofinite} and G def= {G} ∪ F.
Note that I ∈ F , since I is cofinite. Finally, let R be the set of relations generated from G by closing it under finite unions
(∪), standard relational composition (;), standard relational transitive closure (∗) and domain (), where R def= {(m,m) |
(∃n |: (m, n) ∈ R)} for any relation R ∈ R. Then (R,∪, ;, ∗, ,∅, I) satisfies all the laws ofKAD, except possibly those that
concern the structure of tests (the range of ). This is obvious, since all operations have their standard concrete relational
interpretation. For that reason, some of the following transformations invoke the laws of KAD. We will see below that the
range of  is indeed a BA.
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Fig. 2. The relation G of Proposition 10 is the transitive closure of this relation.
We first show that for every relation R ∈ R, there are natural numbers n ∈ N, ni ∈ N and subidentities si ∈ F , ti,j ∈ F
with 0 ≤ i < n and 0 ≤ j < ni such that R can be written as
R = (⋃i | 0 ≤ i < n : si(;j | 0 ≤ j < ni : Gti,j)). (47)
The proof is by induction over the structure of expressions.
1. Base case for G: G = IGI = (⋃i | 0 ≤ i < 1 : IGI) = (⋃i | 0 ≤ i < 1 : I(;j | 0 ≤ j < 1 : GI)).
2. Base case for t ∈ F: t = tI = (⋃i | 0 ≤ i < 1 : tI) = (⋃i | 0 ≤ i < 1 : t(;j | 0 ≤ j < 0 : GI)).
3. Induction case P ∪ Q : If P and Q have the form of R in (47), then obviously P ∪ Q also has this form.
4. Induction case P;Q : Let P and Q have the form of R in (47). More precisely,
P = (⋃i | 0 ≤ i < m : pi(;k | 0 ≤ k < mi : Gqi,k)),
Q = (⋃j | 0 ≤ j < n : rj(;k | 0 ≤ k < nj : Gsj,k)).
Then
PQ
= (⋃i | 0 ≤ i < m : pi(;k | 0 ≤ k < mi : Gqi,k)) (⋃j | 0 ≤ j < n : rj(;k | 0 ≤ k < nj : Gsj,k))
= 〈 Definition 1(h,i)K 〉
(
⋃
i, j | 0 ≤ i < m ∧ 0 ≤ j < n : pi(;k | 0 ≤ k < mi : Gqi,k)rj(;k | 0 ≤ k < nj : Gsj,k))
= 〈 Define ti+jm def=
⎧⎨
⎩
pi ifmi > 0
pirj ifmi = 0
and ui+jm,k def=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
qi,k ifmi > 0 and 0 ≤ k < mi − 1
qi,krj ifmi > 0 and k = mi − 1
sj,k−mi ifmi ≤ k < mi + nj
〉
(
⋃
i, j | 0 ≤ i < m ∧ 0 ≤ j < n : ti+jm(;k | 0 ≤ k < mi + nj : Gui+jm,k))
= 〈 Let x, y ∈ N and let rem(x, y) and x/y respectively denote the remainder and the result of the
integer division of x by y. Note that rem(i + jm,m) = i and (i + jm)/m = j when i < m. The
transformation is obtained by changing the index l := i + jm.
Define hl
def= mrem(l,m) + nl/m, tl def=
⎧⎨
⎩
prem(l,m) ifmrem(l,m) > 0
prem(l,m)rl/m ifmrem(l,m) = 0
and ul,k
def=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
qrem(l,m),k ifmrem(l,m) > 0 and 0 ≤ k < mrem(l,m) − 1
qrem(l,m),krl/m ifmrem(l,m) > 0 and k = mrem(l,m) − 1
sl/m,k−mrem(l,m) ifmrem(l,m) ≤ k < mrem(l,m) + nl/m
〉
(
⋃
l | 0 ≤ l < mn : tl(;k | 0 ≤ k < hl : Gul,k)),
so that PQ has the appropriate form (using the comments made in the last transformation to relate it to the form of P
and Q ).
5. Induction case R∗: Assume (47). We first show Rn+1 ⊆ (⋃k | 0 ≤ k ≤ n : Rk). Since R is a finite union of n terms of
the form si(;j | 0 ≤ j < ni : Gti,j), Rn+1 is a finite union of nn+1 terms, each one being the product of n + 1 terms
selected from the n terms of R. This means that in each term of Rn+1, at least one term of R is repeated. Hence, a term
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of Rn+1 has the form
P
def= Q1sk(;l | 0 ≤ l < nk : Gtk,l)Q2sk(;l | 0 ≤ l < nk : Gtk,l)Q3,
where Q1,Q2 and Q3 are products of terms of R. We consider two cases.
(a) Case nk = 0: Then P = Q1skQ2skQ3 ⊆ Q1skQ2Q3 = Q1sk(;l | 0 ≤ l < nk : Gtk,l)Q2Q3, so that P is included in a
term of Rn, since one term of R, namely sk(;l | 0 ≤ l < nk : Gtk,l), has disappeared.
(b) Case nk > 0:
P
= Q1sk(;l | 0 ≤ l < nk : Gtk,l)Q2sk(;l | 0 ≤ l < nk : Gtk,l)Q3
= Q1sk(;l | 0 ≤ l < nk − 1 : Gtk,l)Gtk,nk−1Q2sk(;l | 0 ≤ l < nk − 1 : Gtk,l)Gtk,nk−1Q3
⊆ 〈 Because G is transitive and each si and ti,j in (47) is included in I, sk(;l | 0 ≤ l < nk −1 : Gtk,l) ⊆
G∗ and, for the same reason, Q2 ⊆ G∗. 〉
Q1sk(;l | 0 ≤ l < nk − 1 : Gtk,l)GG∗G∗Gtk,nk−1Q3
⊆ 〈 G is transitive 〉
Q1sk(;l | 0 ≤ l < nk − 1 : Gtk,l)Gtk,nk−1Q3
= Q1sk(;l | 0 ≤ l < nk : Gtk,l)Q3.
The last termbeing the product of a strictly smaller number of terms than in the expression above for P, P is included
in Rm for somem ≤ n.
Hence, each term of Rn+1 is included in (⋃k | 0 ≤ k ≤ n : Rk), so Rn+1 ⊆ (⋃k | 0 ≤ k ≤ n : Rk). But this implies
R∗ = (⋃k | 0 ≤ k ≤ n : Rk). Thus R∗ is a finite union of finite products of the form (47). The result then follows from
the induction cases 3 and 4.
6. Induction case R: We show that R is a finite or cofinite relation t ∈ F and thus can be written as (⋃i | 0 ≤ i < 1 :
t(;j | 0 ≤ j < 0 : GI)), as for base case 2. By the induction hypothesis (47) and (22)K,
R = (⋃i | 0 ≤ i < n : si(;j | 0 ≤ j < ni : Gti,j)) = (⋃i | 0 ≤ i < n : (si(;j | 0 ≤ j < ni : Gti,j))).
Since the finite union of finite and/or cofinite sets is a finite or cofinite set, it suffices to show (si(;j | 0 ≤ j < ni :
Gti,j)) ∈ F , for all i, j. Because by (23)K (tQ) = tQ for any t ⊆ I,
(si(;j | 0 ≤ j < ni : Gti,j)) = si(;j | 0 ≤ j < ni : Gti,j).
Since the finite product of finite and/or cofinite subidentities is finite or cofinite (just like the finite intersection of
finite and/or cofinite sets), it suffices to prove (;j | 0 ≤ j < ni : Gti,j) ∈ F . We proceed by induction on ni.
(a) Base case ni = 0: (;j | 0 ≤ j < 0 : Gti,j) = I is cofinite.
(b) Induction case ni > 0: Assume (;j | 1 ≤ j < ni : Gti,j) ∈ F (i.e., we assume finiteness or cofiniteness for the
domain of the product of ni − 1 factors Gti,j).
(;j | 0 ≤ j < ni : Gti,j)
= (Gti,0(;j | 1 ≤ j < ni : Gti,j))
= 〈 (14)K 〉
(Gti,0(;j | 1 ≤ j < ni : Gti,j))
Let t
def= ti,0(;j | 1 ≤ j < ni : Gti,j). By the induction hypothesis, (;j | 1 ≤ j < ni : Gti,j) ∈ F . By definition,
ti,0 ∈ F . Hence t ∈ F and all that remains to prove is (Gt) ∈ F . We proceed by cases.
i. Case 1: There is an n ∈ E such that (n, n) ∈ t. By definition of G, this implies that (Gt) contains all (k, k)with
k ∈ O and all those with k ∈ E such that k > n, that is, all (k, k) but a finite number, so (Gt) is cofinite.
ii. Case 2: There is no n ∈ E such that (n, n) ∈ t, so that t cannot be cofinite and thus must be finite. Since in
addition each k ∈ O has a finite number of predecessors by G, (Gt) is finite.
The induction case for  shows that the range of  is F , and this is a BA. 1 Thus, (R,∪, ;, ∗,  ,∅, I) is a KAD and
test(R) = F .
1 The range of  includes all finite or cofinite subidentities, since t = t for t ∈ F .
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Let IO
def= {(n, n) | n ∈ O}. By definition of G, t ⊆ (Gt) iff t ⊆ IO (t must not contain any pair (n, n) with n ∈ E).
Consequently,
(νt | t ∈ test(R) : (Gt)) = (⋃t | t ∈ test(R) ∧ t ⊆ (Gt) : t) = (⋃t | t ∈ test(R) ∧ t ⊆ IO : t) = IO.
Since IO = (GIO), IO is indeed the greatest fixed point of (λt | t ∈ test(R) : (Gt)) and O is the maximal set of points from
which there is an infinite path by G. But IO is neither finite nor cofinite, so that IO /∈ R and thusG is not defined. 
If in Proposition 10 we had used relation
G′ def= {(m, n) | (m, n ∈ O ∧ m < n) ∨ (m, n ∈ E ∧ m > n)} ∪ (O × E)
instead of G (this removes the loops on odd numbers in Figure 2), we could have shown everything that is in the proposition,
except for the last paragraph. There is a single test t ∈ F that satisfies t ⊆ (G′t), namely ∅, so that
(νt | t ∈ test(R) : (G′t)) = (⋃t | t ∈ test(R) ∧ t ⊆ (G′t) : t) = ∅.
Hence,G′ = ∅, even though there is an infinite path in G′. But it cannot even be approximated by tests larger than ∅.
Note that divergence may exist even if the test algebra is not complete. For instance, take R to be the set of finite or
cofinite subsets of the identity relation on the natural numbers. With the standard relational operators as in Proposition 10,
(R,∪, ;, ∗, ,∅, I) is aKADwhere the set of tests isR itself (it is the maximalBA of relations below the identity).R is not
a complete BA, but it is readily checked thatx = x for every x ∈ R.
Proposition 11. In aKAD K wherex is defined, (x∗s) + x is a fixed point of f (t) def= (xt) + s and
t ≤ (xt) + s ⇒ t ≤ (x∗s) + x, (48)
that is, (x∗s) + x is the greatest fixed point of f .
The proof of this proposition is given in [13].
In the sequel, we denote by DK the following set of elements of aDRAe D:
DK
def= {x ∈ D | x0 = 0}. (49)
Theorem 12. Let D be a DRAe. Then (DK ,+, ·, ∗, , 0, 1) is a KAD in which x exists for all x. In addition, the set of tests of
DK is the set of guards DG and
x = (xω0), (50)
x = 0 ∧ z ≤ xz + y ⇒ z ≤ x∗y. (51)
Proof
1. The elements of DK satisfy all axioms ofKAD, including (36). All we need to prove in order to show that DK is aKAD
is that it is closed under the operations of KAD. First, DK contains all guards, including 1 and 0, since t0 ≤ 10 = 0
for any guard t. Thus, guards are the tests of DK and form a BAwith the operations +, · and ¬. This implies x ∈ DK
for all x, since x is a guard. Finally, for the remaining operations, we have the following, where x0 = 0 and y0 = 0
are assumed, due to (49):
• (x + y)0 = x0 + y0 = 0 by Definition 1(i,c);
• xy0 = x0 = 0;
• x∗0 ≤ 0 ⇐ x0 + 0 ≤ 0 ⇐ true by Definition 1(k,d).
2. Proof of (50). We show that (xω0) satisfies the axioms ofx ((40) and (41)).
(a) (x(xω0))
= 〈 (14) 〉
(xxω0)
= 〈 Definition 1(i,f,c) 〉
((xxω + 1)0)
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= 〈 Definition 1(m) 〉
(xω0)
(b) t ≤ (xt)
⇒ 〈 Isotony 〉
t ≤ (xt)
⇔ 〈 (15) & Definition 1(c) 〉
t ≤ xt + 0
⇒ 〈 Definition 1(n) 〉
t ≤ xω0
⇒ 〈 t = t1 ≤ t 〉
t ≤ xω0
⇒ 〈 Isotony of  〉
t ≤ (xω0)
⇔ 〈 (20) 〉
t ≤ (xω0)
Thus,x exists in D; since (xω0) ∈ DK (because it is a guard),x also exists in DK .
3. Proof of (51).
x = 0 ∧ z ≤ xz + y
⇒ 〈 Definition 1(n) 〉
x = 0 ∧ z ≤ xωy
⇔ 〈 Definition 1(o,i,g) 〉
x = 0 ∧ z ≤ x∗y + xω0
⇒ 〈 (50) & (25) & Definition 1(c) 〉
z ≤ x∗y 
Theorem 13. Let D be aDRAe. Then
(x0)x = (x0) = x0, (52)
x = ¬(x0)x + (x0), (53)
x = ¬(x0)x + x0. (54)
Every x ∈ D can be written as x = a + t, where t is a guard in D (hence in DK), a ∈ DK and ta = 0.
Proof
1. Proof of (52). The refinement (x0)x ≤ (x0) follows from x ≤ . The other refinement and the equality follow
from (15), Definition 1(g), (12) and 0 ≤ 1: (x0) = x0 = x0 = (x0)x0 ≤ (x0)x.
2. Proof of (53). This follows from the BA of guards, Definition 1(i) and (52):
x = (¬(x0) + (x0))x = ¬(x0)x + (x0)x = ¬(x0)x + (x0).
3. Proof of (54). This follows from (53) and (52).
Because¬(x0)x0 = 0by (24),¬(x0)x ∈ DK by (49). Thus, by (53), x = a+t,witha def= ¬(x0)x ∈ DK and t def= (x0) ∈ DK
satisfying ta = 0 by BA and Definition 1(g). 
In (54),¬(x0)x is thefinite or terminating part of x and x0 (which is equal to(x0)by (53)) is its infinite or nonterminating
part [22]. The possibility offered by (53) to write any element of D as a+ twith a, t ∈ DK and ta = 0 means that both the
terminating part a and the nonterminating part t are essentially described by the elements a and t of theKAD DK . Under
this form, we already foresee the algebra of ordered pairs (a, t) of Section 4.
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Another part of theDRAe structure worth mentioning is the set
DD
def= {x ∈ D | x = }. (55)
This set contains all the assertions, since for any guard t, t◦ = (¬t + 1) = , by (11). Its elements are the total or
nonmiraculous elements and they satisfy x = 1. As already remarked in [17], the substructure DD of D is a Demonic Algebra
with Domain (DAD) in the sense of [4,5,7,8]. The set DD is the image of DK by the transformation
φ(x)
def= x + ¬x. (56)
Now let ψ(x) = ¬(x0)x, where x ∈ DD. It is easy to prove that ψ is the inverse of φ. The following properties can
then be derived. In these, x, y, t ∈ DK and t is a guard. The notation for the demonic operators is that of [4,5,7,8] (in the
definition of demonic negation, the “¬” at the left of def= is demonic negation, while the one at the right is DRA negation).
The demonic operators ofDAD are concerned only with the terminating part of the elements of DD. For each operator, the
def= transformation is obtained by calculating the image inDD of x and y, usingφ. An operation ofD is then applied and, finally,
the terminating part of the result is kept, using ψ . The final expression given for each operator is exactly the expression
defining KAD-based demonic operators in [4,5,7,8].
1. Demonic join: x unionsq y def= ψ(φ(x) + φ(y)) = xy(x + y).
2. Demonic composition: x y
def= ψ(φ(x)φ(y)) = ¬(x¬y)xy.
3. Demonic star: x× def= ψ((φ(x))∗) = x∗ x.
4. Demonic negation:¬t def= ψ(¬ (φ(t))) = ¬t.
5. Demonic domain: x def= ψ((φ(x))) = x.
The proof of these assertions follows.
1. Proof of ψ(φ(x) + φ(y)) = xy(x + y).
ψ(φ(x) + φ(y))
= ψ(x + ¬x + y + ¬y)
= ¬((x + ¬x + y + ¬y)0)(x + ¬x + y + ¬y)
= 〈 Definition 1(i,c) & (3) & x, y ∈ DK & (49) 〉
¬(¬x + ¬y)(x + ¬x + y + ¬y)
= 〈 (22) & (28) 〉
¬(¬x + ¬y)(x + ¬x + y + ¬y)
= 〈 BA 〉
xy(x + ¬x + y + ¬y)
= 〈 Definition 1(h,g) & BA (in particular xy¬x = yx¬x = y0 = 0) 〉
xy(x + y)
2. Proof of ψ(φ(x)φ(y)) = ¬(x¬y)xy.
ψ(φ(x)φ(y))
= ψ((x + ¬x)(y + ¬y))
= 〈 Definition 1(h,i) & (3) 〉
ψ(xy + x¬y + ¬x)
= ¬((xy + x¬y + ¬x)0)(xy + x¬y + ¬x)
= 〈 Definition 1(i,c) & (3) & x, y ∈ DK & (49) 〉
¬(x¬y + ¬x)(xy + x¬y + ¬x)
= 〈 (22) & (27) & (28) 〉
¬((x¬y) + ¬x)(xy + x¬y + ¬x)
= 〈 BA 〉
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¬(x¬y)x(xy + x¬y + ¬x)
= 〈 Definition 1(h,g,c) & (12) & BA & (24) 〉
¬(x¬y)xy
3. Proof of ψ((φ(x))∗) = x∗ x.
ψ((φ(x))∗)
= ψ((x + ¬x)∗)
= 〈 (6) 〉
ψ(x∗(¬xx∗)∗)
= 〈 (3) & (7) 〉
ψ(x∗(¬x + 1))
= ¬(x∗(¬x + 1)0)x∗(¬x + 1)
= 〈 (29) 〉
¬(x∗¬x)x∗(¬x + 1)
= 〈 (27) 〉
¬(x∗¬x)x∗(¬x + 1)
= 〈 (26) & BA 〉
¬(x∗¬x)x∗x(¬x + 1)
= 〈 Definition 1(h,g,c) & BA 〉
¬(x∗¬x)x∗x
= 〈 Part 2 of this proof & (20) 〉
x∗ x
4. Proof of ψ(¬ (φ(t))) = ¬t.
ψ(¬ (φ(t)))
= 〈 (20) 〉
ψ(¬ (t + ¬t))
= 〈 (34) & t + ¬t is an assertion since t◦ = ¬t + 1 = ¬t + ¬t1 + t = ¬t + t by (11), BA,
Definition 1(f) and isotony. Hence¬ can be applied to it 〉
ψ(¬((t + ¬t)0) + 1)
= 〈 (29) 〉
ψ(¬(¬t) + 1)
= 〈 (28) & BA 〉
ψ(t + 1)
= ¬((t + 1)0)(t + 1)
= 〈 (29) 〉
¬(t)(t + 1)
= 〈 Definition 1(h,f,c) & (24) 〉
¬(t)
= 〈 (28) 〉
¬t
5. Proof of ψ((φ(x))) = x.
ψ((φ(x)))
= ψ((x + ¬x))
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= 〈 Definition 8 〉
ψ((x + ¬x)0 + 1)
= 〈 Definition 1(i,c) & (3) & x ∈ DK & (49) 〉
ψ(¬x + 1)
= ¬((¬x + 1)0)(¬x + 1)
= 〈 (29) 〉
¬(¬x)(¬x + 1)
= 〈 Definition 1(h,f,c) & (24) 〉
¬(¬x)
= 〈 (28) & BA 〉
x 
Demonic join induces a refinement ordering : for x, y ∈ DK , x  y ⇔ x unionsq y = y. Using the definition of unionsq and the fact
that ψ and φ are each other’s inverse, we see thaton DK corresponds to≤ on DD:
x  y ⇔ xunionsq y=y ⇔ ψ(φ(x)+φ(y)) = y ⇔ φ(ψ(φ(x)+φ(y)))=φ(y) ⇔ φ(x)+φ(y) = φ(y) ⇔ φ(x) ≤ φ(y).
This means that theKAD DK with the refinementand the demonic operators is a (KAD-based)DAD that is isomorphic
to theDAD DD.
However, unlike what is shown forKAD in Theorem 16 below, not everyDAD can be embedded in aDRA, because not
everyDAD is the image of aKAD. It is shown in [5,8] that some DADs contain so-called nondecomposable elements, but in
DD, all elements are decomposable.
4. A Demonic Refinement Algebra of Pairs
This section contains the main theorem of the paper (Theorem 16), about the isomorphism between any DRAe and an
algebra of ordered pairs. We first define this algebra of pairs, show that it is aDRAe and then prove Theorem 16. At the end
of the section, Example 17 provides a semantically intuitive understanding of the results of the paper.
Definition 14. Let K be aKAD such that
 is defined and x = 0 ∧ z ≤ xz + y ⇒ z ≤ x∗y. (57)
Define the set of ordered pairs P by
P
def= {(x, t) | x ∈ K ∧ t ∈ test(K) ∧ tx = 0}.
We define the following operations on P.
1. (x, s) ⊕ (y, t) def= (¬(s + t)(x + y), s + t)
2. (x, s)  (y, t) def= (¬(xt)xy, s + (xt))
3. (x, t) def= (¬(x∗t)x∗, (x∗t))
4. (x, t)ω˜
def= (¬(x∗t)¬xx∗, (x∗t) + x)
5. (x, t) def= (x + t, 0)
It is easy to verify that the result of eachoperation is a pair of P. The condition onpairs canbe expressed inmany equivalent
ways
tx = 0 ⇔ t ≤ ¬x ⇔ x ≤ ¬t ⇔ ¬tx = x ⇔ ¬tx = x, (58)
by (25)K, (23)K, (12)K and Boolean algebra. The programming interpretation of a pair (x, t) is that t denotes the set of states
from which nontermination is possible, while x denotes the terminating computations.
If K were a complete lattice (in particular, if K were finite), only the existence ofxwould be needed to get all of (57) [1].
We do not know if this is the case for an arbitrary KAD, but the appendix presents some results that may help find the
answer. Note that DK satisfies (57), by Theorem 12.
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Theorem 15. The algebra (P,⊕,,, ω˜, , (0, 0), (1, 0)) is aDRAe. Moreover,
(a) (x, s)  (y, t) ⇔ s ≤ t ∧ ¬tx ≤ y, where (x, s)  (y, t) def⇔ (x, s) ⊕ (y, t) = (y, t),
(b) the top element is (0, 1),
(c) guards have the form (t, 0), and ¬(t, 0) = (¬t, 0),
(d) the assertion corresponding to the guard (t, 0) is (t,¬t),
(e) ¬ (t,¬t) = (¬t, t),
(f) (x, t) = (¬t, t).
Proof. In the derivations below, steps that use Definition 14 are not justified. Also, the constraint on pairs is usually not
invoked (e.g., tx = 0 for the pair (x, t)).
Verification of the axioms ofDRA (Definition 1). For the verification of the ∗ and ω axioms, we assume (x, s)  (y, t) ⇔
s ≤ t ∧ ¬tx ≤ y, which is item a of the theorem; this is shown after verifying the axioms of DRA and those
of .
(a) (x, r) ⊕ ((y, s) ⊕ (z, t))
= (x, r) ⊕ (¬(s + t)(y + z), s + t)
= (¬(r + s + t)(x + ¬(s + t)(y + z)), r + s + t)
= 〈 (30)K 〉
(¬(r + s + t)(x + y + z), r + s + t)
= 〈 Symmetric transformations 〉
((x, r) ⊕ (y, s)) ⊕ (z, t)
(b) (x, s) ⊕ (y, t) = (y, t) ⊕ (x, s) is obvious from the definition of⊕.
(c) (x, t) ⊕ (0, 0) = (¬(t + 0)(x + 0), t + 0) = (¬tx, t) = (x, t) by Definition 1(c)K and (58).
(d) (x, t) ⊕ (x, t) = (x, t) is obvious from the definition of⊕ and (58).
(e) (x, r)  ((y, s)  (z, t))
= (x, r)  (¬(yt)yz, s + (yt))
= (¬(x(s + (yt)))x¬(yt)yz, r + (x(s + (yt))))
= 〈 Definition 1(h)K & (22)K & BA 〉
(¬(xs)¬(x(yt))x¬(yt)yz, r + (xs) + (x(yt)))
= 〈 (26)K & (14)K 〉
(¬(xs)¬(xyt)xyz, r + (xs) + (xyt))
= 〈 (23)K & BA 〉
(¬(¬(xs)xyt)¬(xs)xyz, r + (xs) + (¬(xs)xyt))
= (¬(xs)xy, r + (xs))  (z, t)
= ((x, r)  (y, s))  (z, t)
(f) (x, t)  (1, 0)
= (¬(x0)x1, t + (x0))
= 〈 (36) & (20)K & BA & Definition 1(f)K 〉
(x, t)
= 〈 BA & (20)K & (58) 〉
(¬(1t)1x, 0 + (1t))
= (1, 0)  (x, t)
(g) (0, 0)  (x, t)
= (¬(0t)0x, 0 + (0t))
= 〈 Definition 1(g)K & (20)K & BA 〉
(0, 0)
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(h) (x, r)  ((y, s) ⊕ (z, t))
= (x, r)  (¬(s + t)(y + z), s + t)
= (¬(x(s + t))x¬(s + t)(y + z), r + (x(s + t)))
= 〈 (26)K & (58) 〉
(¬(x(s + t))¬rx(y + z), r + (x(s + t)))
= 〈 Definition 1(h)K & (22)K 〉
(¬((xs) + (xt))¬r(xy + xz), r + (xs) + (xt))
= 〈 (30)K & BA 〉
(¬r¬((xs) + (xt))(¬(xs)xy + ¬(xt)xz), r + (xs) + (xt))
= 〈 BA 〉
(¬(r + (xs) + r + (xt))(¬(xs)xy + ¬(xt)xz), r + (xs) + r + (xt))
= (¬(xs)xy, r + (xs)) ⊕ (¬(xt)xz, r + (xt))
= (x, r)  (y, s) ⊕ (x, r)  (z, t)
(i) ((x, r) ⊕ (y, s))  (z, t)
= (¬(r + s)(x + y), r + s)  (z, t)
= (¬(¬(r + s)(x + y)t)¬(r + s)(x + y)z, r + s + (¬(r + s)(x + y)t))
= 〈 (23)K & Definition 1(i)K & (22)K 〉
(¬(¬(r + s)((xt) + (yt)))¬(r + s)(x + y)z, r + s + ¬(r + s)((xt) + (yt)))
= 〈 BA 〉
(¬(r + s)¬((xt) + (yt))(x + y)z, r + s + (xt) + (yt))
= 〈 Definition 1(i)K & (30)K & BA 〉
(¬(r + (xt) + s + (yt))(¬(xt)xz + ¬(yt)yz), r + (xt) + s + (yt))
= (¬(xt)xz, r + (xt)) ⊕ (¬(yt)yz, s + (yt))
= (x, r)  (z, t) ⊕ (y, s)  (z, t)
(j) (x, t)  (x, t) ⊕ (1, 0)
= (x, t)  (¬(x∗t)x∗, (x∗t)) ⊕ (1, 0)
= (¬(x(x∗t))x¬(x∗t)x∗, t + (x(x∗t))) ⊕ (1, 0)
= 〈 (26)K 〉
(¬(x(x∗t))xx∗, t + (x(x∗t))) ⊕ (1, 0)
= 〈 (58) & (14)K 〉
(¬(xx∗t)¬txx∗, t + (xx∗t)) ⊕ (1, 0)
= 〈 BA & (20)K & (22)K & (9)K 〉
(¬(x∗t)xx∗, (x∗t)) ⊕ (1, 0)
= (¬((x∗t) + 0)(¬(x∗t)xx∗ + 1), (x∗t) + 0)
= 〈 (30)K & BA & Definition 1(j)K 〉
(¬(x∗t)x∗, (x∗t))
= (x, t)
(k) (x, r)  (y, s)  (z, t)
⇔(¬(x∗r)x∗, (x∗r))  (y, s)  (z, t)
⇔(¬(¬(x∗r)x∗s)¬(x∗r)x∗y, (x∗r) + (¬(x∗r)x∗s))  (z, t)
⇔ 〈 (23)K & BA 〉
(¬(x∗r)¬(x∗s)x∗y, (x∗r) + (x∗s))  (z, t)
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⇔ 〈 Part a of this theorem, proved below 〉
(x∗r) + (x∗s) ≤ t ∧ ¬t¬(x∗r)¬(x∗s)x∗y ≤ z
⇔ 〈 (x∗r) + (x∗s) ≤ t ⇒ ¬t ≤ ¬(x∗r)¬(x∗s) & BA & (22)K & Definition 1(h)K 〉
(x∗(r + s)) ≤ t ∧ ¬tx∗y ≤ z
⇐ 〈 (39) 〉
(xt) + r + s ≤ t ∧ ¬tx∗y ≤ z
⇐ 〈 ¬tx∗ ≤ (¬tx)∗¬t
⇐ 〈 Definition 1(l)K 〉
(¬tx)∗¬tx + ¬t ≤ (¬tx)∗¬t
⇔ 〈 (xt) ≤ t ⇒ ¬t ≤ ¬(xt) & BA 〉
(¬tx)∗¬t¬(xt)x + ¬t ≤ (¬tx)∗¬t
⇔ 〈 (26)K 〉
(¬tx)∗¬t¬(xt)x¬t + ¬t ≤ (¬tx)∗¬t
⇐ 〈 ¬(xt) ≤ 1 & Definition 1(i,f)K 〉
((¬tx)∗¬tx + 1)¬t ≤ (¬tx)∗¬t
⇔ 〈 (4)K 〉
true
〉
(xt) + r + s ≤ t ∧ (¬tx)∗¬ty ≤ z
⇐ 〈 Definition 1(k)K 〉
(xt) + r + s ≤ t ∧ ¬txz + ¬ty ≤ z
⇔ 〈 Definition 1(h)K 〉
(xt) + r + s ≤ t ∧ ¬t(xz + y) ≤ z
⇔ 〈 (xt) + r + s ≤ t ⇒ ¬t ≤ ¬((xt) + r + s) & BA 〉
(xt) + r + s ≤ t ∧ ¬t¬((xt) + r + s)(xz + y) ≤ z
⇔ 〈 Part a of this theorem, proved below 〉
(¬((xt) + r + s)(xz + y), (xt) + r + s)  (z, t)
⇔ 〈 (30)K & BA 〉
(¬(r + (xt) + s)(¬(xt)xz + y), r + (xt) + s)  (z, t)
⇔(¬(xt)xz, r + (xt)) ⊕ (y, s)  (z, t)
⇔(x, r)  (z, t) ⊕ (y, s)  (z, t)
(l) (y, s)  (x, r)  (z, t)
⇔(y, s)  (¬(x∗r)x∗, (x∗r))  (z, t)
⇔(¬(y(x∗r))y¬(x∗r)x∗, s + (y(x∗r)))  (z, t)
⇔ 〈 (26)K & (14)K 〉
(¬(yx∗r)yx∗, s + (yx∗r))  (z, t)
⇔ 〈 Part a of this theorem, proved below 〉
s + (yx∗r) ≤ t ∧ ¬t¬(yx∗r)yx∗ ≤ z
⇔ 〈 (yx∗r) ≤ t ⇒ ¬t ≤ ¬(yx∗r) & BA 〉
s + (yx∗r) ≤ t ∧ ¬tyx∗ ≤ z
⇐ 〈 By isotony, (23)K andBA,¬tyx∗ ≤ z ⇒ ¬tyx∗r ≤ zr ⇒ (¬tyx∗r) ≤ (zr) ⇔ ¬t(yx∗r) ≤ (zr) ⇔
(yx∗r) ≤ (zr) + t ⇒ (yx∗r) ≤ t (the last step uses (zr) ≤ t from the next line) 〉
(zr) + s ≤ t ∧ ¬tyx∗ ≤ z
⇐ 〈 Definition 1(l)K 〉
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(zr) + s ≤ t ∧ zx + ¬ty ≤ z
⇔ 〈 Definition 1(h)K & (58) 〉
(zr) + s ≤ t ∧ ¬t(zx + y) ≤ z
⇔ 〈 BA & t + (zr) + s ≤ t ⇒ ¬t ≤ ¬(t + (zr) + s) 〉
t + (zr) + s ≤ t ∧ ¬t¬(t + (zr) + s)(zx + y) ≤ z
⇔ 〈 Part a of this theorem, proved below 〉
(¬(t + (zr) + s)(zx + y), t + (zr) + s)  (z, t)
⇔ 〈 (30)K 〉
(¬(t + (zr) + s)(¬(zr)zx + y), t + (zr) + s)  (z, t)
⇔(¬(zr)zx, t + (zr)) ⊕ (y, s)  (z, t)
= (z, t)  (x, r) ⊕ (y, s)  (z, t)
(m) (x, t)  (x, t)ω˜ ⊕ (1, 0)
= (x, t)  (¬(x∗t)¬xx∗, (x∗t) + x) ⊕ (1, 0)
= (¬(x((x∗t) + x))x¬(x∗t)¬xx∗, t + (x((x∗t) + x))) ⊕ (1, 0)
= 〈 Definition 1(h)K & (22)K 〉
(¬((x(x∗t)) + (xx))x¬(x∗t)¬xx∗, t + (x(x∗t)) + (xx)) ⊕ (1, 0)
= 〈 BA & (26)K & (14)K & (20)K & (22)K 〉
(¬(xx∗t)¬(xx)xx∗, (t + xx∗t) + (xx)) ⊕ (1, 0)
= 〈 (9)K & (42) 〉
(¬(xx∗t)¬xxx∗, (x∗t) + x) ⊕ (1, 0)
= (¬((x∗t) + x + 0)(¬(xx∗t)¬xxx∗ + 1), (x∗t) + x + 0)
= 〈 Definition 1(c)K & BA 〉
(¬(x∗t)¬x(¬(xx∗t)¬xxx∗ + 1), (x∗t) + x)
= 〈 Definition 1(h)K & xx∗t ≤ x∗t by Definition 1(j)K, hence¬(x∗t)¬(xx∗t) = ¬(x∗t) & BA 〉
(¬(x∗t)¬x(xx∗ + 1), (x∗t) + x)
= 〈 Definition 1(j)K 〉
(¬(x∗t)¬xx∗, (x∗t) + x)
= (x, t)ω˜
(n) In this proof, the abbreviation p
def= (x∗(r + s)) + x is used. Note that p is a guard.
(z, t)  (x, r)ω˜  (y, s)
⇔(z, t)  (¬(x∗r)¬xx∗, (x∗r) + x)  (y, s)
⇔(z, t)  (¬(¬(x∗r)¬xx∗s)¬(x∗r)¬xx∗y, (x∗r) + x + (¬(x∗r)¬xx∗s))
⇔ 〈 (23)K & BA 〉
(z, t)  (¬(x∗r)¬(x∗s)¬xx∗y, (x∗r) + (x∗s) + x)
⇔ 〈 BA & (22)K & Definition 1(h)K 〉
(z, t)  (¬px∗y, p)
⇔ 〈 Part a of this theorem, proved below 〉
t ≤ p ∧ ¬pz ≤ ¬px∗y
⇐ 〈 Multiplying both sides of the right inequality below by¬p & BA 〉
t ≤ p ∧ ¬pz ≤ x∗y
⇐ 〈 Definition 1(f)K & ¬p ≤ 1 & Isotony 〉
t ≤ p ∧ ¬pz ≤ (¬px)∗y
⇐ 〈 (57) & (¬px) = 0, since(¬px) ≤ ¬px ≤ ¬xx = 0 by (45), (46), the definition of p and BA 〉
t ≤ p ∧ ¬pz ≤ ¬px¬pz + y
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⇔ 〈 We show¬px = ¬px¬p.
¬px
= 〈 BA & Definition of p 〉
¬(x∗(r + s))¬xx
= 〈 (9)K & (42) 〉
¬(xx∗(r + s) + r + s)¬(xx)x
= 〈 BA & (22)K & (20)K 〉
¬(r + s + (xx∗(r + s) + xx))x
= 〈 Definition 1(h)K & (14)K & (22)K & (20)K & Definition of p & BA 〉
¬(r + s)¬(xp)x
= 〈 (26)K 〉
¬(r + s)¬(xp)x¬p
= 〈 Reversing the previous steps on¬(r + s)¬(xp) 〉
¬px¬p
〉
t ≤ p ∧ ¬pz ≤ ¬pxz + y
⇐ 〈 Definition 1(h,f)K & ¬p ≤ 1 & Isotony 〉
t ≤ p ∧ ¬pz ≤ ¬p(xz + y)
⇐ 〈 Multiplying each side of the right inequality below by¬p and using that¬p ≤ ¬((xt)+ r + s) because
(xt) + r + s
≤ 〈 Using the left inequality t ≤ p 〉
(xp) + r + s
= 〈 Definition of p & Definition 1(h)K & (22)K & (14)K 〉
(xx∗(r + s) + xx) + r + s
= 〈 (20)K & (22)K 〉
(xx∗(r + s) + r + s) + (xx)
= 〈 (9)K & (42) & Definition of p 〉
p
〉
t ≤ p ∧ ¬((xt) + r + s)z ≤ ¬((xt) + r + s)(xz + y)
⇐ 〈 Definition of p & (48) 〉
t ≤ (xt) + r + s ∧ ¬((xt) + r + s)z ≤ ¬((xt) + r + s)(xz + y)
⇔ 〈 Part a of this theorem, proved below 〉
(z, t)  (¬((xt) + r + s)(xz + y), (xt) + r + s)
⇔ 〈 (30) 〉
(z, t)  (¬(r + (xt) + s)(¬(xt)xz + y), r + (xt) + s)
⇔(z, t)  (¬(xt)xz, r + (xt)) ⊕ (y, s)
⇔(z, t)  (x, r)  (z, t) ⊕ (y, s)
(o) (x, t) ⊕ (x, t)ω˜  (0, 0)
= (x, t) ⊕ (¬(x∗t)¬xx∗, (x∗t) + x)  (0, 0)
= (¬(x∗t)x∗, (x∗t)) ⊕ (¬(¬(x∗t)¬xx∗0)¬(x∗t)¬xx∗0, (x∗t) + x + (¬(x∗t)¬xx∗0))
= 〈 (36) & (20)K & BA 〉
(¬(x∗t)x∗, (x∗t)) ⊕ (0, (x∗t) + x)
= (¬((x∗t) + (x∗t) + x)(¬(x∗t)x∗ + 0), (x∗t) + (x∗t) + x)
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= 〈 Definition 1(c)K & BA 〉
(¬(x∗t)¬xx∗, (x∗t) + x)
= (x, t)ω˜
Verification of the axioms of enabledness ((12)–(15))
(12) (x, t)  (x, t)
= (x + t, 0)  (x, t)
= (¬((x + t)t)(x + t)x, 0 + ((x + t)t))
= 〈 BA & (20)K 〉
(¬txx, t)
= 〈 (12)K & (58) 〉
(x, t)
(13) Assume that guards have the form (t, 0), as stated in part c of the theorem; this is shown below.
((t, 0)  (x, s))
= (¬(ts)tx, 0 + (ts))
= 〈 (20)K & BA 〉
(t¬sx, ts)
= ((t¬sx) + ts, 0)
= 〈 (58) & (23)K & BA 〉
(t(x + s), 0)
 〈 Part a of this theorem, proved below & BA 〉
(t, 0)
(14) ((x, s)  (y, t))
= (¬(xt)xy, s + (xt))
= ((¬(xt)xy) + s + (xt), 0)
= 〈 (23)K & BA 〉
((xy) + (xt) + s, 0)
= 〈 (14)K & (22)K & Definition 1(h)K 〉
((x(y + t)) + s, 0)
= (x(y + t), s)
= 〈 (36) & (20)K & BA & Definition 1(f)K 〉
(¬(x0)x(y + t), s + (x0))
= ((x, s)  (y + t, 0))
= ((x, s)  (y, t))
(15) Assume that the top element is (0, 1), as stated in part b of the theorem; this is shown below.
(x, t)  (0, 1)
= (x + t, 0)  (0, 1)
= (¬((x + t)1)(x + t)0, 0 + ((x + t)1))
= 〈 (36) & BA & (20)K 〉
(0, x + t)
= 〈 (36) & Definition 1(f) 〉
(¬(x1)x0, t + (x1))
= (x, t)  (0, 1)
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Verification of statements a to f of the theorem
(a) (x, s)  (y, t)
⇔ 〈 Definition of 〉
(x, s) ⊕ (y, t) = (y, t)
⇔(¬(s + t)(x + y), s + t) = (y, t)
⇔ 〈 BA & Definition 1(h)K 〉
(¬t¬sx + ¬s¬ty, s + t) = (y, t)
⇔ 〈 ¬sx = x by (58) & ¬ty = y by (58) & Equality of pairs & Definition of≤ 〉
s ≤ t ∧ ¬tx + ¬sy = y
⇔ 〈 ty = 0 & s ≤ t ⇒ sy ≤ ty ⇒ sy = 0 & Definition 1(c,i)K 〉
s ≤ t ∧ ¬tx + (s + ¬s)y = y
⇔ 〈 BA & Definition 1(f)K & Definition of≤ 〉
s ≤ t ∧ ¬tx ≤ y
(b) (x, t)  (0, 1)
⇔ 〈 Part a of this theorem 〉
t ≤ 1 ∧ ¬1x ≤ 0
⇔ 〈 BA & Definition 1(g)K 〉
true
(c) Apair (x, s) is a guard iff there exists a complement (y, t) satisfying (10), that is, (x, s)(y, t) = (y, t)(x, s) = (0, 0)
and (x, s) ⊕ (y, t) = (1, 0). Now,
(x, s)  (y, t) = (0, 0)
⇔(¬(xt)xy, s + (xt)) = (0, 0)
⇔ 〈 Equality of pairs 〉
¬(xt)xy = 0 ∧ s + (xt) = 0
⇒ 〈 BA & Definition 1(f)K 〉
xy = 0 ∧ s = 0.
Similarly, (y, t)  (x, s) = (0, 0) ⇒ yx = 0 ∧ t = 0. Using s = t = 0 in the constraint (x, s) ⊕ (y, t) = (1, 0), we
get (x, 0) ⊕ (y, 0) = (1, 0) ⇔ x + y = 1. Hence, x and y are guards and y = ¬x.
(d) By (11), parts b and c of this theorem,BA and (20)K, (t, 0)◦ = ¬(t, 0)(0, 1)⊕(1, 0) = (¬t, 0)(0, 1)⊕(1, 0) =
(0,¬t) ⊕ (1, 0) = (t,¬t).
(e) By (34), parts b and c of this theorem, BA and (20)K, ¬ (t,¬t) = ¬((t,¬t)  (0, 0))  (0, 1) ⊕ (1, 0) =
¬(0,¬t)  (0, 1) ⊕ (1, 0) = ¬(¬t, 0)  (0, 1) ⊕ (1, 0) = (t, 0)  (0, 1) ⊕ (1, 0) = (0, t) ⊕ (1, 0) =
(¬t, t).
(f) By Definition 8, (36), (20)K and BA, (x, t) = (x, t)  (0, 0) ⊕ (1, 0) = (0, t) ⊕ (1, 0) = (¬t, t). 
And now the main theorem.
Theorem 16
(a) Every DRAe is isomorphic to an algebra of ordered pairs as in Definition 14. The isomorphism is given by φ(x) def=
(¬(x0)x, (x0)), with inverse ψ((x, t)) def= x + t.
(b) Every KAD K satisfying (57) can be embedded in aDRAe D in such a way that DK is the image of K by the embedding.
Proof
(a) Let D be aDRAe. The sub-Kleene algebra (DK ,+, ·, ∗, , 0, 1) of D satisfies (57), by Theorem 12. Use DK to construct
an algebra of pairs (P,⊕,,, ω˜, , (0, 0), (1, 0)) as per Definition 14. We first show that ψ is the inverse of φ, so
that they both are bijective functions.
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i. ψ(φ(x))
= ψ((¬(x0)x, (x0)))
= ¬(x0)x + (x0)
= 〈 (53) 〉
x
ii. φ(ψ((x, t)))
= φ(x + t)
= (¬((x + t)0)(x + t), ((x + t)0))
= 〈 Definition 1(i) & (3) 〉
(¬(x0 + t)(x + t), (x0 + t))
= 〈 Since x ∈ DK , x0 = 0 by (49) & Definition 1(c) 〉
(¬(t)(x + t), (t))
= 〈 (28) 〉
(¬t(x + t), t)
= 〈 Definition 1(h,g,c) & BA & ¬tx = x by (58) 〉
(x, t)
What remains to show is that φ preserves the operations. Since ψ is the inverse of φ, it is equivalent to show that ψ
preserves the operations and this is what we do (it is somewhat simpler).
i. ψ((x, s) ⊕ (y, t))
= ψ((¬(s + t)(x + y), s + t))
= ¬(s + t)(x + y) + (s + t)
= 〈 BA & Definition 1(h,i) 〉
¬t¬sx + ¬s¬ty + s + t
= 〈 ¬sx = x and¬ty = y by (58) & tx ≤ t by (2) & sy ≤ s by (2) 〉
¬tx + tx + ¬sy + sy + s + t
= 〈 Definition 1(i,f) & BA 〉
x + s + y + t
= ψ((x, s)) + ψ((y, t))
ii. ψ((x, s)  (y, t))
= ψ((¬(xt)xy, s + (xt)))
= ¬(xt)xy + (s + (xt))
= 〈 Definition 1(i) & (xt)xy ≤ (xt) by (2) 〉
¬(xt)xy + (xt)xy + s + (xt)
= 〈 Definition 1(i,f) & BA & (15) 〉
xy + s + xt
= 〈 Definition 1(i,h) & (3) 〉
(x + s)(y + t)
= ψ((x, s)) · ψ((y, t))
iii. ψ((x, t))
= ψ((¬(x∗t)x∗, (x∗t)))
= ¬(x∗t)x∗ + (x∗t)
= 〈 (x∗t)x∗ ≤ (x∗t) by (2) 〉
¬(x∗t)x∗ + (x∗t)x∗ + (x∗t)
J.-L. De Carufel, J. Desharnais / Journal of Logic and Algebraic Programming 79 (2010) 740–767 763
= 〈 Definition 1(i,f) & BA & (15) 〉
x∗ + x∗t
= 〈 Definition 1(h,f) & (7) 〉
x∗(t)∗
= 〈 (3) 〉
x∗(tx∗)∗
= 〈 (6) 〉
(x + t)∗
= (ψ((x, t)))∗
iv. ψ((x, t)ω˜)
= ψ((¬(x∗t)¬xx∗, (x∗t) + x))
= ¬(x∗t)¬xx∗ + ((x∗t) + x)
= 〈 BA & ((x∗t) + x)x∗ ≤ ((x∗t) + x) by (2) 〉
¬((x∗t) + x)x∗ + ((x∗t) + x)x∗ + ((x∗t) + x)
= 〈 Definition 1(i,f) & BA & (50) 〉
x∗ + (x∗t) + (xω0)
= 〈 (15) & xω0 = xω0t by Definition 1(g) 〉
x∗ + x∗t + xω0 + xω0t
= 〈 Definition 1(i,o) 〉
xω + xωt
= 〈 Definition 1(f,h) & (7) 〉
xω(t)ω
= 〈 (6) & txω = t by (3) 〉
(x + t)ω
= (ψ((x, t)))ω
v. ψ((x, t))
= ψ((x + t, 0))
= x + t + 0
= 〈 Definition 1(g,c) 〉
x + t
= 〈 (22) & (28) 〉
(x + t)
= (ψ((x, t)))
vi. By definition of ψ and Definition 1(g,c), ψ((0, 0)) = 0 + 0 = 0.
vii. By definition of ψ and Definition 1(g,c), ψ((1, 0)) = 1 + 0 = 1.
viii. By Theorem 15(c) and Definition 1(g,c), ψ(¬(t, 0)) = ψ((¬t, 0)) = ¬t + 0 = ¬t = ¬(t + 0) = ¬ψ(t, 0).
(b) ByTheorem15, theconstruction inDefinition14canbeused toproduceaDRAeP ofpairs fromK . Since (x, t)(0, 0) =
(t, 0), as is easily verified, the pairs of the form (x, 0) are precisely those that satisfy (x, 0) (0, 0) = (0, 0) and thus
constitute aKAD by Theorem12. In addition, (x, 0)⊕(y, 0) = (x+y, 0), (x, 0)(y, 0) = (xy, 0), (x, 0) = (x∗, 0),
(x, 0) = (x, 0) and¬(t, 0) = (¬t, 0), as is readily checked. Thus the embedding of K in P is simply x → (x, 0). 
Example 17. Figure 3 may help visualising some of the results. It displays the DRAe of ordered pairs built from the
algebra of all 16 relations over the set {•, ◦}. The following abbreviations are used: a = {(•, ◦)}, b = {(◦, •)}, s =
{(•, •)}, t = {(◦, ◦)}, 0 = {}, = a + b + s + t, 1 = s + t, 1 = a + b. The guards are (0, 0), (s, 0), (t, 0), (1, 0)
and the assertions are (1, 0), (t, s), (s, t), (0, 1). The conjunctive predicate transformer f corresponding to a pair (x, t) is
given by f (s)
def= ¬t¬(x¬s). In words, a transition by x is guaranteed to reach a state in s if the initial state cannot lead to
nontermination (¬t) and it is not possible for x to reach a state that is not in s (¬(x¬s)). The predicate transformers for all
pairs follow. The entry for line (t+ 1, 0) and column t, for instance, is s because f (t) = ¬0¬((t+ 1)¬t) = s, as is readily
checked. Modulo the representation of sets by subidentity relations, these predicate transformers are the same as those of
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Fig. 3. A demonic refinement algebra of ordered pairs.
Figure 1 and they are listed in the same order. For instance, the complementary guards f21 and f24 of Example 2 correspond
to the guards (s, 0) and (t, 0) in the following table.
0 s t 1
(0, 1) 0 0 0 0
(b+ t, s) 0 0 0 t
(a+ s, t) 0 0 0 s
(b, s) 0 t 0 t
(t, s) 0 0 t t
( , 0) 0 0 0 1
(s, t) 0 s 0 s
(a, t) 0 0 s s
(0, s) t t t t
0 s t 1
(s+ 1, 0) 0 t 0 1
(a+ 1, 0) 0 0 t 1
(b+ 1, 0) 0 s 0 1
(t+ 1, 0) 0 0 s 1
(0, t) s s s s
(a+ s, 0) t t t 1
(b+ s, 0) 0 1 0 1
(1, 0) 0 t s 1
0 s t 1
(1, 0) 0 s t 1
(a+ t, 0) 0 0 1 1
(b+ t, 0) s s s 1
(s, 0) t 1 t 1
(a, 0) t t 1 1
(b, 0) s 1 s 1
(t, 0) s s 1 1
(0, 0) 1 1 1 1
Going back to Figure 3, we see that the terminating elements, that is, those of the form (x, 0), form a Kleene algebra, in this
case a relation algebra isomorphic to the full algebra of relations over {•, ◦}. For these terminating elements,(x, 0) = (x, 0)
(by Definition 14), so that enabledness on pairs directly corresponds to the domain operator on the first component
relation.
Another subset of the pairs is identified as the nonmiraculous elements, or demonic algebra, in the figure. This sub-
set forms a demonic algebra [4,5,7,8]. Its pairs are total, that is, (x, t) = (x + t, 0) = (1, 0) (the identity element
on pairs). From any starting state, (x, t) is enabled, in the sense that it either leads to a result or to nontermination.
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The termination operator applied to (x, t) gives (x, t) = (¬t, t) (Theorem 15(f)). This is interpreted as saying that
termination is guaranteed for initial states in ¬t. In the demonic algebra of [4,5,7,8], the demonic domain of x, x, is
equal to ¬t, so that the termination operator and demonic domain correspond on the subset of nonmiraculous
elements.
Some elements are nonterminating, some are miraculous, and some are both, such as (0, t). This element does not ter-
minate for initial states in t (here, {◦}) and terminates for states in¬twhile producing no result (this is the miracle), due to
the first component being 0.
The set of terminating elements (the Kleene algebra) is the set DK defined in (49). The set of nonmiraculous ele-
ments (the demonic algebra) is the set DD defined in (55). For pairs, the function φ mapping DK to DD (see (56)) is
φ((x, t)) = (x,¬x), by Definition 14 and Theorem 15. For instance, φ((0, 0)) = (0, 1) and φ((a, 0)) = (a, t). The
terminating and nonmiraculous elements have the form (x, 0), with x = 1. They are mapped to themselves. For instance,
φ(( , 0)) = ( , 0).
Instead of viewing pairs as the representation of programs, we can view them as specifications. Theweakest specification
is (0, 1) at the top of the lattice. It does not even require termination for a single initial state. Lower down, there is the havoc
element ( , 0). As a specification, it requires termination, but arbitrary final states are assigned to initial states. Still lower,
there is the identity element (1, 0). It requires termination and assigns a single final state to each initial state. The least
element of the lattice, (0, 0), also requires termination, but it is a specification so strong that it assigns no final state to any
initial state; we could say it is a contradictory specification.
5. Conclusion
The main theorem of this paper, Theorem 16, provides an alternative, equivalent way to view a DRAe as an algebra
of ordered pairs of elements of a KAD (whence the word abstract in the title of the paper). This view, or the related
decomposition of any element x of a DRAe as x = a + t (Theorem 13), offers an intuitive grasp of the underlying
programming concepts that is easier to understand than the predicate transformer model of DRAe for the relationally
minded (this may explain why pair-based representations have been used numerous times, such as in [2,15,17,23,24], to
cite just a few).
It is asserted in [13] that the divergence operator often provides a more convenient description of nontermination than
the ω operator of omega algebra. Theorem 16 brings some weight to this assertion, because DRAe, although it has an ω
operator (different from that of omega algebra, though), is equivalent to an algebra of ordered pairs of elements of a KAD
with divergence and without an ω operator.
A side effect of Theorem 16 is that the complexity of the theory of DRAe is at most that of KAD with a divergence
operator satisfying the implication in (57) (this complexity is unknown at the moment).
As future work, we plan to look at the variants of DRAe mentioned in the introduction to see if similar results can be
obtained. We would also like to determine whether the second condition in (57) holds in every KADwhere is defined.
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Appendix A. On the Mild Condition in (57)
We have not been able to determine whether the “mild condition” in (57) holds in everyKADwhere is defined. What
follows are related results that may help find the answer.
Lemma 18. Let K be a KAD where is defined. Then
x = 0 ∧ z ≤ xz + y ⇒ z ≤ (x∗y).
Proof
x = 0 ∧ z ≤ xz + y
⇒ 〈 (22)K & (14)K 〉
x = 0 ∧ z ≤ (xz) + y
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⇒ 〈 (48) 〉
x = 0 ∧ z ≤ (x∗y) + x
⇒ 〈 (14)K 〉
z ≤ (x∗y) 
Lemma 19. Let K be a KAD where  is defined and suppose x = 0. If there exists a z′ such that z′ ≤ xz′ + y and z′ ≤ x∗y,
then there exists a z such that
x∗y ≤ z, z ≤ x∗y, z ≤ xz + y and z = (x∗y).
Proof . Take z
def= z′ + x∗y. The first two properties and (x∗y) ≤ z are direct from the definition of z. The third property
also follows from the definition of z, the hypothesis z′ ≤ xz′ + y and (9)K. Finally, z ≤ (x∗y) follows from Lemma 18. 
Lemma 20. Let K be aKAD where is defined. Supposex = 0 and z ≤ xz + y. Then, for all n ∈ N,
¬(xnx∗y)z ≤ x∗y. (A.1)
Proof. The proof is by induction. For n = 0, (A.1) follows from x0 = 1, Definition 1(f,g)K, (12)K, Lemma 18 and BA:
¬(x0x∗y)z = ¬(x∗y)zz = 0 ≤ x∗y.
For the induction step, assume (A.1).
¬(xn+1x∗y)z
≤ 〈 z ≤ xz + y & Definition 1(h)K 〉
¬(xn+1x∗y)xz + ¬(xn+1x∗y)y
≤ 〈 xn+1 = xxn & (14)K & ¬x ≤ 1 for all x & Definition 1(f)K 〉
¬(x(xnx∗y))xz + y
= 〈 (26) 〉
¬(x(xnx∗y))x¬(xnx∗y)z + y
≤ 〈 ¬x ≤ 1 for all x & Definition 1(f)K & Induction hypothesis 〉
xx∗y + y
= 〈 (9)K 〉
x∗y 
If z ≤ x∗y, there must exist a test t = 0 such that tz ≤ x∗y. By (A.1), we can take t ≤ (xnx∗y) and this must hold for all
n ∈ N. Assuming that infinite products of tests exist,
t ≤ (∏n | 0 ≤ n : (xnx∗y)). (A.2)
Now,
(
∏
n | 0 ≤ n : (xn)) = 0 (A.3)
expresses that x is progressively bounded, i.e., thinking relationally, that the length of all paths by x starting from any point is
bounded, while x = 0 expresses that x is progressively finite, i.e., that there are no infinite paths by x from any point (see
[25]). For relations, progressive boundedness implies progressive finiteness. This can be shown inKAD as follows: from (40)
and (14)K, it is easy to show by induction thatx ≤ (xnx) ≤ (xn) for all n ∈ N, so thatx ≤ (∏n | n ∈ N : xn) ≤ 0 if
x is progressively bounded.
Let PB(x) denote that x is progressively bounded, i.e., (A.3) holds. Because (xnx∗y) ≤ (xn), we get from the previous
discussion
PB(x) ⇒ (∏n | 0 ≤ n : (xnx∗y)) = 0
and thus
PB(x) ⇒ x = 0 ∧ (z ≤ xz + y ⇒ z ≤ x∗y).
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Consider the following relation onN [25]:
R
def= {(n + 1, n) | n ∈ N} ∪ {(•, n) | n ∈ N}.
This relation is progressively finite but not progressively bounded, because the length of paths from • is not bounded. Now
take Q
def= {(0, 0)}. Then (∏n | 0 ≤ n : (RnR∗Q)) = {(•, •)}. However, it does not seem possible to violate (57) using R, so
that finding a t = 0 that satisfies (A.2) is not a guarantee to find a counterexample to (57).
In conclusion, if there is a counterexample to (57) in a KADwhere is defined, the following three conditions must be
met:
1. theKADmust not be a complete lattice;
2. either (
∏
n | 0 ≤ n : (xn)) does not exist or it exists and it is different from 0;
3. z = x∗y + w, with w ≤ x∗y and w ≤ (x∗y).
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