Chemistry-Transport Model (CTM) plays an important role in the air pollution prevention and control. Their general applications such as forecast and prevention of heavy pollution demand highly efficient CTM simulations. The gas-phase chemistry module is always the most computationally intensive module of a CTM. The main reason is that solving the stiff chemical ordinary differential equations (ODEs) of the gas-phase chemistry module consumes most of the computation time. Here we use the Nested Air Quality Prediction
Introduction
Chemistry-Transport Model (CTM) plays an important role in the air pollution prevention and control. Compared with other modules of the CTM, the gas-phase chemistry module is the bottleneck, which restricts the simulation speed of the whole system. The gas-phase chemistry module fulfils two tasks: constructing the chemical ODEs and using a solver to solve it. The chemical ODEs has numerical difficulties such as stiffness, nonlinearity and close-to-zero exact solutions. In the past decades, various chemical solvers have been used. However, these solvers are not suitable for parallel acceleration.
We adopt the Nested Air Quality Prediction Modelling System (NAQPMS) [1, 12, 15, 16] as the CTM. NAQPMS is a three-dimensional regional Eulerian CTM that has been widely applied in operational air pollution prevention and control in China. It includes modules such as emission, diffusion, advection, convection, wet deposition, dry deposition, gas-phase chemistry, aqueous-phase chemistry, aerosol chemistry, etc.
The gas-phase chemistry module is the most computationally intensive module in NAQPMS. Livermore Solver for Ordinary Differential Equations (LSODE) [4] is used as the original solver, which consumes most of the computation time [2, 3] .
CPU-GPU architecture is widely used in the acceleration of scientific calculation [6, 8, 9, 10, 11, 13] . We try to accelerate LSODE on the CPU-GPU architecture. However, the experiments show that the parallel acceleration of LSODE is completely inefficient. The main reasons for this inefficiency are the followings. LSODE solver is based on Gear's Methods, which concerns solving equations by Modified-Newton-Iteration (MNI). For a fixed spatial point, the number of iterations highly depends on the specific values of the parameters (temperature, pressure, location, point of time, etc.). Therefore, the computation time of solving the ODEs for each spatial point is quite different. Moreover, the code of LSODE solver is complicated with many "if-then" branches for different mathematical cases and only points with the same calculation flow can be computed concurrently. All of these make the GPU acceleration of LSODE inefficient and sometimes even slower than the CPU computation.
In our previous work, we have designed a new efficient solver Modified-Backward-Euler (MBE) for the chemical ODEs. MBE is much faster and more precise than the traditional solvers such as LSODE [2, 3] . MBE is based on the "P-L" structure of the chemical equations. It is a very simple efficient explicit algorithm without complicated iteration and all the points have the same calculation flow. The computational complexity of MBE is independent of the values of the parameters, which makes the computation time for each spatial point almost the same.
Therefore, MBE has intrinsic parallelism and suits CPU-GPU architecture very well. Therefore, we desire to accelerate CBM-Z module with MBE on the CPU-GPU architecture to speed up the whole system further.
In this paper, we firstly make a general comparison of MBE and LSODE solver. Then we port the gas-phase chemistry module CBM-Z with MBE on the CPU-GPU architecture and embed it into NAQPMS system. In the end, we report the performance of this new version of NAQPMS.
Comparison of the MBE and LSODE Solver
We suppose that there are m species, then the ODEs of the gas-phase chemistry module at each spatial point can be described by the following form: 
MBE solver
To remove the efficiency bottleneck of NAQPMS, an efficient chemical solver is desired. In our previous work, we have designed a simple robust nonnegativity-preserved efficient chemical solver MBE for (1) and (2).
Our MBE solver is ,
where t ∆ is the time stepsize and n means the n-th step.
MBE method can be used for any ODEs with the "P-L" structure like
MBE is much faster and more precise than the traditional solvers such as LSODE. There is no iteration in (3), therefore it is fast and never fails. In fact, the numerical solutions of MBE are also nonnegativity-preserved and converge to the exact solutions as 0 → ∆t
Moreover, (3) and Table 4 of [2] show that the running time of MBE is independent of the values of . , ,
That means different spatial points have the same calculation procedure and running time. Thus, MBE is suitable for the parallel acceleration on the GPUs. Now we compare the two solvers roughly (Table 1) . 
Porting CBM-Z Module with MBE Solver on CPU-GPU Architecture
Compared with other modules of the NAQPMS, the gas-phase chemistry module CBM-Z with the original solver LSODE is the bottleneck, which restricts the simulation speed of the whole system badly. We try to accelerate LSODE on CPU-GPU architecture. However, like we mentioned in Section 2, LSODE is not suitable for the parallel acceleration, which is inefficient (Table 3) .
On the contrary, MBE suits the parallel computing on GPUs very well.
In this section, we will port the whole CBM-Z module with MBE on CPU-GPU architecture ( Figure 1 ) in order to achieve a better performance.
For the CPU-GPU architecture, a function that executes on the GPUs is called a kernel and there are mainly three steps for the acceleration:
(1) Allocate memory on both CPU and GPU. Copy data from CPU to GPU.
(2) Start the kernel from CPU. Execute the kernel on the GPU (i.e., do the parallel computing).
(3) Copy the results from GPU to CPU. Deallocate the memory.
The data copied from CPU to GPU include longitude, latitude, height, previous emission rate, temperature, pressure, species concentration and so on. The results copied from GPU to CPU are the present species concentration.
The calculation of each spatial point is independent of others. CPU-GPU architecture has the hierarchy of threads, blocks and grids (Appendix E). The thread is the basic programming unit and one thread is for one spatial point.
In the original CPU NAQPMS system, the module CBM-Z is called by each 3D spatial point serially. In the CPU-GPU architecture NAQPMS, all the spatial points call the module CBM-Z concurrently. This is the key procedure of the acceleration. The parallel computing on the GPUs consists of two parts: one is constructing the n i P and n i L of the chemical ODEs; the other is using MBE solver to solve these ODEs. 
Performance Test
In Subsection 4.1, we show the CPU-GPU acceleration performance of the single CBM-Z module. For the reasons mentioned in Section 2, parallel computing of LSODE is even slower than the original CPU computing. In contrast, our MBE has intrinsic parallelism.
In Subsection 4.2, we embed the GPU version CBM-Z module with MBE solver in the NAQPMS. We will see that CPU-GPU architecture is much faster than CPU. Therefore, our efficient chemical solver MBE suits the parallel computing very well and plays an important role in the CPU-GPU acceleration of the NAQPMS.
Acceleration performance of the single CBM-Z module
In the tests (Table 3) , we use 1 CPU core (Xeon E5 2690) for the CPU experiments and 1 CPU core (Xeon E5 2690) + 1 GPU (K40, K80 or P100) for the CPU-GPU architecture experiments. For LSODE, we only give K40 result to show that the GPU acceleration of LSODE is inefficient. One K80 card has 2 GPUs, here we use only 1 GPU.
Embedding GPU version CBM-Z module with MBE solver in the NAQPMS
Here we give an example of one day NAQPMS simulation from UTC 00:00, July, 1st, 2013 to UTC 23:00, July, 1st, 2013 ( Figure 2 ). The horizontal resolution of NAQPMS domain randomly selected is 45km × 45km with 132 122 × grids. Vertically, there are 20 layers. The step size of MBE is 5 seconds.
In From the example we can see that CPU-GPU architecture is much faster than CPU. One K80 has 2 GPUs.
Conclusion
In this paper, firstly we compared our chemical solver MBE with the original solver LSODE. Then we ported the module CBM-Z with MBE solver on the CPU-GPU architecture to accelerate NAQPMS. At last, we gave the numerical performance of the GPU acceleration.
MBE solver is simple, robust, efficient and is suitable for parallel computing. CPU-GPU architecture is a good choice for the acceleration.
Besides the gas-phase chemistry module CBM-Z, the advection and diffusion modules are also time consuming. In the future, we will also port these two modules on CPU-GPU architecture to speed up NAQPMS further. 
NAQPMS
The NAQPMS forecast system ( Figure A.1) is driven by meteorological data from the Weather Research and Forecasting (WRF) modelling system (Version 3.2) and the emissions data from the Sparse Matrix Operator Kerner Emissions (SMOKE) modelling system [7] . WRF is used to generate the meteorological field for SMOKE and NAQPMS. SMOKE is applied to deal with the emission inventory and provide threedimensional gridded emission data for NAQPMS. The anthropogenic emission inventory is obtained from Multi-resolution Emission Inventory for China (MEIC) [18] . The output of the NAQPMS is the concentration of the pollutants. Essentially, NAQPMS is a set of Partial Differential Equations (PDEs) with different terms to describe the physical and chemical processes of the air pollutants. Different terms are computed by different modules. For the computational convenience, NAQPMS adopts the operator splitting method to solve the PDEs. That means NAQPMS runs these modules one by one and the output of one module is the input of the next module.
In order to diminish the error of the operator splitting method, NAQPMS has arranged the order of the modules reasonably: the slower process is before the faster process. The order of the operators is the following:
is the concentration at the next time step.
CBM-Z module
In NAQPMS, the gas-phase chemistry module CBM-Z [17] mainly fulfils two tasks: to construct the chemical ODEs and to solve the ODEs by using a solver. CBM-Z is a key module of NAQPMS and is also the most time-consuming module. The high computation cost is caused by its original solver LSODE, which concerns complicated matrix iteration (Appendix D).
In CBM-Z module, there are 67 the species (Appendix C of [3]), which means for each spatial point, a set of ODEs with 67 variables needs to be solved. However, for calculation efficiency consideration, CBM-Z module with the original solver LSODE only calculates the selected species at each time step. If the concentration of the species is lower than the given threshold value, it may be ignored at this step. Therefore, the chemical equations to be solved at each time step is always less than 67, that is only an approximation of the 67 ODEs. With the efficient solver MBE, we do not need to select species, but all the 67 ODEs can be solved at each time step.
Appendix B: A Simple Example of the Chemical ODEs
In this section, we give a simple example to show the concrete form of the chemical ODEs (1), (2). Here is a set of chemical reaction (hv indicates light condition):
,
where the reaction rate of (Bj) is rh (lon, lat, alt, t), temp(lon, lat, alt, t), pres(lon, lat, alt, t) 
In this example, i P and i L are:
Like we introduced, NAQPMS uses the operator splitting method and calls the CBM-Z module every 5 minutes of simulation time. For the convenience of calculation, in each 5 minutes, ( ) 
Appendix C: High Order Gear's Methods Do Not
Necessarily Give Better Results than
Low Order Methods
The original solver of CBM-Z is LSODE, which is based on high order
Gear's methods (Appendix D of [3]) and Modified Newton Iteration.
Gear's methods are from order 1 to 6. In LSODE, the Gear's order is from 1 to 5. The order of MBE is 1.
In this section, we give some simple examples to show the numerical results of MBE and Gear's methods order 1 to 6. We will see that with the same step size, high order methods do not necessarily give better results than low order methods. The computational error is related to numerical methods, step size, parameter values, initial values and so on.
For initial-value problem (C1), (C2), (C3), (C4), ( ) ( ), To avoid negative numerical results, CBM-Z module forces all the negative results to be zero (i.e., artificial zero) at each time step. Figure   C .5 is the artificial zero results of Figure C 
We can see that artificial zero strategy only removes the negative results, which can not decrease the oscillation of the positive part. where  is the given threshold value, N is the given maximum iteration number.
For a set of chemical ODEs,
is a set of equations, where ( ).
, , 
Then we use different initial values 0
x to start the iteration (Table D. Here we summarize some sticky problems of Newton Iteration.
(1) When ( ) , 0 = ′ n x g Newton Iteration can not continue.
(2) For the same equation, different initial values 0 x lead to quite different number of iterations, some 0 x even lead to iteration nonconvergence. It is difficult to choose a proper . has more than 1 real root, whether the iteration converges to the desired root is another complicated problem.
(6) Different  and N in (D4) lead to different results.
In the case of Modified Newton Iteration, the problems are similar.
In sum, based on high order Gear's methods and Modified Newton Iteration, the original chemical solver LSODE is complicated, relatively slow, not accurate enough, and not suitable for GPU acceleration.
Appendix E: CPU-GPU Architecture Overview
GPUs (Graphic Processing Units) are parallel processors widely used in the field of high performance computing. Compared with CPUs, GPUs possess more transistors devoting to data processing rather than data caching and flow control ( Figure E.1) . Nowadays, the CPU-GPU architecture is popular: CPUs are used for irregular data structure and unpredictable access mode; GPUs are used for regular data structure and predictable access mode. CPU-GPU architecture applications run the sequential part of the workload on the CPUs and run the parallel part on the GPUs. The cooperation of CPUs and GPUs optimizes the overall performance of the systems in many applications.
We refer to the CPUs and their memory as the host and refer to the GPUs and their memory as the device. Host and device communicate with each other through PCIe. For CPU-GPU architecture, the thread is the basic programming unit and one thread is responsible for the calculation of one spatial point.
Several threads form a block. Blocks executing the same program form a grid.
The entire programme is composed of host code and device code. The host code is the serial part and is executed on the CPUs; the device code (so called the kernel) is the parallel part and is executed on the GPUs (Figure E.2) . 
