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Abstract
Classification is an important statistical learning tool. In real application, besides high
prediction accuracy, it is often desirable to estimate class conditional probabilities for new
observations. For traditional problems where the number of observations is large, there exist
many well developed approaches. Recently, high dimensional low sample size problems are
becoming increasingly popular. Margin-based classifiers, such as logistic regression, are well
established methods in the literature. On the other hand, in terms of probability estimation,
it is known that for binary classifiers, the commonly used methods tend to under-estimate the
norm of the classification function. This can lead to biased probability estimation. Remedy
approaches have been proposed in the literature. However, for the simultaneous multicategory
classification framework, much less work has been done. We fill the gap in this paper. In
particular, we give theoretical insights on why heavy regularization terms are often needed
in high dimensional applications, and how this can lead to bias in probability estimation. To
overcome this difficulty, we propose a new refit strategy for multicategory angle-based classifiers.
Our new method only adds a small computation cost to the problem, and is able to attain
prediction accuracy that is as good as the regular margin-based classifiers. On the other hand,
the improvement of probability estimation can be very significant. Numerical results suggest
that the new refit approach is highly competitive.
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1 Introduction
Classification is one of the founding pillars in the statistical learning literature. It has achieved many
successes on real applications in various scientific disciplines, such as artificial intelligence, cancer
research, and econometrics. Given a training data set with both predictors and labels observed,
one can obtain a classifier for future prediction. Typical examples of classification methods include
logistic regression, Fisher’s linear discriminant analysis, nearest neighbours, and many more. See
Hastie et al. (2009) for a comprehensive review of existing methods.
For classification problems, the primary goal is to train the classifier with a high prediction
accuracy. A classifier is optimal if its corresponding prediction error rate achieves the Bayes error
rate, i.e., the smallest error rate among all possible classifiers. Besides prediction accuracy, class
probability estimation is also very important in practice, especially for non-separable classification
problems. In particular, when the density of two or more classes overlaps, there are random errors
involved in class label prediction. In this case, class probability estimation can provide practitioners
with valuable information on the confidence of classifying one subject into a certain category. For
example, given the prediction that the stock market index would rise (as opposed to fall), the
future investment strategies can be quite different if the estimated probabilities are 0.51 and 0.99
respectively.
In practice, if the dimension of the classification problem is low, traditional classifiers such as
nearest neighbours are known to work well. Furthermore, class probability estimation can also be
very accurate. However, recent technology development has enabled scientists to collect big data
sets with very high dimensions. For example, microarray data can measure the expression levels of
millions of genes simultaneously, whereas the number of observations is often limited. In this case,
traditional learning methods are known to suffer from the potential danger of overfitting. That
is, even if the classifier has a high prediction accuracy on the training data set, its generalization
error on future testing data sets can be very large. To overcome this difficulty, many new classifiers
have been proposed in the literature. For example, Cai and Liu (2011) proposed a generalization
of Fisher’s LDA method to handle high dimensional problems, and Lin et al. (2000) suggested the
penalized logistic regression.
In this paper, we focus on margin-based classification methods. This family was originally in-
troduced in the machine learning literature, and has become increasingly popular partly because of
their ability to handle high dimensional classification problems. A typical margin-based classifier
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solves an optimization problem in the loss + regularization form. Here the loss term is used to mea-
sure the goodness of fit of the classifier on the training data set. The regularization term prevents
overfitting by imposing penalty on complexity of the functional space, aiming to obtain a classifier
with accurate prediction on future testing data sets. Many existing margin-based classifiers have
been proposed in this framework, including penalized logistic regression (Lin et al., 2000), Sup-
port Vector Machines (SVM, Boser et al., 1992; Cortes and Vapnik, 1995), import vector machines
(Zhu and Hastie, 2005), Adaboost in Boosting (Freund and Schapire, 1997; Friedman et al., 2000),
Ψ-learning (Shen et al., 2003), and large margin unified machines (Liu et al., 2011).
Binary margin-based classifiers have been well studied. To address a multicategory classification
problem, one can first consider a sequence of binary margin-based classifiers, such as the one-
versus-one and one-versus-rest approaches. Although these methods are simple in concept and
implementation, they have certain drawbacks. For example, the one-versus-one method has a
potential tie-in-vote problem, and the one-versus-rest method can be inconsistent (Liu, 2007).
Therefore, in this paper, we focus on simultaneous margin-based classifiers. In the literature, most
simultaneous margin-based classifiers use k classification functions for a k-class problem. These
methods often employ a sum-to-zero constraint in the corresponding optimization to reduce the
parameter space and to ensure some theoretical properties such as Fisher consistency (also known as
classification calibration, see Bartlett et al., 2006). Many proposed classification methods follow this
procedure. See, for example, Lee et al. (2004), Zhu and Hastie (2005), Wang and Shen (2007), Park
et al. (2010), Liu and Yuan (2011), Zhang and Liu (2013), among others. However, this approach
of using k functions and reducing to k− 1 by the sum-to-zero constraint, despite its simplicity, can
be inefficient. To circumvent this difficulty, Zhang and Liu (2014) proposed a new framework for
simultaneous margin-based classification, namely, the angle-based classification, which only uses
k − 1 functions for classification. More details of angle-based classifiers are given in Section 2.
Zhang and Liu (2014) showed that their method is free of the sum-to-zero constraint, hence for
high dimensional problems, the angle-based method can enjoy faster computational speed and
higher prediction accuracy. In this paper, we employ the angle-based framework for multicategory
classification.
For margin-based classifiers, to estimate class probabilities, one commonly used approach is to
explore their relationship with respect to the theoretical minimizer, and use the obtained classi-
fication functions for probability estimation (more details are given in Section 2). Many existing
classifiers in the literature use this method to estimate class probabilities. See, for example, Lin
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et al. (2000), Park et al. (2010), Liu et al. (2011), and Zhang and Liu (2013), among others. De-
spite the simplicity of this approach, it does not take into account the effect of the regularization
term on classification function estimation. For binary problems, Zhang et al. (2013) showed that
the regularization terms can lead to severe bias in class probability estimation. In particular, for
high dimensional problems, we often need a heavy penalty in the corresponding optimization to
ensure a good generalization ability of the resulting classifier. However, heavy penalties can intro-
duce significant shrinkage effect on the fitted classification functions. Consequently, the estimated
probabilities would be biased. To alleviate this difficulty, for binary margin-based classifiers, Zhang
et al. (2013) proposed a two-stage refit method. The idea of Zhang et al. (2013) is that despite the
bias in probability estimation, margin-based classifiers can often find near optimal classification
boundaries. Consequently, one can project all observations in the training data set onto the norm
vector of the separating hyperplane, and perform a second step classifier training using the pro-
jected coordinates as the only predictor. Because there is only one predictor in the refit step, the
regularization term is no longer needed, thus it does not suffer from the shrinkage effect. Through
numerical examples, Zhang et al. (2013) showed that the refit method works very well for binary
problems, in the sense that the second step classifier has similar prediction accuracy compared with
the original one, and the corresponding probability estimation can be significantly improved.
Despite the progress of obtaining accurate probability estimation for binary margin-based classi-
fiers, the effect of regularization terms on probability estimation for multicategory problems remains
unclear. In this paper, we fill the gap by showing the shrinkage effect of the penalty on probability
estimation for multicategory classification, and propose a new multicategory refit method to allevi-
ate this difficulty. Our contribution is two fold. First, we provide some theoretical insights on why
heavy penalty is often needed for high dimensional problems, and show that the fitted classification
functions would have small norms. This leads to that the estimated probabilities would shrink to-
wards 1/k for a k-class problem. Our second contribution is that we propose a multicategory refit
method for simultaneous margin-based classifiers. Note that for multicategory problems, because
there are more than one separating boundaries, how to perform appropriate projection becomes
more involved. We propose to use the k − 1 classification functions introduced in Zhang and Liu
(2014) as the coordinates for the second step classifier training, and show that our new method can
significantly improve class probability estimation in empirical studies.
The rest of this article is organized as follows. In Section 2, we give a brief review of both
binary and multicategory margin-based classifiers, and introduce how to estimate class conditional
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probability. In Section 3, we first give some theoretical insights on why heavy penalty is often
needed for high dimensional low sample size problems, then discuss the corresponding consequence
on class probability estimation. Then, we propose our multicategory refit method to alleviate
such difficulties. Numerical examples including simulation and real data analysis in Section 4
demonstrates the usefulness of our new method. Some concluding remarks are given in Section 5.
All technical proofs are collected in the Supplementary Materials.
2 Review of Margin-based Classifiers
For a classification problem, suppose the training data set {(xi, yi); i = 1, . . . , n} is obtained from
an unknown underlying distribution P (X, Y ), where X ∈ Rp is a vector of predictors, and Y ∈
{+1,−1} is the label for a binary problem. The typical learning goal is to obtain a classifier from the
training data set, such that the future prediction error rate is minimized. In other words, we aim to
find a prediction rule yˆ(·) that minimizes the expected 0-1 loss E[I{yˆ(X) 6= Y }], where I(·) is the
indicator function. Binary margin-based classifiers use a single function f(x) for classification, and
the corresponding prediction rule is yˆ(x) = sign{f(x)}. Consequently, minimizing the expected
0-1 loss is equivalent to minimizing E[I{Y f(X) < 0}]. However, because the indicator function
is non-convex and discontinuous, direct minimization of the empirical 0-1 loss can be difficult. To
overcome this challenge, a common approach is to use a surrogate convex loss function ` in place of
the indicator function. In particular, a typical binary margin-based classifier solves the optimization
min
f∈F
1
n
n∑
i=1
`{yif(xi)}+ λJ(f),
where F is the functional space of f , J(f) is the regularization term on f to prevent overfitting, and
λ is a tuning parameter to balance the loss and regularization terms. In practice, an appropriate
choice of λ can be critical for the performance of the resulting classifier. Note that for an observation
(x, y), yf(x), known as the functional margin, is positive if and only if the prediction is correct.
Therefore, many binary margin-based classifiers use a non-increasing loss function ` to encourage
large functional margins yf .
When the number of classes k > 2, it is common to have Y ∈ {1, . . . , k}. In this case, one
cannot use a single function f for classification. In the literature, many simultaneous margin-based
classifiers use k functions f = (f1, . . . , fk) for learning, and the corresponding prediction rule is
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yˆ = argmaxj=1,...,k fj . A typical simultaneous classifier solves the following optimization
min
f∈F
1
n
n∑
i=1
φ{yi,f(xi)}+ λJ(f),
subject to
k∑
j=1
fj = 0, (1)
where φ is a multicategory margin-based loss function. Here, to reduce the parameter space and to
ensure theoretical properties such as Fisher consistency, the sum-to-zero constraint on f , namely∑k
j=1 fj(x) = 0 for all x, is often imposed. Different loss functions correspond to different si-
multaneous margin-based classifiers. For example, the Multicategory SVM (MSVM) proposed by
Lee et al. (2004) uses φ(y,f) =
∑
j 6=y[1 + fj ]+, where [u]+ = max(0, u), the MSVM by Liu and
Shen (2006) uses φ(y,f) =
∑
j 6=y[1−minj(fy − fj)]+, and the multicategory large margin unified
machine by Zhang and Liu (2013) uses φ(y,f) = γV (fy) + (1 − γ)
∑
j 6=y V (−fj), where γ ∈ [0, 1]
is a convex combination parameter, and V is the binary large margin unified machine loss function
(see the appendix for more details). Note that these methods all encourage a large value of fyi(xi),
which can be regarded as the functional margin in multicategory problems.
Recently, Zhang and Liu (2014) pointed out that for a k-class problem, using k classification
functions and the sum-to-zero constraint can be inefficient, and proposed an angle-based classifi-
cation framework to overcome this challenge. The details of angle-based classifiers are as follows.
Consider a centered simplex with k vertices W = {W 1, . . . ,W k} in Rk−1
W j =
 (k − 1)−1/21 j = 1,−(1 + k1/2)/{(k − 1)3/2}1 + {k/(k − 1)}1/2ej−1 2 ≤ j ≤ k,
where 1 is a vector of 1, and ej is a vector with jth element 1 and 0 elsewhere. One can verify
that W defines a symmetric simplex in Rk−1. Without loss of generality, assume class j is assigned
to W j . Zhang and Liu (2014) proposed to use f(x) = {f1(x), . . . , fk−1(x)} : Rp → Rk−1 as
the classification function vector. Each f ∈ Rk−1 defines k angles with respect to W 1, . . . ,W k,
namely, ∠(W j ,f); j = 1, . . . , k. The prediction rule is yˆ(x) = argminj∈{1,...,k}∠(W j ,f). Note
that the smaller ∠(W j ,f), the larger the corresponding inner product 〈W j ,f〉. Therefore, the
goal of the angle-based classifier is equivalent to maximizing 〈W y,f(x)〉, which can be regarded as
functional margins in the angle-based classification. In particular, an angle-based classifier solves
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the optimization problem
min
f∈F
1
n
n∑
i=1
`{〈W yi ,f(xi)〉}+ λJ(f), (2)
where ` is a binary margin-based loss function. The angle-based classifiers are free of the sum-to-zero
constraint, therefore can enjoy a more efficient computational speed. Zhang and Liu (2014) showed
that angle-based classifiers are highly competitive for high dimensional classification problems.
Besides class prediction accuracy, estimation of class probabilities can be very important. For
example, in clinical trials, physicians may have different treatments for patients based on their
estimated probabilities of a certain disease. In the margin-based classification literature, to estimate
the probabilities, a common approach is to use the fitted classification functions. In particular, we
denote by Pj(x) = pr(Y = j | X = x) the class conditional probability for class j. Define the
conditional expected loss
S(x) = E[φ{Y,f(X)} |X = x], (3)
where φ is a margin-based loss function. Note that if f is one dimensional and one chooses
φ appropriately, (3) can include binary classifiers as special cases. Next, define the theoretical
minimizer of (3) to be
f∗(x) = arginf
f
S(x) = arginf
f
E[φ{Y,f(X)} |X = x]. (4)
For a classification problem with Y ∈ {1, . . . , k}, under mild conditions (e.g., the loss function φ is
differentiable), one can find the relationship between Pj(x) and f
∗(x), namely, Pj(x) = gj{f∗(x)}
for all j. When the fitted classification function fˆ is obtained for a new observation x, one can use
Pˆj(x) = gj{fˆ(x)} to estimate the probability of class j for x. For example, in binary margin-based
classification, under mild conditions, one can estimate P+1(x) by
`′(−fˆ)/{`′(−fˆ) + `′(fˆ)}, (5)
where ` is the corresponding binary margin-based loss function (Zou et al., 2008; Zhang et al., 2013).
For the angle-based classification, Zhang and Liu (2014) showed that the relationship between Pj
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and f∗ is such that
Pj =
`′(〈W j ,f∗〉)−1∑k
i=1 `
′(〈W i,f∗〉)−1
, (6)
for all j ∈ {1, . . . , k} and differentiable loss function `. Consequently, one can estimate Pj by
Pˆj = {`′(〈W j , fˆ〉)−1}/{
∑k
i=1 `
′(〈W i, fˆ〉)−1}. Note that Wang et al. (2008) and Wu et al. (2010)
proposed methods for class conditional probability estimation using SVM classifiers.
3 Methodology
In this section, we first explore the effect of the regularization term on class probability estimation
in Section 3.1, then propose a new refit method for multicategory classification in Section 3.2.
3.1 Shrinkage Effect of Probability Estimation in Multicategory Classification
For binary margin-based classifiers, Zhang et al. (2013) observed that the L2 regularization term
can have a shrinkage effect on the estimated classification function, which can further lead to biased
probability estimation. Despite the progress, many challenges remain. For example, whether L1
type and other regularization terms such as the smoothly clipped absolute deviation (SCAD, Fan
and Li, 2001) penalty have a similar shrinkage effect was not explored, and the consequence of
regularization terms for multicategory classification is unclear. In this section, we extend the
discussion to angle-based classifiers for various regularization methods, and demonstrate that the
shrinkage effect is common for high dimensional problems.
To begin with, we first provide some theoretical insights on why heavy penalty is often needed
for high dimensional low sample size classification problems. Recall that the primary goal of
classification is to obtain a classifier with high prediction accuracy for future testing data sets.
Traditional methods such as ordinary logistic regression minimize the empirical loss function on
the training data set, and it is known that this approach can result in a classifier that fits the training
data too well with suboptimal future prediction. For high dimensional problems, the overfitting
issue is more severe. To overcome this difficulty, it is common to use regularization terms in the
optimization to guarantee the generalization ability of the resulting classifier. In the next theorem,
we focus on the angle-based classifier (2) with linear learning and L1 and L2 penalties, and show
that in order to have a good classifier for problems with large p and small n, we often need λ to
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be large. Note that fj(x) = β
T
j x+ β0,j for all j ∈ {1, . . . , k − 1} in linear learning. In this paper,
we assume the domain of X is bounded, and the loss function ` is continuously differentiable. One
can verify that this assumption is mild and can be satisfied by many practical problems.
Theorem 1. Define I{y,f(x)} to be the indicator function of misclassification for the observation
(x, y), using f(·) and the angle-based prediction rule. We have that, with probability at least 1− δ,
E[I{Y, fˆ(X)}] ≤ 1
n
n∑
i=1
I{yi, fˆ(xi)}+ 3
{
log(2/δ)
n
}1/2
+ Z,
where
Z =

C1
λ
√
log(p)
n for linear learning with L1 penalty,
C2
λ
√
p
n1/2
for linear learning with L2 penalty,
and C1, C2 are constants independent of λ, n and p.
Theorem 1 shows that for a trained classification function vector fˆ from (2), the corresponding
prediction error rate on a large testing data set can be bounded by the error rate on the training
set, plus a penalty term that depends on λ, n and p. For a problem with large p and small n, one
can verify that we need a large λ in order to guarantee that the future error rate is small. This
helps to shed some light on why heavy penalty is often needed for high dimensional problems.
Remark 1. For brevity, in Theorem 1 we focus on linear learning in angle-based classifiers using
L1 and L2 regularization. One can verify that similar results hold for many other settings, for
example learning in a Reproducing Kernel Hilbert Space (RKHS, Scho¨lkopf and Smola, 2002; Shawe-
Taylor and Cristianini, 2004), using other penalties such as the SCAD (Fan and Li, 2001) and the
elastic-net (Zou and Hastie, 2005) methods, and classification with k functions and the sum-to-zero
constraint (1). See the proof of Theorem 1 in the appendix for more details.
Next, we show that the regularization term with large λ can significantly shrink the norm of fˆ ,
which further leads to the bias in probability estimation using (6) for angle-based classifiers. As in
Theorem 1, we focus on L1 and L2 penalties in linear learning in the following proposition.
Proposition 1. The solution fˆ to (2) satisfies that ‖fˆ‖1 ≤ C/λ for the L1 and L2 regularized
learning, where C is a universal constant independent of λ, n and p.
Because every element of W j is bounded by 1, we have that 〈W j , fˆ(x)〉 is bounded by C/λ
for all j and x. For high dimensional problems, Theorem 1 shows that the classifier tends to
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use a large λ for the regularization term. As a result, the functional margins in the angle-based
classification framework, 〈W j , fˆ(x)〉, tend to shrink towards zero. This, however, does not affect
the label prediction performance of the classifier, as a correct prediction only requires that the
corresponding angle-based functional margin 〈W y, fˆ(x)〉 is the largest. Therefore, with a large
λ, the future prediction error rate EI{Y, fˆ(X)} can be close to the optimal (assuming that the
empirical error rate on the training set is small), although the estimated fˆ has a small norm. On
the other hand, the estimated probabilities tend to shrink towards 1/k. In particular, recall from
(6) that we use
Pˆj(x) =
`′{〈W j , fˆ(x)〉}−1∑k
i=1 `
′{〈W i, fˆ(x)〉}−1
(7)
to estimate Pj(x). By Proposition 1, we have that 〈W j , fˆ(x)〉 → 0 for large λ. Consequently,
`′{〈W j , fˆ(x)〉} → `′(0). Therefore, for a high dimensional problem where the selected λ is large,
Pˆj(x)→ 1/k for all j and k.
Remark 2. Using similar proofs as that of Proposition 1, one can verify that the shrinkage effect
also exists for many other regularization methods, such as the SCAD and elastic-net penalties,
and for learning in nonlinear functional spaces such as RKHS. See the proof and discussion of
Proposition 1 in the appendix for more details.
To alleviate the bias in probability estimation, in the next section, we propose a new refit
method for angle-based classifiers. We show that our method can improve probability estimation
accuracy, at the cost of an additional optimization problem that can be solved very efficiently.
3.2 A New Refit Method for Angle-based Classifiers
With appropriate regularization terms and tuning parameters in high dimensional problems, The-
orem 1 and Proposition 1 show that margin-based classifiers can deliver accurate class prediction,
however, the estimated functional margins could shrink towards 0. This can result in suboptimal
probability estimation. To overcome this difficulty, in this section, we propose a new multicategory
refit method that can significantly alleviate the bias in probability estimation.
To begin with, recall that it is common to perform probability estimation using (5) in binary
problems. The following proposition shows that all the information about class conditional proba-
bility for binary margin-based classification is contained in the estimated fˆ(x).
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Proposition 2. Suppose for two observations x and z, we have that Pˆ1(x) = Pˆ1(z) using (5).
Then, it must be that fˆ(x) = fˆ(z).
Notice that the mapping x → fˆ(x) is equivalent to finding the separating hyperplane in the
feature space, and projecting all training observations onto its corresponding norm vector (see
Figure 1 for an illustration). From Theorem 1 and Proposition 1, one can conclude that the sign
of fˆ(x) can be accurate, yet the scale would shrink towards 0 for high dimensional problems.
To circumvent this challenge, Zhang et al. (2013) proposed to learn a second step classifier using
{(fˆ(xi), yi); i = 1, . . . , n} as the training data set, and employ probability estimation based on the
result from the refit step. In other words, we employ the projected coordinates on the norm vector
as the new variable. Zhang et al. (2013) proved that for binary classifiers where there is shrinkage
effect, the refit step can help to “restore” the norm of estimated classification functions, which can
lead to better probability estimation.
Figure 1: For binary margin-based classifiers, the classification function f(x) maps x onto the norm vector
of the separating hyperplane.
Despite the progress, how to perform the projection step in multicategory classification problems
is challenging. For example, in the simultaneous margin-based classification with k functions and
the sum-to-zero constraint, one can verify from similar arguments as in Theorem 1 and Proposition 1
that the label prediction based on (fˆ1, . . . , fˆk) can be accurate, yet the probability estimation is
biased because the norm of (fˆ1, . . . , fˆk) shrinks. To alleviate this difficulty, a possible approach is
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to use (fˆ1, . . . , fˆk) as the second step input for classification without penalty terms. Similarly, in
the angle-based classification framework, because class conditional probability estimation depends
on 〈fˆ ,W j〉 for all j, one can use 〈fˆ ,W j〉; j = 1, . . . , k as the predictors for a naive refit approach.
However, because of the commonly used sum-to-zero constraint for regular classifiers and the sum-
to-zero property for angle-based methods, one of the k predictors in the second step refit approach
mentioned above is unnecessary. It is unclear how to choose predictors that are not redundant,
and simultaneously contain all information about class conditional probability. To overcome this
challenge, for angle-based classifiers, we propose to use the k−1 dimensional {fˆ(xi); i = 1, . . . , n} =
{(fˆ1(xi), . . . , fˆk−1(xi)); i = 1, . . . , n} as predictors for our second step refit method. The next
theorem shows that the k − 1 functions contain the same information about class conditional
probabilities as 〈fˆ ,W j〉; j = 1, . . . , k.
Theorem 2. There is a one-to-one correspondence between f ∈ Rk−1 and 〈f ,W j〉; j = 1, . . . , k,
such that f = g if and only if 〈f ,W j〉 = 〈g,W j〉; j = 1, . . . , k. Moreover, if for two observations
x and z, we have that (Pˆ1(x), . . . , Pˆk(x)) = (Pˆ1(z), . . . , Pˆk(z)) using (7), then fˆ(x) = fˆ(z).
Because the norm of 〈fˆ ,W j〉 is an increasing function with respect to the norm of fˆ , Theo-
rem 2 suggests that if we can restore the norm of fˆ , we can alleviate the shrinkage effect on class
conditional probability estimation. We summarize our refit step for probability estimation in the
angle-based classification framework as follows.
Algorithm for Multicategory Refit Method
1. Fit the classifier on the training data set to obtain fˆ with proper tuning on λ.
2. Create the training data set for the second step refit method. In particular, for the ith
observation, we use fˆ(xi) as the corresponding predictor vector with k − 1 elements, and yi
as the label.
3. Fit the classifier again on the training data set from Step 2, without any penalty terms.
Denote by f˜ the obtained classifier.
4. Estimate the class conditional probability Pj(x) by P˜j(x) =
`′[〈W j ,f˜{fˆ(x)}〉]−1∑k
q=1 `
′[〈W q ,f˜{fˆ(x)}〉]−1 .
Note that in Step 3 in the above algorithm, we train the refit classifier without regularization
terms. This is because in most applications, the number of observations n is much larger than
the number of classes k. Hence, there is little danger for overfitting, and no penalty is needed.
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Consequently, there would be no shrinkage effect on the estimated f˜ , and we can obtain better
probability estimation accuracy.
In the next section, we perform numerical analysis on simulated and real data sets to demon-
strate the effectiveness of our refit approach for multicategory classification problems.
4 Numerical Examples
In this section, we conduct numerical experiments to demonstrate the effectiveness of our new refit
method for multicategory classification. In particular, we perform simulation analysis in Section 4.1,
and test on some real data sets in Section 4.2.
4.1 Simulation
We investigate the performance of our refit method using two simulated examples with high dimen-
sional predictors in this section. In particular, we compare the class prediction accuracy, as well as
probability estimation accuracy, for the traditional method and our new refit method. To measure
the probability estimation accuracy, we report the mean absolute difference (MAD) between the
true class conditional probability and the estimated value. The MAD is defined to be
MAD =
1
n
n∑
i=1
k∑
j=1
|Pj(xi)− Pˆj(xi)|.
For all examples and classifiers, we train the model on a training data set, and select the best tuning
parameters from a candidate set {2−10, 2−9, . . . , 29, 210} that correspond to the smallest prediction
error on a separate tuning data set. Then, we measure the class prediction and probability esti-
mation accuracy on a large testing data set. For the choice of loss functions, we use the logistic
regression deviance loss (logi) and the soft large-margin unified machine loss (soft, Liu et al., 2011)
for demonstration. We emphasize that our method can be generalized in a straightforward manner
to other differentiable convex loss functions. We also train support vector machines using kernlab
(KSVM) and report the corresponding classification accuracy as a comparison. Note that tradi-
tional SVM does not provide class conditional probability estimation. For each example, the prior
probabilities for each class are the same.
Example 1. In this example, we let k = 3. The classification signal depends on 10 independent
predictors X1, . . . , X10. Given Y , the marginal distribution of each predictor is normal with variance
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Example 1 Example 2
Error MAD Error MAD
Bayesian 5.51 - 35.0 -
Soft 5.58 15.4 36.9 13.9
Refit Soft 7.23 4.22 38.0 5.80
Logi 5.53 23.6 38.5 12.0
Refit Logi 7.13 3.94 43.0 8.81
KSVM 28.87 - 87.4 -
Table 1: The classification error rates (Error) and mean absolute differences (MAD) probability
estimation for simulated examples 1 and 2.
σ = 2. For class 1, the mean vector of the normal distribution is (3, 3, 3, 3, 0, 0, 0, 0, 0, 0)T . For class
2, the mean vector of the normal distribution is (0, 0, 0, 3, 3, 3, 3, 0, 0, 0)T . For class 3, the mean
vector of the normal distribution is (0, 0, 0, 0, 0, 0, 3, 3, 3, 3)T . Next, we generalize noise predictors
for high dimensional learning. In particular, we use 1490 variables, each following i.i.d. N(0, 0.02).
The training and tuning sets have size 300 each, and the testing set has 29400 observations.
Example 2. We generalize a 10-class problem for this example, where the classification signal
depends on two predictors. The marginal distribution of X1 and X2 contains classification signal,
and we generate another 498 variables that follow i.i.d. N(0, 0.01). For each class, the marginal
distribution of (X1, X2) is joint normal with constant variance matrix I2, and the corresponding
mean vectors are uniformly distributed on the circle X21 +X
2
2 = 9.
The results for simulated Examples 1 and 2 are reported in Table 1. From the outcome, one
can conclude that our refit method can significantly improve the accuracy of class conditional
probabilities, compared to the original method proposed by Zhang and Liu (2014). Moreover, the
corresponding classification accuracy of the original angle-based method is close to that of our refit
ones. Hence, the refit approach is highly competitive. Note that the SVM performs poorly.
4.2 Real Data Analysis
In this section, we investigate the performance of our proposed refit method by applications on
some real data sets. In particular, we apply the original angle-based classifier with probability
estimation, as well as our refit method, on two benchmark data sets that can be found on the
UCI machine learning repository. The first data set that we consider is Wine, which depicts
the quality of 3 categories of wine with 13 variables. The second data set is Phishing websites,
which contains 30 attributes and 2456 observations. More details for these data can be found at
https://archive.ics.uci.edu/ml/datasets/.
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Wine Phishing
Error CRE Error CRE
Soft 52.9 5.85 47.0 2.03
Refit Soft 28.1 3.76 47.8 0.77
Logi 58.4 6.40 36.6 1.92
Refit Logi 31.6 5.79 42.3 1.29
Table 2: The classification error rates (Error) and cross entropy error (CRE) probability estimation
for real data sets.
For both examples, we split the entire data into 6 parts. We use one of the parts as the testing
set, and perform a four-fold cross validation on the remaining training data to select the best
classifiers. The selection of tuning parameters is similar to that of the simulation examples. Since
we do not know the underlying class conditional probability, we use the Cross Entropy Error (CRE,
Zhang and Liu, 2014) to measure the goodness of fit of the estimated probabilities. In particular,
for a testing set with n observations, the CRE is given as
CRE = − 1
n
n∑
i=1
pˆyi(xi) log{pˆyi(xi)}.
We report the average results for 100 replicates in Table 2. Notice that one can draw similar
conclusions as in the simulation section, which demonstrates the effectiveness of our refit approach.
5 Discussion
In this paper, we investigate the effect of penalty terms for multicategory margin-based classifiers.
In particular, we provide some theoretical insights on why heavy penalty is often needed for high
dimensional low sample size classification problems. Then we show that such penalty can lead
to severely biased class conditional probability. To overcome the difficulty, we propose a new
multicategory refit approach for the angle-based classifiers. Numerical experiments show that the
new method can improve class probability estimation with very low computation burden, hence
can be very useful.
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