A three-dimensional time-domain Boundary Element Method is formulated for solving exact Green's functions numerically. The use of triangular boundary elements and interior collocation points allows application of the method to complex boundaries. A March-OnTime scheme is used to determine exact Green's functions at several frequencies in a single calculation. Long-time stability is accomplished via a modified Burton-Miller boundary integral equation. A Fast Fourier Transform of the time-dependent numerical solution is used to compare numerical results with the exact solution for a sphere in the frequency domain. The effects of changing two boundary integral equation parameters and the time step size are discussed. By decreasing the time step size, the numerical solution becomes more accurate until a minimum value that depends on the frequency is reached. With proper parameter choices and time step size, the modified Burton-Miller time-domain Boundary Element Method produces accurate and stable numerical results.
I. Introduction
A Green's function that satisfies all the boundary conditions is often referred to as the exact or the tailored Green's function. It is well known in the theory of acoustic analogy that when an exact Green's function is used, the far field sound can be expressed as a volume integral involving the Lighthill tensors and the double divergence of the Green's function. The use of the exact Green's function allows the development of noise prediction strategy based on steady flow simulations with direct noise source modelings. 1 The computation of the exact Green's function, as well as its double divergence, becomes an integral part of this noise prediction strategy.
In earlier studies, a spectral collocation boundary element method for solving the convective wave equation in the frequency domain with a constant mean flow was developed for arbitrary two-dimensional bodies.
2, 3
In this paper, we present a time-domain Boundary Element Method for the computation of exact Green's functions for general three-dimensional surfaces. The extension of exact Green's function computation to three-dimensional geometries is by no means trivial. The main challenge is achieving the computational efficiency necessary for routine use of the exact Green's function as a practical tool. This involves overcoming the computational difficulty that results from the extremely large degrees of freedom at mid to high frequencies of typical airframe acoustic radiation when the body of the entire aircraft, or a large component of which, is included. The time-domain approach has several advantages. First, the inversion of a large, dense matrix is not required. Next, exact Green's functions at all frequencies are contained in a single computation. Finally, the computational complexity can be reduced to O(N t N log 2 N ) where N t is the number of time steps and N is the total number of spatial basis functions, making the method feasible for routine application at mid to high frequencies.
4, 5
The time-domain boundary integral equation will be solved using a spectral collocation method on triangular boundary elements. The use of triangular elements makes our method flexible and easily applicable to complex bodies. The spectral node distribution over the triangle in the parametric plane is chosen to be the interior points proposed by Strang and Fix. 6 The corresponding spatial basis functions are linear combinations of the Proriol orthogonal polynomials.
7 A March-On-Time (MOT) is developed in which third order basis functions are used for approximating the time dependency. Long-time stability is achieved using a modified Burton-Miller boundary integral equation. The temporal point source is modeled by a finite transient signal and the exact Green's functions at all frequencies are obtained in a single calculation through the Fast Fourier Transform (FFT) of the time-dependent numerical solution.
The rest of the paper is organized as follows. In section II, the three-dimensional time-domain Boundary Element Method used in this investigation is formulated via a March-On-Time approach. The discretization of the boundary into triangular elements and the choice of spatial and temporal basis functions are discussed. Numerical solutions are presented in section III for the case of a spherical boundary. In section IV, long-time solution instabilities resulting from the March-On-Time scheme are eliminated using a modified BurtonMiller Combined Field Integral Equation. The treatment of hypersingular integrals that arise when applying the modified Burton-Miller scheme is also discussed in section IV. Section V contains numerical results for a spherical boundary using the modified Burton-Miller Boundary Integral Equation. The effects of changing two parameters in the boundary integral equation along with the effect of changing the time step size are discussed. Section VI contains the conclusions.
II. Formulation of the Time-domain Boundary Element Method

II.A. The March-On-Time Method
An exact Green's function, g(x, y, t, s), is defined as the solution to the convective wave equation
with boundary condition n · ∇g = 0
on all solid surfaces where n is the normal vector out of the fluid. By using a free-space Green's function, the convective wave equation (1), together with the boundary condition (2), can be cast into a boundary integral equation as
where R = |x s − z s |, z s is a point on the body surface S, and x s is the surface integration variable. In equation (3), C s is a constant and t R = t − R. For computational purposes, the time delta function δ(t − s) has been replaced by a finite continuous function q(t − s) which has a spectrum of unity over the range of frequency of interest. Consider the Fourier transform in time
with inverse
where ω 0 is the source function frequency and h is a parameter that determines the shape of q. Then,
The boundary integral equation (3) represents a reduction in spatial dimensions from 3D to 2D and hence, only a surface mesh is required for discretization instead of a volume mesh. Aside from the obvious benefit of increased computational efficiency, the Boundary Element Method has low storage requirements compared to 3D volume based methods and the far-field radiation condition is automatically satisfied. Once g(x, y, t, s) is found, the frequency domain solutiong(x, y, ω, s) for use in the acoustic analogy formula can be obtained by a Fourier transform in time, for any given frequency ω such that |ω| ≤ ω 0 + 2h. To solve the boundary integral equation (3), we expand the solution on the surface of the body as
where {φ i (x s )} is a set of basis functions covering the surface of the body and {ψ n (t)} is the set of basis functions for time t. By substituting (4) into the integral equation (3), a linear system of equations is obtained for the expansion coefficients u n i . The advantage here is that this system can be solved by a MarchOn-Time (MOT) method, which does not require the inversion of a large dense matrix as in the frequency domain formulation. Consider equation (3) in the absence of mean flow,
where (4) into (5), and forcing the equation to be satisfied at collocation point z s = x k and time level t j , we get
.., N and j = 1, 2, ..., N t . By the property of causality,
the above can be written as a time marching scheme as
where u j represents the vector containing all unknowns at time level
. Equation (6) relates the solution at the current time level t = t j to the solutions at all previous time levels. Specifically, at time level t j , the rows and columns of matrix B m are
where R = |x s − x k | and B 0 is formed from B m when m = 0. At each time level, t j , the matrix B 0 is a sparse matrix, which can be solved using iterative methods in order to improve computational efficiency.
II.B. Triangular Boundary Elements
An open or closed three-dimensional surface can be divided into flat or curved triangles. 8 Triangular boundary elements are more robust when dealing with arbitrary geometries than quadrilateral elements. Let the body surface, S, be discretized into a grid of curved or flat triangular elements, E α . Each element is mapped to a flat right isosceles element, D, in the parametric ξ, η-plane as shown in Figure 1 .
9 The spectral node distribution over the triangle in the parametric plane is chosen to be the interior points proposed by Strang and Fix. 6 Interior collocation points are used so that the scheme can be applied to any geometry. An inverse mapping from D onto each element E α determines the location of each node i on the body surface, S. 
II.C. Discussion of Basis Functions
II.C.1. Temporal Basis Functions
The temporal basis functions chosen for the time-domain Boundary Element Method are cubic interpolation functions defined as
where t j = j∆t. The basis functions are defined as
for 2∆t < t ≤ 3∆t 0 elsewhere and the nonzero part is shown graphically in Figure 2 . Then, the expression for the B matrices can be written as
In equation (8), the B matrices are independent of time t. As a result, each B matrix is computed only once and stored in computer memory for future use. Furthermore, by the definition of the temporal basis functions, Ψ(m∆t − R) = 0 when This implies that all entries of a B m matrix are zero when
where R max is the maximum dimension of the three-dimensional body. For the case when m = 0, the matrix B 0 is given as
If the time step is chosen such that ∆t < R min then Ψ(−R) = 0 except when R = 0, i.e., k = i. Consequently, B 0 will be a diagonal matrix when ∆t is chosen to be less than the minimum distance between collocation point and quadrature points.
II.C.2. Spatial Basis Functions
The spatial basis function for node i, φ i (x s ), satisfies
where N is the total number of spatial basis functions. Hence, φ i (x s ) is non-zero only on one element since i is an interior node. Let the quadrature formula for the surface integrals in the B matrices be
where x α β and w β are the quadrature points and weights on element E α . Then, the integrals in the B m matrices have the form
where
In equation (10), E α is the element that supports node i and β is the quadrature point index for the element after it has been mapped to the base right triangle, i.e., domain D. Also, J α is the Jacobian for element E α when it is mapped to the base right triangle.
The basis function for each node corresponds to a linear combination of a set of independent polynomials in the parametric plane defined as
for j = 1, ..., P . One suitable basis set for the functions T (ξ, η) is the set comprised of Proriol's orthogonal polynomials. 7, 9 The Proriol polynomials involve monomials of the form ξ p η (m−p+q) with combined order m + q, for p = 1, 2, ..., m and q = 1, 2, ..., n and are given by
L m are Legendre polynomials and J (2m+1,0) n are Jacobi polynomials.
II.D. Treatment of Kernel Singularities
Consider the first integral in equation (8), given by
Hence, the integral kernel is singular when integration is being performed on the element containing x k . Let the element be parameterized as
Note that
With the above change of variables, n s becomes
For points x s on the same element as x k , the numerator of equation (12) can be written as
From here it can be shown that
Thus, the integrand is integrable when the first integral in equation (8) is written in polar coordinates centered at (ξ k , η k ) as
III. Results of Time-domain Boundary Element Method on Sphere
Consider a sphere of radius 0.5 with a boundary consisting of N = 760 curved triangular elements. Figure  3 shows the expansion coefficient, u Unfortunately, one well-known drawback of March-On-Time schemes is the tendency towards long-time instability.
4, 10 For example, consider again the sphere of radius 0.5 as described above. Figure 4 illustrates the instability caused by the MOT scheme when ω 0 = 6π. Long-time instabilities will eventually occur for all source function frequencies at varying times. Figure 5 shows the instability beginning at approximately t = 30 when ω 0 = 4π. It is common knowledge that the frequency-domain solutions to Helmholtz integral equations are not unique at certain resonance frequencies. The corresponding time-domain solutions are unique by the presence of initial conditions, but due to discretization inaccuracies, resonant modes of the scatter become excited causing these solutions to contain oscillations as time marches on. 4 The loss in accuracy is more severe for higher frequencies.
10 Several methods are available to overcome long-time instabilities in time-marching numerical solutions. Some examples are time-averaging, modified time stepping, implicit MOT schemes and Galerkin approaches. The method utilized in this paper is based on Burton and Miller's formulation.
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IV. Burton-Miller Formulation
One of the most successful and robust approaches for overcoming the non-uniqueness problem of the frequency-domain boundary element method was introduced by Burton and Miller in 1971.
11 Their method produces a Combined Field Integral Equation (CFIE) made up of the Helmholtz integral equation and its normal derivative. The linear combination of the two equations ensures a unique solution at all frequencies.
11, 12
In this section, an extension of the Burton-Miller formulation is derived following the recent analysis in [4] and [10] for the exact Green's function solution in the time-domain.
IV.A. March-On-Time Formulation
Consider the boundary integral equation derived previously, given by
the integral equation can be re-written as
Consider the integral relation obtained by a time derivative of equation (13),
where R = |x s − z s | and r = |y − z s |. The Burton-Miller time-domain CFIE is a linear combination of equation (14) and the normal gradient at the boundary of equation (13), given by
In equation (15),
is the normal derivative with respect to z at boundary point z s . By the boundary condition involving the exact Green's function,
A combination of (14) and (16) results in
where a ∈ (0, 1) is a coupling parameter and c is chosen so that all terms in the equation have comparable orders of magnitude. 10 The Burton-Miller formulation yields unique solutions for all frequencies.
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IV.B. Treatment of Hypersingular Integrals
The main difficulty in using any Burton-Miller formulation is dealing with hypersingular integrals that arise when taking the normal derivative of the original boundary integral equation. With arguments written explicitly, equation (17) is
In equation (18), the last term will involve a hypersingular integral because
To reduce the singularity, the hypersingular integrals are regularized by an approach used by Liu et. al. By taking the normal derivative with respect to z at the boundary, and using the boundary condition for g, the above becomes 4π
Equation (21) is substituted into equation (18) to get
Rearranging the terms, we get
In particular, note that the last term in equation (22) is
Note that the first integrand in equation (23) becomes (Appendix)
Equation (26) can again be written as a time marching scheme, i.e.,
which results in
Note that since φ i (x s ) is non-zero only when x s ∈ S i , the terms belonging to the matrix B m are
As in the original time-domain formulation, the matrix B 0 is a sparse matrix.
V. Results of Time-domain BEM using Burton-Miller Formulation
Consider a sphere of radius 0.5 with a boundary consisting of N = 760 curved triangular elements. Figure  6 and Figure 7 represent the results obtained when the time-domain BEM is revised using the modified Burton-Miller formulation for ω 0 = 6π and ω 0 = 4π respectively. For comparison purposes, the expansion coefficient plotted corresponds to the node located at z s = (0.0514, 0.00814, 0.497), the basis function order is P = 0, the source point is at y = (0, 0, 10) and the time step size is ∆t = 0. 
V.A. Effects of Changing Parameter c
Until now, the parameter affecting the relative magnitudes of the time derivative and normal derivative parts of the Burton-Miller boundary integral equation has been set at c = −1. Figure 9 illustrates the effects of changing c for frequency ω = 2π. Again, the exact solution in the frequency domain is used as the basis of comparison. The results in Figure 9 are for source function frequency ω 0 = 2π, a = 0.5, h = 0.2π and ∆t = 0.05. Figure 9 demonstrates that the choice of the parameter c does not have a large effect on the accuracy of the results.
V.B. Effects of Changing ∆t
As stated previously in section II.C.1, if the time step is chosen so that ∆t < R min where R min is the minimum distance between collocation point and quadrature points, then the matrix B 0 in the March-OnTime scheme will be a diagonal matrix. For the case of the spherical boundary of radius 0.5 with 760 curved triangular elements, the maximum time step value that will make B 0 diagonal is ∆t ≈ 0.0096. A diagonal matrix B 0 causes a significant decrease in computation time over a non-diagonal B 0 , and so the diagonal matrix is preferred. This section contains a study of the effects of changing ∆t on the accuracy of the numerical Burton-Miller results when compared with exact solutions.
All results in this section correspond to a source point location of y = (0, 0, 10) and a spatial basis function order of P = 0. Other terms kept constant are a = 0.5, c = −1 and h = 0.2π. Figure 10 is a plot of the numerical results versus the exact solution for frequency ω = 2π and source function frequency ω 0 = 4π at several time step values. Figure 11 shows similar results for frequency ω = 4π, also with source function frequency ω 0 = 4π. For frequency ω = 2π, decreasing ∆t does not improve the accuracy of the numerical results. However, for frequency ω = 4π, ∆t = 0.025 and ∆t = 0.01 result in improvements in accuracy over ∆t = 0.05. Both figures illustrate the effects of ∆t on the accuracy of the results. As ∆t decreases, the numerical results will become more accurate until a minimum value is reached. This minimum value of ∆t varies with frequency. 
V.C. Effects of Source Function Shape
In a final study, consider again the sphere of radius 0.5 with N = 760 curved triangular elements. Let y = (0, 0, 10), P = 0, a = 0.5, c = −1 and ∆t = 0.025. As stated previously, the source function, q(t), has a spectrum of unity over the frequency range of interest. The parameter h determines the shape of the source function and can be adjusted as the source function frequency, ω 0 , changes in order to maintain a spectrum of unity over the desired frequency range. Figure 12 compares the numerical Burton-Miller results with the exact solution for several points located on the sphere's boundary. The graph on the right in Figure 12 shows a loss of accuracy for many of the boundary points when ω 0 = 2π with h = 1.2π. In order to ensure an accurate solution, the source function frequency ω 0 should be greater than or equal to the desired solution frequency ω. with good agreement. The effects of changing the parameters c and h were discussed. No significant improvement in accuracy resulted from changes in c. In the last example, the results worsened for higher values of h. Therefore, ω 0 should be at least as large as ω. The effects of changing ∆t were also studied. For each frequency, a decrease in ∆t causes improvements in numerical solution accuracy until a minimum value is reached. As a result, the matrix B 0 can be formulated as a diagonal matrix without loss of accuracy. With the correct choice of ∆t, the modified Burton-Miller scheme gives both accurate and stable results.
VI. Conclusions
