This note describes how the incomplete markets model with aggregate uncertainty in Den Haan, Judd, and Juillard (2009) is solved using standard quadrature and projection methods. This is made possible by linking the aggregate state variables to a parameterized density that describes the crosssectional distribution. A simulation procedure is used to …nd the best shape of the density within the class of approximating densities considered. This note compares several simulation procedures in which there is-as in the modelno cross-sectional sampling variation.
procedures to solve a model with a continuum of agents typically requires a para-22 meterization of the cross-sectional distribution as in Den Haan (1997) . 2 We improve i.e., the mean and the variance, and thus two state variables. 3 But note that using 27 a Normal density has implications for the higher-order moments. These implied Recall that the standard errors of regression coe¢ cients, 2 (X 0 X) 1 , are lower when the xvalues are more spread out.
2 Den Haan and Rendahl (2009) show that aggregation without explicit distributional assumptions is possible when the individual policy functions are linear in the coe¢ cients. They implicitly obtain information about the distribution by approximating auxiliary policy rules. 3 As shown below, one can establish a mapping between the parameters of the approximating density and a set of moments even if more ‡exible densities are used. Instead of using the parameters of the density, we always use moments as state variables.
with the assumptions made about the shape of the cross-sectional distribution. The 23 philosophy that underlies our algorithm is similar to the one in Reiter (2009). The 24 di¤erences are mainly in terms of implementation, which is less cumbersome for our 25 algorithm.
26
Although we rely on a simulation procedure, it plays a much smaller role than in, 27 for example, the algorithm of Krusell and Smith (1998) ; it is only used to determine 28 the shape of the density. The procedure to solve for the policy rules uses standard 29 projection techniques without a simulation step. This section provides an overview of the key ingredients of the algorithm. 
, and
5 A more in depth discussion can be found in AAD.
Here, K is the aggregate capital stock, u is the unemployment rate (which is 1 determined by the aggregate exogenous state a), r is the rental rate, and w is 2 the wage rate. If the worker is employed then he works l hours and his labor Two things are needed to be able to evaluate v("; k; a; s; k ). such that the moments of the density coincide with those speci…ed. 8 The following 22 functional form is used. 7 We set ! equal to e when the agent is employed and equal to u when the agent is unemployed. An arrow pointing left (right) denotes beginning(end)-of-period values. 8 To completely characterize the cross-sectional distribution one would also need to include in s the fraction of agents at the constraint.
The advantage of this particular functional form is that the coe¢ cients
can be found with the following minimization routine.
The reason is that the …rst-order conditions of this minimization problem are 3 exactly the conditions that the …rst N M moments are equal to the set of speci…ed 4 moments.
AAD show that the minimization problem is convex, which means that the …rst-6 order conditions are monotone and thus easy to solve. 9 The coe¢ cient w 0 is de-7 termined by the condition that the density integrates to one. By increasing the 8 number of moments one increases the order of the approximating polynomial and 9 the accuracy of the approximation.
10
The approximating densities are used to determine s 0 and are not necessarily of 11 interest to the researcher. In fact, it may very well be the case that accurate predic- 9 For alternative speci…cations of the functional form one would have to solve the coe¢ cients from a system like (5), which likely to be a more challenging numerical problem.
is, the value of N M cannot be too low. This statement seems to contradict the 1 well-known …nding of Krusell and Smith (1998) that the cross-sectional mean is a 2 su¢ cient state variable. But note that higher-order moments may not matter in 3 predicting next period's prices for di¤erent reasons. The …rst is that changes in 4 them truly have no e¤ect. But they also may not matter because their time-series 5 variation is low. 10 In the latter case, the e¤ect of the higher-order moments would 6 be captured by the constant term in the time-series regression that relates next 7 period's mean capital stock to this period's mean capital stock. AAD …nd that 8 higher-order moments do matter and that they have to be included to get the shape 9 of the cross-sectional distribution right. But using information about higher-order 10 moments to get the shape of the cross-sectional distribution right does not mean 11 that one has to include all higher-order moments as state variables. This is the idea 12 behind reference moments and will be discussed next.
13
Reference moments. In the algorithm described so far, the cross-sectional den- this would only require a simple regression using data from the simulated economy.
31
At each node on the grid, the regression results can then be used to determine the 32 appropriate values of the reference moments.
33
10 Another possibility is that the time-variation of higher-order moments is related to movements in the mean. to solve the model using the algorithm outlined above and then simply get an ap-28 proximation for the aggregate law after one has obtained the solution of the model.
29
Further information on the choices made can be found in the appendix and in AAD.
30
11 Some motivation for choosing the conditional expectation is given in Christiano and Fischer (2000) . 12 See Judd (1998, p. 221). 13 See Den Haan (1997, Figure 2 ).
3 Simulating a continuum cross-section of agents be determined using a simulation procedure.
10
Given the importance of simulation procedures, it is important to compare al-
11
ternatives. The most popular procedure is to use a …nite set of agents and to use Let f t (k) be the distribution of capital holdings in period t and let f 1 be given.
15,16
2 Calculate the …rst N M moments of the distribution of k 0 using quadrature methods.
3
The inputs are the policy function, k 0 (k), and the initial distribution, f 1 . Using the 4 procedure discussed in Section 2 one can then obtain the density f 2 (k) that corre-5 sponds to these N M moments. 17 Iteration on this procedure gives a time series f t (k).
6
Given f t (k), any characteristic of the cross-sectional distribution can be calculated. Calculate the values for p j t+1 using the following algorithm.
9
Initialize by setting p j t+1 = 0 for all j.
10
Calculate the values of p j t+1 using the following procedure for j = 0;
; N .
11
-Calculate k 0 ( j ). Let j be such that j k 0 ( j ) < j+1 .
12
-The mass at the j th grid point, p j t , is allocated to the two grid points that enclose the choice k 0 ( j )-i.e., the j th and the (j + 1) th grid point-using the distance of k 0 ( j ) to the two grid points to determine the fractions. Thus,
Alternatively, one can start the procedure with N M moments. The density f 1 (k) can then be determined using the procedure of Section 2. 16 It is easy to modify the procedure to include a constraint. f t (k) would in that case be the density of the strictly positive capital holdings and one would in addition keep track of the mass of agents at the constraint. 17 If there are no constraints on the range of k, then one has to choose a lower and an upperbound for k that are outside the ergodic set or at least such that the mass below and above these two values is very small. 18 Proposed in Young (2009).
and
The sum of all the p j t+1 s is by construction equal to 1.
1
In the model without aggregate uncertainty, this procedure can be expressed as 2 a linear system that can be used to solve for the stationary distribution (and thus 3 the equilibrium aggregate capital stock) by solving for the normalized eigenvector 4 corresponding to the unit eigenvalue. Again construct a grid of capital holdings, j , j = 0; ; N . Let p 0 t be the mass of agents at 0 and let p j t be equal to the mass of agents with a capital stock bigger than j 1 and less than or equal to j , for j > 0.
20 This mass is assumed to be distributed uniformly between grid points. We have
Let x j be equal to the capital level at which an agent chooses j . 21 Note that 7 whereas the procedure proposed by Young simply uses the capital choice at a set of 8 nodes, this procedure uses the inverse of the capital choice. Thus,
Now compute the distribution function of next period's capital at the grid points as
where j = j(x j ) is the largest value of j such that j x j . The second equal- We …nd that time-series plots of characteristics of the cross-sectional distrib- for the 1 st percentile we …nd for the employed (unemployed) that the di¤erences are 
24
In the second experiment, the individual policy function, k 0 ("; k) is assumed to be equal to k 0 (0; k) = max f0; k 25g
for the unemployed agent (" = 0) and is equal to
for the employed agent (" = 1). For the chosen parameter values, 23 the marginal 25 propensity to save of an employed agent varies from 0 when k = 0 to almost 1 when
26
22 Since the mass of agents in the …rst percentile is very small (between 3% and 9% for the unemployed), these percentage di¤erences imply very small di¤erences for the mass of agents in the …rst percentile. 
