This article aims at explaining the ARSIS concept. By fusing two sets of images A and B, one with a high spatial resolution, the other with a low spatial resolution and different spectral bands, the ARSIS concept permits to synthesise the dataset B at the resolution of A that is as close as possible to reality. It is based on the assumption that the missing information is linked to the high frequencies in the sets A and B. It searches a relationship between the high frequencies in the multispectral set B and the set A and models this relationship. The general problem for the synthesis is presented first. The general properties of the fused product are given. Then, the ARSIS concept is discussed. The general scheme for the implementation of a method belonging to this concept is presented. Then, this article intends to help practitioners and researchers to better understand this concept through practical details about Ranchin T., Aiazzi B., Alparone L., Baronti S., Wald L., 2003. Image fusion. The ARSIS concept and some successful implementation schemes. ISPRS Journal of Photogrammetry & Remote Sensing, 58,[4][5][6][7][8][9][10][11][12][13][14][15][16][17][18] implementations. Two Multi-Scale Models are described as well as two Inter-Band Structure Models. They are applied to an Ikonos image as an illustration case. The fused products are assessed by the means of a known protocol comprising a series of qualitative and quantitative tests. The products are found of satisfactory quality. This case illustrates the differences existing between the various models, their advantages and limits. Tracks for future improvements are discussed.
Introduction
Remote sensing images exhibit usually either high spectral resolution and low spatial resolution, or low spectral resolution (broadband) and high spatial resolution. The high spatial resolution is necessary for an accurate description of shapes, features and structures. The different objects are better identified if high spectral resolution images are used. Hence, there is a desire to combine the high spatial and the high spectral resolutions with the aim of obtaining the most complete and accurate description of the observed scene. Research has developed that aims at proposing algorithms for fusing both types of images, in order to synthesise images with the highest spectral and spatial resolutions available in the sets of images. Here, the vocabulary in data fusion recommended by the working group "Data Fusion" of the European Association of Remote Sensing Laboratories (EARSeL), a Regional (European) Member of the International Society for Photogrammetry and Remote Sensing (ISPRS), is adopted (Wald, 1998 (Wald, , 1999 (Wald, , 2002 . A number of studies demonstrate the benefits of such fused products for the study of urban areas (André et al., 2002; Cornet et al., 2001; Couloigner et al., 1998a, b; Fanelli et al., 2001; Galaup and Pedron, 2002; Kishore Das et al., 2001; Terretaz, 1997; Ranchin and Wald, 1996a, b; Raptis et al., 1998; Vaiopoulos et al., 2001; Wald and Ranchin, 2001 ). The high-quality transformation of the spectral content of the multispectral images, when increasing the resolution, allows further processing such as the application of a classifier, automatic or not. For example, classification methods may be used as a first step to improve the extraction of streets . Fanelli et al., 2001; Ranchin and Wald, 2000a, b; Raptis et al., 1998; Terretaz, 1997; Wald, 2002; Yang et al., 2000) .
This article aims at explaining the concept of injecting high-frequencies in multispectral bands (using the ARSIS concept) and to demonstrate its advantages. First, the ARSIS concept and its properties are presented. Then, several successful schemes for implementation of the concept are provided and illustrated through an example of an Ikonos image of the city of Hasselt, Belgium. It discusses future tracks for improvement. 
Problem statement
In addition, these synthetic images B* must respect the three following properties .
First property
Any synthetic image B* h once degraded to its original resolution l, should be as identical as properties, other distances may be used in order to enhance specific properties in the images, e.g., structures, or to describe local inaccuracies, i.e. occurring at the pixel scale, that can impair the fused product.
Second property
Any synthetic image B* h should be as identical as possible to the image B h that the corresponding sensor would observe with the highest spatial resolution h, if existent:
where D 2 is the distance between B kh and B* kh for k. As for ε1 k , the limit ε2 k is determined by the requested degree of accuracy. The smaller ε2 k , the greater the similarity between the sets B h and B* h . If as previously, D 2 is the root of the mean of the squared differences, a typical value for ε2 k is 0.05 times the mean value of B kh .
Third property
The multispectral set of synthetic images B* h should be as identical as possible to the multispectral set of images B h that the corresponding sensor would observe with the highest spatial resolution h, if existent:
where D 3 is the distance between the sets B h and B* h . ε3 is the limit set by the requested degree of accuracy. An example of D 3 is the ERGAS quantity, discussed later.
The ability to geometrically superimpose images is important, especially since the ARSIS concept is dealing with the addition / combination of high frequencies. The images B l and A l Ranchin T., Aiazzi B., Alparone L., Baronti S., . Image fusion. The ARSIS concept and some successful implementation schemes. ISPRS Journal of Photogrammetry & Remote Sensing, 58, [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] should be geometrically aligned, once all images (here A) are degraded to the lowest available spatial resolution. Some systems provide images of different spatial resolutions that are already co-registered, such as Landsat images. Otherwise, this can be done by means of standard methods available in public or commercial software packages for image processing.
Some providers of images arrange for their products to be co-registered. The images of lowest resolution B l are projected into the geometry of A l . During the process, a resampling of the multispectral images B is made. A few authors have assessed the influences of respectively the quality of the co-registration and the resampling operator on the final results Wald et al., 1997) . The discrepancies between the results relative to the mean radiance (or grey value) of the actual images are a few per cent; these influences can be kept very small provided the co-registration is accurate enough and the operator is appropriate enough. In most cases, a bicubic interpolator offers a good compromise between the accuracy of the result and the required computer time. In the following, for the sake of the simplicity, the term "image of lowest resolution" B l will denote the projected resampled image of lowest resolution.
The ARSIS concept
The general problem may be seen as the inference of the information that is missing in the images B kl and the construction of the synthesised images B* kh . The ARSIS concept is based on the assumption that the missing information is linked to the high frequencies of the sets A and B. It searches a relationship between the high frequencies in the multispectral set B and the set A and models such a relationship. A method belonging to the ARSIS concept performs typically the following operations: (i) the extraction of a set of information from the set A, (ii) the inference of the information that is missing in the images B kl using this extracted information and (iii) the construction of the synthesised images B* kh . The most recent methods perform a scale by scale description of the information content of both images and synthesis of the high-frequency information missing to transform the low spatial resolution images into high spatial resolution high spectral content images. Ranchin and Wald (2000a) showed that many schemes can be accommodated within the ARSIS concept. Among them are the High-Pass Filtering (HPF) method (Chavez et al., 1991) , the method by Aiazzi et al. (1999) and three models presented in Ranchin and Wald (2000a) , making use of wavelet transform: Model 1, Model 2 and RWM, the latter being named after the initials of its authors (Ranchin, Wald, Mangolini, see Ranchin et al. (1994) ).
The images of the sets A and B do not need to be commensurate. Some studies have been published where images acquired in thermal infrared bands have been synthesised with a better spatial resolution with a satisfactory quality by the means of images acquired in the visible range (Kishore Das et al., 2001; Liu and Moore, 1998; Nishii et al., 1996; Wald and Baleynaud, 1999) .
It is difficult to sketch the general scheme for the application of the ARSIS concept. In the methods HPF and by Cornet et al. (2001) , Diemer and Hill (2000) , Liu and Moore (1998) , Pradines (1986) or Price (1999) , the modelling of the missing information from the image A to the image B is performed on moving windows of these images themselves. It is possible to focus more on the modelling of the missing high frequencies, expressed by Fourier coefficients or wavelet coefficients or other appropriate spatial transform. extracted from satellite imagery (Lillesand and Kiefer, 1994; Woodcock and Strahler, 1987) .
To our knowledge, no published fusion method paid particular attention to this point and the HRIBSM is often set identical to the IBSM. Ranchin et al. (1994) performed a multiscale synthesis of the parameters of their IBSM from resolution n°3 to resolution n°2.
The operations are performed as follows. First, the MSM is used to compute the details and the approximations of image A (Step 1 in Fig. 1 ). The same operation is applied to image B (
Step 2). The analysis is performed for several resolutions, up to n in Fig 
Multi-Scale Models: generalised Laplacian pyramid and "à trous" wavelet transform
MSM performs a hierarchical description, modelling and synthesis of the information content relative to spatial structures in an image. Fig. 2 is a description of pyramidal algorithms and more generally of multiscale models (Mallat, 1989) . The basis of the pyramid is the original image. Each level of the pyramid is an approximation of the original image Ranchin T., Aiazzi B., Alparone L., Baronti S., Wald L., 2003. Image fusion. The ARSIS concept and some successful implementation schemes. ISPRS Journal of Photogrammetry & Remote Sensing, 58, [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] computed from the original one. When climbing the pyramid (the analysis), the successive approximations have coarser and coarser spatial resolution. The computation of the approximations is done using a base of functions, called the scale functions. The basis of the pyramid is the original image provided by the sensor. In this scheme, the use of the Laplacian pyramid or wavelet transform allows the description of the differences existing between two successive approximations of the same image (i.e. two successive levels of the pyramid).
These differences are called details. If the process of the multiresolution analysis is inverted, the original image can be exactly reconstructed, from one approximation and from the different details describing the differences in signal between this approximation and the original image: this is called synthesis. Nuñez et al. (1999) describe the implementation of the "à trous" wavelet transform. This method was first proposed by Kronland-Martinet et al. (1987) for music synthesis. The term "à trous" ("with holes") was introduced by Dutilleux (1989) and relates to the fact that the even coefficients of the used scaling function (and the associated wavelet function), except the central one, are zero. A theoretical analysis of the "à trous" method is given in Shensa (1992) . It is a nonorthogonal, shift-invariant, symmetric, dyadic, undecimated, discrete wavelet transform. Practically, it leads to a band-pass stack of images with same dimensions (no decimation, thus no pyramid), with reduction of resolution by factor 2 from level to level, using a Gaussian-like low-pass filter. 2 i -1 zeros are inserted between each pair of the filter coefficients, when filtering level i (i = 0 for the original image). The wavelet planes are given by the difference of two consecutive levels of the stack. The filter coefficients (and the wavelet function) are computed based on the selection of the scaling function. Usually, a cubic B-spline scaling function is selected resulting in a 5 x 5 low-pass filter (Nuñez et al., 1999) . From the above, it is obvious that "à trous" is an Undecimated Wavelet Transform (UWT). The implementation of the Generalised Laplacian pyramid (GLP) is detailed hereafter. Common feature of both is that they are redundant or oversampled multiresolution transforms, which provide significant benefits for image fusion, as demonstrated by .
The Laplacian pyramid (LP) is derived from the Gaussian pyramid (GP) which is a sequence of multiresolution approximations obtained through a recursive reduction of the image dataset. Reduction by 2 (reduce 2 (.)) is separable low-pass filtering followed by decimation by 2 along rows and columns. The 2D low-pass reduction filter is generally zerophase . If G 0 (m,n) is a grey-scale image, the GP is defined as
where k identifies the level of the pyramid, K being the top level (approximation).
From the GP, the enhanced LP (ELP) (Aiazzi et al., 1997 ) is defined as
in which expand 2 [G k+1 ] denotes the (k+1)st GP level expanded by 2 to match the size of the underlying kth level. The 2D low-pass filter for expansion is still separable and zero-phase and must cut-off at one half of the signal bandwidth to exactly reject the spectral images introduced when samples are zero-interleaved. The baseband approximation is added to the band-pass ELP, i.e. L K (m,n) = G K (m,n), to yield a complete image description comprising both approximation and details.
When the scale ratio is not a power of 2, but any integer or fractional number, the operators reduce 2 (.) and expand 2 (.) may be generalized to deal with fractional reduction and expansion (Aiazzi et al., 1999) . The outcome pyramid will be denoted as GLP, irrespective of scale ratio.
IBSM models

The model of Aiazzi, Alparone, Baronti and Pippi (AABP)
The model We assume that the following relationships hold, where C B h are the high-frequency details necessary for the construction of the high resolution multispectral image B kh :
where a l is computed on a sliding window of 7 x 7 (SPOT 1 to 4 case) or 9 × 9 (Ikonos case) at the resolution h and depends upon the spectral band k. In the following, σ A and σ B are respectively the standard deviations of A l and B kl and ρ is the linear correlation coefficient of Pearson (CC) for the n x n window. Let also θ be a constant threshold ranging in 0.3-0.6 depending on the global cross-correlation between A l and B kl , the lower the correlation, the higher the threshold. To avoid numerical instabilities on homogeneous areas of A, a l is clipped above 3 and thus given by:
and
RWM model
The notations are the same as before. The RWM model establishes a local relationship between the details C B l and the details C A l . Compared to the previous AABP model, this model is also context-driven but in the space of the details and not of approximations.
We assume that the following linear relationships hold, where C B h are the details necessary for the construction of the high resolution multispectral image Bkh:
where the gain a l and offset b l are the parameters of the first axis of inertia computed on a sliding window of size n lines and n columns at the resolution l and are function of the spectral band. According to the experience gained in the SPOT-1 case, n is set to (7(2 l) / h + 1) pixels of size h. 
A case study: an Ikonos dataset of Hasselt, Belgium
The company GIM kindly provided an Ikonos dataset for test purposes. This dataset comprises a panchromatic image PAN with a resolution of 1 m and four spectral images with a resolution of 4 m. The spectral bands are given in Table 1 . The grey values are coded in 11 bits. The images were given by Space Imaging as being geocoded and superimposable but discrepancies of up to 20 m were found between PAN and multispectral images. Accordingly, they were again co-registered by the means of an automatic method based on multi-resolution analysis and local deformation models .
The geographical area is the city of Hasselt in Belgium. The images were taken simultaneously on 28 April 2000, at 10:39 UT. Table 1 reports the mean value and standard deviation of each band. It also provides the correlation coefficient between each band and the panchromatic image resampled at 4 m. 
Results and assessment
The results of the different methods are assessed by the means of the protocol proposed by a joint working group of EARSeL and of the Société des Electriciens et Electroniciens, the French branch of the IEEE .
This protocol permits to alleviate the need for a reference image if not available and offers a complete check of the three properties of fused products. It comprises a series of qualitative and quantitative tests (Wald, 2002) . In this particular case, the protocol is as follows: and B* kl by the means of visual analysis and analysis of the similarities and discrepancies.
For the third property, the emphasis is put on the spectral similarities.
The images synthesised at 1 m by the various methods are presented in Figs. 3b and c for the same geographical area as Fig. 3a and for the near-infrared band (NIR). To save space, the image produced by the method UWT-AABP is not shown; its visual appearance is very similar to those of the images GLP-AABP and UWT-RWM. In theory, these images cannot be compared to references since the latter are not available. However, given the importance of the NIR signal in the PAN band, a cautious comparison may be performed with the PAN image in Fig. 3a . The images GLP and UWT appear too smooth. The objects are not enough contrasted. A kind of halo seems to surround many objects in the UWT image; see in particular the boats and the stadium. That may translate an insufficient modelling of the details by the UWT. However, the UWT image offers better visualisation of other structures than the GLP image; see e.g. the elongated structure, parallel to the river, upper left of the middle of the picture.
The visual analysis is complemented by quantitative assessment, where some statistical quantities are computed to express the similarities and discrepancies between the fused images and the reference images (see discussion above). For the first and second properties, several quantities are computed (see e.g. Wald et al., 1997) . For the sake of the simplicity, only reported here are the bias, the standard deviation of the differences and the root mean square error (RMSE), as well as the difference between the actual variance and the estimate and the correlation coefficient between the actual image B and the estimate B*.
In testing the first property, an important point is the way the synthetic image B* kh is degraded to (B* kh ) l since the results depend on the filtering operator used. Wald et al. (1997) showed that the discrepancies between the results relative to the mean grey value of the Ranchin T., Aiazzi B., Alparone L., Baronti S., Wald L., 2003. Image fusion. The ARSIS concept and some successful implementation schemes. ISPRS Journal of Photogrammetry & Remote Sensing, 58, [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] original image are on the order of a very few per cent. In conclusion, there is an influence of the filtering operator upon the results, but it can be kept very small provided the operator is appropriate enough. For the sake of concision, the verification of this property may be summarised in a few sentences instead of a table. The methods discussed here are by essence built to satisfy this first property. The discrepancies between the original images and the images (B* kh ) l computed on a pixel basis are very small, with reservations regarding the degradation process. For example, the standard deviation of the discrepancies in the NIR band relative to the mean value of the original image is less than 1 %.
Testing the second property reveals the properties of the methods (Fig. 4) . Table 2 reports some statistics on the relative discrepancies between the original images B kl and the images B* kl . The differences are computed on a pixel basis and one image of differences is obtained per spectral band. From each image of differences, the mean value (bias), standard deviation and root mean square error (RMSE) are computed. In Table 2 , these quantities are expressed in percent, relative to the mean radiance value of the original image B kl . The ideal values for these parameters is 0. In addition, the difference between the variance of the original image Photogrammetry & Remote Sensing, 58, [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] case of production of images in true color. In other cases, since the spectra are taken out of the multispectral images themselves, this table does not mean at all that classification of fused products will lead to bad results. On the contrary, fused products based upon the ARSIS concept usually lead to enhanced mapping of classes (Couloigner et al., 1998b; González de Audicana and Seco, 2003; Raptis et al., 1998; Yang et al., 2000) . A number of criteria were proposed by Wald (2002) and Wald et al. (1997) for the visual and quantitative assessment of the spectral fidelity of the fused products at 4 m compared to the original images. They deal with the number of dominant n-tuples, their synthesis and their frequencies.
Wald (2002) proposed an error that offers a global picture of the quality of a fused product.
This error is called ERGAS, after its name in French "erreur relative globale adimensionnelle de synthèse" (dimensionless global relative error of synthesis). It is given by:
This error is reported in Table 3 for the various cases. From several published and unpublished experiments, Wald (2002) reports that an error ERGAS larger than 3 corresponds to fused products of low quality, while an ERGAS less than 3 denotes a product of satisfactory quality or better. The three methods exhibit an ERGAS smaller than 3.
Conclusion
The ARSIS concept is a general framework for the improvement of the spatial resolution of multispectral images. It is now well understood and is now employed in applications such as urban mapping (see references in introduction), air quality in cities (Wald and Baleynaud, 1999) Practical details have been given for the implementation of several methods belonging to the ARSIS concept. These implementations are illustrated by a particular case. Several aspects were assessed: visual and performances in synthesising individual spectral images.
These aspects are the most important with respect to the subsequent application of classification techniques on the synthesised multimodalities ensemble. It was found that all the methods were producing satisfactory results. This article is dealing with only one case and it is premature to draw firm conclusions regarding the compared properties of the methods.
Regarding the characteristics of Ikonos data, we noticed that the correlation coefficients between P and the MS bands (Table 1) are extremely low; they are less than 0.5 except for the NIR (0.875). Given the bandwidth characteristics of P and MS channels, this is a clue that the P band has been radiometrically processed in a nonlinear way, same as a photographic image, e.g. by applying a gamma to the grey values. Both the RWM model and the AABP model rely on local covariance measurements between P and each of the MS bands; therefore, they are penalized in performance by the nonlinear mapping of the P levels. A solution would be to try to estimate the non-linear transformation of P, invert it and use the remapped P to perform fusion with MS. This will be a possible object for future experiments.
Other aspects in assessment may have been considered, such as spatial gradients, shapes and structures, both in each spectral band and in the multispectral set. Such aspects and the corresponding criteria are of high importance in several applications such as the automatic recognition of objects, features, networks and so on. They have not been considered here.
Hints about the performances of each method vis-à-vis these more specific aspects may be drawn from the present discussion. These aspects as well as others may have importance in the selection of a method in a given case.
It was observed that the GLP modelling provides better results than the UWT modelling.
The superiority is partly hampered by an increase of accuracy in the IBSM model (UWT-RWM vs. UWT-AABP). Though the general scheme of the ARSIS concept differentiates the models MSM, IBSM and HRIBSM, this example demonstrates that these models are related.
They should be designed in respective agreement for better results. The two presented IBSM models (AABP, RWM) are modelling each spectral band separately (as well as the HRIBSM models). The example tends to show that better results would be attained if multispectral properties are taken into account in the IBSM and HRIBSM.
There are several ways of improvement. One is the choice of the multiscale analysis underlying the modelling and injection of spatial details. Several tools exist for the multiscale analysis and for the modelling of the high frequencies in the time-frequency domain. They have different properties and some may be more adapted than others, resulting in a better quality of the synthesised images. However, the rationale of spatial frequencies spectrum substitution from an image to another may help devise new analysis tools that are suitable for specific applications, e.g. ground scales of the data whose ratio is a fractional number (Aiazzi et al., 2000) .
The second way is expected to bring definite improvements. The modelling of the intermodality behavior of the small-size structures (high frequencies) is central in the ARSIS concept (IBSM model). The models presently available are rather straightforward. Though they already produce satisfactory results, efforts should be made to improve them and finally provide better synthesised images. They are mostly based upon statistical adjustment of some properties representing the signal dynamics. Physical laws should be taken into account in these models. Efforts should also be made on the HRIBSM model, for which very few studies were performed, thus its behaviour is poorly known. It is believed that the improvement of the IBSM model will lead to improvements in the HRIBSM model. Table captions   Table 1 Spectral bands, mean value and standard deviation of the panchromatic (PAN) and multispectral images (MS) (GV …grey values). Correlation coefficient between the original spectral bands and the PAN image resampled at 4 m Table 2 Some statistics of the relative differences and the relative difference in variance (all in percent) and the correlation coefficient between the original and synthesised images for the spectral bands blue, green, red and NIR. See text for more explanations Table 3 The error ERGAS for the various methods Table 2 GLP-AABP UWT-AABP UWT-RWM 1.3 2.1 1.6 Table 3 hal-00356163, version 1 -26 Jan 2009
