This paper studies the complexity of estimating Rènyi divergences of discrete distributions: p observed from samples and the baseline distribution q known a priori. Extending the results of Acharya et al. (SODA'15) on estimating Rènyi entropy, we present improved estimation techniques together with upper and lower bounds on the sample complexity.
I. INTRODUCTION

A. Renyi Divergences in Anomaly Detection
A popular statistical approach to detect anomalies in realtime data is to compare the empirical distribution of certain features (updated on the fly) against a stored "profile" (learned from past observations or computed off-line) used as a reference distribution. Significant deviations of the observed distribution from the assumed profile trigger an alarm [4] .
This technique, among many other applications, is often used to detect DDoS attacks in network traffic [5, 8] . To quantify the deviation between the actual data and the reference distribution, one needs to employ a suitable dissimilarity metric. In this context, based on empirical studies, Rènyi divergences were suggested as good dissimilarity measures [7, 10, 2, 5, 8] .
While the divergence can be evaluated based on theoretical models (for example, one uses fractional Brownian motions to simulate real network traffic and Poisson distributions to model DDoS traffic [10] ), much more important (especially for realtime detection) is the estimation on the basis of samples. The related literature is focused mainly on tuning the performance of specific implementations, by choosing appropriate parameters (such as the suitable definition or the sampling frequency) based on empirical evidence. On the other hand, not much is Supported by the European Research Council consolidator grant (682815-TOCNeT). The full version available at https://arxiv.org/abs/1702.01666. known about the theoretical performance of estimating Rènyi divergences for general discrete distributions (continuous distributions need extra smoothness assumptions [9] ). A special case is estimating Rènyi entropy [1] which corresponds to the uniform reference distribution. In [6] optimal estimators were proposed for the KL-divergence of two distributions (both sampled) provided that they have bounded likelihood.
In this paper, we attempt to fill the gap by providing better estimators for Rènyi divergence, together with theoretical guarantees on the performance. In our approach, motivated by mentioned applications to anomaly detection, we assume that the reference distribution q is explicitly known and the other distribution p can only be observed from i.i.d. samples.
B. Our Contribution and Related Works a) Better estimators for a-priori known reference distributions:
In the literature Rènyi divergences are typically estimated by straightforward plug-in estimators (see [7, 2, 7, 10, 2, 5, 8] ). In this approach, one puts the empirical distribution (estimated from samples) into the divergence formula, in place of the true distribution. Unfortunately, they have worse statistical properties, e.g. are heavily biased. This affects the number of samples required to get a reliable estimate.
To obtain reliable estimates within a possible small number of samples, we extend the techniques from [1] . The key idea is to use falling powers to estimate power sums of a distribution (this trick can be seen as a bias correction method). The estimator is illustrated in Algorithm 1 below.
Algorithm 1: Estimation of Rènyi Divergence (to a reference distribution known a-priori)
Input: divergence parameter α > 1 (integer), alphabet A = {a 1 , . . . , a k }, reference distribution q over A, samples x 1 , . . . , x n from unknown p on A Output: a number D approximating the α-divergence 1 initialize 1 n i = 0 for all i = 1, . . . , k 2 for j = 1, . . . , n do For certain cases (where the reference distribution q is close to uniform) we estimate the divergence with the number of samples sublinear in the alphabet size as illustrated in Table I , whereas plug-in estimators need a superlinear number of samples. In particular for the uniform distribution q, we recover the same upper bounds for estimating Rènyi entropy as in [1] .
b) Upper and lower bounds on the sample complexity: We show that the sample complexity of estimating divergence of unknown p observed from samples to an explicitly known q is dependent on the reference distribution q itself. When q doesn't take too small probabilities, non-trivial estimation is possible, even sublinear in the alphabet size for any p. However when q takes arbitrarily small values, the complexity is dependent on inverse powers of probability masses of p and is unbounded (for a fixed alphabet), without extra assumptions on p. We stress that these lower bounds are nogo results independent of the estimation technique. For a more quantitative comparison, see Table I below.
Assumption
Complexity
complexity at least square root Corollary 3 
c) Complexity instability vs numerical instability:
Our results provide theoretical insights about heuristic "patches" to the Rènyi divergence formula suggested in the applied literature. Since the formula is numerically unstable when one of the probability masses q i becomes arbitrarily small (see Definition 2), authors suggested to omit or round up very small probabilities of q (see for example [7, 8] ).
In accordance to this, as shown in Table I , the sample complexity is also unstable when unlike events occur in the reference distribution q. Moreover, this is the case even if the distribution q is perfectly known. We therefore conclude that small probabilities of q are very subtle not only because of numerical instability, but more importantly because the sample complexity is unstable.
C. Our techniques
For upper bounds we merely borrow and extend techniques from [1] . For lower bounds our approach is however different. We find a pair of distributions which are close in total variation yet with much different divergences to q, by a variational approach (writing down an explicit optimization program) As 1 Storing and updating empirical frequencies can be implemented more efficiently when n k, which matters for almost uniform distributions q (sublinear time and memory complexity), but not for the general case. a result, we can obtain our lower bounds for any accuracy. In turn, the argument in [1] , even if can be extended to the Rènyi divergence, has inherit limitations that make it work only for sufficiently small accuracies. Thus we can say that our lower bound technique, in comparison to [1] , offers lower bounds valid in all regimes of the accuracy parameter, in particular for constant values used in the applied literature.
In fact, our technique strictly improves known lower bounds on estimating collision entropy. Taking the special case when q is uniform, we obtain that the sample complexity for estimating collision entropy is Ω(k 1 2 ) even for constant accuracy, while results in [1] guarantees this only for very small δ (no exact threshold is given, and hidden constants may be dependent on δ), which is captured by the notationΩ(k 
D. Organization
In Section II we introduce necessary notions and notations. Upper bounds on the sample complexity are discussed in Section III and lower bounds in Section IV. We conclude our work in Section V.
II. PRELIMINARIES
For a distribution p over an alphabet A = {a 1 , . . . , a k } we denote p i = p(a i ). All logarithms are at base 2. For integer α > 1 the falling α power is defined as z a = α−1 i=0 . Definition 1 (Total variation). The total variation of two distributions p, p over the same finite alphabet equals d T V (p, p ) =
Below we recall the definition of Rènyi divergence (we refer the reader to [3] for a survey of its properties).
Definition 2 (Renyi divergence). The Rènyi divergence of order α (in short: Rènyi α-divergence) of two distributions p, q having the same support is defined by
By setting uniform q we get the relation to Rènyi entropy.
Remark 1 (Renyi entropy vs Rènyi divergence). For any p over A the Rènyi entropy of order α equals
where q A is the uniform distribution over A. 
Definition 4 (Renyi's divergence estimation complexity). The sample complexity of estimating the Rènyi divergence given q with probability error and additive accuracy δ is the minimal number n for which there exists an algorithm satisfying Equation ( 2) for all p.
It turns out that it is very convenient not to work directly with estimators for Rènyi divergences, but instead with estimators for weighted power sums.
Definition 5 (Divergence power sums). The power sum corresponding to the α divergence of p and q is defined as
The following lemma shows that estimating divergences (Equation (1)) with an absolute relative error of O(δ) and corresponding power sums (Equation (3)) with a relative error of O δ α−1 are equivalent.
Lemma 1 (Equivalence of Additive and Multiplicative Estimations). Suppose that m is a number such that
The proof is a straightforward consequence of the first order Taylor's approximation, and will appear in the full version.
III. UPPER BOUNDS ON THE SAMPLE COMPLEXITY
Below we state our upper bounds for the sample complexity. The result is very similar to the formula in [1] before simplifications, except the fact that in our statement there are additional weights coming from possibly non-uniform q and it can't be further simplified.
Theorem 1 (Extending [1] ). For any integer k, any distributions p, q over an alphabet of size k, any integer α > 1 and some absolute constant c, if n satisfies
, then the complexity of estimating the Rènyi α-divergence of p to given q is at most n.
The proof is deferred to the appendix, below we discuss corollaries. The first corollary shows that the complexity is sublinear when the reference distribution is close to uniform. [1] ). Let p, q be distributions over an alphabet of size k, and α > 1 be a fixed integer. Suppose that max i q i = O(k −1 ) and min i q i = Ω(k −1 ). Then the complexity of estimating the Rènyi α-divergence of p with respect to q, up to constant accuracy and probability error at most 1 3 , equals O k
As shown in the next corollary, the complexity is polynomial only if the reference probabilities are not negligible.
Corollary 2 (Polynomial complexity for non-negligible reference probabilities). Let p, q be distributions over an alphabet of size k. Suppose that min i q i = k −O (1) , and let α > 1 be a fixed integer. Then the complexity of estimating the Rènyi α-divergence of p with respect to q, up to a constant accuracy and probability error at most 0.3 (in the sense of Definition 4) equals k O (1) .
Proof of Corollary 2. Under our assumptions
Therefore, we need to choose n such that
By the discussion in [1] we know that for r = 0, . . . , α − 1 we have i p α+r
Thus we need to find n that satisfies
By the inequality j 0 β j u j (1 + u) β (which follows by the Taylor's expansion for any positive real number β) and the symmetry of binomial coefficients we need
By the Taylor expansion
which finishes the proof.
Proof of Corollary 1. The corollary can be concluded by inspecting the proof of Corollary 2. The bounds are the same except that the factor k O(1) is replaced by Θ(1) α . For constant α, the final condition reduces to n Ω k α−1 α .
IV. SAMPLE COMPLEXITY LOWER BOUNDS
The following theorem provides lower bounds on the sample complexity for any distribution p and q. Since the statement is somewhat technical, we discuss only corollaries and refer to the appendix for a proof. The idea is to construct a distribution p close to p but of significantly bigger divergence.
Theorem 2 (Sample Complexity Lower Bounds). Let p, q be fixed distributions, γ ∈ (0, 0.5) and C 1 , C 2 0 be given by
Then for any fixed real α > 1, any estimator for the Rènyi divergence of p to q (in the sense of Definition 3) with error probability = 1 3 and up to an accuracy δ = max(C 1 , C 2 ) requires is at least
By choosing appropriate numbers in Theorem 2 we can obtain bounds for different settings, as discussed below.
Corollary 3 (Lower bounds for general case). Estimating the Rènyi α-divergence for α > 1 requires Ω k 1 2 samples.
Proof of Corollary 3. In Theorem 2 we chose the uniform p and γ i such that γ i = 1 4 k 1 2 for the index i = i 0 minimizing q i , and γ i = − 1 4 k − 1 2 · k k−1 for i = i 0 (note that γ i > − 1 2 and i p i γ i = 0). This gives C 1 0, and
(the constant depends on α) which is at least Ω(1), because Corollary 4 (Polynomial complexity requires non-negligible probability masses). For sufficiently large k, if min i q i = k −ω(1) then there exists a distribution p such that estimating the R'enyi α-divergence to q requires at least k ω(1) samples.
Proof of Corollary 4. Fix one alphabet symbol a i0 and real numbers c, d 1. Let q put the probability 1 k c on a i0 and be uniform elsewhere. Also let p put the probability 1 k d on a i0 and be uniform elsewhere. We have
In Theorem 2 choose γ i = 1 4 for i = i 0 and γ i = − 1 4(1−pi 0 ) (note that γ i − 1 2 and i p i γ i = 0). Provided that c(α − 1) − dα > 0
we have C 1 0 and C 2 = Ω(1). Since we have δ = O k −d , the minimal number of samples is n = Ω k d .
We can choose d such that c = α α−1 d + 1 and c = ω(1), then also d = ω(1) and the corollary follows.
V. CONCLUSION
We extended the techniques recently used to analyse the complexity of entropy estimation to the problem of estimating Rènyi divergence. We showed that in general there are no uniform bounds on the sample complexity, and the complexity is polynomial in the alphabet size if and only if the reference distribution doesn't take negligible probability masses (explained by the numerical properties of the divergence formula).
