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Mobile Serviceroboter spielen in unserem Alltag bisher nur eine untergeordnete Rolle. Vereinzelt
kann man auf Serviceroboter treffen, die zu Forschungszwecken in öffentlichen Gebäuden, wie
zum Beispiel zur Führung durch Museen [Bur98, Nou99, Sch01b] oder als Einkaufsassistent in
einem Baumarkt [Böh03], eingesetzt werden. Zudem werden einige erste kommerzielle Produkte
angeboten, wie zum Beispiel autonome Staubsauger für den Haushalt oder ein Roboterhund als
interaktives Spielzeug [Fuj98]. Während der Leistungsumfang und die Interaktionsfähigkeiten
dieser Produkte noch sehr begrenzt sind, werden mit voranschreitender Entwicklung flexiblere
und intelligentere Anwendungen möglich. Einsatzmöglichkeiten für Serviceroboter gibt es viele,
so zum Beispiel als Assistent im Haushalt, zur Unterstützung hilfsbedürftiger Menschen, als
Informationseinrichtung an öffentlichen Plätzen oder auf dem Unterhaltungssektor.
Ob solche Serviceroboter ein kommerzieller Erfolg werden und einmal einen selbstverständli-
chen Bestandteil unseres alltäglichen Lebens darstellen, hängt sehr davon ab, ob sie von ihren
zukünftigen Nutzern akzeptiert werden. Unabhängig von der konkreten Anwendung ist der po-
tenzielle Anwender im Allgemeinen kein Roboterexperte oder Computerspezialist. Er steht je-
doch einem sehr komplexen technischen Gerät gegenüber. Damit Roboter eine hohe Akzeptanz
beim Anwender erreichen, müssen sie intuitiv bedienbar sein, schnell und akkurat auf Anwei-
sungen reagieren und klar verständliche Rückmeldungen geben.
Die Entwicklung von Robotern mit menschlichem kommunikativen Verhalten stellt einen wich-
tigen Bereich in der Robotikforschung dar. Es wird angestrebt, dass es dem Anwender möglich
ist, so mit dem Roboter zu interagieren, wie er es von der zwischenmenschlichen Kommunikati-
on her gewohnt ist. Nur so kann garantiert werden, dass ein Mensch jederzeit spontan auch mit
ihm unbekannten Robotern problemlos umgehen kann, ohne zuvor neue Fähigkeiten erwerben
zu müssen. Anstelle von Tastatur, Maus oder Touchscreen sind natürliche Sprache und nonver-
bale Signale wie Gestik, Gesichtsausdruck, Blickrichtung und Körperhaltung die Mittel für die
Interaktion zwischen Mensch und Roboter. Diese muss der Roboter zum einen selber anwenden
können, zum anderen muss er die Fähigkeit besitzen, die entsprechenden Signale von seinem
menschlichen Interaktionspartner zu erfassen und zu interpretieren. Die grundlegende Vorausset-
zung dafür ist, dass der Roboter die Menschen in seiner Nähe mit Hilfe seiner Sensoren erfassen
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Abbildung 1.1: Bei einem mobilen Roboter kann dem Benutzer kein fester Stand-
ort zugeordnet werden. Der Roboter muss aus dem Verhalten der
Personen erkennen, wer der Benutzer ist.
und erkennen kann und im Verlauf der Zeit beobachten und verfolgen kann.
Mit seinen Sensoren nimmt ein mobiler Roboter in der Regel immer nur einen begrenzten Aus-
schnitt seiner Umgebung wahr. Durch aktives Verhalten ist er jedoch in der Lage, die Sensoren
neu auszurichten und dadurch den erfassten Ausschnitt zu verschieben. Daher ist es nicht er-
forderlich, dass der Benutzer für die Interaktion einen vorgeschriebenen Standort einnimmt, wie
dies bei statischen Systemen der Fall ist, zum Beispiel bei einem Informationskiosk [Reh99]. Der
Anwender kann sich frei vor dem Roboter bewegen, wobei es die Aufgabe des Roboters ist, ihn
im „Blick“ zu halten. Da dem Benutzer folglich keine feste Position zugeordnet werden kann,
ergeben sich spezielle Anforderungen an den Roboter. Innerhalb seines Wahrnehmungsbereichs
können sich mehrere Personen gleichzeitig aufhalten (siehe als Beispiel Abbildung 1.1). Jede
dieser Personen stellt einen potenziellen Kommunikationspartner für ihn dar. Zunächst muss er
erkennen können, ob jemand die Absicht hat, mit ihm zu interagieren. Nicht jede Person die
spricht, redet zu ihm. So kann es vorkommen, dass sich zwei Menschen in der Nähe des Ro-
boters unterhalten, oder dass jemand mit einem Mobiltelefon telefoniert. Wenn mehrere Perso-
nen anwesend sind, kann der Roboter aufgrund des beschränkten Wahrnehmungsbereichs nicht
immer alle gleichzeitig beobachten. Er muss dann über eine geeignete Strategie verfügen, um
schnell auf einen Interaktionswunsch reagieren zu können. Wenn er einen Kommunikationspart-
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ner gefunden hat, so ergeben sich weitere Anforderungen in der folgenden Interaktionsphase:
Der Roboter muss nun in der Lage sein, sich auf den Benutzer zu konzentrieren. Auch wenn er
Äußerungen unbeteiligter Personen erfasst, darf er nur auf Anweisungen des Anwenders reagie-
ren.
Sollen Roboter mit menschlichem kommunikativen Verhalten geschaffen werden, ist die Frage
naheliegend, was Menschen dazu befähigt, dieselben Anforderungen zu bewältigen. Wenn wir
uns zum Beispiel auf einer Party mit vielen Gästen befinden, fällt es uns nicht schwer zu erken-
nen, wann und von wem wir angesprochen werden. Zudem gelingt es uns dann innerhalb der
Geräuschkulisse, die sich aus der Unterhaltung der zahlreichen Gäste ergibt, allein auf die Wor-
te unseres Gesprächspartners zu achten. Das Erkennen, wann sich uns jemand zuwendet, und
das Fokussieren dieser Person gelingt uns, da wir über Aufmerksamkeit verfügen. Sie ermög-
licht es uns, aus dem vielfältigen Reizangebot der Umwelt einzelne, relevante Reize auszuwäh-
len und bevorzugt zu betrachten, andere dagegen zu übergehen und zu unterdrücken [Müs00].
Sie stellt die Grundlage für ein konzentriertes, zielgerichtetes Handeln dar. Aufmerksamkeit hat
einen großen Einfluss darauf, was wir bewusst wahrnehmen und bestimmt, wem wir zuhören
und wohin wir schauen. Würde der Roboter über entsprechende Aufmerksamkeitsmechanismen
verfügen, könnte er eine für ihn relevante Person aus einer Gruppe auswählen, um sich ihr dann
zuzuwenden.
Aufmerksamkeit stellt aber nicht nur als Bestandteil des Wahrnehmungsprozesses einen wichti-
gen Aspekt für jedes einzelne Individuum dar. Sie hat darüber hinaus einen bedeutenden Einfluss
auf das soziale Verhalten in der Kommunikation: Gesprächspartner richten ihre Aufmerksamkeit
aufeinander und schauen sich gegenseitig an. Wird dies nicht getan, wird es als fehlendes Inter-
esse und mangelnde Aufmerksamkeit interpretiert (vgl. [Arg76]). Für eine effektive Interaktion
zwischen Mensch und Roboter ist es daher erforderlich, dass auch der Roboter in geeigneter
Weise Aufmerksamkeit demonstriert. Damit gibt er eine intuitiv verständliche Rückmeldung an
den Benutzer, die ihm zeigt, dass er vom Roboter wahrgenommen wird.
Für eine effektive und natürliche Kommunikation muss also auch ein mobiler Roboter mit einem
entsprechenden Aufmerksamkeitssystem ausgestattet sein.
1.1 Zielsetzung
Das Ziel dieser Arbeit ist die Entwicklung eines Aufmerksamkeitssystems für einen mobilen
Roboter für die Interaktion mit Menschen. Die Aufgabe des Systems ist es, die Bewegung des
Roboters und die Ausrichtung der Sensoren so zu steuern, dass den im Interaktionssystem ver-
wendeten Komponenten (Sprachverarbeitung, Gestenerkennung, . . . ) über die Sensoren jeder-
zeit geeignete Daten zur Verfügung stehen. Das Aufmerksamkeitssystem soll darüber hinaus den
Fokus der Aufmerksamkeit des Roboters in einer intuitiv verständlichen Weise für den mensch-
lichen Anwender darstellen.
Das zu entwickelnde Aufmerksamkeitssystem soll den Roboter insbesondere dazu befähigen,
während der Phase, in der er sich nicht in der Interaktion mit einer Person befindet, Menschen
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in seiner Umgebung zu beobachten, um zielgerichtet zu erkennen, wann jemand beabsichtigt, ei-
ne Interaktion mit dem Roboter zu beginnen. In der Interaktionsphase ist es die Aufgabe des
Systems, allein den Benutzer zu fokussieren und andere anwesende Personen zu ignorieren.
Daneben soll es die Aktivierung der sprachverarbeitenden Komponenten im Interaktionssystem
übernehmen, so dass nur die Instruktionen vom Kommunikationspartner verarbeitet werden.
Das Ziel ist schließlich die Realisierung eines robusten, lauffähigen Systems, das, integriert in das
Interaktionssystem, auf einem autonomen mobilen Roboter mit Standard-Hardware einsatzfähig
ist und im Betrieb eine effektive Interaktion erlaubt.
Als Beispielanwendung wird das so genannte Home-Tour-Szenario betrachtet. Die Vorstellung
dabei ist, dass ein Benutzer einen mobilen Serviceroboter für sein Zuhause käuflich erworben hat
und nun zum ersten Mal in Betrieb nimmt. Um den Roboter für zukünftige Aufgaben effektiv
einsetzen zu können, muss dieser zunächst mit der für ihn neuen Umgebung vertraut gemacht
werden. In einem interaktiven Prozess zeigt und beschreibt der Nutzer Gegenstände und Orte,
die für spätere Interaktionen und Aufgabenstellungen relevant sind. Der Benutzer kann mit dem
Roboter natürlichsprachlich kommunizieren. Um auf Objekte zu verweisen, können neben Spra-
che auch deiktische Gesten verwendet werden. Der Roboter erfasst benannte Objekte mit einer
Kamera und speichert neben der Ansicht des Objekts Informationen wie Position, Größe und zu-
sätzliche sprachliche Angaben des Benutzers. Um neue Objekte zu zeigen, ist es dem Benutzer
darüber hinaus möglich, den Roboter durch Vorausgehen zu einer neuen Position im Haus zu
führen.
1.2 Gliederung der Arbeit
Zu Beginn der Arbeit gibt Kapitel 2 einen Überblick über bereits existierende Ansätze, die Auf-
merksamkeitsmechanismen für künstliche Systeme realisieren. Der Schwerpunkt liegt dabei auf
Aufmerksamkeitssystemen, die für die Interaktion von Benutzern mit mobilen Servicerobotern
entwickelt wurden. Die anschließenden Kapitel befassen sich mit dem in dieser Arbeit entwickel-
ten Aufmerksamkeitssystem. Den Ausgangspunkt bildet Kapitel 3, das den eingesetzten Roboter
beschreibt. Das Kapitel 4 erläutert dann die Konzeption des entwickelten Aufmerksamkeitssy-
stems. Details der Realisierung werden in den drei folgenden Kapiteln beschrieben. Zunächst
wird in Kapitel 5 ein Verfahren zum multimodalen Verfolgen von Objekten vorgestellt, das im
Rahmen dieser Arbeit entwickelt wurde. Die konkrete Anwendung dieses Verfahrens zum Ver-
folgen von Personen unter Verwendung des eingesetzten Roboters ist Thema des anschließenden
Kapitels 6. Die Darstellung des Aufmerksamkeitssystems erfolgt schließlich in Kapitel 7. Darin
wird auch beschrieben, wie sich die Aufmerksamkeitssteuerung in das Gesamtsystem integriert,
das die Interaktionsfähigkeiten des Roboters im betrachteten Szenario realisiert. In Kapitel 8 wird
die Leistungsfähigkeit des vorgestellten Ansatzs anhand von Ergebnissen aus verschiedenen Be-




Viele mobile Roboter, die ihre Umgebung über Kameras oder Mikrofone erfassen, greifen bei der
Verarbeitung der Sensordaten und bei der Steuerung ihres Verhaltens auf Aufmerksamkeitsme-
chanismen zurück. Die Gründe dafür sind vielfältig. Zum einen stehen praktische Überlegungen
im Vordergrund. So werden im Hinblick auf die begrenzten Rechnerkapazitäten eines autono-
men Systems Selektionsmechanismen eingesetzt, um die Menge der zu verarbeitenden Daten
zu reduzieren und nur die für die jeweilige Aufgabe relevanten Daten herauszufiltern. Aufmerk-
samkeitssteuerungen dienen auch dazu, den Roboter und seine Sensoren in geeigneter Weise an-
zusteuern und auszurichten, sodass die Einschränkungen durch die begrenzten Einzugsbereiche
der Sensoren überwunden werden. Zum anderen ist es das Ziel, menschliches Aufmerksamkeits-
verhalten möglichst gut nachzubilden. So ist man insbesondere im Bereich der Servicerobotik
bestrebt, ein intuitiv verständliches Verhalten des Roboters zu erzeugen, da dies einen wichtigen
Beitrag für die Natürlichkeit der Interaktion darstellt. Darüber hinaus werden theoretische Auf-
merksamkeitsmodelle auf mobilen Robotern getestet, um menschliches Verhalten zu simulieren
und besser zu verstehen.
Dieses Kapitel beschreibt verschiedene Ansätze, die Aufmerksamkeitsmechanismen für mobile
Roboter realisieren. Der Schwerpunkt der Auswahl liegt dabei auf Roboterapplikationen, bei de-
nen die Interaktion mit Menschen im Zentrum steht. Um die unterschiedlichen Verfahren besser
strukturieren zu können, werden zunächst vier Kriterien spezifiziert, nach denen sich Aufmerk-
samkeitssysteme im Bereich der Mensch-Roboter-Interaktion grob voneinander unterscheiden
lassen:
Berücksichtigte Sensoren: Die Grundlage für die Steuerung der Aufmerksamkeit eines Robo-
ters ist die Verarbeitung von Sensordaten. Aufmerksamkeitssysteme lassen sich danach un-
terscheiden, welche Arten von Sensoren sie dabei berücksichtigen. Weit verbreitet ist der
Einsatz von Kameras und Mikrofonen, die das Sehen und Hören eines Roboters realisieren.
Vereinzelt werden auch Sensoren verwendet, die keine Entsprechung zu den menschlichen
Sinnesorganen haben, wie zum Beispiel Laser-, Sonar- oder Infrarotsensoren.
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Repräsentation der Relevanzwerte: Der Selektionsprozess, der darüber entscheidet, worauf
sich die Aufmerksamkeit eines Roboters bei einer gegebenen Aufgabe richtet, kann im
Allgemeinen in drei Schritte gegliedert werden:
1. Sensordaten werden erfasst und gegebenenfalls vorverarbeitet.
2. Die (vorverarbeiteten) Daten werden bezüglich ihrer Relevanz für die Aufgabe be-
wertet und die Relevanzwerte in einer geeigneten Datenstruktur abgelegt.
3. Der maximale Wert wird selektiert. Er bestimmt den Fokus der Aufmerksamkeit.
Der wesentliche Aspekt, der Aufmerksamkeitssysteme voneinander unterscheidet, ist die
Art der Datenstruktur, die zur Repräsentation der Relevanzwerte vorgesehen ist (Punkt 2).
Man findet zwei Ansätze vor:
• Bei der ortsbasierten Repräsentation der Relevanzwerte modelliert die verwendete
Datenstruktur eine gleich- oder niedrigdimensionale Abbildung des Raums, der den
Roboter umgibt. Das klassische Beispiel sind so genannte Aufmerksamkeitskarten,
die insbesondere bei visuellen Aufmerksamkeitssystemen Verwendung finden. Dies
sind zweidimensionale Datenfelder, die in Breite und Höhe dem Kamerabild mit vol-
ler oder niedrigerer Auflösung entsprechen. Bei der ortsbasierten Aufmerksamkeit
wird jedem Punkt im Raum oder jeder Richtung, die durch die Datenstruktur reprä-
sentiert wird, ein Relevanzwert zugewiesen. Die Aufmerksamkeit richtet sich folglich
auf einen Ort.
• Bei der objektbasierten Repräsentation werden zunächst die Sensordaten vorverar-
beitet, indem einzelne Objekte extrahiert werden. Die Objektextraktion stellt bereits
einen ersten Selektionsprozess dar, da in der Regel nur die Objekte berücksichtigt
werden, die für die Anwendung relevant sind. Im Bereich der Mensch-Roboter-Inter-
aktion stellen zum Beispiel Menschen die relevanten „Objekte“ dar. Bei der objekt-
beziehungsweise personenbasierten Aufmerksamkeit wird folglich jedem Objekt ein
Relevanzwert zugewiesen. Die Aufmerksamkeit richtet sich also auf ein Objekt.
Mit der Unterscheidung zwischen ortsbasierten und objektbasierten Aufmerksamkeitssys-
temen wird dem Aspekt Rechnung getragen, dass auch die Psychologie diese beiden Arten
von selektiver Aufmerksamkeit beim Menschen differenziert (vgl. [Mül02, Sch01a]).
Bewertung der Relevanz: Die Bewertung der Relevanz (Punkt 2, siehe oben) zu einem gege-
benen Zeitpunkt hängt zunächst von den jeweils aktuell erfassten Sensordaten ab. Sie kann
aber zusätzlich von vorausgegangenen Sensordaten oder dem internen Zustand des Ro-
boters abhängen. Aufmerksamkeitssysteme werden folglich danach unterschieden, ob sie
eine eindeutige, zeitunabhängige Abbildung von Sensordaten auf Relevanzwerte realisie-
ren (statische Bewertung) oder ob andere Parameter in den Bewertungsprozess einfließen
(dynamische Bewertung).
Dynamische Bewertungsverfahren sind erforderlich, um gewisse Aspekte des menschli-
chen Aufmerksamkeitsverhaltens zu modellieren. Ein Beispiel findet man bei der so ge-
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nannten Orientierungsreaktion [Eim96]. Diese tritt bei plötzlicher Veränderung der Reiz-
konstellation ein, beispielsweise bei einem lauten Knall, und äußert sich in einer aktiven
Aufmerksamkeitszuwendung. Regelmäßig wiederholte Darbietung des Reizes führt jedoch
zur Habituierung der Orientierungsreaktion, sodass die Zuwendung nicht mehr erfolgt. Ein
anderes Beispiel ist die willkürliche Selektion, von der man spricht, wenn die Intention
einer Person für das Zustandekommen einer Aufmerksamkeitszuwendung verantwortlich
ist [Eim96]. Sucht beispielsweise jemand nach einem Gegenstand, wird allen Gegenstän-
den, die dem gesuchten ähneln, eine erhöhte Aufmerksamkeit zuteil.
Personenanzahl: Um eine personenbasierte Aufmerksamkeit für einen Roboter zu realisieren,
ist ein Verfahren zur Detektion von Personen erforderlich. Aufmerksamkeitssysteme un-
terscheiden sich darin, wieviele Personen gleichzeitig detektiert und damit im Aufmerk-
samkeitszuwendungsprozess berücksichtigt werden können. Es wird zwischen einer und
mehreren Personen unterschieden. Bei Aufmerksamkeitssystemen, die lediglich eine Per-
son berücksichtigen, ist eine Bewertung der Relevanz überflüssig und die Selektion trivial.
Dennoch kann man von einem Aufmerksamkeitssystem sprechen, da die Aufmerksamkeit
selektiv auf Menschen gerichtet wird. Wenn ein System mehrere Personen gleichzeitig
berücksichtigt, ist dagegen ein Selektionsprozess erforderlich.
Neben diesen Kriterien werden Aufmerksamkeitssysteme natürlich auch dadurch charakterisiert,
wie sie die jeweils anliegenden Sensordaten nach ihrer Relevanz bewerten, das heißt welche
Strategie sie verfolgen, um die Aufmerksamkeit zu steuern. Wichtig im Bereich der Mensch-
Roboter-Interaktion ist auch die Frage, wie die Systeme ihren Aufmerksamkeitsfokus nach außen
hin für den Beobachter darstellen.
Das wichtigste Unterscheidungskriterium ist zunächst jedoch die Repräsentation der Relevanz-
werte, die mit der Entscheidung einhergeht, ob das Aufmerksamkeitssystem auf einer Objekt-
extraktion aufsetzt. Die folgende Darstellung der Aufmerksamkeitssysteme befasst sich daher
zunächst mit ortsbasierten Ansätzen in Abschnitt 2.1, gefolgt von personenbasierten Ansätzen in
Abschnitt 2.2.
2.1 Ortsbasierte Aufmerksamkeit
Bei der ortsbasierten Aufmerksamkeit wird aus der Sicht des Roboters jedem Punkt im Raum
oder jeder Richtung eine Relevanz zugeordnet. Zu diesem Zweck sind Datenstrukturen erforder-
lich, die eine gleich- oder niedrigdimensionale Abbildung des Raums modellieren. Bei optischen
Sensoren erfolgt die Abbildung bereits bei der Messung. So stellt zum Beispiel ein Kamerabild
eine zweidimensionale Abbildung des erfassten Bereichs dar. Eine Datenstruktur, die in diesem
Fall geeignet ist, die Relevanzwerte aufzunehmen, ist ebenfalls ein zweidimensionales Feld. Man
spricht dabei von einer so genannten Aufmerksamkeits- oder Aktivierungskarte. In dieser lässt
sich direkt ablesen, welche Bereiche im Bild für den Roboter die höchste Relevanz aufweisen.
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MerkmalskartenEingangsbild Aufmerksamkeitskarte
∑
Abbildung 2.1: Prinzipieller Aufbau eines Systems zur visuellen, ortsbasierten
Aufmerksamkeit: Für ein Bild werden Merkmalskarten für ver-
schiedene Merkmale berechnet und gewichtet zur Aufmerksam-
keitskarte aufsummiert.
In multimodalen Systemen, die gleichzeitig auf Sensoren mit unterschiedlichen Wahrnehmungs-
bereichen zurückgreifen, lässt sich eine direkte Korrespondenz zwischen Werten der Aufmerk-
samkeitskarte und den Sensordaten, wie sie bei rein visuellen Aufmerksamkeitssystemen exis-
tiert, nicht herstellen. Hier sind weitere Überlegungen erforderlich. Im Folgenden werden zu-
nächst unimodale und im Anschluss multimodale Ansätze beschrieben.
2.1.1 Unimodale Ansätze
Der überwiegende Teil ortsbasierter, unimodaler Ansätze beschäftigt sich mit der visuellen Auf-
merksamkeit. Modelle zur visuellen Aufmerksamkeit (siehe zum Beispiel [Wol94, Itt98]) er-
mitteln hervorstechende Bildbereiche über lokale Unterschiede bezüglich Merkmalen wie zum
Beispiel Farbe, Kontrast oder Orientierung. Diese werden für das gesamte Bild berechnet und
die Ergebnisse als numerische Werte in Merkmalskarten abgelegt (siehe auch Abbildung 2.1). Je
größer ein numerischer Wert an einer Speicherstelle einer Merkmalskarte, desto größer ist der
Unterschied bezüglich des Merkmals an entsprechender Stelle im Bild, und desto hervorstechen-
der und auffälliger der Bildbereich. Die verschiedenen Merkmalskarten werden durch gewichte-
te, punktweise Summation zu einer Aufmerksamkeitskarte zusammengeführt. Die Speicherstelle
der Aufmerksamkeitskarte mit dem maximalen Wert bestimmt den Bildbereich, auf den sich der
Fokus der Aufmerksamkeit des Systems richtet.
Die Berechnung der Aufmerksamkeitskarten ist zunächst ein rein bottom-up gesteuerter Prozess,
der eine unwillkürliche Aufmerksamkeitszuwendung auf einen bestimmten Bildbereich reali-
siert. Top-down-Einfluss, das heißt die aufgabenabhängige Intention des Systems, lässt sich über
die Wahl der Gewichte bei der Summation der Merkmalskarten zur Aufmerksamkeitskarte mo-
dellieren. So können einzelne Merkmale stärker berücksichtigt werden als andere. McGuire und
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Kollegen verwenden diese Strategie in einem Interaktionsszenario, in dem der Benutzer die Auf-
merksamkeit des Robotersystems durch sprachliche Instruktionen beeinflussen kann [McG02].
Eine Äußerung, die zum Beispiel „ . . . der rote Würfel . . . “ beinhaltet, führt zu einer stärke-
ren Gewichtung der Merkmalskarte für die Farbe Rot, sodass das System vermehrt rote Objekte
fixiert. Eine andere Strategie, um Top-down-Einfluss in ein visuelles Aufmerksamkeitssystem
zu integrieren, wird in dem von Cave entwickelten FeatureGate-Modell [Cav99,Dri98] verfolgt.
Dies setzt dazu direkt bei der Berechnung der Merkmalskarten an. Dort werden Bildregionen ho-
he Werte in den Merkmalskarten zugewiesen, die sich nicht nur stark von benachbarten Regionen
abheben, sondern gleichzeitig den Merkmalen eines vorgegebenen Ziels möglichst ähnlich sind.
Die Berechnung der Aufmerksamkeitskarte für ein gegebenes Bild liefert zunächst einen Maxi-
malwert, der den Aufmerksamkeitsfokus vorgibt. Um Folgen von Fixationspunkten (Blicksak-
kaden) zu erzeugen, werden die Werte im Bereich der Aufmerksamkeitskarte um den aktuellen
Maximalwert für einen gewissen Zeitraum herabgesetzt, sodass ein neuer Punkt das Maximum
annimmt und die nächste Aufmerksamkeitsrichtung vorgibt. Dieser Prozess wird iterativ fort-
gesetzt (siehe zum Beispiel [Itt98]). Der dabei realisierte Mechanismus, der die Rückkehr der
Aufmerksamkeit zu einer zuvor fokussierten Stelle unterdrückt, wird als Inhibition of Return
(Hemmung der Rückkehr) bezeichnet [Pos84]. Vijayakumar und Kollegen setzen ein entspre-
chendes Aufmerksamkeitssystem auf einem humanoiden Roboter ein, um Blicksakkaden durch
entsprechende Ausrichtung der Kameras des Roboterkopfs zu realisieren [Vij01]. Da der Inhibi-
tion-of-Return-Effekt ortsgebunden ist, muss auf einem mobilen Roboter beachtet werden, dass
sich die gehemmten Bereiche mit jeder Bewegung der Kameras bezüglich des Bildkoordinaten-
systems verschieben. Dieses wird in dem beschriebenen Verfahren durch geeignete Transforma-
tionen berücksichtigt.
Relevanzwerte von Aufmerksamkeitskarten können nicht nur auf objektunabhängigen Merkma-
len, wie zum Beispiel Helligkeit, Farbe oder Orientierung berechnet, sondern auch auf Basis von
Objekterkennungsergebnissen bestimmt werden. Zu diesem Zweck werden Merkmalskarten an
den Stellen mit hohen Werten belegt, an denen Objekte im Bild detektiert wurden.1 Ein Auf-
merksamkeitssystem für einen Roboter, das auf diesen Ansatz zurückgreift, wird von Breazeal
und Scassellati beschrieben [Bre99]. Es ist Bestandteil eines komplexen Verhaltenssystems, das
den Roboter in einer Art Kind-Bezugsperson-Szenario steuert, wobei der Roboter die Rolle des
Kinds übernimmt. Bei dem Roboter, genannt Kismet, handelt es sich um einen Roboterkopf mit
beweglichen Augen, Augenlidern, Augenbrauen, Ohren und Mund. In den Augen befinden sich
Kameras, mit denen die Umgebung erfasst wird. Das visuelle Aufmerksamkeitssystem basiert
auf Merkmalskarten für Farbe, Bewegung und Gesichter. Die Relevanzwerte der Merkmalskarte
für Gesichter entsprechen hier den Erkennungsergebnissen eines Gesichtsdetektors, der auf alle
Positionen im Bild angewendet wird. Der Detektor liefert dabei keine eindeutige Entscheidung
sondern bestimmt, wie wahrscheinlich das Vorhandensein eines Gesichts an der überprüften Stel-
le ist.
Wenn ein neuer Fokuspunkt über die Aufmerksamkeitskarte ermittelt wurde, visiert der Roboter
1Wenngleich eine Objektdetektion integriert ist, handelt es sich weiterhin um eine ortsbasierte Aufmerksamkeit,
da sich die Aufmerksamkeit weiterhin auf einen Ort und nicht explizit auf ein Objekt richtet.
10 Kapitel 2 – Aufmerksamkeitsmechanismen für Roboter
die entsprechende Richtung mit seinen Augen an. Er stellt dadurch gleichzeitig den Fokus seiner
Aufmerksamkeit gegenüber dem Interaktionspartner dar. Um den Blick nach einer Sakkade eine
gewisse Zeit in einer Richtung zu halten, ihn dann wieder zu lösen und auf einen neuen Ort aus-
zurichten, werden die drei Merkmalskarten um eine zusätzliche Karte erweitert. Diese realisiert
den Effekt der Habituation. Die Werte in der Karte sind zeitunabhängig durch eine zweidimen-
sionale Gaußverteilung festgelegt, deren Maximalwert sich im Zentrum der Karte befindet. Der
Einfluss der Karte wird über das zugehörige Gewicht bei der Summation der Merkmalskarten
bestimmt. Dieses hat direkt nach einer Sakkade den Wert eins, sodass der zentrale Bereich ho-
he Aufmerksamkeit erhält und der Blick gehalten wird. Der Wert nimmt mit der Zeit linear ab
und wird sogar negativ, sodass die Region in Blickrichtung keine hohen Relevanzwerte mehr
annimmt und der Fokus der Aufmerksamkeit auf andere Orte gerichtet werden kann.
Die Gewichte der anderen Merkmalskarten werden durch den Zustand des Verhaltenssystems be-
stimmt. Dieser ergibt sich aus den Bedürfnissen des Roboters nach sozialen Stimuli (Menschen)
oder nicht-sozialen Stimuli (Spielzeuge). Die Bedürfnisse des Roboters können sowohl in einem
ausgeglichenen Zustand als auch über- oder unterstimuliert sein. Der Zustand der Bedürfnisse
bestimmt die Auswahl von Verhaltensweisen des Roboters. Wenn Kismet zum Beispiel den Kon-
takt zu Menschen sucht, werden die Gewichte der Merkmalskarten für Bewegung und Gesichter
angepasst, da diese Merkmale charakteristisch für Menschen sind. Je nachdem ob das Bedürfnis
nach sozialen Stimuli über- oder unterstimuliert ist, werden die Gewichte erniedrigt beziehungs-
weise erhöht, sodass der Roboter entweder von Personen zurückweicht oder danach sucht. Da
der Interaktionspartner in der Regel in entsprechender Weise reagiert, das heißt ebenfalls zurück-
weicht, wenn der Roboter zurückweicht oder näher kommt, wenn der Roboter nach ihm sucht,
hat das rückgekoppelte System eine regulierende Wirkung auf den Verlauf der Interaktion.
Das von Breazeal und Scassellati entwickelte Aufmerksamkeitssystem zeichnet sich insbesonde-
re durch seine ausgeklügelte Methode zur dynamischen Bewertung der anliegenden Sensordaten
aus und führt damit zu einem dynamischen, lebendig wirkenden Verhalten des Roboters. Mit
diesem System kann jedoch keine Daueraufmerksamkeit realisiert werden, wie sie für einen Ser-
viceroboter in der Interaktionsphase benötigt wird. In dieser muss der Roboter sich auf den Inter-
aktionspartner fixieren können, selbst wenn die perzeptuellen Stimuli aus Richtung des Benutzers
zwischenzeitig gering sind, weil dieser sich zum Beispiel kurzfristig abgewendet hat und sein
Gesicht nicht detektiert werden kann. Da rein visuelle, ortsbasierte Aufmerksamkeitssysteme
immer auf den höchsten Reiz im Blickfeld reagieren, würden sie in dieser Situation einen Auf-
merksamkeitswechsel veranlassen. Visuelle Aufmerksamkeitssysteme eignen sich daher insbe-
sondere dazu, ein exploratives Verhalten für Roboter zu realisieren (vgl. zum Beispiel [Gon99]).
Aufmerksamkeitskarten für visuelle Aufmerksamkeitssysteme sind von ihrer Struktur her eng
an das Bilddatenformat gekoppelt. Dennoch werden sie auch für Daten von anderen Sensoren
eingesetzt. Frintrop und Kollegen [Fri03a] zum Beispiel berechnen Aufmerksamkeitskarten auf
den Daten eines auf einem Roboter montierten beweglichen Laser-Entfernungsmessers. In einem
Schwenk tastet der Laser den Bereich vor dem Roboter ab und generiert somit ein 2D-Tiefenbild.
Neben Abstandswerten liefert der Sensor zusätzlich die Stärke der Reflexion des Laserlichts. Ab-
stands- und Remissionswerte werden jeweils als Intensitäts- beziehungsweise Farbwerte in ein
Farbbild kodiert, welches als Eingangsbild für das visuelle Aufmerksamkeitssystem von Itti und
2.1 Ortsbasierte Aufmerksamkeit 11
Kollegen [Itt98] dient. Durch die kodierte Tiefeninformation erhalten auch die Bereiche in der
Aufmerksamkeitskarte einen hohen Wert, bei denen starke lokale Änderungen in den Abstands-
werten vorliegen, zum Beispiel an Objektkanten.
Für Serviceroboter in Interaktionsszenarien mit Menschen ist aber insbesondere eine Kombina-
tion aus auditiven und visuellen Sensordaten von Interesse, da sie die Grundlage für eine Auf-
merksamkeitssteuerung darstellt, die sowohl auf Sprache als auch auf nonverbale Signale von
Benutzern reagiert. Ortsbasierte Aufmerksamkeitssysteme, die neben Kameras auch auf Mikro-
fone zurückgreifen, werden im folgenden Abschnitt vorgestellt.
2.1.2 Multimodale Ansätze
Aufmerksamkeitskarten in der Form, wie sie bei visuellen Aufmerksamkeitssystemen Verwen-
dung finden, eignen sich nicht für Sensoren, deren Daten (oder die daraus extrahierten Ergebnis-
se) sich nicht direkt in Bildkoordinaten transformieren lassen. In Interaktionsszenarien werden
zum Beispiel häufig Mikrofonfelder (engl. microphone arrays) zur Lokalisation des Sprechers
eingesetzt, mit denen sich nur der Azimut2 der Geräuschquelle bestimmen lässt. Hierfür ließen
sich eindimensionale Merkmals- und Aufmerksamkeitskarten einsetzen. Komplizierter wird der
Fall, wenn ein Aufmerksamkeitssystem mit mehreren Sensoren verschiedenen Typs realisiert
wird, die heterogene Daten liefern und unterschiedliche Anforderungen an die Struktur der Auf-
merksamkeitskarten stellen. Zwei Ansätze, die dieses Problem durch eine geeignete Wahl der
Datenstruktur lösen, werden im Folgenden beschrieben.
Déniz und Kollegen entwickeln einen Roboterkopf, der ihnen zur Erforschung von sozialen
Aspekten der Mensch-Roboter-Interaktion dient. Ein Bestandteil des Systems ist ein multimo-
dales Aufmerksamkeitssystem, das den Roboter befähigt, auf audiovisuelle Stimuli von Interak-
tionspartnern zu reagieren [Dén03]. Mit einem Mikrofonpaar wird die Richtung des Sprechers
innerhalb des 180◦-Bereichs vor dem Roboter bestimmt. Gleichzeitig werden in dem Bild einer
statischen omnidirektionalen Kamera Menschen über ein Verfahren zur Hintergrundsubtraktion
detektiert. Von dem Kamerabild wird dabei nur der Ausschnitt berücksichtigt, der sich mit dem
Einzugsbereich des Mikrofonpaars deckt. Für detektierte Regionen wird die Richtung innerhalb
des 180◦-Bereichs ermittelt. Sowohl auditive als auch visuelle Aufmerksamkeitsaktivierungen
beschränken sich damit auf eine Richtung in der horizontalen Ebene. Folglich können für beide
Modalitäten gleich große eindimensionale Merkmalskarten eingesetzt werden, die mit dem Win-
kel ρ parametrisiert sind. Die Merkmalskarten enthalten hohe Werte für Winkel, die die Richtun-
gen von lokalisierten Geräuschquellen beziehungsweise segmentierten Regionen angeben. Die
Aufmerksamkeitskarte A(·) ergibt sich, wie bei den oben beschriebenen Systemen zur visuellen
Aufmerksamkeit, nach dem Prinzip der punktweisen, gewichteten Summation von Videomerk-
malen F (·) und Audiomerkmalen G(·) wie folgt:
A(ρ) = v F (ρ) + sG(ρ) + k C(ρ) + T (ρ)
2bei Polarkoordinaten der Winkel zwischen der positiven Abszissenachse und dem Radiusvektor
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Dabei sind v und s die Gewichte für die Merkmalskarten. Der Term k C(·) steuert eine zusätz-
liche Aktivierung für den Bereich des aktuellen Fokus der Aufmerksamkeit bei, sodass primär
Personen in Blickrichtung selektiert werden. Die Funktion T (·) wurde von Déniz und Kollegen
vorgeschlagen, um Top-down-Einflüsse zu integrieren. Sie wird in ihrer Implementierung jedoch
noch nicht genutzt. Das System ist in der Lage, bei Anwesenheit mehrerer Personen den Fokus
der Aufmerksamkeit auf den aktuellen Sprecher zu richten.
Auf einer komplexeren und mächtigeren Datenstruktur setzt das von Hambuchen in ihrer Dis-
sertation entwickelte Aufmerksamkeitssystem auf [Ham04]. Die Datenstruktur, die als Senso-
ry Ego-Sphere (SES ) bezeichnet wird, dient primär als Kurzzeitgedächtnis für mobile Robo-
ter [Pet01]. Die SES ist eine sphärische Schale, deren Zentrum der Ursprung des Roboterko-
ordinatensystems ist. Auf der SES können so genannte Ereignisse, das heißt Wahrnehmungen
von Objekten mit den Robotersensoren, abgelegt werden. Die Position auf der Schale spezifi-
ziert dabei die Richtung aus Sicht des Roboters. Die SES ist mit einer endlichen Anzahl von
Speicherstellen versehen, die optimal auf der Sphäre verteilt sind. Sie bilden ein regelmäßiges
Polyeder und sind netzartig miteinander verbunden, wodurch Nachbarschaftsbeziehungen defi-
niert werden. Ein Ereignis wird entsprechend der räumlichen Position an die Speicherstelle mit
ähnlichster Richtung abgelegt.
In dem Aufmerksamkeitssystem dient die Struktur der SES zum Aufbau eines so genannten Auf-
merksamkeitsnetzwerks, das auch als eine Art Aufmerksamkeitskarte betrachtet werden kann.
Mit jedem neu eintreffenden Ereignis werden an der zugehörigen Speicherstelle drei Aufmerk-
samkeitswerte abgelegt, die zusammen den Aktivierungswert bestimmen. Jedes Auftreten eines
Ereignisses erhöht den Aktivierungswert durch einen Wert I(·). Gleichzeitig wird die Relevanz
des Ereignisses für die momentane Aufgabenstellung des Roboters mit TR(·) bewertet. Über
diesen Wert wird der Top-down-Einfluss integriert. Zusätzlich gibt es einen Wert für die Habi-




I(j, e) + TR(j, e)
)
H(j, e)
Die Gesamtaktivierung an einer Speicherstelle der SES ist die Summe der Aktivierungswerte
für alle dort abgelegten Ereignisse. Der Roboter steuert seine Aufmerksamkeit in die Richtung
der Speicherstelle mit dem höchsten Aktivierungswert. Um das Aufmerksamkeitsverhalten zeit-
nah an den zuletzt registrierten Ereignissen zu orientieren, nimmt der Auftretens-Aktivierungs-
wert I(·) für ein abgelegtes Ereignis ab dem Zeitpunkt seiner Zuordnung kontinuierlich ab. Das
Ereignis wird aus dem Aufmerksamkeitsnetzwerk entfernt, wenn I(·) den Wert 0 annimmt. Wenn
mehrere gleiche Ereignisse kurz hintereinander in ähnlicher Richtung beobachtet werden, nimmt
die Habituation zu und der Wert H(·) entsprechend ab.
Das Verfahren ist auf dem humanoiden Roboter ISAC [Kaw00] getestet worden. Es handelt sich
dabei um einen Robotertorso mit einem beweglichen Stereo-Kamera-Kopf und zwei Armen.
Menschen werden über drei Sensoren erfasst: Infrarotsensoren registrieren Bewegung, mit den
Kameras wird das Gesicht detektiert und mit Mikrofonen kann die Stimme lokalisiert werden. Da
bei der Lokalisation der Stimme nur der Azimut bestimmt werden kann, werden die für das ent-
sprechende Ereignis berechneten Aufmerksamkeitswerte an allen Speicherstellen abgelegt, die
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einen ähnlichen Azimutwinkel aufweisen und einen Polarwinkel innerhalb eines vorgegebenen
Intervalls haben. Neben Menschen können verschiedene Objekte detektiert werden. Das System
ist in der Lage, den Fokus der Aufmerksamkeit aufgabenbezogen zwischen dem Benutzer und
Objekten zu wechseln.
Ein Problem bei dem Ansatz von Hambuchen ergibt sich bei schnellen Bewegungen von Benut-
zern oder Objekten. Nacheinander registrierte Ereignisse werden dann über verschiedene Spei-
cherstellen der SES verteilt, sodass sich die Aktivierungswerte von sich bewegenden Objekten
nicht durch Summation verstärken, wie dies bei stationären Objekten der Fall ist. Um dieses Pro-
blem zu beheben, müsste ein Verfahren zum Verfolgen von Objekten integriert werden, über das
die Zusammengehörigkeit von verteilten Ereignissen bestimmt werden kann. In dem Fall würde
es sich dann aber um eine objektbasierte Aufmerksamkeit handeln.
Es ist ein genereller Nachteil von ortsbasierten Aufmerksamkeitssystemen, dass sie die raumzeit-
liche Entwicklung von Aktivierungswerten nicht berücksichtigen. In einem Interaktionsszenario,
wie es in dieser Arbeit behandelt wird, in dem sich der Benutzer frei vor dem Roboter bewegen
kann, spielt dieser Aspekt jedoch eine wichtige Rolle. Nur wenn die Bewegungen der Perso-
nen verfolgt werden, kann der Aufmerksamkeitsfokus des Roboters auf dem Benutzer gehalten
werden, selbst wenn dieser zum Beispiel zwischenzeitig nicht spricht und das Ausbleiben von
Bottom-up-Aktivierung zu einem geringen Aktivierungswert für den Benutzer führt. Aus diesem
Grund setzen viele Aufmerksamkeitssysteme für Serviceroboter auf objekt- beziehungsweise
personenbasierter Aufmerksamkeit auf. Dazu werden Personen detektiert und über die Zeit ver-
folgt. Die Aktivierungswerte werden dabei den beobachteten Personen zugeordnet, nicht aber
objektunabhängigen Orten im Raum.
2.2 Personenbasierte Aufmerksamkeit
Wie in der Einleitung bei den Unterscheidungskriterien für Aufmerksamkeitssysteme bereits er-
wähnt, können personenbasierte Ansätze unterschieden werden in solche, die zu jedem Zeitpunkt
nur eine Person berücksichtigen, und solche, die in den Aufmerksamkeitsprozess mehrere Per-
sonen einbeziehen. Dieses Kriterium ist von großer Bedeutung, da Ein-Personen-Verfahren in
der Regel den Mehr-Personen-Fall in ihrem Konzept gar nicht berücksichtigen. Das Verhalten
des Roboters ist dann teilweise nicht abzusehen. Im schlimmsten Fall führt der Ansatz zu einem
handlungsunfähigen System.
Dieses Problem lässt sich anhand eines Experiments von Kopp und Gärdenfors erläutern
[Kop02]. In ihrem Versuch beobachtet ein Roboter mit seiner Kamera ein Fließband, welches
Objekte transportiert. Seine Aufgabe ist es, mit seinem Greifarm die Objekte vom Band zu he-
ben. Diese Fähigkeit wird durch einen Satz einfacher Stimulus-Reaktions-Paare realisiert. So-
lange sich nur ein Objekt auf dem Fließband befindet, kann der Roboter die Aufgabe problemlos
bewältigen. Er folgt dem jeweiligen Objekt, um es zu greifen. Sobald sich jedoch mehrere Objek-
te auf dem Fließband und damit im Wahrnehmungsbereich der Roboterkamera befinden, reagiert
das System zufällig und unkoordiniert auf alle Objekte. Ein zielgerichtetes Greifen ist nicht mehr
möglich.
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Wenn mehrere Objekte oder, wie in den hier betrachteten Anwendungen, mehrere Personen
gleichzeitig erfasst werden, ist ein geeigneter Selektionsmechanismus erforderlich. In dem fol-
genden Abschnitt werden zunächst die Aufmerksamkeitssysteme beschrieben, die lediglich eine
Person berücksichtigen. Der anschließende Abschnitt behandelt den Mehr-Personen-Fall.
2.2.1 Ansätze für eine Person
Die meisten Serviceroboter verfügen über Kameras, weil mit ihnen reichhaltige Information über
die beobachtete Szene gewonnen werden kann. Für die Interaktion mit Menschen eignen sich Ka-
meras insbesondere dazu, nonverbale Signale, wie zum Beispiel Zeigegesten oder Blickrichtung,
zu erkennen. Als Voraussetzung muss der Roboter den Benutzer detektieren und dann im Bild
der Kamera halten. Dieses Vorgehen kann als Aufmerksamkeitsverhalten aufgefasst werden, da
der Roboter seine Aufmerksamkeit aktiv auf eine Person ausrichtet.
Visuelle Aufmerksamkeitssysteme
Ein rein visuelles, personenbasiertes Aufmerksamkeitssystem wird von Ghidary und Kollegen
in [Ghi02] beschrieben. Die von ihnen betrachtete Anwendung ist mit dem Home-Tour-Szena-
rio vergleichbar. Dabei lernt ein Roboter in der Interaktion mit einem menschlichen Benutzer
die Positionen von Objekten in einem Haus. Der Roboter ist mit einer Kamera ausgestattet. Für
Spracheingaben dient ein Nahbesprechungsmikrofon, das der Benutzer bei sich tragen muss. Die
Steuerung des Roboters erfolgt über Sprachkommandos und deiktische Gesten. Die Merkmale
zur Detektion des Benutzers sind Bewegung und Hautfarbe [Ghi00]. Die Bewegung wird über
Differenzbilder bestimmt unter der Annahme, dass der Hintergrund statisch ist, während der Be-
nutzer sich bewegt. Die Kamera zentriert das Gesicht oder die Hände in der Bildmitte, um über
die Fokuseinstellung der Kamera den Abstand des Benutzers zu ermitteln. Die Kamera wird den
Bewegungen des Benutzers sakkadenartig nachgeführt. In der Bewegungsphase zwischen zwei
Fixationspunkten wird die Bildverarbeitung deaktiviert, da die Lokalisation über Bewegungsde-
tektion eine ruhende Kamera erfordert.
Ein ähnliches Aufmerksamkeitssystem ist von Sidenbladh und Kollegen in dem Projekt „Intel-
ligent Service Robot“ realisiert worden [Sid99]. Auch hier ist das Ziel die Entwicklung eines
mobilen Serviceroboters, der im Haushalt eingesetzt werden kann. Der Roboter ist mit einer Ka-
mera, einem Laser-Entfernungsmesser und Sonarsensoren ausgestattet. Die Detektion des Be-
nutzers erfolgt jedoch ausschließlich über die Kamera. Mit dem Ziel, das Gesicht zu detektieren,
werden in einem Bild alle Pixel daraufhin untersucht, ob sie Hautfarbe aufweisen. Liegt die An-
zahl der positiv bewerteten Pixel über einem Schwellwert, gilt der Benutzer als erkannt. Durch
die Detektion wird ein Tracking-Verfahren initiiert, das die Position der Person schätzt. Der Ro-
boter richtet sowohl die Kamera als auch die gesamte Roboterbasis auf den Benutzer aus.
Die Gestaltung beider Aufmerksamkeitssysteme hängt stark von der dabei eingesetzten Sensorik
ab. Da die Kameras jeweils über einen relativ begrenzten Öffnungswinkel verfügen, kann in der
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Regel nicht mehr als eine Person zur selben Zeit erfasst werden. Für den Beginn einer Inter-
aktion ist es erforderlich, dass sich der Benutzer in den Einzugsbereich der Kamera begibt. Es
ist dann eine präzise Ausrichtung erforderlich, um den Benutzer im Bild zu halten. Die genaue
Ausrichtung der Kamera zeigt damit gleichzeitig den Fokus der Aufmerksamkeit des Roboters
an. Diese Rückmeldung wird in dem von Sidenbladh beschriebenen System durch die Bewegung
der Roboterbasis unterstützt.
Um bei rein visuellen, personenbasierten Aufmerksamkeitssystemen einen größeren Einzugsbe-
reich zu erlangen, sind prinzipiell zwei Strategien denkbar. Entweder wird über die Hardware
ein größeres Blickfeld erreicht (Weitwinkelkamera, omnidirektionale Kamera) oder das Auf-
merksamkeitssystem steuert die Kamera mit eingeengtem Blickfeld so, dass die für den Roboter
relevanten Daten laufend aktualisiert werden. Ein entsprechendes System wird von Brill und
Kollegen beschrieben [Bri98]. Hauptbestandteil ist ein so genannter perzeptueller Speicher. Die-
ser hält die für den mobilen autonomen Roboter relevanten Objekte samt deren Position vor. Es
handelt sich dabei um einen Kurzzeitspeicher, der sich auf die lokale Umgebung bezieht. Die
gespeicherten Elemente müssen regelmäßig validiert werden. Sie sind dazu mit einem Zuverläs-
sigkeitswert versehen, der von einem Anfangswert zurück auf Null läuft, sobald das zugehörige
Objekt außerhalb des Wahrnehmungsbereichs der Sensorik gelangt. Wenn der Zuverlässigkeits-
wert eines Elements Null erreicht, wird das System alarmiert, das entsprechende Objekt wieder
in den Sichtbereich zu bringen. Der Anfangswert der Zuverlässigkeit hängt von der Aufgabe und
von den Objekten selbst ab. Sich schnell bewegende Objekte haben beispielsweise gegenüber
sich langsam bewegenden Objekten geringere Anfangswerte, da ihre Position häufiger überprüft
werden muss. Wasson und Kollegen haben das von Brill beschriebene Aufmerksamkeitssystem
auf einem mobilen Roboter eingesetzt [Was99]. Dieser kann damit erfolgreich zwei Personen
beobachten, die so weit auseinander stehen, dass sie mit der Kamera nicht gleichzeitig erfasst
werden können.
Im Verfahren von Brill wird der Fokus der Aufmerksamkeit des Roboters im Wesentlichen durch
die eingeschränkte Sensorik bestimmt. Es eignet sich daher weniger im Anwendungsbereich der
Mensch-Roboter-Kommunikation. Hier sollte die Aufmerksamkeit vorwiegend aufgabenbezo-
gen und unabhängig von der Sensorik gesteuert werden. Um ein größeres visuelles Blickfeld
zur Verfügung zu haben, werden daher in der Regel Weitwinkelkameras oder omnidirektionale
Kameras eingesetzt. Diese werden häufig mit üblichen Kameras kombiniert, die einen kleinen
Einzugsbereich aufweisen. Auf diese Weise wird, in Analogie zum menschlichen Sehsystem, pe-
ripheres und foveales Sehen imitiert. Insbesondere humanoide Roboter verfügen meistens über
entsprechende Kamerakombinationen.
Ein Beispiel ist der Roboter Cog. Er wird dazu eingesetzt, um Modelle der Verhaltensforschung
zur sozialen Entwicklung bei Kindern zu testen und zu evaluieren. Im Zuge dieses Projekts ist
von Scassellati [Sca01] ein Verfahren entwickelt worden, das einen speziellen Aspekt der Auf-
merksamkeit realisiert: den gemeinsamen Fokus der Aufmerksamkeit zweier Interaktionspartner
(engl. joint attention). Cog erkennt den Fokus des Interaktionspartners, indem er zunächst im
peripheren Bild nach dem Gesicht sucht, dann durch Kamerabewegung das Gesicht in den fo-
vealen, hochauflösenden Bildbereich bringt, anschließend aus der Stellung des Kopfs und der
Pupillen die Blickrichtung ermittelt, um schließlich, dem Blick der Person folgend, seine Auf-
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merksamkeit auszurichten. Eine ähnliche Vorgehensweise findet man auch bei anderen Arbeiten,
in denen die gemeinsame Aufmerksamkeit für humanoide Roboter implementiert wird (vgl. zum
Beispiel [Koz01]).
Ein großer Wahrnehmungsbereich bei Kameras bringt den Vorteil, dass sich ein Benutzer nicht
in einen kleinen vorgeschriebenen Bereich begeben muss, um vom Roboter erfasst zu werden.
Weitwinkelkameras werden aus genau diesem Grund auf dem Roboter Flo eingesetzt, der zur
Unterstützung hilfsbedürftiger Menschen entwickelt wurde. Da die potenziellen Benutzer in der
Regel gehbehindert sind, können sie sich nicht zum Roboter begeben, sondern dieser muss jeder-
zeit den Benutzer lokalisieren können, um auf Wunsch seine Dienste anzubieten. Flo dient zum
einen als Gehhilfe, leistet zum anderen Gedächtnisunterstützung, gibt aktuelle Informationen und
stellt ein Medium zur Kommunikation mit dem Pflegepersonal oder Verwandten dar. In [Roy00]
beschreiben Roy und Kollegen, wie der Roboter seine Aufmerksamkeit auf den Benutzer richtet.
Er ist mit einem aktiven Stereokamerakopf ausgestattet, deren Kameras über einen Öffnungswin-
kel von jeweils 100 Grad verfügen. Des Weiteren verfügt er über ein Mikrofon für Spracheinga-
ben. Zur Detektion des Benutzers wird zunächst ein neuronales Verfahren zur Gesichtsdetektion
ausgeführt. Dieses benötigt für die Verarbeitung eines einzelnen Bilds etwa vier Sekunden. Nach
erfolgreicher Detektion eines Gesichts wird ein schnelles, farbbasiertes Tracking angestoßen, um
die Person zu verfolgen. Die Kameras fokussieren den Benutzer. Gleichzeitig wird das Mikro-
fon auf den Benutzer ausgerichtet, um eine niedrigere Wortfehlerrate bei der Spracherkennung
zu erreichen. Sprachverarbeitung wird nur für die Äußerungen im akustischen Signal durchge-
führt, die mit dem Schlüsselwort „Flo“ beginnen. Auf diese Weise wird auch noch eine auditive
Aufmerksamkeitssteuerung realisiert, die jedoch zu einer wenig natürlichen Interaktion führt.
Berücksichtigung akustischer Stimuli
Die Reaktion auf akustische Stimuli bietet enorme Vorteile für Roboter in der Interaktion mit
Menschen. Da omnidirektionale Mikrofone den gesamten Bereich um den Roboter erfassen,
muss ein Benutzer sich für eine Interaktion nicht mehr in einen bestimmten Bereich begeben.
Er kann einfach über Geräusche auf sich aufmerksam machen. Die Interaktion wird damit für
den Anwender erheblich erleichtert, da er sich keine Gedanken darüber machen muss, welche
Position er einzunehmen hat.
Auf akustische Reize reagiert der von Park und Kollegen entwickelte Roboter DO-U-MI [Par01].
Dieser dient, genauso wie der Roboter Flo, zur Unterstützung hilfsbedürftiger Menschen. DO-U-
MI soll in Pflegeheimen eingesetzt werden und dient als intelligente Gehhilfe. Zusätzlich bietet
ein eingebauter Rechner die Möglichkeit, Musik zu hören, Videofilme zu schauen oder E-Mail
zu nutzen. Der Roboter ist mit zwei Kameras (Weitwinkel und Tele) und Stereomikrofonen aus-
gestattet. Der Ansatz für die Aufmerksamkeitssteuerung von DO-U-MI ist zunächst recht ähnlich
zu dem von Flo: Die Kameras werden genutzt, um über ein Gesichtsdetektionsverfahren, basie-
rend auf Hautfarbensegmentierung und Template-Matching, den Benutzer zu lokalisieren. Zu-
sätzlich kann der Anwender jedoch den Roboter durch Klatschen auf sich aufmerksam machen.
Der Roboter lokalisiert die Schallquelle über die Phasendifferenz der beiden Mikrofonsignale
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und richtet daraufhin die Kameras in die entsprechende Richtung, sodass die Gesichtsdetektion
den Benutzer finden kann.
Ein weiteres Beispiel für ein Aufmerksamkeitssystem, das akustische Reize berücksichtigt, fin-
det man bei dem von Cheng und Kollegen entwickelten humanoiden Roboter JACK [Che01].
Dieser ist in der Lage, menschliche Bewegungen zu imitieren. Der Roboter reagiert auf audiovi-
suelle Stimuli. Im Bild der Kamera werden der Kopf und die Arme einer Person über Hautfarbe
detektiert. Die Position und Bewegung von Kopf und Armen der beobachteten Person werden auf
die entsprechenden Bestandteile des humanoiden Roboters übertragen, der so die Bewegungen
der Person imitiert. Auditive Stimuli werden über zwei Mikrofone registriert. Für beide Kanäle
werden dazu Energiespektren berechnet. Der Roboter richtet sich so aus, dass die Differenz der
Spektren minimiert wird. Er dreht sich folglich in Richtung von Geräuschquellen. Wenn der Ro-
boter den Menschen verloren hat und in eine falsche Richtung schaut, ist es somit möglich, über
Geräusche die Aufmerksamkeit des Roboters zu erlangen.
Mit dem Zuwenden der Aufmerksamkeit in die Richtung, aus der ein auffälliger akustischer Reiz
ausgesendet wurde, imitieren die beiden Roboter DO-U-MI und JACK die Orientierungsreaktion.
Allerdings reagieren beide Systeme immer in derselben Weise, das heißt sobald eine Geräusch-
quelle lokalisiert wurde, richten sie ihre Kameras in die entsprechende Richtung. Dieser Vorgang
geschieht unabhängig vom zeitlichen Verlauf der akustischen Stimuli. Es besteht damit die Ge-
fahr, dass der Aufmerksamkeitsfokus auf einer stetigen Geräuschquelle haften bleibt, die für den
Roboter eigentlich irrelevant ist. Beim Menschen wird bei permanenter Darbietung desselben
Reizes die Orientierungsreaktion jedoch habituiert, sodass die Zuwendung nicht mehr erfolgt.
Ein Ansatz, der den Effekt der Habituation realisiert, stammt von Stoytchev und Arkin. Sie
beschreiben in [Sto01b] einen Roboter, dessen Steuerung über eine Behavior-basierte, hybri-
de Architektur erfolgt. Der Benutzer kann die Aufmerksamkeit des Roboters erlangen, indem
er Geräusche macht, zum Beispiel in die Hände klatscht. Der Roboter kann die Richtung von
Geräuschquellen mit einem binauralen Mikrofonsystem auf wenige Grad genau bestimmen. Ein
Bestandteil der von Stoytchev vorgeschlagenen hybriden Roboterarchitektur ist ein Motivations-
Subsystem. Dieses überwacht den internen Zustand des Roboters und beeinflusst die Auswahl
der aktiven Behavior. Wesentliche Bestandteile des Motivations-Subsystems sind so genannte
Motivations-Variablen, die jeweils durch eine reelle Zahl zwischen 0 und 1 ihren Aktivierungszu-
stand angeben. Traditionelle Behavior-basierte Architekturen definieren wahrnehmungsgesteu-
erte Auslöser (engl. perceptual trigger), die das System von einem Zustand in einen anderen
wechseln lassen. Die Auslösebedingung hängt von äußeren Stimuli ab, die der Roboter durch
seine Sensorik detektiert. In der vorgestellten Architektur sind sowohl die perzeptuellen Stimuli
als auch die Motivations-Variablen für einen Zustandswechsel verantwortlich. Behavior können
sogar allein durch Motivations-Variablen aktiviert werden. Behavior haben sowohl lesenden als
auch zum Teil schreibenden Zugriff auf die Motivations-Variablen. Damit kann sich die Arbeits-
weise eines Behavior in Abhängigkeit des Motivations-Zustands ändern. Andererseits kann ein
Behavior schreibenderweise Einfluss auf den Motivations-Zustand nehmen.
Mit diesem Ansatz realisieren Stoytchev und Arkin den Effekt der Habituation. Dieser wirkt sich
so aus, dass zum Beispiel ein anfänglich auftretendes Geräusch hohe Beachtung findet, aber,
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wenn das Geräusch für eine lange Zeit anhält, der Roboter diesen Stimulus ignoriert und sich
relevanteren Stimuli zuwenden kann. Des Weiteren können in der vorgeschlagenen Architektur
zyklische Veränderungen (zum Beispiel der Tagesrhythmus) und stetige Veränderungen (zum
Beispiel zunehmender Hunger) des internen Zustands realisiert werden. In einem Experiment
mit einem mobilen Roboter sind vier Motivations-Variablen definiert: Neugierde, Frustration,
Heimweh und Ärger. Neugierde modelliert das Interesse an externen Ereignissen, hier insbe-
sondere Geräuschen. Frustration behandelt das Problem, eine Aufgabe nicht bewältigen zu kön-
nen. Heimweh veranlasst den Roboter, nach dem Beenden einer Aufgabe zu seiner Ladestation
zurückzukehren. Ärger ist mit Behavior verknüpft, die die Unzufriedenheit mit internen oder
externen Ereignissen ausdrücken, zum Beispiel durch eine sprachliche Äußerung. Während die
Aktivierungswerte für Neugierde und Heimweh stetig zunehmen, werden sie für Frustration und
Ärger stetig kleiner. Der Effekt der Habituation ist in der konkreten Implementierung so rea-
lisiert, dass jedes Mal, wenn der Roboter ein Geräusch wahrnimmt und sich diesem Ereignis
zuwendet, der Aktivierungswert für Neugierde verkleinert wird. Wenn ein Geräusch also ständig
wiederholt wird, reagiert der Roboter darauf nicht mehr. Wenn ein Benutzer dennoch weiter Ge-
räusche produziert, auf die der Roboter wegen fehlender Neugier nicht mehr reagiert, steigt der
Aktivierungswert von Ärger, der, sobald er einen Schwellwert überschreitet dafür sorgt, dass die
Person vom Roboter durch Sprachausgabe gewarnt wird, ihn nicht weiter zu belästigen.
Für einen Roboter sind Geräusche oder Sprechaktivität nicht immer ein verlässlicher Hinweis
darauf, dass eine Person die Absicht hat, mit dem Roboter zu kommunizieren. Wenn jemand
zum Beispiel in der Nähe eines Roboters telefoniert, sollte der Roboter die entsprechende Person
ignorieren. Um entscheiden zu können, welches akustische Signal für den Roboter relevant ist,
bietet es sich an, Spracherkennung in das Aufmerksamkeitssystem zu integrieren.
In der einfachsten Variante wird die Aufmerksamkeit allein durch ein Schlüsselwort aktiviert.
Ein Beispiel dafür ist der mobile Büroroboter Jijo-2, der von Asoh und Kollegen in [Aso01]
beschrieben wird. Sein Einsatzgebiet umfasst Aufgaben, wie zum Beispiel Besucher herumzu-
führen, Nachrichten zu überbringen oder Treffen zu organisieren. Die Sensorik des Roboters
umfasst eine bewegliche Kamera und ein Mikrofonfeld, das aus acht omnidirektionalen Einzel-
mikrofonen besteht. Immer dann, wenn der Roboter sich in einer Bereitschaftsphase befindet,
das heißt keine spezielle Aufgabe ausführt, reagiert er auf das Schlüsselwort „hello“. Mit seinem
Mikrofonfeld ortet er die Sprachquelle und fokussiert mit der beweglichen Kamera die entspre-
chende Richtung im Raum. Daraufhin werden im Bild hautfarbene Bereiche lokalisiert. Es wird
angenommen, dass die größte hautfarbene Region dem Gesicht des Benutzers entspricht. Die
Kamera wird im Weiteren so angesteuert, dass sie die Region in der Mitte des Bilds hält. Zu-
sätzlich wird Beamforming [Joh93] eingesetzt, um im akustischen Signal des Mikrofonfelds die
Richtung hervorzuheben, in der der Interaktionspartner lokalisiert wurde. Damit werden Umge-
bungsgeräusche reduziert. Der Ansatz von Asoh und Kollegen realisiert damit eine audiovisuelle
Zuwendung der Aufmerksamkeit des Roboters.
Keines der in diesem Abschnitt beschriebenen Verfahren berücksichtigt den Fall, dass sich meh-
rere Personen in der Nähe des Roboters aufhalten und die Aufmerksamkeitssteuerung eine Se-
lektion vornehmen muss. Die Gründe dafür sind verschieden: Entweder liefert die eingesetzte
Sensorik nicht die Daten, mit denen mehrere Personenhypothesen aufgebaut werden können
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(Ghidary, Sidenbladh, Stoytchev, Asoh) oder das Forschungsvorhaben liegt nicht im Bereich
der Servicerobotik (Scassellati, Cheng) oder das Anwendungsszenario geht nur von einem an-
wesenden Benutzer aus, wie zum Beispiel bei den Robotern zur Unterstützung hilfsbedürftiger
Menschen (Roy, Park). In dem in dieser Arbeit betrachteten Home-Tour-Szenario können sich
jedoch potenziell mehrere Personen in der Nähe des Roboters aufhalten, von denen jeweils ei-
ne für den Fokus der Aufmerksamkeit selektiert werden muss. Aufmerksamkeitssysteme, die
zunächst eine Menge von Personenhypothesen aufbauen, um dann eine einzelne auszuwählen,
werden im folgenden Abschnitt vorgestellt.
2.2.2 Ansätze für mehrere Personen
Als Voraussetzung dafür, dass in Aufmerksamkeitssystemen mehrere Personen gleichzeitig be-
rücksichtigt werden können, muss ein Roboter aus den ihm zur Verfügung stehenden Sensorda-
ten mehrere Personenhypothesen parallel aufbauen können. Zu diesem Zweck verwenden die im
Folgenden beschriebenen Ansätze sowohl Sensoren mit großen Einzugsbereichen (omnidirek-
tionale Kameras, Laser-Entfernungsmesser, Infrarotsensorfelder) als auch geeignete Tracking-
Verfahren, die in der Lage sind, Personenhypothesen auch bei kurzfristigem Ausbleiben von
neuer Information aufrecht zu erhalten.
Aufmerksamkeitssysteme unterscheiden sich insbesondere bezüglich der Kriterien, nach denen
der Fokus der Aufmerksamkeit auf einzelne Personen gerichtet wird. Die Frage, welche Relevanz
einer beobachteten Person zugeordnet wird, hängt sowohl von der betrachteten Anwendung als
auch von den erfassten Merkmalen einer Person ab. In einfachen Varianten ist die Bewertung
der Relevanz zeitunabhängig und nur von den jeweils aktuell anliegenden Sensordaten abhängig.
Aufwändigere Ansätze berücksichtigen den zeitlichen Verlauf der Merkmale einzelner Personen
und können damit Effekte wie zum Beispiel die Habituation realisieren. Zunächst werden die
einfacheren Ansätze beschrieben.
Aufmerksamkeitssysteme mit zeitunabhängiger Relevanzbewertung
Eine besonders einfache Vorgehensweise findet man bei dem Ansatz von Feyrer und Zell
[Fey00]. Sie beschreiben ein Verfahren, das es einem mobilen Roboter erlaubt, einer voraus-
gehenden Person hinterherzufahren. Menschen werden aus einer Kombination von Bild- und
Laserdaten detektiert. Jeder detektierten Person wird in einem probabilistischen Verfahren ein
Konfidenzwert zugeordnet. Wenn mehrere Personen anwesend sind, selektiert der Roboter ein-
malig die Person mit dem höchsten Konfidenzwert. Diese recht einfache Lösung ist für komple-
xere Anwendungen jedoch ungeeignet.
Ein häufig verfolgtes Ziel bei der Gestaltung von Aufmerksamkeitsmechanismen ist es, die Per-
son zu selektieren, die offensichtlich die Absicht hat, mit dem Roboter zu interagieren. In meh-
reren Ansätzen wird die recht einfache Annahme gemacht, dass der Benutzer sich näher am
Roboter aufhält als alle anderen Personen. Der Abstand einer Person ist somit das Merkmal,
nach dem sich die Relevanz entscheidet. Genau diese Vorgehensweise haben Doi und Kollegen
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für die Steuerung des Roboters BUGNOID gewählt [Doi01]. Der Roboter ist mit einer omnidi-
rektionalen Kamera und einem Stereokameraaufbau ausgestattet. In einem Personendetektions-
Modus werden zunächst im Bild der omnidirektionalen Kamera über optischen Fluss alle sich
bewegende Personen lokalisiert. Dazu ist es erforderlich, dass sich der Roboter nicht bewegt.
Der Abstand jeder Person wird aus der Größe der entsprechenden Abbildung im Kamerabild
geschätzt. Wenn mehrere Personen detektiert werden, richtet der Roboter seine Aufmerksamkeit
auf diejenige mit dem geringsten Abstand. In dem folgenden Personen-Tracking-Modus wird
Farbinformation über Haut und Kleidung genutzt, um der selektierten Person hinterherzufahren.
Sobald die Person stehen bleibt, erfolgt der Wechsel zum Gesichtsdetektions-Modus. Ein Tem-
plate-basiertes Verfahren wird verwendet, um das Gesicht des Benutzers im Stereokamerabild
zu lokalisieren und die Kopfstellung zu ermitteln. Kopfbewegung kann eingesetzt werden, um
mit dem Roboter zu interagieren. Über Kopfschütteln ist es zum Beispiel möglich, die Interak-
tionsphase zu beenden. Der Roboter wechselt dann wieder in den Personendetektions-Modus.
Mit dem Verfahren wird auf einfacher Ebene zwischen einer Bereitschaftsphase (Personende-
tektions-Modus) und einer Interaktionsphase (Personen-Tracking-Modus, Gesichtsdetektions-
Modus) unterschieden.
Ein ähnlich einfaches Selektionskriterium wird von Kröse und Kollegen in [Krö03] beschrie-
ben. Das Aufmerksamkeitssystem ist auf dem Roboter Lino realisiert, der in einem so genannten
„intelligenten Raum“ eingesetzt wird. Der Raum ist mit Sensoren ausgestattet, mit denen Infor-
mationen über die anwesenden Personen gesammelt werden, die dem Roboter zur Verfügung
stehen. Lino stellt somit die personifizierte Schnittstelle zur intelligenten Umgebung dar. Der
Roboter kann natürlichsprachlich mit Benutzern interagieren. Auf der mobilen Plattform des
Benutzers ist ein mechanischer Kopf befestigt, der über Stellung von Mund und Augenbrauen
Emotionen ausdrückt und über Ausrichtung des Kopfs seinen Aufmerksamkeitsfokus darstellt.
Im Kopf des Roboters befinden sich drei jeweils senkrecht zueinander stehende Mikrofonpaa-
re mit einem Mikrofonabstand von 25 cm. Mit diesen können die Positionen der Sprecher im
dreidimensionalen Raum bestimmt werden. Der Roboter unterscheidet zufällige Geräusche von
menschlicher Stimme, indem die Tonhöhe im Signal berücksichtigt wird. Lino wendet seine
Aufmerksamkeit dem momentanen Sprecher zu. Wenn mehrere Personen gleichzeitig sprechen,
selektiert er diejenige mit der lautesten Stimme. Da das Selektionsverfahren inkonsistente Werte
liefert, wenn mehrere Personen gleich laut sprechen, wird die Aufmerksamkeitszuwendung in
diesem Fall deaktiviert.
Während die Ansätze von Doi und Kröse von einer sicheren Detektion von Personen ausgehen,
basieren einige Verfahren auch auf unsicheren Personenhypothesen, die vor einer Interaktion
durch zusätzliche Information bestätigt werden müssen. In diesem Fall dient der Selektions-
mechanismus dazu, geeignete Hypothesen auszuwählen, auf die sich die Aufmerksamkeit des
Roboters richtet. Die Aufmerksamkeitszuwendung versetzt das System in die Lage, an die für
die Bestätigung fehlenden Daten zu gelangen. Diese Vorgehensweise wird beispielsweise von
Blanco und Kollegen in [Bla03] beschrieben. Der von ihnen verwendete Roboter mit dem Na-
men Albert ist mit einem Laser-Entfernungsmesser und einer beweglichen Kamera ausgestattet.
Zunächst werden die Beine von Menschen in den Laser-Messdaten ermittelt. Es wird dazu eine
Hintergrundsubtraktionsmethode eingesetzt, die es erfordert, dass der Roboter sich nicht bewegt.
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Die in den Laserdaten gefundenen Personenhypothesen werden nach ihrem Abstand zum Robo-
ter sortiert. Dann wird die Kamera in Richtung der Hypothese mit geringstem Abstand bewegt,
um im Bild ein Gesicht zur Bestätigung der Hypothese zu finden. Gelingt dies nicht, wendet sich
der Roboter der nächsten Hypothese zu. Das Verfahren steuert somit die Aufmerksamkeit des
Roboters auf die am nächsten stehende Person.
Ähnlich gelagert ist der Ansatz von Topp und Kollegen [Top04]. Der von ihnen verwendete
mobile Roboter verfügt ebenfalls über eine bewegliche Kamera und einen Laser-Entfernungs-
messer. Personenhypothesen werden zum einen über Hautfarbensegmentierung im Bild der Ka-
mera und zum anderen über Bewegungs- und Forminformation in den Laserdaten aufgebaut.
Für jeden hautfarbenen Bereich wird der Abstand einer zugehörigen Person aus der Fläche der
entsprechenden Bildregion geschätzt. Somit sind für Hypothesen beider Modalitäten Abstands-
und Richtungswert bekannt. Diese werden miteinander verglichen und gegebenfalls einander zu-
geordnet. Nur Hypothesen, die sowohl in den Bild- als auch in den Laserdaten Unterstützung
finden, werden weiter untersucht. Zur Verifikation selektiert der Roboter zunächst die Hypothese
mit geringstem Abstand zum Roboter, orientiert sich in die entsprechende Richtung und bittet
durch Ansprechen („Kann ich etwas für Sie tun?“) um eine Bestätigung. Wird durch das sprach-
verstehende System eine Bestätigung festgestellt, wird die Hypothese als der Kommunikations-
partner markiert, woraufhin der Roboter in den Interaktionsmodus wechselt. In diesem hält er
seine Aufmerksamkeit auf die Person gerichtet. Wurde eine Ablehnung registriert oder innerhalb
einer gewissen Zeitspanne keine Rückmeldung erfasst, wird die Hypothese als irrelevant mar-
kiert und die nächste Hypothese untersucht. Die hier verwendete Strategie, dass der Roboter den
Benutzer für den Interaktionsaufbau anspricht, eignet sich nicht für das Home-Tour-Szenario, da
dort davon ausgegangen wird, dass der Benutzer die Initiative für einen Kommunikationsaufbau
ergreift.
Ein weiterer Ansatz, in dem unsichere Hypothesen im Aufmerksamkeitsprozess verifiziert wer-
den, stammt von Böhme und Kollegen [Böh03]. Sie entwickeln den Roboter Perses, der als As-
sistent in einem Baumarkt fungiert. Kunden können Warenartikel oder Kaufhausbereiche ange-
ben, zu denen der Roboter sie hinführt. Der Roboter verfügt über eine omnidirektionale Kamera,
einen Stereokamerakopf und zwei Mikrofone. Die visuelle Personendetektion erfolgt über Be-
wegungsinformation im Bild der omnidirektionalen Kamera. Dazu werden statistische Modelle
für den Vordergrund und den Hintergrund verwendet, die einzelne Bildbereiche als rechtecki-
ge Kästen modellieren. Die erkannten Vordergrundbereiche stellen die Personenhypothesen dar.
Aus der zeitlichen Veränderung der Position und Größe der zugehörigen rechteckigen Bereiche
werden für jede Hypothese der Abstand, die Bewegungsrichtung und der relative Winkel zur
Geradeausrichtung des Roboters geschätzt. Anhand dieser Merkmale erfolgt bei Vorhandensein
mehrerer Hypothesen die Selektion einer Person. Der Roboter wählt bevorzugt Personen aus, die
sich auf den Roboter zubewegen und sich relativ nah zum Roboter befinden. Wenn mehrere Per-
sonen dieselben Kriterien erfüllen, selektiert er diejenige, die für das Zuwenden eine geringere
Drehbewegung erfordert.
Die beiden Mikrofone des Roboters erlauben zusätzlich eine akustische Lokalisation. Erkannt
werden Händeklatschen oder Zurufen eines Kommandos. Das eingesetzte Verfahren ermittelt
die Richtung der Geräuschquelle über die interaurale Zeitdifferenz und die spektralen Beschaf-
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fenheiten der aufgezeichneten Tonsignale. Wenn ein auditiver Stimulus registriert wurde und
dieselbe Richtung wie eine visuelle Personenhypothese aufweist, wendet der Roboter sich die-
ser Richtung zu. Wenn auditive und visuelle Stimuli verschiedene Richtungen vorgeben, wird
diejenige gewählt, die für die Zuwendung des Roboters eine geringere Drehbewegung erfordert.
Nachdem der Roboter eine Person selektiert hat, orientiert er den Stereokamerakopf in die ent-
sprechende Richtung, um die Hypothese zu verifizieren. Hierzu wird eine Kombination von
Hautfarbensegmentierung, Detektion der Kopf-Schulter-Kontur und Gesichtsdetektion einge-
setzt. Verifizierte Hypothesen werden fortan über einen Partikelfilteransatz verfolgt, der Ergeb-
nisse von Hautfarbensegmentierung und Abstandsmessungen von Sonarsensoren integriert. Das
heißt, der Roboter fixiert seine Aufmerksamkeit auf die detektierte Person für die Zeit der Inter-
aktion.
Wenngleich das Selektionskriterium in dem Ansatz von Böhme und Kollegen ausgefeilter aus-
fällt als in den zuvor beschriebenen Ansätzen, kann damit nicht garantiert werden, dass sich der
Roboter nur auf Personen fixiert, die tatsächlich mit ihm interagieren wollen. Zu diesem Zweck
muss auch analysiert werden, was die beobachtete Person sagt. Eine entsprechende, wenn auch
einfache Variante, wird von Hashimoto und Kollegen in [Has02] beschrieben. Sie wird auf dem
humanoiden Roboter Hadaly-2 eingesetzt, dessen Kopf mit Kameras und Mikrofonen ausge-
stattet ist. Der Roboter kann Personen in seiner Umgebung audiovisuell erfassen. Im Bild der
Kamera werden Menschen über Bewegung detektiert, und mit den Mikrofonen erfolgt die Loka-
lisation von Sprache. Die Datenverarbeitung findet auf speziell entwickelter Hardware statt. Die
Integration von Bild- und Toninformation erlaubt es dem Roboter zu entscheiden, welche der be-
obachteten Personen spricht. Er richtet seine Aufmerksamkeit immer auf den Sprecher und ver-
folgt daraufhin dessen Bewegung. Wenn der Sprecher das Schlüsselwort „hello“ nennt, wechselt
der Roboter in einen Interaktionsmodus, in der er seine Aufmerksamkeit auf der entsprechenden
Person hält. Eine detaillierte Beschreibung des Aufmerksamkeitssystems fehlt jedoch.
Aufmerksamkeitssysteme mit zeitabhängiger Relevanzbewertung
Aufwändigere Aufmerksamkeitssysteme beziehen bei der Bewertung der beobachteten Perso-
nen auch zeitlich zurückliegende Situationen mit ein. Einen solchen Ansatz stellen Sekmen und
Kollegen in [Sek02] für den humanoiden Roboter ISAC (siehe [Kaw00]) vor. Der Roboter kann
anwesende Personen über drei verschiedene Sensortypen lokalisieren: ein Infrarotsensorfeld, be-
stehend aus fünf halbkreisförmig angeordneten Sensoren, erlaubt es, warme, sich bewegende Ob-
jekte (Menschen) zu detektieren, zwei Mikrofone dienen zur Lokalisation von Sprache, und ein
Stereokamerakopf wird genutzt, um Gesichter zu finden. Menschen werden primär über ein farb-
basiertes Gesichts-Tracking-Verfahren verfolgt. Die Kamera fokussiert während der Interaktion
den Kopf des Benutzers. Ist der Kopf im Bild zentriert, wird eine Template-basierte Gesichts-
detektion durchgeführt. Der Einzugsbereich der Kamera fällt relativ klein aus, sodass zu jedem
Zeitpunkt in der Regel immer nur eine Person erfasst werden kann. Andere gleichzeitig anwe-
sende Personen können jedoch die Aufmerksamkeit des Roboters über Bewegung oder Sprache
auf sich ziehen. Wird eine Person über die Infrarotsensoren oder die Mikrofone lokalisiert, dreht
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der Roboter die Kamera in die entsprechende Richtung und beginnt, die neu erkannte Person
über das Gesicht zu verfolgen. Damit der Roboter nicht „hyperaktiv“ erscheint, weil er auf jedes
neue Detektionsereignis mit einer Aufmerksamkeitszuwendung reagiert, schlagen Sekmen und
Kollegen folgenden Aufmerksamkeitsmechanismus vor. Für jede der drei Modalitäten wird je
eine Funktion Ai(·) eingeführt, die eine Art Aufmerksamkeitspotential modelliert. Immer, wenn
ein neues Detektionsereignis innerhalb einer Modalität i vorliegt, nimmt die zugehörige Funkti-
on Ai(·) einen modalitätsabhängigen, positiven Initialwert ein. Von diesem Zeitpunkt an nimmt
der Funktionswert exponentiell ab und nähert sich asymptotisch dem Wert Null, bis wieder ein
neues Detektionsereignis vorliegt. Das Gesamtpotential ATrack(t) zum Zeitpunkt t berechnet
sich aus den Einzelfunktionen wie folgt:
ATrack(t) = ASprache(t) + ABewegung(t)− AGesicht(t)
Der Aufmerksamkeitsmechanismus sieht vor, dass eine Aufmerksamkeitszuwendung nur dann
stattfindet, wenn das Gesamtpotential von einem negativen zu einem positiven Wert wechselt.
Dies kann nur dann auftreten, wenn ein Sprach- oder Bewegungsereignis detektiert wurde und
daher ASprache(·) beziehungsweise ABewegung(·) einen hohen Wert aufweisen, und gleichzeitig
die letzte Aufmerksamkeitszuwendung eine längere Zeitspanne zurückliegt, womit AGesicht(·)
einen kleinen Wert aufweist. Die Aufmerksamkeit wechselt in diesem Fall in Richtung des aus-
lösenden Ereignisses. Durch geeignete Parametrisierung (Initialwerte und Abklingfaktoren) kann
die Störbarkeit des Systems durch eine sich nicht im Fokus der Aufmerksamkeit befindliche Per-
son variiert werden. Damit können Effekte eines „höflichen“ gegenüber einem „unhöflichen“
Roboter untersucht werden (vgl. [Rog00]).
Ein weiteres zeitabhängiges Aufmerksamkeitssystem wird von Okuno und Kollegen in [Oku03]
beschrieben. Das System kommt auf dem Roboter SIG zum Einsatz. Es handelt sich dabei um
einen humanoiden Robotertorso, der sich durch Rotation um die vertikale Achse auf Benutzer
ausrichten kann. Mit Kameras kann das Gesicht von Menschen lokalisiert und identifiziert wer-
den. Über ein Mikrofonpaar wird die Stimme geortet und die Tonlage bestimmt. Jede Erkennung
wird als ein auditives beziehungsweise visuelles Ereignis bezeichnet. Ereignisse innerhalb einer
Modalität werden zu so genannten Strömen formiert. Ein visuelles Ereignis wird dem nächsten
Strom innerhalb von ±10◦ zugeordnet, wenn die Gesichts-ID übereinstimmt. Entsprechend ist
das Vorgehen bei auditiven Ereignissen, wobei die Stimmlage von Ereignis und Strom zueinan-
der passen müssen. Ereignisse, die nicht zugeordnet werden können, bilden einen neuen Strom.
Ein auditiver und ein visueller Strom werden zu einem assoziierten Strom verknüpft, wenn die
Richtungsdifferenz der Ströme für eine gewisse Zeitspanne 10◦ unterschreitet. Wächst die Rich-
tungsdifferenz auf über 30◦, werden sie wieder deassoziiert. Ein Strom löst sich auf, wenn ihm
für eine halbe Sekunde kein Ereignis zugeordnet wurde. Mit der beschriebenen Technik werden
die Personen, die von den Sensoren des Roboters erfasst werden, über die Zeit verfolgt.
Das Aufmerksamkeitssystem von SIG setzt auf den detektierten Strömen auf. Jeder Strom wird
dazu mit einem Relevanzwert belegt. Die Aufmerksamkeit des Roboters richtet sich immer auf
den Strom mit dem höchsten Wert. Der Relevanzwert wird einem Strom bei seinem Aufbau zuge-
wiesen und hängt vom Status des Stroms (auditiv, visuell oder assoziiert) ab. Der Wert nimmt mit
der Zeit kontinuierlich ab, wodurch der Effekt der Habituation realisiert wird. Unterschiedliche
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Verhaltensweisen in der Aufmerksamkeit werden durch geeignete Wahl der initial zugewiesenen
Relevanzwerte realisiert. Ein aufgabenorientiertes Verhalten erreichen Okuno und Kollegen für
den Roboter SIG, indem assoziierte Ströme einen Wert von 2 erhalten, während unimodale Strö-
me mit einem Wert von 1 belegt werden. Der Roboter kann so seine Aufmerksamkeit auf einem
Benutzer während der Interaktion halten und neu entstehende unimodale Ströme ignorieren. Für
ein soziales Verhalten werden allen Strömen identische Relevanzwerte zugeordnet, sodass der
Roboter seine Aufmerksamkeit immer auf neu auftauchende Ströme richtet. In einer Gruppe von
Menschen wendet er sich immer dem Sprecher zu und stellt somit einen neugierigen Zuhörer
dar. Das System weist mit seinen zwei realisierten Verhaltensweisen gewisse Ähnlichkeiten zu
dem in dieser Arbeit vorgestellten Ansatz auf, der zwischen einer Bereitschaftsphase, in der der
Roboter sich auf Sprecher ausrichtet, um neue Benutzer zu erkennen, und einer Interaktionspha-
se, in der der Roboter seine Aufmerksamkeit durchgehend auf dem Benutzer hält, unterscheidet.
Okuno und Kollegen geben jedoch keine Strategie an, die einen Wechsel von Verhaltensweisen
festlegt.
Der Ansatz von Matsusaka und Kollegen ist ebenfalls als zeitabhängiges Aufmerksamkeitssy-
stem anzusehen. Sie beschreiben in [Mat03] den mobilen humanoiden Roboter ROBITA, der in
der Lage ist, an einem Gespräch mit zwei Personen zu einem gemeinsamen Thema teilzuneh-
men. Der Roboter folgt dem Konversationsfluss, weiß also wer spricht und zu wem gesprochen
wird und richtet seine Aufmerksamkeit in Abhängigkeit vom Gesprächsverlauf aus. ROBITA be-
steht aus einem Torso-ähnlichen Aufbau mit zwei Armen und einem Kopf auf einer mobilen
Plattform. Um seine Gesprächspartner wahrzunehmen, verfügt der Roboter in seinem Kopf über
zwei Mikrofone und eine Stereokamera. Er lokalisiert die Sprachquelle mit den Mikrofonen. Mit
Hilfe der Kameras werden die Blickrichtung (bei einer Genauigkeit von 30◦) und die Identität
der Gesprächspartner ermittelt.
Die Aufmerksamkeitssteuerung von ROBITA dient im Wesentlichen zwei Zwecken: Durch Aus-
richtung der Kamera auf den aktuellen Sprecher ist das System in der Lage, die Kopfstellung
des Sprechers zu bestimmen, um daraus abzuleiten, zu wem gesprochen wird. Daneben wird die
Ausrichtung des Roboterkopfs und des Rumpfs dazu verwendet, den Gesprächsteilnehmern zu
zeigen, auf wen der Roboter seine Aufmerksamkeit richtet.
Die Hauptaufgabe des Systems ist es, die Rolle des Roboters und die der anderen Personen im
zeitlichen Verlauf des Gesprächs zu ermitteln. Gesprächsteilnehmer können in einer Mehrperso-
nenkonversation eine von drei Rollen einnehmen: Sprecher, primärer Empfänger oder sekundärer
Empfänger beziehungsweise Beobachter. Der Sprecher adressiert den primären Empfänger. Bei-
de schauen sich in der Regel gegenseitig an. Alle anderen Personen sind Beobachter und schauen
zum Sprecher. Der Roboter richtet seinen Kopf und seinen Rumpf entsprechend seiner Rolle aus,
das heißt als Sprecher wendet er sich dem primären Empfänger zu, und als primärer Empfänger
oder Beobachter schaut er zum Sprecher. Wenn der Roboter in der Rolle des Sprechers ist und
ein Beobachter dazwischen spricht, wendet der Roboter den Kopf zu dem entsprechenden Be-
obachter und bittet ihn zu warten. Der Rumpf wird währenddessen auf den primären Empfänger
ausgerichtet gehalten, um die eigentliche Absicht des Roboters, mit dieser Person zu sprechen,
anzuzeigen.
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Tabelle 2.1: Die beschriebenen Aufmerksamkeitssysteme im Überblick. In der
Spalte der Sensoren sind diejenigen aufgelistet, die im Aufmerksam-
keitssystem eingesetzt werden. Die Buchstaben bedeuten: M – Mi-
krofon, K – Kamera, I – Infrarotsensor, L – Laser-Entfernungsmesser
Name Sensoren Bewertung der Relevanz Personen
Breazeal [Bre99] (Kismet) K Bedürfnisse, Habituation eine
Déniz [Dén03] M, K multimodal mehrere
Hambuchen [Ham04] (ISAC) M, K, I multimodal, Aufgabe, Habit. mehrere
Ghidary [Ghi02] K – eine
Sidenbladh [Sid99] K – eine
Scassellati [Sca01] (Cog) K – eine
Roy [Roy00] (Flo) K – eine
Park [Par01] (DO-U-MI) M, K – eine
Cheng [Che01] (JACK) M, K – eine
Stoytchev [Sto01b] M Habituation eine
Asoh [Aso01] (Jijo-2) M, K Schlüsselwort eine
Doi [Doi01] (BUGNOID) K Abstand mehrere
Kröse [Krö03] (Lino) M Lautstärke mehrere
Blanco [Bla03] (Albert) K, L Abstand mehrere
Topp [Top04] K, L Abstand, interakt. Bestätigung mehrere
Böhme [Böh03] (Perses) M, K Gehrichtung, relativer Winkel mehrere
Hashimoto [Has02] (Hadaly-2) M, K Schlüsselwort mehrere
Sekmen [Sek02] (ISAC) M, K, I multimodal, Habituation mehrere
Okuno [Oku03] (SIG) M, K multimodal, Zustand, Habit. mehrere
Matsusaka [Mat03] (ROBITA) M, K multimodal, Konversation zwei
Obwohl das System eine ausgefeilte Aufmerksamkeitssteuerung für eine Kommunikationssitua-
tion mit mehreren Gesprächsteilnehmern aufweist, bleibt das Verfahren auf ein spezielles Sze-
nario beschränkt. Der beschriebene Ansatz beschränkt sich auf ein statisches Szenario mit genau
zwei Gesprächsteilnehmern. Um anhand der Kopfstellung des Sprechers den Adressaten zu er-
mitteln, muss der Roboter nur unterscheiden, ob der Sprecher den Roboter anschaut oder aber
die andere Person. Wenn weitere Personen an dem Gespräch teilnehmen würden, müsste die
Kopfstellung mit einer sehr hohen Genauigkeit festgestellt werden, um den primären Empfänger
bestimmen zu können. Zudem ist das System nicht autonom, da es auf externe Rechenkapazität
angewiesen ist.
2.3 Zusammenfassung
Tabelle 2.1 verschafft einen Überblick über die in diesem Kapitel beschriebenen Aufmerksam-
keitssysteme. Die Auflistung beschränkt sich auf die Systeme, die primär für Anwendungen im
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Bereich Mensch-Roboter-Interaktion konzipiert wurden. Die Ansätze sind in drei Kategorien
unterteilt: ortsbasierte Ansätze, die mit Hilfe von Aufmerksamkeitskarten realisiert sind (er-
ster Block), personenbasierte Ansätze, die nur eine Person berücksichtigen (zweiter Block), und
personenbasierte Ansätze, die im Selektionsprozess zwischen mehreren Personen unterscheiden
(dritter Block).
Obwohl es das gemeinsame Ziel aller Systeme ist, dass ein Roboter für die Interaktion seine
Aufmerksamkeit auf einen Interaktionspartner richtet, fallen die Konzepte recht unterschied-
lich aus. Dies liegt vor allem daran, dass viele Aufmerksamkeitssysteme im Hinblick auf eine
konkrete Anwendung und für einen speziellen Roboter entwickelt wurden. Relativ einfache Re-
levanzbewertungsmechanismen finden sich häufig dort, wo die eingeschränkte Sensorik oder
die eingesetzten Musterklassifikationstechniken nur die Berechnung von wenig aussagekräftigen
oder wenig zuverlässigen Merkmalen zulassen. Ausgefeiltere Mechanismen greifen meistens auf
multimodale Information zurück. Dabei berechnet sich die Relevanz in der Regel als gewichtete
Summe von unimodalen Merkmalen. In den meisten dieser Ansätze wird auch der Effekt der
Habituation modelliert.
Kapitel 3
Der mobile Roboter BIRON
In diesem Kapitel wird zunächst der verwendete Roboter BIRON vorgestellt, für den das in dieser
Arbeit beschriebene Aufmerksamkeitssystem entwickelt wurde. Besonderes Augenmerk richtet
sich dabei auf die vorhandene Sensorik, da sie bei der Gestaltung des Aufmerksamkeitssystems
eine wichtige Rolle spielt.
3.1 Hardware
Abbildung 3.1 zeigt den in dieser Arbeit verwendeten mobilen Roboter. Er wird in der Arbeits-
gruppe „Angewandte Informatik“ der Technischen Fakultät an der Universität Bielefeld zur For-
schung im Bereich der Mensch-Roboter-Interaktion eingesetzt. Der Roboter trägt den Namen
BIRON (Bielefeld Robot Companion). Es handelt sich bei dem Roboter um das Modell People-
Bot der Firma ActivMedia Robotics, das um einige Komponenten erweitert wurde. Der PeopleBot
besteht aus einer mobilen Basisplattform1 mit einem turmartigen Aufbau, dessen obere Plattform
eine Höhe von 105 cm erreicht. Auf diese wurde bei BIRON ein Aluminiumgestell montiert, das
als Halterung für einen Flachbildschirm und eine Kamera dient. BIRON erreicht mit diesem
Aufbau eine Gesamthöhe von 145 cm. Durch die hohe und schlanke Bauweise eignet er sich
insbesondere für die Interaktion mit stehenden Menschen.
Die Mobilität des Roboters wird über zwei seitlich angebrachte Antriebsräder und eine kleine
Laufrolle, die sich hinten an der Basis befindet, erreicht. Der Roboter kann eine maximale Trans-
lationsgeschwindigkeit von 0,8 m/s und eine maximale Rotationsgeschwindigkeit von 130◦/s er-
reichen. Dies genügt, um den Roboter zum Beispiel vorausgehenden Menschen folgen zu lassen
oder ihn in der Interaktion schnell genug auf den Benutzer auszurichten. Die Räder des Roboters
erlauben einen Einsatz auf ebenem Untergrund, wobei kleine Unebenheiten wie Türschwellen
und Teppichkanten überwunden werden können.
Standardmäßig ist das Modell PeopleBot mit Anstoß- und Sonarsensoren ausgestattet:
1entspricht dem Modell Pioneer 2-DX mit stärkeren Antriebsmotoren











Anstoßsensoren: Die Anstoßsensoren befinden sich an der unteren Kante der Roboterbasis. Sie
reagieren auf Krafteinwirkung und dienen als Sicherheitsvorrichtung, um bei Kontakt mit
Hindernissen den Antrieb des Roboters abzuschalten.
Sonarsensoren: Die Sonarsensoren befinden sich in zwei horizontalen Achtergruppen auf Höhe
von etwa 20 cm und 100 cm an der Vorderseite des Roboters. Sonarsensoren bestimmen
über Ultraschall den Abstand zu Hindernissen. Der Abstand d errechnet sich aus der ge-
messenen Zeitspanne ∆t zwischen Aussenden eines gerichteten Schallimpulses und Emp-
fang der Reflexion nach d = cs∆t/2, wobei cs die Schallgeschwindigkeit ist. Jeder der
beiden Sonarringe hat aufgrund der kleinen Anzahl von Einzelsensoren nur eine geringe
Winkelauflösung. Die Messgenauigkeit beträgt ungefähr 10 cm im Bereich bis 5 m. So-
narsensoren werden vorwiegend zur Kollisionsvermeidung eingesetzt. Da die Gefahr von
Zusammenstößen mit Hindernissen in dem bei BIRON betrachteten Interaktionsszenario
eine untergeordnete Rolle spielt, werden die Sonarsensoren nicht eingesetzt. Da die Sen-
soren, obwohl Messungen auf Ultraschall basieren, Klickgeräusche erzeugen, und damit
die akustische Datenverarbeitung erschweren, sind die Sonarringe auf BIRON vollständig
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deaktiviert.
BIRON verfügt über weitere Sensoren, die nachgerüstet wurden:
Laser-Entfernungsmesser: Direkt auf der unteren Basisplattform ist ein auf Lasertechnik ba-
sierender Entfernungsmesser (Modell LMS 200 der Firma SICK) montiert. Er erfasst Ob-
jekte auf einer Höhe von 30 cm innerhalb eines 180◦ Öffnungswinkels im Bereich vor dem
Roboter. Laser-Entfernungsmesser werden auf vielen mobilen Forschungsrobotern zur Na-
vigation und Lokalisation eingesetzt. In dieser Arbeit dient der Sensor zur Detektion von
Beinen.
Der Laser-Sensor misst Entfernungen zu Objekten nach dem so genannten Time-of-Flight-
Prinzip, das heißt es wird aus der Zeit ∆t, die zwischen Emission eines Laserimpulses
und dem Empfang der Reflexion des Impulses an einem Hindernis vergeht, der Abstand
als d = cl∆t/2 ermittelt, wobei cl die Geschwindigkeit von Licht ist. Ein rotierender Spie-
gel lenkt die Laserimpulse um und fächert sie innerhalb der horizontalen Ebene auf. Das
eingesetzte Sensormodell ist so konfiguriert, dass innerhalb eines 180◦ Öffnungswinkels
mit einer Winkelauflösung von 0,5◦ gemessen wird. Jede Messung resultiert folglich in
einem Datensatz bestehend aus 361 Abstandswerten. Ein Beispiel zeigt Abbildung 6.1 auf
Seite 65. Die Reichweite des Laser-Entfernungsmessers ist 30 m. Der statistische Fehler
beträgt ±15 mm in dem für die geplante Anwendung relevanten Bereich bis 8 m. Obwohl
Messungen mit 25 Hz durchgeführt werden, wird die Rate aufgrund der Übertragung der
Daten über eine serielle Schnittstelle auf 4,7 Hz begrenzt.
Mikrofone: Auf der oberen Plattform sind zwei Mikrofone (Modell C 400 BL der Firma AKG)
angebracht. Es handelt sich um Grenzflächenmikrofone, deren Frequenzbereich zur Auf-
nahme von Sprache optimiert ist. Sie befinden sich vor dem Flachbildschirm und haben
einen Abstand von 28,1 cm zueinander. Die Mikrofone werden auf BIRON für die Lokali-
sation von Sprechern und für die Sprachverarbeitung eingesetzt.
Kamera: Auf dem Aluminiumgestell, das als Befestigung für den Flachbildschirm dient, ist auf
einer Höhe von 135 cm eine Farbkamera (Modell EVI-D31 der Firma SONY) montiert.
Das Kameramodell verfügt über eine Schwenk-Neige-Einheit, die es erlaubt, die Kamera
in der Horizontalen seitlich um ±100◦ zu schwenken und in der Vertikalen nach oben und
unten um±25◦ zu neigen. Die maximale Geschwindigkeit liegt in der Horizontalen (Verti-
kalen) bei 80◦/s (50◦/s). Dies erlaubt ein relativ zügiges Ausrichten auf einen gewünschten
Zielpunkt. Die Kamera verfügt über ein Zoomobjektiv mit einer Brennweite von 5,4 mm
bis 64,8 mm. Im Weitwinkelbereich beträgt der horizontale (vertikale) Bildwinkel 48,8◦
(37,6◦) und im Telebereich 4,3◦ (3,3◦). In dieser Arbeit wird die Kamera ausschließlich im
Weitwinkelmodus betrieben, um einen möglichst großen Einzugsbereich zu erzielen. Die
Kamera verfügt über die Standard PAL Auflösung. Um schnellere Raten bei der Verarbei-
tung einzelner Bilder zu erzielen, wird im Rahmen dieser Arbeit auf skalierten Bildern mit
einer Größe von 256×192 Pixeln gearbeitet.
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Abbildung 3.2: Lokales Koordinatensystem von BIRON. ~x ist die Geradeausrich-
tung und entspricht 0◦. Punkte werden aus Robotersicht in Zylin-
derkoordinaten angegeben.
Das Aluminiumgestell, auf dem die Kamera montiert ist, dient auch als Befestigung für einen
berührungsempfindlichen 12”-Flachbildschirm. Durch seine leicht geneigte Anbringung auf ei-
ner Höhe von ungefähr 120 cm eignet er sich gut für interaktive Eingaben durch den Benutzer.
In dieser Arbeit wird der Bildschirm jedoch nur zur Darstellung eines animierten Gesichts ein-
gesetzt. Des Weiteren sind in der vorderen Front des Roboterturms auf einer Höhe von 90 cm
Stereolautsprecher eingebaut, die für Sprachausgaben genutzt werden.
Das Modell PeopleBot ist standardmäßig mit einem Intel-Pentium-III-System mit 850 MHz Pro-
zessortakt und 256 MB Hauptspeicher ausgestattet. Der Rechner verfügt über eine Soundkar-
te, an welche die beiden Mikrofone angeschlossen sind. Der Roboter BIRON wurde um einen
zusätzlichen Rechner mit Intel-Pentium-III-Prozessor erweitert. Dieser wird mit einer Taktrate
von 500 MHz betrieben und ist ebenfalls mit 256 MB Hauptspeicher bestückt. Er ist mit einer
handelsüblichen TV-Karte ausgestattet, die zur Aufnahme von Bildern der Kamera dient. Der
Rechner wird des Weiteren zur Ansteuerung der Schwenk-Neige-Einheit der Kamera über eine
serielle Schnittstelle eingesetzt. Die beiden Rechner von BIRON sind über 100-Mbit-Ethernet
miteinander verbunden. Zudem besteht die Möglichkeit über Funk-Ethernet von einem externen
Rechner auf das Robotersystem zuzugreifen.
Die Stromversorgung erfolgt über drei Hochleistungs-Bleiakkus, die bei vollem Betrieb eine
maximale Einsatzdauer von ungefähr 30 Minuten erlauben. Alternativ lässt sich ein externes
Netzteil anschließen, wodurch die Einsatzzeit prinzipiell unbegrenzt ist.
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3.2 Lokales Koordinatensystem
Zur einheitlichen Repräsentation der Positionen von Objekten wird für BIRON ein lokales Ko-
ordinatensystem definiert (siehe Abbildung 3.2). Der Ursprung des Koordinatensystems befindet
sich auf der zentralen, vertikalen Achse des Roboters auf Bodenhöhe. Die ~x-Achse des recht-
winkligen Koordinatensystems ist nach vorne, in Fahrtrichtung orientiert. Die ~y-Achse verläuft
parallel zur Achse der Antriebsräder und zeigt aus Sicht des Roboters nach links. Die ~z-Ach-
se zeigt nach oben. Die Position eines Objekts wird in Zylinderkoordinaten durch Winkel α,
Abstand d und Höhe h beschrieben.
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Kapitel 4
Konzeption des Aufmerksamkeitssystems
In diesem Kapitel wird die Konzeption des Aufmerksamkeitssystems vorgestellt. Sie verschafft
einen Überblick über den in dieser Arbeit entwickelten Ansatz. Die Beschreibung technischer
Details von einzelnen Komponenten erfolgt im Anschluss an dieses Kapitel.
Das Aufmerksamkeitssystem soll den Roboter befähigen, seine Wahrnehmung in der Interakti-
on mit Benutzern zu optimieren, sodass den im Interaktionssystem verwendeten Komponenten
(Sprachverarbeitung, Gestenerkennung, . . . ) über die Sensoren jederzeit geeignete Daten zur Ver-
fügung stehen. Die Realisierung des Gesamtsystems erfolgt auf dem mobilen Roboter BIRON.
Als Beispiel für ein Interaktionsszenario wird das Home-Tour-Szenario gewählt.
Das hier vorgestellte System realisiert ausschließlich eine auf Personen gerichtete Aufmerksam-
keit. Selbstverständlich ist es notwendig, den Fokus der Aufmerksamkeit auch auf Objekte zu
richten, die vom Benutzer in der Interaktion sprachlich oder durch deiktische Gesten referenziert
werden. Diese Anforderung wird zwar berücksichtigt, sodass sie durch das Gesamtsystem gelei-
stet werden kann. Eine allgemeine Aufmerksamkeitssteuerung, die gleichzeitig Menschen und
Objekte einbezieht, liegt jedoch außerhalb des in dieser Arbeit gesteckten Ziels.
Die grundsätzliche Notwendigkeit einer personenbezogenen Aufmerksamkeitssteuerung ergibt
sich im Wesentlichen aus zwei Gründen. Zum einen können die Sensoren aufgrund technisch
bedingter Einschränkungen der jeweiligen Einzugsbereiche nicht immer alle notwendigen Infor-
mationen aufnehmen und müssen daher in geeigneter Weise ausgerichtet werden. Zum anderen
liefert die Darstellung des Aufmerksamkeitsfokus einen wichtigen Beitrag für eine intuitive In-
teraktion mit dem Benutzer.
Für die Gestaltung der Aufmerksamkeitssteuerung ist es erforderlich, die Anforderungen an das
System genauer zu beleuchten. Unabhängig von dem konkreten Einsatzgebiet lassen sich für
einen Serviceroboter, der seine Dienste Menschen zur Verfügung stellt, zwei Phasen voneinan-
der unterscheiden. Einerseits gibt es die Interaktionsphase mit einem Benutzer.1 Da die Dauer
1Hier werden nur eins-zu-eins-Situationen betrachtet. Eine Mehrpersonenkonversation, wie sie zum Beispiel mit
dem Roboter Robita [Mat01] realisiert ist, wird nicht berücksichtigt.
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einer Interaktion endlich ist, gibt es andererseits für den Roboter immer eine Zeitspanne oh-
ne Kommunikationspartner. In dieser Bereitschaftsphase ist er bestrebt, seine Dienste anderen
Menschen anzubieten und wieder in die Interaktionsphase zu wechseln.
4.1 Bereitschaftsphase
Werfen wir einen genaueren Blick auf die beiden Phasen und beginnen mit der Bereitschaftspha-
se. Es gibt verschiedene Verhaltensstrategien für den Roboter, um wieder in eine Interaktion zu
gelangen. Ausgeschlossen werden unnatürliche, technisch anmutende Lösungen, wie zum Bei-
spiel die in [Bur98] beschriebene, bei der der Benutzer zum Beginnen einer Interaktion einen
Knopf am Roboter zu drücken hat. Eine geeignete Möglichkeit ist, dass der Roboter selber ak-
tiv wird, indem er Personen in seiner Nähe anspricht. Diese Strategie wird zum Beispiel von
Topp und Kollegen auf ihrem Roboter angewandt [Top04]. Diese Vorgehensweise kann jedoch
störend wirken, wenn der Roboter Personen kontaktiert, die sich gerade im Gespräch miteinan-
der befinden, oder wenn er Menschen mehrfach anspricht, die keine Hilfe wollen. Eine andere
Möglichkeit ist, dass der Roboter sich passiv verhält und darauf wartet, von einem Benutzer an-
gesprochen zu werden. In [Aso01] wird zum Beispiel die Nennung eines Schlüsselworts vom
Benutzer gefordert, damit der Roboter den Beginn der Interaktionsphase erkennt. Nachteilig da-
bei ist, dass der Nutzer dieses Schlüsselwort kennen muss.
In dieser Arbeit wird ein flexiblerer Mechanismus eingesetzt, der auf natürlichen Verhaltens-
mustern basiert. Dass wir angesprochen werden erkennen wir Menschen daran, dass jemand in
unserer Nähe spricht und seine Äußerung an uns richtet. Dabei ist der Inhalt der Äußerung gar
nicht von so großer Bedeutung: Wir fühlen uns auch dann angesprochen, wenn es sich dabei um
eine fremde Sprache handelt. Wichtig ist also zu erkennen, an wen die Äußerung gerichtet ist.
In der Regel schaut ein Sprecher seinen Adressaten an. Die Blickrichtung ist daher das zweite
wichtige Merkmal neben der Sprechaktivität. Diese Merkmale werden vom Roboter genutzt, um
einen Interaktionsbeginn zu erkennen. Der Sprecher wird dabei mit den zwei Mikrofonen loka-
lisiert. Die Blickrichtung wird aus dem Bild der Kamera erkannt. Genauer gesagt wird lediglich
das Gesicht detektiert und vereinfachend angenommen, dass die Ausrichtung des Kopfs und
die Blickrichtung übereinstimmen. Menschen erfassen selbstverständlich weitere Merkmale, die
ihnen das Erkennen des Interaktionsbeginns erleichtern, wie zum Beispiel die Mimik des Spre-
chers oder der situative Kontext. Da diese Information für ein technisches System nur schwer zu
gewinnen sind, wird auf eine Umsetzung in dieser Arbeit verzichtet.
Allein aus der Kombination von Sprechaktivität und Blickrichtung zum Roboter lässt sich ein
Interaktionsbeginn jedoch nicht sicher ableiten. So kann zum Beispiel eine Person mit einer
anderen über den Roboter sprechen und dabei zwischenzeitlich den Roboter anschauen. Beide
Merkmale sind gegeben, ohne dass der Sprecher mit dem Roboter in Kontakt treten möchte. Um
den Anmeldeprozess robuster zu gestalten, wird daher auch der Inhalt der Äußerung berücksich-
tigt. Es muss sich um eine Äußerung handeln, die sich in dem betrachteten Home-Tour-Szenario
als Beginn einer Interaktion eignet, wie zum Beispiel „Hallo BIRON!“ oder „Folge mir bitte!“.
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Alle Merkmale müssen für eine Person zeitgleich vorliegen und vom System erkannt werden.
In dem dynamischen Szenario mit einem mobilen Roboter besteht jedoch das Problem, dass den
potenziellen Kommunikationspartnern kein fester Standort zugeschrieben werden kann. Da die
Kamera von BIRON in der Regel nicht mehr als eine Person erfassen kann, liegt das Merkmal
„Blickrichtung zum Roboter“ nur für die Person vor, auf die die Kamera gerichtet ist. Außerdem
darf nicht jede sprachliche Äußerung interpretiert werden, da das von der Sprachverarbeitung
verwendete Lexikon im Wesentlichen auf das Home-Tour-Szenario begrenzt ist, und daher die
Gefahr besteht, dass nicht aufgabenbezogene Äußerungen falsch interpretiert werden.
Die von der Aufmerksamkeitssteuerung in der Bereitschaftsphase zu durchlaufenden Teilschritte
sehen unter diesen Anforderungen wie folgt aus:
1. Es wird eine Liste der Menschen erstellt, die sich in der Nähe des Roboters aufhalten, da
diese die Menge der potenziellen Kommunikationspartner darstellen. Dieser Schritt wird
über ein geeignetes Verfahren zum Verfolgen (engl. Tracking) von Personen realisiert.
Um möglichst viele Personen in der Nähe des Roboters zu erfassen, greift das Verfahren
auf den Laser-Entfernungsmesser zurück, der mit seinem Einzugsbereich von 180◦ den
gesamten Halbraum vor dem Roboter abdeckt. In den Laserdaten werden Menschen über
ihre Beine lokalisiert. Da Menschen den Wahrnehmungsbereich des Roboters betreten und
wieder verlassen, muss das Verfahren in der Lage sein, eine variable Anzahl von Personen
zu verfolgen.
2. Die Relevanz der beobachteten Personen wird aus den Merkmalen „Sprechaktivität“ und
„Blick zum Roboter“ bestimmt. Diese Information wird ebenfalls aus dem Tracking-
Verfahren gewonnen, das heißt die Laserdaten werden mit audio-visuellen Sensordaten
integriert. Es handelt sich folglich um ein multimodales Verfahren zum Verfolgen von Per-
sonen. Der multimodale Ansatz bietet den Vorteil, robuster gegenüber dem Ausbleiben von
Information einzelner Modalitäten zu sein. Dieser Überlegung folgend wird das Tracking-
Verfahren um eine zusätzliche Informationsquelle erweitert, sodass neben den Beinen, der
Stimme und dem Gesicht auch der Oberkörper im Bild der Kamera über die Farbe der
Kleidung lokalisiert wird.
3. Der Fokus der Aufmerksamkeit wird auf die Person mit höchster Relevanz gerichtet, wel-
che in der Regel der aktuelle Sprecher ist. Das Ausrichten geschieht durch das Bewegen der
Kamera. Somit gelangt der Sprecher ins Kamerabild, sodass auch die Blickrichtung über-
prüft werden kann. Die Sprachverarbeitung wird immer dann aktiviert, wenn eine Person
gleichzeitig spricht und zum Roboter schaut, da angenommen wird, dass dann die Äuße-
rung an ihn adressiert ist. Gleichzeitig richtet der Roboter durch Rotation der Basis seine
Mikrofone auf den Sprecher, um eine bessere Erkennungsrate der Sprachverarbeitung zu
ermöglichen. Darüber hinaus wird die Positionsinformation aus der Sprecherlokalisation
genutzt, um akustische Signale aus Richtung des Sprechers zu verstärken.
Die Aufmerksamkeitssteuerung der Bereitschaftsphase ist für den Beobachter an der Bewegung
der Kamera und der Rotation der Basis zu erkennen. Die Kamera, die immer den Kopf des
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Sprechers fokussiert, signalisiert diesem damit, dass der Roboter zuhört und bereit ist. Obwohl
der Roboter nicht aus eigenem Antrieb einen Interaktionsaufbau initiiert, nimmt er wegen der
durch die Aufmerksamkeitssteuerung realisierten Fähigkeiten aktiv an diesem Prozess teil.
4.2 Interaktionsphase
Wenn für eine Person alle der drei erforderlichen Merkmale erkannt wurden, so ist ein neuer
Benutzer gefunden, und es folgt der Wechsel zur Interaktionsphase. Prinzipiell werden weiter-
hin dieselben Teilschritte durchlaufen, wie sie für die Bereitschaftsphase beschrieben wurden.
Allerdings wird die Relevanz nicht mehr anhand der dort betrachteten Merkmale bestimmt, son-
dern der Benutzer hat automatisch die höchste Relevanz. Das heißt der Roboter fokussiert seine
Aufmerksamkeit durch Ausrichten von Kamera und Roboterbasis allein auf den Kommunikati-
onspartner, während er andere anwesende Personen ignoriert. Die Aktivierung der Sprachverar-
beitung verhält sich analog zur Bereitschaftsphase. Die Aktivierung erfolgt, wenn der Benutzer
spricht und gleichzeitig zum Roboter schaut und bleibt so lange eingeschaltet, bis die Äuße-
rung beendet ist, also eine Pause in der Sprechaktivität des Kommunikationspartners vorliegt.
Gegen eine dauerhafte Aktivierung spricht der unnötige Verbrauch von Rechnerressourcen und
die Tatsache, dass selbst in der Interaktionsphase die Möglichkeit besteht, dass der Benutzer Äu-
ßerungen nicht an den Roboter sondern an Dritte richtet. Für die auditive Aufmerksamkeit des
Roboters ist es zwingend erforderlich, den Kopf des Benutzers im Einzugsbereich der Kamera
zu halten, um jederzeit das Merkmal „Blick zum Roboter“ erkennen zu können. Die Kamera
wird primär auf das Gesicht des Benutzers zentriert, um so Bereitschaft und Aufmerksamkeit zu
signalisieren. Da das Home-Tour-Szenario jedoch mehr Interaktionsmöglichkeiten als das reine
Gespräch bietet, sind abweichende Verhaltensweisen erforderlich, die insbesondere die Ausrich-
tung der Kamera betreffen.
Im Home-Tour-Szenario besteht für den Benutzer die Möglichkeit, in der Interaktion auf Objek-
te zu verweisen, für die der Roboter Informationen in seiner Wissensbasis aufnehmen soll. Dazu
ist es erlaubt, deiktische Gesten einzusetzen. Um diese zu erkennen, müssen sich die Hände des
Benutzers im Blickfeld der Kamera befinden. Bei einem für eine Interaktion üblichen Abstand
des Benutzers zum Roboter werden die Hände in der Regel jedoch nicht immer erfasst, wenn
die Kamera auf den Kopf des Benutzers zentriert ist. Die Kamera muss daher zu einem geeig-
neten Zeitpunkt nach unten geneigt werden. Dieser ergibt sich in der Regel aus dem Verlauf des
Dialogs.
Um an visuelle Information über ein vom Benutzer referenziertes Objekt zu gelangen, ist es
notwendig, die Kamera neu auszurichten. Dazu wird die visuelle Aufmerksamkeit des Robo-
ters vom Benutzer gelöst und dann auf das entsprechende Objekt verschoben. Das in dieser
Arbeit entwickelte personenbasierte Aufmerksamkeitssystem übergibt dazu die Ansteuerung der
Kamera an eine eigens für diese Aufgabe vorgesehene Komponente, die über Fähigkeiten zur
Detektion und Analyse von Objekten verfügt. Nachdem ein Objekt analysiert wurde, wechselt
die Ansteuerung der Kamera wieder zurück an die personenbasierte Aufmerksamkeitssteuerung,
die daraufhin mit der Kamera wieder das Gesicht des Benutzers fokussiert.
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Im Home-Tour-Szenario besteht für den Benutzer weiterhin die Möglichkeit, durch Vorausgehen
den Roboter zu einem anderen Ort zu führen. Da die Aufmerksamkeitssteuerung für die Ansteue-
rung der Roboterbasis zuständig ist, übernimmt sie auch beim Hinterherfahren die Kontrolle über
Richtung und Geschwindigkeit. Da der vorausgehende Benutzer in der Regel in Gehrichtung
schaut und nicht spricht, steht dem Personen-Tracking in dieser Situation lediglich Positionsin-
formation von den Beinen durch den Laser-Entfernungsmesser und vom Oberkörper durch die
Kamera zur Verfügung. Da es für die farbbasierte Lokalisation des Oberkörpers vorteilhaft ist,
wenn sich ein möglichst großer Teil der Kleidung im Bild der Kamera befindet, neigt die Auf-
merksamkeitssteuerung die Kamera wieder so weit nach unten, dass sich der Kopf des Benutzers
am oberen Bildrand befindet.
4.3 Resümee
Das Aufmerksamkeitsverhalten des Roboters ist bei der Bereitschaftsphase und der Interakti-
onsphase grundlegend verschieden. In der Bereitschaftsphase kann sich die Aufmerksamkeit auf
jede Person richten, die sich im Einzugsbereich der Sensoren befindet und damit im Tracking-
Prozess berücksichtigt werden kann. Die Aufmerksamkeit wird durch externe Reize gesteuert,
wobei die Sprechaktivität eine bedeutende Rolle spielt. In dieser Phase lässt sich die Aufmerk-
samkeit sehr leicht durch Geräusche beeinflussen. Der Roboter verhält sich rein reaktiv. Er ver-
fügt über keinen Mechanismus, um einzelne Personen von seiner Aufmerksamkeit vollständig
auszuschließen. Durch sein Verhalten stellt sich der Roboter als neugieriger Zuhörer dar. In
der Bereitschaftsphase realisiert die Aufmerksamkeitssteuerung eine reizbasierte, reaktive be-
ziehungsweise bottom-up gesteuerte Aufmerksamkeit.
Im Gegensatz dazu spielen in der Interaktionsphase die Reize wie Sprechaktivität und Blick-
richtung keine Rolle für das sichtbare Verhalten des Roboters. Die Aufmerksamkeit richtet sich
allein auf den Benutzer, während andere Menschen, die ebenfalls von den Sensoren erfasst wer-
den, vollständig ignoriert werden. Unterschiede im Aufmerksamkeitsfokus der Kamera ergeben
sich aus der Dialogsituation, in der die Kamera entweder direkt auf das Gesicht gerichtet ist
oder versucht, auch die Hände oder den Oberkörper besser ins Bild zu bekommen. Der Benutzer
kann durch geeignete Instruktionen das Verhalten des Roboters steuern. In der Interaktionsphase
realisiert die Aufmerksamkeitssteuerung eine selektive, willkürliche beziehungsweise top-down
gesteuerte Aufmerksamkeit.
Neben den nach außen hin sichtbaren Verhaltensweisen, die sich durch Bewegung von Kamera
und Roboterbasis zeigen, spielt die auditive Aufmerksamkeit eine wichtige Rolle. Sie unter-
scheidet sich nicht zwischen den beiden Phasen. Die Sprachverarbeitung wird aktiviert, wenn
der beobachtete Sprecher zu Beginn seiner Äußerung zum Roboter schaut und endet, wenn eine
Sprechpause erfolgt. Zugleich werden die mit den beiden Mikrofonen aufgezeichneten Daten so
miteinander kombiniert, dass akustische Signale aus Richtung des Sprechers verstärkt werden.
Der Roboter verfügt somit über die Fähigkeit zur selektiven auditiven Aufmerksamkeit.
Für das gesamte Aufmerksamkeitssystem stellt die Fähigkeit des Roboters, Menschen in seiner
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Nähe wahrzunehmen, eine grundlegende Voraussetzung dar. Diese Fähigkeit wird durch ein Ver-
fahren zum Verfolgen von Personen realisiert. Dabei werden durch das Aufmerksamkeitssystem
besondere Anforderungen an das Verfahren gestellt: Es deckt einen möglichst großen räumlichen
Bereich ab, die Anzahl der zu verfolgenden Personen ist variabel, für jedes verfolgte Individuum
können Sprechaktivität und Blickrichtung ermittelt werden, und es ist darüber hinaus möglichst
robust gegenüber variierenden äußeren Bedingungen. In Rahmen dieser Arbeit wurde eigens ein
neues Tracking-Konzept entwickelt, um damit ein geeignetes Verfahren zum multimodalen Ver-
folgen von Personen von einer mobilen Plattform realisieren zu können.
Um die erforderlichen Interaktionsfähigkeiten des Roboters im Home-Tour-Szenario zu reali-
sieren, sind neben dem Tracking-Verfahren eine Vielzahl weiterer Komponenten erforderlich,
wie zum Beispiel Dialogsteuerung, Gestenerkennung oder eine Wissensbasis. Die Komplexität
der Anwendung macht es erforderlich, den Datenaustausch und die zeitlichen Abläufe der ein-
zelnen Komponenten zu koordinieren. Zu diesem Zweck ist für den Roboter BIRON eine Soft-
warearchitektur entwickelt worden, in die die Aufmerksamkeitssteuerung und das multimodale
Personen-Tracking als Bestandteile eingebettet sind.
In den folgenden Kapiteln werden die Details des realisierten Aufmerksamkeitssystems beschrie-
ben, beginnend mit dem Ansatz zum multimodalen Verfolgen von Personen.
Kapitel 5
Multimodales Anchoring
Das Verfolgen von Personen von einem mobilen Roboter aus ist eine anspruchsvolle Aufgabe.
Zum einen handelt es sich um einen hochdynamischen Prozess, da die relativen Positionsverän-
derungen der Personen nicht nur aus den Bewegungen der Personen, sondern gleichzeitig aus
der Eigenbewegung des Roboters resultieren. Zum anderen führt die Mobilität des Roboters zu
variierenden äußeren Gegebenheiten, was bei der Verarbeitung von Sensordaten berücksichtigt
werden muss. Beim Wechsel des Standorts des Roboters können sich die Beleuchtungsverhält-
nisse und die akustischen Eigenschaften des jeweiligen Raums drastisch ändern und dadurch die
Personenerkennung erschweren. Ein generelles Problem beim Verfolgen von Objekten stellen
Verdeckungen dar, während derer das jeweilige Objekt nicht von den Sensoren erfasst werden
kann. In dem betrachteten Szenario können Personen sich gegenseitig verdecken oder durch an-
dere Gegenstände teilweise oder ganz verdeckt werden. Eine weitere Schwierigkeit ergibt sich
dadurch, dass die Wahrnehmungsbereiche von Sensoren im Allgemeinen eingeschränkt sind und
deshalb in der Regel nicht immer alle Personen gleichzeitig erfasst werden können.
Die Größe des Wahrnehmungsbereichs ist abhängig von der Art und Bauweise eines Sensors. Ein
Laser-Entfernungsmesser erfasst zum Beispiel nur Objekte innerhalb einer Ebene, während ein
Mikrofon Geräuschquellen an beliebiger Position wahrnehmen kann. Von der Art des Sensors
hängt es auch ab, wie sich extreme äußere Bedingungen auf die Qualität der Personenerkennung
auswirken. Während zum Beispiel eine geringe Beleuchtung die Erkennung von Personen mit
einer Kamera erschweren kann, behindern laute Umgebungsgeräusche die Sprecherlokalisation
mit Mikrofonen. Die Einschränkungen und Schwächen sind also sensorspezifisch und können
durch gleichzeitige Berücksichtigung mehrerer verschiedenartiger Sensoren kompensiert wer-
den. Um das Verfahren zum Verfolgen von Personen von einem mobilen Roboter aus robust zu
gestalten, bietet sich ein multimodaler Ansatz an, bei dem die Personen gleichzeitig durch meh-
rere Sensoren verschiedener Art erfasst werden. Der in dieser Arbeit verwendete Roboter BIRON
(siehe Abschnitt 3.1) verfügt über eine Farbkamera, mit der Gesichter und Oberkörper erkannt
werden, zwei Mikrofone, mit denen Geräusche (Stimmen) lokalisiert werden und einen Laser-
Entfernungsmesser, der Beine erfasst.
Die Sensoren des Roboters führen fortlaufend Messungen durch. Das Verfolgen ist der Prozess,






















Abbildung 5.1: Multisensor-Tracking-Verfahren lassen sich in drei Kategori-
en aufteilen. Da in Kategorie 2 eine statische Assoziation von
Messdaten erfolgt, ist, im Gegensatz zu den Kategorien 1 und 3,
eine Synchronisierung der Sensormessungen erforderlich.
bei dem die Messdaten einer Person verarbeitet werden, um den aktuellen Zustand der Person
zu schätzen. Der Zustand umfasst im Allgemeinen Bewegungsinformation (Position, Geschwin-
digkeit, . . . ), aktuelle Merkmale (spricht, schaut zum Roboter, . . . ) und Eigenschaften, die sich
nicht oder nur sehr langsam ändern (Identität, Farbe der Kleidung, . . . ). Zum Verfolgen müssen
die über den Lauf der Zeit anfallenden Messdaten von einer Person einander zugeordnet wer-
den. Es handelt sich um das Problem der Datenassoziation. In einem Multisensorsystem müssen
einerseits die zeitgleichen Messdaten der verschiedenen Sensoren einander zugeordnet werden
(statische Assoziation), andererseits müssen zeitlich aufeinander folgende Daten über alle Mo-
dalitäten hinweg assoziiert werden (dynamische Assoziation). Auf den assoziierten Daten erfolgt
sodann die Schätzung des aktuellen Zustands der Person.
Um die verschiedenen Lösungsstrategien für das Verfolgen mit einem Multisensorsystem zu
unterteilen, haben Bar-Shalom und Li in [Bar95], Seite 432ff, drei Kategorien vorgeschlagen
(siehe auch Abbildung 5.1):1
Kategorie 1: Für jeden Sensor gibt es einen eigenen Verfolgungsprozess. Das heißt, die zeit-
lich aufeinander folgenden Messdaten werden separat, innerhalb der einzelnen Modalitä-
ten einander zugeordnet (dynamische Assoziation). Der aktuelle Zustand der Person wird
auf Basis der assoziierten Daten für jeden Sensor einzeln geschätzt, zum Beispiel die Posi-
tion des Kopfs mit einer Kamera und die Richtung der Stimme mit Mikrofonen. Erst dann
1Die hier genannten Kategorien entsprechen den von Bar-Shalom und Li vorgeschlagenen Konfigurationen II
bis IV.
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werden die Datenströme der verschiedenen Sensoren fusioniert, das heißt einander zuge-
ordnet. Auf den fusionierten Daten erfolgt keine erneute Schätzung des Systemzustands.
In diesem Ansatz müssen die Sensoren nicht synchronisiert sein.
Kategorie 2: Es erfolgt zunächst eine statische Assoziation der Messdaten der verschiedenen
Sensoren, wobei vorausgesetzt wird, dass die Sensoren synchronisiert sind. Es entstehen
zu jedem Zeitpunkt „Supermessungen“. Sie dienen als Grundlage für den Verfolgungs-
prozess. Das heißt, aus den dynamisch assoziierten Supermessungen wird der Zustand der
Person geschätzt.
Kategorie 3: Die dynamische Assoziation der Messdaten geschieht für jeden Sensor separat.
Die Schätzung des Zustands der Person erfolgt sodann unter gleichzeitiger Berücksichti-
gung der Messdaten aller Sensoren. Während beim Ansatz der Kategorie 1 mehrere Verfol-
gungsprozesse parallel und voneinander unabhängig ablaufen, hat bei der Vorgehensweise
der Kategorie 3 die Schätzung des Gesamtzustands Einfluss auf den Tracking-Ablauf be-
ziehungsweise auf die dynamische Assoziation der Messdaten für die einzelnen Sensoren.
In diesem Ansatz müssen die Sensoren wiederum nicht synchronisiert sein.
Ein Beispiel für ein Tracking-Verfahren der Kategorie 1 ist der Ansatz von Nakadai und Kol-
legen [Nak01], der auf dem Roboter SIG eingesetzt wird, um ein Aufmerksamkeitssystem zu
realisieren. Personen werden dabei über Stimme und Gesichter verfolgt. Zeitlich aufeinander
folgende Messungen, die aus ähnlichen Richtungen kommen, bilden einen sogenannten Strom.
Der Aufbau von Strömen geschieht für die beiden Modalitäten getrennt. Auditive und visuelle
Ströme werden dann fusioniert, wenn die Winkeldifferenz innerhalb einer einsekündigen Zeit-
spanne 10◦ unterschreitet. Die Trennung erfolgt, wenn die Winkeldifferenz über drei Sekunden
mehr als 30◦ beträgt. Da die Fusion der Daten von verschiedenen Sensoren erst nach dem sepa-
raten Tracking innerhalb der einzelnen Modalitäten erfolgt, wird bei Verfahren der Kategorie 1
nicht der Vorteil genutzt, dass sich die multimodalen Messungen gegenseitig ergänzen und un-
terstützen und dadurch die Datenassoziation erleichtert wird.
Im Gegensatz dazu werden bei Verfahren der Kategorie 2 die multimodalen Informationen zu-
nächst kombiniert, bevor die Schätzung des Zustands des beobachteten Objekts erfolgt. Ein Bei-
spiel ist die Methode von Feyrer und Zell [Fey00], die dazu eingesetzt wird, einen mobilen
Roboter einer vorausgehenden Person folgen zu lassen. Mit einer Kamera werden Gesichter er-
kannt, ein Laser-Entfernungsmesser dient zur Lokalisation von Beinen. Die Fusion der Daten
wird über eine Maximumsuche in einem Potenzialfeld realisiert, das aus der Überlagerung von
zwei zweidimensionalen Gaußfunktionen resultiert. Jede der beiden Funktionen repräsentiert die
Position an der eine Person durch den Laser oder die Kamera detektiert wurde. Das Tracking auf
den fusionierten Daten erfolgt dann über einen Kalman-Filter.
Zur Kategorie 2 sind auch die Ansätze zu zählen, die Partikelfilter zum multimodalen Verfolgen
einsetzen. In der Regel wird ein videobasiertes Tracking durchgeführt, bei dem die Messungen
anderer Sensoren die Gewichtung der Partikel beeinflussen. Sowohl Gatica-Perez und Kolle-
gen [GP04] als auch Vermaak und Kollegen [Ver01] verfolgen Personen über die Kopf-Schulter-
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Kontur. Ergebnisse von akustischer Sprecherlokalisation werden in Bildkoordinaten transfor-
miert und dienen zur Gewichtung der Partikel. Wilhelm und Kollegen [Wil02] verfolgen eine
ähnliche Strategie. Hier werden jedoch Sonardaten anstelle von akustischen Daten fusioniert.
Einen weiteren probabilistischen Ansatz schlagen Beal und Kollegen [Bea03] vor. Sie verwen-
den ein grafisches Modell, das auditive und visuelle Daten kombiniert.
Charakteristisch für Verfahren der Kategorie 2 ist, dass die Datengewinnung über die verschiede-
nen Sensoren synchron sein muss. Dies kann zum Nachteil werden, wenn sich die Zeiten, die zur
Verarbeitung der Sensordaten benötigt werden, zwischen den Modalitäten stark unterscheiden,
da das langsamste System die Geschwindigkeit des Gesamtverfahrens bestimmt.
Das in dieser Arbeit zum Einsatz kommende Tracking-Verfahren realisiert ein multimodales Ver-
folgen von Personen von einem mobilen Roboter aus. Daten von drei verschiedenen Sensoren
(Kamera, Mikrofone und Laser-Entfernungsmesser) werden asynchron verarbeitet. Das Verfah-
ren ist der Kategorie 3 zuzuordnen.
Das verwendete Tracking-Verfahren baut auf einem Ansatz von Coradeschi und Saffiotti auf, der
als Anchoring bezeichnet wird [Cor00,Cor01b,Cor03]. Anchoring ist ein unimodales Tracking-
Verfahren, das heißt zur Beobachtung der zu verfolgenden Objekte ist lediglich ein einzelner
Sensor vorgesehen. Um das vorgeschlagene Konzept auch bei Verwendung mehrerer Sensoren
nutzen zu können, wurde in Kooperation mit Marcus Kleinehagenbrock eine Erweiterung des
Verfahrens entwickelt, die entsprechend als multimodales Anchoring bezeichnet wird [Fri03b].
Bevor in den Abschnitten 5.2 und 5.3 die für multimodales Anchoring erforderlichen Erweite-
rungen dargestellt werden, beschreibt der folgende Abschnitt zunächst das ursprüngliche Ancho-
ring .
5.1 Anchoring
Anchoring ist ein domänenunabhängiges Tracking-Konzept, das ein ganzheitliches Rahmen-
werk für die verschiedenen Aspekte der Objektverfolgung definiert. Es bietet die Möglichkeit,
beim Verfolgen von Objekten Einschränkungen auf bestimmte Objektklassen oder auch ein
einzelnes Individuum vorzunehmen. Daneben berücksichtigt es sowohl die Initialisierung der
Tracking-Prozedur als auch das Problem verfolgte Objekte wiederzufinden, die für eine längere
Zeit nicht beobachtet werden konnten.
Anchoring ist für autonome Systeme entwickelt worden, die ihr Handeln auf Basis von symbo-
lischem Schließen planen. Objekte, die für das System von Interesse sind und verfolgt werden
sollen, werden intern durch Symbole repräsentiert. Die Schnittstelle zur Außenwelt stellt der ver-
wendete Sensor dar, mit dem das System die Objekte erfassen kann. Während ein Symbol über
den gesamten Tracking-Prozess erhalten bleibt, liefert der Sensor fortlaufend neue Messungen
des entsprechenden Objekts. Anchoring befasst sich folglich mit dem Problem, Verknüpfungen
zwischen Objektreferenzen auf symbolischer Ebene und sensorischer Ebene aufzubauen und




























Abbildung 5.2: Das zu verfolgende rote Cabriolet wird im Symbolsystem durch
das Symbol auto_42 bezeichnet. Im Sensorsystem wurden zwei
Perzepte generiert, von denen perz_1 von dem gesuchten Fahr-
zeug stammt.
jedes Mal an neue Messwerte geknüpft werden muss, wenn eine neue Beobachtung des Objekts
vorliegt.
5.1.1 Das Anchoring-Problem
In diesem Unterabschnitt wird das Anchoring-Problem, das den korrekten Aufbau von Verknüp-
fungen zwischen Objektreferenzen der symbolischen und der sensorischen Ebene beinhaltet,
formal beschrieben. Dazu müssen zunächst die grundlegenden Bestandteile von Anchoring defi-
niert werden. Die behandelten Definitionen werden anhand eines Beispiels veranschaulicht. Das
Beispiel wird an den entsprechenden Stellen immer wieder aufgegriffen.
Beispiel: In einem fiktiven Szenario beobachtet ein unbemannter Überwachungshubschrauber eine Stra-
ße, auf der verschiedene Fahrzeuge unterwegs sind. Abbildung 5.2 zeigt auf der linken Seite den Blick-
winkel des Systems. Es ist das Ziel der Anwendung, das rote Cabriolet zu verfolgen. Um das gesuchte
Auto zu bezeichnen, wird im zugehörigen Anchoring-Prozess das Symbol auto_42 verwendet. Da das
Symbol keine Objekteigenschaften vorgibt, könnte es für beide der beobachteten Fahrzeuge verwendet
werden. Um den Tracking-Prozess jedoch auf das Cabriolet zu lenken, wird zusätzlich zu dem Symbol ei-
ne Auswahl von so genannten Prädikaten angegeben, die das Auto so beschreibt, dass es sich von anderen
unterscheiden lässt. In diesem Beispiel werden dazu die Prädikate Cabriolet, offenes_Verdeck
und rot verwendet. Diese Menge der Prädikate stellt die symbolische Beschreibung des gesuchten Fahr-
zeugs dar. ¦
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Formal lassen sich die im Beispiel dargestellten Bestandteile von Anchoring wie folgt beschrei-
ben.2 Auf Ebene der abstrakten Repräsentation der zu verfolgenden Objekte wird im Ancho-
ring ein Symbolsystem Σ = (X,P ) eingeführt. Es setzt sich aus einer Menge von Symbo-
len X = {x1, x2, . . . } und einer Menge von Prädikaten P = {p1, p2, . . . } zusammen. Die
Symbole aus X dienen als Bezeichner für physikalische Objekte. Jedes Symbol kann für ein
beliebiges Objekt stehen, welches vom Sensorsystem erkannt werden kann. Es sagt nichts über
die Eigenschaften eines Objekts aus. Um ein durch ein Symbol referenziertes Objekt zu spe-
zifizieren, werden Prädikate aus P verwendet. Jedes Prädikat gibt eine bestimmte Eigenschaft
eines Objekts an. Als symbolische Beschreibung wird jede Teilmenge von Prädikaten σ ∈ 2P
bezeichnet. Sie listet die für die perzeptuelle Erkennung eines Objekts relevanten Prädikate auf.
Beispiel: Das System beobachtet das Szenario mit einer Farbkamera. Über geeignete Techniken der Bild-
verarbeitung sei das System in der Lage, die Fahrzeuge zu detektieren und segmentieren. Die segmentier-
ten Bildbereiche heißen im Anchoring Perzepte. In der gegebenen Situation hat das Sensorsystem folglich
zwei Perzepte generiert, die mit perz_1 und perz_2 bezeichnet werden. Um die detektierten Fahr-
zeuge voneinander unterscheiden zu können, ist es notwendig, Merkmale zu bestimmen. Dazu werden
aus den zugehörigen segmentierten Bildbereichen Werte für bestimmte, vorgegebene Attribute extrahiert.
In diesem Beispiel werden die Attribute Fahrzeugtyp, Verdeck-Position und HSB-Farbton3
verwendet. Die für die Perzepte berechneten Attributwerte sind in der Abbildung 5.2 angegeben. Für
Perzept perz_2 war dabei für das Attribut Verdeck-Position keine Angabe möglich, da das ent-
sprechende Fahrzeug über kein mechanisches Verdeck verfügt. ¦
Die zugehörigen Definitionen sind wie folgt. Auf Ebene der sensorischen Erfassung von Ob-
jekten wird das Sensorsystem Ξ = (Π,Φ) eingeführt. Es besteht aus einer Menge von Per-
zepten Π = {pi1, pi2, . . . } und einer Menge von Attributen Φ = {φ1, φ2, . . . }. Ein Perzept ist
eine strukturierte Ansammlung von Messwerten, die alle von demselben physikalischen Objekt
stammen. Ein Perzept ist zum Beispiel das Ergebnis eines Segmentierungsprozesses oder ei-
nes Objekterkenners. Die Menge Π umfasst alle theoretisch möglichen Perzepte, von denen in
jedem Arbeitsschritt des Sensorsystems jedoch immer nur eine sehr kleine Teilmenge aus den
Messdaten extrahiert und verwendet wird. Perzepte selbst beschreiben keine Objekteigenschaf-
ten, jedoch können aus Perzepten Eigenschaften ermittelt werden. Welche Objekteigenschaften
betrachtet werden, wird durch die Menge der Attribute Φ angegeben. Jedes Attribut φi ist eine
messbare Eigenschaft eines Perzepts mit Werten aus einer Menge D(φi). Als perzeptuelle Sig-
natur wird jede partielle Abbildung γ : Φ→ D(Φ) von Attributen auf Attributwerte bezeichnet.
Sie enthält die Werte der gemessenen Attribute eines Perzeptes. Nicht immer können alle Attri-
butwerte bestimmt werden. Auf diesen Attributen bleibt die Abbildung undefiniert. Die Menge
der Attribute, auf denen die perzeptuelle Signatur definiert ist, wird mit feat(γ) bezeichnet.
Beispiel: Das zu verfolgende Cabriolet wird auf symbolischer Ebene durch ein Symbol repräsentiert. Auf
sensorischer Ebene wurden zwei Perzepte generiert, von denen eines vom gesuchten Fahrzeug stammt. Es
2Die Notation orientiert sich an der in [Cor01b].
3HSB bezeichnet einen Farbraum, in dem Farben durch drei Werte für Farbton (engl. hue), Sättigung (engl. sa-
turation) und Helligkeit (engl. brightness) spezifiziert werden. Der Farbton wird hier in Grad angegeben.
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Tabelle 5.1: Beispiel für eine Prädikat-Grounding-Relation.
Prädikat Attribut Attributwert
rot HSB-Farbton {0, . . . , 19, 340, . . . , 359}
































ist nun die Aufgabe von Anchoring , eine Verknüpfung von dem Symbol und einem geeigneten Perzept
aufzubauen. Welches der beiden Perzepte in Frage kommt, lässt sich durch Vergleich der symbolischen
Beschreibung und der jeweiligen perzeptuellen Signatur entscheiden. Im vorliegenden Beispiel können
das Prädikat Cabrioletmit dem Attribut Fahrzeugtyp, das Prädikat offenes_Verdeckmit dem
Attribut Verdeck-Position und das Prädikat rot mit dem Attribut HSB-Farbton in Beziehung
gesetzt werden. Beim Prädikat Cabriolet ist die Entscheidung einfach: Ein geeignetes Perzept muss für
das Attribut Fahrzeugtyp den Wert „Cabriolet“ aufweisen. Dies trifft auf das Perzept perz_1, nicht
aber auf Perzept perz_2 zu. Ähnliches gilt für das Prädikat offenes_Verdeck. Beim Prädikat rot
ist der Zusammenhang nicht so eindeutig, da verschiedene HSB-Farbtöne als rot empfunden werden kön-
nen. Für die Anwendung wird festgelegt, dass Werte in den Bereichen von 0 bis 19 und 340 bis 359 als rot
akzeptiert werden. Da auch der Wert für das Attribut HSB-Farbton bei Perzept perz_1 mit 12 in dem
geforderten Intervall liegt, sind die perzeptuelle Signatur und die symbolische Beschreibung konsistent.
Symbol auto_42 kann folglich an Perzept perz_1 geknüpft werden. ¦
Im Anchoring wird der Vergleich zwischen symbolischer Beschreibung und perzeptueller Sig-
natur formal über die so genannte Prädikat-Grounding-Relation
g ⊆ P × Φ×D(Φ)
realisiert. Jedes Tripel (p, φ, d) aus der Relation g setzt ein Prädikat p mit einem Attribut φ
über einen zulässigen Attributwert d in Beziehung. Im Anchoring wird keine Aussage darüber
gemacht, wie die Prädikat-Grounding-Relation zustande kommt. Sie kann beispielsweise heu-
ristisch festgelegt oder gelernt sein.
Beispiel: Einen Ausschnitt der Prädikat-Grounding-Relation, die von dem Beispielsystem zum Verfolgen
von Autos eingesetzt wird, ist in Tabelle 5.1 angegeben. ¦
Wenn die Konsistenz einer symbolischen Beschreibung σ und einer perzeptuellen Signatur γ auf
Grundlage der Prädikat-Grounding-Relation g überprüft werden soll, muss beachtet werden, dass
nicht notwendigerweise für jedes Prädikat der symbolischen Beschreibung eine entsprechende
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Beobachtung auf der Seite des Perzepts vorliegt, da die perzeptuelle Signatur teilweise undefi-
niert sein kann. Ob es zu einem Prädikat p ein berechnetes Attribut φ gibt, das in der Prädikat-
Grounding-Relation zu dem Prädikat in Beziehung gesetzt wird, bestimmt die Funktion obs(·):
obs(p, γ) ⇔ ∃φ ∈ feat(γ) ∃d ∈ D(φ) ((p, φ, d) ∈ g) (5.1)
Alle Prädikate, für die obs(·) zutrifft, müssen zu dem entsprechenden Attributwert γ(φ) passen,
das heißt es muss in der Prädikat-Grounding-Relation ein entsprechender Eintrag bestehend aus
dem Prädikat p, dem Attribut φ und dem Attributwert γ(φ) vorhanden sein. Diese Bedingung
wird durch die Funktion cons(·) überprüft:
cons(p, γ) ⇔ ∃φ ∈ feat(γ) ((p, φ, γ(φ)) ∈ g) (5.2)
Schließlich kann die Konsistenz einer symbolischen Beschreibung σ und einer perzeptuellen Sig-
natur γ durch die Funtkion match(·) bestimmt werden. Diese überprüft für jedes Prädikat p der
symbolischen Beschreibung σ, dass, wenn es zu dem Prädikat p eine Beobachtung gibt (Funkti-
on 5.1), diese Beobachtung auch konsistent ist (Funktion 5.2):
match(σ, γ) ⇔ ∀p ∈ σ (¬ obs(p, γ) ∨ cons(p, γ))
Die bis hierher beschriebenen Bestandteile von Anchoring sind in der jeweiligen Anwendung
konstant und von Beginn an gegeben. Da das Verfolgen von Objekten jedoch ein dynamischer
Prozess ist, gibt es entsprechend auch zeitabhängige Bestandteile, die im Folgenden beschrieben
werden.
Die Dynamik des Anchoring-Prozesses wird durch das Sensorsystem bestimmt. Fortlaufend wer-
den dort Perzepte generiert. In einer realen Anwendung braucht jeder Arbeitszyklus des Sensor-
systems eine gewisse Zeitspanne, die sich aus der Dauer für den Messvorgang, der Extraktion von
Perzepten aus den Messdaten und der Bestimmung der perzeptuellen Signatur für die entspre-
chenden Perzepte zusammensetzt. Die dafür benötigte Zeit ist nicht notwendigerweise konstant.
Sie kann zum Beispiel von der Anzahl der aus den Messwerten extrahierten Perzepte abhängig
sein. Das Sensorsystem gibt einen diskreten Zeittakt vor, auf den sich die folgenden Angaben be-
ziehen. Es sei T = {t1, t2, . . . } die Menge der Zeitpunkte, zu denen das Sensorsystem Perzepte
generiert.
Um das Anchoring-Konzept möglichst allgemein zu halten, ist es notwendig, dass sich sowohl
die Zuordnung von Symbol zur symbolischen Beschreibung als auch die von Perzept zur perzep-
tuellen Signatur mit der Zeit ändern kann.
Beispiel: Es beginnt zu regnen, woraufhin der Fahrer des Cabriolets das Verdeck seines Fahrzeugs
schließt. Die symbolische Beschreibung ist fortan aufgrund des Prädikats offenes_Verdeck nicht
mehr konsistent zu der perzeptuellen Signatur des gesuchten Fahrzeugs. Um das Cabriolet weiterhin ver-
folgen zu können, muss entweder das Prädikat aus der symbolischen Beschreibung entfernt oder durch











































































α(t) : ( auto 42, perz 1 , (HSB-Farbton → 12, . . . ) )
Anchor :
Anchoring
Abbildung 5.3: Beispiel für ein Anchoring-System
Um zu berücksichtigen, dass sich die symbolische Beschreibung im Verlauf der Zeit ändern kann,
wird der Beschreibungszustand DSt : X → 2P definiert. Er weist jedem individuellen Symbol x
zum Zeitpunkt t seine symbolische Beschreibung zu.
Auch auf der sensorischen Ebene kann sich die Berechnung der Attributwerte über die Zeit
ändern.
Beispiel: Durch die neue Wetterlage haben sich die Lichtverhältnisse geändert. Bei Regen erscheinen die
Farben der Autos im Kamerabild anders als bei Sonne. Dieser Einfluss kann bei der Berechnung des HSB-
Farbtons berücksichtigt werden: Bei jedem neu generierten Perzept wird zunächst eine beleuchtungsab-
hängige Farbkorrektur des segmentierten Bildbereichs durchgeführt, bevor der HSB-Farbton berechnet
wird. Die Berücksichtigung eines sich dynamisch verändernden Kontexts führt folglich dazu, dass es kei-
ne eindeutige Zuordnung von Perzept zu perzeptueller Signatur gibt. ¦
Analog zum Beschreibungszustand gibt es auf der Ebene des Sensorsystems den perzeptuellen
Zustand PSt : Π→ Γ, wobei Γ := (Φ→ D(Φ)) die Menge aller Signaturen ist. Der perzeptuelle
Zustand weist jedem Perzept pi zum Zeitpunkt t seine perzeptuelle Signatur γ zu. In den meisten
Anwendungen wird der Einfachheit halber die Zuordnung konstant sein, das heißt für dasselbe
Perzept werden immer dieselben Attributwerte berechnet.
Mit diesen Definitionen sind die Bestandteile von Anchoring auf der Ebene des Symbolsystems
und des Sensorsystems hinreichend spezifiziert. Der Rest des Unterabschnitts behandelt den zen-
tralen Aspekt von Anchoring: die Verknüpfung zwischen Objektreferenzen auf symbolischer und
sensorischer Ebene.
Beispiel: Da die zum Symbol auto_42 gehörende symbolische Beschreibung nach der Prädikat-Groun-
ding-Relation konsistent zu der für das Perzept perz_1 bestimmten Signatur ist, können das Symbol und
das Perzept nun miteinander verknüpft werden. Zu diesem Zweck werden sie, zusammen mit der perzeptu-
ellen Signatur, in einer Datenstruktur abgelegt (siehe Abbildung 5.3). Diese stellt das Bindeglied zwischen
der symbolischen und der sensorischen Ebene dar. ¦
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Verknüpfungen zwischen symbolischer und sensorischer Ebene werden im Anchoring als An-
chor bezeichnet. Ein Anchor α ist eine partielle Abbildung der Zeit auf die Menge der Tripel,
die aus einem Symbol, einem Perzept und einer perzeptuellen Signatur bestehen:
α : T → X × Π× Γ (5.3)
Zu jedem Zeitpunkt t beinhaltet ein Anchor α(t) ein Symbol x ∈ X aus dem Symbolsystem Σ,
welches ein Objekt bezeichnet, ein Perzept pi ∈ Π, welches durch Beobachtung des Objekts
innerhalb des Sensorsystems Ξ generiert wurde, und eine Signatur γ ∈ Γ, welche die beste





t bezeichnet. Wenn zu einem Zeitpunkt das Objekt nicht beobachtet werden
konnte, dann ist αpert das Nullperzept ⊥. Die Signatur αsigt des Anchor enthält in diesem Fall
aber weiterhin die bestmögliche Schätzung. Ein Anchor α wird zum Zeitpunkt t als grounded
bezeichnet, genau dann wenn αpert ∈ Vt, wobei Vt die Menge der Perzepte bezeichnet, die zum
Zeitpunkt t vom Sensorsystem generiert wurde.
Mit einem Anchor werden für jeden Zeitpunkt die Zuordnungen von einem Symbol zu einem
Perzept (oder dem Nullperzept) ausgedrückt. Dabei besteht sinnvollerweise ein eindeutiger Be-
zug zwischen einem Anchor und einem Symbol. Das Symbol αsymt ist demnach in jedem Anchor
über die Zeit konstant. Das wesentliche Ziel von Anchoring ist, dass das in einem Anchor ent-
haltene Symbol und Perzept dasselbe physikalische Objekt referenzieren. Diese Forderung kann
innerhalb des Systems nicht formal spezifiziert werden. Informell gesagt wird ein Anchor α ge-
nau dann als bezugsmäßig korrekt bezeichnet, wenn zu jedem Zeitpunkt t, zu dem der Anchor
grounded ist, das durch αsymt bezeichnete physikalische Objekt der Ursprung für das Perzept
αpert war.
Schließlich kann das so genannte Anchoring-Problem formuliert werden: Es ist das Problem,
bezugsmäßig korrekte Anchor zu finden. Darüber hinaus sollte für einen Anchor α natürlich
gelten, dass die Werte in der Signatur αsig ein gute Schätzung der Eigenschaften des entspre-
chenden physikalischen Objekts darstellen.
5.1.2 Basisfunktionen
Um die Definition von Anchoring für eine Anwendung nutzbar zu machen, werden Mechanis-
men benötigt, die einen Anchor für einen Zeitpunkt zum ersten Mal aufbauen und seine Defini-
tion dann auf folgende Zeitpunkte erweitern. Zu diesem Zweck existieren vier Basisfunktionen
FIND, ACQUIRE4, REACQUIRE und TRACK, die den grundlegenden Anforderungen der meisten
Anwendungen gerecht werden. Die beiden erstgenannten Basisfunktionen dienen zum Aufbau
von Anchor-Funktionen. Dabei werden top-down und bottom-up gerichtete Prozesse unterschie-
den. Im Top-down-Modus (FIND) ist ein Symbol samt symbolischer Beschreibung vorgegeben
und wird an geeignete Perzepte gebunden. Im Bottom-up-Modus (ACQUIRE) bestimmt der Fluss
4Die Basisfunktion ACQUIRE wurde zuerst in [Che04] erwähnt.
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Gegeben seien ein Zeitpunkt t und ein Symbol x.
Geeignete Perzepte bestimmen:
(1) Ψ ← {pi ∈ Vt|match(DSt(x), PSt(pi))}
(2) Ψ′ ← Select(Ψ, t)
Neue Anchor aufbauen:
(3) for all pii ∈ Ψ′ do
(4) αi ← NewAnchor(x, pii, PSt(pii))
(5) od.
Abbildung 5.4: Funktion FIND zum top-down gerichteten Aufbau von Anchor-
Funktionen.
der Sensordaten, welche Anchoring-Prozesse aufgerufen werden. Die zwei anderen Basisfunk-
tionen dienen zur Erweiterung der Definitionsbereiche von Anchor-Funktionen auf neue Zeit-
punkte. Dabei wird unterschieden, ob sich das durch den Anchor referenzierte Objekt unter kon-
stanter Beobachtung befindet (TRACK) oder von dem Objekt für mindestens einen Zeitschritt
kein Perzept generiert werden konnte (REACQUIRE). Im Folgenden werden die vier Basisfunk-
tionen eingehend beschrieben.
FIND: Die Funktion FIND dient dem top-down gerichteten Aufbau von Anchor-Funktionen. In
diesem Fall werden für ein vorgegebenes Symbol Perzepte gesucht. Durch die zugehörige
symbolische Beschreibung wird dabei die Menge der geeigneten Perzepte eingegrenzt. Es
hängt dabei von der Anzahl und Auswahl der Prädikate der symbolischen Beschreibung
ab, ob eine Klasse von Objekten („ein Transportwagen“) oder ein bestimmtes Individuum
(„das rote Cabriolet“) gesucht wird. Im ersteren Fall können potenziell mehrere geeigne-
te Perzepte identifiziert werden. Es kommt dann auf die beabsichtigte Anwendung an, ob
für jedes Perzept ein eigener Anchor aufgebaut wird oder zunächst aus der Menge der
Perzepte eine geeignete Auswahl getroffen wird. In dem Fall, dass ein bestimmtes Indi-
viduum gesucht wird, ist der Ablauf dagegen eindeutig: Steht ein geeignetes Perzept zur
Verfügung, so wird der entsprechende Anchor aufgebaut.
In Abbildung 5.4 ist der Pseudocode von FIND angegeben. Zu einem Zeitpunkt t ist ein
Symbol x gegeben, für das ein oder mehrere Anchor aufgebaut werden sollen. Die sym-
bolische Beschreibung ist im Anchoring-System durch den Beschreibungszustand DSt
zugreifbar. In Zeile (1) wird aus der Menge Vt aller zum Zeitpunkt t im Sensorsystem
generierten Perzepte die Teilmenge Ψ der geeigneten Perzepte extrahiert, also diejenigen
bei denen die jeweilige Signatur PSt(pi) und die symbolische Beschreibung DSt(x) des
Symbols laut Prädikat-Grounding-Relation dieselbe Art von Objekt referenzieren. In Zei-
le (2) wird daraus eine Auswahl von Perzepten Ψ′ getroffen. Die entsprechende Unter-
funktion Select(·) ist domänenabhängig und muss für die jeweilige Anwendung eigens
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Gegeben seien ein Zeitpunkt t und eine Menge von Perzepten V ′ ⊆ Vt.
Für die gegebenen Perzepte neue Anchor aufbauen:
(1) for all pii ∈ V ′ do
(2) xi ← NewSymbol()
(3) αi ← NewAnchor(xi, pii, PSt(pii))
(4) od.
Abbildung 5.5: Funktion ACQUIRE zum bottom-up gerichteten Aufbau von An-
chor-Funktionen.
spezifiziert werden. Die Zeilen (3) bis (5) erzeugen für jedes der ausgewählten Perzep-
te pii ∈ Ψ′ einen neuen Anchor αi. Die Anchor sind für den aktuellen Zeitpunkt grounded.
Sie enthalten jeweils die durch den perzeptuellen Zustand gegebene Signatur PSt(pii) des
zugehörigen Perzepts pii.
ACQUIRE: Im Bottum-up-Modus wird der Aufbau von Anchor-Funktionen durch die im Sen-
sorsystem generierten Perzepte initiiert. Da in diesem Fall keine Einschränkungen durch
eine symbolische Beschreibung des Symbolsystems vorliegt, wird für jedes Perzept ein
Anchor aufgebaut. Es ist nicht immer sinnvoll, für alle zu einem Zeitpunkt t im Sensor-
system neu generierten Perzepte Vt Anchor aufzubauen: Wenn zum Beispiel ein Perzept
aus der Beobachtung eines Objekts resultiert, für das zu einem früheren Zeitpunkt bereits
ein Anchor aufgebaut wurde, dann sollte das Perzept dem bestehenden Anchor zugeordnet
werden. Aus diesem Grund wird in der Funktion ACQUIRE nur eine Teilmenge V ′ ⊆ Vt
der generierten Perzepte betrachtet (siehe Pseudocode in Abbildung 5.5). Für jedes der
Perzepte wird in Zeile (2) ein Symbol gewählt, welches bisher kein Objekt referenzierte,
um damit in Zeile (3) den entsprechenden Anchor aufzubauen.
Bei dem bottom-up gerichteten Aufbau einer Anchor-Funktion ist zunächst keine symboli-
sche Beschreibung vorhanden. Um einen Anchor bezugsmäßig korrekt fortzuführen, spielt
im Anchoring die symbolische Beschreibung aber eine wichtige Rolle, da über sie Objekte
eindeutig identifiziert und verfolgt werden können. Eine symbolische Beschreibung kann
im Bottom-up-Modus aus der Signatur der Perzepte bestimmt werden. Die Menge der zur
Signatur konsistenten Prädikate ω(γ) lässt sich mit Hilfe der Funktion cons(·) (siehe Glei-
chung 5.2 auf Seite 46) wie folgt bestimmen:
ω(γ) = {p ∈ P | cons(p, γ)}
REACQUIRE und TRACK: Die Funktionen REACQUIRE und TRACK dienen dazu, die Defi-
nition einer Anchor-Funktion auf einen gegebenen Zeitpunkt t zu erweitern. Das heißt
es wird ein Perzept pi gesucht, dessen perzeptueller Zustand PSt(pi) zum entsprechenden
Zeitpunkt t zu der symbolischen Beschreibung DSt(pi) konsistent ist. In Abbildung 5.6 ist
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Gegeben seien ein Zeitpunkt t sowie ein Anchor α, der zu einem früheren Zeitpunkt t′ grounded ist.
Symbol bestimmen:
(1) x ← αsymt′
Signatur schätzen:
(2) γˆ ← Predict(α, t′, t)
Geeignetes Perzept ermitteln:
(3) Ψ ← {pi ∈ Vt |Verify(DSt(x), PSt(pi), γˆ)}
(4) pi ← Select(Ψ, t)
Definition der Anchor-Funktion erweitern:
(5) if pi 6= ⊥ then
(6) γ ← Update(γˆ, DSt(x), PSt(pi))
(7) fi
(8) α(t) ← (x, pi, γ).
Abbildung 5.6: Funktion REACQUIRE zum Erweitern der Definition einer An-
chor-Funktion auf einen neuen Zeitpunkt.
der Pseudocode für die Funktion REACQUIRE angegeben. In Zeile (2) wird zunächst aus
der Signatur eines vorhergehenden Zeitpunkts die zu erwartetende Signatur γˆ durch die
Unterfunktion Predict(·) bestimmt. Diese Funktion kann beliebig komplex sein und zum
Beispiel Weltwissen einbeziehen.
Beispiel: Beim Verfolgen des Cabriolets kann Weltwissen wie folgt genutzt werden: Das Cabriolet
kann, da es durch einen Tunnel fährt, momentan nicht beobachtet werden, aber mit Wissen über den
Streckenverlauf und die Geschwindigkeit kann die Position des Autos geschätzt werden. ¦
In Zeile (3) werden unter Verwendung der Unterfunktion Verify(·) alle geeigneten Perzep-
te bestimmt. Diese müssen zum einen bezüglich der symbolischen Beschreibung DSt(x)
konsistent sein, was üblicherweise durch die Funktion match(·) überprüft wird. Zum an-
deren muss die aktuelle perzeptuelle Signatur PSt(pi) mit der vorhergesagten Signatur γˆ
konsistent sein.5 Sollten mehrere Perzepte diese Bedingungen erfüllen, so dient die Unter-
funktion Select(·) in Zeile (4) dazu, eine geeignete Auswahl zu treffen. Konnte ein Perzept
ermittelt werden, so wird in Zeile (6) die Signatur, die im Anchor gespeichert wird, aus
dem vorhergehenden Zustand des Anchor und der aktuellen Signatur durch die Unter-
funktion Update(·) neu berechnet. Zuletzt wird in Zeile (8) die Definition des Anchor auf
den aktuellen Zeitpunkt erweitert. Die Unterfunktionen Predict(·), Verify(·), Select(·) und
5Zu diesem Zweck kann die Signatur auch über Attribute verfügen, für die keine entsprechenden Prädikate
vorhanden sind. Ein Beispiel sind Attribute, die die räumliche Position des Objektes beschreiben.
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Update(·) sind domänenabhängig und müssen in der jeweiligen Anwendung spezifiziert
werden.
Die Funktion TRACK ist eine Spezialisierung von REACQUIRE mit analogem Aufbau.
TRACK wird genau dann eingesetzt, wenn sich das durch den gegebenen Anchor referen-
zierte Objekt unter konstanter Beobachtung befindet, also der Anchor zum direkt vorher-
gehenden Zeitpunkt grounded war. In diesem Fall können die Unterfunktionen Predict(·)
und Verify(·) wesentlich einfacher gehalten werden. Wenn zum Beispiel allein durch den
Abgleich der vorhergesagten und der tatsächlichen Signatur sichergestellt werden kann,
dass das entsprechende Perzept immer noch von demselben Objekt stammt, ist ein Ab-
gleich der symbolischen Beschreibung mit dem perzeptuellen Zustand nicht notwendig.
5.1.3 Zusammenfassung und Diskussion
Mit Anchoring wird formal das Problem der Verknüpfung von symbolischer Repräsentation
und sensorischer Wahrnehmung von Objekten beschrieben. Es ist laut Coradeschi und Saffiotti
der erste Ansatz, das Problem des Symbol-Grounding für Objekte systematisch zu analysie-
ren [Cor01b]. Mit Anchoring ist ein generelles Verfahren zum Verfolgen von Objekten gegeben.
Dabei wird neben dem reinen Verfolgen auch die Problematik der Initialisierung des Verfahrens
und der Wiederaufnahme des Verfolgens nach längerfristigem Ausbleiben von Sensorinforma-
tionen behandelt. Die Definitionen und Funktionen von Anchoring geben ein klar strukturiertes
Rahmenwerk vor. Vor dem Einsatz für eine konkrete Anwendung müssen jedoch diverse Be-
standteile explizit gestaltet werden. Dies betrifft insbesondere die in den Basisfunktionen zahl-
reich verwendeten Unterfunktionen.
Während die grundlegende Problematik des Aufbaus von Verknüpfungen zwischen symbolischer
und sensorischer Ebene durch Anchoring hinreichend behandelt wird, bleibt eine Reihe unge-
klärter Probleme bestehen. Einige der Schwierigkeiten sind auch von Coradeschi und Saffiotti
in [Cor00] und [Cor03] identifiziert worden. Im Folgenden sollen einige Probleme angesprochen
werden.
Im Anchoring wird implizit die Annahme gemacht, dass die Generierung von Perzepten und die
Berechnung von Attributwerten durch das Sensorsystem fehlerfrei sind. In realen Anwendungen
ist diese Annahme aufgrund von Messfehlern der Sensoren und einer im Allgemeinen fehlerbe-
hafteten Extraktion von Perzepten aus dem Sensorsignal nicht gewährleistet. Es können dadurch
nicht bezugsmäßig korrekte Anchor entstehen oder sogar Symbole an Perzepte geknüpft wer-
den, die von gar keinem Objekt stammen (Falsch-Positive). Das Problem der Unsicherheit bei
der Generierung von Perzepten kann zum Beispiel durch eine Methode zur Verwaltung mehrerer
Anchor-Hypothesen aufgefangen werden.
Unsicherheit ist auch ein Aspekt bei der symbolischen Beschreibung. Prädikate, insbesondere
solche, die in natürlicher Sprache verwendet werden, wie zum Beispiel rot, haben häufig keine
präzise Definition in Bezug auf die messbaren Attribute. Die Übereinstimmung von Prädika-
ten und Attributen sollte daher eher durch Ähnlichkeit als durch Identität bestimmt sein. Ein
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Lösungsansatz, der sich diesem Problem widmet, ist durch Fuzzy Anchoring [Cor01a], einer
Modifikation von Anchoring , gegeben. In diesem Ansatz werden Attribute als linguistische Va-
riablen modelliert und die Prädikat-Grounding-Relation durch eine Funktion ersetzt, die ein Maß
für die Übereinstimmung zwischen Prädikat und Attribut berechnet.
Ein weiteres Problem ergibt sich im Anchoring durch eine implizit gegebene Restriktion bei der
Berechnung von Attributwerten. Die Signatur wird immer für ein Perzept zu einem Zeitpunkt
bestimmt. Damit beinhaltet sie lediglich Information über statische Eigenschaften eines Objekts.
Dynamische Eigenschaften, die sich erst über die Veränderung von Objekteigenschaften defi-
nieren, beispielsweise die Geschwindigkeit eines Autos, können dadurch nicht berücksichtigt
werden. Das Problem im Anchoring ist, dass Attributwerte bestimmt werden müssen, bevor ein
Perzept einem Anchor (und damit implizit Perzepten vorhergehender Zeitpunkte) zugeordnet
werden kann, aber eine Zuordnung zeitlich aufeinander folgender Perzepte Voraussetzung dafür
ist, dynamische Objekteigenschaft zu berechnen.
5.1.4 Notwendige Erweiterungen
Für die in dieser Arbeit entwickelte Aufmerksamkeitssteuerung bildet das Personen-Tracking
die wesentliche Grundlage. In diesem Abschnitt soll diskutiert werden, inwiefern Anchoring
sich für das Ziel dieser Arbeit eignet, eine personengerichtete Aufmerksamkeitssteuerung für
einen mobilen Roboter aufzubauen.
Für die Aufmerksamkeitssteuerung ist es erforderlich, die Personen in der Nähe des Roboters
zu verfolgen. Da alle Personen für die Aufmerksamkeitssteuerung relevant sind, bietet sich ein
bottom-up gesteuerter Aufbau von Anchor-Funktionen an. Die Anzahl der Personen ist variabel,
da nicht feststeht, wann sich Personen dem Roboter nähern oder den Wahrnehmungsbereich der
Sensoren wieder verlassen. Es müssen daher zu jedem Zeitpunkt verschiedene Basisfunktionen
eingesetzt werden. Zu diesem Zweck sollte es eine zusätzliche Funktion geben, die für die Menge
der verwendeten Anchor den Aufruf der Basisfunktionen regelt.
Bei gleichzeitiger Verfolgung mehrerer Personen ergibt sich ein Problem bei der Auswahl von
Perzepten durch die Unterfunktion Select(·). Da die Funktion Select(·) in einem Zeitschritt für
mehrere Anchor nacheinander aufgerufen wird, kann nicht garantiert werden, dass ein Perzept
nicht fälschlicherweise mehreren Anchor-Funktionen zugeordnet wird. Die Zuordnung wäre in
diesem Fall nicht konsistent. Es ist daher eine parallelisierte Variante notwendig, bei der die
Zuordnung von Perzepten für alle Anchor gleichzeitig bestimmt wird.
In der geplanten Anwendung müssen die Personen mit Hilfe mehrerer unterschiedlicher Senso-
ren beobachtet werden, um alle für die Aufmerksamkeitssteuerung relevanten Daten zu erfassen.
Das heißt aber, dass ein Symbol, das eine Person bezeichnet, gleichzeitig an mehrere Perzepte
aus verschiedenen Sensorsystemen gebunden werden muss. Die Definition von Anchoring er-
laubt aber nur die Verknüpfung eines Symbols mit genau einem Perzept. Für das multimodale
Verfolgen von Personen ist es daher erforderlich, die Definition des Anchor zu modifizieren.
Die Aufmerksamkeitssteuerung stellt folgende Anforderungen an das Verfahren:
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• Die Anzahl der zu verfolgenden Menschen ist variabel.
• Multimodale Information, die durch verschiedenartige Sensoren geliefert wird, muss inte-
griert werden.
Das multimodale Anchoring mehrerer Personen geht über das von Coradeschi und Saffiotti be-
schriebene Anchoring hinaus. Im Rahmen dieser Arbeit wurde das Tracking-Konzept daher in
beide Richtungen erweitert. Im folgenden Abschnitt werden zunächst neue Funktionen vorge-
stellt, mit denen Anchoring für eine variable Anzahl von Objekten realisiert werden kann. Das
Kapitel im Anschluss beschreibt multimodales Anchoring , das Anchoring für ein Multisensor-
system realisiert.
5.2 Anchoring von mehreren Objekten
In den Basisfunktionen REACQUIRE und TRACK (siehe Seite 51) wird ein Perzept gesucht, mit
dem der Definitionsbereich der betrachteten Anchor-Funktion auf den aktuellen Zeitpunkt erwei-
tert werden kann. Konnten mehrere geeignete Perzepte gefunden werden, weil zum Beispiel die
symbolische Beschreibung wenig einschränkend ist, dann sorgt die Unterfunktion Select(·) für
die Auswahl eines geeigneten Perzepts. Wenn im Anchoring-System mehrere Objekte gleichzei-
tig verfolgt werden, kann dabei folgendes Problem auftreten: Für jeden Anchor , der ein Objekt
referenziert, wird eine der beiden Funktionen REACQUIRE und TRACK aufgerufen. Da die Auf-
rufe unabhängig voneinander erfolgen, kann es prinzipiell passieren, dass ein Perzept zwei ver-
schiedenen Anchor-Funktionen zugeordnet wird. Da ein Perzept per Definition nur von einem
Objekt stammen kann, läge in diesem Fall ein Widerspruch zu dem Ziel, bezugsmäßig korrekte
Anchor zu finden, vor.
Eine Vorgehensweise, um dieses Problem zu beheben ist es, weiterhin die Basisfunktionen
REACQUIRE und TRACK für jeden Anchor in sequenzieller Folge aufzurufen und dabei bei
nachfolgenden Aufrufen nur noch die Perzepte aus Vt zu betrachten, die nicht bereits einem be-
arbeiteten Anchor zugeordnet wurden. Diese Vorgehensweise hat die Nachteile, dass den später
bearbeiteten Anchor-Funktionen tendenziell weniger Perzepte zur Auswahl stehen, und die ge-
samte Zuordnung global betrachtet nicht optimal ist. Um diese Nachteile zu vermeiden, muss die
Auswahl geeigneter Perzepte parallelisiert werden. Zu diesem Zweck wird eine Erweiterung der
Basisfunktionen REACQUIRE beziehungsweise TRACK eingeführt, die mit MULTIREACQUIRE
bezeichnet wird:
MULTIREACQUIRE: Der Funktion MULTIREACQUIRE wird, im Gegensatz zu REACQUIRE
und TRACK, nicht nur ein, sondern die Menge aller verwendeten Anchor übergeben. Das
Ziel ist es, die Definitionsbereiche der Anchor durch Zuordnung von Perzepten auf den
aktuellen Zeitpunkt t zu erweitern. Die Auswahl geeigneter Perzepte geschieht dabei unter
gleichzeitiger Berücksichtigung aller Anchor . Die Funktionsweise soll anhand des Pseu-
docodes in Abbildung 5.7 erläutert werden.
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Gegeben seien ein Zeitpunkt t und eine Menge von n Anchor-Funktionen A = {α1, . . . , αn}, die
jeweils zu einem früheren Zeitpunkt grounded sind.
Für jeden Anchor die Menge der geeigneten Perzepte bestimmen:
(1) for all αi ∈ A do
(2) t′ ← max{t ∈ T |αperit 6= ⊥}
(3) xi ← αsymi t′
(4) γˆi ← Predict(αi, t′, t)
(5) Ψi ← {pi ∈ Vt |Verify(DSt(xi), PSt(pi), γˆi)}
(6) od
Parallele Zuordnung von Perzepten:
(7) {pi1 . . . , pin} ← Assign({Ψ1, . . . ,Ψn}, {α1, . . . , αn}, {γˆ1, . . . , γˆn}, t)
Definitionen der Anchor-Funktionen erweitern:
(8) for all i ∈ {1, . . . , n} do
(9) if pii 6= ⊥ then
(10) γi ← Update(γˆi, DSt(xi), PSt(pii))
(11) fi
(12) αi(t) ← (xi, pii, γi)
(13) od.
Abbildung 5.7: Funktion MULTIREACQUIRE zum Erweitern der Definitionen ei-
ner Menge von Anchor-Funktionen auf einen neuen Zeitpunkt.
In den Zeilen (1) bis (6) wird für jeden Anchor jeweils die Menge aller Perzepte bestimmt,
die zu der vorhergesagten Signatur und der symbolischen Beschreibung passen. Dies ge-
schieht in Analogie zu den ersten drei Zeilen in der Basisfunktion REACQUIRE. Um auch
die TRACK-Variante zu berücksichtigen, müsste es innerhalb der Schleife eine Fallun-
terscheidung bezüglich Anchor-Funktionen geben, die zum unmittelbar vorhergehenden
Zeitpunkt grounded oder nicht grounded sind. Der Übersichtlichkeit halber wurde hier
darauf verzichtet.
Die wesentliche Änderung von MULTIREACQUIRE gegenüber REACQUIRE und TRACK
ist durch die Unterfunktion Assign(·) in Zeile (7) gegeben. Diese führt, im Gegensatz zu
der Unterfunktion Select(·), eine Auswahl von Perzepten unter gleichzeitiger Berücksich-
tigung aller gegebenen Anchor durch. Es wird garantiert, dass kein Perzept mehr als einem
Anchor zugewiesen wird. Sei pii das Perzept, das dem i-ten Anchor αi zugeordent wird.
Es gilt:
∀pii, pij ∈ {pi1, . . . , pin}
(
pii 6= pij ∨ pii = pij = ⊥
)
In den Zeilen (8) bis (13) werden anschließend die Definitionsbereiche der Anchor auf
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den aktuellen Zeitpunkt t erweitert, wobei den Anchor-Funktionen die durch Assign(·)
zugewiesenen Perzepte zugeordnet werden. Die Unterfunktion Assign(·) ist wiederum do-
mänenabhängig.
5.2.1 Variable Anzahl von Objekten
Im allgemeinen Fall ist die Anzahl der in einem Anchoring-System betrachteten Objekte va-
riabel. Im Top-down-Modus werden in der Regel nicht für alle Symbole gleichzeitig Anchor
aufgebaut, da zum Beispiel nicht alle referenzierten Objekte zur selben Zeit vom Sensor erfasst
werden können. Im Bottom-up-Modus bestimmt der Fluss der Sensordaten, wann neue Anchor
aufgebaut werden. Dies kann zu verschiedenen Zeitpunkten geschehen. Zusätzlich ist es mög-
lich Anchor zu verwerfen, die für die entsprechende Anwendung nicht mehr relevant sind, da sie
zum Beispiel Objekte referenzieren, die nicht mehr im Erfassungsbereich des Sensors liegen. Bei
einer variablen Anzahl von Objekten müssen zu einem Zeitpunkt potenziell verschiedene Basis-
funktionen (FIND, ACQUIRE, MULTIREACQUIRE) eingesetzt werden. Es ist daher notwendig,
den Aufruf der verschiedenen Basisfunktionen zu koordinieren. Dies geschieht unter Verwen-
dung der Funktion MULTIANCHORING:
MULTIANCHORING: Die hier beschriebene Funktion MULTIANCHORING widmet sich dem
bottom-up gesteuerten Anchoring-Prozess für eine variable Anzahl von Objekten. Der
Funktion wird die Menge A aller aktuell verwendeten Anchor übergeben. Ziel ist es, die
Definitionsbereiche der Anchor auf den aktuellen Zeitpunkt t durch Zuordnung von Per-
zepten zu erweitern. Gleichzeitig werden nicht mehr benötigte Anchor aus der Menge
entfernt und neu aufgebaute Anchor hinzugefügt. Der zugehörige Pseudocode ist in Ab-
bildung 5.8 angegeben.
In den Zeilen (1) bis (5) werden zunächst die für die Anwendung nicht mehr relevanten An-
chor aus der Menge A entfernt. Die Entscheidung, ob ein Anchor nicht weiter betrachtet
wird, realisiert die domänenabhängige Unterfunktion IsIrrelevant(·). In Zeile (6) werden
die Menge der verbliebenen Anchor an die Basisfunktion MULTIREACQUIRE übergeben.
Bei diesem Aufruf wird nicht notwendigerweise jedes Perzept aus Vt einem Anchor zu-
geordnet. Die Menge der verbleibenden Perzepte V ′ wird in Zeile (7) bestimmt. Für diese
werden in Zeile (8) durch die bottom-up arbeitetende Basisfunktion ACQUIRE neue An-
chor aufgebaut. Die Top-down-Variante von MULTIANCHORING lässt sich in analoger
Weise unter Einsatz der Basisfunktion FIND realisieren.
5.3 Multimodales Anchoring
Im Anchoring werden Symbole und Sensordaten, die dieselben physikalischen Objekte referen-
zieren, mit Hilfe von Anchor-Funktionen miteinander in Beziehung gesetzt. Ein Anchor ver-
knüpft dabei laut Definition auf Seite 48 ein Symbol mit genau einem Perzept und einer zuge-
hörigen Signatur. Viele Objekte lassen sich jedoch aufgrund ihrer komplexen Natur nicht durch
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Gegeben seien ein Zeitpunkt t und eine Menge von n Anchor-Funktionen A = {α1, . . . , αn}, die
jeweils zu einem früheren Zeitpunkt grounded sind.
Nicht mehr relevante Anchor entfernen:
(1) for all αi ∈ A do
(2) if IsIrrelevant(αi, t) then
(3) A ← A \ {αi}
(4) fi
(5) od
MULTIREACQUIRE (Algorithmus 5.7, Seite 55) aufrufen:
(6) A ← MULTIREACQUIRE(A, t)
ACQUIRE (Algorithmus 5.5, Seite 50) für nicht zugeordnete Perzepte aufrufen:
(7) V ′ ← {pi ∈ Vt|∀α ∈ A(pi 6= αpertj )}
(8) A ← A ∪ ACQUIRE(Π′, t).
Abbildung 5.8: Funktion MULTIANCHORING zur Koordination der Aufrufe der
Basisfunktionen im bottom-up gesteuerten Anchoring-Prozess.
einen Sensor alleine vollständig erfassen beziehungsweise nicht durch ein einzelnes Perzept in
ihrer Gesamtheit beschreiben. Dies ist zum Beispiel der Fall bei der Problemstellung in dieser
Arbeit: Ein Serviceroboter soll auf Wunsch in Interaktion mit einem Menschen treten. Zu die-
sem Zweck beobachtet er die Personen in seiner Nähe. Um zu entscheiden, ob ein Mensch ihn
anspricht, also ob die Person gleichzeitig spricht und ihn anschaut, verwendet der Roboter Mikro-
fone und eine Kamera. In dieser Anwendung werden für Menschen Perzepte zweier Modalitäten
durch zwei verschiedene Sensorsysteme generiert.
Im allgemeinen Fall werden Objekte durch mehrere, potenziell verschiedenartige Sensoren er-
fasst. Jedes Sensorsystem ist für die Beobachtung eines oder mehrerer Bestandteile eines Objekts
zuständig und generiert entsprechende Perzepte. Es stehen mehrere Perzepte einem Symbol ge-
genüber, welches das Gesamtobjekt beschreibt. In der ursprünglichen Definition deckt Ancho-
ring diesen Fall nicht ab. Daher wurde im Rahmen dieser Arbeit das so genannte multimodale
Anchoring [Fri03b] entwickelt, das eine entsprechende Erweiterung von Anchoring darstellt.
In diesem Abschnitt wird zunächst kurz der modulare Aufbau des multimodalen Anchoring-
Systems vorgestellt und im Anschluss die sich ergebenden Fragestellungen behandelt.
5.3.1 Modularer Ansatz
Im multimodalen Anchoring werden anstelle eines gesamten Objekts nur einige seiner Bestand-
teile unter Verwendung verschiedenartiger Sensoren erfasst. Für jeden Bestandteil werden Per-
zepte generiert, die dem Symbol, welches das Gesamtobjekt bezeichnet, zugeordnet werden müs-
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Abbildung 5.9: Schematischer Aufbau vom multimodalen Anchoring .
sen. Da ein Anchor nach der ursprünglichen Definition 5.3 ein Symbol mit nur einem Perzept
verknüpft, muss die Definition für multimodales Anchoring erweitert werden. Demnach ist ein
multimodaler Anchor eine partielle Abbildung
α¯ : T → X × (Π1 × Γ1)× . . .× (ΠN × ΓN),
wobei N die Anzahl der Sensorsysteme ist. Zu jedem Zeitpunkt t beinhaltet ein Anchor α¯(t) ein
Symbol, N Perzepte und N Signaturen.
Anstatt multimodales Anchoring allein durch einen einzigen komplexen Anchoring-Prozess zu
beschreiben, der ein Symbolsystem und mehrere Sensorsysteme umfassen würde und eine auf-
wändige Anpassung der Basisfunktionen erforderte, bietet sich vielmehr ein modularer, hierar-
chischer Ansatz an: Für jedes der beobachteten N Objektbestandteile wird ein normaler, ei-
genständiger Anchoring-Prozess eingesetzt. Die N Anchoring-Prozesse laufen parallel und un-
abhängig voneinander. Jeder Anchoring-Prozess wird durch die individuellen Basisfunktionen
gesteuert. Sobald dem Anchor eines Bestandteils ein Perzept mit entsprechender Signatur zu-
geordnet werden konnte, werden das Perzept und die Signatur auch im multimodalen Anchor
verarbeitet.
Im multimodalen Anchoring sind somit zwei Ebenen zu unterscheiden (siehe auch Abbil-
dung 5.9): Auf der unteren Ebene befinden sich mehrere unimodale Anchoring-Prozesse im tra-
ditionellen Sinn, die die Bestandteile eines Objekts beobachten. Auf der übergeordneten Ebene
gibt es einen multimodalen Anchoring-Prozess, durch den das Gesamtobjekt repräsentiert wird.
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Diese Ebene unterscheidet sich von einem herkömmlichen Anchoring-System im Wesentlichen
durch das Fehlen eines eigenen Sensorsystems. Der Anchoring-Vorgang wird daher nicht durch
den Aufruf von Basisfunktionen, sondern durch Zuordnung von Perzepten aus den unimodalen
Anchoring-Prozessen gesteuert.
Für den vorgestellten Ansatz müssen die folgenden Punkte geklärt werden:
• Neben den unimodalen Anchor-Funktionen muss auch die multimodale Anchor-Funktion
bezugsmäßig korrekt sein. Damit dem multimodalen Anchor nur Perzepte zugeordnet wer-
den, die alle von demselben Objekt stammen, muss die multimodale Betrachtung das uni-
modale Anchoring in entsprechender Weise einschränken.
• Die unimodalen Anchoring-Prozesse arbeiten parallel und asynchron und haben, zumin-
dest wenn sie auf verschiedenen Sensoren basieren, jeweils einen eigenen Zeittakt. Da-
durch können dem multimodalen Anchor potenziell Perzepte in nicht fortlaufender zeitli-
cher Reihenfolge zugeordnet werden.
• Die Prädikate auf Ebene des multimodalen Anchoring-Prozesses beschreiben Eigenschaf-
ten des Gesamtobjekts. Die Attribute, mit denen diese Prädikate in Beziehung gesetzt wer-
den, können dabei nicht wie im herkömmlichen Anchoring auf einzelnen Perzepten be-
rechnet werden, sondern es muss die Gesamtheit der zugeordneten Perzepte berücksichtigt
werden.
Diese offenen Punkte werden in den folgenden drei Abschnitten diskutiert.
5.3.2 Objektmodelle
Um die bezugsmäßige Korrektheit des multimodalen Anchor zu gewährleisten, muss in den uni-
modalen Anchoring-Prozessen dafür Sorge getragen werden, dass die ausgewählten Perzepte
über alle Modalitäten hinweg von demselben Objekt stammen. Wie kann die Zugehörigkeit von
Perzepten zu demselben Objekt bestimmt werden? Jedes Perzept resultiert aus der Beobachtung
eines Bestandteils des Objekts. Die Bestandteile stehen durch ihre Zugehörigkeit zum Objekt
untereinander in Beziehung. Diese drückt sich in der Regel durch räumliche Relationen aus. Für
einen stehenden Menschen zum Beispiel gilt, dass sich der Kopf über den Beinen befindet. Be-
ziehungen können sich auch über Eigenschaften ausdrücken, die unabhängig von der räumlichen
Position sind. Zum Beispiel können die Bestandteile eines Objekts ihre Zusammengehörigkeit
durch eine einheitliche Farbe ausdrücken. Die Beziehungen zwischen den Bestandteilen eines
Objekts sind in der Regel nicht starr. Es gibt viele zulässige Konfigurationen. So befindet sich
zum Beispiel der Kopf eines stehenden Menschen nicht immer exakt senkrecht über den Bei-
nen, je nachdem ob die Person aufrecht steht oder ihren Oberkörper neigt. Dennoch sind die
Konfigurationen für ein Objekt begrenzt.
Die Konfiguration κt des beobachteten Gesamtobjekts zum Zeitpunkt t ist im multimodalen An-
choring durch die N Signaturen α¯sigt1 , . . . , α¯
sig
tN des multimodalen Anchor α¯(t) bestimmt. Das
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Problem der bezugsmäßigen Korrektheit des multimodalen Anchor lässt sich über die Konfi-
guration des Objekts lösen: Es dürfen in den unimodalen Anchoring-Prozessen nur Perzepte
ausgewählt werden, die bei Zuordnung zum multimodalen Anchor eine zulässige Konfigurati-
on ergeben. Um in den unimodalen Anchoring-Prozessen die Konfiguration berücksichtigen zu
können, werden im multimodalen Anchoring drei Modelle eingeführt:
Kompositionsmodell: Das Kompositionsmodell spezifiziert den Raum der zulässigen Konfigu-
rationen K.
Bewegungsmodell: Das Bewegungsmodell beschreibt die zulässigen Veränderungen sowohl
der Konfiguration als auch der Position des Gesamtobjekts im Raum. Über das Bewe-
gungsmodell können die Konfiguration und die Position im Raum für einen gegebenen
Zeitpunkt vorhergesagt werden.
Fusionsmodell: Das Fusionsmodell dient dazu, bei Zuordnung eines Perzepts zum multimoda-
len Anchor aus den neu vorliegenden Messwerten die Konfiguration und die Position des
Objekts im Raum zu schätzen.
Die drei Modelle werden in die unimodalen Anchoring-Prozesse über die Unterfunktionen
Predict(·), Verify(·) und Update(·) innerhalb der Basisfunktionen integriert. In der Funktion
Predict(·) wird zur Bestimmung der zu erwartenden Signatur die durch das Bewegungsmodell
vorhergesagte Konfiguration und Position des Gesamtobjekts berücksichtigt. In der Funktion
Verify(·) werden Perzepte bestimmt, die dem Anchor zugeordnet werden können. Dabei wird
unter anderem geprüft, ob das jeweilige Perzept bei Zuordnung zum multimodalen Anchor ei-
ne zulässige Konfiguration ergibt (Kompositionsmodell) und ob es sich dabei um eine zulässige
Konfigurationsänderung handelt (Bewegungsmodell). In der Funktion Update(·) wird die per-
zeptuelle Signatur aktualisiert. Gleichzeitig wird durch Zuordnung des Perzepts zum multimo-
dalen Anchor über das Fusionsmodell die aktuelle Konfiguration und Position neu geschätzt.
Die Zugehörigkeit der unimodalen Anchoring-Prozesse zum multimodalen Anchoring-System
hat Auswirkung auf den jeweiligen Aufbau der Anchor . Sobald einer der unimodalen Anchor
durch die Basisfunktion FIND beziehungsweise ACQUIRE aufgebaut wurde, liegt die erste Schät-
zung der Konfiguration des Gesamtobjekts vor und muss bei dem Aufbau der verbleibenden
unimodalen Anchor berücksichtigt werden.
5.3.3 Zeitkonsistente Zuordnung von Perzepten
Die unimodalen Anchoring-Prozesse arbeiten parallel und asynchron. Jeder der Anchoring-
Prozesse besitzt ein Sensorsystem, das Perzepte generiert. Wie bei der Beschreibung der zeit-
abhängigen Bestandteile von Anchoring bereits erläutert, vergeht zwischen einem Messvorgang
des Sensors und der anschließenden Bereitstellung von Perzepten und zugehörigen Signaturen
eine entsprechende Zeit. Perzepte beziehen sich also immer auf einen Zeitpunkt in der Vergan-
genheit. Die benötigten Zeiten können im multimodalen Anchoring zwischen verschiedenen uni-
modalen Anchoring-Prozessen um Größenordnungen variieren. Dies hat unmittelbar zur Folge,
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dass die dem multimodalen Anchor nacheinander zugeordneten Perzepte potenziell nicht der
zeitlich korrekten Abfolge entsprechen. Bei der Fusion der Perzeptdaten zur Schätzung der neu-
en Konfiguration des Objekts durch das Fusionsmodell muss die zeitliche Reihenfolge einge-
halten werden. Um dies gewährleisten zu können, wird im multimodalen Anchoring der durch
ein Sensorsystem vorgegebene Zeittakt neu spezifiziert. Der Zeittakt ist nicht, wie auf Seite 46
definiert, durch die Zeitpunkte gegeben, zu denen das Sensorsystem Perzepte generiert, sondern
zu denen die zu den Perzepten jeweils zugehörigen Messungen stattgefunden haben.
Wenn dem multimodalen Anchor ein Perzept zugeordnet wird, das im Vergleich zu anderen,
bereits verarbeiteten Perzepten zeitlich weiter zurück liegt, wird wie folgt vorgegangen: Es sei
angenommen, dass das betreffende Perzept den Zeitstempel t trägt. Die Konfiguration wird zu-
nächst für den Zeitpunkt t unter Berücksichtigung des neuen Perzepts über das Fusionsmodell
neu geschätzt. Dadurch werden allerdings die bereits berechneten Konfigurationen für darauf fol-
gende Zeitpunkte ungültig und müssen ebenfalls neu geschätzt werden. Dazu werden die nach
dem Zeitpunkt t dem multimodalen Anchor zugeordneten Perzepte so behandelt, als würden sie
erneut zugeordnet und verarbeitet. Durch dieses Vorgehen wirkt sich auch die in einem nicht in
zeitlich korrekter Reihenfolge ausgewählten Perzept enthaltene Information auf die aktuell ge-
schätzte Konfiguration aus. Während Positionsinformationen nur geringen Einfluss haben, wir-
ken sich zeitunabhängige Informationen unmittelbar auf die aktuelle Konfiguration aus.
Das Vorgehen, Konfigurationen bei Vorliegen eines älteren Perzepts für nachfolgende Zeitpunk-
te neu zu schätzen, birgt die Gefahr, dass sich durch Berücksichtigung des alten Perzepts die
Konfiguration derart ändert, dass zeitlich darauf folgende und bereits zugeordnete Perzepte nicht
hätten zugeordnet werden können. Diese Gefahr ist bei realen Anwendungen jedoch sehr gering
und wird hier nicht explizit behandelt.
5.3.4 Attribute des multimodalen Anchor
Prädikate auf Ebene des multimodalen Anchor beschreiben Eigenschaften des Gesamtobjekts.
Da der multimodale Anchoring-Prozess über kein eigenes Sensorsystem verfügt, sind entspre-
chende Attribute, die mit den Prädikaten in Beziehung gesetzt werden können, zunächst nicht
vorhanden. Es wird daher festgelegt, dass auch der multimodale Anchoring-Prozess eine Menge
von Attributen besitzt. Ein Attribut ist in diesem Fall eine messbare Eigenschaften des Gesamtob-
jekts. Die Attributwerte berechnen sich aus der Konfiguration κt, die durch die im multimodalen
Anchor enthaltenen perzeptuellen Signaturen zum Zeitpunkt t bestimmt ist. Die Menge der At-
tribute des Gesamtobjekts wird ebenfalls als perzeptuelle Signatur bezeichnet. Zur Prüfung der
Konsistenz von symbolischer Beschreibung und perzeptueller Signatur des Gesamtobjekts dient
eine entsprechende Prädikat-Grounding-Relation.
Die symbolische Beschreibung des Gesamtobjekts muss auch innerhalb der unimodalen Ancho-
ring-Prozesse bei der Auswahl geeigneter Perzepte berücksichtigt werden. Zu diesem Zweck
wird in der Unterfunktion Verify(·) innerhalb der Basisfunktionen überprüft, ob die sich durch
Zuordnung des Perzepts ergebende perzeptuelle Signatur des Gesamtobjekts konsistent mit sei-
ner symbolischen Beschreibung ist.
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Die Ebene des multimodalen Anchor weist im Wesentlichen wieder die Struktur eines herkömm-
lichen Anchor auf. Die ursprüngliche Definition für grounded lässt sich jedoch nicht direkt auf
den multimodalen Anchor übertragen, da der multimodale Anchor von den Perzepten mehrerer
gleichzeitig arbeitender Sensorsysteme abhängt. Die Definition wird daher wie folgt angepasst:
Ein multimodaler Anchor heißt grounded genau dann, wenn wenigstens einer der zugehörigen
unimodalenAnchor grounded ist. Da der multimodaleAnchor die Struktur eines herkömmlichen
Anchor aufweist, kann über multimodales Anchoring eine Hierarchie von Anchoring-Prozessen
aufgebaut werden. Dabei wird ein multimodaler Anchor zum Bestandteil eines übergeordneten
multimodalen Anchoring-Prozesses.
5.3.5 Zusammenfassung
Multimodales Anchoring ist eine Erweiterung von Anchoring , die es ermöglicht, mehrere Per-
zepte verschiedener Modalitäten an ein Symbol zu knüpfen. Damit kann das Prinzip von An-
choring auch für solche Fälle eingesetzt werden, bei denen sich Objekte nur durch gleichzeiti-
ge Verwendung mehrerer, potenziell verschiedenartiger Sensoren vollständig und robust erfas-
sen lassen. Im multimodalen Anchoring dienen mehrere herkömmliche Anchoring-Prozesse zur
Beobachtung der Bestandteile eines Objekts. Die dabei selektierten Perzepte werden auf einer
übergeordneten Ebene, dem multimodalen Anchoring-Prozess, fusioniert. Über ein Kompositi-
onsmodell, welches die Anordnung der Bestandteile des Objekts beschreibt, und ein Bewegungs-
modell, welches die Bewegung der Bestandteile zueinander und die Bewegung des Objekts im
Gesamten beschreibt, kann gewährleistet werden, dass die ausgewählten Perzepte immer von
demselben Objekt stammen. Multimodales Anchoring ist in der Lage, die von verschiedenen
Sensoren asynchron erzeugten Daten zu fusionieren. Der modulare Aufbau erlaubt es in einfa-
cher Weise, neue unimodale Anchoring-Prozesse hinzuzufügen oder bestehende zu ersetzen.
Multimodales Anchoring ist ebenso wie Anchoring ein Tracking-Konzept. Es gibt eine Reihe
von Bestandteilen, die für eine bestimmte Anwendung zunächst spezifiziert werden müssen. Für
jeden Anchoring-Prozess sind die Prädikate, die Attribute und die Prädikat-Grounding-Relatio-
nen anzugeben. Die multimodale Erweiterung erfordert die Spezifikation von Kompositions-,
Bewegungs- und Fusionsmodell. Darüber hinaus müssen die Unterfunktionen der Basisfunk-
tionen definiert werden. Dabei spielen insbesondere die Funktionen Predict(·), Verify(·) und
Update(·) eine wichtige Rolle, da sie im multimodalen Anchoring auf die drei Modelle zurück-
greifen und somit die Konsistenz zwischen den unimodalen und dem multimodalen Anchoring-
Prozess realisieren. Die Effizienz und Robustheit des geplanten Verfahrens hängt im Endeffekt
von der Auswahl entsprechender Sensorsysteme und Objektmodelle ab. Im folgenden Kapitel
wird die entsprechende Umsetzung für das Verfolgen von Personen von einem mobilen Roboter
aus beschrieben.
Kapitel 6
Multimodales Anchoring für Personen
In diesem Kapitel wird beschrieben, wie das Verfolgen von Personen mit Hilfe von multimoda-
lem Anchoring realisiert wird. Das Ziel dabei ist es, die Menschen in der Nähe des Roboters
zu beobachten, um grundlegende Informationen für die Aufmerksamkeitssteuerung zu erlangen.
Da jede Person potenziell die Aufmerksamkeit des Roboters erlangen können soll, müssen im-
mer alle Individuen im Wahrnehmungsbereich der Sensoren verfolgt werden. Es gibt somit beim
Aufbau von Anchor-Funktionen keine Einschränkung durch eine symbolische Beschreibung.
Der Aufbau erfolgt daher bottom-up gerichtet durch die Basisfunktion ACQUIRE (Abbildung 5.5
auf Seite 50).
Die Gestaltung der Sensorsysteme im multimodalen Anchoring ist abhängig von den zur Ver-
fügung stehenden Sensoren. Das Verfahren kommt auf dem Roboter BIRON zum Einsatz, der
mit einer Farbkamera, zwei Mikrofonen, einem Laser-Entfernungsmesser, Sonarsensoren sowie
Anstoßsensoren ausgestattet ist (siehe auch Kapitel 3.1). Die beiden letztgenannten Sensorty-
pen werden aus den folgenden Gründen nicht berücksichtigt. Die Anstoßsensoren sind primär
eine Sicherheitsvorrichtung, die den Kontakt mit Hindernissen melden, um daraufhin die An-
steuerung des Roboters zu unterbinden. Sie liefern daher keine nützliche Information für das
Personen-Tracking . Die Sonarsensoren können Hinweise auf den Standort von Menschen ge-
ben (siehe zum Beispiel [Wil02]). Die Rate der fälschlich positiven Detektionen ist allerdings
hoch, da die Unterscheidung von Menschen zu anderen Objekten in den Sonarmessdaten auf-
grund ihrer geringen räumlichen Auflösung schwer zu treffen ist. Da es im Anchoring , wie in
Abschnitt 5.1.3 erläutert, Probleme bei der Verarbeitung unsicherer Daten gibt, eignen sich die
Sonarsensoren nicht für das Verfolgen von Personen mittels multimodalem Anchoring .
Zum Einsatz kommen folglich die Kamera, die Mikrofone und der Laser-Entfernungsmesser. Mit
der Kamera werden Gesichter und die Kleidung des Oberkörpers detektiert. Über die Mikrofone
wird der aktuelle Sprecher lokalisiert. Der Laser-Entfernungsmesser erlaubt es, Beinpaare zu er-
kennen. Für die Aufmerksamkeitssteuerung sind insbesondere das Gesicht und die daraus ableit-
bare Blickrichtung einer Person und die Position des aktuellen Sprechers von Bedeutung. Beide
Informationen zusammen ermöglichen es zu entscheiden, ob gesprochen wird, wo gesprochen
wird und ob zum Roboter gesprochen wird. Auf Basis dieser Daten wird die Aufmerksamkeit
64 Kapitel 6 – Multimodales Anchoring für Personen
der Roboters gesteuert. Die Erkennung von Beinpaaren und die Lokalisation der Kleidung des
Oberkörpers dienen dagegen primär dazu, den Prozess des Verfolgens von Personen robust zu
gestalten. Da der Laser-Entfernungsmesser ein aktiver Sensor ist, ist er weitgehend unabhängig
von äußeren Bedingungen. Er ist auch dann noch in der Lage, Beine verlässlich zu detektieren,
wenn die Kamera (die Mikrofone) aufgrund ungünstiger Beleuchtung (starker Störgeräusche)
keine brauchbaren Ergebnisse mehr liefert. Die Lokalisation der Kleidung unterstützt darüber
hinaus das Verfolgen von Personen, deren Gesicht und Stimme nicht erkannt werden können,
da sie sich zum Beispiel vom Roboter abgewendet haben und nicht sprechen. Sind in dieser
Situation auch die Beine durch ein Hindernis verdeckt, ist die Kleidung die letzte verfügbare
Informationsquelle im Tracking-Prozess.
Die folgenden vier Abschnitte 6.1 bis 6.4 beschreiben zunächst die Mustererkennungsverfahren,
die innerhalb der unimodalen Anchoring-Prozesse aus den Sensordaten Perzepte generieren. Der
daran anschließende Abschnitt 6.5 behandelt die weitere Ausgestaltung des Konzepts vom mul-
timodalen Anchoring für das Verfolgen von Personen. Dabei wird insbesondere auf die Berech-
nung der Perzeptattribute auf Ebene der unimodalen Anchor , die Spezifikation der Personen-
modelle im multimodalen Anchor und die Gestaltung der im Anchoring-Prozess aufgerufenen
Unterfunktionen eingegangen. Das Kapitel schließt mit einer Zusammenfassung.
6.1 Detektion von Beinpaaren
In diesem Abschnitt wird beschrieben, wie aus den Messdaten des Laser-Entfernungsmessers
Beinpaare extrahiert werden. Der auf dem Roboter BIRON eingesetzte Laser-Sensor erfasst Ob-
jekte innerhalb eines 180◦ Öffnungswinkels auf einer Höhe von 30 cm mit einer Winkelauflösung
von 0,5◦. Jeder Datensatz besteht folglich aus 361 Messwerten. Ein Beispiel für einen Messda-
tensatz ist in Abbildung 6.1 gegeben. Innerhalb einer Messung zeichnen sich große ebene Flä-
chen, wie zum Beispiel Wände, durch Folgen linear angeordneter Messpunkte ab. Diese linearen
Anordnungen sind häufig dort unterbrochen, wo ein vorgelagertes Objekt die Fläche aus Sicht
des Sensors verdeckt. Objektränder zeigen sich in der Regel durch abrupte Änderungen der Ab-
standswerte benachbarter Messpunkte. Entsprechend deuten aufeinander folgende Messpunkte
mit geringen Differenzen der Abstandswerte darauf hin, dass sie von demselben Objekt stammen.
Menschen zeichnen sich in den Messdaten in der Regel als einzelne Objekte ab. Es hängt dabei
von der Einbauhöhe des Sensors ab, welcher Teil vom Körper erfasst wird. In einigen Ansätzen
wird der Oberkörper detektiert (siehe zum Beispiel [Top04] und [Fod02]). Häufiger jedoch ist es
das Ziel, in den Messdaten Beine zu erkennen.
In Szenarien mit festem Aufbau können Beine als bewegliche Objekte vor einem statischen Hin-
tergrund extrahiert werden. Zhao und Kollegen [Zha02b] detektieren Beine über Differenzbil-
dung der aktuellen Messung mit einem anfänglich generierten Hintergrundbild. Diese Technik
wird auch von Blanco und Kollegen [Bla03] auf einem mobilen Roboter eingesetzt. Vorausset-
zung ist hier allerdings, dass der Roboter steht. Differenzbildung wird aber auch bei mobilen Ro-
boteranwendungen verwandt. Es wird dabei die Differenz aufeinander folgender Messungen be-
rechnet, wobei die Messpunkte einer der Datensätze so transformiert werden, dass die Bewegung
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Abbildung 6.1: Beispiel für eine Messung mit dem Lasersensor. Die aufeinander
folgenden Messpunkte sind durch eine gestrichelte Linie mitein-
ander verbunden. Der Pfeil zeigt die Stelle, an der sich die beiden
Beine eines Menschen abzeichnen.
des Roboters kompensiert wird (siehe zum Beispiel [Jen03,Sch01c]). Ohne Bewegungsinforma-
tion kommen die Ansätze von Schraft und Kollegen [Sch01b] und Brooks und Williams [Bro03]
aus. Schraft und Kollegen berechnen für lokalisierte Objekte, die sich in der Nähe des Robo-
ters befinden, Merkmale wie Durchmesser, Form und Abstand und verwenden Fuzzy Logik um
Beinpaare zu erkennen. Brooks und Williams modellieren ein Bein als Halbkreis mit einem Ra-
dius innerhalb eines bestimmten Wertebereichs, wobei sich der Halbkreis vom Hintergrund um
einen Mindestabstand abhebt. Ein Mensch wird über ein Paar von Beinen mit entsprechendem
Abstand detektiert. Wenn ein Bein das andere verdeckt, wird ein Mensch nicht erkannt.
In dieser Arbeit wurde ein heuristisches Verfahren zur Detektion von Beinpaaren entwickelt.
Beine werden in einzelnen Messungen ohne Bewegungsinformation detektiert. Im Gegensatz
zum Ansatz von Brooks und Williams umfasst das Ergebnis sowohl Beinpaare als auch einzelne
Beine.
6.1.1 Detektionsprozess
Der Laser-Entfernungsmesser des Roboters BIRON erfasst Objekte auf einer Höhe von ungefähr
30 cm. Die Laserstrahlen treffen damit auf Beine in einem Bereich zwischen den Knöcheln und
den Knien. Die Beine einer Person ergeben ein charakteristisches Muster innerhalb der Messda-
ten. Abbildung 6.2 zeigt drei schematische Beispiele, die sich bezüglich der Orientierung der
Person zum Roboter unterscheiden. Solange die Person zum Roboter ausgerichtet ist (a), können
beide Beine separat erkannt werden. In den anderen Fällen kann das vordere Bein das hintere
teilweise (b) oder vollständig (c) verdecken. Wenigstens ein Bein lässt sich jedoch in der Regel
als Folge von Messpunkten mit ähnlichem Abstand erkennen.
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Abbildung 6.2: Die Messpunkte für ein Beinpaar ergeben ein charakteristisches
Muster. Je nach Orientierung der Person zum Roboter kann ein
Bein das andere teilweise oder vollständig verdecken.
Die Detektion von Beinpaaren in den Daten einer Messung geschieht in drei Schritten. Zuerst
werden die Messdaten segmentiert, das heißt es werden aufeinander folgende Messwerte ge-
sucht, die aufgrund von ähnlichen Abstandswerten offensichtlich dasselbe Objekt repräsentieren.
Die einander zugeordneten Messwerte werden als Segmente bezeichnet. Im folgenden Schritt
werden Segmente aussortiert, die aufgrund von gewissen Eigenschaften kein menschliches Bein
darstellen können. Die nach der Aussortierung verbleibenden Segmente stellen die Menge der
detektierten Beine dar. Im dritten und letzten Schritt werden einzelne Beine in Abhängigkeit
ihres jeweiligen Abstands zu Paaren gruppiert.
Segmentierung
Ein Messvorgang des Laser-Entfernungsmessers resultiert in einer Folge von N Messwerten
(m1, . . . ,mN). Als Segment s(i, j) wird eine Teilfolge von Messwerten
s(i, j) = (mi, . . . ,mj) mit 1 < i < j < N
bezeichnet. Im ersten Schritt der Detektion von Beinpaaren werden alle Segmente gesucht, bei
denen sich die Abstandswerte zweier benachbarter Messpunkte innerhalb des Segments nur ge-
ringfügig voneinander unterscheiden, während die Differenzen an den Segmentgrenzen zu den
angrenzenden Messpunkten groß ausfallen. Sei der Schwellwert für die Abstandsdifferenzen d,
so ergibt sich die Menge der gesuchten Segmente S wie folgt:
S = {s(i, j) | ∀k ∈ {i+ 1, . . . , j}(|mk −mk−1| ≤ d) ∧
|mi −mi−1| > d ∧ |mj −mj+1| > d }
Für die Wahl von d und allen folgenden Parametern wurde eine Beispielmenge von 38 Daten-
sätzen des Laser-Entfernungsmessers analysiert, die verschiedene Situationen mit Personen vor
dem Roboter erfasst. Für den Schwellwert d wurde ein Wert von 7,5 cm als geeignet ermittelt.
Damit werden in der Regel sämtliche Beine im Einzugsbereich des Sensors durch einzelne Seg-
mente repräsentiert. Die Menge aller Segmente umfasst neben den Beinen jedoch auch andere









Abbildung 6.3: Aufeinander folgende Messpunkte mit geringen Abstandsdiffe-
renzen werden zu Segmenten zusammengefasst (grau hinterlegt).
Die Klassifikation als Bein oder Nicht-Bein erfolgt anhand von
bestimmten Merkmalen. Dargestellt sind die Abstandsdifferenzen
an den Segmentgrenzen g1 und g2 und die Breite w für das umran-
dete Segment s(i, j).
Objekte. Diese werden im folgenden Klassifikations-Schritt anhand entsprechender Merkmale
aussortiert.
Klassifikation
Segmente, die von menschlichen Beinen stammen, weisen charakteristische Merkmalwerte auf,
die sie von anderen Segmenten unterscheiden lassen. So liegt zum Beispiel der Durchmesser
eines Beins innerhalb eines eingeschränkten Wertebereichs, den viele andere Objekte nicht auf-
weisen. Im Folgenden wird die Menge der verwendeten Ausschlusskriterien spezifiziert.
• Da der Laser-Entfernungsmesser nur eine begrenzte Winkelauflösung hat, werden Objekte
bei größerem Abstand durch weniger Messstrahlen erfasst. Bei einer sehr geringen Anzahl
von Messpunkten innerhalb eines Segments lassen sich keine aussagekräftigen Merkmale
bestimmen. Aus diesem Grund werden zunächst nur solche Segmente berücksichtigt, die
aus wenigstens fünf Messpunkten bestehen.
• Da Menschen in der Regel einen gewissen Abstand zu Objekten, wie zum Beispiel Wän-
den, einhalten, heben sich die Beine bezüglich der Entfernungswerte vom Hintergrund ab.
An den beiden Grenzen des Segments s1 ergeben sich entsprechend große Abstandsdiffe-
renzen g1(s) und g2(s) (siehe auch Abbildung 6.3):
g1(s) = mi−1 −mi
g2(s) = mj+1 −mj
1Der Übersichtlichkeit halber wird im Folgenden ein Segment anstelle von s(i, j) nur mit s bezeichnet.
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Einen Ausnahmefall bildet die Situation, wenn die Person nicht frontal vor dem Roboter
positioniert ist, sondern, wie in Abbildung 6.2 (b) dargestellt, leicht gedreht steht. Dann
grenzen die Segmente eines Beinpaars direkt aneinander an. Die Abstandsdifferenz an den
aneinanderstoßenden Segmentgrenzen nimmt folglich für das weiter hinten befindliche
Segment einen negativen Wert an. Dieser kann jedoch absolut betrachtet nicht beliebig
groß werden, da er durch die Schrittweite eines Menschen begrenzt ist. Zusammenfassend
werden nur solche Segmente weiter betrachtet, deren Abstandsdifferenzen g1(s) und g2(s)
einen Mindestwert (20 cm) annehmen, wobei einer der Werte auch einen entsprechenden
negativen Wert (–5 cm) aufweisen darf.
• Ein charakteristisches Merkmal für Segmente ist die Breite des entsprechenden Objekts
in der Szene. Da die Durchmesser von menschlichen Beinen innerhalb eines kleinen In-
tervalls liegen, können viele Segmente mit größeren Breitewerten aussortiert werden. Die
Breite w(s) eines Segments s wird aus dem mittleren Abstand m˜(s) des Segments und
dem Winkel α(s), der durch die Laserstrahlen aufgespannt wird, die den jeweils äußersten
Messpunkten mi und mj entsprechen, wie folgt bestimmt:
w(s) = 2 m˜(s) tan(α(s))




j − i+ 1
Der Winkel α(s) beträgt bei einer Auflösung des Laser-Entfernungsmessers von 0,5◦:
α(s) = 0, 5◦(j − i)
Das beschriebene Breiten-Merkmal w ist auch in der Abbildung 6.3 dargestellt. Als Beine
werden nur Segmente mit 5 cm ≤ w(s) ≤ 25 cm betrachtet.
• Beine besitzen näherungsweise eine zylindrische Form. Die Abstandswerte der einzelnen
Messpunkte weichen innerhalb eines zugehörigen Segments nur geringfügig von dem mitt-
leren Abstand m˜ ab. Häufig findet man jedoch Segmente, die nicht von Beinen stammen,
bei denen die Abstandswerte stark um den mittleren Abstand variieren. Solche Segmen-
te resultieren zum Beispiel von Wänden oder ebenen Oberflächen, die aus einem flachen
Blickwinkel vom Laser erfasst werden. Ein Maß für die Abweichung vom mittleren Ab-




j − i+ 1
Segmente mit einer Standardabweichung d(s) > 4 cm werden ausgeschlossen.
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Die Ausschlusskriterien lassen sich wie folgt zusammenfassen. Die Funktion Bein(·) klassifiziert
dabei ein Segment s als Bein oder Nicht-Bein:








) ≥ –5 cm ∧
w(s) ≥ 5 cm ∧
w(s) ≤ 25 cm ∧
d(s) ≤ 4 cm
Gruppierung
Im letzten Schritt werden aus der Menge der verbleibenden Segmente Paare gebildet. Da der
Abstand zwischen den Beinen eines Menschen aus anatomischen Gründen begrenzt ist, werden
nur solche Segmente gruppiert, deren Abstand in der Szene einen gewissen Schwellwert (50 cm)
unterschreitet. Es wird dabei der Abstand zwischen den Schwerpunkten der Messpunkte der
jeweiligen Segmente betrachtet. Die Gruppierung von Beinen zu Paaren kann widersprüchlich
sein, wenn beispielsweise aus drei detektierten Beinen zwei Paare gebildet werden und damit ein
Bein Bestandteil verschiedener Paare ist. Darüber hinaus bleiben nach dem Gruppieren Segmente
übrig, die keinem anderen Segment zugeordnet werden können. Dies tritt zum Beispiel dann
ein, wenn, wie in Abbildung 6.2 (c) dargestellt, ein Bein einer einzeln stehenden Person das
andere verdeckt. Um keine Information zu verwerfen, werden sämtliche, zu Paaren gruppierte
Segmente, und die verbleibenden Einzelsegmente als Hypothesen für Beinpaare aufgefasst.
6.2 Detektion von Gesichtern
Die Gesichtsdetektion ist Bestandteil der meisten Roboteranwendungen, die auf eine natürli-
che Interaktion mit Menschen abzielen. Das Szenario mit einem mobilen Roboter stellt jedoch
hohe Anforderungen an das entsprechende Erkennungssystem. Da ein Benutzer keinen festen
Standort relativ zum Roboter hat, sind Position und Größe der Abbildung des Gesichts im Ka-
merabild unbekannt. Auch ist die Ansicht nicht notwendigerweise frontal. Des Weiteren sind
bei einem mobilen System die Beleuchtungsverhältnisse nicht kontrollierbar. Hinzu kommt das
grundsätzliche Problem, dass sich Gesichter verschiedener Individuen aufgrund von Geschlecht,
Alter, Mimik, Haarbewuchs oder Accessoires, wie zum Beispiel Brille, unterscheiden. Beispiel-
bilder für Faktoren, die die automatische Gesichtserkennung erschweren, sind in Abbildung 6.4
dargestellt.
Zahlreiche Forscher haben sich mit dem Problem der Gesichtsdetektion auseinanderge-
setzt. Es ist eine Vielzahl von Techniken vorgeschlagen worden, wie zum Beispiel Neuro-
nale Netze [Row98], deformierbare Schablonen [Yui92], Hautfarbendetektion [Yan96] oder
Hauptkomponenten-Analyse, die so genannte Eigenface-Methode [Tur91]. Einen Überblick ver-
schaffen die Aufsätze von Yang [Yan02] und Hjelmås [Hje01].
70 Kapitel 6 – Multimodales Anchoring für Personen
(a) (b) (c) (d)
Abbildung 6.4: Beispiele für variierende Faktoren, die die automatische Ge-
sichtsdetektion erschweren. (a) Abbildungsgröße, (b) Kopfstel-
lung, (c) Beleuchtungssituation, (d) Individuum
Nach dem heutigen Stand der Forschung zeigen insbesondere die so genannten ansichtsbasierten
Methoden (engl. appearance-based methods) gute empirische Ergebnisse. Diese Methoden de-
tektieren Gesichter anhand von zuvor aus Trainingsdaten gelernten Modellen. Die Trainingsdaten
umfassen in der Regel eine repräsentative Menge von Positivbeispielen, die die Variabilität von
Gesichtern abdeckt, und Negativbeispielen, die Bildausschnitte ohne Gesichter enthalten. Um
die Modelle zu generieren, werden verschiedene maschinelle Lernalgorithmen verwendet, wie
zum Beispiel neuronale Netze [Row98], Hauptkomponentenanalyse [Tur91], Hidden-Markov
Modelle [Nef98] oder Boosting [Vio04].
Um Gesichter mit beliebiger Größe und Position im Bild zu detektieren, wird mit ansichtsbasier-
ten Methoden eine ausgiebige Suche über alle Skalierungen und Positionen durchgeführt. Die
Anzahl der zu klassifizierenden Bildausschnitte pro Bild kann dabei recht groß ausfallen.
Beispiel: Die Größe des zu untersuchenden Bildes sei 256×192 Bildpunkte. Es werden quadratische
Bildausschnitte betrachtet. Die Kantenlänge des kleinsten Ausschnitts betrage 20 Pixel. Darauf aufbauend
werden 12 Skalierungsstufen betrachtet, wobei sich die Kantenlänge der Bildausschnitte jeweils um den
Faktor 1,25 erhöht. Innerhalb einer Skalierungsstufe werde der Bildausschnitt jeweils um das 1,5-fache
der jeweiligen Kantenlänge in horizontaler und vertikaler Richtung verschoben. Bei vollständiger Suche
ergeben sich 44635 Klassifikationen. ¦
Um trotz der hohen Anzahl möglicher Bildausschnitte die Bearbeitungszeit für ein einzelnes Bild
gering zu halten, muss entweder der Suchraum stark eingeschränkt werden oder jeder einzelne
Klassifikationsschritt sehr effizient sein. Im Rahmen dieser Arbeit wurden zwei Ansätze reali-
siert, die jeweils eine der beiden Strategien verfolgen. Das zuerst entwickelte Verfahren setzt auf
der Eigenface-Methode von Turk und Pentland [Tur91] auf. Der Suchraum wird zunächst über
Hautfarbendetektion eingeschränkt. Innerhalb der segmentierten hautfarbenen Regionen wird die
Suche darüber hinaus durch ein Gradientenabstiegsverfahren gesteuert. Der zweite realisierte
Ansatz basiert auf dem Klassifikator von Viola und Jones [Vio01]. Dabei ist der Klassifikations-
schritt so effizient gestaltet, dass selbst bei vollständiger Suche hohe Verarbeitungsraten erreicht
werden.












Abbildung 6.5: Ablauf der Gesichtsdetektion
6.2.1 Detektion über Hautfarbe und Eigenfaces
Das in dieser Arbeit entwickelte Verfahren zur Detektion von Gesichtern [Fri02] ist ein mehr-
stufiger Prozess. Abbildung 6.5 veranschaulicht den Ablauf. Zunächst wird in einem gegebenen
Bild die Suche auf hautfarbene Bereiche beschränkt (Segmentierung). Die sich ergebenden Re-
gionen werden anschließend mit der so genannten Eigenface-Methode auf Gesichter hin über-
prüft (Verifikation). Da die im ersten Schritt durchgeführte Hautfarben-Segmentierung sehr von
äußeren Einflüssen, wie zum Beispiel Beleuchtungsverhältnissen oder Hauttyp, abhängt, muss
das verwendete Hautfarbenmodell diesen Einflüssen fortwährend angepasst werden. Wenn für
eine Region im Verifikationsschritt ein Gesicht detektiert wurde, so liegen im entsprechenden
Bildbereich hautfarbene Bildpunkte vor. Diese werden sodann verwendet, um das Hautfarben-
modell zu adaptieren (Adaption).
Das Hautfarbenmodell kann für die aktuell gegebenen Bedingungen ungeeignet sein. Dies ist
zum Beispiel dann der Fall, wenn bei Start des Verfahrens das Modell noch nicht initialisiert
ist oder wenn die äußeren Einflüsse sich ändern und gleichzeitig keine Adaption stattgefunden
hat, weil kein Gesicht gefunden wurde. Wenn das Hautfarbenmodell ungeeignet ist, wird die
Hautfarben-Segmentierung, also der erste Schritt des Verfahrens, nicht durchgeführt. Da damit
keine Einschränkung des Suchbereichs vorliegt, wird eine vollständige Suche im Gesamtbild
durchgeführt. Im Folgenden wird das Verfahren im Detail erklärt.
Hautfarbensegmentierung
Die Aufgabe der Hautfarbensegmentierung ist es, hautfarbene Bildpunkte zu finden und anein-
ander grenzende Bereiche detektierter Bildpunkte zu Regionen zusammenzufassen.
Hautfarbene Bildpunkte können verschiedene Farbwerte besitzen. Diese hängen im Wesentlichen
vom Hauttyp und von der Beleuchtungssituation ab. Je nach verwendetem Farbraum stellen die
Farbwerte von Haut einen mehr oder weniger gut abgrenzbaren Bereich dar. Als besonders geeig-
net hat sich der rg-Farbraum herausgestellt [Yan98], der auch als normalisierter RGB-Farbraum
bezeichnet wird. Die zwei Dimensionen des rg-Farbraums ergeben sich aus dem Rot-, Grün- und
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Störring und Kollegen [Stö01a] haben auf Basis eines theoretischen Modells gezeigt, dass die
Gesamt-Hautfarbenverteilung im rg-Farbraum einen schalen- oder bananenförmigen Bereich
einnimmt, den sie als skin locus bezeichnen. Der skin locus eignet sich bei der Hautfarbenseg-
mentierung dazu, nichthautfarbene Bildpunkte auszuschließen. Da aber viele andere Objekte,
wie zum Beispiel Möbel aus Holz, Farbwerte ergeben, die innerhalb des skin locus liegen, be-
darf es für die Segmentierung von Hautfarbe einer stärkeren Einschränkung. Für den Fall, dass
ein einzelnes Gesicht zu modellieren ist, hat sich eine Gaußverteilung als ausreichend herausge-
stellt [Raj98].
Die hier verwendete Hautfarbensegmentierung modelliert jedes verfolgte Gesicht durch eine ei-
gene Gaußverteilung. Für jedes Pixel eines gegebenen Bilds wird die Wahrscheinlichkeit für
Hautfarbe als das Maximum aller Wahrscheinlichkeiten der verschiedenen Gaußmodelle be-
stimmt. Das resultierende Hautfarben-Wahrscheinlichkeitsbild wird mit einem empirisch be-
stimmten Schwellwert von 0,2 binarisiert und mit einem 3×3-Medianfilter nachbearbeitet. Es
ergibt sich eine Menge von Regionen, die als Hypothesen für Gesichter aufgefasst werden. Nach
der Hautfarbensegmentierung folgt der Verifikationsschritt, bei dem die Regionen auf das Vor-
handensein von Gesichtern überprüft werden (siehe folgender Abschnitt).
Der abschließende Bearbeitungsschritt für ein Bild ist die Adaption der verwendeten Hautfarben-
modelle. Eine Adaption eines Modells wird nur durchgeführt, wenn für die zugehörige Region
ein Gesicht detektiert wurde. Die Zuordnung eines Hautfarbenmodells zu einer Region ist dabei
über ein Kalman-Tracking realisiert. An der Position einer Gesichtsdetektion werden alle haut-
farbenen Bildpunkte innerhalb eines ellipsenförmigen Bereichs genutzt, um das Gaußmodell zu
adaptieren. Es werden nur die Farbwerte berücksichtigt, die innerhalb des skin locus liegen.
Ähnlich zu Soriano und Kollegen [Sor00] wurde der skin locus für das verwendete Kameramo-
dell vorab anhand von handsegmentierten Trainingsbildern bestimmt [Fri02]. Die Adaption der
Modellparameter geschieht nach folgenden Gleichungen:
~µneu = γ~µlokal+(1− γ)~µalt
Σneu = γΣlokal+(1− γ)Σalt
Bei dem realisierten System, welches mit einer Rate von 3 Hz arbeitet, hat sich ein Wert von
γ = 0,6 als geeignet herausgestellt.
Eigenface-Methode
Die Eigenface-Methode wird im Verifikationsschritt verwendet, um innerhalb einer hautfarbenen
Region ein Gesicht zu detektieren. Die Detektion erfolgt auf den Intensitätswerten des Original-
bilds, unabhängig von Farbinformationen.
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Detektion Bei der Eigenface-Methode werden Bildausschnitte konstanter Größe (n ×m) als
Punkte im nm-dimensionalen Raum aufgefasst. Gesichtsbilder weisen dabei, trotz variierender
Beleuchtungsverhältnisse und Unterschiede zwischen verschiedenen Menschen (siehe Abbil-
dung 6.4 (c) und (d)) Ähnlichkeiten auf, wie zum Beispiel Position und Abstand von Augen,
Nase und Mund. Innerhalb des hochdimensionalen Gesamtraums sind die Punkte zu Gesichts-
bildern daher nicht willkürlich verteilt, sondern liegen in einem Unterraum, dem so genannten
Gesichtsraum. Mit der Hauptkomponentenanalyse können die Hauptachsen dieser Verteilung
ermittelt werden. Dies sind die Eigenvektoren der Kovarianzmatrix für die mittelwertfreien Bild-
vektoren. Die Eigenvektoren zu den größten Eigenwerten spannen den niedrigdimensionalen
Gesichtsraum auf. Sie werden auch als Eigengesichter (engl. eigenface) bezeichnet [Tur91].
Die Verwendung der Hauptkomponentenanalyse auf Gesichtsbildern geht auf Kirby und Siro-
vich [Kir90] zurück. Sie nutzen die Technik, um eine effiziente Repräsentation von Gesichts-
bildern zu realisieren. Turk und Pentland [Tur91] haben diese Methode dann eingesetzt, um
Gesichter zu detektieren. Um für einen Bildausschnitt der Größe n × m zu entscheiden, ob es
sich um ein Gesichtsbild handelt, wird eine Rekonstruktion des Bilds über die Eigengesichter
durchgeführt. Da der Gesichtsraum eine deutlich geringere Dimension als der Gesamtraum hat,
ergibt sich bei der Rekonstruktion ein Fehler ε. Dieser ist klein, wenn es sich bei dem betrachte-
ten Bildausschnitt um ein Gesicht handelt und andernfalls groß. Die Klassifikation erfolgt daher
auf Basis des Rekonstruktionsfehlers und eines geeigneten Schwellwerts.
Voraussetzung für den effektiven Einsatz der Eigenface-Methode ist, dass sich Gesichter immer
in einer genormten Lage im Bildausschnitt befinden. Dies gilt sowohl für die Trainingsbilder,
auf denen die Hauptkomponentenanalyse durchgeführt wird, als auch für die Bildausschnitte,
die klassifiziert werden sollen. Zunächst werden die Konsequenzen für den Verifikationsschritt
des hier vorgestellten Verfahrens erläutert.
Die Position und die Größe einer von der Hautfarbensegmentierung generierten Region geben
einen ersten Anhaltspunkt für die Suche nach einem Gesicht. Aufgrund von Ungenauigkeiten
bei der Segmentierung stimmt der Flächenschwerpunkt der Region nicht notwendigerweise mit
dem Mittelpunkt des Gesichts überein. Auch die Schätzung der Gesichtsgröße aus der Fläche
der Region ist fehlerbehaftet. Der optimale Bildausschnitt, bei dem sich das Gesicht in Norm-
lage befindet, ist unbekannt. Eine mögliche Vorgehensweise, um ein Gesicht zu finden, ist eine
erschöpfende Suche über verschiedene Positionen und Skalierungen bezüglich der initialen Po-
sition (siehe zum Beispiel [Li00]). Um den Suchaufwand zu reduzieren, wird hier eine andere
Strategie vorgeschlagen.
Lemieux und Parizeau [Lem02] haben in Experimenten herausgefunden, dass der Rekonstruk-
tionsfehler bei horizontaler und vertikaler Verschiebung aus der Normlage innerhalb eines be-
grenzten Bereichs monoton zunimmt. Unter der Annahme, die Schätzung der initialen Position
aus den Regionendaten befinde sich innerhalb des entsprechenden Bereichs, kann die Suche
über die Veränderung des Rekonstruktionsfehlers bei Verschiebung des Bildausschnitts gesteuert
werden. Die Suche wird über einen Gradientenabstieg realisiert, bei dem die nächste zu klassi-
fizierende Position sich aus der Richtung ergibt, in die der Rekonstruktionsfehler abnimmt. Die
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Abbildung 6.6: Generierung von neun Varianten durch horizontale und vertikale
Translation des manuell selektierten Bildausschnitts.
Suche endet, wenn der minimale Rekonstruktionsfehler gefunden wurde.2 Liegt dieser unter dem
Schwellwert, so wurde ein Gesicht detektiert. War die Suche erfolglos, wird sie mit verschiede-
nen Skalierungsstufen ausgehend von der initialen Position wiederholt.
Training Eine Voraussetzung für den effektiven Einsatz der Eigenface-Methode ist die Aus-
wahl geeigneter Gesichtsbilder für die Hauptkomponentenanalyse. Da Eigengesichter nur die
Variationen im Aussehen der Gesichter von verschiedenen Menschen repräsentieren sollen, müs-
sen andere Einflüsse möglichst vollständig reduziert werden. Unterschiede im Bildhintergrund
werden ausgeschlossen, indem die Bildausschnitte nur den zentralen Gesichtsbereich mit Augen,
Nase und Mund enthalten. Wechselnden Beleuchtungsverhältnissen wird durch eine Vorverarbei-
tung über Histogramm-Ausgleich entgegengewirkt. Um Variationen bezüglich Translation und
Skalierung zu reduzieren, die bei der manuellen Selektion der Bildausschnitte entstehen, wurde
ein iteratives Optimierungsverfahren entwickelt, das im Folgenden beschrieben wird.
Für jedes manuell ausgeschnittene Gesichts-Beispiel fi (i = 1, . . . , N) wird eine Menge Vi von
K Varianten erzeugt, wobei das manuell ausgeschnittene Bild fi selbst als Variante betrachtet
wird (siehe auch Abbildung 6.6):
Vi = {vi1, . . . , viK} mit vi1 := fi
Jede Variante vik (k > 1) wird mit einer geringen Verschiebung und Skalierung bezüglich der
initialen Auswahl vi1 ausgeschnitten. Jede Auswahl S, die aus je einer Variante von jedem Ge-
sicht besteht, dient als Trainingsmenge für die Hauptkomponentenanalyse:
S = {s1, . . . , sN} mit si ∈ Vi
Um automatisch eine gute Auswahl zu extrahieren, wird der Algorithmus SelectVariants (Ab-
bildung 6.7) eingeführt, der iterativ die Menge der Trainings-Bilder optimiert. Der Algorithmus
startet zum Zeitpunkt t = 0 mit einer initialen Auswahl S0, die zum Beispiel aus der Menge der
manuell ausgeschnittenen Gesichts-Beispiele besteht. Um auf Basis einer Auswahl St eine neue
Auswahl St+1 zu bestimmen, wird die Funktion NewSelection(·) eingeführt. Diese tauscht die
2Die Suche ist endlich, da sie auf dem diskreten Raster des Bilds erfolgt.
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Gegeben sei eine Menge von N Trainingsbildern mit zugehörigen Varianten {V1, . . . , VN}. Jede
Variantenmenge besteht aus K Elementen: Vi = {vi1, . . . , ViK}
Initialisierung:
(1) S0 ← {s01, . . . , s0N} mit s0i = vi1
(2) t ← 0
Iterative Optimierung:
(3) repeat
(4) r ← rand(N)
(5) St+1 ← NewSelection(St, r)
(6) until St+1 = St
Abbildung 6.7: Algorithmus SelectVariants zur Optimierung der Trainingsstich-
probe für die Hauptkomponentenanalyse.
r-te Variante str aus, während alle anderen ausgewählten Varianten sti (i 6= r) unverändert blei-
ben. Für den Austausch werden alle K Varianten vrj ∈ Vr, die zu dem entsprechenden Gesicht fr
gehören, über den Gesichtsraum F (St \{str}) rekonstruiert, der aus den restlichen ausgewählten
Varianten bestimmt wird. Die Variante mit dem kleinsten Rekonstruktionsfehler ε(·) wird zur
neuen ausgewählten Variante st+1 r:
NewSelection(St, r) = St+1 = {st+11, . . . , st+1N} mit
st+1 i =
{
argminvij∈Vi ε (F (St\{sti}), vij) , wenn (i = r)
sti , sonst
Der Algorithmus ersetzt iterativ zufällig ausgewählte Varianten mit Hilfe der Funktion
NewSelection bis ein stabiler Zustand erreicht ist. Die mit Hilfe des Algorithmus erreichte Op-
timierung lässt sich qualitativ an dem Beispiel in Abbildung 6.8 beurteilen. Das linke Bild zeigt
das Mittelbild, welches sich aus den manuell selektierten Bildausschnitten ergibt. Das rechte Bild
zeigt das Mittelbild der optimierten Selektion. Das Mittelgesicht tritt klarer hervor, was auf eine
bessere Ausrichtung der Bildausschnitte hindeutet.
Zusammenfassung
Der in dieser Arbeit realisierte Gesichtsdetektor kombiniert adaptive Hautfarbensegmentie-
rung mit Gesichtsdetektion basierend auf der Eigenface-Methode. Der Segmentierungsschritt
schränkt den Suchraum ein, sodass nur Bildausschnitte, die sich bei hautfarbenen Regionen be-
finden, mit der Eigenface-Methode verifiziert werden müssen. Um variierende Beleuchtungsver-
hältnisse zu berücksichtigen, wird das Hautfarbenmodell kontinuierlich mit Bildpunkten, die bei
der Gesichtsdetektion extrahiert werden, aktualisiert. Dieser zirkuläre Prozess muss initialisiert
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Abbildung 6.8: Mittleres Gesichtsbild der manuell selektierten Bildausschnitte
(links) und der optimierten Selektion (rechts). Konturen (Augen-
brauen, Nasenlöcher, Oberlippe) zeichnen sich deutlicher ab.
werden, da anfänglich kein geeignetes Hautfarbenmodell zur Verfügung steht. Dazu wird die
Gesichtsdetektion mit der Eigenface-Methode auf dem gesamten Bild durchgeführt. Der vorge-
schlagene Ansatz hat zwei wesentliche Nachteile: Er ist sehr anfällig gegenüber falsch-positiven
Detektionen, da dann die Gefahr besteht, dass sich das Hautfarbenmodell an die Farbe des Hin-
tergrunds adaptiert. Daneben ist die Initialisierung sehr zeitaufwändig. Es wurde daher ein neuer
Ansatz von Viola und Jones verwendet, der im folgenden Abschnitt erläutert wird.
6.2.2 Viola-Jones-Detektor
Viola und Jones haben einen neuen Ansatz für einen Objektdetektor vorgeschlagen [Vio01], der
in letzter Zeit immer mehr Verbreitung findet. Er setzt auf relativ einfachen und effizient zu
berechnenden Merkmalen auf und verwendet eine hierarchisch aufgebaute Detektorarchitektur.
Die Methode ist damit in der Lage, Bilder sehr schnell zu verarbeiten, und liefert insbesondere
bei der Gesichtsdetektion gute Erkennungsraten. Es ist daher, im Gegensatz zu der im vorange-
gangenen Abschnitt vorgestellten Methode, weder eine zeitaufwändige Initialisierung noch eine
Einschränkung der Suche durch ein Hautfarbenmodell notwendig.
Merkmale
Für ein gegebenes Gesamtbild werden mit dem Viola-Jones-Detektor Bildausschnitte über alle
Skalierungen und Translationen untersucht. Die Klassifikation eines Bildausschnitts basiert da-
bei auf einfachen Merkmalen. Jedes Merkmal setzt sich aus Helligkeitsdifferenzen rechteckiger
Bereiche innerhalb des betrachteten Bildausschnitts zusammen. Für die Berechnung eines Merk-
malswerts werden die Summen der Intensitätswerte von Bildpunkten innerhalb der rechteckigen
Bereiche bestimmt und gewichtet aufsummiert. Viola und Jones verwenden in [Vio01] Merk-
male, die ähnlich zu Haar-Wavelets sind. Sie bestehen aus zwei bis vier aneinander grenzenden
Rechtecken (siehe Abbildung 6.9 (a) bis (c)). Der Wert eines Zwei-Rechteck-Merkmals ist zum
Beispiel die Differenz der Pixelsummen der zwei rechteckigen Bereiche.
Die Berechnung von Merkmalswerten lässt sich äußerst effizient und in konstanter Zeit mit Hilfe
eines so genannten Integralbilds realisieren. Dieses wird einmal vorab für das zu verarbeitende


























Abbildung 6.9: Merkmale für den Viola-Jones-Detektor. Die Zahlen geben die
Gewichtung der Pixelsumme der jeweiligen Bereiche an. Merk-
male (a) bis (c) sind in [Vio01] angegeben, Merkmale (d) und (e)
werden in dieser Arbeit verwendet (nach [Zha02a]).
Gesamtbild berechnet. Jedes Pixel ixy des Integralbilds gibt die Summe der Pixel gij des Ge-








Die Pixelsumme S innerhalb eines beliebigen Rechtecks mit den Eckpunkten a, b, c und d (siehe
Abbildung 6.10) lässt sich über die Pixelsummen A, B, C und D der vier Rechtecke im Gesamt-
bild bestimmen, die durch den Ursprung und die jeweiligen Eckpunkte definiert sind:
S = D −B − C + A
Die Berechnung der Pixelsumme eines beliebigen Rechtecks erfordert somit lediglich vier Zu-
griffe auf das Integralbild, eine Addition und zwei Subtraktionen.
Bei der Berechnung der Merkmalswerte wird zusätzlich eine Varianznormierung der zu klas-
sifizierenden Bildausschnitte durchgeführt. Die Varianz eines Bildausschnitts kann unter Ver-
wendung eines zweiten Integralbilds, welches auf dem Gesamtbild mit quadrierten Pixelwerten
erstellt wird, effizient berechnet werden. Sei σ2 = 1
N
∑
g2 − µ2, wobei σ die Standardabwei-
chung, µ der Mittelwert und g die Pixel des Bildausschnitts sind. Der Mittelwert m kann über das
erste Integralbild ermittelt werden, während die Summe der Quadrate der Pixel im Bildausschnitt
durch das zweite Integralbild bestimmt werden kann.
Die Merkmale nach Viola und Jones können bezüglich des linken oberen Eckpunkts (x, y) sowie
der Breite w und Höhe h der einzelnen Rechtecke variiert werden. Neben diesen Merkmalsty-
pen haben andere Autoren weitere Arten vorgeschlagen (siehe zum Beispiel [Lie02b]). In dieser
Arbeit finden die von Zhang und Kollegen [Zha02a] eingeführten Zwei- und Drei-Rechteck-
Merkmale Verwendung (siehe Abbildung 6.9 (d) und (e)). Die Rechtecke grenzen dabei nicht
notwendigerweise aneinander. Bei den Drei-Rechteck-Merkmalen liegen zwei Rechtecke immer
auf derselben Höhe. Für die beiden Merkmalsarten ergeben sich zwei (dx, dy) beziehungsweise
drei (dx, dy, dx′) zusätzliche Freiheitsgrade.







Abbildung 6.10: Berechnung der Pixelsumme S eines rechteckigen Bereichs.
Klassifikatoren
Die Klassifikation eines Bildausschnitts x auf Basis der Merkmale erfolgt mit einfachen Schwell-
wertklassifikatoren. Zunächst wird zu jedem Merkmal mj ein Schwellwertklassifikator wj , be-
stehend aus dem Merkmal, einem Schwellwert θj und einem Vorzeichenfaktor pj , welcher die
Richtung des Ungleichheitszeichens angibt, konstruiert:
wj(x) =
{
1 , wenn pjmj(x) < pjθj
0 , sonst
Der Schwellwert θj wird auf Basis einer repräsentativen Stichprobe, bestehend aus Positiv- und
Negativbeispielen, so bestimmt, dass die Fehlerrate minimal ist. Da einzelne Merkmale in der
Regel nur eine geringe Aussagekraft mit Fehlerraten nahe bei 0,5 besitzen, spricht man von so














Die Auswahl geeigneter Merkmale mj und die Bestimmung zugehöriger Gewichte αj geschieht
mit Hilfe von Boosting [Fre97]. Viola und Jones verwenden eine Variante des AdaBoost-
Algorithmus. Dieser selektiert iterativ denjenigen schwachen Klassifikator, welcher die geringste
Fehlerrate auf der Trainingsstichprobe aufweist. Die Gewichte αi der schwachen Klassifikato-
ren hängen von der jeweils zugehörigen Fehlerrate ab und sind größer bei kleineren Fehlerra-
ten. Nach jedem Selektionsschritt gewichtet der AdaBoost-Algorithmus die Trainingsbeispiele
in Abhängigkeit von dem Klassifikationsergebnis des selektierten Klassifikators neu. Falsch klas-
sifizierte Beispiele werden im weiteren Trainingsverlauf stärker gewichtet, während die Gewich-
tung korrekt klassifizierter Beispiele abnimmt. Durch diese Vorgehensweise konzentriert sich der
Auswahlprozess auf die schwierigen Trainingsbeispiele.
Der Gesamtdetektor setzt sich schließlich aus einer Hierarchie von N starken Klassifikatoren
zusammen (siehe Abbildung 6.11). Ein Bildausschnitt wird zunächst an den ersten Klassifika-
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nein nein nein
kein Gesicht kein Gesicht kein Gesicht
s2s1 Gesicht. . .Bildausschnitt sN
Abbildung 6.11: Detektorkaskade ausN Einzelklassifikatoren. Ein Bildausschnitt
wird nur dann als Gesicht erkannt, wenn er von allen Klassifika-
toren als Gesicht klassifiziert wird.
tor s1 übergeben. Wird der Bildausschnitt als Nicht-Gesicht bewertet, bricht die Klassifikation
mit entsprechendem Ergebnis ab. Im anderen Fall wird der Bildausschnitt an den nachfolgenden
Klassifikator weitergereicht. Dieser Prozess setzt sich solange fort, bis einer der Klassifikato-
ren den Bildausschnitt als Nicht-Gesicht bewertet. Nur wenn alle Klassifikatoren der Kaskade
durchlaufen werden und auch der letzte Klassifikator sN eine positive Bewertung abgibt, wird
der Bildausschnitt als Gesicht eingestuft.
Damit diese Vorgehensweise erfolgreich ist, muss die Rate der falsch-negativen Klassifikations-
ergebnisse der ersten N−1 Klassifikatoren der Kaskade annähernd Null sein. Ansonsten würden
zu viele Positivbeispiele frühzeitig aussortiert. Die Rate der falsch-negativen Klassifikationen ei-
nes Klassifikators sk wird durch entsprechende Anpassung des zugehörigen Schwellwerts φk
auf Basis einer Validierungsstichprobe erzielt. Zwar steigt dabei die Rate der falsch-positiven
Ergebnisse, aber jeder Klassifikator sortiert dennoch eine Vielzahl von zu untersuchenden Bild-
ausschnitten korrekt aus. Nur wenige Bildausschnitte gelangen in der Kaskade weit nach hinten.
Die Anzahl der Merkmale, aus denen die einzelnen starken Klassifikatoren zusammengesetzt
sind, ist innerhalb der Kaskade nicht konstant. Sie nimmt, beginnend mit dem ersten Klassifika-
tor s1, zu. Für die Detektion frontaler Gesichter zum Beispiel basiert der erste Klassifikator s1
häufig nur auf zwei Merkmalen. Dennoch können etwa 70% der Bildausschnitte schon auf die-
ser Stufe aussortiert werden. Durch die Kaskadenstruktur wird so im Mittel eine sehr effiziente
Klassifikation erzielt.
Verarbeitung eines Gesamtbilds
Das komplette Training geschieht auf einer festen Bildausschnittsgröße. Um bei der Verarbeitung
eines Gesamtbilds Bildausschnitte mit anderen Größen zu klassifizieren, wird nicht das Bild ska-
liert, sondern die Merkmale. Die Eckpunkte der Rechtecke der skalierten Merkmale liegen dabei
nicht notwendigerweise auf dem Raster des Integralbilds. Nach Lienhart und Kollegen [Lie02a]
ist es eine geeignete Vorgehensweise, die Eckpunkte auf die jeweils nächstgelegenen Raster-
punkte des Integralbilds zu runden. Dabei wird den veränderten Rechteckgrößen entgegenge-
wirkt, indem die Pixelsummen mit dem jeweiligen Größenverhältnis zwischen ursprünglichem
und gerundetem Rechteck multipliziert werden.
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Der Viola-Jones-Detektor ist robust gegenüber geringen Variationen in Translation oder Skalie-
rung. Daher werden beim Abtasten des Gesamtbilds im Bereich von Gesichtern in der Regel
mehrere Bildausschnitte positiv bewertet. Sich überlappende, positiv bewertete Bildausschnitte
werden daher zu einem positiven Detektionsergebnis zusammengefasst. Die Position und Größe
des Bildausschnitts des zusammengefassten Ergebnisses ergibt sich aus den jeweiligen Mittel-
werten von Größe und Position der Einzeldetektionen. In der Regel findet man bei korrekten
positiven Klassifikationen Überlappungen, während diese bei Fehlklassifikationen selten sind.
Folglich kann die Falsch-Positiv-Rate gesenkt werden, wenn ein positives Detektionsergebnis
nur für mindestens zwei sich überlappende Bildausschnitte ausgegeben wird.
Anwendung in dieser Arbeit
Die Trainingsstichprobe besteht aus Bildern der Größe 20×20 Pixel. Sie umfasst 5000 Posi-
tiv- und 7000 Negativbeispiele. Die Positivbeispiele zeigen Gesichter in frontaler Ansicht. Etwa
70% stammen von sieben Personen, die mit der Kamera des Roboters unter verschiedenen Be-
leuchtungsbedingungen aufgenommen wurden. Die übrigen 30% wurden aus Bildern aus dem
Internet extrahiert. Für jedes Beispielgesicht wurden zusätzlich leicht um den Mittelpunkt des
Ausschnitts rotierte Varianten in die Menge der Positivbeispiele übernommen. Es hat sich in der
Praxis gezeigt, dass sich dadurch die Robustheit des Detektors gegenüber leicht seitlich geneigten
Köpfen erhöht. Die Negativbeispiele sind zufällig ausgewählte Bildausschnitte ohne Gesichter.
Bei einer Bildausschnittsgröße von 20×20 Pixel sind knapp 36 Millionen verschiedene Zwei-
und Drei-Rechteck-Merkmale möglich. Um den Trainingsaufwand zu reduzieren, wurde die
Menge der Merkmale durch folgende Einschränkungen verkleinert: Die Werte für Breite und Hö-
he der Rechtecke sind aus dem Bereich {2, 3, 4, 5, 6}; bei der kleinsten Rechteck-Größe (2×2)
sind die positions-bestimmenden Parameter (x, y, dx, dy, dx′) Vielfache von zwei; der maxi-
male Abstand zwischen Rechtecken des Zwei-Rechteck-Merkmals beträgt 3 und zwischen Drei-
Rechteck-Merkmalen 5. Die Anzahl der Merkmale wird dadurch um zwei Größenordnungen auf
etwa 310.000 verkleinert.
Die Anzahl der Merkmale pro Klassifikator innerhalb der Kaskade ist den Werten aus [Vio04]
angelehnt. Die Kaskade besteht aus 16 Klassifikatoren mit jeweils 2, 5, 30, zwei Mal 50, zehn
Mal 100 und einmal 200 Merkmalen. Abbildung 6.12 zeigt die Merkmale der beiden ersten
starken Klassifikatoren der trainierten Kaskade.
Bei schwacher Beleuchtung weisen zu klassifizierende Bildausschnitte einen sehr geringen Kon-
trastumfang auf. Bei der Varianznormierung wird insbesondere das Bildrauschen verstärkt. Da
dieser Fall nicht durch die Trainingsstichprobe abgedeckt ist, werden Bildausschnitte mit einer
geringen Standardabweichung der Helligkeitsverteilung der Pixel nicht klassifiziert. In der An-
wendung hat sich ein Schwellwert von σmax = 13,8 als geeignet erwiesen.
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Abbildung 6.12: Merkmale der beiden ersten starken Klassifikatoren s1 und s2
der trainierten Kaskade. Auffällig ist, dass vorwiegend Bereiche
in der oberen Gesichtshälfte berücksichtigt werden.
6.3 Lokalisation des Oberkörpers
Für die Lokalisation des Oberkörpers gibt es verschiedene Ansätze. Zum einen bildet der Kopf-
Schulter-Bereich eine charakteristische Kontur, die sich im Bild detektieren lässt (vgl. zum Bei-
spiel [Bla98,Wan99,Wil02]). Zum anderen sind Farbe und Textur der Kleidung geeignete Merk-
male, über die der Oberkörper lokalisiert werden kann [Wal00, Doi01]. In dieser Arbeit wird ein
farbbasierter Ansatz verwendet (siehe auch [Fri04]).
Zur Lokalisation des Oberkörpers werden im Bild Bereiche gesucht, deren Farbe zu einem zuvor
gelernten Farbmodell passen. Als Farbmodell wird eine Gauß-Mischverteilung verwendet. Gauß-
Mischverteilungen sind bereits erfolgreich zum Verfolgen von Gesichtern [Oli00] oder Getränke-
dosen [McK99] bei variierenden Beleuchtungsverhältnissen angewandt worden. Um die Farben
typischer Kleidung zu modellieren, hat sich im praktischen Einsatz eine Gauß-Mischverteilung
mit drei Komponenten als geeignet herausgestellt. Für sehr farbige Kleidung müsste die Anzahl
der Komponenten entsprechend erhöht werden. Zur Repräsentation von Farbwerten wird der
LUV-Farbraum [Wys82] verwendet. Dieser zeichnet sich dadurch aus, dass geometrische Ab-
stände annähernd dem menschlichen Empfinden von Farbunterschieden entsprechen. Die Ver-
wendung des LUV-Farbraums erlaubt es daher, ein homogenes Abstandsmaß einzusetzen, um
die Übereinstimmung zwischen einer beobachteten Farbe und dem Farbmodell zu beurteilen.
Um im Detektionsprozess die Farbe der Kleidung vom Hintergrund zu unterscheiden, muss ent-
weder ein eigenes Farbmodell für den Hintergrund oder ein geeignetes Rückweisungskriterium
vorhanden sein. Da im Szenario mit dem mobilen Roboter der Hintergrund stark variieren kann,
lässt sich kein einfaches, allgemeines Hintergrund-Farbmodell definieren. Es wird folglich ein
Rückweisungskriterium verwendet. Dieses ist durch einen automatisch bestimmten Schwellwert
realisiert. Bildpunkte, deren Farbwert im Farbmodell einen Wahrscheinlichkeitsdichtewert über
(unter) dem Schwellwert ergeben, werden als Kleidung (Hintergrund) klassifiziert.
6.3.1 Ablauf des Verfahrens
Für ein gegebenes Bild der Größe 256×192 werden zunächst alle Bildpunkte bezüglich des
Schwellwerts ϑs als Kleidung oder Hintergrund klassifiziert. Um isolierte Punkte zu entfernen
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wird auf dem Ergebnis ein 5×5-Medianfilter angewendet. Anschließend werden benachbarte
Bildpunkte zu Regionen zusammengefasst. Diese werden durch Polygone approximiert, auf de-
nen die Merkmale Fläche und Flächenschwerpunkt berechnet werden. Regionen, deren Flächen
außerhalb eines vorgegebenen Wertebereichs liegen, werden verworfen. Die größte verbleibende
Region ist der detektierte Oberkörper.
Da sich beim Einsatz des Verfahrens auf einem mobilen Roboter die Beleuchtung ändern kann,
muss das Farbmodell der variierenden visuellen Erscheinung der Farbe der Kleidung angepasst
werden. Dazu ist es notwendig, aus dem Bild geeignete Pixel zur Neuschätzung der Misch-
verteilung zu bestimmen. Es wird dabei der Bildbereich betrachtet, der sich durch Skalierung
der polygonalen Beschreibung der Region bezüglich des Flächenschwerpunkts auf das 1,5-fache
der Ursprungsfläche ergibt. Innerhalb dieses Bereichs werden Bildpunkte für das Training wie-
derum durch Klassifikation über das aktuelle Farbmodell bestimmt. Die Klassifikation erfolgt
jedoch bezüglich eines Schwellwerts ϑt, der größer als der bei der Segmentierung verwendete
Schwellwert ϑs ist. Durch den großzügigeren Schwellwert werden mehr Bildpunkte gefunden,
die ähnlich zur aktuellen Farbe der Kleidung sind. Auf der Menge der Trainingspixel wird die
Gauß-Mischverteilung über den k-means-Algorithmus [Mac67] neu geschätzt.
Initialisierung
Beim Start des Verfahrens liegt kein Farbmodell vor. Folglich ist die oben beschriebene Vorge-
hensweise zur Bestimmung von Bildpunkten für die initiale Schätzung der Gauß-Mischvertei-
lung nicht anwendbar. Um einen Bildbereich zu bestimmen, der sich im Bereich der Kleidung
befindet, wird daher auf multimodale Informationen des Personen-Trackings zurückgegriffen.
Wenn für eine verfolgte Person das erste Mal ein Gesicht detektiert wurde, ist die Größe der
Person bekannt. Aus der Höhe des Gesichts kann die Position der Kleidung geschätzt werden.
Es wird ein ellipsenförmiger Bereich betrachtet, der sich 35 cm unterhalb des Gesichts befindet.
Die Größe des Bildbereichs hängt vom Abstand der Person zur Kamera ab. Alle Pixel in diesem
Bildausschnitt werden zur initialen Schätzung des Farbmodells verwendet.
Bestimmung der Schwellwerte
Die Schwellwerte ϑs und ϑt werden nach jedem Adaptionsschritt neu bestimmt. Dazu wird zu-
nächst eine diskrete Verteilung der Wahrscheinlichkeitsdichtewerte für die in der Trainingsmen-
ge vorkommenden Farbwerte durch ein entsprechendes Histogramm erstellt. Jeder Eintrag des
Histogramms stellt einen kleinen Bereich der möglichen Dichtewerte dar. Die Schwellwerte wer-
den so festgelegt, dass ein vorgegebener Anteil f der Trainingspixel positiv klassifiziert wird, das
heißt, die Wahrscheinlichkeit dafür, dass die Bewertung der Trainingspixel durch das Farbmodell
über dem Schwellwert ϑ liegt, ist f . In der Anwendung auf dem Roboter BIRON im gewählten






















































Abbildung 6.13: (a) Ausbreitung von Schallwellen von einer Schallquelle ~s. Der
Abstand der Schallquelle zu den Mikrofonen ~m1 und ~m2 unter-
scheidet sich im Allgemeinen um den Wert ∆d. (b) Alle Schall-
quellen, die zu einem Laufstreckenunterschied ∆d führen, liegen
auf einer Hälfte eines zweischaligen Hyperboloids.
6.4 Sprecherlokalisation
Ein Sprecher kann als punktförmige Geräuschquelle ~s im Raum aufgefasst werden (siehe Abbil-
dung 6.13 (a)). Der Abstand von ~s zu einem Mikrofon ~mi sei di = ||~s− ~mi||. Ein akustisches Er-
eignis e(t), das zum Zeitpunkt t von der Schallquelle ausgeht, trifft nach einer Zeitspanne τi = dic
auf das Mikrofon ~mi, wobei c die Ausbreitungsgeschwindigkeit von Schall ist. Das Ereignis fin-
det sich im aufgezeichneten Signal s(t) mit entsprechender Verzögerung wieder:
si(t) = aie(t− τi) + ni(t)
Dabei ist ai ein durch die Ausbreitung bestimmter Dämpfungsfaktor, ni(t) fasst alle zusätzlich
aufgezeichneten Störgeräusche zusammen.
Im Allgemeinen unterscheiden sich die Abstände d1 und d2 bei zwei Mikrofonen ~m1 und ~m2
um die Differenz ∆d = d2 − d1. Im Vergleich der Signale von linkem und rechtem Mikrofon
sind die aufgezeichneten akustischen Ereignisse der Schallquelle ~s folglich um δ = τ2 − τ1
zueinander verschoben. Wenn es gelingt, aus den Signalen die Differenz δ zu ermitteln, so lässt
sich wiederum mit Hilfe von Geometrie die Position der zugehörigen Schallquelle abschätzen.
Allerdings kann aus der resultierenden Abstandsdifferenz ∆d die Position im Raum nicht auf
einen Punkt oder eine Richtung eingeschränkt werden. Selbst im ebenen Fall, wenn sich alle
Geräuschquellen auf derselben Höhe wie die Mikrofone befinden, kann die genaue Position von ~s
nur bestimmt werden, wenn der Abstand bekannt ist oder andere zusätzliche Annahmen gemacht
werden. In einer vereinfachten Geometrie kann der Abstand der Mikrofone b = ||~m2 − ~m1|| als
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hinreichend klein gegenüber dem Abstand der Geräuschquelle angesehen werden. Unter dieser
Annahme sind die Winkel, unter denen der Schall auf die beiden Mikrofone trifft, annähernd
gleich und können direkt aus ∆d berechnet werden.
Im dreidimensionalen Fall hängt die beobachtete Zeitdifferenz nicht nur von der Richtung und
dem Abstand, sondern auch von der relativen Höhe der Geräuschquelle in Bezug zu den Mi-
krofonen ab. Wenn nur ∆d gegeben ist, dann ist das Problem der Lokalisierung unterbestimmt.















wobei (sx, sy, sz) die Position der Geräuschquelle in karthesischen Koordinaten ist. Der Mittel-
punkt des Hyperboloids befindet sich bei ~m1+~m2
2
und seine Symmetrieachse fällt mit der Verbin-
dungslinie der beiden Mikrofone zusammen. Abbildung 6.13 (b) zeigt einen Schnitt der Ebene,
die durch die Mikrofone ~m1 und ~m2 und die Schallquelle ~s aufgespannt wird, mit Hyperboloiden
zu verschiedenen ∆d.
Um die Position des Sprechers im Raum auf einen Punkt einschränken zu können, müssen min-
destens drei Zeitdifferenzen für entsprechend viele verschiedene Mikrofonpaare bestimmt wer-
den. Auf dem Roboter Lino [Krö03] werden zum Beispiel drei jeweils senkrecht zueinander
stehende Mikrofonpaare zur Lokalisation des Sprechers eingesetzt. Auf einigen Robotern wird
jedoch auch nur ein einzelnes Mikrofonpaar für die Sprecherlokalisation verwendet (siehe zum
Beispiel [Mat03, Oku02]). Hier wird aber offensichtlich die Annahme gemacht, dass sich alle
Sprecher auf derselben Höhe befinden.
Auch in dieser Arbeit besitzt der verwendete Roboter BIRON lediglich ein Mikrofonpaar. Um
dennoch den aktuellen Sprecher im Raum zu lokalisieren, werden Informationen aus dem mul-
timodalen Tracking über potenzielle Geräuschquellen hinzugezogen. Befindet sich eine Person,
beziehungsweise ihr Mund, nahe zu dem aus dem ∆d bestimmten Hyperboloid, dann wird an-
genommen, dass diese Person der Sprecher ist (vgl. [Lan03]).
6.4.1 Schätzung der Zeitverzögerung
Schnelle und robuste Techniken für die Lokalisierung von Geräuschen sind zum Beispiel
die generalisierte Kreuzkorrelationsmethode [Kna76] oder die daraus abgeleitete Crosspower-
Spectrum Phase (CSP) -Analyse [Giu94], die jeweils sowohl für Mikrofonfelder als auch für ein-
zelne Mikrofonpaare eingesetzt werden können. Komplexere Algorithmen zur Lokalisation von
Sprechern, wie zum Beispiel Spectral Separation and Measurement Fusion [Ber02] oder Linear-
Correction Least-Squares [Hua01] sind ebenfalls sehr robust und können zusätzlich den Abstand
und die Höhe des Sprechers schätzen oder mehrere Audioquellen separieren. Diese komplexen
Algorithmen benötigen mehr als ein Mikrofonpaar, um angemessene Ergebnisse zu liefern und
sind darüber hinaus sehr rechenintensiv.
6.5 Bestandteile im multimodalen Anchoring für Personen 85
Um die Zeitverschiebung zu bestimmen, wird in dieser Arbeit die CSP -Analyse [Giu94] verwen-
det. Zur Schätzung der Zeitverschiebung δ zum Zeitpunkt t wird ein spektrales Korrelationsmaß





|SˆL(t, f)| |SˆR(t, f)|
)
berechnet, wobei SˆL(t, f) und SˆR(t, f) die Kurzzeitspektren des linken und rechten Kanals um
den Zeitpunkt t sind. Wenn nur eine einzelne Geräuschquelle vorhanden ist, ist die Zeitverzöge-





Werden neben dem Hauptmaximum auch Nebenmaxima berücksichtigt, ist es möglich, mehrere
Geräuschquellen gleichzeitig zu detektieren.
Genauigkeit der Lokalisation
Auf dem Roboter BIRON erfolgt die Signalaufzeichnung mit einer Abtastrate von 16 kHz oder
48 kHz. Die minimal messbare Verschiebung zweier Signale entspricht bei 16 kHz (48 kHz) folg-
lich einem Lauflängenunterschied von 21,25 mm (7,08 mm).3 Da der Abstand b der Mikrofone
281 mm beträgt, gibt es 27 (79) verschiedene Messwerte, die den möglichen Verschiebungen im
Bereich zwischen−b und +b entsprechen. Die Winkelauflösung der Sprecherlokalisation beträgt
damit in dem Bereich vor dem Roboter etwa 5◦ (1,5◦) und nimmt für äußere Positionen deutlich
ab (siehe Abbildung 6.14).
6.5 Bestandteile im multimodalen Anchoring für Personen
Nachdem in den vorangegangenen Abschnitten die Verfahren zur multimodalen Erfassung von
Personen beschrieben wurden, beschäftigt sich der weitere Teil des Kapitels mit der Ausgestal-
tung der Bestandteile im multimodalen Anchoring für Personen. Dies umfasst die Definition der
Attribute für die Perzepte auf Ebene der unimodalen Anchor , die Spezifikation der drei Modelle
für Komposition, Bewegung und Fusion vom multimodalen Anchor sowie die Gestaltung der
Unterfunktionen, die im Anchoring-Prozess verwendet werden.
Einen Überblick über den Gesamtaufbau vom multimodalen Anchoring für Personen verschafft
die Abbildung 6.15. Drei Sensoren des Roboters liefern die Daten für vier unimodale Ancho-
ring-Prozesse. Es gibt je einen Anchoring-Prozess für die Beine, das Gesicht, den Oberkörper
und die Stimme einer Person. Die Generierung von Perzepten in den Sensorsystemen erfolgt mit
Hilfe der in den vier vorangegangenen Abschnitten beschriebenen Mustererkennungsverfahren.
3Die Schallgeschwindigkeit wird dabei als 340 m/s angenommen.
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Abbildung 6.14: Zusammenhang zwischen dem Winkel (Abszisse) und der Win-
kelauflösung der Sprecherlokalisation (Ordinate) für eine typi-
sche Position eines Sprechers (1,5 m Abstand und 0,6 m über
den Mikrofonen).
Die verschiedenen Perzepte sind dabei wie folgt definiert: Beinperzepte sind alle zu Paaren grup-
pierte Segmente (Beinpaarperzepte) und die Einzelsegmente, die mit keinem anderen Segment
zu einem Paar gruppiert werden konnten (Einzelbeinperzepte). Bei der Gesichtsdetektion gelten
die quadratischen Bildausschnitte, die als Gesicht klassifiziert wurden, als Perzepte. Analog sind
bei der Lokalisation des Oberkörpers die segmentierten Regionen im Bild die Perzepte. Als Per-
zepte der Sprecherlokalisation werden die Laufzeitdifferenzen der detektierten Geräuschquellen
betrachtet.
6.5.1 Attribute für Perzepte in den unimodalen Anchoring-Prozessen
Im Anchoring werden mit den Attributen die aus den Perzepten extrahierbaren Eigenschaften
beschrieben. Die Attributwerte können über die Prädikat-Grounding-Relation mit der symboli-
schen Beschreibung verglichen werden, um zu entscheiden, ob ein Perzept an ein vorgegebenes
Symbol geknüpft werden kann. Bei dem hier realisierten multimodalen Anchoring von Perso-
nen wird die Möglichkeit, bestimmte Perzepte durch Vorgabe einer symbolischen Beschreibung
auszuschließen, nicht genutzt. Für die geplante Aufmerksamkeitssteuerung ist es notwendig, al-
le Personen zu verfolgen, die sich in den Wahrnehmungsbereichen der Sensoren des Roboters
aufhalten. Es werden daher alle generierten Perzepte beim Verfolgen von Personen verwertet.
Die Attribute, die in den unimodalen Anchoring-Prozessen verwendet werden, dienen vorwie-
gend zur Beschreibung der Position der beobachteten Personenbestandteile. Die bezugsmäßige
Korrektheit der multimodalen Anchor wird über einen Vergleich der geschätzten Positionswerte
realisiert.
Die Schätzung der Position aus den Perzepten ist im Allgemeinen fehlerbehaftet. Um Unsicher-






























Abbildung 6.15: Multimodales Anchoring von Personen
heit zu modellieren, werden Attributwerte nicht durch skalare Werte, sondern durch Gaußvertei-
lungen beschrieben. Für Attribute werden also Wertepaare (z, R) angegeben, die aus der gemes-
senen Position z und der Unsicherheit R (Varianz) bestehen. Die Varianz der Gaußverteilungen
kann aus den Messgenauigkeiten der Sensoren und den Genauigkeiten der Verfahren zur Gene-
rierung von Perzepten bestimmt werden.
Alle Positionsangaben erfolgen im Zylinderkoordinatensystem des Roboters durch Winkel, Ab-
stand und Höhe. Im Folgenden werden die Attributmengen der vier unimodalen Anchor be-
schrieben.
Beine: Aus jedem Beinperzept kann die Position der entsprechenden Person geschätzt werden.
Für jedes in den Perzepten vorkommende Segment wird zunächst der Schwerpunkt der je-
weiligen Messpunkte berechnet. Für Einzelbeinperzepte, die nur aus einem Segment beste-
hen, ist die Position direkt durch den entsprechenden Schwerpunkt des Segments definiert.
Bei Beinpaarperzepten, die aus einem Paar von Segmenten bestehen, wird der Mittelpunkt
der zwei Schwerpunkte der Segmente als Position der Person definiert. Die Position wird
im Zylinderkoordinatensystem des Roboters durch Abstand und Winkel angegeben. Die
zugehörigen Attribute sind dementsprechend Abstand und Winkel.
Zusätzlich zu den positionsbeschreibenden Attributen wird das Attribut ist_Paar einge-
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führt, welches beschreibt, ob es sich um ein Einzelbein- oder ein Beinpaarperzept handelt.
Diese Information wird beim Neuaufbau eines multimodalen Anchor berücksichtigt. Da
bei einzelnen Segmenten, die mit keinem anderen Segment zu einem Paar gruppiert wer-
den konnten, die Falsch-Positiv-Rate relativ hoch ist, da zum Beispiel Objekte wie Vasen
und Tischbeine ebenfalls in einzelnen Segmenten resultieren können, werden Einzelbein-
perzepte nicht zum Neuaufbau eines multimodalen Anchor verwendet. Für bereits beste-
hende multimodale Anchor ist die Position der entsprechenden Person bereits durch andere
Modalitäten bekannt. In diesem Fall werden auch Einzelbeinperzepte zugeordnet, da an-
zunehmen ist, dass es sich bei diesen Perzepten an der geschätzten Position tatsächlich um
ein Bein der Person handelt.
Die Attributmenge Φleg im unimodalen Anchor für Beine sieht damit wie folgt aus:
Φleg = {Abstand, Winkel, ist_Paar}
Gesicht: Aus einem Gesichtsperzept wird eine Person im Raum lokalisiert und ihre Größe ge-
schätzt. Aus der Position des Gesichts im Bild kann unter Berücksichtigung der Stellung
der Kamera ein Strahl bestimmt werden, der von der Kamera ausgeht, auf dem sich der
Mittelpunkt des Gesichts im Raum befindet. Der Winkel zwischen der x-Achse und der
Projektion des Strahls auf die horizontale xy-Ebene gibt die Winkelkomponente der in
Zylinderkoordinaten beschriebenen Position der Person an. Um auch noch den Abstand
und die Höhe bestimmen zu können, ist es notwendig, den Abstand des Gesichts von der
Kamera zu ermitteln, also den Punkt auf dem Strahl, an dem sich das Gesicht befindet.
Unter der Annahme, dass die Größe von Gesichtern von ausgewachsenen Menschen nähe-
rungsweise konstant ist, ist der gesuchte Abstand umgekehrt proportional zu der Größe der
Abbildung des Gesichts im Kamerabild. Aus dem Abstand des Gesichts zur Kamera ergibt
sich die Abstands- und die Höhenkomponente der in Zylinderkoordinaten beschriebenen
Position der Person. Die Attributmenge Φface für Gesichter ist damit:
Φface = {Abstand, Winkel, Höhe}
Oberkörper: Bei der Lokalisation von Kleidung werden die segmentierten Regionen als Per-
zepte aufgefasst. Um daraus Information über die Position einer Person abzuleiten, wird
ähnlich wie bei den Gesichtsperzepten vorgegangen. Als zentraler Punkt der Region wird
der Flächenschwerpunkt betrachtet. Unter Berücksichtigung der Stellung der Kamera lässt
sich ein Strahl im Raum bestimmen, der bei der Kamera beginnt und in Richtung des
zentralen Punkts des Oberkörpers der Person verläuft. Daraus lässt sich die Winkelkom-
ponente der Position im Zylinderkoordinatensystem des Roboters berechnen. Um auch die
Abstands- und Höhenkomponente zu erlangen, müsste der Abstand des Oberkörpers von
der Kamera bestimmt werden. Bei Gesichtern konnte ausgenutzt werden, dass der Abstand
eines Gesicht umgekehrt proportional zur Größe der Abbildung ist. Bei der Lokalisation
des Oberkörpers gibt es jedoch etliche weitere Faktoren, die die Größe der segmentier-
ten Region stark beeinflussen. Dazu gehören zum Beispiel die Art der Kleidung und der
Umstand, dass der Oberkörper nicht immer vollständig von der Kamera erfasst wird. Der
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Tabelle 6.1: Extrahierbare Positionsinformationen der verschiedenen Perzeptar-
ten:
Perzeptart Winkel Abstand Höhe sonstiges
Beine ja ja – –
Gesicht ja ja ja –
Oberkörper ja – – –
Stimme – – – Hyperboloid
Abstand kann folglich nicht bestimmt werden. Die Attributmenge für die Perzepte der Lo-
kalisation des Oberkörpers enthält somit nur das Attribut Winkel:
Φtorso = {Winkel}
Stimme: Die Perzepte der Sprecherlokalisation sind die Laufzeitdifferenzen der lokalisierten
Geräuschquellen. Wie in Abschnitt 6.4 erläutert, kann aus den Laufzeitdifferenzen die
Position der Person auf eine Hälfte eines zweischaligen Hyperboloids eingegrenzt wer-
den. Damit ist es jedoch nicht möglich, eine der Komponenten der Position der Person in
Zylinderkoordinaten anzugeben. Die Attributmenge für Perzepte der Sprecherlokalisation
beinhaltet damit nur die Laufzeitdifferenz:
Φvoice = {Laufzeitdifferenz}
Dass keine direkte Positionsinformation abzuleiten ist, hat insbesondere zur Folge, dass
ein multimodaler Anchor über ein Perzept der Sprecherlokalisation nicht neu aufgebaut
werden kann. Es ist jedoch möglich, Perzepte den bereits existierenden multimodalen An-
chor-Funktionen zuzuordnen: Aus der zu einem multimodalen Anchor zugehörigen Kon-
figuration kann die Position des Munds beziehungsweise der Geräuschquelle im Raum
vorhergesagt werden. Der minimale Abstand zwischen dem Mund und dem durch die
Laufzeitdifferenz bestimmten Hyperboloid stellt dabei das Bewertungskriterium dar. Ist
der Abstand gering, wird das Perzept der Person zugeordnet, das heißt es wird angenom-
men, dass die Person spricht. Konnte für keine der verfolgten Personen ein kleiner Abstand
ermittelt werden, wird das Perzept verworfen.
Die Tabelle 6.1 gibt einen Überblick über die Positionsinformationen, die aus den verschiedenen
Perzeptarten extrahiert werden können. Information über die Höhe lässt sich lediglich aus Ge-
sichtsperzepten ableiten, und ist daher für einen multimodalen Anchor solange unbekannt, bis
diesem zum ersten Mal ein Gesichtsperzept zugeordnet werden konnte. Die Kenntnis der Hö-
he ist jedoch Voraussetzung dafür, dass auch Stimmenperzepte zugewiesen werden können, da
dafür die Position des Munds bekannt sein muss. Um Stimmenperzepte für einen multimoda-
len Anchor auch dann verwerten zu können, wenn noch kein Gesicht detektiert wurde, wird die
Höhe zunächst als eine für ausgewachsene Menschen durchschnittliche Höhe angenommen.










Abbildung 6.16: Das Kompositionsmodell: (a) Standardkonfiguration, (b) zuläs-
sige Abweichungen von der Standardkonfiguration.
6.5.2 Modelle im multimodalen Anchor
Im multimodalen Anchoring bilden das Kompositions- und das Bewegungsmodell die Grund-
lage für die multimodale Datenassoziation. Das Kompositionsmodell gibt die räumlichen Rela-
tionen der einzelnen Bestandteile an, die durch die unimodalen Anchoring-Prozesse beobachtet
werden. Das Bewegungsmodell beschreibt zum einen die zeitliche Positionsveränderung der ein-
zelnen Bestandteile im Bezug zueinander und zum anderen die Bewegung des Gesamtobjekts im
Raum. Beide Modelle zusammen erlauben die Vorhersage der Position von einzelnen Bestand-
teilen. Über einen Vergleich der vorhergesagten Position mit der für ein neu generiertes Perzept
gemessene Position wird entschieden, ob das Perzept dem multimodalen Anchor zugeordnet
werden kann. Das Fusionsmodell realisiert schließlich das Tracking . Es beschreibt, wie die Po-
sitionsinformation der zugeordneten Perzepte genutzt wird, um die aktuelle Konfiguration des
beobachteten Objekts zu schätzen. Im Folgenden werden die drei Modelle für das multimodale
Anchoring für Personen beschrieben.
Kompositionsmodell: Das Kompositionsmodell beschreibt die räumlichen Relationen von Bei-
nen, Gesicht, Oberkörper und Stimme einer Person. Mit Hinblick auf die geplante Anwen-
dung, bei der der Roboter seine Aufmerksamkeit auf Personen richtet, die an ihn herantre-
ten, um eine Interaktion zu beginnen, werden Menschen als aufrecht stehend modelliert.
Da keines der Perzepte einen direkten Hinweis auf die Orientierung der Person in Bezug
auf den Roboter liefert, wird ein einfaches, rotationssymmetrisches Modell verwendet. In
der Standardkonfiguration befinden sich alle Bestandteile auf einer vertikalen Achse (siehe
Abbildung 6.16). Den Hauptbezugspunkt bildet der Punkt ~t, der sich an der Oberkante des
Kopfs befindet und durch seine Höhe h über dem Boden die Größe der Person festlegt. Zu-
lässige Werte für die Größe werden durch einen Wertebereich eingeschränkt, der die Kör-
pergrößen sehr kleiner und sehr großer Menschen umfasst. In konstantem Abstand unter
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dem Bezugspunkt befinden sich das Gesicht (df = 16 cm) und der Mund beziehungsweise
die Stimme (dv = 20 cm). Obwohl es für die Zuordnung von Perzepten nicht notwendig
ist, wird auch der Abstand des Oberkörpers vom Gesicht spezifiziert (dt = 35 cm). Dieser
Wert findet bei der Initialisierung der Lokalisation des Oberkörpers Verwendung (siehe
Abschnitt 6.3.1).
Alle vier Bestandteile können von der Standardkonfiguration um einen jeweiligen maxi-
malen Betrag abweichen. Dadurch werden unterschiedliche Körperhaltungen berücksich-
tigt, zum Beispiel, wenn eine Person leicht geneigt steht. Das Gesicht darf um δf = 60 cm
von der Standardposition abweichen, der Mund um δv = 20 cm. Für den Oberkörper ist ei-
ne maximale Abweichung von δt = 30 cm festgelegt. Dies betrifft jedoch nur die seitliche
Richtung aus Sicht des Roboters, da aus dem Oberkörperperzept lediglich die Winkel-
komponente der Zylinderkoordinaten gewonnen werden kann. In entsprechender Weise
ist mit δl = 50 cm die Abweichung der Beine von der Standardposition nur innerhalb der
horizontalen Ebene gemeint.
Das erste Perzept, mit dem ein multimodaler Anchor neu aufgebaut wird, bestimmt die
anfängliche Position des Hauptbezugspunkts. Der Aufbau des multimodalen Anchor kann
nur durch ein Bein- oder ein Gesichtsperzept erfolgen. Während bei einem Gesichtsper-
zept die Personengröße sofort bekannt ist, bleibt dieser Wert bei einem Beinperzept unbe-
stimmt. In diesem Fall wird solange eine provisorische Personengröße (180 cm) verwen-
det, bis die erste Information über die tatsächliche Personengröße durch ein Gesichtsper-
zept vorliegt.
Bewegungsmodell: Das Bewegungsmodell erlaubt es, zwei Arten von Bewegung zu modellie-
ren: Zum einen die Veränderung der Konfiguration des Kompositionsmodells mit der Zeit,
das heißt die relative Lageveränderung der einzelnen Bestandteile einer Person, und zum
anderen die Bewegung von Personen als Gesamtobjekt im Raum. Da sich durch Konfi-
gurationsveränderungen in dem einfachen, rotationssymmetrischen Personenmodell keine
aussagekräftigen, menschentypischen Bewegungen beschreiben lassen, die für die beab-
sichtigte Anwendung relevant sind, wird diese Art von Bewegung nicht explizit model-
liert. Das bedeutet, dass zu aufeinander folgenden Zeitpunkten beliebige Konfigurations-
änderungen im Rahmen des Kompositionsmodells zulässig sind. Das Bewegungsmodell
spezifiziert folglich nur die Bewegung der Person als Ganzes.
Die Position der Person wird im Zylinderkoordinatensystem des Roboters durch Winkel,
Abstand und Höhe angegeben. Da die genaue Personenposition nicht bekannt ist, werden
die einzelnen Komponenten jeweils durch Gaußverteilungen beschrieben. Ein Mittelwert x
gibt den geschätzten Positionswert an, die Varianz P modelliert die Unsicherheit über die
Schätzung. Das Bewegungsmodell definiert nun, wie sich aus der Position (xti−1 , Pti−1)
zum Zeitpunkt ti−1 die Position (xˆti , Pˆti) zum Zeitpunkt ti vorhersagen lässt. Es wird an-
genommen, dass die Person sich nicht bewegt. Daher bleibt der Mittelwert unverändert.
Gleichzeitig steigt die Varianz linear mit der Zeit und beschreibt so die wachsende Unsi-
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cherheit:
xˆti = xti−1 (6.1)
Pˆti = Pti−1 +Q(ti − ti−1) (6.2)
Fusionsmodell: Das Fusionsmodell definiert, wie bei Zuordnung eines Perzepts mit dem Zeit-
stempel ti zu einem multimodalen Anchor die neue Personenposition für den entsprechen-
den Zeitpunkt ti geschätzt wird. Diese ergibt sich aus einer Kombination der Vorhersage
der Position (xˆti , Pˆti) für den Zeitpunkt ti durch das Bewegungsmodell (Gleichungen 6.1










Die Berechnungsvorschriften im Bewegungsmodell (Gleichungen 6.1 und 6.2) und im Fusions-
modell (Gleichungen 6.3 und 6.4) entsprechen zusammen einem Kalman-Filter [Kal60] mit ei-
nem einfachen Übergangsmodell. Ein komplexeres Modell, dass auch Geschwindigkeit berück-
sichtig, ist nicht geeignet, da, wie Brooks und Williams in [Bro03] feststellen, sich ein Mensch
nur schwer als ein Punkt mit konstanter Geschwindigkeit beschreiben lässt. In dem hier beschrie-
benen Verfahren kommt erschwerend hinzu, dass die Eigenbewegung des Roboters die relative
Bewegung der Personen überlagert.
6.5.3 Unterfunktionen in den Basisfunktionen
Die Basisfunktionen vom Anchoring (siehe Abschnitt 5.1.2) rufen eine Reihe domänenabhängi-
ger Unterfunktionen auf, die für die jeweilige Anwendung spezifiziert werden müssen. Aus dem
herkömmlichen Anchoring stammen die Unterfunktionen Predict(·), Verify(·) und Update(·).
Die Funktion Predict(·) dient zur Vorhersage der zu erwartenden Signaturen und bedient sich da-
zu des Bewegungsmodells. In der FunktionVerify(·)werden die Perzepte herausgefiltert, die sich
einem Anchor zuordnen lassen. Im multimodalen Anchoring von Personen wird dazu geprüft,
ob der Abstand der gemessenen Position zur vorhergesagten Position im Rahmen des durch das
Kompositionmodell erlaubten Bereichs liegt. Da im Symbolsystem keine Prädikate verwendet
werden, ist ein Abgleich der perzeptuellen Signatur mit einer symbolischen Beschreibung hier
nicht erforderlich. In der Funktion Update(·) wird schließlich bei erfolgreicher Zuordnung eines
Perzepts zu einem multimodalen Anchor die perzeptuelle Signatur auf Basis des Fusionsmodells
neu geschätzt.
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Für das Anchoring von mehreren Objekten (siehe Abschnitt 5.2) wurden zwei weite-
re Unterfunktionen eingeführt. Die Funktion Assign(·) realisiert innerhalb der Basisfunkti-
on MULTIREACQUIRE (Seite 55) die konsistente Zuordnung von den zu einem Zeitpunkt
durch ein Sensorsystem generierten Perzepten zu mehreren Anchor-Funktionen. Die Funkti-
on IsIrrelevant(·) entscheidet, wann ein Anchor für die geplante Anwendung nicht mehr re-
levant ist und von dem weiteren Tracking-Prozess ausgeschlossen werden kann. Die Gestaltung
der Unterfunktionen für das multimodale Anchoring von Personen wird in den folgenden zwei
Unterabschnitten genauer beschrieben.
Unterfunktion Assign(·)
Beim Anchoring von mehreren Personen müssen die Perzepte Vt, die von einem Sensorsystem
in einem Zeitpunkt t generiert werden, optimal auf die aktuell verwendeten multimodalen An-
chor A verteilt werden. Jedes Perzept darf höchstens einem Anchor zugeordnet werden. Gleich-
zeitig kann es vorkommen, dass einem Anchor kein Perzept, sprich das Nullperzept ⊥, zuge-
wiesen wird. Die Aufgabe der Unterfunktion Assign(·) ist es, die bezüglich eines vorgegebenen
globalen Optimalitätskriteriums beste Kombination herauszusuchen.
Um das Problem formal zu beschreiben, werden zunächst zwei Abbildungen eingeführt. Die
Abbildung z : A → (Vt ∪ ⊥) wird als Zuordnungskombination bezeichnet. Sie bildet jeden
Anchor α ∈ A auf ein Perzept pi ∈ (Vt ∪ ⊥) ab. Eine Zuordnungskombination ist konsistent,
wenn jedes Perzept höchstens einem Anchor zugewiesen wird:
αi 6= αj ⇒ z(αi) 6= z(αj) ∨ z(αi) = z(αj) = ⊥
Als Bewertung wird die Abbildung b : A × (Vt ∪ ⊥) → [0 . . . 1] bezeichnet. Sie weist der Zu-
ordnung einer Anchor-Funktion α zu einem Perzept pi eine Zahl aus [0 . . . 1] zu und beschreibt
damit, wie gut das Perzept zu dem Anchor passt. Beim multimodalen Anchoring von Personen
basiert die Bewertung auf dem Abstand zwischen der Position des Perzepts und der durch das
Bewegungsmodell vorausgesagten Position. Stimmen diese überein, dann erhält die Kombinati-
on die maximale Bewertung von 1. Mit zunehmendem Abstand sinkt die Bewertung linear, bis
sie bei dem Abstand, bei dem das Kompositionsmodell verletzt wird, den Wert 0 erreicht. Kom-
binationen mit größerem Abstand werden ebenfalls mit 0 bewertet. Wird einem Anchor kein
Perzept zugewiesen, dann ist die Bewertung ebenfalls minimal: b(α,⊥) = 0
Das Ziel der Assign(·)-Funktion ist es nun, die Zuordnungskombination z? zu finden, für die die






Bei a Anchor-Funktionen und p Perzepten ergibt sich die Anzahl möglicher Zuordnungskombi-
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Diese steigt mit wachsender Anzahl von Anchor-Funktionen und Perzepten stark an. Daher ist
es notwendig, ein effizientes Verfahren zur Bestimmung der optimalen Zuordnung zu nutzen.
In [Fri03b] wird die Verwendung des A?-Algorithmus vorgeschlagen. Zu diesem Zweck werden
Zuordnungskombinationen betrachtet, die auch teilweise undefiniert sein können, bei denen also
die Abbildungen einzelnerAnchor nicht definiert sind. Der A?-Algorithmus startet mit einer voll-
ständig undefinierten Zuweisungsabbildung und erweitert die Definition iterativ auf alle Anchor .
Die Auswahl der Zuordnung wird durch den A?-Algorithmus gegeben. Die Gesamtbewertung
einer Zuordnungskombination ist die Summe der Bewertungen für die Anchor , auf denen die
Abbildung definiert ist. Die optimale Schätzung der restlichen Bewertung ergibt sich unter der
Annahme, dass alle folgenden Zuordnungen maximale Bewertung erhalten. In der Praxis zeigt
sich jedoch, dass nur wenige Zuweisungen eine positive Bewertung erhalten, da in der Regel
die Positionsabstände zwischen Perzepten und Anchor-Funktionen zu groß sind. Daher handelt
es sich bei der optimistischen Schätzung um eine ungeeignete Wahl. Das führt dazu, dass die
Effizienz des A?-Algorithmus nicht ausgenutzt werden kann.
Eine andere und effiziente Möglichkeit der Auswahl einer geeigneten Zuordnung ist die Verwen-
dung eines Greedy-Algorithmus. Dazu wird die zunächst vollständig undefinierte Zuordnungs-
abbildung sukzessive um die Zuordnung erweitert, die unter den verbleibenden Zuordnungen die
maximale Bewertung aufweist. Dieser Prozess wird, unter Berücksichtigung der Vorgaben für
eine Zuordnungsabbildung, so lange wiederholt, bis die Abbildung vollständig definiert ist. Die-
ses Verfahren liefert nicht notwendigerweise die optimale Zuordnung, ist in der Praxis jedoch im
Allgemeinen ausreichend.
Unterfunktion IsIrrelevant(·)
Die Funktion IsIrrelevant(·) entscheidet für einen Anchor zu einem gegebenen Zeitpunkt, ob
er aus der Menge der im Anchoring-Prozess verwendeten Anchor entfernt werden soll, da er
für die Anwendung nicht mehr relevant ist. Da für die Aufmerksamkeitssteuerung des Roboters
im Prinzip alle Personen berücksichtigt werden müssen, darf zunächst keiner der aufgebauten
Anchor verworfen werden. Wenn eine zuvor beobachtete Person durch keinen der verwendeten
Sensoren erfasst werden kann, weil zum Beispiel die Person den Raum verlassen hat, dann steigt
die Unsicherheit bei der Schätzung der Konfiguration beziehungsweise der Position der Person
ununterbrochen an. Wenn die Unsicherheit zu groß wird, macht es keinen Sinn, dem entspre-
chenden Anchor weiterhin Perzepte zuzuordnen, da die Gefahr einer falschen Zuordnung dann
sehr groß ist. Ein multimodaler Anchor wird daher durch die Funktion IsIrrelevant(·) genau
dann aus dem Anchoring-Prozess entfernt, wenn die Unsicherheit in der Vorhersage der Position
der entsprechenden Person einen Schwellwert überschreitet.
6.5.4 Behandlung spezieller Fälle in der realen Anwendung
Abschließend werden in diesem Abschnitt zwei Maßnahmen beschrieben, die in das multimodale
Anchoring von Personen integriert werden, um Probleme mit falsch-positiven Detektionen und
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schlechter Zuordnung von Perzepten zu verringern.
Die Rate der Fehlklassifikationen ist in einer realen Anwendung nicht Null. Sie ist aber deut-
lich kleiner als die Rate der korrekten Detektionen. Die Fehler können unterteilt werden in
Falsch-Negative (keine Detektion für eine Person, obwohl sie sich im Messbereich des Sen-
sors befindet) und Falsch-Positive (Detektion an einer Stelle, an der sich keine Person befindet).
Falsch-Negative sind insofern unproblematisch, als dass sie die Zustandsschätzungen von Perso-
nen nicht verfälschen. Das Ausbleiben von Detektionen führt nur zu einer größeren Unsicherheit
beim Verfolgen. Solange genug Detektionen von zum Beispiel anderen Modalitäten vorliegen,
ist das Verfolgen von Personen im Allgemeinen möglich.
Die Auswirkung von Falsch-Positiven ist dagegen besonders zu betrachten. Bei Zuordnung von
falsch-positiven Detektionen zu einer momentan verfolgten Person verschlechtert sich in der
Regel die Schätzung des aktuellen Zustands. Der multimodale Ansatz kann dieses Problem
jedoch in der Regel abfangen, da die Wahrscheinlichkeit einer gleichzeitigen Zuordnung von
falsch-positiven Perzepten anderer Modalitäten gering ist. Werden Falsch-Positive keiner Person
zugeordnet, dann führen sie allerdings zum Aufbau neuer Personenhypothesen beziehungswei-
se neuer multimodaler Anchor . Dieser Aspekt hat große Bedeutung für die personengerichtete
Aufmerksamkeitssteuerung. In diesem Fall besteht die Gefahr, dass der Roboter seine Aufmerk-
samkeit in eine Richtung lenkt, in der sich keine Person befindet. Dies könnte zur Irritation
anderer Personen führen. Um dieses Problem zu beheben, wird dem vorgestellten Verfahren zum
Verfolgen von Personen eine weitere Komponente zur Beurteilung der Glaubwürdigkeit multi-
modaler Anchor hinzugefügt. Es wird dabei ausgenutzt, dass falschen Hypothesen im Vergleich
zu richtigen Hypothesen wenig Perzepte zugeordnet werden, da die Rate von Fehlklassifika-
tionen niedrig ist. Die Rate der zugeordneten Perzepte zu einem multimodalen Anchor ist ein
Maß für die Vertrauenswürdigkeit. Anchor mit einer geringen Zuordnungsrate werden zwar wei-
ter verfolgt (in der Regel werden sie aufgrund längeren Ausbleibens von Perzepten durch die
Funktion IsIrrelevant(·) wieder verworfen), aber den nachfolgenden Prozessen, zum Beispiel
der Aufmerksamkeitssteuerung, nicht zur Verfügung gestellt.
Der Aufbau falscher Hypothesen erfolgt nicht nur durch falsch-positive Perzepte, sondern kann
auch durch korrekte Detektionen ausgelöst werden. Denn durch zu große Ungenauigkeit der po-
sitionsbestimmenden Attribute eines Perzepts oder durch sehr schnelle Positionsveränderungen
einer Person wird ein korrekt detektiertes Perzept dem entsprechenden multimodalen Anchor der
Person aufgrund zu großen Abstands nicht zugeordnet. Dies führt zum Aufbau einer neuen Hy-
pothese. Im ungünstigen Fall werden die nachfolgend generierten Perzepte auf beide Hypothesen
verteilt, sodass für eine Person zwei multimodale Anchor aufgebaut wurden. In solchen Fällen
ist der Abstand (in der horizontalen Ebene) zwischen den Personenhypothesen aber geringer, als
sich die beobachteten, realen Personen einander nähern. Diese Tatsache wird ausgenutzt, um das
Problem zu behandeln. Am Ende jeder Zuordnung von Perzepten werden alle momentan ver-
wendeten Anchor paarweise betrachtet. Wenn sich der Abstand zweier Hypothesen unter einem
Schwellwert befindet, wird der später aufgebaute Anchor wieder verworfen.
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6.6 Zusammenfassung
In diesem Kapitel wurde die Umsetzung des Konzepts vom multimodalen Anchoring für das
Verfolgen von Personen von einem mobilen Roboter aus beschrieben. Der gesamte Ansatz ba-
siert auf vier unimodalen Anchoring-Prozessen, die durch die Daten von Kamera, Mikrofonen
und Laser-Entfernungsmesser gespeist werden und daraus Bein-, Gesichts-, Oberkörper- und
Stimmenperzepte generieren. Das Kompositionsmodell ist ein einfaches, rotationssymmetrisches
Modell, bei dem die verfolgten Bestandteile auf einer vertikalen Achse übereinander angeordnet
sind. Bewegungs- und Fusionsmodell realisieren zusammen ein Kalman-Tracking . Es wurden
zusätzliche Überlegungen angestellt, um negative Auswirkungen durch falsch-positive Detektio-
nen und falsche Zuordnungen von Perzepten zu den Anchor-Funktionen für die auf die Daten
des Anchoring-Systems aufbauende Aufmerksamkeitssteuerung zu verringern.
Nicht alle Möglichkeiten, die das Anchoring bietet, sind in der vorgestellten Umsetzung ausge-
schöpft worden. Insbesondere werden in den Symbolsystemen der unimodalen Anchor bisher
keine Prädikate genutzt. Eine Möglichkeit zur Erweiterung des bestehenden Verfahrens ist es,
Identifikation von Personen zum Beispiel über das Gesicht oder die Stimme in die Sensorsy-
steme zu integrieren. In diesem Fall können Prädikate genutzt werden, um eine identifizierte
Person auf symbolischer Ebene als das entsprechende Individuum zu beschreiben. Die Integrati-
on der Identifikation könnte helfen, falsche Zuordnungen von Perzepten zu Anchor-Funktionen
zu vermeiden. Darüber hinaus kann die Information über die Identität genutzt werden, um per-
sonenbezogene Anchor aufzubauen, in denen im Lauf der Zeit Wissen über die referenzierte
Person gesammelt wird, das dann von anderen Prozessen abgerufen und verwertet werden kann.
Das hier realisierte Verfahren zum Verfolgen von Personen bildet die Grundlage für die mul-
timodale Aufmerksamkeitssteuerung. Die Detektion von Gesichtern und die Lokalisation des
Sprechers liefern dabei die grundlegenden Daten für das System. Bein- und Oberkörperperzepte
dienen dagegen vorwiegend dazu, das Verfahren robuster zu gestalten. Da der Laser-Entfernungs-
messer zum einen ein aktiver Sensor ist und damit von äußeren Einflüssen wie beispielsweise der
Beleuchtungssituation unabhängig ist, und zum anderen mit seinem Einzugsbereich von 180◦ den
gesamten Bereich vor dem Roboter abdeckt, steuert er die meisten Perzepte für das Verfolgen von
Personen bei. Der große Einzugsbereich des Laser-Sensors kompensiert den relativ begrenzten
Blickwinkel der Kamera und realisiert, zumindest für das Problem des Verfolgens von Perso-
nen, das periphere Sehen des Roboters. Dies wird in anderen Anwendungen häufig durch den
Einsatz von omnidirektionalen Kameras erreicht (vgl. zum Beispiel [Doi01, Wil02, Shi04]). Das
Verfolgen des Oberkörpers ist im Wesentlichen für die Situation gedacht, in der ein Benutzer den
Roboter zu einem neuen Ort führt und dabei dem Roboter den Rücken zukehrt. In diesem Fall
können das Gesicht und die Stimme nicht mehr detektiert werden, sodass zusätzliche Information
durch den Oberkörper neben den Beinen die Robustheit erhöhen kann.
Kapitel 7
Das Aufmerksamkeitssystem
Das Verfahren zum Verfolgen von Personen aus dem vorangegangenen Kapitel realisiert die
Fähigkeit des Roboters, Menschen multimodal wahrzunehmen. Diese Fähigkeit ist eine Voraus-
setzung für eine natürlich gestaltete Interaktion mit Menschen. Für ein effektives, zielgerichtetes
Verhalten muss der Roboter darüber hinaus in der Lage sein, auch bei Anwesenheit mehrerer Per-
sonen innerhalb seines Wahrnehmungsbereichs, die für ihn relevante Person zu erkennen, seine
Aufmerksamkeit auf diese zu richten und situationsabhängig zu halten. Die Aufmerksamkeits-
zuwendung versetzt den Roboter in die Lage, die für die Interaktion relevanten audio-visuellen
Daten der fokussierten Person über seine Sensoren optimal zu erfassen. Außerdem stellt die Auf-
merksamkeitszuwendung eine Signalwirkung für die beobachtende Person dar und liefert damit
einen wichtigen Beitrag für eine natürliche Kommunikationssituation.
Dieses Kapitel stellt das in dieser Arbeit entwickelte Aufmerksamkeitssystem vor. Zunächst wird
in Abschnitt 7.1 die prinzipielle Vorgehensweise der Aufmerksamkeitssteuerung beschrieben,
die aus den zwei Schritten Selektion einer Person und Fokussierung der Aufmerksamkeit be-
steht. Ein wichtiger Aspekt der Fokussierung ist die Ausrichtung der Sensoren auf die selektierte
Person. In Abschnitt 7.2 wird diskutiert, wie die Sensoren des Roboters im Allgemeinen auszu-
richten sind, um sowohl die Wahrnehmung zu optimieren als auch eine eindeutige und intuitiv
verständliche Rückmeldung für die beobachtenden Personen zu erreichen. Die darauf folgenden
drei Abschnitte beschreiben das Aufmerksamkeitsverhalten des Roboters. Es wird dabei die Be-
reitschaftsphase (Abschnitt 7.3), in der der Roboter reaktiv auf Sprechaktivität von umstehenden
Personen reagiert, um einen neuen Kommunikationspartner zu finden, von der Interaktionsphase
(Abschnitt 7.4), in der sich die Aufmerksamkeit alleine auf den Benutzer richtet, unterschie-
den. Die beiden Verhaltensweisen werden in Abschnitt 7.5 zu einer gesamten Aufmerksamkeits-
steuerung zusammengeführt. Während die Bereitschaftsphase unabhängig von einer konkreten
Anwendung ist, wurde die Interaktionsphase für den Einsatz des Roboters im Home-Tour-Sze-
nario modelliert. Für diese Anwendung werden neben der Aufmerksamkeitssteuerung andere
Komponenten wie Dialogsteuerung oder Gestenerkennung benötigt. Abschnitt 7.6 beschäftigt
sich mit der Intergration aller Komponenten in eine Gesamt-Softwarearchitektur für den Robo-
ter. Im Anschluss wird in Kapitel 7.7 die auditive Aufmerksamkeitssteuerung dargestellt. Sie
dient dazu, die auditive Aufmerksamkeit des Roboters auf die selektierte Person zu fokussieren
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und aktiviert darüber hinaus die Sprachverarbeitung, immer dann, wenn die Person zum Roboter
spricht. Abschließend wird in Abschnitt 7.8 beschrieben, wie durch Anzeige eines Gesichts auf
dem Flachbildschirm des Roboters die Rückmeldung für die beobachteten Personen unterstützt
werden kann. Das Kapitel schließt mit einer Zusammenfassung.
7.1 Prinzipielle Vorgehensweise
Die Aufmerksamkeit des Roboters wird durch seine Wahrnehmung bedingt. Die Wahrnehmung
ist in diesem Fall durch die multimodale Personenverfolgung gegeben. Da die beobachtete Szene
ständigen Veränderungen unterworfen ist, handelt es sich bei der Aufmerksamkeitssteuerung um
einen dynamischen Prozess. Mit jeder Aktualisierung der Personenverfolgung durch Messungen
der Sensorsysteme führt die Aufmerksamkeitssteuerung folgende Schritte durch:
Selektion: Die Aufmerksamkeitssteuerung selektiert aus der Menge der beobachteten Personen
diejenige, die für den Roboter die höchste Relevanz hat. Die Bestimmung der Relevanz
hängt von der augenblicklichen Situation ab. Es lassen sich zwei Situationen voneinan-
der abgrenzen: die Interaktionsphase und die Bereitschaftsphase. Während der Interak-
tionsphase hat der Roboter einen festen Kommunikationspartner. Dieser hat die höchste
Relevanz. Die Aufmerksamkeit wird allein ihm gewidmet, während andere Personen, die
eventuell auch anwesend sein könnten, ignoriert werden. Hat der Roboter dagegen kei-
nen Kommunikationspartner, befindet er sich in der Bereitschaftsphase. Das Ziel des Ro-
boters ist es dann, wieder in die Interaktionsphase zu wechseln. Es wird angenommen,
dass der Benutzer den Interaktionsaufbau initiiert, indem er den Roboter anspricht. Um
schnell neue Kommunikationspartner erkennen zu können, selektiert die Aufmerksam-
keitssteuerung vornehmlich Personen, die entsprechende Kennzeichen, wie „Sprechen“
oder „zum Roboter Schauen“ aufweisen. Das heißt, in der Bereitschaftsphase wird die
Selektion durch äußere Reize gesteuert. Dadurch wird eine reaktive Aufmerksamkeit rea-
lisiert, die als bottom-up gesteuerte Aufmerksamkeit bezeichnet wird. Im Gegensatz dazu
ist in der Interaktionsphase nur der Benutzer selektiert. Äußere Reize („Sprechen“ und
„Schauen“) anderer Personen werden ignoriert und führen nicht zu einer Neuselektion. In
diesem Fall wird eine willentlich gesteuerte Aufmerksamkeit realisiert, die als top-down
gesteuerte Aufmerksamkeit bezeichnet wird.
Fokussierung: Die Aufmerksamkeitssteuerung fokussiert die Aufmerksamkeit des Roboters
auf die selektierte Person. Dies geschieht durch aktives Ausrichten der Sensoren. Die-
ser Vorgang dient dazu, die Wahrnehmung des Roboters zu optimieren und ermöglicht
es zum Beispiel, die selektierte Person in das Blickfeld der Kamera zu bekommen. Das
Ausrichten der Sensoren stellt darüber hinaus den Aufmerksamkeitsfokus des Roboters
transparent für die beobachtenden Personen dar. Es signalisiert, worauf der Roboter seine
Aufmerksamkeit gerichtet hält. Dieser Effekt trägt dazu bei, die Natürlichkeit des Verhal-
tens des Roboters in der Interaktion zu unterstützen und muss folglich bei der Ausrichtung
der Sensoren explizit mit berücksichtigt werden.
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Neben dem nach außen hin sichtbaren Vorgang des Ausrichtens der Sensoren findet auch
eine verdeckte Verschiebung der Aufmerksamkeit statt. Dieser Aufmerksamkeitswechsel
betrifft die Verarbeitung von Sprache. Die Aufmerksamkeitssteuerung richtet die auditive
Aufmerksamkeit auf die selektierte Person und verarbeitet dadurch nur sprachliche Äu-
ßerungen dieser Person. Zudem erkennt die Aufmerksamkeitssteuerung, wann eine Äuße-
rung an den Roboter gerichtet ist und entscheidet demnach, welche Äußerung zu interpre-
tieren ist.
7.2 Ausrichten der Sensoren
Eine wesentliche Aufgabe der Aufmerksamkeitssteuerung ist das Ausrichten der Sensoren des
Roboters auf Personen. Die folgenden Aspekte spielen dabei eine Rolle:
• Jeder Sensor erfasst in der Regel nur einen begrenzten räumlichen Bereich. Darüber hinaus
hängt die Erkennungsleistung davon ab, wo sich die zu erkennenden Objekte innerhalb des
Messbereichs des jeweiligen Sensors befinden.
• Die Stellung der Sensoren zeigt den umstehenden Menschen den Fokus der Aufmerksam-
keit des Roboters an.
Das Ausrichten der Sensoren dient folglich sowohl der Optimierung der Wahrnehmung des Ro-
boters als auch einer intuitiv verständlichen Rückmeldung für die beobachtenden Personen. In
diesem Abschnitt wird diskutiert, wie die Sensoren unter Berücksichtigung der beiden Aspekte
im allgemeinen Fall auszurichten sind.
Die Anforderungen an die Ausrichtung der Sensoren hängen direkt von der verwendeten Hard-
ware ab. Die folgenden Überlegungen beziehen sich auf den Roboter BIRON (siehe Ab-
schnitt 3.1). Dieser ist mit einer Kamera, zwei Mikrofonen und einem Laser-Entfernungsmesser
ausgestattet. Die Sensoren sind auf der Roboterbasis montiert. Sei können folglich durch Be-
wegung der Roboterbasis (Rotation und Translation) ausgerichtet werden. Die Kamera verfügt
darüber hinaus über eine eigenständige Schwenk-Neige-Einheit und kann daher separat bewegt
werden.
Im Folgenden werden zunächst für jeden Sensor die individuellen Einzugsbereiche angegeben
und die jeweiligen Erkennungsleistungen in Abhängigkeit von der Position der zu erkennenden
Objekte erläutert. Aus diesen Fakten werden die Anforderungen an die Ausrichtung der Sensoren
für die Interaktion abgeleitet.
Kamera: Die Kamera von BIRON besitzt eine Zoom-Funktion. Um einen möglichst großen
Bereich zu erfassen, wird sie im Weitwinkelmodus betrieben. Der horizontale (vertikale)
Öffnungswinkel beträgt dabei 48,8◦ (37,6◦).
Die Kamera wird von der Personenverfolgung zur Detektion von Gesichtern und zur Lo-
kalisation des Oberkörpers eingesetzt. Für die Interaktion ist zusätzlich die Erkennung
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von Gesten des Benutzers geplant. Voraussetzung für die jeweiligen Detektionen ist, dass
das Gesicht oder die Hände vollständig, beziehungsweise der Oberkörper in ausreichender
Größe im Kamerabild abgebildet werden. Da der Einzugsbereich der Kamera relativ klein
ausfällt, sollte die Kamera immer möglichst direkt auf die selektierte Person ausgerichtet
werden.
Die Detektion von Gesichtern ist für Personen in einem Bereich von ca. 0,23 m bis 2,5 m
Entfernung zum Roboter möglich. Für die Initialisierung der Lokalisation von Kleidung
muss ein ellipsenförmiger Ausschnitt, dessen Position sich an dem Gesicht der entspre-
chenden Person orientiert, vollständig im Bild liegen (siehe Abschnitt 6.3.1). Zentriert die
Kamera das Gesicht, beträgt der resultierende Mindestabstand der Person 1,3 m. Um ne-
ben dem Gesicht auch die Hände im Blickfeld der Kamera zu halten, muss der Abstand
mindestens 1,2 m betragen.1 Für die vollständige Erfassung der selektierten Person muss
folglich ein Mindestabstand von 1,3 m eingehalten werden.
Mikrofone: Die Mikrofone erfassen den gesamten Bereich vor dem Roboter. Sie werden von der
Personenverfolgung zur Lokalisation von Sprechern eingesetzt. Während der Interaktion
liefern sie ferner das Sprachsignal für die Sprachverarbeitung.
Die Genauigkeit der Lokalisation hängt vom relativen Winkel und Abstand des Sprechers
zum Roboter ab (siehe Abschnitt 6.4.1). Sie verschlechtert sich mit jeweils zunehmendem
Winkel und Abstand. Für die Personenverfolgung ist die Genauigkeit jedoch im gesam-
ten Bereich ausreichend. Die Wortfehlerrate der Spracherkennung hängt in analoger Weise
von der Position des Sprechers ab und verschlechtert sich mit zunehmendem Winkel und
Abstand des Sprechers [Fin04]. Damit die Sprachverarbeitung brauchbare Ergebnisse lie-
fert, sollte der Winkel nicht größer als 30◦ sein. Die Mikrofone sollten folglich möglichst
direkt auf die selektierte Person ausgerichtet werden. Der darüber hinaus zulässige Win-
kelbereich von ±30◦ gibt dabei eine gewisse Flexibilität, die dazu genutzt werden kann,
bei Anwesenheit mehrerer Personen möglichst viele im Einzugsbereich der Sensoren zu
halten.
Laser-Entfernungsmesser: Der Laser-Entfernungsmesser erfasst Objekte im vorderen Bereich
des Roboters auf einer Höhe von 0,3 m. Die Messgenauigkeit ist innerhalb des gesam-
ten Bereichs konstant. Jeder Messdatensatz besteht aus 361 Einzelmessungen, wobei die
Winkeldifferenz zweier aufeinander folgender Messrichtungen 0,5◦ beträgt. Je weiter ein
Objekt folglich vom Laser entfernt ist, desto geringer ist die Anzahl der Messstrahlen, von
denen es erfasst wird.
Die Personenverfolgung setzt den Laser zur Lokalisation von Beinen ein. Um ein Bein
detektieren zu können, sollte es wenigstens von fünf Messstrahlen erfasst werden (siehe
Abschnitt 6.1). Infolgedessen können Beine nur von Personen erkannt werden, die sich
höchstens 3 m vom Roboter entfernt aufhalten.2 Der Laser-Entfernungsmesser gibt somit
1Der vertikale Abstand der Hände zum Gesicht wird dabei als 0,8 m angenommen.
2Der Durchmesser eines Beins wird dabei als 0,13 m angenommen.
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für die Ausrichtung der Sensoren keine Richtung, sondern lediglich einen Maximalabstand
vor.
Für die Aufmerksamkeitssteuerung ergeben sich zusammengefasst folgende Vorgaben bezüglich
der Ausrichtung der Sensoren: Die Kamera sollte immer direkt auf die selektierte Person aus-
gerichtet werden. Die Roboterbasis sollte so gedreht werden, dass möglichst alle anwesenden
Personen im Einzugsbereich des Laser-Entfernungsmessers gehalten werden. Wenn die selek-
tierte Person spricht, sollte der Winkel zu dieser Person möglichst gering und nicht größer als
30◦ sein. Um die Initialisierung der Lokalisation von Kleidung zu ermöglichen und in der Inter-
aktion gleichzeitig den Kopf und die Hände im Blickfeld der Kamera halten zu können, muss der
Abstand mindestens 1,3 m betragen.
Im Folgenden wird der zweite Aspekt diskutiert, der das Ausrichten der Sensoren als Mittel zur
intuitiv verständlichen Rückmeldung für die umstehenden Personen betrifft. Es wird diskutiert,
welche Signalwirkung die Bewegung und Stellung der Sensoren auf den Beobachter hat. Da die
Kamera separat, die Mikrofone und der Laser-Entfernungsmesser dagegen nur in Verbindung
mit der Roboterbasis bewegt werden können, werden Kamera und Roboterbasis getrennt vonein-
ander betrachtet.
Kamera: Die Kamera fällt durch ihre hohe Position auf dem Roboter und ihre schnellen Bewe-
gungen besonders ins Auge. Es ist zu erwarten, dass auch Laien die Kamera, zum Beispiel
aufgrund ihrer Linse, als solche erkennen und den prinzipiellen Nutzen eines solchen Ge-
räts einschätzen können. Die meisten nehmen daher an, dass sie dem Roboter zum Sehen
dient. Die Kamera kann als „das Auge des Roboters“ interpretiert werden.
In der zwischenmenschlichen Kommunikation spielen die Augen beziehungsweise die
Blickrichtung eine wichtige Rolle. Die Blickrichtung zeigt in der Regel den Fokus der
visuellen Aufmerksamkeit an. Da der Bereich des fovealen Sehens beim Menschen mit
ein bis zwei Grad sehr klein ist, befindet sich das Objekt der Aufmerksamkeit ziemlich ge-
nau in Blickrichtung. Wenn Menschen einander in der Kommunikation anschauen, sehen
sie in der Regel auf die Augen oder auf den Mund des Gesprächspartners und signalisie-
ren damit gleichzeitig, dass sie ihm ihre Aufmerksamkeit schenken. Kleine Abweichungen
vom direkten Anschauen können Menschen mühelos erkennen und interpretieren diese als
mangelnde Aufmerksamkeit.
Folglich muss auch beim Roboter die entsprechende Signalwirkung der Stellung der Ka-
mera im Besonderen berücksichtigt werden. Die Kamera sollte direkt auf das Gesicht
der von der Aufmerksamkeitssteuerung selektierten Person zentriert werden. Der Robo-
ter zeigt dadurch dem Benutzer in eindeutiger Weise seine Aufmerksamkeit.
Roboterbasis: Der symmetrische Aufbau und die Positionen von Flachbildschirm und Laser-
Entfernungsmesser ordnen der Roboterbasis eindeutig eine vordere Seite zu. Die Roboter-
basis kann als „der Körper des Roboters“ interpretiert werden. Die Stellung des Körpers
zeigt beim Menschen ebenfalls die Richtung der Aufmerksamkeit an, wenn auch nicht so
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eindeutig wie dies bei der Blickrichtung der Fall ist. Die Roboterbasis sollte sich daher ten-
denziell auch auf die selektierte Person ausrichten. Neben der momentanen Stellung muss
die Signalwirkung der Drehbewegung berücksichtigt werden. Je nachdem, ob dabei der re-
lative Winkel einer Person zum Roboter kleiner oder größer wird, kann die Bewegung als
Zuwenden oder Abwenden der Aufmerksamkeit interpretiert werden. Ein widersprüch-
liches Verhalten des Roboters, das aus dem Ausrichten der Kamera auf eine Person bei
gleichzeitigem Wegdrehen der Roboterbasis resultiert, sollte vermieden werden, da dies
sonst zu Irritationen bei den beobachtenden Personen führen kann.
Neben der Rotation des Roboters spielt auch die Translation und damit der Abstand zu
Personen eine Rolle. Der Roboter darf nicht zu nah an den Benutzer heranfahren. Ein zu
geringer Abstand stört die Kommunikation, da sich der Gesprächspartner bedrängt fühlen
könnte. Der Roboter darf sich auch nicht unaufgefordert schnell auf eine Person zu bewe-
gen, da dies bedrohlich auf den Benutzer wirkt. Folglich sollte sich der Roboter weitge-
hend passiv verhalten. Darüber hinaus wird der Roboter aus Gründen der Sicherheit nicht
rückwärts fahren, da er über keine Sensoren verfügt, die den Bereich hinter dem Roboter
abdecken.
Die Berücksichtigung der Signalwirkung durch die Stellung der Sensoren führt weitestgehend
zu den gleichen Anforderungen an die Ausrichtung der Sensoren, die sich zuvor auch für die
Optimierung der Wahrnehmung ergeben haben.
Zusammengefasst sollte die Kamera, wenn möglich, auf das Gesicht der selektierten Person ge-
richtet werden. Um in der Interaktion auch die Hände zu erfassen, ist es allerdings zeitweilig
erforderlich, die Kamera etwas zu senken. Ein der Interaktionssituation angepasstes Verhalten
des Roboters wird im Abschnitt 7.4 über die top-down gesteuerte Aufmerksamkeit beschrieben.
Die Roboterbasis sollte sich in Richtung der selektierten Person drehen, dabei aber andere Per-
sonen nicht aus dem Wahrnehmungsbereich verlieren. Wenn die selektierte Person spricht, muss
der Winkel weniger als 30◦ betragen, um die Wortfehlerrate der Spracherkennung niedrig zu hal-
ten. Kamera und Roboterbasis dürfen sich, der Signalwirkung wegen, nicht in entgegengesetzter
Richtung bewegen.
7.3 Bottom-up gesteuerte Aufmerksamkeit
Nachdem im vorangegangenen Abschnitt die Ausrichtung der Sensoren für den allgemeinen
Fall bestimmt wurde, wird in den folgenden Abschnitten das genaue Verhalten des Roboters
in verschiedenen sich ergebenden Situationen festgelegt. Zunächst wird die Bereitschaftsphase
betrachtet, in der der Roboter nach neuen Kommunikationspartnern Ausschau hält. Es wird ange-
nommen, dass eine neue Interaktion durch den Benutzer aufgebaut wird, indem dieser den Robo-
ter anspricht. Den Akt des Ansprechens erkennt der Roboter daran, dass die betreffende Person
zur selben Zeit spricht und den Roboter anschaut. Um schnell auf einen Kommunikationswunsch
reagieren zu können, muss die Aufmerksamkeit des Roboters bevorzugt auf Personen gerichtet
werden, die sprechen oder schauen. Sprechaktivität und Blick zum Roboter lassen sich aus der
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multimodalen Personenverfolgung extrahieren. Dies sind die Stimuli, die den Fokus der Auf-
merksamkeit in der Bereitschaftsphase lenken. Personen sind damit in der Lage, durch Sprechen
und Schauen die Aufmerksamkeit des Roboters auf sich zu lenken. Der Roboter wendet keinen
Mechanismus an, um bestimmten Personen dauerhaft mehr oder weniger Aufmerksamkeit zu
widmen. Es ist keine willentliche Steuerung der Aufmerksamkeit beteiligt. In der Bereitschafts-
phase ist folglich eine rein bottom-up gesteuerte Aufmerksamkeit aktiv.
Im folgenden Unterabschnitt wird spezifiziert, wie die relevanten Stimuli aus der multimodalen
Personenverfolgung extrahiert werden. Anschließend wird der Selektionsmechanismus vorge-
stellt, der auf Basis der vorliegenden Stimuli eine Person für den Fokus der Aufmerksamkeit
auswählt. Abschließend wird das situationsabhängige, aktive Verhalten des Roboters, sprich die
Ausrichtung von Roboterbasis und Kamera, beschrieben.
7.3.1 Relevante Stimuli
Die bottom-up gesteuerte Aufmerksamkeit ermöglicht es dem Roboter, seine Aufmerksamkeit
auf potenzielle Kommunikationspartner zu richten. Die für die Steuerung relevanten Stimuli sind
Sprechaktivität und Blick zum Roboter der verfolgten Personen. Für jede Person können die
Eigenschaften spricht und schaut aus dem Verfahren zum multimodalen Anchoring von
Personen (Abschnitt 6.5) ermittelt werden. Je nachdem, ob einem multimodalen Anchor, der eine
bestimmte Person repräsentiert, Stimmen- oder Gesichtsperzepte zugeordnet werden konnten,
hat die Person zum entsprechenden Zeitpunkt gesprochen oder zum Roboter geschaut.
Während die Zuordnung (Nichtzuordnung) eines Stimmenperzepts direkt darauf schließen lässt,
dass eine Person gesprochen (nicht gesprochen) hat, ist die Schlussfolgerung bei Gesichtsper-
zepten nicht so eindeutig. Die Zuordnung eines Gesichtsperzepts bedeutet, dass das Gesicht der
betreffenden Person detektiert worden ist. Damit wird allerdings keine Aussage über die Blick-
richtung getroffen. Da die Ausrichtung des Kopfs und die Blickrichtung jedoch häufig über-
einstimmen, wird vereinfachend angenommen, dass die Zuordnung eines Gesichtsperzepts das
Schauen der Person zum Roboter anzeigt. Aus der Nichtzuordnung eines Gesichtsperzepts kann
wiederum nicht direkt geschlossen werden, dass die betreffende Person nicht zum Roboter ge-
schaut hat. Nur wenn sich die Person zum Zeitpunkt der Messung auch im Einzugsbereich der
Kamera befand, ist die Schlussfolgerung zulässig. Im anderen Fall kann keine Entscheidung be-
züglich der Eigenschaft schaut getroffen werden.
Die Bestimmung der relevanten Stimuli anhand einzelner Zuordnungen von Perzepten ist feh-
leranfällig, da Fehler in der Perzeptgenerierung oder der Zuordnungen direkt zu falschen Er-
gebnissen für die Eigenschaften spricht und schaut führen. Um die Auswirkung einzelner
Fehler zu reduzieren, wird nicht nur der letzte Zeitschritt berücksichtigt, zu dem das jeweilige
Sensorsystem gearbeitet hat. Stattdessen werden alle potenziellen Zuordnungen innerhalb eines
Zeitfensters der Dauer ∆t betrachtet. Abbildung 7.1 veranschaulicht das Vorgehen an einem
Beispiel. Zur Bestimmung der Eigenschaften spricht und schaut für eine einzelne Person
werden innerhalb des Zeitfensters die Anzahl der dieser Person zugeordneten Perzepte n+ und
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Abbildung 7.1: Beispiel für die Berechnung der Eigenschaften spricht und
schaut. In beiden Modalitäten ist innerhalb des betrachteten
Zeitfensters die Anzahl der zugeordneten Perzepte größer als die
Anzahl nicht zugeordneter Perzepte. Beide Eigenschaften treffen
folglich zu.
die Anzahl der nicht zugeordneten Perzepte n− gezählt. Es wird festgelegt, dass die untersuchte
Eigenschaft genau dann zutrifft, wenn n+ ≥ n−.
7.3.2 Selektionsmechanismus
Die Steuerung der Aufmerksamkeit in der Bereitschaftsphase soll den Roboter befähigen, poten-
zielle Kommunikationspartner zu erkennen. Um dieses Ziel effizient zu erreichen, darf der Fo-
kus der Aufmerksamkeit nicht wahllos auf Personen gerichtet werden, sondern sollte bevorzugt
auf solche gerichtet werden, die die Merkmale eines Kommunikationspartners (spricht und
schaut) aufweisen. Der zugehörige Selektionsmechanismus berechnet zu jedem Zeitpunkt t
für jede Person p einen so genannten Relevanzwert Relevanzt(p). Je größer der Wert, desto hö-
her die Relevanz der Person für den Roboter, und desto eher wird die Person selektiert. Der
Relevanzwert fasst die beiden berücksichtigten Stimuli in einer Zahl zusammen. Dazu werden
die Funktionen spricht(·) und schaut(·) eingeführt. Die Funktionen nehmen den Wert 1 (0) an,
wenn die entsprechende Eigenschaft für die Person zutrifft (nicht zutrifft). Der Relevanzwert
einer Person berechnet sich als gewichtete Summe der Funktionswerte:
Relevanzt(p) = csprichtsprichtt(p) + cschautschautt(p) (7.1)
Der Selektionsmechanismus wählt zum Zeitpunkt t aus der Menge aller verfolgten Personen Pt




Eine geeignete Wahl der Gewichte cspricht und cschaut ergibt sich aus der folgenden Überlegung:
Während die Eigenschaft spricht für alle verfolgten Personen zu jedem Zeitpunkt ermittelt
werden kann, ist die Bestimmung der Eigenschaft schaut nur für die Personen möglich, die
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sich im Blickfeld der Kamera befinden. Der Wechsel der Aufmerksamkeit muss daher primär
durch akustische Reize bestimmt werden. Durch die Fokussierung der Aufmerksamkeit auf einen
Sprecher gelangt dieser ins Blickfeld der Kamera, so dass dann auch die Eigenschaft schaut
bestimmt und somit diese Person als ein potenzieller Kommunikationspartner erkannt werden
kann. Damit die Aufmerksamkeit primär durch akustische Reize gelenkt wird, muss die Eigen-
schaft spricht den höheren Einfluss auf den Relevanzwert bekommen. Es gilt daher:
cspricht > cschaut
Der Relevanzwert einer Person kann demzufolge vier verschiedene Werte annehmen. Personen,
für die der höchstmögliche Relevanzwert ermittelt wurde, sprechen und schauen zum Roboter
und werden als potenzielle Kommunikationspartner angesehen.
Modifikation des Selektionsmechanismus
Die Selektion von Personen anhand von Relevanzwerten nach Formel 7.1 beschreibt in bestimm-
ten Situationen nicht immer die geeignete Vorgehensweise. Im Folgenden werden Spezialfälle
und die jeweils notwendigen Modifikationen des Selektionsmechanismus behandelt.
• Aufgrund der geringen Anzahl verschiedener Relevanzwerte kommt es häufig vor, dass zu
einem Zeitpunkt t mehrere Personen den aktuell höchsten Wert aufweisen. In diesem Fall
wird für die Auswahl der Person eine ähnliche Strategie wie in [Was99] verwendet. Es wird
die Person selektiert, die für die längste Zeit nicht mehr im Fokus der Aufmerksamkeit
war. Dieses Vorgehen sorgt dafür, dass die Informationen über die verfolgten Personen
regelmäßig aktualisiert werden können.
• Die Eigenschaften von Personen werden aus dem multimodalen Anchoring extrahiert. Mit
jeder Messung eines der verwendeten Sensorsysteme werden neue Perzepte generiert, wo-
durch sich die Eigenschaften der Personen ändern können. Da die Taktfrequenz, mit denen
Sprecherlokalisation und Gesichtsdetektion arbeiten, zusammen bei mehr als 15 Hz liegt,
besteht die Gefahr, dass der Fokus der Aufmerksamkeit sehr schnell zwischen Personen
hin und her wechselt. Dies hätte die folgenden Nachteile:
– Schnelle Wechsel des Aufmerksamkeitsfokus erfordern ständige Neuausrichtungen
der Sensoren und lassen den Roboter hektisch wirken.
– Wenn der Aufmerksamkeitsfokus zu kurz auf einer Person verharrt, kann die Eigen-
schaft schaut nicht erkannt werden (siehe Abschnitt 7.3.1).
Das Vorgehen des Selektionsmechanismus wird daher wie folgt abgewandelt: Wenn eine
Person neu ausgewählt wird, bleibt der Fokus der Aufmerksamkeit für eine festgelegte
Mindestzeit dmin auf dieser Person, selbst wenn zwischenzeitig eine andere Person einen
höheren Relevanzwert erlangt.
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• Solange sich die Relevanzwerte aller Personen nicht ändern, und genau eine Person den
aktuell höchsten Wert aufweist und damit ausgewählt ist, verharrt der Fokus der Aufmerk-
samkeit auf dieser Person. Dieser Fall tritt zum Beispiel ein, wenn mehrere Personen um
den Roboter herumstehen und ihn anschauen. Nur der ausgewählten Person kann die Ei-
genschaft schaut zugewiesen werden, da sie sich im Blickfeld der Kamera befindet. Für
die Person im Fokus der Aufmerksamkeit ergibt sich ein Relevanzwert von cschaut, wäh-
rend die anderen Relevanzwerte Null sind. Solange die Person nicht gleichzeitig spricht
und dadurch als Kommunikationspartner höchste Relevanz für den Roboter hätte, ist es
sinnvoll, die Aufmerksamkeit trotz höchstem Relevanzwert nach einer gewissen Zeit zu
lösen und auf eine andere Person zu wechseln.
Zu diesem Zweck wird der Effekt der Habituation in den Selektionsmechanismus inte-
griert. Die Habituation setzt den Relevanzwert einer Person, die für eine gewisse Zeit-
spanne dsel im Fokus der Aufmerksamkeit war, auf Null. Dieser Zustand hält für ei-
ne begrenzte Zeitspanne dhab an. Danach wird die Herabsetzung des Relevanzwerts für
die entsprechende Person wieder aufgehoben. Die Habituation wird durch eine Funkti-
on Habituationt(·) realisiert, die den Wert 0 (1) annimmt, wenn der Relevanzwert der
betrachteten Person herabgesetzt (nicht herabgesetzt) werden soll. Die Berechnung des
Relevanzwerts Relevanzt(p) einer Person p zum Zeitpunkt t nach Formel 7.1 wird damit
wie folgt erweitert:
Relevanzt(p) = Habituationt(p) (csprichtsprichtt(p) + cschautschautt(p)) (7.2)
Da es das wesentliche Ziel der bottom-up gesteuerten Aufmerksamkeit ist, den Roboter zu
befähigen, auf Wunsch einer Person in eine Kommunikation einzutreten, haben Personen,
die den Roboter ansprechen, Vorrang gegenüber anderen Personen. Solange für eine Per-
son die beiden Eigenschaften spricht und schaut zutreffen, muss sie im Fokus der
Aufmerksamkeit bleiben. Während dieser Zeit wird daher die Habituation für den poten-
ziellen Kommunikationspartner außer Kraft gesetzt.
Den gesamten Selektionsmechanismus beschreibt der in Abbildung 7.2 angegebene Algorith-
mus SelectPerson. Für die vom Selektionsmechanismus verwendeten Zeitkonstanten haben sich
folgende Werte aus dem praktischen Einsatz des Systems als geeignet erwiesen:
dmin = 1s, dsel = 4s, dhab = 8s
Die Selektion einer Person hat die Ausrichtung der Sensoren zur Folge. Die Auswahl ist ein
interner Prozess, der von außen nicht zu beobachten ist. Er entspricht einem verdeckten Auf-
merksamkeitswechsel (covert shift of attention). Die Ausrichtung der Sensoren zeigt dagegen
den offenen Wechsel der Aufmerksamkeit (overt shift of attention) an. Die Ausrichtung ist The-
ma des folgenden Abschnitts.
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Gegeben seien die zuletzt selektierte Person pselected und die Menge der zum aktuellen Zeitpunkt t
verfolgten Personen Pt. Die Funktion TimeOfSelection(·) gibt für jede Person den Zeitpunkt der
jeweils letzten Selektion an.
Eine Neuselektion erfolgt frühestens nach einer Zeitspanne dmin = 1s:
(1) if t− TimeOfSelection(pselected) < dmin then
(2) return
(3) fi
Wenn die zuletzt selektierte Person spricht und schaut, erfolgt keine Neuselektion:
(4) if Relevanzt(pselected) = cspricht + cschaut then
(5) TimeOfSelection(pselected) ← t
(6) return
(7) fi
Gegebenenfalls Habituation für die selektierte Person beginnen:
(8) if t− TimeOfSelection(pselected) > dsel then
(9) Habituationt′(pselected) ← 0 für t′ ∈ [t, t+ dhab]
(10) fi
Die Person mit dem höchsten Relevanzwert selektieren. Wenn mehrere Personen den momentan
höchsten Relevanzwert haben, dann diejenige auswählen, die am längsten nicht selektiert war:
(11) rmax ← maxp∈Pt Relevanzt(p)
(12) Pmax ← {p ∈ Pt|Relevanzt(p) = rmax}
(13) p? ← argminp∈Pmax TimeOfSelection(p)
Gegebenenfalls Selektion einer neuen Person:
(14) if p? 6= pselected then
(15) pselected ← p?
(16) TimeOfSelection(pselected) ← t
(17) fi.
Abbildung 7.2: Algorithmus SelectPerson zum Selektieren einer Person.
7.3.3 Das Verhalten des Roboters
Nachdem eine Person selektiert wurde, richtet der Roboter seine Sensoren neu aus. In Ab-
schnitt 7.2 wurde diskutiert, wie das Verhalten des Roboters im allgemeinen Fall auszusehen
hat. Während die Kamera immer direkt auf die selektierte Person zu richten ist, bleiben für die
Ansteuerung der Roboterbasis in Abhängigkeit der Sprechaktivität der selektierten Person Va-
riationsmöglichkeiten. Offen ist darüber hinaus, wie vorgegangen werden soll, wenn gar keine
Person anwesend ist. Das Verhalten des Roboters ist folglich von der gegebenen Situation ab-
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hängig.
In der Bereitschaftsphase lassen sich vier charakteristische Situationen ausmachen:
• Es ist keine Person anwesend.
• Der Roboter hat Geräusche wahrgenommen, verfolgt aber im Moment keine Person.
• Mehrere Personen sind anwesend. Keine von ihnen spricht.
• Es gibt mindestens einen Sprecher.
Jede der genannten Situationen führt zu einem anderen Verhalten des Roboters. Die verschie-
denen Verhaltensweisen werden in der Aufmerksamkeitssteuerung durch so genannte Aufmerk-
samkeitszustände spezifiziert. Das gesamte Verhaltensmuster des Roboters wird durch einen end-
lichen Automaten beschrieben, der vier Aufmerksamkeitszustände umfasst.
Die vier Aufmerksamkeitszustände werden mit AS:Sleeping3, AS:Awake, AS:Alert und
AS:Listening bezeichnet. Das Verhalten des Roboters in den Zuständen ist wie folgt:
AS:Sleeping: Der Roboter befindet sich im Ruhezustand, da sich für längere Zeit keine Perso-
nen in seiner Nähe aufgehalten haben. Die Bildverarbeitung wird nicht benötigt und ausge-
schaltet, um die begrenzten Ressourcen des Roboters zu schonen. Die Aufmerksamkeit des
Roboters kann folglich nur noch durch akustische Reize erlangt werden. Der Laser wird
weiterhin zur Detektion von Beinen und zum Verfolgen von Personen eingesetzt. Um das
Nichtverwenden der Kamera zu demonstrieren, wird sie nach unten gesenkt und dann nicht
weiter bewegt. Auch die Roboterbasis wird nicht bewegt. Der Roboter soll den Eindruck
erwecken, dass er schläft. Der Schlafzustand AS:Sleeping ist zugleich der Startzustand des
endlichen Automaten.
AS:Awake: In diesem Zustand befindet sich der Roboter, wenn er aufgrund akustischer Reize
neue Personen erwartet, obwohl momentan keine Personen verfolgt werden. Alle Sensor-
systeme sind aktiv. Der Roboter ist bereit, schnell auf herankommende Personen zu rea-
gieren. Die Roboterbasis und die Kamera werden nicht bewegt. Die Kamera ist nach vorne
ausgerichtet.
AS:Alert : Dies ist ein Zustand erhöhter Wachsamkeit, wenn sich Personen in der Nähe des
Roboters aufhalten, von denen aber keine spricht. In diesem Fall ist noch keine Interakti-
onsabsicht der Personen zu erkennen. Daher verhält sich der Roboter weitgehend passiv,
das heißt die Basis wird nicht bewegt. Die Kamera wird allerdings immer auf das Ge-
sicht der selektierten Person ausgerichtet. Dies signalisiert ein neugieriges Umherschauen
des Roboters und ermöglicht zugleich, Informationen über die anwesenden Personen zu
erlangen, zum Beispiel deren Identität.
3Das Präfix AS: zeigt an, dass es sich um einen Zustand des endlichen Automaten der Aufmerksamkeitssteue-
rung handelt.











Abbildung 7.3: Endlicher Automat, der das Verhalten des Roboters im Bottom-
up-Modus modelliert.
AS:Listening: Diesen Zustand nimmt der Roboter ein, wenn er wenigstens einen Sprecher re-
gistriert. Die Kamera wird auf das Gesicht der selektierten Person ausgerichtet. Die Robo-
terbasis richtet sich durch Rotation so aus, dass möglichst viele der anwesenden Personen
im Wahrnehmungsbereich des Lasers gehalten werden. Gleichzeitig wird beachtet, dass
der relative Winkel zur selektierten Person (dem Sprecher) klein gehalten wird, um die
Wortfehlerrate der Spracherkennung gering zu halten. Die Roboterbasis dreht sich nie von
der selektierten Person weg, da dieses Verhalten als Abwendung der Aufmerksamkeit in-
terpretiert werden könnte.
Die Wechsel zwischen den Aufmerksamkeitszuständen werden durch Ereignisse ausgelöst, die
aus dem multimodalen Anchoring für Personen abgeleitet werden. Die vier Zustände und die im
Folgenden beschriebenen Ereignisse und Zustandswechsel sind in der Abbildung 7.3 dargestellt.
Aus dem Schlafzustand AS:Sleeping kann der Roboter aufgrund der deaktivierten Bildverarbei-
tung nur durch akustische Reize geweckt werden. Der Wechsel zum Wachzustand AS:Awake er-
folgt, wenn innerhalb einer gewissen Zeitspanne dnoise ununterbrochen Stimmenperzepte durch
das entsprechende Sensorsystem generiert werden (Ereignis PT:Noise4). Es ist dabei nicht er-
forderlich, dass gleichzeitig Personen verfolgt werden. Der Roboter wacht also durch Geräusche
auf. Er wacht dagegen nicht auf, wenn sich Personen vor dem Roboter aufhalten, die nicht reden.
Die Einschränkung auf akustische Reize lässt den Schlafzustand auf den Beobachter authenti-
scher wirken. Sobald wenigstens eine Person erfasst wird (Ereignis PT:Person), wechselt der
Roboter vom Wachzustand AS:Awake in den Zustand erhöhter Aufmerksamkeit AS:Alert. Wenn
sich unter den Personen ein Sprecher befindet (Ereignis PT:SpeakingPerson), erfolgt der
Übergang zum Aufmerksamkeitszustand AS:Listening. Die Folge der beschriebenen Wechsel
führt zu einer stetigen Erhöhung der Aufmerksamkeit des Roboters, beginnend mit dem Schlaf-
zustand und endend mit aktivem Zuhören.
In analoger Weise können die Aufmerksamkeitszustände in entgegengesetzter Richtung durch-
laufen werden. Wenn für eine gewisse Zeitspanne dquiet keine der verfolgten Personen mehr
spricht (Ereignis PT:NoSpeakingPerson), wechselt der Roboter vom Zustand AS:Listening
4Das Präfix PT: zeigt an, dass es sich um ein Ereignis handelt, das sich aus dem Personen-Tracking ergibt.
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zum Zustand AS:Alert. Die Verzögerung des Wechsels garantiert, dass der Roboter auch während
kurzer Sprechpausen im Zustand des aktiven Zuhörens bleibt und dadurch jederzeit die Mikrofo-
ne auf den aktuellen Sprecher ausrichtet. Aus dem Zustand AS:Alert erfolgt der Übergang zum
Zustand AS:Awake, wenn sich keine Person mehr im Wahrnehmungsbereich des Roboters befin-
det (Ereignis PT:NoPerson). Dasselbe Ereignis kann auch im Zustand AS:Listening eintreten
und führt ebenfalls zum direkten Übergang zum Wachzustand AS:Awake. Aus dem Wachzustand
gelangt der Roboter schließlich wieder in den Schlafzustand AS:Sleeping, wenn über einen län-
geren Zeitraum dsilence das Ereignis PT:Noise nicht auftritt, der Roboter also keine Geräusche
wahrnimmt. Dieses Ereignis wird entsprechend mit PT:NoNoise bezeichnet.
Für die in den Ereignissen verwendeten Zeitkonstanten haben sich folgende Werte aus dem prak-
tischen Einsatz des Systems als geeignet erwiesen:
dnoise = 1s, dsilence = 1s, dquiet = 3s
7.4 Top-down gesteuerte Aufmerksamkeit
Während der Interaktionsphase benötigt der Roboter die Fähigkeit, seine Aufmerksamkeit durch-
gehend auf den Benutzer zu richten. Andere Personen werden ignoriert, selbst wenn diese nach
dem Bewertungskriterium aus Abschnitt 7.3.2 einen höheren Relevanzwert aufweisen. In der In-
teraktionsphase wird die Aufmerksamkeit sozusagen willentlich auf dem Benutzer gehalten. In
diesem Fall handelt es sich folglich um eine top-down gesteuerte Aufmerksamkeit.
Abhängig von der geplanten Anwendung und der jeweiligen Situation in der Interaktion mit dem
Benutzer ist es notwendig, dass der Roboter auch in der top-down gesteuerten Aufmerksamkeit
unterschiedliche Verhaltensweisen zeigt. In manchen Situationen ist es zum Beispiel notwendig,
dass der Roboter den Benutzer von einer festen Position aus beobachtet, während es in anderen
Situationen erwünscht ist, dass der Roboter dem Benutzer hinterherfährt. Die erforderlichen Ver-
haltensweisen können analog zur bottom-up gesteuerten Aufmerksamkeit durch entsprechende
Aufmerksamkeitszustände realisiert werden. Während die bottom-up gesteuerte Aufmerksam-
keit weitgehend unabhängig von der beabsichtigten Anwendung ist, müssen bei der Gestaltung
der top-down gesteuerten Aufmerksamkeit die geplanten Fähigkeiten des Roboters berücksich-
tigt werden.
Die hier entwickelte Aufmerksamkeitssteuerung kommt auf dem Roboter BIRON zum Einsatz.
BIRON soll mit Interaktionsfähigkeiten ausgestattet werden, die für das so genannte Home-Tour-
Szenario benötigt werden. Ein solcher Roboter wird von Anwendern im privaten Haushalt ein-
gesetzt. Neu gekauft und ausgepackt können dem Roboter in einem interaktiven Prozess Gegen-
stände und Orte gezeigt und beschrieben werden, die für spätere Interaktionen und Aufgabenstel-
lungen relevant sind. Dem Benutzer soll es möglich sein, mit dem Roboter natürlichsprachlich
zu kommunizieren. Um auf Objekte zu verweisen, können neben Sprache auch deiktische Ge-
sten verwendet werden. Der Roboter erfasst benannte Objekte mit seiner Kamera und speichert
neben der Ansicht des Objekts Informationen wie Position, Größe und zusätzliche sprachliche
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Angaben des Benutzers. Um neue Objekte zu zeigen, ist es dem Benutzer möglich, den Roboter
zu einer neuen Position im Haus zu führen.
Aus der geplanten Anwendung kristallisieren sich für die personenbasierte Aufmerksamkeit drei
charakteristische Situationen heraus, in denen der Roboter unterschiedliche Verhaltensweisen
zeigen muss:
• Der Roboter wartet auf neue sprachliche Anweisungen.
• Der Benutzer zeigt neue Objekte, wobei potenziell deiktische Gesten eingesetzt werden.
• Der Benutzer führt den Roboter an eine neue Position.
Die zweite Situation unterscheidet sich von der ersten im Wesentlichen dadurch, dass der Roboter
zusätzlich auf Gesten achten muss. Dazu muss er die Kamera so ausrichten, dass neben dem
Gesicht des Benutzers auch dessen Hände erfasst werden können.
Entsprechend der aufgezeigten Situationen werden die jeweils erforderlichen Verhaltenswei-
sen des Roboters durch drei Aufmerksamkeitszustände realisiert. Die Zustände werden mit
AS:Person, AS:Show und AS:Follow bezeichnet.
AS:Person: Dies ist der Grundzustand der Interaktionsphase, in dem der Roboter neue Anwei-
sungen des Benutzers erwartet. Die Roboterbasis richtet sich durch Rotation auf den Be-
nutzer aus. Die Kamera ist auf das Gesicht fokussiert. Durch dieses Verhalten signalisiert
der Roboter seine Bereitschaft und Aufmerksamkeit gegenüber dem Benutzer.
AS:Show: Sobald sich aus der Kommunikationssituation erkennen lässt, dass der Benutzer auf
Objekte durch deiktische Gesten verweisen wird, muss die Kamera etwas nach unten ge-
neigt werden, um neben dem Gesicht auch die Hände in das Blickfeld der Kamera zu
bekommen. Bis auf die veränderte Ausrichtung der Kamera ist das Verhalten dasselbe wie
im Zustand AS:Person.
AS:Follow: Dieser Zustand ist dafür gedacht, dass der Benutzer den Roboter durch Vorausge-
hen zu einer neuen Position führen kann. Zu diesem Zweck wird die Roboterbasis, wie in
den beiden anderen Zuständen, auf den Benutzer ausgerichtet. Zusätzlich fährt der Robo-
ter in Richtung des Benutzers und versucht einen optimalen Abstand einzuhalten. Wenn
der Benutzer beginnt, sich vom Roboter zu entfernen, fängt der Roboter an, dem Benutzer
hinterher zu fahren. Somit kann der Roboter komfortabel über längere Strecken zu einem
anderen Ort geführt werden.
Wenn der Benutzer vorausgeht, wird er in der Regel in Gehrichtung schauen. Das Gesicht
ist dann nicht mehr der Kamera zugewandt und kann nicht detektiert werden. In dieser
Situation kann die Kamera nur noch zum Verfolgen des Oberkörpers vom Benutzer einge-
setzt werden. Die Kamera fokussiert in diesem Zustand den Oberkörper, indem sie nach
unten geneigt wird. Sie wird jedoch nur so weit geneigt, dass der Kopf des Benutzers noch
erfasst wird und das Gesicht erneut detektiert werden kann.











Abbildung 7.4: Endlicher Automat, der das Verhalten des Roboters im Top-down-
Modus modelliert. Der Zustand AS:Object ist gestrichelt gezeich-
net, da er eine Sonderrolle einnimmt: In diesem Zustand gibt die
Personenaufmerksamkeit die Kontrolle über die Ansteuerung der
Sensoren temporär an die Objektaufmerksamkeit ab.
Alle bisher beschriebenen Aufmerksamkeitszustände realisieren eine personenbasierte Aufmerk-
samkeitssteuerung. Der Fokus richtet sich ausschließlich auf Menschen. Während der Interakti-
on kann der Benutzer jedoch auch auf Objekte verweisen, zum Beispiel sprachlich oder durch
deiktische Gesten. In dieser Situation werden für die Aufmerksamkeit des Roboters neben dem
Benutzer auch Objekte relevant. Der Roboter muss dann zwischenzeitig den Fokus der Aufmerk-
samkeit von dem Benutzer abwenden und auf die verwiesenen Objekte richten. Dies geschieht
vornehmlich durch das Ausrichten der Kamera. Die objektbasierte Aufmerksamkeitssteuerung
geht über die Zielsetzung dieser Arbeit hinaus und wird deshalb hier nicht behandelt. Dennoch
wird in der hier vorgestellten Aufmerksamkeitssteuerung die Möglichkeit zur Fokussierung von
Objekten durch einen weiteren Aufmerksamkeitszustand AS:Object berücksichtigt. In diesem
Zustand hat nicht mehr die personenbasierte Aufmerksamkeitssteuerung Kontrolle über die An-
steuerung von Roboterbasis und Kamera. Die Kontrolle wird temporär an eine entsprechende
objektbasierte Aufmerksamkeitssteuerung übergeben. Die top-down gesteuerte Aufmerksamkeit
umfasst damit die vier Zustände AS:Person, AS:Show, AS:Follow und AS:Object. Der zugehö-
rige endliche Automat ist in Abbildung 7.4 dargestellt.
Die Wechsel zwischen den vier Aufmerksamkeitszuständen ergeben sich im Wesentlichen durch
den sprachlichen Dialog mit dem Benutzer. Das Verhalten des Roboters kann durch Anweisun-
gen, wie zum Beispiel „Folge mir!“ (Wechsel zum Zustand AS:Follow) oder „Ich zeige dir
etwas!“ (Wechsel zum Zustand AS:Show), bestimmt werden. Die Wechsel zwischen Zustän-
den können aber auch aufgrund anderer Ereignisse erfolgen, die sich nicht aus dem sprachlichen
Dialog ergeben. Wenn der Roboter sich zum Beispiel im Zustand AS:Show befindet und eine
deiktische Geste erwartet, hängt der Zustandswechsel davon ab, ob eine Geste erkannt wird, oder
nicht. Im Erfolgsfall wird der Zustand für die Objektaufmerksamkeit AS:Object eingenommen,
im anderen Fall wechselt die Aufmerksamkeitssteuerung wieder zum Grundzustand AS:Person.
Das heißt, Ereignisse, die in der top-down gesteuerten Aufmerksamkeit zu Zustandswechseln
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führen, können durch unterschiedliche Komponenten ausgelöst werden.
Für die Anwendung von BIRON im Home-Tour-Szenario werden neben der Aufmerksamkeits-
steuerung diverse andere Komponenten benötigt, wie Sprachverarbeitung, Dialogsteuerung, Ge-
stenerkennung, objektbasierte Aufmerksamkeitssteuerung und ein Szenemodell, in dem Informa-
tionen über die gezeigten Objekte gespeichert werden (vgl. [Haa04]). Alle Komponenten werden
in einer entsprechenden Software-Architektur miteinander verknüpft [Kle05]. Die ausführlichere
Beschreibung geschieht im folgenden Abschnitt 7.6. Für die Architektur von BIRON wurde eine
neue, zentrale Komponente, der so genannte Execution Supervisor (siehe Abschnitt 7.6.1), ent-
wickelt, der sowohl den Datenaustausch zwischen Komponenten koordiniert als auch einzelne
Komponenten konfiguriert. Der Execution Supervisor ist auch dafür zuständig, die Aufmerksam-
keitssteuerung zu konfigurieren. Das bedeutet, die Ereignisse, die zu Wechseln von Aufmerk-
samkeitszuständen des Top-down-Modus führen, kommen nicht direkt von anderen Modulen,
wie Dialogsteuerung oder Gestenerkennung, sondern werden vom Execution Supervisor an die
Aufmerksamkeitssteuerung übermittelt. Dies ist Thema des Abschnitts 7.6.2.
7.5 Das Gesamtverhalten des Roboters
Das Verhalten des Roboters in der bottom-up und top-down gesteuerten Aufmerksamkeit wird
jeweils durch endliche Automaten modelliert. Durch Kombination beider Automaten zu einem
Gesamtautomaten kann das Verhalten des Roboters im ganzen Interaktionsszenario beschrieben
werden. Durch das Zusammenführen der Aufmerksamkeitszustände ergeben sich weitere Tran-
sitionen (siehe Abbildung 7.5):
• Übergänge zwischen den Zuständen der bottom-up zur top-down gesteuerten Aufmerk-
samkeit entsprechen dem Vorgang, dass der Roboter aus der Beobachtung der anwesenden
Personen ein Individuum als neuen Kommunikationspartner identifiziert hat. Es beginnt
eine Phase der Interaktion mit dem ausgewählten Benutzer.
• Übergänge zwischen den Zuständen der top-down zur bottom-up gesteuerten Aufmerk-
samkeit kennzeichnen das Ende der Interaktion mit dem Benutzer. Der Roboter steht für
einen neuen Kommunikationspartner bereit und beobachtet dazu wieder alle Personen in
seiner Nähe.
Transitionen zwischen den Aufmerksamkeitszuständen beider Modi werden ebenfalls durch Er-
eignisse ausgelöst, die vom Execution Supervisor empfangen werden. Alle Ereignisse, welche
die top-down gesteuerte Aufmerksamkeit betreffen, werden im folgenden Abschnitt spezifiziert.
7.6 Integration in die Software-Architektur des Roboters
Die auf dem Roboter BIRON für das Home-Tour-Szenario eingesetzten Software-Komponenten
sind in einer Drei-Schichten-Architektur [Gat98] organisiert. Dabei handelt es sich um eine


























































Abbildung 7.5: Endlicher Automat, der das Gesamtverhalten des Roboters model-
liert. Transitionen, bei denen Zustände des Top-down-Modus be-
teiligt sind, werden durch Ereignisse vom Execution Supervisor
ausgelöst (Präfix ES:). Die übrigen Transitionen werden durch
Ereignisse ausgelöst, die sich aus der Personenverfolgung ablei-
ten lassen (Präfix PT:).
hybride Architektur. Hybride Architekturen kombinieren die Vorteile reaktiver und deliberati-
ver Steuerung. Module einer reaktiven Steuerung verarbeiten Sensordaten und berechnen dar-
aus ein direktes Antwortverhalten des Roboters. Sie sind durch enge Sensor-Aktions-Schleifen
charakterisiert. Die Module einer reaktiven Steuerung eignen sich besonders, um in dynami-
schen Umgebungen auf Veränderungen zu reagieren (Reflex, Reizreaktion). Sie arbeiten auf ei-
ner kleinen Zeitskala. Module einer deliberativen Steuerung dagegen realisieren die Planung in
einem Robotersystem. Die typische deliberative Vorgehensweise besteht aus den drei Schritten
Wahrnehmen–Planen–Ausführen [Nil82]. Da Planung zeitintensiv ist, arbeiten die Module einer
deliberativen Steuerung auf einer größeren Zeitskala.
In einer hybriden Architektur arbeiten reaktive und deliberative Komponenten nicht vollständig
unabhängig voneinander. Die deliberative Steuerung muss die reaktive Steuerung so konfigu-
rieren, dass gestellte Aufgaben effizient gelöst werden. Die reaktive Steuerung wiederum muss
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bei plötzlich und unerwartet auftretenden Schwierigkeiten bei der Ausführung von Plänen die
deliberative Steuerung benachrichtigen, damit die Pläne entsprechend modifiziert werden. Der
Datenaustausch zwischen reaktiver und deliberativer Steuerung ist aufgrund der verschiedenen
Zeitskalen, auf denen die Prozesse arbeiten, in der Regel die zentrale Herausforderung hybrider
Architekturen. Häufig werden zwischengelagerte Module eingeführt, die die Vermittlung über-
nehmen. In diesem Fall kann man die Module in drei Schichten unterteilen: deliberative, reaktive
und intermediäre Schicht. Man spricht in diesem Fall von Drei-Schichten-Architekturen.
In der Drei-Schichten-Architektur von BIRON (siehe Abbildung 7.6) stellen die personenbasierte
Aufmerksamkeitssteuerung in Verbindung mit der Personenverfolgung Komponenten der reakti-
ven Schicht dar. Sensordaten von Kamera, Mikrofonen und Laser werden verarbeitet und führen
zu direkten Steuerungsanweisungen von Roboterbasis und Kamera. In analoger Weise handelt
es sich bei der objektbasierten Aufmerksamkeitssteuerung, die Informationen von der Geste-
nerkennung bezieht, um eine reaktive Komponente. Die Dialogsteuerung in Verbindung mit der
Sprachverarbeitung führt dagegen planerische Aufgaben durch und arbeitet auf einer größeren
Zeitskala. Sie ist daher auf der deliberativen Schicht verortet. Die zentrale Komponente der Ar-
chitektur von BIRON ist der so genannte Execution Supervisor.
7.6.1 Execution Supervisor
Der Execution Supervisor [Kle05] kontrolliert den Zustand des Gesamtsystems, steuert sequen-
zielle Abläufe, synchronisiert Ereignisse verschiedener Module und kontrolliert den modulwei-










Abbildung 7.7: Funktionsweise von Zustandskategorien: Der aktuelle Zustand sei
ES:NoCP. Das erste in der Warteschlange anliegende Ereignis
DS:Register kann nicht angewandt werden. Da aber in dersel-
ben Kategorie ein Zustand ES:CP existiert, auf den das Ereignis
angewandt werden könnte, wird es nicht verworfen sondern zu-
rückgestellt. Nachdem das folgende Ereignis AS:CPFound nun
zum Wechsel in den Zustand ES:CP führt, kann das zurückge-
stellte Ereignis anschließend verarbeitet werden.
ten Datenaustausch, wenn Informationen mit begrenzter Gültigkeitsdauer versendet werden. Der
Execution Supervisor konfiguriert Module der reaktiven und der intermediären Schicht und sen-
det Statusmeldungen an die Module der deliberativen Schicht. Die Module wiederum senden
an den Execution Supervisor Ereignisse, die eine zeitlich begrenzte Gültigkeit haben. Gültige
Ereignisse können zu Zustandswechseln des Execution Supervisor führen, nicht mehr gültige
Ereignisse werden zurückgewiesen.
Der Execution Supervisor ist als erweiterter deterministischer endlicher Automat realisiert. Jeder
Zustand des Automaten repräsentiert einen Zustand des Gesamtsystems. Der Automat modelliert
die sequenziellen Abläufe im Gesamtsystem. Transitionen werden durch Ereignisse ausgelöst,
die von anderen Modulen gesendet wurden. Jedes Ereignis trägt einen Zeitstempel, der angibt,
wann es erzeugt wurde, und es enthält Informationen darüber, wie lange das Ereignis gültig ist.
Zudem können jedem Ereignis Daten angehängt werden, die jedoch vom Execution Supervisor
nicht interpretiert werden beziehungsweise keinen Einfluss auf Transitionen haben. Der Execu-
tion Supervisor speichert die angehängten Daten zwischen, um sie zu einem späteren Zeitpunkt
an andere Module weitersenden zu können.
Eintreffende Ereignisse werden zunächst anhand ihres Zeitstempels in eine Ereignis-Warte-
schlange einsortiert. Die ältesten Ereignisse werden immer zuerst verarbeitet. Ein Ereignis führt
zu einer Transition, sofern eine solche für den momentanen Zustand des endlichen Automaten
vorgesehen ist. Kann das Ereignis nicht angewendet werden, wird es ignoriert und an den Sender
zurückgewiesen. Eine Ausnahme wird gemacht, wenn Ereignisse synchronisiert werden müssen,
wenn also erst das Vorliegen mehrerer Ereignisse zu einem Wechsel führt. Die Ereignissynchro-
nisation wird im Execution Supervisor durch so genannte Zustandskategorien realisiert. Eine
Kategorie fasst mehrere Zustände zusammen. Wenn ein Ereignis vorliegt, das im momentanen
Zustand nicht anwendbar ist, es aber bei einem anderen Zustand, der sich in derselben Kategorie
wie der momentane Zustand befindet, zu einer Transition führen kann, so wird es nicht verwor-
fen, sondern zurückgestellt. Abbildung 7.7 erläutert die Vorgehensweise anhand eines Beispiels.
Mit jeder Transition wird eine Aktion durchgeführt. Eine Aktion besteht aus dem Versenden von




























































Abbildung 7.8: Erweiterter endlicher Automat des Execution Supervisor.
Nachrichten an andere Module. Nachrichten, die an Module der deliberativen Schicht gesendet
werden, heißen Statusmeldungen. Diese informieren die Module über Zustandsänderungen, die
daraufhin ihre Vorgehensweise abstimmen. Nachrichten, die an Module der reaktiven Schicht ge-
sendet werden heißen Kommandos. Sie konfigurieren die Module, das heißt sie schreiben deren
Vorgehensweise vor. Statusmeldungen und Kommandos können wiederum mit Daten versehen
sein, die vorher mit Ereignissen eingetroffen waren und zwischengespeichert wurden.
Die Realisierung des erweiterten endlichen Automaten des Execution Supervisor für die Anwen-
dung im Home-Tour-Szenario ist in Abbildung 7.8 angegeben. Im folgenden Abschnitt wird der
Datenaustausch zwischen Execution Supervisor und Aufmerksamkeitssteuerung betrachtet.
7.6.2 Konfiguration der Aufmerksamkeitssteuerung
Die Aufmerksamkeitssteuerung sendet als Modul der reaktiven Schicht Nachrichten in Form von
Ereignissen an den Execution Supervisor. Sie informiert im Wesentlichen über ihren aktuellen
Zustand, zum Beispiel ob potenzielle Kommunikationspartner beobachtet werden konnten, oder
ob der aktuelle Benutzer bei der Personenverfolgung verloren gegangen ist. Der Execution Su-
pervisor wiederum sendet Kommandos an die Aufmerksamkeitssteuerung und löst damit dort
Transitionen im endlichen Automaten aus. Dies gilt zumindest dann, wenn Aufmerksamkeits-
zustände des Top-down-Modus beteiligt sind. Im Top-down-Modus erfolgen die Wechsel von
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Tabelle 7.1: Die Tabelle gibt an, welche Zustände die Aufmerksamkeitssteuerung
in Abhängigkeit vom Zustand des Execution Supervisor einnehmen
kann. Im Top-down-Modus gibt es eine eindeutige Korrespondenz.











Zuständen im Execution Supervisor und in der Aufmerksamkeitssteuerung synchron. Es gibt ei-
ne direkte Korrespondenz zwischen den Zuständen (siehe auch Tabelle 7.1). Mit jeder Transition
im Execution Supervisor wird ein Kommando an die Aufmerksamkeitssteuerung gesendet, wel-
ches dort die entsprechende Transition auslöst. Der Execution Supervisor kontrolliert folglich im
Top-down-Modus das Verhalten der Aufmerksamkeitssteuerung.
Im Folgenden wird der Datenaustausch zwischen Aufmerksamkeitssteuerung und Execution Su-
pervisor anhand von Standardsituationen im Home-Tour-Szenario genauer beleuchtet.
Beginn einer Interaktion: Der Beginn einer Interaktion geht mit dem Wechsel zwischen
Bottom-up- und Top-down-Modus der Aufmerksamkeitssteuerung einher. Es müssen dazu
zwei Bedingungen erfüllt sein:
• Eine Person ist von der Aufmerksamkeitssteuerung als potenzieller Kommunikati-
onspartner eingestuft worden, hat also zur selben Zeit zum Roboter geschaut und
gesprochen.
• Die Dialogsteuerung hat aufgrund einer von der Sprachverarbeitung erkannten Äuße-
rung den Beginn eines Dialogs registriert, zum Beispiel durch die Äußerung „Hallo
BIRON!“.
Jede Bedingung für sich alleine ist zu schwach, um eine Kommunikation zu beginnen.
Wenn zum Beispiel eine Person mit einer anderen über den Roboter spricht, wird sie si-
cherlich zwischendurch auch mal den Roboter anschauen. In diesem Fall würde sie gleich-
zeitig zum Roboter schauen und sprechen, obwohl sie nicht mit dem Roboter in Kontakt
treten möchte. Ebenso kann es passieren, dass der Roboter aus dem Gespräch zweier Per-
sonen Äußerungen wahrnimmt, die als Beginn eines Dialogs mit dem Roboter verstanden
werden könnten. Auch in diesem Fall darf der Roboter nicht reagieren. Um die Robustheit
7.6 Integration in die Software-Architektur des Roboters 119
des Anmeldeprozesses zu erhöhen, müssen also beide Bedingungen vorliegen. Die ent-
sprechenden Ereignisse werden nicht notwendigerweise zeitgleich registriert. Der Wechsel
erfolgt daher dann, wenn beide Ereignisse in einem begrenzten zeitlichen Intervall eintref-
fen. Diese Vorgabe wird durch den Execution Supervisor über zwei in einer Kategorie
zusammengefasste Zustände realisiert (ES:NoCP und ES:CP ).
Die Zustandswechsel in den jeweiligen endlichen Automaten von Aufmerksamkeitssteue-
rung und Execution Supervisor ergeben sich wie folgt: Wenn die Aufmerksamkeitssteue-
rung einen potenziellen Kommunikationspartner registriert hat, sendet sie ein entsprechen-
des Ereignis an den Execution Supervisor. Sie sendet das Ereignis AS:CPFound, wenn
zuvor kein potenzieller Kommunikationspartner verfolgt wurde beziehungsweise das Er-
eignis AS:CPChanged, wenn eine andere Person die Eigenschaften des potenziellen
Kommunikationspartners aufweist. Der Execution Supervisor wechselt daraufhin vom Zu-
stand ES:NoCP direkt in den Zustand ES:CP. In entsprechender Weise sendet die Auf-
merksamkeitssteuerung das Ereignis AS:CPLost, wenn die zuvor als potenzieller Kom-
munikationspartner eingestufte Person in der Personenverfolgung verloren gegangen ist.
Der Execution Supervisor wechselt daraufhin wieder direkt in den Zustand ES:NoCP. Mit
jedem Ereignis werden Daten über die betreffende Person, insbesondere eine eindeutige
ID an den Execution Supervisor übermittelt.
Die zweite Bedingung, das Registrieren einer sprachlichen Äußerung, die von der Dialog-
steuerung als Beginn eines Dialogs interpretiert wird, führt dazu, dass die Dialogsteuerung
ein entsprechendes Ereignis an den Execution Supervisor sendet. Je nach Äußerung, wie
zum Beispiel „Hallo BIRON!“, „Folge mir!“ oder „Ich zeige dir etwas.“, wird eines der
Ereignisse DS:Register, DS:Follow oder DS:Show gesendet. Jedes Ereignis ist mit
einer begrenzten Gültigkeitsdauer versehen. Befindet sich der Execution Supervisor be-
reits im Zustand ES:CP, führt das Ereignis direkt zum Wechsel in einen der Zustände
ES:Person, ES:Follow oder ES:Show. Die Anmeldung eines Benutzers ist damit erfolgt.
Mit der Transition benachrichtigt der Execution Supervisor wiederum die Aufmerksam-
keitssteuerung durch ein entsprechendes Kommando, das als Daten die ID der betreffenden
Person enthält. Dieses veranlasst die Aufmerksamkeitssteuerung in den Top-down-Modus
zu wechseln und die Aufmerksamkeit auf den neuen Benutzer, also die Person mit ent-
sprechender ID, zu richten. Im anderen Fall, wenn der Execution Supervisor sich noch im
Zustand ES:NoCP befand, kann das Ereignis der Dialogsteuerung nicht angewandt wer-
den. Es wird aber, so lange es noch gültig ist, in der Ereignis-Warteschlange gehalten,
da es im anderen Zustand ES:CP, welcher derselben Kategorie angehört, eine Transition
auslösen kann. Die Kategorie mit den Zuständen ES:NoCP und ES:CP realisiert somit
die Synchronisation der zwei Ereignisse, die für den Beginn einer Interaktion erforderlich
sind.
Ende einer Interaktion: Das Ende einer Interaktion resultiert entweder aus der sprachlichen
Abmeldung des Benutzers oder dadurch, dass die Personenverfolgung den Benutzer ver-
liert, wenn zum Beispiel der Benutzer vom Roboter weggeht. Im ersten Fall sendet die
Dialogsteuerung das Ereignis DS:Checkout an den Execution Supervisor. Dieser wech-
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selt, sofern er sich im Zustand ES:Person befand, in den Zustand ES:CP. Mit der Transition
wird ein Kommando an die Aufmerksamkeitssteuerung übermittelt, die den Übergang vom
Zustand AS:Person in den Zustand AS:Listening veranlasst. Im zweiten Fall benachrich-
tigt die Aufmerksamkeitssteuerung den Execution Supervisor durch Senden des Ereignis-
ses AS:CPLost, dass die Personenverfolgung den Benutzer verloren hat. Der Execution
Supervisor wechselt daraufhin in den Ausgangszustand ES:NoCP, wobei mit der Transiti-
on ein Kommando an die Aufmerksamkeitssteuerung gesendet wird, das diese veranlasst,
in den Zustand AS:Listening zu wechseln.
Beide Fälle führen bei der Aufmerksamkeitssteuerung zum Wechsel vom Top-down-Mo-
dus in den Bottom-up-Modus. Der Roboter löst seine Aufmerksamkeit vom Benutzer und
beginnt erneut die Personen in seiner Nähe zu beobachten.
Anweisungen: Ausgehend vom Standardzustand der Interaktion kann der Benutzer über sprach-
liche Äußerungen das Verhalten des Roboters ändern beziehungsweise den Roboter in
einen anderen Zustand führen. Die Anweisungen veranlassen die Dialogsteuerung dazu,
entsprechende Ereignisse an den Execution Supervisor zu senden. Anweisungen wie „Fol-
ge mir!“ oder „Schau mal her!“ führen zum Wechsel in die Zustände ES:Follow bezie-
hungsweise ES:Show. Mit einer Abbruchanweisung, wie zum Beispiel „Stopp!“ kann der
Roboter in analoger Weise immer wieder in den Grundzustand gebracht werden. Mit den
Transitionen im Execution Supervisor gehen entsprechende Wechsel in der Aufmerksam-
keitssteuerung einher (siehe auch Tabelle 7.1). Der Roboter zeigt somit auf Anweisungen
des Benutzers gewünschte Verhaltensweisen.
Hinterherfahren: Wenn der Roboter im Folgen-Modus hinter dem Benutzer herfährt und der
Benutzer schneller geht, als der Roboter folgen kann, dann droht der Roboter beziehungs-
weise die Personenverfolgung den Benutzer zu verlieren. Um dies zu verhindern, sendet
die Aufmerksamkeitssteuerung bei Überschreiten eines Abstands zwischen Benutzer und
Roboter das Ereignis AS:CPDist an den Execution Supervisor. Dies hat einen Selbst-
übergang des Zustands ES:Follow zur Folge. Bei der Transition wird eine Statusmeldung
an die Dialogsteuerung übermittelt, die auf das Problem hinweist. Die Dialogsteuerung
kann daraufhin dem Benutzer das Problem mitteilen und ihn zum Beispiel bitten, langsa-
mer zu gehen.
Zeigen eines Objekts: Das Zeigen von Objekten läuft nach einem festen Schema ab. Die Wech-
sel der entsprechenden Zustände im Execution Supervisor und in der Aufmerksamkeits-
steuerung laufen synchron ab (siehe Tabelle 7.1). Das heißt, mit jeder Transition im Exe-
cution Supervisor sendet dieser ein Kommando an die Aufmerksamkeitssteuerung, das
dort die entsprechende Transition auslöst. Die Transitionen im Execution Supervisor wer-
den wiederum durch Ereignisse von der Dialogsteuerung und der Objektaufmerksamkeit
ausgelöst. Die beim Zeigen von Objekten beteiligten Zustände sind der Ausgangszustand
ES:Person, der Zustand ES:Show, in dem der Roboter sprachliche und gestische Eingaben
über das Objekt entgegen nimmt, und der Zustand ES:Object, der die Objektaufmerksam-
keit aktiviert, um das Objekt mit der Kamera zu fokussieren.
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7.7 Auditive Aufmerksamkeit
Als weiterer Aspekt der multimodalen Aufmerksamkeitssteuerung für mobile Roboter wird in
diesem Abschnitt die auditive Aufmerksamkeit behandelt.
Im angestrebten Szenario soll es den Benutzern erlaubt sein, in möglichst natürlicher Weise mit
dem Roboter zu kommunizieren. Da Sprache das gebräuchlichste Mittel in der menschlichen
Kommunikation ist, muss der Roboter natürlichsprachliche Äußerungen erkennen und verstehen
können. Im Gegensatz zu einfachen Szenarien, in denen der Sprecher mit geringem Abstand
in ein Mikrofon spricht, der Signal-Rausch-Abstand groß ist und nur das Sprachsignal aufge-
zeichnet wird, das tatsächlich verarbeitet werden soll, ergibt sich für die Sprachverarbeitung von
einem mobilen Roboters aus ein deutlich schwierigeres Bild. Die Verwendung von Nahbespre-
chungsmikrofonen wird prinzipiell ausgeschlossen, da von den Benutzern nicht gefordert werden
soll, spezielle Hardware zu tragen. Die Mikrofone sind folglich auf dem Roboter montiert. Im
Szenario mit einem mobilen Roboter ist die Position des Sprechers relativ zum Roboter variabel.
Die Verwendung eines Richtmikrofons ist problematisch, da bei Anwesenheit mehrerer Perso-
nen nicht garantiert werden kann, dass das Mikrofon bereits dann auf den Sprecher gerichtet ist,
wenn dieser zu sprechen beginnt. Es würden Teile der sprachlichen Äußerung nicht erfasst. Es
müssen daher Mikrofone eingesetzt werden, die den gesamten vorderen Bereich des Roboters
abdecken, in dem sich Benutzer in der Regel aufhalten, um mit dem Roboter zu kommunizieren.
Auf dem Roboter BIRON werden zwei handelsübliche Grenzflächenmikrofone eingesetzt (siehe
Abschnitt 3.1).
Bei der Sprachverarbeitung von einem mobilen Roboter aus ergeben sich insbesondere die fol-
genden Probleme:
• Die Position des Sprechers ist variabel und sein Abstand zu den Mikrofonen ist groß. Daher
besitzt das Sprachsignal eine geringe Energie. Zusätzlich werden neben dem Sprachsignal
Störgeräusche aus anderen Richtungen aufgezeichnet.
• Nicht jede sprachliche Äußerung einer Person in der Nähe des Roboters ist an den Roboter
gerichtet. Da das von der Sprachverarbeitung verwendete Lexikon in der Regel auf das
Aufgabengebiet des Roboters begrenzt ist, besteht die Gefahr, dass nicht aufgabenbezoge-
ne Äußerungen falsch interpretiert werden.
Die genannten Probleme erfordern zusätzliche eine auditive Aufmerksamkeitssteuerung, die es
dem Roboter erlaubt
• seine auditive Aufmerksamkeit auf den aktuellen Sprecher zu richten und gleichzeitig Stör-
geräusche aus anderen Richtungen zu ignorieren, und
• zu entscheiden, wann er dem aktuellen Sprecher zuhört und das aufgezeichnete Sprachsig-
nal verarbeitet und wann nicht.
Diese beiden Aspekte werden in den folgenden zwei Abschnitten behandelt.
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7.7.1 Selektive auditive Aufmerksamkeit
Der Mensch ist in der Lage, die Äußerungen eines einzelnen Sprechers zu verstehen, selbst
wenn gleichzeitig andere Personen im selben Raum sprechen oder weitere Störgeräusche vor-
handen sind. Diese Fähigkeit zur selektiven auditiven Aufmerksamkeit wird in der Literatur ge-
meinhin als Cocktailparty-Effekt bezeichnet [Che53]. Würde man von derselben Situation eine
Mono-Aufnahme anfertigen und diese einer Person vorspielen, so würde es der Person deutlich
schwerer fallen, einem einzelnen Sprecher zu folgen. Das räumliche Hören und die Fähigkeit zur
Lokalisation von Geräuschquellen spielt offenbar eine wichtige Rolle für die selektive auditive
Aufmerksamkeit.
Bei technischen Systemen kann man sich das über mehrere Mikrofone gewonnene Wissen über
die relative Position des Sprechers ebenfalls zu Nutze machen, um bessere Ergebnisse bei der
automatischen Sprachverarbeitung zu erzielen. Mit Hilfe von Beamforming [Joh93] ist es mög-
lich, das Sprachsignal zu verstärken und Störgeräusche aus anderen Richtung zu dämpfen. Auf
BIRON erfolgt die Sprecherlokalisation über die multimodale Personenverfolgung. Aus der geo-
metrischen Anordnung von Sprecher und Roboter werden die zwei Abstände zwischen dem
Sprecher und den jeweiligen Mikrofonen bestimmt. Schallwellen erreichen das näher gelege-
ne Mikrofon eher als das weiter entfernte. Es ergibt sich ein Laufzeitunterschied δ, der in zeitlich
zueinander verschobenen Signalen resultiert. Beamforming kompensiert diesen Effekt, indem
es die aufgezeichneten Signale zunächst entsprechend des berechneten Laufzeitunterschieds in
entgegengesetzter Richtung verschiebt und dann zu einem einzelnen Signal durch Summation
zusammenfasst. Schallwellen, die mit dem Laufzeitunterschied δ von den Mikrofonen erfasst
wurden, werden im resultierenden Signal durch Überlagerung verstärkt, während Geräusche aus
anderen Richtungen keine Verstärkung durch Überlagerung erfahren. Das Beamforming reali-
siert somit die selektive auditive Aufmerksamkeit des Roboters.
7.7.2 Aktivierung der Sprachverarbeitung
Die situationsabhängige Aktivierung der Sprachverarbeitung soll garantieren, dass nur Äuße-
rungen, die an den Roboter gerichtet sind, verarbeitet werden, während andere Äußerungen, die
sich zum Beispiel im Gespräch zweier Personen vor dem Roboter ergeben, ignoriert werden.
Die zentrale Aufgabe ist zu entscheiden, wann eine Äußerung an den Roboter gerichtet ist und
über welchen Zeitraum sie sich erstreckt. Für die Aktivierung und die Deaktivierung der Sprach-
verarbeitung müssen jeweils die Zeitpunkte des Anfangs und des Endes der Äußerung an das
Sprachverarbeitungsmodul übermittelt werden.
Zunächst werden sprachliche Eingaben nur von der Person p? berücksichtigt, die sich im Fokus
der Aufmerksamkeit des Roboters befindet. Die Frage, woran zu erkennen ist, wann die beob-
achtete Person den Roboter anspricht, wurde bereits bei der Definition des Relevanzwerts für den
Auswahlmechanismus der bottom-up gesteuerten Aufmerksamkeit in Abschnitt 7.3.2 diskutiert.
Demnach wurde die Annahme gemacht, dass eine Person den Roboter genau dann anspricht,
wenn sie zur selben Zeit spricht und den Roboter anschaut. Das heißt, die Spracherkennung wird
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zu dem Zeitpunk t aktiviert, wenn für den Relevanzwert Relevanzt(p?) der Person p? der höchst-
mögliche Wert cspricht+cschaut ermittelt wurde. Die Sprachverarbeitung bleibt so lange aktiviert,
wie ohne größere Unterbrechung gesprochen wird. Bei der Deaktivierung muss berücksichtigt
werden, dass der Blick des Sprechers in der zwischenmenschlichen Kommunikation im Mittel
nur zu etwa 40% der Zeit auf den Zuhörenden gerichtet ist (vgl. [Arg75], Seite 229). Das bedeu-
tet, dass die Deaktivierung nicht dadurch erfolgen darf, dass die Eigenschaft schaut für den
Sprecher nicht mehr zutrifft. Der Zeitpunkt t der Deaktivierung richtet sich alleine danach, wann
die Person p? aufhört zu sprechen oder – anders ausgedrückt – der Relevanzwert Relevanzt(p?)
einen kleineren Wert als cspricht einnimmt.
Die Bedingungen können wie folgt zusammengefasst werden. Die Sprachverarbeitung wird zum
Zeitpunkt ti aktiviert, wenn die Person p? im Fokus der Aufmerksamkeit den Roboter anspricht,
und bleibt so lange aktiviert, wie die Person ununterbrochen spricht:
Aktivierung(ti) ⇔ (Relevanzti(p?) = cspricht + cschaut) ∨
(Relevanzti(p
?) ≥ cspricht) ∧ Aktivierung(ti−1) (7.3)
Die Entscheidung über die Aktivierung der Sprachverarbeitung geschieht anhand der Eigen-
schaften spricht beziehungsweise schaut. Wie in Abschnitt 7.3.1 auf Seite 103 beschrie-
ben, werden die Eigenschaften auf Basis des Verhältnisses zwischen zugeordneten und nicht
zugeordneten Perzepten innerhalb eines Zeitfensters der Dauer ∆t bestimmt. Da dabei unum-
gänglicherweise ein Zeitbereich in der Vergangenheit betrachtet wird, werden die Eigenschaften
immer erst verspätet erkannt. Diese Verzögerung muss bei der Aktivierung der Sprachverarbei-
tung berücksichtigt werden, da genau der Zeitpunkt relevant ist, der den tatsächlichen Beginn der
Äußerung im Sprachsignal kennzeichnet. Wenn die Formel 7.3 den Zeitpunkt ti als Beginn der
Aktivierung liefert, dann wird der Sprachverarbeitung ein um die Hälfte der Länge des Zeitfen-
sters korrigierter Wert ti − ∆t2 als Zeitpunkt des Beginns der Äußerung übermittelt.
7.8 Zusätzliche Rückmeldung über ein animiertes Gesicht
Um die Rückmeldung des Roboters an den Benutzer zu unterstützen, die aus dem Ausrichten
der Kamera und der Bewegung der Roboterbasis entsteht, wird ein animiertes Gesicht auf dem
Flachbildschirm dargestellt (siehe Abbildung 7.9). Das Gesicht kann darüber hinaus verwendet
werden, um neben der Richtung des Aufmerksamkeitsfokus auch den Aufmerksamkeitszustand
intuitiv verständlich zu visualisieren. Das Gesicht enthält mit Augen, Augenbrauen und Mund
nur die Gesichtsmerkmale, die in der Kommunikation die größte Bedeutung haben. Zusätzlich
verfügt es über Haare, um ein gefälliges Erscheinungsbild zu erzeugen.
Die Augen geben durch die Position der Pupillen und durch geöffneten oder geschlossenen Zu-
stand zweierlei Art von Rückmeldung an den Benutzer. Die Pupillen bewegen sich analog zur
Ausrichtung der Kamera und stellen dadurch den Fokus der Aufmerksamkeit des Roboters nach
außen dar. Die Augen sind im Aufmerksamkeitszustand AS:Sleeping geschlossen und zeigen
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Abbildung 7.9: Ein Gesicht auf dem Flachbildschirm des Roboters zeigt neben
der Ausrichtung der Sensoren über die Augen den Fokus der Auf-
merksamkeit an.
damit an, dass sich der Roboter im Schlafmodus befindet und die bildverarbeitenden Module de-
aktiviert sind. In allen anderen Zuständen sind die Augen geöffnet. Sie blinzeln von Zeit zu Zeit,
um anzuzeigen, dass das System arbeitet und der Roboter weiterhin die Personen registriert.
Die Augenbrauen und der Mund werden eingesetzt, um verschiedene Gesichtsausdrücke, wie
neutral, angestrengt, freundlich und freudestrahlend darzustellen. Der neutrale Gesichtsausdruck
wird in den Zuständen AS:Sleeping und AS:Awake eingesetzt. Wenn der Fokus der Aufmerk-
samkeit auf eine Person gerichtet ist, hängt der Gesichtsausdruck davon ab, ob die Person zum
Roboter schaut oder nicht. Bei Blickkontakt zeigt das Gesicht ein Lächeln, um die Person zu
ermutigen, eine Interaktion zu beginnen. Ansonsten nimmt das Gesicht den angestrengten Aus-
druck mit hochgezogenen Brauen und einem schmalen Mund ein. Wenn die Person zum Roboter
spricht, wird der freudestrahlende Gesichtsausdruck mit breitem, lächelndem Mund und hochge-
zogenen Augenbrauen angezeigt.
7.9 Zusammenfassung
In diesem Kapitel wurde das in dieser Arbeit entwickelte multimodale Aufmerksamkeitssystem
für mobile Roboter beschrieben. Es realisiert die personenbasierte selektive Aufmerksamkeit des
Roboters. Die Aufmerksamkeitssteuerung ist eine wesentliche Voraussetzung für die natürliche
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Interaktion mit Menschen und bildet damit einen Grundbaustein für anspruchsvolle Anwendun-
gen, wie zum Beispiel das Home-Tour-Szenario.
Die Aufmerksamkeitssteuerung modelliert sowohl das Verhalten des Roboters in der Bereit-
schaftsphase, in der er aufgrund audio-visueller Stimuli nach neuen Kommunikationspartnern
Ausschau hält, als auch das Verhalten in der Interaktionsphase, in der die Aufmerksamkeit des
Roboters allein auf den Benutzer gerichtet wird. Das Ausrichten der Aufmerksamkeit beinhal-
tet zum einen ein nach außen hin sichtbares Verhalten, bei dem die Sensoren auf die selektierte
Person ausgerichtet werden, um sowohl die Wahrnehmung zu optimieren als auch eine Rückmel-
dung an die beobachtenden Personen zu geben. Letztere wird noch mittels eines auf dem Flach-
bildschirm des Roboters dargestellten Gesichts unterstützt, das durch die Stellung der Pupillen
den Aufmerksamkeitsfokus des Roboters anzeigt und durch verschiedene Gesichtsausdrücke den
Zustand des Roboters intuitiv verständlich darstellt. Zum anderen beinhaltet das Ausrichten der
Aufmerksamkeit einen nach außen hin nicht sichtbaren Prozess, der die selektive auditive Auf-
merksamkeit realisiert. Dabei wird die Sprachverarbeitung so angesteuert, dass nur Äußerungen
der fokussierten Person verarbeitet werden, die an den Roboter gerichtet sind.
Die Aufmerksamkeitssteuerung geht in ihrer Gesamtheit über andere bisher entwickelte Verfah-
ren für mobile Roboter hinaus, da hier sowohl die Bereitschaftsphase als auch die Interaktions-
phase berücksichtigt werden. Viele Ansätze ermöglichen dem jeweiligen Roboter zwar aufgrund
audio-visueller Reize ihre Aufmerksamkeit entsprechend auszurichten, sie verfügen aber über
keinen expliziten Mechanismus, der den Beginn einer längerfristigen Interaktion mit einem Be-
nutzer erkennt, um währenddessen Stimuli anderer Personen zu ignorieren. Beispiele hierfür sind
SIG [Oku01] und Lino [Krö03]. Andere Ansätze, bei denen die Roboter aus der Beobachtung von
Personen einen Benutzer für eine Interaktion erkennen, fällen die entsprechende Entscheidung
anhand von Merkmalen, die für eine natürliche Interaktion im allgemeinen Fall ungeeignet sind.
Beispiel für ein solches Merkmal ist der Abstand einer Person in [Doi02].
Die hier vorgestellte Aufmerksamkeitssteuerung ist auf einem mobilen Roboter realisiert, der
mit handelsüblichen Sensoren ausgestattet ist. Da audio-visuelle Stimuli die Aufmerksamkeit
des Roboters lenken, sind die Kamera und die Mikrofone unverzichtbar. Entsprechende Senso-
ren wird man wahrscheinlich auch in Zukunft zum Beispiel bei weit entwickelten humanoiden
Robotern finden. Der Laser-Entfernungsmesser ist für die Aufmerksamkeitssteuerung insofern
wichtig, als dass er die periphere Wahrnehmung des Roboters realisiert und dadurch ein robustes
Verfolgen von Personen über einen großen Bereich ermöglicht. Eine ähnliche Leistung ließe sich
auch durch geeignete Weitwinkelkameras erzielen, mit denen Personen zum Beispiel über ihre
Silhouette erkannt werden. Das vorgestellte Verfahren lässt sich daher bei geringen Modifikatio-
nen auch auf anderen Robotern einsetzten.
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Kapitel 8
Evaluation
Dieses Kapitel präsentiert Ergebnisse von Experimenten, die im Laufe der Entwicklung des Auf-
merksamkeitssystems durchgeführt wurden. Mit den Experimenten sollte die Effektivität der
erarbeiteten Ansätze überprüft werden. Einerseits wurde das multimodale Anchoring zum Ver-
folgen von Personen im Einsatz auf dem Roboter getestet, andererseits stand die Aufmerksam-
keitssteuerung im Zentrum der Untersuchung. Im Hinblick auf eine der Zielsetzungen dieser
Arbeit, ein lauffähiges System zu entwickeln, wurden alle Experimente auf dem Roboter unter
realen Bedingungen durchgeführt, wobei die Versuchspersonen einfache Interaktionsaufgaben
zu bewältigen hatten.
Im folgenden Abschnitt wird zunächst ein kurzer Überblick über die Implementierung des ein-
gesetzten Gesamtsystems gegeben. Die daran anschließenden Abschnitte beschreiben die Ex-
perimente zum multimodalen Anchoring (Abschnitt 8.2) und zur Aufmerksamkeitssteuerung
(Abschnitt 8.3).
8.1 Realisierung
Das multimodale Anchoring und die Aufmerksamkeitssteuerung sind objekt-orientiert unter Ver-
wendung der Programmiersprache C++ implementiert worden. Die Komponenten, die in den
Sensorsystemen der unimodalen Anchoring-Prozesse für die Extraktion von Perzepten aus den
Sensordaten verantwortlich sind, stellen eigenständige Prozesse dar und arbeiten daher paral-
lel und asynchron. Eine Ausnahme bilden die bildverarbeitenden Komponenten, die als Plugins
für das Programm iceWing [Löm04] realisiert wurden. Da iceWing die Plugins mit Bilddaten
versorgt und sequenziell aufruft, laufen Gesichts- und Oberkörperdetektion synchron.
Die Aufmerksamkeitssteuerung, die die Bewegung des Roboters bestimmt, hat keinen direk-
ten Zugriff auf die Roboterhardware. Um eine höhere Flexibilität zu erreichen, ist eine Robo-
tersteuerungssoftware zwischengeschaltet, die eine geeignete Schnittstelle zu den Aktuatoren
und Sensoren des Roboters darstellt. In einer früheren Version war die Aufmerksamkeitssteue-
rung als ein Behavior in der ISR-Software [And99] realisiert. Die neuere Version verwendet die
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Player/Stage-Software [Ger03] als Schnittstelle zwischen Aufmerksamkeitssteuerung und Ro-
boterhardware.
Die beteiligten Prozesse sind wie folgt auf die beiden Rechner des Roboters verteilt: Die Spre-
cherlokalisation und die Robotersteuerungssoftware laufen auf dem 850-MHz-Rechner. Der
zweite Rechner (500 MHz) wird für das multimodale Anchoring , die Aufmerksamkeitssteue-
rung, die Bildverarbeitung, die Darstellung des animierten Gesichts auf dem Flachbildschirm
und den Execution Supervisor genutzt. Sprachverarbeitung und Dialogsteuerung sind auf einen
externen Laptop ausgelagert.
8.2 Experimente zum multimodalen Anchoring
Die Experimente zum multimodalen Anchoring wurden in verschiedenen Entwicklungsphasen
des Systems durchgeführt. Das bedeutet, dass nicht immer alle der vier beschriebenen uni-
modalen Anchoring-Prozesse zur Verfügung standen. In einem ersten Experiment wurde das
Tracking-Konzept unter Verwendung der Bein- und Gesichtsdetektion untersucht. Der Roboter
sollte dabei einer Versuchsperson hinterherfahren, ohne von anderen, gleichzeitig anwesenden
Personen abgelenkt zu werden. In dem schwierigen dynamischen Szenario sollte die grundle-
gende Effektivität des Tracking-Verfahrens gezeigt werden. In einer zweiten Experimentphase
wurde die Einbindung der Sprecherlokalisation getestet. Es sollte analysiert werden, wie gut die
Lokalisation unter der Verwendung eines einzelnen Mikrofonpaars im multimodalen Gesamtver-
fahren funktioniert. In einem weiteren Experiment wurde die Erweiterung um die Fähigkeit zur
Lokalisation des Oberkörpers getestet. In einem entsprechenden Szenario, in dem der Roboter
auf die Oberkörperperzepte angewiesen war, sollte die Effektivität des Verfahrens demonstriert
werden.
Alle Experimente wurden mit Versuchspersonen durchgeführt. Die Versuchspersonen hatten ein-
fache Interaktionsaufgaben mit dem Roboter zu bewältigen. Zu diesem Zweck wurden, aufbau-
end auf dem multimodalen Anchoring , einfache Anwendungen konzipiert, die jeweils Teilaspek-
te des Aufmerksamkeitssystems widerspiegelten. Das heißt, Bestandteil aller Experimente war
es, dass Versuchspersonen die Aufmerksamkeit des Roboters erlangen. In den folgenden Unter-
abschnitten werden die einzelnen Experimente detailliert beschrieben.
8.2.1 Folgen einer Person
Das Ziel des hier beschriebenen Experiments ist es, die generelle Leistungsfähigkeit des
Tracking-Verfahrens in einem dynamischen Szenario zu testen, wobei sich sowohl der Benut-
zer als auch der Roboter bewegen (siehe auch [Fri03b]). Für den Versuch wurde der Roboter
so programmiert, dass er einer vorausgehenden Person hinterherfährt. Dieses Verhalten findet
sich auch im Top-down-Modus der Aufmerksamkeitssteuerung in dem Aufmerksamkeitszustand
AS:Follow wieder (siehe Abschnitt 7.4). Um das Folgen zu aktivieren, musste sich die Versuchs-












Abbildung 8.1: Verschiedene Versuchsanordnungen mit zwei Personen (a) und
mit fünf Personen (b). Die Aufgabe von P1 ist es, den Roboter
um P2 herum aus dem Raum zu führen.
person dem Roboter auf unter einen Meter Abstand nähern. Von diesem Zeitpunkt an richtete sich
der Roboter immer direkt auf den Benutzer aus und versuchte, den Abstand konstant zu halten.
Im Tracking-Verfahren fanden die unimodalen Anchoring-Prozesse für Beine und Gesichter Ver-
wendung, wobei zur Generierung von Gesichtsperzepten die weniger leistungsfähige Variante
zur Verfügung stand, die die Detektion über adaptive Hautfarbensegmentierung, kombiniert mit
der Eigenface-Methode, realisiert (siehe Abschnitt 6.2.1). Neben der generellen Effektivität des
Tracking-Verfahrens bei dieser Aufgabe sollten die Erkennungsraten der Sensorsysteme in Form
von Zuordnungen von Perzepten zu den Anchor-Funktionen getestet werden.
Experimenteller Aufbau
Das Experiment wurde in einem Büroraum in einem freien Bereich mit einer Fläche von unge-
fähr 4,6 m×3,4 m durchgeführt. Der Raum war mit Möbeln aus hellem Holz ausgestattet. Dieser
Umstand stellt für die Gesichtsdetektion eine Herausforderung dar, da Holz und Haut eine ähn-
liche Farbe aufweisen. Es wurden zwei Einzelexperimente durchgeführt. Die unterschiedlichen
Versuchsanordnungen sind in Abbildung 8.1 dargestellt.
Im ersten Szenario (Abbildung 8.1 (a)) waren zwei Personen anwesend, von denen eine (P2) rela-
tiv mittig im Raum positioniert war und während der Durchführung auf ihrer Position verharrte.
Die Aufgabe der anderen Person (P1) war es, den Roboter durch den Raum zu führen. Dazu
musste P1 zunächst die Aufmerksamkeit des Roboters erlangen, indem sie sich dem Roboter wie
oben beschrieben näherte. Dann sollte sie den Roboter, wie in der Abbildung 8.1 eingezeichnet,
um P2 herumführen und mit dem Roboter den Raum durch die offene Tür verlassen. Während
des Folgens sollte die führende Person P1 so lange wie möglich zum Roboter schauen, damit die-
ser in der Lage war, das Gesicht zu detektieren. Der Aufbau des zweiten Szenarios unterschied
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Tabelle 8.1: Ergebnisse des ersten Experiments mit Personen P1 und P2
grounded (%) Perzepte/Arbeitszyklus
Nr. t (s) v∅ (m/s) verloren Person Beine Gesicht Beine Gesicht
1 39 0,19 0 99,7 98,9 63,1 1,78 0,76
2 62 0,12 0 96,6 93,8 36,4 1,71 0,90
3 52 0,14 1 95,4 83,5 51,0 1,72 0,57
4 56 0,13 0 99,3 93,8 54,1 1,79 0,59
5 81 0,09 1 96,4 95,7 34,7 1,63 0,40
6 32 0,23 0 99,2 98,7 51,1 1,87 0,78
7 90 0,08 1 80,9 73,2 22,0 1,94 0,49
8 51 0,15 0 99,2 98,8 56,5 1,75 0,70
9 42 0,18 0 98,0 97,9 35,7 1,79 0,45
10 44 0,17 0 88,6 87,1 16,3 1,60 0,39
∅ 55 0,14 – 95,3 92,1 42,1 1,76 0,60
sich vom ersten durch die Anwesenheit von drei zusätzlichen Personen P3–P5 (siehe Abbil-
dung 8.1 (b)). Diese waren an vorgeschriebenen Positionen im Raum platziert, ohne jedoch die
aus dem ersten Versuchsaufbau abzulaufende Bahn zu beeinflussen. Die sich ergebende Strecke
hatte eine Länge von ungefähr 7,5 m.
Für den Fall, dass der Roboter die Person beim Folgen verlor, wurde P1 angewiesen, die Auf-
merksamkeit des Roboters wiederzuerlangen und die Aufgabe fortzuführen. Wenn dies nicht
möglich war, weil der Roboter direkt versuchte, einer der anderen im Raum anwesenden Perso-
nen zu folgen, weil der Abstand zu dieser Person weniger als einen Meter betrug, wurde der ent-
sprechende Durchlauf als Fehlversuch gewertet. Für beide Versuchsanordnungen wurden zehn
Durchläufe mit jeweils zehn verschiedenen Versuchspersonen durchgeführt.
Versuchsergebnisse
Im ersten Szenario (siehe Tabelle 8.1) wurde die Aufgabe in einer durchschnittlichen Zeit von
55 s bewältigt. Der Roboter hat drei Versuchspersonen einmal verloren. Diese waren jedoch in
der Lage, die Aufmerksamkeit des Roboters wiederzuerlangen und den Durchlauf erfolgreich zu
beenden. Der multimodale Anchor für die Person P1 war im Mittel zu 95,3% der Zeit im Zustand
grounded, wobei der unimodale Anchoring-Prozess für Beine mit 92,1% der Zeit im Zustand
grounded eine relativ hohen, und der für das Gesicht mit 42,1% der Zeit im Zustand grounded
einen vergleichsweise niedrigen Beitrag leistete. Im Durchschnitt wurden in jedem Arbeitszyklus
des jeweiligen Sensorsystems 1,76 Beinperzepte und 0,60 Gesichtsperzepte generiert.
Die Zeit, die benötigt wurde, um die Aufgabe in dem zweiten, komplexeren Versuchsaufbau er-
folgreich zu bewältigen, war im Mittel nur zwei Sekunden länger (siehe Tabelle 8.2). Für den
zweiten Aufbau wurde erwartet, dass wegen der drei zusätzlich anwesenden Personen mehr
Perzepte generiert werden. Dies traf tatsächlich auf die Beinperzepte zu, jedoch nicht auf die
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Tabelle 8.2: Ergebnisse des zweiten Experiments mit Personen P1 – P5
grounded (%) Perzepte/Arbeitszyklus
Nr. t (s) v∅ (m/s) verloren Person Beine Gesicht Beine Gesicht
1 60 0,13 2 93,6 91,5 27,7 2,63 0,41
2 43 0,17 0 96,7 95,0 20,7 2,61 0,32
3 Der Roboter hat P1 verloren und versuchte P3 zu folgen.
4 51 0,15 0 98,7 90,4 66,0 2,49 0,74
5 47 0,16 0 96,2 94,5 7,1 2,52 0,20
6 Der Roboter hat P1 verloren und versuchte P2 zu folgen.
7 77 0,10 0 99,8 97,5 72,0 2,59 0,85
8 74 0,10 0 93,4 92,6 20,3 2,63 0,22
9 61 0,12 0 97,7 96,1 36,4 2,55 0,56
10 42 0,18 0 86,1 84,2 11,9 2,73 0,26
∅ 57 0,13 – 95,3 92,7 32,8 2,59 0,45
Gesichtsperzepte. Die Versuchspersonen, die den Roboter führten, achteten darauf, nicht mit ei-
ner der Personen P3 – P5 zu kollidieren und schauten daher weniger oft in Richtung Kamera.
Dies führte zu einer entsprechend niedrigeren Rate bei der Gesichtsdetektion. Im Durchschnitt
war der unimodale Anchor für das Gesicht für die Person P1 zu 32,8% der Zeit im Zustand
grounded. Die Werte für den unimodalen Anchor für Beine und für den multimodalen Anchor
für die Gesamtperson waren mit 95,3% und 92,7% ähnlich zu denen im ersten Experiment. Die
Durchläufe 3 und 6 mussten als Fehlversuch gewertet werden, da der Roboter, unmittelbar nach-
dem er P1 verloren hatte, versuchte einer anderen Person zu folgen, die sich in dem Moment im
Aufmerksamkeitsbereich von weniger als einem Meter Abstand befand.
Während der Tests stellte der Laser-Entfernungsmesser neue Messdaten mit einer Rate von
4,6 Hz zur Verfügung, wobei die Zeit, die zur Generierung der Beinperzepte notwendig war,
vernachlässigbar klein war. Die adaptive Hautfarbensegmentierung verarbeitete Bilder der Grö-
ße 192×144. Für jede segmentierte Hautfarbenregion wurde die Gesichtsdetektion durchgeführt.
Die Verarbeitungszeit eines Einzelbilds hängt daher von der Anzahl der segmentierten Regionen
ab. Im Durchschnitt wurden Gesichtsperzepte mit einer Rate von 3,1 Hz generiert. Die Zeit, die
zur Verarbeitung der Perzepte im multimodalen Anchoring-System benötigt wird, ist vernachläs-
sigbar klein. Zusammengenommen wurden daher die multimodalen Anchor mit einer mittleren
Rate von 7,7 Hz aktualisiert, die sich aus der asynchronen Verarbeitung der verschiedenen Ein-
zelperzepte ergibt.
Diskussion
Das multimodale Anchoring hat sich zum Verfolgen von Personen in einem dynamischen Sze-
nario bewährt. Dabei hat sich der unimodale Anchoring-Prozess, der für die Beobachtung der
Beine zuständig ist, als unverzichtbarer Bestandteil herausgestellt. Dass Personen beim Verfol-
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gen vom Roboter mehrfach verloren wurden, ist mit fehlerhaften Zuordnungen von Perzepten
zu den bestehenden Personenhypothesen zu erklären. Ein vielversprechender Ansatz, die Zu-
ordnungsfehler zu verringern, besteht darin, die Eigenbewegung des Roboters, die insbesondere
bei Rotation zu schnellen Relativbewegungen der verfolgten Person führen, herauszufiltern. Die
Fehlversuche im zweiten Experiment sind auch auf die Programmierung des Roboters zurück-
zuführen, einer Person zu folgen, die sich in einem Abstand von weniger als einem Meter vom
Roboter aufhält. Wenn die führende Person verloren ging, während sich eine andere Person im
Aufmerksamkeitsradius von einem Meter befand, wechselte der Roboter unwiderruflich seinen
Aufmerksamkeitsfokus. Als Abhilfe bietet es sich an, Menschen nicht nur zu detektieren, son-
dern auch als Individuen zu identifizieren, zum Beispiel anhand ihres Gesichts. In diesem Fall
hätte der Roboter den Irrtum selbst erkennen können und die vorausgehende Versuchsperson die
Aufmerksamkeit wiedererlangen können.
8.2.2 Sprecherlokalisation
In einem zweiten Experiment sollte die Einbindung der Sprecherlokalisation in das multimodale
Anchoring-Verfahren getestet werden (siehe auch [Lan03]). Wie in Abschnitt 6.4 beschrieben,
kann die Position eines Sprechers unter Verwendung eines einzelnen Mikrofonpaars, wie es auf
dem Roboter BIRON zur Verfügung steht, lediglich auf eine Hälfte eines zweischaligen Hyper-
boloids eingeschränkt werden. Erst unter Berücksichtigung zusätzlicher Information über poten-
zielle Positionen lässt sich der Sprecher eindeutig lokalisieren. Diese Information wird aus dem
multimodalen Anchoring gewonnen. Beine geben dabei relativ genau den Standort der Person
an; das Gesicht liefert zusätzliche Information über die Größe.
Um die Leistungsfähigkeit der Sprecherlokalisation mit BIRON zu testen, wurde zunächst ein
Vorexperiment durchgeführt, bei dem die Genauigkeit des Verfahrens separat getestet wurde.
Anschließend fand das Experiment statt, bei dem die Lokalisation des Sprechers im multimoda-
len Gesamtverfahren untersucht wurde.
Vorexperiment
Zunächst wurde die Genauigkeit des Verfahrens zur Sprecherlokalisation unabhängig vom multi-
modalen Anchoring-Verfahren analysiert. Es wurden die Mikrofone auf dem Roboter verwendet,
wobei andere Geräte, wie zum Beispiel der Laser-Entfernungsmesser in Betrieb waren, um die
Störgeräusche des normalen Betriebs des Roboters mit einzubeziehen. Der Versuchsaufbau wur-
de so arrangiert, dass sich die Mikrofone auf derselben Höhe wie die Geräuschquelle, das heißt
dem Mund des Sprechers, befanden. Damit konnte das in Abschnitt 6.4 erwähnte Modell der
vereinfachten Geometrie verwendet werden, um den Einfallswinkel des Schalls zu schätzen.
Jede Versuchsperson wurde nacheinander an zwölf verschiedenen Positionen platziert, die sich
aus sechs verschiedenen Winkeln (0◦, 10◦, 20◦, 40◦, 60◦ und 80◦) und zwei Abständen (1 m und
2 m) im Roboterkoordinatensystem ergaben (vgl. Abschnitt 3.2). Die Versuchsperson stand im-
mer frontal zum Roboter. An jeder Position las sie einen Satz vor. Dies dauerte pro Satz etwa acht
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Tabelle 8.3: Ergebnisse des Vorexperiments zur Sprecherlokalisation
Winkel
0◦ 10◦ 20◦ 40◦ 60◦ 80◦
Abstand
1 m
–0,9◦ 9,1◦ 18,9◦ 38,2◦ 57,7◦ 74,0◦
(0,56) (0,34) (0,21) (0,50) (0,40) (2,62)
2 m
–0,3◦ 9,2◦ 19,3◦ 38,8◦ 57,5◦ 73,3◦
(0,81) (0,37) (0,27) (0,22) (0,64) (2,18)
Sekunden. Während des Sprechens wurde mit einer Rate von 20 Hz der Winkel des Sprechers
geschätzt. Es wurden Daten von fünf verschiedenen Versuchspersonen aufgezeichnet.
Aus den Ergebnissen des Lokalisationsverfahrens wurden für jede der zwölf Positionen der mitt-
lere Winkel und die Varianz berechnet. Die Werte wurden wiederum über alle Versuchspersonen
gemittelt. Tabelle 8.3 fasst alle Ergebnisse zusammen. Zunächst deuten die Messwerte darauf
hin, dass der Roboter nicht korrekt ausgerichtet war, da besonders im Bereich kleiner Winkel
der gemittelte gemessene Winkel durchgehend um knapp –1◦ vom Sollwert abweicht. Unter die-
ser gerechtfertigten Annahme liefert die Sprecherlokalisation im Bereich von 0◦ bis 40◦ gute
Ergebnisse: Der geschätzte Winkel stimmt mit dem Sollwinkel sehr gut überein, und auch die
Varianz ist niedrig. Darüber hinaus arbeitet die akustische Lokalisation für die beiden berück-
sichtigten Abstände von einem und zwei Metern gleich gut. Bei größeren Winkeln (60◦ und 80◦)
nimmt die Genauigkeit deutlich ab. Dies ist möglicherweise ein Effekt der Richtcharakteristik
der Mikrofone. Insgesamt liefert das Verfahren zufrieden stellende Ergebnisse.
Experimenteller Aufbau des Hauptexperiments
Im anschließenden Hauptexperiment wurde die Sprecherlokalisation im Rahmen des multimo-
dalen Gesamtverfahrens getestet. Der zugehörige unimodale Anchoring-Prozess war dabei von
zentraler Bedeutung. Der Anchor für Stimme wurde aufgebaut, wenn der zugehörigen Person
zum ersten Mal ein Stimmenperzept zugeordnet werden konnte. Er befand sich sodann im Zu-
stand grounded. Konnten der Person für einen Zeitraum von zwei Sekunden keine Stimmen-
perzepte mehr zugeordnet werden, wurde der unimodale Anchor für Stimme aus dem Gesamt-
Anchoring-Prozess durch die Unterfunktion IsIrrelevant(·) wieder entfernt. Der Roboter war so
programmiert, dass er seine Aufmerksamkeit durch Ausrichten der Kamera immer auf die Person
fokussierte, für die ein neuer Anchor für Stimme aufgebaut wurde, und seine Aufmerksamkeit so
lange aufrecht hielt, bis der entsprechende Anchor wieder entfernt wurde. Neben der Sprecher-
lokalisation wurden im multimodalen Anchoring die Beindetektion und die effizientere Variante
der Gesichtsdetektion nach Viola und Jones eingesetzt. Der Roboter stand fix, damit keine der
Versuchspersonen bei Rotation aus dem Einzugsbereich des Laser-Entfernungsmessers gelangte
und so verloren gewesen wäre.
Das Experiment wurde in demselben Büro durchgeführt, in dem auch das erste Experiment zum
Folgen von Personen stattgefunden hatte. Vier Versuchspersonen standen um den Roboter herum
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Abbildung 8.2: (a) Versuchsanordnung beim Experiment zur Evaluation der Spre-
cherlokalisation. (b) Reihenfolge der Sprecher. In den Zeitschrit-
ten 1–4 und 9–12 sollte der Roboter angesprochen werden, in den
Zeitschritten 5–8 eine benachbarte Person.
an vorgegebenen Positionen (siehe auch Abbildung 8.2 (a)). Mit Bezug zum lokalen Koordina-
tensystem des Roboters befand sich Person P1 in einem Abstand von 1,2 m und bei einem Winkel
von 45◦, wobei 0◦ als die Geradeausrichtung des Roboters definiert ist. Person P2 stand an Posi-
tion (1,4 m, 0◦), Person P3 bei Position (1,8 m, -30◦) und Person P4 bei Position (1,6 m, -60◦).
Die Versuchspersonen hatten die Aufgabe, nacheinander für jeweils 10 Sekunden zu sprechen.
Sie sollten während dieser Zeit entweder den Roboter oder eine der anderen Versuchspersonen
ansprechen, indem sie den Kopf in die entsprechende Richtung drehten. Die Reihenfolge der
Sprecher und der jeweilige Adressat waren festgelegt und sind in Abbildung 8.2 (b) angegeben.
Es wurden keine Einschränkungen gemacht, wie die Versuchspersonen zu stehen haben. Das
Experiment wurde dreimal durchgeführt. Insgesamt haben neun verschiedene Versuchspersonen
daran teilgenommen.
Versuchsergebnisse
Der Roboter war immer in der Lage, innerhalb der jeweils 10 Sekunden langen Abschnitte den
Sprecher zu bestimmen und seine Aufmerksamkeit auf die korrekte Person zu fokussieren. In
manchen Situationen jedoch wurde entweder der Fokus auf dem vorangegangenen Sprecher zu
lange gehalten oder es wurde zwischenzeitlich eine falsche Person selektiert. Ein Diagramm,
das den Aufmerksamkeitsfokus des Roboters über die Zeit darstellt, zeigt Abbildung 8.3. Ein
fehlerhaftes Verhalten trat in 4 von 36 Zeitschritten auf: In diesen Fällen wechselte der Robo-
ter seine Aufmerksamkeit zu einer Person, die in dem Moment nicht sprach (siehe die roten
Pfeile beziehungsweise Spalte 5 in allen drei Experimentdurchläufen und Spalte 4 im letzten
Durchlauf in Abbildung 8.3). Es fällt dabei auf, dass in allen Fällen die Person P2, die frontal
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Abbildung 8.3: Diagramm für die drei Durchläufe des Experiments. Jeder Person
ist eine hellgraue Spur zugeordnet, die in dem Zeitraum, in dem
sie der Sprecher war, dunkel gefärbt ist. Die drei schwarzen Lini-
en geben an, auf wen die Aufmerksamkeit des Roboters gerichtet
war. Die roten und blauen Pfeile kennzeichnen fehlerhaftes Ver-
halten des Roboters.
vor dem Roboter stand, fälschlicherweise als Sprecher ausgewählt wurde. Des Weiteren gab es
zwei Aufmerksamkeitswechsel, die im Prinzip richtig waren, jedoch erst mit einer erheblichen
Verzögerung stattgefunden haben (blaue Pfeile beziehungsweise achter Zeitschritt im ersten und
dritten Experimentdurchlauf). Wiederum war die direkt vor dem Roboter platzierte Person P2
daran beteiligt. Darüber hinaus fällt auf, dass fünf der sechs genannten Fälle während der Phase
auftraten, als die Sprecher nicht den Roboter, sondern eine der anderen Personen adressierten.
Alle Fehler traten auf, weil eine Geräuschquelle in der Richtung von 0◦ lokalisiert wurde, obwohl
die Person P2 zu dem Zeitpunkt nicht gesprochen hatte. Dieses lässt sich mit den Geräuschen er-
klären, die der Roboter selbst verursacht, da diese als Geräuschquelle aus der entsprechenden
Richtung interpretiert werden.
Wie das Diagramm in Abbildung 8.3 zeigt, hatte jeder korrekte Aufmerksamkeitswechsel eine
Verzögerung von ungefähr zwei Sekunden. Dies war aus der Implementierung der Anwendung
für dieses Experiment zu erwarten, da, wie oben beschrieben, der Anchor für die Stimme nach
zwei Sekunden ohne zugeordnetes Sprachperzept aus dem Anchoring-Prozess entfernt wurde
und erst danach ein Aufmerksamkeitswechsel erfolgen konnte.
Darüber hinaus konnten folgende Werte für den Anchoring-Prozess ermittelt werden: Die Ge-
sichtsdetektion wurde auf Bildern der Größe 256×192 mit einer durchschnittlichen Rate von
9,6 Hz durchgeführt und lief damit mehr als dreimal so schnell, wie die weniger effiziente Va-
riante über adaptive Hautfarbensegmentierung in Kombination mit der Eigenface-Methode. Die
Sprecherlokalisation arbeitet mit einer Taktrate von 5,5 Hz. Beinperzepte standen, ähnlich wie
im Experiment zum Folgen einer Person, mit einer Rate von 4,7 Hz zur Verfügung. Der Ancho-
ring-Prozess der Person, die jeweils gerade zum Roboter sprach, wurde durchschnittlich durch
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Perzepte mit einer Frequenz von 15,4 Hz aktualisiert. Gesichtsperzepte konnten dem entspre-
chenden Anchor zu 71,4% der Zeit zugeordnet werden. Dabei muss bedacht werden, dass es
bei einem Aufmerksamkeitswechsel etwa eine Sekunde dauerte, bis die neu selektierte Person in
das Blickfeld der Kamera gelangte. Während dieser Zeit konnte für diese kein Gesichtsperzept
generiert werden. Stimmenperzepte wurden zu 69,5% der Zeit zugeordnet und Beinperzepte zu
99,9% der Zeit. Das Anchoring-Verfahren war in der Lage, die Größe aller Versuchspersonen
mit einer Genauigkeit von +/–5 cm zu bestimmen.
Diskussion
Das Experiment hat gezeigt, dass es auch bei alleiniger Verwendung eines einzelnen Mikrofon-
paars möglich ist, über die Integration von Sensordaten verschiedener Modalitäten die Position
von Geräuschquellen im Raum zu orten. Die Fehler, die durch die Störgeräusche des Roboters
verursacht werden, könnten verringert werden, indem ein Verfahren zur Sprechaktivitätserken-
nung (engl. voice activity detection) eingesetzt würde, welches Sprache von anderen Geräuschen
unterscheidet. Ein anderer, jedoch technisch aufwändigerer Ansatz wird von Nakadai und Kol-
legen [Nak00] verfolgt, bei dem ein zusätzliches Mikrofonpaar, das sich innerhalb der äußeren
Hülle des Roboters befindet, die Eigengeräusche aufzeichnet. Diese können dann aus dem ande-
ren Signal eliminiert werden.
8.2.3 Verfolgen des Oberkörpers
Im dritten Experiment wurde das komplette, in Kapitel 6 beschriebene multimodale Anchoring-
System zum Verfolgen von Personen eingesetzt (siehe auch [Fri04]). Im Speziellen sollte die
Erweiterung um die Fähigkeit zur Lokalisation des Oberkörpers getestet werden. In der für den
Versuch realisierten Anwendung konnte die Aufmerksamkeit des Roboters durch akustische Rei-
ze, das heißt durch Ansprechen, gewonnen werden. Der Roboter verfolgte den Benutzer durch
Ausrichtung der Kamera und Rotation der Roboterbasis.
Experimenteller Aufbau
Der Aufbau des Experiments ist in Abbildung 8.4 dargestellt. Der Roboter R stand auf einer
vorgegebenen Position und beobachtete die Tür. Eine Versuchsperson P wurde angewiesen, den
Raum durch die Tür zu betreten und durch Ansprechen die Aufmerksamkeit des Roboters zu
erlangen. Dann sollte sie zum Schreibtisch gehen, mit einem dort befindlichen Objekt O inter-
agieren und anschließend wieder zum Ausgangspunkt zurückkehren. Der Versuchsaufbau war
so gestaltet, dass der Roboter von der Person, nachdem sie die auf dem Boden stehende Pflan-
ze F passiert hatte, nur noch den Oberkörper wahrnehmen konnte: Die Beine waren aus Sicht
des Laser-Entfernungsmessers von der Pflanze und dem Schrank verdeckt, das Gesicht war vom
Roboter abgewendet und die Versuchsperson hatte nicht gesprochen. Wenn der Roboter in der
Lage war, die Person erfolgreich über Oberkörperperzepte zu verfolgen, dann fokussierte er die









Abbildung 8.4: Aufbau beim Experiment zum Verfolgen des Oberkörpers. (a) Vo-
gelperspektive. (b) Blick aus einer Position hinter dem Roboter.
Versuchsperson auch zum Ende des Experiments. Es wurden 25 Durchläufe mit mehreren Ver-
suchspersonen durchgeführt, die T-Shirts und Pullover verschiedener Farben und Muster trugen.
Versuchsergebnisse
In 80% der Durchläufe konnte die jeweilige Person erfolgreich während der gesamten Interaktion
verfolgt werden. Die Interaktion mit dem Objekt dauerte etwa 5 bis 10 Sekunden. Während
dieser Phase standen zum Verfolgen der Person nur Oberkörperperzepte zur Verfügung. In allen
Fehlversuchen sind die Personen dem Roboter verloren gegangen, weil die Oberkörperdetektion
fehlgeschlagen war.
Die Gesichtsdetektion und die Lokalisation des Oberkörpers wurden auf Bildern der Größe
256×192 durchgeführt. Für die synchron laufenden Prozesse wurde eine Rate von 5,0 Hz er-
mittelt. Die Raten bei der Generierung von Stimmen- und Beinperzepten lagen bei 5,5 Hz und
4,7 Hz und bestätigen damit die Werte aus dem Experiment zur Sprecherlokalisation.
Diskussion
Obwohl die aus den Oberkörperperzepten gewonnene Information das Tracking in Situatio-
nen, wie sie im Versuch betrachtet wurden, wesentlich verbessert, verlässt sich der Tracking-
Algorithmus für eine nicht unbeträchtliche Zeitspanne auf nur ein einzelnes Merkmal. Für ein
robustes Verfolgen unter einer größeren Variation an Situationen ist es daher erforderlich, meh-
rere perzeptuelle Merkmale zur Verfügung zu haben. Dies kann durch Erweiterung des bestehen-
den Systems um zusätzliche Detektoren für zum Beispiel die menschliche Kopf-Schulter-Kontur
oder Gesichter in nicht-frontaler Ansicht erreicht werden.
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Abbildung 8.5: Versuchspersonen interagieren mit BIRON während des ersten
Experiments zum Gesamtsystem.
8.3 Experimente zum Aufmerksamkeitssystem
Für die Evaluation des Aufmerksamkeitssystems wurden zwei Benutzerexperimente durchge-
führt. Da die Leistungsfähigkeit der vollständigen Aufmerksamkeitssteuerung, wie sie für das
Home-Tour-Szenario entwickelt worden ist, analysiert und beurteilt werden sollte, wurde in den
Versuchen jeweils das Gesamtsystem inklusive Sprachverarbeitung, Dialogsteuerung und Exe-
cution Supervisor eingesetzt. Eine Gestenerkennung und eine Aufmerksamkeitssteuerung für
Objekte war nicht vorhanden. Im multimodalen Anchoring wurden Bein-, Gesichts- und Stim-
menperzepte berücksichtigt.
8.3.1 Erstes Benutzerexperiment
Das erste Experiment, bei dem Versuchspersonen das Gesamtsystem getestet haben, ist von Li
und Kollegen durchgeführt worden [Li04]. In einer Fragebogenstudie sollten der aktuelle Ent-
wicklungsstand beurteilt, aber auch die Erwartungen und Wünsche der Benutzer an ein zukünf-
tiges Robotersystem für das Home-Tour-Szenario analysiert werden. Die Darstellungen in die-
sem Abschnitt beschränken sich auf die Ergebnisse, die zum einen das Aufmerksamkeitssystem
betreffen und zum anderen die Gestaltung des zweiten Benutzerexperiments (Abschnitt 8.3.2)
beeinflusst haben.
Beschreibung des Experiments
Das Experiment wurde in einem Raum mit einer großen freien Fläche durchgeführt. Dort konnte
der Roboter von den Versuchspersonen herumgeführt werden, ohne dass die Gefahr von Zu-
sammenstößen mit Hindernissen bestand. Abbildung 8.5 zeigt einige der Versuchspersonen bei
der Interaktion mit BIRON während des Experiments. Zur Einweisung wurde den Teilnehmern
vom Versuchsleiter das Verhalten des Roboters anhand einer Grafik erläutert. Diese zeigte die
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verschiedenen Zustände der Aufmerksamkeitssteuerung und Beispiele für Anweisungen, mit de-
nen Zustandswechsel erreicht werden können. Den Zettel mit der Grafik durften die Versuchs-
personen auch während des Experiments zur Hilfe nehmen. Jede Versuchsperson wurde ange-
wiesen, in einer Interaktion mit dem Roboter über sprachliche Anweisungen die verschiedenen
Aufmerksamkeitszustände in einer vorgegebenen Reihenfolge zu durchlaufen: Zunächst sollte
der Roboter durch Ansprechen aus dem Schlafmodus geweckt und in den Interaktionsmodus
gebracht werden. Dann war es die Aufgabe, den Roboter im Folgen-Modus zu einer anderen
Stelle im Raum zu führen. Als nächstes war die Person angewiesen, dem Roboter ein Objekt
unter Verwendung von Sprache und Gestik zu zeigen. Abschließend sollte die Interaktion mit
BIRON durch eine Verabschiedung beendet werden. Die Reihenfolge der Aufmerksamkeitszu-
stände in der Interaktionsphase war folglich: AS:Person – AS:Follow – AS:Person – AS:Show –
AS:Object – AS:Person. Im Anschluss an die Interaktion wurden die Teilnehmer gebeten, einen
Fragebogen auszufüllen.
An dem Versuch haben insgesamt 21 Personen im Alter von 22 bis 54 Jahren teilgenommen.
Die meisten Teilnehmer verfügten über ein ausgeprägtes technisches Hintergrundwissen. Alle
Versuchspersonen haben die vorgegebene Aufgabe erfolgreich bewältigt. Sie benötigten dazu
zwischen drei und fünf Minuten.
Ergebnisse
In dem Fragebogen sollten die Benutzer verschiedene Aspekte der Interaktion mit dem Robo-
ter bewerten. Einerseits sollte herausgefunden werden, welche der Fähigkeiten des Roboters die
Benutzer beeindruckt hat. Zu diesem Zweck diente die Frage „Welche Fähigkeiten des Robo-
ters fanden Sie besonders interessant?“, bei der Antwortmöglichkeiten vorgegeben und Mehr-
fachnennungen zulässig waren. Andererseits sollten die Eigenschaften benannt werden, die als
unerfreulich empfunden wurden. Dazu wurde die Frage „Was hat Ihnen an BIRON nicht gefal-
len?“ gestellt, bei der die Antwortmöglichkeiten offen gelassen waren. Die Ergebnisse sind in
der Abbildung 8.6 dargestellt.
Es stellte sich heraus, dass die Aufmerksamkeitssteuerung die meisten positiven Rückmeldun-
gen der Versuchspersonen erhielt. Elf der 21 Personen hielten die Fähigkeit des Roboters, sei-
nen Kommunikationspartner zu fokussieren, für interessant und sieben waren vom Folgen durch
Hinterherfahren beeindruckt. Von vier Probanden wurde auch das Aufwecken des Roboters als
interessant bewertet. Keiner der Befragten äußerte bei der zweiten Frage Unzufriedenheit über
die Leistungsfähigkeit des Aufmerksamkeitssystems. Offensichtlich verhielt sich der Roboter
entsprechend der Erwartungen der Benutzer an das System.
Neben der Aufmerksamkeitssteuerung war für die Benutzer die automatische Sprachverarbeitung
ein wichtiger Aspekt. Diese fand jedoch, im Gegensatz zur Aufmerksamkeitssteuerung, ein ge-
teiltes Echo. Acht Personen bewerteten die Interaktion mit dem Roboter über natürliche Sprache
interessant. Gleichzeitig bemängelten zwölf Probanden die hohe Fehlerrate bei der Spracherken-
nung. Vier Benutzer beklagten einen zu unflexiblen Dialog, der sie zu sehr in der Wahl der Worte
einschränkte. Offensichtlich hat die natürlichsprachliche Interaktion, neben der Fähigkeit des Ro-
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Abbildung 8.6: Histogramme der Antworten von 21 Versuchspersonen. Bei bei-
den Fragen waren Mehrfachnennungen erlaubt.
boters zur Aufmerksamkeit, einen wesentlichen Anteil an der Natürlichkeit der Benutzerschnitt-
stelle und der Attraktivität des Gesamtsystems. Das heißt zugleich, dass die Leistungsfähigkeit
der sprachverarbeitenden Komponente entscheidend für die Akzeptanz des Systems ist.
Ein weiterer Aspekt, der in der Studie untersucht werden sollte, war die Frage, wie nützlich die
Ausgaben von Berechnungsergebnissen einzelner Prozesse und von internen Zuständen des Ro-
boters für den Benutzer sind. Zu diesem Zweck wurden sowohl Ergebnisse der automatischen
Spracherkennung als auch der Zustand der Aufmerksamkeitssteuerung angezeigt. Im Allgemei-
nen fanden die Versuchspersonen Rückmeldungen sehr hilfreich. Jedoch haben die Benutzer sehr
individuelle Ansichten darüber, welche Art sie als geeignet empfinden. Während manche die Er-
gebnisse der Spracherkennung sehen wollten, fanden andere diese Angaben zu technisch und
zu ablenkend von der eigentlichen Aufgabe. Die Rückmeldung über den Zustand der Aufmerk-
samkeitssteuerung wurde dagegen im Allgemeinen als hilfreich empfunden. Die Kenntnis über
den internen Zustand des Roboters scheint nützlich zu sein, jedoch muss dieser in angemessener
Weise dargestellt werden.
8.3.2 Zweites Benutzerexperiment
Mit der Durchführung des zweiten Benutzerexperiments wurden zwei Absichten verfolgt. Zum
einen war es das Ziel, die Leistungsfähigkeit der auditiven Aufmerksamkeit festzustellen, wobei
allein der Aspekt der Aktivierung der Sprachverarbeitung betrachtet wurde (Abschnitt 7.7.2).
Zum anderen sollte das Gesamtsystem unter leicht veränderter Aufgabenstellung erneut von den
Versuchspersonen beurteilt werden.
Als Folge der Erkenntnisse aus dem ersten Experiment, dass die Benutzer zum einen sehr häufig
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AS:Person AS:Follow AS:Show AS:Object
Abbildung 8.7: Verwendete Symbole zur Darstellung der Aufmerksamkeitszu-
stände in der Interaktionsphase
Fehler bei der automatischen Spracherkennung bemängelten und zum anderen die Darstellung
des internen Zustands des Roboters als hilfreich empfanden, wurden folgende Modifikationen
am Gesamtsystem vorgenommen:
• Die Aufzeichnung der Daten für die Sprachverarbeitung erfolgte über ein Nahbespre-
chungsmikrofon, wodurch die Wortfehlerrate deutlich gesenkt wurde.
• In der oberen Ecke des Flachbildschirms vom Roboter wurde, als Ergänzung zum animier-
ten Gesicht, der Zustand der Aufmerksamkeitssteuerung in der Interaktionsphase in Form
eines Strichmännchen-Symbols dargestellt (siehe Abbildung 8.7).
Beschreibung des Experiments
Das Experiment wurde wiederum in einem Raum mit einer größeren freien Fläche durchgeführt.
Zu Beginn jedes Testdurchlaufs stand der Roboter auf einer vorgegebenen Position, etwa drei
Meter von einem Tisch entfernt, auf dem sich diverse Objekte befanden, unter anderem eine Tas-
se, Stifte, eine Pflanze und ein Telefon. Die Versuchspersonen wurden aufgefordert, den Roboter
aus dem Schlafzustand aufzuwecken, durch Begrüßung in die Interaktionsphase zu gelangen,
dann dem Roboter einige der Objekte zu zeigen und sich anschließend von ihm zu verabschie-
den. Im Gegensatz zum ersten Experiment gab der Versuchsleiter jedoch keine Erläuterung über
die verschiedenen Aufmerksamkeitszustände, die der Roboter im Verlauf der Interaktion einneh-
men kann. Vielmehr stand es den Versuchspersonen in der Interaktionsphase frei, wie und in
welcher Reihenfolge sie die Fähigkeiten des Roboters nutzten. Der Versuchsaufbau erforderte es
jedoch, dass die Probanden wenigstens einmal den Roboter baten, ihnen zu folgen, um ihn nah
genug an den Tisch mit den zu lernenden Objekten zu führen. Wurde der Roboter dabei auf di-
rekter Strecke zum Tisch geleitet, befand sich der Tisch mit den Objekten aus Sicht des Roboters
schräg rechts. Eine Zeige- oder Objekterkennung war nicht vorhanden. Der Roboter bewegte die
Kamera nach jeder Anweisung zum Lernen eines Objekts in eine vorher festgelegte Richtung
und zwar nach rechts unten. Stand der Roboter wie oben beschrieben vor dem Tisch, drehte sich
die Kamera in Richtung der Objekte. Einige Versuchspersonen haben den Roboter jedoch über
längere Strecken hinter sich herfahren lassen, sodass der Roboter dann zum Teil in einer anderen
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Position zu den Objekten zum Stehen kam und die Kamera dann nicht in Richtung des Tischs
schwenkte.
Ein Teil der Versuchspersonen hatte nie zuvor mit Robotern oder Spracherkennungssystemen
gearbeitet. Die Erfahrung zeigt, dass solche Personen anfänglich einige Schwierigkeiten haben,
mit dem Roboter zu interagieren. Jedoch kann die Effizienz der Interaktion durch eine kurze
Eingewöhnungsphase erheblich gesteigert werden. Aus diesem Grund durfte jede Versuchsper-
son vor der eigentlichen Aufzeichnung der Daten einen Testlauf unternehmen. Während dieser
Phase gaben die Versuchsleiter Hinweise, wie der Erfolg der Interaktion verbessert werden kann.
Das Training erstreckte sich über einen ähnlichen Zeitraum wie das anschließende Experiment.
Während der Experimentphase wurden keine Hinweise mehr gegeben.
Nachdem die Versuchspersonen mit dem Roboter interagiert hatten, wurden sie gebeten, einen
Fragebogen auszufüllen. An dem Experiment haben zwölf Versuchspersonen im Alter zwischen
21 und 31 Jahren teilgenommen. Es handelte sich um acht Studenten und vier wissenschaftliche
Mitarbeiter der Universität Bielefeld verschiedener Fachrichtungen.
Ergebnisse
Die Interaktionsdauer lag zwischen zwei und sechseinhalb Minuten. Jede Versuchsperson hatte
während dieser Zeit dem Roboter erfolgreich mindestens drei verschiedene Gegenstände gezeigt.
In jedem Experimentdurchlauf wurde das Folgen des Roboters genutzt.
Als erstes werden die durch den Fragebogen ermittelten Bewertungen der Versuchsteilnehmer
vorgestellt. Um einen Vergleich zum ersten Benutzerexperiment zu ermöglichen, wurden die
zwei dort gestellten Fragen unverändert übernommen. Abbildung 8.8 zeigt die Histogramme
der Antworten. Die Antworten auf die Frage, welche Fähigkeiten des Roboters die Benutzer
besonders interessant fanden, zeigen eine ähnliche Verteilung, wie in der ersten Studie. Wieder
wurde die Aufmerksamkeit am häufigsten genannt. Neun der zwölf Versuchspersonen waren
von der Fähigkeit des Roboters beeindruckt, sich auf den Benutzer zu fokussieren. Genauso
häufig wurde das Folgen als interessanteste Fähigkeit genannt. Die Interaktion mittels natürlicher
Sprache fanden sieben von zwölf Versuchspersonen interessant. Fünf Probanden bewerteten auch
das Lernen von Objekten als positive Eigenschaft.
Auf die offene Frage, was den Versuchspersonen an BIRON nicht gefallen habe, zeichnete sich
keine Antwort zahlenmäßig gegenüber anderen Antworten so klar ab, wie es in der ersten Studie
der Fall war. Dort bemängelten viele Teilnehmer Fehler in der Spracherkennung. Unter Ver-
wendung des Nahbesprechungsmikrofons konnten in diesem Experiment die Erkennungsfehler
offensichtlich so weit gesenkt werden, dass keine der Versuchspersonen dieses Problem als er-
wähnenswert erachtete. Mehrfach wurde dagegen das äußere Erscheinungsbild als negativ emp-
funden, wobei zwei Versuchspersonen ein menschlicheres Aussehen wünschten und zwei weitere
explizit die grafische Darstellung des Gesichts bemängelten. Vier Versuchspersonen erwähnten
die undeutliche Sprachausgabe. Von drei Teilnehmern wurde die langsame Reaktion des Systems
genannt, die ihnen am Gesamtsystem nicht gefallen hatte. Genauso wie im ersten Experiment
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Abbildung 8.8: Histogramme der Antworten von zwölf Versuchspersonen. Bei
beiden Fragen waren Mehrfachnennungen erlaubt.
äußerte keine der Versuchspersonen Unzufriedenheit über die Leistungsfähigkeit des Aufmerk-
samkeitssystems.
In einer weiteren offenen Frage wurden die Versuchspersonen gefragt, welche Fähigkeiten sie
bei der Interaktion mit BIRON vermissten. Hier drehte sich die überwiegende Anzahl der Ant-
worten um das Lernen von Objekten. Offensichtlich wünschten sich die Versuchspersonen eine
Rückmeldung, die erkennen lässt, dass der Roboter tatsächlich das vom Benutzer gezeigte Objekt
erfasst und in seinen Wissensspeicher aufgenommen hatte. Es wurde vermisst, dass der Roboter
das genannte Objekt mit der Kamera korrekt fokussiert. Mehrere Teilnehmer wünschten sich,
dass der Roboter die Objekte auch noch zu einem späteren Zeitpunkt der Interaktion wiederfin-
den und benennen konnte.
Zusätzlich sollten die Versuchspersonen einige Aussagen auf einer vierstelligen Skala bewerten.
Die äußeren Punkte der Skala entsprachen den Antworten „trifft voll zu“ und „trifft gar nicht
zu“. Die Resultate sind in Abbildung 8.9 dargestellt. Demnach wurde die Interaktion mit dem
Roboter überwiegend als einfach empfunden. Kritischer fiel die Beurteilung der Natürlichkeit
der Interaktion aus. Keiner fand die Interaktion uneingeschränkt natürlich und fünf bewertetenn
sie als wenig oder gar nicht natürlich. Die Aussagen, die sich auf die Aufmerksamkeit beziehen,
wurden überwiegend positiv bewertet. So sagte die Mehrheit der Versuchsteilnehmer, dass es ein-
fach war, die Aufmerksamkeit des Roboters zu erlangen. Auch beurteilten fast alle den Roboter
als aufmerksam. Das animierte Gesicht konnte die Interaktion nur bei fünf der zwölf Teilnehmer
in gewissem Maß erleichtern. Besser geeignet war offensichtlich das Strichmännchen-Symbol,
das den internen Roboterzustand darstellte. Die Mehrheit empfand es als eindeutig hilfreich.
Der folgende Text beschäftigt sich mit der Fragestellung, wie leistungsfähig die Aktivierung
der Sprachverarbeitung durch das Aufmerksamkeitssystem in dem Experiment war. Die Akti-
vierung hängt von einer erfolgreichen Erkennung der Attribute schaut und spricht ab. Da
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war einfach.
Die Interaktion mit dem Roboter
Es war einfach die Aufmerksam-
keit des Roboters zu erlangen.
Das Gesicht hat die Interaktion
erleichtert.
Die Darstellung des internen
Roboterzustands war hilfreich.
Die Interaktion mit dem Roboter
war nat ¤urlich.
Der Roboter war aufmerksam.
trifft voll zu
trifft gar nicht zu
trifft voll zu
trifft gar nicht zu
trifft voll zu
trifft gar nicht zu
trifft voll zu
trifft gar nicht zu
trifft voll zu
trifft gar nicht zu
trifft voll zu
trifft gar nicht zu
Abbildung 8.9: Histogramme zu den Bewertungen durch die zwölf Versuchsper-
sonen.
sich darauf auch die Relevanzbewertung von Personen in der Bereitschaftsphase stützt, geben die
Ergebnisse zusätzlich einen Hinweis auf die Leistungsfähigkeit der Aufmerksamkeitssteuerung
in der Bereitschaftsphase.
Um die einzelnen Erkennungsraten quantifizieren zu können, wurden während des Experiments
Informationen über die im multimodalen Anchoring verfolgten Personenhypothesen, die gene-
rierten und zugeordneten Perzepte und die Aktivierungsvorgänge der Sprachverarbeitung durch
die auditive Aufmerksamkeit aufgezeichnet. Um die tatsächlich durchgeführten Aktivierungs-
vorgänge mit den erforderlichen vergleichen zu können, wurde ebenfalls der Beginn und das
Ende von Äußerungen, die von den Probanden an den Roboter gerichtet wurden, vom Versuchs-
leiter per Tastendruck aufgezeichnet. Dabei ist zu beachten, dass die als erforderlich erachteten
Aktivierungsvorgänge der subjektiven Meinung einer beobachtenden Person entsprechen, und
damit fehleranfällig und ungenau sein können.
Abbildung 8.10 zeigt einen repräsentativen Ausschnitt der aufgezeichneten Daten aus dem Ver-
lauf der Interaktion einer Versuchsperson mit dem Roboter. Auf der Abszisse ist die Zeit in
Sekunden aufgetragen. Die blauen vertikalen Linien geben die Wechsel des Aufmerksamkeits-
systems in einen neuen Zustand an. So erfolgt der erste Wechsel bei ungefähr drei Sekunden
zum Zustand AS:Alert. Die Spracherkennungsergebnisse sind unten eingetragen, wobei die ge-
strichelte Linie den Zeitpunkt des Endes der Verarbeitung markiert. Die grüne Fläche im unteren
Viertel der Grafik ist immer dann eingetragen, wenn der Roboter für die Person im Fokus der
Aufmerksamkeit das Attribut schaut ermitteln konnte. Das Attribut spricht ist entspre-
chend durch die blauen Balken dargestellt. Die gelben Balken im dritten Viertel von unten geben
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This is a cup.Follow me!
Hello BIRON! BIRON, this is a cup.BIRON, stop!
Abbildung 8.10: Aufgezeichnete Daten aus dem Verlauf der Interaktion einer Ver-
suchsperson mit dem Roboter. Die Erläuterung der Grafik erfolgt
im Text.
die Zeitbereiche an, zu denen die Sprachverarbeitung aktiviert war. Die Aktivierung geht in die-
sem Beispiel immer mit dem Auftreten des Attributs spricht einher. Es ist zu erkennen, dass
die Aktivierung jeweils um eine halbe Sekunde in die Vergangenheit verschoben wurde (vgl. Ab-
schnitt 7.7.2, Seite 123). Die vom Versuchsleiter als zu aktivieren erforderlich bewerteten Zeit-
spannen sind durch die orangefarbenen Balken dargestellt. Es zeigt sich, dass im dargestellten
Ausschnitt die auditive Aufmerksamkeit (gelb) gut die Zeitbereiche der tatsächlichen sprach-
lichen Äußerungen (orange) abdeckt. Bei 36 Sekunden wurde der Anfang der Äußerung nicht
erfasst, da das Gesicht der Versuchsperson nicht detektiert wurde. Dennoch konnte die Sprach-
verarbeitung in diesem Fall die wesentliche Aussage mit „this is a cup“ extrahieren.
Auf der Ordinate sind die Taktraten für die Generierung und Zuordnung von Perzepten aufgetra-
gen. Die eingezeichneten Kurven sind Mittelwerte über ein gleitendes Fenster von drei Sekunden
Breite. Die gestrichelten Linien geben an, mit welcher Taktrate die jeweiligen Sensorsysteme
gearbeitet haben. Die durchgezogenen Linien geben die Frequenz der Zuordnung von Perzepten
zur Hypothese für die Versuchsperson an. Rot kennzeichnet die Linien für die Beinerkennung,
Grün für die Gesichtsdetektion und Blau für die Sprecherlokalisation. Zu Beginn der Interakti-
on fällt die grüne durchgezogene Linie mit der gestrichelten zusammen, das heißt das Gesicht
der Person konnte durchgehend erkannt werden. Erst bei 22 Sekunden wird das Gesicht selte-
ner detektiert. Hier befand sich der Roboter im Zustand AS:Follow. Die vorausgehende Person
hatte zeitweise das Gesicht abgewandt. Es ist deutlich zu erkennen, wie hohe Zuordnungsraten
von Gesichts- und Stimmenperzepten mit erfolgreicher Bestimmung der Attribute schaut und
spricht einhergeht.
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Tabelle 8.4: Erkennungsraten der auditiven Aufmerksamkeit für die Aktivierung
der Sprachverarbeitung auf zeitlicher Ebene.
falsch- falsch- Person Verarbeitung
Nr. korrekt (%) positiv (%) negativ (%) sprach (%) aktiviert (%)
1 78,1 19,3 2,6 22,6 39,1
2 69,9 29,3 0,8 12,7 41,2
3 76,7 21,3 1,9 14,5 33,9
4 82,3 14,1 3,6 14,5 25,0
5 82,2 15,9 2,0 11,2 25,1
6 75,4 23,0 1,6 15,3 36,7
7 74,5 19,5 6,0 22,5 36,0
8 79,0 16,9 4,1 13,2 26,0
9 83,7 12,7 3,6 13,2 22,3
10 80,2 17,1 2,7 16,5 30,9
11 80,4 16,9 2,7 7,0 21,2
12 77,6 21,2 1,2 12,6 32,6
∅ 78,3 18,9 2,7 14,7 30,8
Für eine quantitative Analyse wurden die Erkennungsraten der auditiven Aufmerksamkeit für
die Aktivierung der Sprachverarbeitung auf zeitlicher Ebene berechnet. Die Ergebnisse für alle
Versuchspersonen sind in Tabelle 8.4 zusammengefasst. Die Aktivierung erfolgte über 78,3%
der Zeit korrekt. Bei diesem Wert muss jedoch berücksichtigt werden, dass der Zeitanteil, zu
dem gesprochen wurde, im Mittel nur bei 14,7% lag (vorletzte Spalte), und die Nichtaktivierung,
wenn nicht gesprochen wird, erheblich leichter zu entscheiden ist, als die Aktivierung, wenn ge-
sprochen wird. Eine größere Aussage über die Leistungsfähigkeit haben die Raten, mit denen
das System falsch entschieden hat. Sie fallen sehr unterschiedlich aus: Im Durchschnitt wurde
die Sprachverarbeitung für 18,9% der Zeit fälschlicherweise aktiviert, aber nur für 2,7% fälschli-
cherweise nicht aktiviert. Das bedeutet, dass die Aufmerksamkeitssteuerung im Vergleich zur Be-
urteilung des beobachtenden Versuchsleiters zu sensibel ausfällt (vgl. auch Abbildung 8.10). Da
die Falsch-Positiv-Rate jedoch sehr gering ist, besteht selten die Gefahr, dass relevante Sprachda-
ten unberücksichtigt bleiben. Die Sprachverarbeitung war während des Experiments im Schnitt
nur zu 30,8% der Zeit aktiviert. Mit dem Verfahren konnte folglich die für die Sprachanalyse
erforderliche Rechenleistung deutlich reduziert werden.
Des Weiteren wurden die Fehlerursachen analysiert, die bei der Aktivierung der Sprachver-
arbeitung aufgetreten sind. Dies geschah auf der Ebene von einzelnen Instruktionen. Wie in
Abschnitt 7.7.2 beschrieben ist, erfolgt die Aktivierung, wenn die beiden Attribute schaut
und spricht für eine Person erkannt wurden. Sie bleibt solange aktiviert, bis das Attribut
spricht nicht mehr vorliegt. Fehler treten entsprechend bei Ausbleiben der Attribute auf. Ein
Beispiel ist in Abbildung 8.10 bei 36 Sekunden nach Beginn der Aufzeichnung zu sehen. Hier
wurde die Sprachverarbeitung zu spät aktiviert, weil das Attribut schaut aufgrund der geringen
Anzahl zugeordneter Gesichtsperzepte nicht ermittelt wurde. Die Aktivierung für eine Instruk-
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Tabelle 8.5: Fehler bei der Aktivierung der Sprachverarbeitung auf Ebene einzel-
ner Instruktionen.
Instruktionen Fehlerursache
Nr. gesamt korrekt schaut spricht beides
1 49 45 0 4 0
2 21 18 0 3 0
3 26 22 0 4 0
4 50 38 1 8 3
5 24 18 3 3 0
6 21 16 3 2 0
7 22 13 5 0 4
8 26 17 5 0 4
9 27 17 7 3 0
10 17 13 2 2 0
11 30 21 5 0 4
12 13 13 0 0 0
total 326 251 (77,0%) 31 (9,5%) 29 (8,9%) 15 (4,6%)
tion wurde als Fehler bewertet, wenn die Zeitspanne der Instruktion nicht vollständig innerhalb
der Aktivierungszeitspanne liegt, selbst dann, wenn, wie in dem Beispiel, die Anweisung der
Versuchsperson zu einem erfolgreichen Wechsel des Aufmerksamkeitszustands führte. Die Er-
gebnisse der Analyse sind in Tabelle 8.5 zusammengefasst. Von insgesamt 326 Instruktionen
der zwölf Versuchsteilnehmer wurden 77% vollständig korrekt erkannt. In 9,5% der Fälle war
das nicht vorliegende Attribut schaut die Fehlerursache, und in 8,9% der Fälle das nicht vor-
liegende Attribut spricht. Bei weiteren 4,6% der Instruktionen führte das Ausbleiben beider
Attribute zum Fehler. Wenngleich die Raten der Fehlerursachen für die beiden Attribute sehr
ähnlich sind, muss beachtet werden, dass das Attribut schaut nur beim Einschaltvorgang einen
Fehler verursachen kann, wobei das Ausbleiben des Attributs spricht während der gesamten
Instruktionsdauer zu einem Fehler führt. Folglich ist die Rate des Attributs schaut kritischer
einzustufen als die des Attributs spricht.
8.4 Zusammenfassung
In diesem Kapitel wurden die Ergebnisse von fünf Experimenten präsentiert, die im Rahmen der
Evaluation des entwickelten Aufmerksamkeitssystems durchgeführt wurden.
Die Versuche zum multimodalen Anchoring wurden in verschiedenen Entwicklungsphasen des
Systems durchgeführt, was sich durch die unterschiedliche Anzahl von zur Verfügung stehenden
Anchoring-Prozessen ausdrückte. Alle Experimente wurden mit Versuchspersonen in anwen-
dungsnahen Szenarien durchgeführt. Beim Verfolgen einer vorausgehenden Person durch den
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Roboter auf der Basis von Bein- und Gesichtsperzepten konnte die Effizienz und Effektivität des
Verfahrens in einem dynamischen Szenario demonstriert werden. In einem zweiten Versuch wur-
de die neu hinzugekommene Sprecherlokalisation getestet. Der Roboter war gut in der Lage, sich
auf den jeweiligen Sprecher zu richten. Vereinzeltes Fehlverhalten wurde offensichtlich durch Ei-
gengeräusche verursacht, die der Roboter auf 0◦ ortete und damit der direkt vor ihm stehenden
Person zuordnete. Im dritten Experiment wurde das Tracking-Verfahren unter Verwendung aller
vier Anchoring-Prozesse getestet. In einem speziellen Szenario, in dem eine Person über eine
längere Phase nur über Oberkörperperzepte verfolgt werden konnte, waren 80% der Testläufe
erfolgreich. In allen Fällen hat sich das multimodale Anchoring als modulares und effizientes
Tracking-Verfahren erwiesen.
Das Aufmerksamkeitssystem wurde schließlich im Rahmen des Gesamt-Interaktionssystems un-
tersucht. Versuchspersonen sollten dabei die Fähigkeiten des Roboters im Home-Tour-Szenario
testen und bewerten. Einmal war es die Aufgabe, alle Aufmerksamkeitszustände der Interakti-
onsphase zu durchlaufen. Ein anderes Mal war die Vorgabe weniger technisch: Den Versuchsper-
sonen wurden lediglich die Fähigkeiten des Roboters erläutert. In Fragebögenstudien wurde die
Aufmerksamkeit als interessanteste Fähigkeit des Roboters bewertet. Auch fanden die Probanden
es einfach, die Aufmerksamkeit des Roboters zu erlangen. Die meisten waren der Meinung, dass
der Roboter aufmerksam war. Die Aufmerksamkeitssteuerung wurde von den Versuchspersonen
sehr positiv wahrgenommen. Darüber hinaus konnte die Effektivität der auditiven Aufmerksam-
keit gezeigt werden, die durch ihren Einsatz den von der Sprachverarbeitung zu verarbeitenden
Anteil auf 30,8% reduzierte. Das in dieser Arbeit entwickelte Konzept für eine multimodale
Aufmerksamkeit konnte sich im praktischen Einsatz erfolgreich bewähren.
Kapitel 9
Zusammenfassung
Möglicherweise haben wir alle in Zukunft einen „BIRON“ bei uns zu Hause! Ob jedoch sol-
che Serviceroboter tatsächlich einmal einen selbstverständlichen Bestandteil unseres täglichen
Lebens darstellen, hängt sehr von ihrer Akzeptanz durch die zukünftigen Nutzer ab. Einen wich-
tigen Beitrag dazu leistet eine ergonomische Schnittstelle, die es dem Anwender erlaubt, in einer
dem Menschen vertrauten Weise mit dem Roboter zu kommunizieren. Eine natürlich gestalte-
te Interaktion gestattet es dem Benutzer zudem, sich frei vor dem Roboter zu bewegen. Daraus
folgt jedoch, dass sich mehrere Personen gleichzeitig in der Nähe des Roboters aufhalten kön-
nen, die für ihn alle potenzielle Kommunikationspartner darstellen. Er muss folglich erkennen
können, wann jemand zu ihm spricht und seine Aufmerksamkeit auf ihn gerichtet hat. Hat er
einen Benutzer erkannt, muss der Roboter auch seine Aufmerksamkeit auf den Benutzer richten,
um ihn optimal wahrzunehmen und ihm zu zeigen, dass er ihn registriert hat. Aufmerksamkeit
spielt folglich eine zentrale Rolle in einer natürlich gestalteten Interaktion. Das Ziel dieser Ar-
beit war es daher, ein Aufmerksamkeitssystem für einen mobilen Roboter zu entwickeln, das
ihm die Fähigkeit zu einer effektiven und natürlichen Interaktion mit Menschen verleiht. Als
Anwendungsbeispiel wurde das Home-Tour-Szenario gewählt, bei dem es die Idee ist, dass ein
Benutzer seinen neu gekauften Roboter durch sein Haus führt, um ihm Objekte und Räume zu
zeigen, die für spätere Aufgaben relevant sind.
Die Grundlage für eine personenbasierte Aufmerksamkeitssteuerung ist die Fähigkeit des Robo-
ters, Menschen in seiner Nähe zu detektieren und über den Verlauf der Zeit zu verfolgen. Um
diese Voraussetzung zu schaffen, ist im Rahmen dieser Arbeit ein Verfahren zum Verfolgen von
Personen entwickelt worden. Das Verfahren baut auf dem Anchoring-Ansatz von Coradeschi
und Saffiotti auf [Cor00]. Anchoring stellt ein Tracking-Konzept dar, welches das Verfolgen ei-
nes Objekts mit einem einzelnen Sensor gestattet. Für die Aufmerksamkeitssteuerung sind jedoch
multimodale Informationen wichtig (Wer spricht? Wer schaut?), die mit mehreren verschiedenen
Sensoren erfasst werden müssen. Daher wurde der Anchoring-Ansatz so erweitert, dass Daten
von verschiedenen Sensoren im Tracking-Prozess integriert werden können. Der neu entwickelte
Ansatz wird entsprechend als multimodales Anchoring bezeichnet.
Im multimodalen Anchoring ergibt sich die Situation, dass die Sensoren potenziell verschiedene
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Bestandteile oder Ausschnitte desselben Objekts erfassen, die einander im Tracking-Prozess zu-
geordnet werden müssen. Zu diesem Zweck wurden Objektmodelle eingeführt: Ein Kompositi-
onsmodell beschreibt die räumliche Konstellation der mit den jeweiligen Sensoren beobachteten
Bestandteile. Ein Bewegungsmodell definiert die zulässigen Änderungen von Konstellationen
über die Zeit. Ein Fusionsmodell gibt schließlich an, wie neue Messungen der einzelnen Sen-
soren zu integrieren sind, um eine neue Schätzung der aktuellen Konstellation des beobachteten
Objekts zu bekommen. Multimodales Anchoring erlaubt es die Daten asynchron zu verarbeiten.
Es bietet zudem die Möglichkeit, eine variable Anzahl von Objekten zu verfolgen. Es erfüllt
damit alle Anforderungen an ein Verfahren zum Verfolgen von Personen mit verschiedenen Sen-
soren.
Die Sensoren, die dem in dieser Arbeit eingesetzen Roboter zur Verfügung stehen, sind ein La-
ser-Entfernungsmesser, eine Kamera und zwei Mikrofone. Da der Laser Objekte in einer Höhe
von 30 cm erfasst, also auf der Höhe von Beinen, wurde ein Verfahren zur Bestimmung der Posi-
tion von Beinpaaren in den Laserdaten entwickelt. Da der Laser mit einem Öffnungswinkel von
180◦ den gesamten Halbraum vor dem Roboter abdeckt, bildet die Beinerkennung eine wichtige
Grundlage für die Personenverfolgung. Für die Kamera wurde zunächst ein Verfahren zur De-
tektion von Gesichtern entwickelt, das über eine Kombination aus Hautfarbensegmentierung und
Eigenface-Methode realisiert ist. Dieses wurde jedoch später durch den Viola-Jones-Detektor er-
setzt, der leistungsfähiger und effizienter ist. Für die Kamera wurde ein weiteres Verfahren zur
Lokalisation des Oberkörpers anhand von Farbinformation eingesetzt. Mit den Mikrofonen wird
Sprache über die CSP -Analyse lokalisiert. Eine Sprachquelle lässt sich mit zwei Mikrofonen
zwar nur auf eine Hälfte eines zweischaligen Hyperboloids eingrenzen. Unter Berücksichtigung
multimodaler Information ist im multimodalen Anchoring jedoch eine Zuordnung zu Personen-
hypothesen möglich. Als Kompositionsmodell wurde ein einfaches, rotationssymmetrisches Mo-
dell definiert. Das Bewegungs- und Fusionsmodell stellen zusammen einen Kalman-Filter dar.
Das multimodale Anchoring realisiert die Wahrnehmung von Personen. Hierauf baut die in die-
ser Arbeit entwickelte personenbasierte Aufmerksamkeitssteuerung auf. Die grundlegende Auf-
gabe der Aufmerksamkeitssteuerung besteht aus den Schritten „Selektieren“ und „Fokussieren“.
Die Selektion wählt die Person aus, die für den Roboter die höchste Relevanz hat. Auf diese
richtet sich im Folgenden die Aufmerksamkeit des Roboters. In der Interaktion hat immer der
Kommunikationspartner die höchste Relevanz. Es wird dadurch eine dauerhafte Aufmerksam-
keit realisiert. Da es in der Bereitschaftsphase dagegen das Ziel des Roboters ist, einen neuen
Interaktionspartner zu finden, werden alle vom multimodalen Anchoring verfolgten Personen
in dem Selektionsprozess berücksichtigt. Es wird angenommen, dass Menschen, die zum Ro-
boter sprechen, ihn gleichzeitig anschauen. Daher sind „sprechen“ und „schauen“ die Attribute,
welche die Relevanz einer Person bestimmen. Die Merkmale werden für jede Person aus dem
multimodalen Anchoring-Prozess gewonnen. Das Vorliegen eines Merkmals führt zu einer Erhö-
hung der Relevanz der jeweiligen Person um einen konstanten Wert. „Sprechen“ hat dabei einen
höheren Wert als „schauen“. Damit reagiert der Roboter bevorzugt auf akustische Signale und
schaut immer auf den aktuellen Sprecher.
Um neue Benutzer effektiv zu finden, beinhaltet der Selektionsmechanismus zusätzliche Funk-
tionalitäten. So erfolgt ein Wechsel frühestens nach einer Sekunde, um den Roboter nicht hek-
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tisch wirken zu lassen. Relevanzwerte von Personen, die für eine gewisse Zeitspanne im Fokus
der Aufmerksamkeit waren, aber keinen Kommunikationspartner darstellen, werden für eine be-
grenzte Dauer auf das Minimum gesetzt, sodass auch andere Personen beobachtet werden können
und der Fokus nicht auf einer Person „hängen“ bleibt. Bei gleichen, höchsten Relevanzwerten
wird die Person selektiert, die für die längste Zeit nicht im Fokus der Aufmerksamkeit war.
Nach der Selektion erfolgt das Fokussieren. Dabei wird die Aufmerksamkeit des Roboters auf
die selektierte Person gerichtet. Dies geschieht durch ein nach außen hin sichtbares, aktives Ver-
halten, das durch Ansteuerung der Roboterbasis und Ausrichtung der Kamera erzeugt wird. Es
dient sowohl der Optimierung der Wahrnehmung als auch einer intuitiv verständlichen Rückmel-
dung der Aufmerksamkeit an den Benutzer. Das Verhalten des Roboters ist nicht immer gleich,
sondern hängt von der Interaktionssituation ab. Es ist an bestimmte Aufmerksamkeitszustände
gekoppelt. Es gibt vier Zustände in der Bereitschaftsphase, die den Roboter schlafend, wach,
wachsam oder zuhörend darstellen. In der Interaktionsphase sind die Zustände an die Dialog-
situation gebunden, wobei der Roboter auf eine Anweisung wartet, dem Benutzer folgt, eine
Zeigegeste erwartet oder auf ein Objekt schaut, und damit die für das Home-Tour-Szenario be-
nötigten Fähigkeiten realisiert.
Die zulässigen Zustandswechsel sind über einen deterministischen endlichen Automaten festge-
legt. Transitionen zwischen Zuständen der Bereitschaftsphase werden durch Ereignisse ausge-
löst, die sich aus dem multimodalen Anchoring ableiten (bottom-up). Alle anderen Zustands-
wechsel sind Folge von Ereignissen anderer Komponenten des Interaktionssystem, vorwiegend
der Dialogsteuerung (top-down). Der Datenaustausch zwischen der Aufmerksamkeitssteuerung
und den anderen Komponenten wird in einer Drei-Schichten-Architektur strukturiert. Zentrale
Komponente der Architektur ist der so genannte Execution Supervisor, der den Datenaustausch
kontrolliert.
Die Übergange zwischen Aufmerksamkeitszuständen der Bereitschaftsphase und der Interakti-
onsphase entsprechen dem Beginn beziehungsweise dem Ende einer Interaktion. Eine Person
wird als neuer Benutzer registriert, wenn sie zum Roboter spricht und die Äußerung als Beginn
eines Dialogs im Home-Tour-Szenario geeignet ist.
Neben dem aktiven Verhalten beim Fokussieren findet auch ein interner, nach außen hin nicht
sichtbarer Aufmerksamkeitszuwendungsprozess statt. Das Aufmerksamkeitssystem aktiviert da-
bei die Sprachverarbeitung für den Zeitraum, der durch den Beginn und das Ende einer An-
weisung des Benutzers an den Roboter bestimmt ist. Es übergibt dabei die relative Position der
Person in Bezug zu den Mikrofonen, sodass das Sprachsignal durch Beamforming aus der ent-
sprechenden Richtung verstärkt werden kann.
Als zusätzliche Rückmeldung an den Benutzer wird ein animiertes Gesicht auf dem Flachbild-
schirm des Roboters angezeigt. Die Pupillen der Augen sind dabei immer auf die selektierte
Person gerichtet. Der Gesichtsausdruck, der aus unterschiedlichen Positionen von Mund und Au-
genbrauen resultiert, hängt vom Aufmerksamkeitszustand und der Interaktionssituation ab und
gibt damit eine zusätzliche Rückmeldung über die internen Verarbeitungsprozesse.
Das entwickelte System ist im praktischen Einsatz in fünf verschiedenen Experimenten mit Ver-
suchspersonen getestet worden. Dabei konnten die Robustheit des Verfahrens zur Personenver-
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folgung und die Effektivität der Aufmerksamkeitssteuerung im Home-Tour-Szenario demon-
striert werden. In Befragungen bewertete die Mehrheit der Versuchspersonen die Aufmerksam-
keit als eine besonders interessante Fähigkeit des Roboters.
Das im Rahmen dieser Arbeit entwickelte Aufmerksamkeitssystem verleiht einem mobilen Ro-
boter die Fähigkeit zu einer effektiven und natürlichen Interaktion mit Menschen im Home-Tour-
Szenario. Das System ermöglicht es dem Roboter, Personen in seiner Umgebung aktiv zu beob-
achten, um in effizienter Weise zu erkennen, wann jemand beabsichtigt, mit ihm zu interagieren.
In der Interaktion ist er in der Lage, sich allein auf den Benutzer zu fokussieren und andere zeit-
gleich anwesende Personen zu ignorieren. Durch das aktive Verhalten stehen den Komponenten
des Interaktionssystems über die Sensoren jederzeit geeignete Daten zur Verfügung. Gleichzeitig
zeigt der Roboter dem Benutzer in intuitiv verständlicher Weise den Fokus seiner Aufmerksam-
keit an und schafft dadurch eine angenehme Interaktionssituation. Das Aufmerksamkeitssystem
geht in seiner Vollständigkeit weit über bereits existierende Realisierungen hinaus.
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