ABSTRACT Anaerobic digestion is a new method for treating kitchen waste, which can reduce waste, protect the environment, and create clean energy. Because the concentration of volatile fatty acids (VFA) in kitchen waste anaerobic digestion process cannot be measured in real time online, a soft measurement method based on deep belief network (DBN) is applied to the measurement of VFA. In this paper, the extreme learning machine (ELM) is applied to the training of DBN. The adaptive learning rate is introduced to increase the convergence speed of the network, which is different from traditional DBF. The data from a real plant is classified and decomposed using a Gaussian mixture model (GMM) and ensemble empirical mode analysis (EEMD) before training the network firstly. A DBN is used to perform numerical analysis of original data to extract features. Then, the extracted features are input into the extreme learning machine for training to obtain a soft measurement model. The experimental verification shows that this method is more precise than traditional methods and pure DBN model.
I. INTRODUCTION
In recent years, the emissions of food waste have been increasing because of population growth and improvement of people's living standards, which poses a particularly serious hazard to people's health and living environment. Therefore, the treatment of restaurant-kitchen-garbage is imperative. There are characteristics in anaerobic digestion (AD) technology which are resource utilization, harmlessness of garbage, and low energy consumption. The environmental advantages are more obvious and the input and output benefits are higher, which meets the requirements of clean production, circular economy, energy saving and emission reduction. Volatile fatty acid (VFA) are intermediate products of AD process and direct substrate of methane production stage. The higher concentration of VFA will strongly inhibit the activity of methanogens, which will seriously affect entire process. However, direct monitoring of VFA concentrations now lacks accurate, low-maintenance, economically viable, and reliable on-line measurement instruments [1] . Most methods of online monitoring are in the laboratory stage [2] - [10] and most of
The associate editor coordinating the review of this manuscript and approving it for publication was Bora Onat. them are manually sampled and analyzed by offline analysis at present. The time lag is greater so it is difficult to meet the requirements for real-time control of production quality. Therefore, it is very important to research and develop soft sensor technology of VFA concentration.
At present, some scholars have started research on soft sensor technology for AD process. Black box modeling methods such as neural network and SVM do not require explicit internal mechanisms of the modeled objects which are suitable for strong coupling, large time-varying, highly nonlinear and hysteretic process. And the methods have been better promoted such as the methods based on LS-SVM [11] , Kalman filter and H-infinity filter [12] ; etc. However, there are still some shortcomings such as the limited number of neurons, the tendency to overfit, and the prediction accuracy to be further improved in the traditional artificial neural network.
Deep belief network (DBN) is one deep neural network, and the feature learning ability is good. It is easier to classify or predict by forming a more abstract high-level representation of the combination of low-level features [13] . Some scholars have proposed improvements to prediction of DBN [14] - [16] . In DBN training process, each layer of RBM is first trained through an unsupervised greedy algorithm and DBN is constructed with the trained RBM combination. Then the traditional global optimization algorithm is used to fine-tune entire network to make the network optimal. However, gradient-based global optimization algorithm tends to fall into a local optimum and such global fine-tuning requires a lot of training time, so deep neural network is not trained well. Therefore, extreme learning machine (ELM) is applied to DBN training process to improve the prediction accuracy of the model. And adaptive learning rate is introduced to ensure convergence speed of the network in pretraining stage.
In order to mine the correlation between data features better, the data can be divided into different types of data sets by Gaussian mixture model (GMM) which is a clustering algorithm and then enter the parallel DBN to perform training and prediction separately. The input signal is decomposed by ensemble empirical mode decomposition (EEMD) to decompose complex signal into a finite number of intrinsic mode functions (IMF), which makes the network training easier.
In this paper, DBN is used for prediction of VFA concentration in anaerobic digestion process of food waste. In order to improve the prediction accuracy of DBN, the data sets are first classified by GMM, then EEMD is introduced to decompose the input signal, and ADBN is combined with ELM for soft measurement of VFA concentration. Experimental results show that compared with traditional soft-sensing methods, the prediction accuracy is higher. It provides a new idea for the research and application of soft measurement for VFA concentration in AD process of food waste.
II. PREDICTION FRAMEWORK: DEEP BELIEF NETWORK

A. THE STRUCTURE OF DBN
There is extensive attention for deep belief network as a multi-layer network in recent years [17] . For a multi-layer neural network, it is difficult to achieve good results simply by using gradient descent training algorithm. The algorithm of deep learning consisting of two phases is used in DBN to solve this problem, which is unsupervised pre-training phase and supervised back-propagation phase. In unsupervised pretraining phase, DBN is first pre-trained as the initial weight of supervised phase and in the phase of supervised back propagation, the entire network is tuned. As shown in Figure 1 and Figure 2 , DBN can be viewed as being constructed by superimposing several layers of restricted Boltzmann machines (RBM). Each layer can be seen as a single RBM. RBM is a two-layer neural network consisting of a layer representing the input visible layer and a hidden layer representing hidden variables and the hidden variables are used as the input for next RBM. The greedy layer-by-layer training algorithm is used to train DBN. In Figure 2 , the first RBM is first trained and its hidden layer is used as the input to the second RBM. Then the second RBM is trained and later RBMs are trained in the same way. In each RBM training process, hidden variables are extracted as features from the input data.
RBM is a two-layer neural network. All visible and hidden units are binary variables. The training of RBM is usually contrast divergence (CD) algorithm. In a RBM, v represents visual layer state vector and h represents hidden layer state vector. Given the model parameters θ = ω R , a, b , and the joint probability distribution of visible layer and hidden layer P (v, h |θ ) and energy function E (v, h |θ ) is defined as
where Z = v,h e −E(v,h|θ ) is the normalization factor; w R ij is the connection weight of RBM; a i and b j indicate the bias of visible layer node and hidden layer node respectively.
For practical problems, the main concern is the distribution of input data v which is
Since the states of nodes in same layer of RBM are mutually independent, when the state v of visible node is given, the activation probability of the jth hidden layer is (4) 60932 VOLUME 7, 2019 According to the symmetry structure of RBM, the visible node activation probability is
where σ (x) = 1 1+e −x is activation function.
B. UNSUPERVISED LEARNING
The purpose of unsupervised pre-training is to train each RBM layer by layer to determine the initial weight of entire network. Studies have shown that using unsupervised algorithm to initialize DBN weights usually results in better training results than random initialization weights [18] . By calculating the gradient of log-likelihood function lg P (v |θ ), we can get RBM weight update formula as
where η is learning rate.
C. SUPERVISED LEARNING
The fine adjustments are made to the weights w R obtained from unsupervised learning. Taking the output layer and the last hidden layer as an example, let y and y be the expected output and the predicted output respectively. Adjust the weights according to the following formulas:
where F (t) is cost function; K is the number of samples. In this way, the updated weights between the output layer and the last hidden layer can be obtained. The weight w = (w out , w m , w m−1 , · · · , w 2 , w in ) of entire network is adjusted in turn from top output layer to bottom input layer.
D. ADAPTIVE LEARNING RATE
Since each RBM requires multiple iterations and the direction of parameter updating after each iteration is not the same, the fixed learning rate η causes the algorithm to appear ''premature'' or difficult to converge. In order to ensure the convergence speed of the network, the following method is given to design adaptive learning rate η according to the similarities and differences of the parameter update directions after two consecutive iterations of RBM training process [19] .
where A and a respectively represent increase coefficient and reduction coefficient, and 0
When the parameter update direction (positive and negative) is the same after two consecutive iterations, the learning rate will increase, otherwise it will decrease.
III. IMPROVEMENT OF TRAINING ALGORITHM: EXTREME LEARNING MACHINE
Extreme learning machine is a fast learning algorithm suitable for single hidden layer neural network. When the input weights and offsets are randomly initialized, the output weights are also determined [20] . Assume that a DBN contains n-layer hidden layers and n−1 RBMs are obtained from the input layer, hidden layer 1, . . . , hidden layer n−1 by greedy algorithm training. The weights and offsets of the (n − 1)th hidden layer to the nth hidden layer and the nth hidden layer to the output layer are determined by ELM [21] . The structure of DBN improved by ELM is shown in Figure 3 . Assume that there are a total of N samples expressed as
T . The number of nth hidden layer nodes is N and the number of (n − 1)th hidden layer nodes is m. So this layer of neural network is represented as
where w R i is the weight of the (n − 1)th hidden layer to the nth hidden layer; a i is the offset from the (n − 1)th hidden layer to the nth hidden layer; β i is the output weight of the nth hidden layer to the output layer. The goal of training for neural network is to minimize the output error and can be VOLUME 7, 2019 expressed as
And there is a special β which makes the equation h n β = s true. h n is the output from layer n − 1 to layer n.
So the goal of training a hidden layer neural network is to get special w i , a i , β to make (17) true.
When ELM is used, the weight w i and offset a i of hidden layer from the (n − 1)th layer to the nth layer are randomly initialized, and a unique output matrix h n of hidden layer can be obtained. At this time, the training problem of DBN is transformed into solving linear system h n β = s, and the output weight β can be determined at the same time.
where h + n is the Moore-Penrose generalized inverse of h n . It can be proved that the solution β obtained is the smallest and only [22] .
IV. FURTHER PREPROCESSING OF INPUT DATA: CLUSTERING AND DECOMPOSITION
A. GAUSSIAN MIXTURE MODEL
GMM is a commonly used clustering algorithm [23] . Assuming that the data obeys a mixed Gaussian distribution, each Gaussian distribution represents a different class. For the d-dimensional data x, it can be expressed as a mixture of K Gaussian distributions whose probability density function can be written as:
where π k is mixing ratio; µ k and k are the mean and covariance matrix of the kth Gaussian distribution respectively.
The data is projected on k Gaussian distributions, and the probability values for the classes they belong to are obtained respectively. Finally the probability value is used as the discrimination result of category [24] . Expectation maximization (EM) is generally used to estimate parameters for each category, i.e. each Gaussian distribution [25] . The flow of EM algorithm is as follows: 1) Define the number of components K , set the initial values of π k , µ k and k , and calculate the log-likelihood function.
2) E step. Calculate the posterior probability based on the current π k , µ k and k .
3) M step. Recalculate π k , µ k , and k according to γ (z nk ).
where
4) Calculate the log-likelihood function and check whether the parameter converges or whether the log-likelihood function converges. If it does not converge, return to step 2). Through GMM clustering algorithm, the input data is classified according to the characteristics of data. Each type of data set is trained and predicted separately, and more common features can be learned.
B. ENSEMBLE EMPIRICAL MODE DECOM-POSITION
EMD [26] , also known as HHT, decomposes the signal into several intrinsic mode functions (IMF) and residuals that represent trends. It is an empirical method for acquiring instantaneous frequency data from non-stationary and nonlinear data sets. Each IMF component that is decomposed contains local feature signals of different time scales of the original signal. EMD can be applied to the decomposition of any type of time series or signals theoretically. In dealing with non-stationary and non-linear data, there are more obvious advantages than previous smoothing method.
EMD decomposition method is based on the following assumptions:
1) There are at least two extreme values for the data, which are a maximum and a minimum; 2) The local temporal characteristics of the data are uniquely determined by the time scale between extreme points; 3) If there are no extremum points but inflection points of data, the extremum can be obtained by differentiating the data one or more times, and then the decomposition result can be obtained through integration.
The internal algorithm flow of EMD is as follows. 1) For a given time series signal x (t), the upper and lower envelopes are fitted to the maximum and minimum points by cubic spline interpolation. 2) Calculate the average of the upper and lower envelopes m (t). 3) h (t) = x (t) − m (t). 4) Let x (t) = h (t), repeat steps 1) to 3) until one of the following conditions is met: (1) m (t) is close to zero; (2) the difference between the number of zeros and poles of h (t) is at most 1; (3) the predetermined maximum number of iterations is reached. 5) Each h (t) is the IMF and calculates the residual signal:
However, modal aliasing phenomenon sometimes occurs in EMD, which is not conducive to parsing the real physical meaning of sequence components [27] . In response to the problem of modal aliasing in original EMD, EEMD was creatively proposed by WU et al. in 2008 [28] . EEMD is an improvement over EMD. In order to analyze the actual signal of the data, this method makes use of the statistical property that Gaussian white noise frequency is evenly distributed, so that the original signal is continuous at different scales after adding Gaussian white noise. It effectively solves the problem of modal aliasing of EMD, thereby improving the signal analysis [27] , [29] . EEMD specific decomposition steps are as follows:
1) Determine the number of times N to be performed by EMD, and the amplitude coefficients k, n = 1 of the white noise signal. 2) Perform the nth EMD experiment. 3) Add a random Gaussian white noise sequence l n (t) to the target data sequence x (t) to obtain a noise-added pending signal x n (t). 4) Decompose x n (t) by EMD to obtain the (IMF) j,n , where the subscripts represent the jth IMF obtained from the nth experimental decomposition. 5) If n < N, let n = n + 1, and repeat steps 2) to 4). 6) Calculate the average value of each IMF obtained from N experiments, which is the IMF obtained by the decomposition of EMMD. Decomposition algorithms break down the problem into multiple sub-problems of the same (or related) type until they become simple enough to solve directly. Then each sub-problem solution is combined to solve original problem. In this paper, the data is decomposed into several IMFs and one residual by EEMD, and then the data is entered into DBN in parallel. The prediction results of all the subsequences are linearly superimposed to obtain the final prediction result.
After the input data is classified by GMM and decomposed by EEMD, the data is trained through training for DBN to obtain the final prediction result. The entire algorithm flow is shown in Figure 4 . 
V. RESULTS AND DISCUSSION
In this paper, the input data is further preprocessed by GMM and EEMD, and then the processed data is input into DBN for training. Finally, ELM is used to improve the training of the model to make the prediction accuracy higher. At the same time, 3 prediction models based on partial least squares (PLS), BP neural network and support vector machine (SVM) are established respectively as comparisons. The error in this paper is characterized by root mean square error (RMSE). The formula for calculating RMSE is as follows:
where x p i is the predicted value; x e i is the expected value. It is hoped that the value of RMSE is smaller, which means the error is smaller and so the accuracy is higher.
A. RESULTS OF SIMULATION DATA
The method proposed in this paper is first applied to the proposed anaerobic digestion mechanism model in reference [30] . 1000 sets of data are obtained, of which 600 sets are used as training sets and 400 sets are used as test sets.
There are two hidden layers of DBN structure, and the number of neuron nodes in each hidden layer is 10, that is, the model structure is 5-10-10-1. The learning rates of level 1 and level 2 for RBM in unsupervised learning phase are set to 0.001 and 0.05 respectively. The maximum number of iterations is chosen to be 800, and the learning rate for supervised learning phase is set to 0.1. The model results are random due to random initialization of the RBM weights in the unsupervised learning phase and the random initialization of top-level weights in supervised learning phase. Even for DBNs with the same structure and parameters, the network VOLUME 7, 2019 obtained by each training is different, so the results are different each time. In this paper, DBN is trained multiple times to verify that the cycle with the least error corresponds to the optimal network structure and parameters, and the number of repetitions is recorded as 10.
The prediction results of each forecasting method are shown in Table 1 and Figure 5-Figure 9 . It can be seen that the prediction error of the method used in this paper for training set is reduced by -80.5%, 61.1%, 50.7% and 43.1% respectively compared to PLS, BP network, support vector machine and traditional DBN model. And the percentages for test set are 96.3%, 86.8% 80.5% and 56.5% respectively.
B. RESULTS OF REAL DATA
The real data in this paper is obtained from an actual kitchen waste anaerobic digestion plant. After a series of data preprocessing, 466 sets of data were finally obtained. These data are divided into two parts. 300 sets of data are used to establish a soft measurement model, and the remaining 166 sets of data are used for model validation. The average flow rate (m 3 /h), TS (total solid content, %), pH, VS (volatile solid content, %), ALK (alkalinity, mg/L), the daily biogas production (m 3 ), the content percentage of CO 2 (%) and the content percentage of CH 4 (%) is selected as input variables and the output variable is the concentration of VFA (volatile fatty acid, mg/L). Table 2 and Table 3 give 10 sets of training data and 10 sets of test data respectively for the reader's reference.
The parameters of DBN for real data are not all the same as the parameters for simulation data. There are two hidden layers of DBN structure, but the model structure is 11-20-20-1. The learning rates of level 1 and level 2 for RBM in unsupervised learning phase are set to 0.001 and 0.05 respectively. The maximum number of iterations is chosen to be 2000, and the learning rate for supervised learning phase is set to 0.1. The number of repetitions for the training of DBN is recorded as 10.
The prediction results of each forecasting method are shown in Table 4 and Figure 10-Figure 19 . As can be seen from the table and figures, there are higher advantages of deep learning networks in terms of prediction accuracy than traditional methods. Compared with the traditional methods, although the accuracy of the method used in this paper is reduced in terms of training error, the accuracy is significantly improved in terms of test error. In the sense of soft measurement, the test error is more important. Sometimes, in order to ensure a low test error, the training error is intentionally adjusted to make the prediction performance of the model better. It can be calculated that the prediction error of the method used in this paper for training set is reduced by 3.9%, -5.4%%, -4.3% and 5.5% respectively compared to PLS, BP network, support vector machine and traditional DBN model. And the percentages for test set are 74.7%, 22.7%, 18.4% and 5.3% respectively.
It can be seen from the figures that there is better tracking effect and higher precision of the method adopted in this paper. In addition, the method proposed in this paper is more effective in improving the accuracy of the local sharp changes in the prediction curve such as the 20th-40th, 60th-80th, 80th-100th, and 120th-140th data of the test set, indicating that the generalization ability is better. Therefore, there is higher prediction accuracy of the soft measurement method used in this paper than tradition methods and DBN alone.
C. DISCUSSION OF THE PREDICTION METHOD
The training set and the test set data are respectively divided into two groups by GMM clustering, and are recorded as training group 1, training group 2, test group 1, and test group 2. The data from the test group 1 is used to test the model trained by the training group 1, and the other groups were similar. The method of predicting the same kind of data by using the model trained by a certain type of data makes the model extract features more accurately and the precision is higher.
The data is decomposed by EEMD, making the data simpler, the rules more obvious, and the features easier to extract, thus reducing the difficulty of prediction and making the model prediction more efficient.
DBN is a deep neural network that enables automatic extraction of data features. The training process includes unsupervised and supervised learning, and it is improved by ELM in this paper, which greatly overcomes gradient-based training algorithm and obtains a more efficient prediction model.
In this paper, the data from simulation model and actual factory are modeled and predicted, and the prediction results prove the effectiveness of the method.
VI. CONCLUSION
In view of the difficulty of on-line measurement for VFA concentration in anaerobic digestion process of food waste and the lack of predictability of traditional soft measurement methods, the improved DBN model is applied to the soft measurement of VFA concentration. The research results show that there is higher prediction accuracy of the soft measurement model established by the algorithm used in this paper. It is conducive to monitoring of process quality and implementation of advanced controls. There are broad application prospects in the process of anaerobic digestion of food waste for this method.
