Abstract-In the data base of information system, usually there are some attributes which are unimportant to the decision attribute, and some records that disturb the decision making. In this paper, reducing the condition attributes based on the matter-element theory and rough set method, calculating the importance to the decision attribute for each condition attribute after reduction, and data mining the relevant rules based on the reduced attributes, extension relevant function is used to depict quality of data gather in data mining. Finally, how to tap new customers and how to recommend an appropriate brand to new customers, Research result indicates that extension data mining can provide effective decide support for the Decision-making of enterprise.
I. INTRODUCTION
Extenics was first brought out by the famous researcher Cai Wen in 1983 in China, the major goal of this subject is to solve the incompatible problems through studying the extension probability of things. Matter-element is the logic cell of extenics and puts the matter, the characteristics and their measure together into consideration [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] . Data mining [14, 15] has gained popularity in the database field recently; it has been mostly used by statisticians, data analysts and so on. Data mining techniques can be divided into five classes of methods: predictive modeling; clustering; data summarization and change and deviation detection [16, 17] . Some of these techniques are beginning to be scaled to operate on databases.
In this paper, reducing the condition attributes based on the matter-element theory and rough set method, calculating the importance to the decision attribute for each condition attribute after reduction, and data mining the relevant rules based on the reduced attributes, extension relevant function is used to depict quality of data gather in data mining. Extension data mining has advantage in the decision-making of the enterprise. Extension relevant function can be used to quantitatively depict data gather of data mining. It can effectively solve the problem of the data quality, and provide clear decision-making for the enterprise. It also can provide a new thinking mode and approach for data mining which extenics is applied in.
II. BASIC CONCEPTION

A. Rough sets
A.1. Introduction of rough sets theory
Rough Sets Theory, a mathematical theory for data analysis, was first introduced by Z．Pawlak in 1982. By defining knowledge from a new viewpoint, it can be used to solve uncertain and imprecise problems. The most special characteristic of this theory is that it doesn't need any earlier or additional information to tackle questions besides some necessary data muster．In combination with neural network，expert system，fuzzy theory, evidence theory ， or genetic algorithm, Rough Sets Theory is widely used in various fields [18] , such as knowledge acquirement，data mining，pattern recognition，machine learning ， and decision support ． As an important component of Rough Sets Theory, Reduction of Attributes attracts increasing attention in both theory and application. Reduction of Attributes corresponds to problems on selecting subsets of attributes in machine learning. It can effectively reduce information redundancies， and help people make a correct and concise decision. In Reduction of Attributes of Rough Sets，the reduction of information system is usually not unique. The number of attributes directly affects the length of the coding of decision rules． To acquire the most concise decision rules，a reduction including the least attribute is required．However, Wong and Ziarko [19] have proved that the minimal reduction in an information system is a hard problem，so recently there is no efficient algorithm in finding an optimal reduction [20] ． A.2. Approximations X is a muster，and R is an equivalence relation．The lower approximations R of X is denoted by ) ( * X R and defined as below：
The upper approximations R of X is denoted by ) ( * X R with the definition:
Given an information system,
where U is the discussion universe，C is a set of condition attributes, D is a set of decision attributes, and a V is a set of values of attributes.
In the crisp set, an element either belongs to or does not belong to a set, so the range of the truth-values is [0, 1], which can be used to solve a two-valued problem.
A.4. Dependence of attributes
The purpose to discuss Dependence of Attributes is to analyze the inner relation among studied data．In the theory about Rough Sets，the degree of dependence among attributes is measured by
B. Fuzzy logic
Fuzzy Logic has rapidly developed into one of the most successful modern technologies in dealing with sophisticated control systems. It resembles human decision-making with an ability to generate precise solutions from either certain or approximate information. Fuzzy Logic also bridges an important gap in engineering design methods left vacant by purely mathematical approaches (e.g. linear control design), and purely logic-based approaches (e.g. expert systems) in the system design. In addition, the other approaches often require accurate equations to model real-world behaviors, while fuzzy design can accommodate the ambiguities of the real-world human language and logic. It provides an intuitive method for a systemic description in human terms and automates the conversion of those systemic specifications into effective models.
Fuzzification (using membership functions to graphically describe a situation). Selection of fuzzy language variables and membership functions by 
D. Extension set
In contrast to the crisp set, the fuzzy set allows for the description of concepts in which the boundary is not explicit. A degree between zero and one corresponds to the normal fuzzy set. When 0 ) ( < x k , it describes the degree to x does not belong to a set, which is not defined in a fuzzy
, this means that the element x still has a better chance to be included into the set if the set is adjusted.
implies that the element x has no chance to belong to the set, it is also to represent the degree of an element not belonging to a set. The extension theory tries to solve incompatibility or contradiction problems by the transformation of the matter element. Comparisons of crisp sets, fuzzy sets, rough sets and extension sets are shown in Table 1 .
(1) Definition of matter-element
Defining the name of a matter by O , one of the characteristics of the matter by c and the value of c by v , a matter-element in extension theory can be described as follows: 
Where O , c and v are called the three fundamental elements of the matter-element. For example, M = (Tang, Weight, 60 kg) can be used to state that Tang's weight is 60 kg. If the value of the characteristic has a classical domain or a range, we define the matter-element for the classical domain as follows: 
(3) Divergence of matter-element A matter may have many characteristics; the same characteristics and values may also belong to some other matter. In extension theory, there are some formulations to express these points as follows: Theorem 1. If a matter has many characteristics, it can be written as
The symbol " " p indicates the mean of the extension. Theorem 2. If some other matter has the same characteristic, it can be written as
If some matter has the same value, it can be written as
(4) Definition of extension set Let U be the universe of discourse, x is a discretional element inU , is a mapping from U to real number field R , ) , , ( 
, it corresponds to a normal fuzzy set.
implies that the element x has no chance to belong to the set.
, it is called an extension domain, which means that the element x still has a chance to become part of the set. 
The correlation function can be used to calculate the membership grade between x and X as shown in An extension set Ẽ in U can be denoted 
is called the extension boundary of U as to u T
The partition of domain is shown in Fig2 and Fig3. 
III. EXTENSION DATA MINING BASE ON ROUGH SET
A. Attribute reduction based on rough set
We often face a question whether we can remove some data from a data table preserving its basic properties that is whether a table contains some superfluous data.
For example, it is easily seen that if we drop in Table  1 either the attribute Headache or Muscle-pain we get the data set which is equivalent to the original one, in regard to approximations and dependencies. That is we get in this case the same accuracy of approximation and degree of dependencies as in the original table, however using smaller set of attributes.
In order to express the above idea more precisely we need some auxiliary notions. Let B be a subset of A and let a belong to B.
• We say that a is dispensable in B if I(B) = I(B − {a}); otherwise a is indispensable in B.
• Set B is independent if all its attributes are indispensable.
• Subset B' of B is a reduct of B if B' is independent and I(B') = I(B).
Thus a reduct is a set of attributes that preserves partition. It means that a reduct is the minimal subset of attributes that enables the same classification of elements of the universe as the whole set of attributes. In other words, attributes that do not belong to a reduct are superfluous with regard to classification of elements of the universe.
Reducts have several important properties. In what follows we will present two of them.
First, we define a notion of a core of attributes. Let B be a subset of A. The core of B is the set off all indispensable attributes of B.
The following is an important property, connecting the notion of the core and reducts
where Red(B) is the set off all reducts of B. Because the core is the intersection of all reducts, it is included in every reduct, i.e., each element of the core belongs to some reduct. Thus, in a sense, the core is the most important subset of attributes, for none of its elements can be removed without affecting the classification power of attributes.
To further simplification of an information table we can eliminate some values of attribute from the table in such a way that we are still able to discern objects in the table as the original one. To this end we can apply similar procedure as to eliminate superfluous attributes, which is defined next.
• We will say that the value of attribute a∈B, is • If for every attribute a∈B the value of a is indispensable for x, then B will be called orthogonal for x.
• Subset B' ⊆ B is a value reduct of B for x, iff B'
is orthogonal for x and [x] I(B) = [x] I(B') .
The set of all indispensable values of attributes in B for x will be called the value core of B for x, and will be denoted CORE x (B). Also in this case we have
where Red x (B) is the family of all reducts of B for x. Suppose we are given a dependency C ⇒D. It may happen that the set D depends not on the whole set C but on its subset C' and therefore we might be interested to find this subset. In order to solve this problem we need the notion of a relative reduct, which will be defined and discussed next.
Let C,D ⊆ A. Obviously if C' ⊆ C is a D-reduct of C, then C' is a minimal subset of C such that
• We will say that attribute a∈C is D-dispensable in C, if POS C (D) = POS (C−{a}) (D); otherwise the attribute a is D-indispensable in C.
• If all attributes a∈C are C-indispensable in C, then C will be called D-independent.
• Subset C' ⊆ C is a D-reduct of C, iff C' is D-independent and POS C (D) = POS C' (D).
The set of all D-indispensable attributes in C will be called D-core of C, and will be denoted by CORE D (C). In this case we have also the property
where Red D (C) is the family of all D-reducts of C.
If D = C we will get the previous definitions.
Where ind ( ) denotes the indiscernibility relation, and r R, which is the attribute sets. Obviously, if Eq. (34) holds, r is the redundant attribute element to describe the knowledge base characterized by attribute sets R. As a result, r can be removed from R, which is so-called knowledge simplification related to the classification problem. Moreover, the simplified attribute sets ind (R) is equivalent to the original attribute sets R, so some attributes can be reduced from the original Table. 
B. Extension relevant rule
C. Decide classical field and modulation field
According to every characteristic variable, its data range can be acquired. Consequently classical field and modulation field of different levels, which is correlative with each characteristic, will be ensured. 
which is a classical field. This is similar to 
which is a modulation field. This is similar to
D. Compute relevant degree according to relevant function
To any testing object P p ∈ , using the following steps to determine whether p belongs to the certain subset 
A. Acquire and deal with data
There are four factors which affect the choices of the new customers. They contain age, basic call charge, message charge and GRPS charge. Above value of four factors can be acquired from survey of related groups. The paper analyses the data of the brand survey which is from more than 2000 customers, such as Characteristic variables of objects are computed by using extension relevant function. The experiment result is expressed as Table 8 . From analysis in Table 8 , it describes that person A belongs to the level of Xin Shili The analysis result can provide effective support for china Unicom to recommend an appropriate brand to new customers.
V. CONCLUSIONS
In the data base of information systems, there usually exists some attributes which are unimportant to decision attribute, people hope to find a minimum correlative attribute set which has the same capacity of classification for the decision attribute, the rules generate from the minimum attribute set is simpler and making more sense. And then extension transforming the condition and conductive transforming the result, acquire the variable knowledge, it is called extension knowledge. In fact, there are some bad records in data base that affect the quality of the data mining, making some rules not so reliable, so we must capture the main problem when we are solving the problem by extension transformation. This paper introduce selecting method of extension transforming attribute according the attributes' importance calculated during the process of the attribute reduction, this method guarantee the veracity of extension transformation, and improve the efficiency of the solution.
The result from traditional data mining is knowledge, but the result from extension data mining is strategy. Extension data mining has advantage in the decision-making of the enterprise. Extension relevant function can be used to quantitatively depict data gather of data mining. It can effectively solve the problem of the data quality, and provide clear decision-making for the enterprise. It also can provide a new thinking mode and approach for data mining which extenics is applied in. So extension data mining has great reference value.
