The rise of technology spurs the advancement in the surveillance field. Many commercial spaces reduced the patrol guard in favor of Closed-Circuit Television (CCTV) installation and even some countries already used surveillance drone which has greater mobility. In recent years, the CCTV Footage have also been used for crime investigation by law enforcement such as in Boston Bombing 2013 incident. However, this led us into producing huge unmanageable footage collection, the common issue of Big Data era. While there is more information to identify a potential suspect, the massive size of data needed to go over manually is a very laborious task. Therefore, some researchers proposed using Content-Based Video Retrieval (CBVR) method to enable to query a specific feature of an object or a human. Due to the limitations like visibility and quality of video footage, only certain features are selected for recognition based on Chicago Police Department guidelines. This paper presents the comprehensive reviews on CBVR techniques used for clothing, gender and ethnic recognition of the person of interest and how can it be applied in crime investigation. From the findings, the three recognition types can be combined to create a Content-Based Video Retrieval system for person identification.
INTRODUCTION
Person identification is a technique commonly used by the police to identify criminals or a missing person. A witness of a crime or the close relative of the missing person will describe the distinct characteristics of the wanted person to a police officer before a sketch artist or a computer program creates a face from the descriptions. The first person who invent the anthropometric measurements of a person is a French criminologist named Bertillon who lived in the late 1800s. He creates an arrest card for each criminal which contain the physical measurements such as head length, nose breadth and forehead width along with other details such age, nativity, complexion, fingerprint and the mugshots [1] .
Nowadays with the advent of video cameras technology, it is possible to install Closed-Circuit Television (CCTV) as a preventive measure for crimes which creates a video surveillance network. The footage from CCTV can be used for identifying the criminal (refer Boston Bombing 2013) and later served as the evidence. However, the large collection of video footage creates another problem -Data Management. Previously, the police needed to search manually through a bulk of video collection to find a suspect. Then, facial recognition is utilized in this field to ease the burden on the enforcers. However, this technique only detects face images during the scene. The method of conveniently finding suspect by filtering his traits like a search engine is still not available.
As for now, video search tools such as Google and Yahoo are primarily based on textual annotation of videos, which means that the search does not actually involve the video itself, but rather is focused on the keywords within the surrounding paragraphs on video's page, the complete opposite of their image department which allows reverse image searching. Using these tools, videos are manually annotated with keywords and then retrieved using textbased search methods. However, this manual video annotation is subjective, cumbersome, inconsistent and time-consuming, especially when the video database is large and diverse. The recent Youtube demonetization fiasco is an example the failure of differentiating the video caption with video content. Due to the pressure from the advertisers, Youtube is trying to stop showing the adverts for racial or hate speech videos which eventually funds the content creator. Unfortunately, with the current algorithm Youtube not only filtered the hate speech videos but also other political satirist or critics videos [2] . These shortcomings have led to the development of Contentbased Video Retrieval (CBVR) techniques to simplify and improve the video retrieval performance.
CBVR is a technique which uses visual contents to search videos from large scale video databases according to the user's interest and has been an active research area since the 90's [3] [4] [5] [6] . Information retrieval, meanwhile, is defined as the process of converting a request for information into a meaningful set of references, where early work on image retrieval can be traced back to the late 70's [7, 8] . Early techniques were not generally based on visual features but on the textual annotation of images. The biggest different between CBVR and content-based image retrieval (CBIR) techniques are the latter does not consider the temporal information, which allows human activity recognition.
CONTENT-BASED VIDEO RETRIEVAL OVERVIEW
Content-Based Video Retrieval system is generally composed of:
Retrieval System Object Detection & Tracking is the step where the object of interest which in this particular case is human is detected from the video and his movement is then tracked frame by frame throughout the video. To isolate the subject from the surrounding, normally a bounding box will be used to track it. The method of detection can be divided into 3 types; appearance-based, motion-based and shapebased [9, 10] . Furthermore, the tracking methods can be classified into 4 types: region-based tracking, activecontour-based tracking, feature-based tracking, and model-based tracking.
Feature Extraction is the process where some information is extracted from the video which will later be classified. It is also the same technique used in the object detection step. But instead of detecting human, this process will extract the features which allows to determine his gender, ethnicity and clothing.
Feature Classification is the step where the extracted features are assigned to relevant attributes. To achieve it, a training data will be utilized to train the classification technique to the extend where the machine is able to label the features correctly.
Indexing is the step of managing the classified features in a table. This table will later be served for similarity comparison. In Content-Based Image Retrieval, each image will be linked with its own features. Meanwhile, for the video it will take a longer time to accomplish while pursuing the same method. Therefore, to reduce processing time, all the frames that are associated to a single person will be treated as a single data and only few more salient frames undergo the feature extraction and classification.
Similarity measure is a metric to compare the features set at the input with the features in the index table which enable the machine to show the most similar or highest likelihood result.
Retrieval system is a system that decides how to show the result to the user. It can be divided into rule-based or classification-based. Rule-based is where the user set how to decide the outcome like the decision tree. It will involve many pruning where some potential results are eliminated in the early process, possibly giving inaccurate result. But this is the fastest method. For classification-based, the method will compare the similarity for each aspects of the data before deciding the most accurate output automatically. It can be Support Vector Machine which requires smaller training sample or Neural Network which is more accurate but requires much larger training sample.
The Figure 1 shows the process flow from the raw footage until the output desired by the user. This paper will focus more on feature extraction and classification which are crucial for the recognition of a person's ethnicity, gender and clothing. 
REVIEW ON PERSON IDENTIFICATION TECHNIQUES
According to Chicago Police Department's 'How to describe a suspect' criminal identification guidelines [6] , there are two major parts that contain a lot of discriminative features; suspect's face and clothing. There are other discriminative criminal descriptions that are important the police to narrow down the suspect such as gender, ethnicity, age, height and weight. According to Heckathorn et al. [11] , combining visible physical characteristics like gender, ethnicity, eye color and body marks with anthropometric components could increase the accuracy of finding the relevant person.
In addition of that, due to limitation of obtaining clear face of the suspect from a video footage, this paper is only focusing on gender, ethnicity and clothing recognitions. Furthermore, there has been many researches done on these three types of recognition for various application and most of them only use one or two of the them. By reviewing all three recognitions, it enables us to reaffirm the decision for other types as they are interconnected, especially for gender and clothing. In this section, the focal points that will be discussed are feature extraction and classification only.
Gender Recognition
Identifying a person's gender is one of the key elements in person according to Chicago Police Department [6] . Based on facial and body features alone, a person can be decided having masculine or feminine traits. For the attire features meanwhile, most of the men's clothes can be worn by women but many of women's clothes are only used uniquely by women such as gown and skirt.
To start the gender recognition, some features are extracted first from images or prelabelled images if training-based technique is used. Then, they use feature classification to determine the gender.
Most of feature-based techniques use face images, but there are also others who use full body images and silhouette images. For those that use face images, they must be clear, high definition and not occluded [12] [13] [14] , else they need to be trained to adapt in uncontrolled environment [13, 15, 16] .
Tariq et al. [17] applied shape context-based matching on 441 silhouette images and achieved an average accuracy of 71.2% with 23.41% more accurate in identifying females.
Mozaffari et al. [18] combined appearance-based features, Discrete Cosine Transform (DCT) and Local Binary Pattern (LBP) with geometric-based feature, Geometrical Distance Feature (GDF) to obtain better classification result. The overall classification accuracy increased by 15.7% where DCT-LBP fusion only obtained 80.3% compared to DCT-LBP-GDF fusion's 96% using AR and Ethnic database.
Gutta et al. [12] introduced hybrid classifiers which is composed of Radial Basis Function (RBF) network and Inductive Decision Tree (DT). Adding RBF on top of DT gives the more adaptive threshold due to clustering ability of RBF. This method allows the user to gain 96% average accuracy rate on gender classification.
Hatipoglu et al. [19] implemented Speeded Up Robust Feature (SURF) based on Bag of Visual Words (BoW) and Support Vector Machine (SVM) algorithm on 3560 samples from FERET database. The authors showed that his proposal surpasses the accuracy rate of previous works that uses Principal Component Analysis (PCA) and Genetic Algorithm (GA) method (92%), Scale Invariant Feature Transform with BoW method (89.2%), Gabor Filter, RBF and SVM combined method (95.38%) and COSFIRE Filter method (93%) by obtaining 96% accuracy rate.
Orozco et al. [20] employed Convolutional Neural Network to classify the candidate regions extracted using Haar features embedded in Adaboost. The average accuracy rates obtained using this method are 95.42% for training set and 91.48% for the test set.
Azzopardi et al. [14] used SURF to extract 51 facial landmarks and COSFIRE filter to create trainable features. The output is then going through SVM classifier to decide the person's gender. The accuracy rates from this method are 94.7% for GENDER-FERET and 99.4% for the labeled faces in the wild data sets, better than LBP, Histogram of Gradient (HOG) and Gabor filter methods. The use of SURF features also adds robustness to most face variations.
Cirne et al. [21] detected 68 fiducial points from face images and establish a geometric descriptor by calculating the Euclidean distance of each points. The geometric descriptors are then feed into SVM classifier to classify gender. Using AR, Fei Face, Adience and Feret database, the proposed method excels more than other geometric descriptors such as Fellous distances and Gupta triangulation in most cases.
Nistor et al. [22] also utilized Convolutional Neural Network but he conceptualizes the idea of 'Network-in-Network' by introducing the Inception module. It contains convolutional layers of size 1*1, 3*3, 5*5 and a max pooling layer. This network, named 'Inception-v4' is trained using 70000 images and achieved the accuracy rate of 98.2% on their own dataset, and 84% on Adience dataset.
Moghaddam et al. [23] proposed using Nonlinear SVM with Gaussian RBF kernel where the authors achieved lowest overall error rate of 3.4% compared to SVM with cubic polynomial kernel, RBF, Bayesian, Fisher, Nearest Neighbor and linear classifier. In addition of that, when the method is compared between low and higher definition images, the difference is only at 1%. Thus, it is more robust to scale and degree of the face.
Liu et al. [24] programmed a gender recognition system from a full body image. The authors begin the system by segmenting the person into head, upper torso and lower torso. Then, features are extracted by HoG and classified into male or female using SVM classifier. It was done by detecting facial hair and type of clothing. From 400 images, this technique achieves 98.5% accuracy rate and uses multiple attribute to confirm someone's gender rather than face only.
From a video processing point of view, framework introduced by Liu et al. [24] is more compatible due to not relying only on face images but also someone's clothing to determine the gender. Due to video low definition, it is much harder to extract fine details such as facial landmarks from a person's face.
Clothing Recognition
Clothing recognition has been used for fashion purposes [25, 26] , pedestrian profiling [24, 29] and also to reaffirm the decision for gender recognition [24] . The clothing also has been used for criminal identification [6] . Most of the techniques started by processing a full-body image. It was later separated into different body part location since the clothing type can be determined by a human physical.
Weng et al. [25] proposed using Cascade Color Moment to categorize a person's attire. The clothing image is divided into many blocks of 16*16 to obtain regional color information and to add spatial information. Thus, why it is called Cascade Color Moment or Cascade HSV Histogram depending on which type was used. Evaluation using 2000 images shows that Cascade Color Moment retrieved better than Cascade HSV Histogram, HSV Histogram or Color Moment.
Hidayati et al. [26] introduced style elements to identify types of cloth worn by a person. Firstly, the authors divided a full-body image into different parts; head, arms, waist, ankle and torso. Then five upper wear and seven lower wear features are extracted. These features which is called style elements are then utilized by a trained classifier to categorize them accordingly. proposed method achieves overall precision of 88.7%. much better than end-to-end deep learning (60.13%) and deep-learned features with SVM (62.58%).
Chao et al. [27] utilized low-level features to recognize the clothing styles. The initial step is to detect faces using Viola-Jones detector and the position of upper body is estimated relative to the detected face. LBP and HOF are then used to extract texture features and local color histogram to detect the clothing's color.
Yang et al. [28] suggested a method combining color histogram with 3 different texture descriptors. The authors started with face detection and tracking from a surveillance video. Then the detected person's clothing was segmented using Voronoi image. 3 texture descriptors; HoG, BoW, DCT and combination of the three are then utilized for clothing recognition. Using 25441 cloth images, it is concluded that the combination of the 3 descriptors are better than in [27] .
Kurnianggoro et al. [29] used deep networks of three convolutional layers and ten task specific classifier; gender, top-clothing, boots, hat, backpack, bag, handbag, shoes, upper-body color, and lower-body color. To train the network, the authors utilized the images for 702 persons and the rest as testing dataset. The proposed method achieved the accuracy rate of 80.5% compared which is better than ResNet and InceptionV3 methods.
Li Sun et al [30] uses BSP (B-Spline Patch) and TSD (Topology Spatial Distances) for features extraction and obtained 83.2% accuracy rate.
Huang et al. [31] focused on extracting the clothing landmarks using deep networks with prior of key point associations. By accurately locating the landmarks, the accuracy rate of clothing recognition can be increased even further. His method achieved 86% for collar, 95.2% for sleeve and 81.2% clothing using CCAP database, which are better than fast RCNN and YOLO method.
By comparing the performance of clothing recognition, most of the techniques didn't achieved more than 90% like gender and ethnic recognition methods. It is due the complexity of defining a cloth type or genre. However, in [26] the authors managed to outline the elements which defines the clothing type and achieved one of the highest accuracy rates. In paper [31] also offered another solution by extracting clothing landmarks which can later be used for classification.
Ethnic Recognition
Ethnicity is what separates the people in the world and let them form their own unique group. Being the same ethnic also means having many similar sets of appearance features such as skin colour, build, head shape, hair, face shape, and blood type. Most of the ethnicity recognition used face images to classify the race.
Guo et al. [32] proposed using biologically-inspired features (BIF) to classify ethnicity. To create BIF, the authors used Gabor filter which produces layers of simple (S) and complex (C) cell units. The extracted BIF is then combined with manifold learning techniques to reduce the dimensionality and SVM is used to finally classify the ethnic.
Gutta et al. [12] introduced hybrid classifiers which is composed of RBF network and Inductive DT. This method allows the user to gain 94% average accuracy rate on ethnic classification.
Lin et al. [33] used combination of Gabor filter banks and Adaboost learning to extract the facial features and SVM classifier to classify those features as gender. For ethnic recognition, the authors defined 3 classes; yellow (Mongoloid), black (African) and white (Caucasian) The authors also added pre-processing to help increase the accuracy rate. He achieved the accuracy rate of 94.58% for yellow against white, 95.59% yellow against black and 96.21% white against black.
Mohammad et al. [34] began with fusion of features extracted by HOG and LBP methods. Then, four classifiers namely, SVM, Multi-Layer Perceptron (MLP), Linear Discriminant Analysis (LDA), and Quadratic Discriminant Analysis (QDA) are compared before deciding which classifiers are best in classification. The authors showed that overall accuracy rate of 98.5% was achieved using SVM with polynomial kernel which excelled other classifiers.
Based on performance alone, [34] is better than [33] but [32] also achieved a good result in recognizing black and white people with more database needed to accurately recognize other ethnics. The proposed method achieves overall precision of 88.7%.
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CONCLUSION AND FUTURE WORKS
In this study, the research findings on recognition of gender, clothing and ethnicity were compared based on their performances. Most of the listed techniques are designed for still images and particularly, face images. Therefore, every technique needs to be meticulously selected and considered so that it's suitable to create a CBVR system for person identification. For gender recognition, the technique employed by Liu et al. [24] is compatible with CBVR due to the usage of full-body images and other attributes to reaffirm the gender classification decision such as clothing. It detects the facial features such as hair types and beard presence. However, the clothing type in the paper is quite limited, therefore the style elements in [26] can be used to expand the clothing types.
Hidayati et al. [26] created style elements for clothing identification. The authors extracted five upper wears (collar, print style, shoulder skin, front button, and sleeve types) and seven lower wear (leg gap, length, print style, side, pleat, wrinkle, and width) features. These features will aid in classifying upper wears (t-shirt, formal shirts, Henley shirts, informal shirts, polo shirt, long-sleeve shirt, spaghetti shirt and tank top) and lower wears (A-line short skirts, A-line long skirts, hot pants, shorts, skinny, straight long skirts, straight short skirts and trousers).
Meanwhile, most of ethnicity recognition methods require face images for feature extraction [33, 34] but in video footage cases, it's difficult to extract any meaningful features. Therefore, there are two solutions that can be implemented: 1.Use skin color extraction and decide the ethnicity based on skin variations 2.Train a machine learning technique using annotated ethnicity database and test it on video footage.
For the first solution, it is much simpler since every ethnic is assigned with their color. However, the bigger question is which color to assign which justifies the association with the race? In this link [35] and this paper [36] , the authors defined several skin tones which defines the ethnicity. There are also other authors who used other metrics to define the skin variation such as in papers [37] which used Lancer Ethnicity Scale and Fitzpatrick Skin Types. To extract skin color, the method used in [25] can simply be used to extract the color.
The second solution however needed to have a vast amount of different ethnic images so that the machine learning technique can be properly trained. From all the classifiers used the other papers, SVM classifier can be used for smaller database and CNN can be used for massive database. ACKNOWLEDGMENT This research is fully supported by UTM Research University Grant Tier 1 vote number 19H61. The authors fully acknowledged Ministry of Higher Education (MOHE) and Universiti Teknologi Malaysia for providing the facilities and funding for this research.
