tions with time delays of about for Lya, for C IV j1549, for N V j1240, for 2d .3È3d .1 2d .7 1d .9È2d .4 1d .7È1d .8 Si IV j1400, and for He II j1640. The most remarkable result, however, is the detection of appar0d .7È1d .0 ent time delays between the di †erent UV continuum bands. With respect to the UV continuum Ñux at 1315 the Ñux at 1485 1740 and 1825 lags with time delays of and respec-Ó, Ó, Ó, Ó 0d . 21, 0d . 35, 0d . 28, tively. Determination of the signiÐcance of this detection is somewhat problematic since it depends on accurate estimation of the uncertainties in the lag measurements, which are difficult to assess. We attempt to estimate the uncertainties in the time delays through Monte Carlo simulations, and these yield estimates of for the 1 p uncertainties in the interband continuum time delays. Possible D0d .07 explanations for the delays include the existence of a continuum-Ñux reprocessing region close to the central source and/or a contamination of the continuum Ñux with a very broad time-delayed emission feature such as the Balmer continuum or merged Fe II multiplets. Subject headings : galaxies : active È galaxies : individual (NGC 7469) È galaxies : Seyfert È ultraviolet : galaxies
INTRODUCTION
Numerous studies of Ñux variations in the broad emission lines of active galactic nuclei (AGNs) have established that they respond to changes in the continuum Ñux. This provides strong evidence for photoionization of the broadline region (BLR) by the central continuum source. The time di †erence between a continuum Ñux variation and a broad emission-line response can be attributed to lighttravel time e †ects through the BLR, which can be used to derive the geometric and kinematic structure of the BLR through a technique called reverberation mapping & McKee see for a review). (Blandford 1982 ; Peterson 1993 Reverberation mapping requires high temporal sampling of a variable AGN at high signal-to-noise ratios, over as long a time span as possible. The International Ultraviolet Explorer (IUE) has been well suited for this task, partly because it can monitor AGNs without interruptions due to weather, but primarily because the ultraviolet (UV) continuum Ñux varies with larger amplitude than the optical continuum Ñux and because several important emission lines, including Lya j1216, C IV j1549, and He II j1640, are emitted in the UV.
The International AGN Watch consortium et al. ( Alloin has conducted several large monitoring campaigns to 1994) obtain data suitable for reverberation-mapping analysis. In 1989, continuum and emission-line variability in the Seyfert 1 galaxy NGC 5548 was monitored for 8 months with IUE et al. and ground-based optical telescopes (Clavel 1991 ) et al. et al. et al. (Peterson 1991 Dietrich 1993 ; Maoz 1993 ; which produced light curves that Romanishin 1995), are sufficiently well resolved to yield time delays for many strong emission lines. These data provide strong evidence for a radially stratiÐed ionization structure for the BLR because the low-ionization lines respond more slowly to continuum variations than do the high-ionization lines. Indeed, the response times for the highest ionization lines measured, He II j1640 and N V j1240, remained unresolved with the 4 day sampling interval obtained with IUE. An important result of this campaign was that the various measured continuum bands, from D1350 to D5200 vary in Ó, phase, contrary to expectations if the continuum source has a radial temperature gradient (as expected for a thin accretion disk) or if the variations are due to disk disturbances that propagate through the disk at the sound speed & Clavel et (Courvoisier 1991 ; Collin-Souffrin 1991 ; A subsequent combined IUE/HST campaign in 1991). 1993 with daily sampling showed that the very high ionization lines respond to continuum variations with time delays of about 1È3 days and placed a more stringent limit on any UV/optical continuum phase delay et al. (Korista 1995) . Monitoring campaigns on other sources, such as NGC 3783 et al. et al. and Fairall 9 (Reichert 1994 ; Stirpe 1994 ) et al. et al. (Rodri guez-Pascual 1997 Santos-Lleo 1997) , have led to similar results.
It is generally supposed in reverberation mapping that the light curve of an emission line L (t) is related to the continuum light curve C(t) through
where ((q) is the geometry-dependent "" transfer function ÏÏ and q is a time delay & McKee One of the (Blandford 1982) . goals of AGN emission-line variability studies is to invert this equation, solve for ((q), and thus infer, under certain physical assumptions, the BLR geometry. Attempts to recover the emission-line transfer functions from the existing data Welsh, & Peterson et al. (Horne, 1991 ; Krolik et al. & Done have been 1991 ; Wanders 1995 ; Krolik 1995 ) only partially successful, primarily because of ambiguities that arise from having a limited number of data points for the inversion.
It must be noted that the emission-line variability is a result of the response of the BLR to the incident ionizing continuum radiation. This ionizing radiation is unobservable owing to the large optical depth of the interstellar medium at wavelengths shorter than 912
However, the Ó. close correlation between the observed UV continuum variability and the responding broad emission-line variability suggests that the observed UV continuum is a good indicator of the unobserved ionizing continuum. Throughout this paper, we use the observed UV continuum as if it were the ionizing continuum, as is common practice in reverberation studies of AGNs.
The close coupling of the variations in the various continuum bands and the necessity of obtaining larger data sets for the recovery of the transfer function have led to progressively larger monitoring programs. In 1994 December, a very intensive 10 day multiwavelength monitoring program on NGC 4151 was carried out et al. (Crenshaw 1996 ; Kaspi et al. et al. et al. This 1996 ; Warwick 1996 ; Edelson 1996) . experiment led to small upper limits on any wavelengthdependent phase di †erence in the continuum variations (less than between 1275 and other UV bands, less D0d .15 Ó than between 1275 and 1.5 keV, and less than D1 D0d .3 Ó day between 1275 and 5125 but the relatively short Ó Ó ), duration of the experiment (and consequently low amplitude of line variability) did not yield useful information about the emission-line response. With these results as a background, we decided to undertake an even more intensive monitoring program to attempt to measure both wavelength-dependent continuum phase di †erences and emission-line responses to continuum variations at the highest achievable time resolution for a sustained period during the Ðnal year of IUE operations. The principal results are discussed in°3.°4, and a summary is given in°5.
OBSERVATIONS
From 1996 June 10 to July 29, NGC 7469 was monitored continuously with IUE. The time interval between the midpoints of the last and the Ðrst spectrum was yielding 48d . 84, 218 spectra, with an average sampling rate of one spectrum per (\5.3 hr). Nearly all exposure times were 9000 s 0d .22
long. All observations were made with the Short (0d .1) Wavelength Prime (SWP) camera & Sonneborn (Harris through the large aperture (10A ] 20A) of the short-1987) wavelength spectrograph in the low-dispersion mode (resolution D6 wavelength range 1150È1975 Ó; Ó). The log of the IUE observations is presented in Table 1 . Column (1) presents the SWP image number of the observation ; column (2), the UT date at the start of the observation ; column (3), the UT time at the start of the observation ; column (4), the exposure time in seconds ; column (5), the Julian Date of the middle of the observation minus 2,450,000 ; and column (6), the exposure time in a fraction of a day. Finally, column (7) presents notes to the observations where appropriate. The 11 spectra marked with notes (1), (2), or (3) were deemed unsuitable and were excluded from any further analysis. The number of useful spectra was thus reduced to N \ 207.
DATA ANALYSIS AND RESULTS
The raw images were reduced using both the standard NEWSIPS pipeline et al. and the TOMSIPS (Nichols 1993) reduction package These routines produced (Ayres 1993). very similar results, although the TOMSIPS-reduced data have somewhat smaller error bars and appear slightly smoother to the eye. We will compare the TOMSIPS and NEWSIPS results in the analyses, but generally they agree well with each other.
The TOMSIPS-reduced data had a slight nonlinear wavelength calibration error. (The low-dispersion TOMSIPS does not compensate for long-term secular drifts in the SWP wavelength scales, and the epoch of the original wavelength calibration [1985] is far removed from that of our observations of NGC 7469.) We corrected for this by Ðtting a second-order correction polynomial to the TOMSIPS wavelengths that aligned the peaks of the emission lines in the average TOMSIPS spectrum with the corresponding peaks in an HST spectrum of NGC 7469 taken on UT 1996 June 18 et al. The wavelength (Kriss 1997). calibration of the average NEWSIPS spectrum was found to be in good agreement with the HST spectrum, and no wavelength correction was applied. The spectra were then resampled onto a 1 pixel~1 linear wavelength scale for Ó easy comparison of the two data sets and for consistency in further analysis.
After the linearization of the average spectrum with an HST spectrum, small zero-point wavelength shifts between the spectra existed in both the TOMSIPS and NEWSIPS reduced data sets. These shifts generally were less than 1 Ó but were as large as 2.5 in a few cases. They likely were Ó due to small o †sets of the target away from the center of the large aperture as a consequence of random pointing errors in the acquisition process. We compensated for the o †sets by registering each spectrum to a common wavelength scale according to the apparent sharp peak of the C IV feature. We were able to measure its wavelength to a precision signiÐcantly better than 1
This procedure resulted in a Ó. sharpening of the average spectrum, especially for the NEWSIPS data set, which indicated that the assumption of constancy of the C IV peak wavelength was justiÐed.
The average wavelength of the Lya and C IV peaks yields a redshift z \ 0.0165 for NGC 7469, which is in good agreement with the value given in the NASA/IPAC Extragalactic Database (NED), z \ 0.0163, and is identical to the [O III] j5007 redshift found by et al. Salamanca (1995) .
3.1. Average and RMS Spectrum For both the TOMSIPS and NEWSIPS data sets, the average and root mean square (rms) spectra were calcu-lated, where the average spectrum is deÐned by
and the rms spectrum p(j) by
Here is the observed spectrum at time and N \ 207 is s i (j) t i the total number of useful spectra.
The average and rms spectra are shown in and Figure 1 , the di †erence between the average TOMSIPS and the average NEWSIPS spectrum is shown in The Figure 2 . di †erence spectrum shows the general consistency of the two methods, though there is a systematic discrepancy of up to 13% at the red end of the spectrum, i.e., the NEWSIPS Ñuxes are up to 13% higher than the TOMSIPS Ñuxes at wavelengths longward of D1800 Also, the NEWSIPS Ó. Lya Ñux is systematically stronger than the TOMSIPS Lya Ñux by D15%. These systematic di †erences do not a †ect the results of this paper but may indicate a Ñux-calibration Ñaw in either TOMSIPS or NEWSIPS and is potentially important for those projects relying on accurate absolute Ñuxes.
The average spectrum is a measure of the constant component of the variable spectrum, and the rms spectrum is a measure of the variable component. From the average spectrum we can clearly discern the broad emission lines Lya j1216, N V j1240, Si IV j1400, C IV j1549, He II j1640, and C III] j1909.
By comparing the strength of the emission lines and the continuum in the average and rms spectra, it can be seen FIG. 1.ÈAverage and rms IUE spectra of both the TOMSIPS (thick line) and NEWSIPS (thin line) data for the continuous monitoring campaign on NGC 7469 in 1996 JuneÈJuly. The rms spectrum is the rms deviation from the mean spectrum. The wavelength intervals used for the calculation of the light curves of the four continuum bands and the emission lines are also marked. All wavelengths and Ñuxes are in the observerÏs frame.
that the line variations are much smaller than the continuum variations. Some lines do not vary at all, such as C III], which is absent from the rms spectrum.
Also apparent from the rms spectrum is the slope in the continuum, which indicates that the continuum variations at the blue end of the spectrum are larger than those at the red end. This has been observed before in other AGNs (see, e.g., Krolik, & Pike Edelson, 1990) .
3.2. Continuum and Emission-L ine L ight Curves A more detailed impression of the variability of the continuum and emission-line Ñuxes can be obtained from the light curves.
The four continuum-Ñux light curves were determined as the unweighted average Ñux in the (observed) wave bands 1306È1327 1473È1495 1730È1750 and 1805È1835 Ó, Ó, Ó, The wave bands are marked "" ct1 ÏÏ to "" ct4,ÏÏ respectively, Ó. in Figure 1 .
The emission-line light curves were determined by integrating all Ñux above a pseudocontinuum level, in the (observed) wave bands 1224È1254 for Lya, 1255È1283
for He II, and 1900È Ó Ó 1952 for C III]. The locations of these wave bands are Ó shown in
The pseudocontinuum was calculated by Figure 1 . least-squares Ðtting of a power law to all pixels in the four continuum wave bands deÐned before. As a check of this procedure, we also derived emission-line Ñuxes by subtracting a pseudocontinuum, which was deÐned as a straightline Ðt to the continuum level on each side of each emission line. This gave consistent results with the procedure adopted here.
Though the C IV line clearly extends beyond the tight wavelength limits deÐned here, the rms spectrum (Fig. 1) shows there is no signiÐcant variability in the outer parts of the C IV emission line. In order to keep the signal-to-noise ratio as high as possible, we integrate the line Ñux only over the most variable part of the line. The rms spectrum was also used to deÐne the wavelength integration limits of the other lines. However, the width of the He II line and its low contrast to the continuum make it difficult to deÐne its limits in the rms spectrum ; therefore, we use the average spectrum to deÐne its limits. Because the C III] line is not variable and thus not visible at all in the rms spectrum, we also use the average spectrum for its limits.
The error bars of the emission-line Ñuxes are not straightforward to calculate because a pseudocontinuum, with uncertain error, is subtracted before integrating over the emission line. We have adopted a conservative approach in this respect and estimate both the continuum and emissionline Ñux errors by assuming there is no intrinsic variation between two consecutive measurements. We then calculate the rms of the distribution of the Ñux ratios and F i`1 /F i compare this to the mean observed uncertainty as directly derived from the spectra. We then scale the latter such that the rms of the Ñux ratios equals the mean observed uncertainty et al. This procedure pro-(Rodri guez-Pascual 1997). duces an upper limit to the size of the error bars because in reality, the assumption of nonvariability between consecutive observations is not entirely valid.
The TOMSIPS-and NEWSIPS-derived light curves are very similar, although the TOMSIPS data have somewhat smaller error bars associated with the Ñuxes. The TOMSIPS Ñuxes of the C III] line and the continuum at 1825 are systematically D10% lower than the NEWSIPS Ó Ñuxes, as are the TOMSIPS Lya and N V Ñuxes. For conciseness, we tabulate only the TOMSIPS light curves in Tables  and  but we show both NEWSIPS and  2 3 , TOMSIPS light curves in Figures and respectively. All 3 4, Ñuxes are in the observerÏs frame.
The continuum light curves clearly show several "" events,ÏÏ each with a duration of 10È15 days. The amplitude of these variations decreases in the longer wavelength continuum light curves, as was already evident from the slope of the rms spectrum.
All emission-line Ñuxes are observed to possess a slow, downward trend from the beginning to the end of the campaign. The decrease in average line Ñux between the beginning of the campaign and the end of the campaign is quite large : D30% for Lya, D40% for Si IV, D25% for C IV, and D30% for He II. These trends are possibly in response to low-frequency continuum variability to which the present intensive monitoring campaign is not sensitive.
Apart from the decreasing trends in the line Ñuxes, the "" events ÏÏ in the continuum light curves can be weakly seen in the Lya, N V, Si IV, C IV, and possibly He II light curves, albeit with short time delays with respect to the continuum. For example, both Lya and C IV reach local maxima around Julian Dates 267 and 278, approximately 2-3 days after the continua reach their local maxima. We will quantify this later by means of a cross-correlation analysis.
Variability Characteristics
We can characterize the continuum and line variability by means of several parameters. The Ðrst two parameters are straightforward, namely the mean Ñux and the rms F1 Ñux deÐned in the usual manner :
Another useful parameter is the ratio of the maximum to the minimum Ñux, though for some of the emission R max , lines, notably He II and C III], where the random errors are comparable to the amplitude of the intrinsic variations, this parameter is dominated by noise and is therefore not very meaningful. A fourth parameter, is an estimate of the amplitude F var , of the intrinsic variability relative to the mean Ñux, corrected for the measurement errors and is deÐned as v i ,
where *2 is the mean square value of the measurement uncertainties, i.e.,
The four variability parameters are tabulated for each light curve in for both the TOMSIPS ("" T ÏÏ) and the Table 4 NEWSIPS ("" N ÏÏ) data. The di †erences between the TOMSIPS and NEWSIPS results provide an estimate of the uncertainty in these parameters. As expected, is R max uncertain for the He II and C III] emission lines owing to stochastic errors in the data that are larger than the intrinsic variability. The parameter is also uncertain for these F var lines, where *2 can be larger than this is due to the p F 2 ; conservative error estimates adopted here.
Parameter decreases in the continuum toward longer F var wavelengths, again indicating that the amplitude of the variations decreases with increasing wavelength. Note that for the emission lines, is relatively large owing to the F var trend in the data, which increases the value of For the p F 2. emission lines, therefore, overestimates the strength of F var the fast intrinsic variations.
Columns (2) and (3) of show the number of useful Table 4 data points in the light curves. Any di †erence between N data in the TOMSIPS and NEWSIPS data is due to the N data fact that we have excluded from this (and forthcoming) analysis any points whose Ñuxes are more than 5 p away from both neighboring points. These outliers were rejected under the assumption that they are not due to intrinsic variability but rather are due to cosmic-ray hits or other unidentiÐed defects in the original spectrum.
Cross-Correlation Analysis
In order to quantify the apparent time delays between the continuum and emission-line variations and to test for possible time delays between Ñux variations in di †erent continuum bands, we performed a detailed cross-correlation analysis on both the TOMSIPS and NEWSIPS data.
We used two di †erent algorithms to compute the crosscorrelation functions (CCFs) : The CCF results from the TOMSIPS data are shown in whereas both NEWSIPS and TOMSIPS results Figure 5 , are tabulated in The NEWSIPS and TOMSIPS Table 5 . ICCFs and DCFs are identical to within the DCF error bars.
T he Continuum Bands
The most interesting cross-correlation results are the time delays observed between the di †erent continuum bands. Adopting the continuum at 1315 as the driver, the other Ó continuum wave bands lag behind with delays of 0d .19È0d .22 (1485 (1740 and (1825 The Ó), 0d .32È0d .38 Ó), 0d .22È0d .35 Ó). bounds given here are the di †erences in the CCF centroids determined from the measurements based on the TOMSIPS and NEWSIPS versions of the spectra. Taking the average of the two reduction methods, we have lags of and respectively. Throughout this paper, 0d . 21, 0d . 35, 0d . 28, we will use the term "" lag ÏÏ as the time delay measured from the centroid of the CCF. We caution the reader that a "" lag ÏÏ does not imply a simple phase shift between two light curves.
This result was also tested by dividing the light curves into two approximately equal subsets and again performing cross correlations. This test yielded the same result for both halves of the light curves, thus demonstrating that the results obtained here are not attributable to some single feature in the light curves.
The centroids of the CCFs are calculated at 0.8 times the maximum correlation amplitude. If we calculate the centroids at 0.5 times the maximum, the continuum delays are slightly increased : for the TOMSIPS data, we Ðnd 0d . 23, and respectively, for the three continuum bands, 0d . 35, 0d . 33, and for the NEWSIPS data, we Ðnd and 0d . 28, 0d . 37, 0d . 37, respectively. However, we will discuss only the centroids at 0.8 times the maximum correlation amplitude as this value was also calculated in the many other AGN monitoring campaigns (see, e.g., et al. and allows for Edelson 1996) consistent comparison. The fact that the value of the centroid is a function of its deÐnition emphasizes that the time relations between the di †erent bands are not simple shifts.
The reason to use the CCFÏs centroid instead of its peak position as the deÐnition of the lag between a continuum and an emission-line light curve is because the centroid of the CCF is directly related to the centroid of the transfer function of & Gaskell The equation (1) (Koratkar 1991). centroid lag is thus a measure of the "" luminosity-weighted ÏÏ of course these are only as reliable as the input model that is used. Here, we employ a simple model and Monte Carlo simulations in an e †ort to obtain a quantitative estimate of the accuracy of the lag determinations. The Ñuxes of both the driving and responding light curves were reshuffled randomly using Gaussian deviates based on the quoted uncertainties for each data point. This was done 100 times. For each realization, we then computed the CCF and determined the lag. We thus obtained 100 lag estimates for each pair of light curves. The standard deviation of the distribution of lags around the mean was slightly less than for 0d .07 each pair of light curves. We therefore adopt as an 0d .07 estimate of the accuracy with which we can measure the lag between the di †erent UV continuum wavebands. This is about 3 times smaller than the average sampling interval of about (the total integration time for each observation is 0d .2 about and the remaining gaps in coverage are due to 0d .1, overheads associated with satellite control and camera preparation). It is possible to measure lags smaller than the sampling interval because the variations on the shortest timescales sampled are apparently very smooth. This assumption will be justiÐed elsewhere et al. (Welsh 1997 ), based on very high time-resolution, high signal-to-noise ratio spectra that were obtained with HST in order to search for rapid continuum variability during this monitoring campaign.
T he Emission L ines
As expected from inspection of the light curves and the rms spectrum, the correlation between the continuum and emission lines is not perfect. The nonvariable C III] line shows a nearly Ñat CCF with no signiÐcant peak. The other emission lines all show a maximum correlation coefficient of about 0.7. The centroid of the Lya CCF has a lag of about (NEWSIPSÈTOMSIPS, respectively). At least two 2d .3È3d .1 features can be easily identiÐed by inspection of the light curves (the maximum in the continuum Ñux at JD B 264 and the minimum at JD B 288) where the Lya line indeed seems to respond with a delay of about Similarly, the 2d .5. lag for C IV is for Si IV the lag is and the D2d .7, D1d .7È1d .8, He II lag is
The N V lag is but this result D0d .7È1d .0.
1d .9È2d .4, may be signiÐcantly contaminated by the underlying red wing of the Lya line, for which no attempt at correction has been made.
The uncertainties in the lag determinations for the emission lines are larger than for the continuum, up to for D0d .8 Lya, based on the di †erence between the lags measured from the TOMSIPS-and NEWSIPS-derived spectra.
DISCUSSION
The existence of time delays between the di †erent continuum bands is a potentially important result. For example, models for continuum reprocessing regions, where the lower energy photons are reprocessed higher energy photons originating closer to the source, predict wavelength-dependent time delays. However, a contaminant broad emission feature, such as the "" small blue bump ÏÏ that is attributable to a blend of Balmer continuum emission and a large number of Fe II lines, with a delayed response to the continuum variations, may also result in wavelength-dependent time delays if the relative strength of such an emission feature with respect to the continuum is a function of wavelength. In the case of NGC 5548, it has been shown that the small blue bump varies in response to continuum variations with a response time similar to that of in NGC 7469, the continuum delays might be plausibly attributed to contamination by the small blue bump, which would be expected to follow the driving continuum with a short (D2È3 days) time delay. In order to test how contamination by a time-delayed component might a †ect the lags measured in this experiment, we performed Monte Carlo simulations with the 1315 light curve as the driving light curve. The responding light Ó curve was built from two components : an undelayed copy of the driving light curve and a delayed copy of the driving light curve. The delay was varied in steps of and the 0d .1, strength of the delayed copy (the contaminant) was varied from 2% to 10% with respect to the undelayed copy. The Ñuxes of both the driving and responding light curve were randomly reshuffled using Gaussian deviates determined from the error estimates for each datum, and the experiment was performed 20 times for each set of parameters. We Ðnd that the contaminant must be at least 10% as strong as the nondelayed responding light curve in order to have a signiÐcant e †ect on the lag determinations ; even in this case, if the contaminant has a time delay as large as 2 days, the measured lag of the contaminated light curve will be only slightly smaller than the wavelength-dependent con0d . 19, tinuum lags we have found for NGC 7469. The measured lag will not increase any further when the lag of the contaminant is increased, owing to the way we calculate the position of the centroid of the CCF, which is deÐned at 0.8 times the peak value of the CCF ; at larger lags, a secondary peak of the CCF, the signature of the contaminant, appears and is resolved. For larger lags, the contaminant is therefore directly identiÐable in the CCF.
These contamination tests were done using a displaced version of the driving light curve as a contaminant. In other words, the transfer function of the contaminant was a delta function. We also performed simulations with a transfer function of the contaminant that was Ñat and extended over time delays 0È2q (i.e., the transfer function for an isotropically emitting thin spherical shell of radius cq). In this model, the lag measurements are signiÐcantly smaller than those with a delta-function transfer function, and a contaminant with a time delay of 2 days and a strength of 10% of the uncontaminated light curve produces observed lags of only 0d . 15.
Narrow spectral features that contaminate the continuum Ñux bins with a strength of 10% of the continuum variations can be ruled out from their nondetection in the rms spectrum However, we cannot eliminate con- (Fig. 1) . taminants that are broadly distributed over much of the width of the whole spectrum and therefore are indistinguishable from the actual continuum, e.g., strong Fe II emission that is clearly seen in the simultaneous HST spectrum et al.
A key test for the latter is that it implies (Kriss 1997). that there should be no signiÐcant time delay between the UV at 1315 and the optical continuum at around 5100 Ó Ó . This prediction will be tested in a follow-up paper presenting the simultaneous optical monitoring campaign (Collier et al. 1997) .
To provide a broader visual impression of the delays present in the spectra as a function of wavelength, we have rebinned all NEWSIPS and TOMSIPS spectra in bins of 20 per pixel and have cross-correlated each wavelength-bin Ó light curve with the continuum light curve at 1315 Ó. The thick line shows the Ó. TOMSIPS results, the thin line the NEWSIPS results.
NEWSIPS (thin line) and TOMSIPS (thick line) data.
The maximum correlation coefficients are smaller for the NEWSIPS data set than for the TOMSIPS data set. The TOMSIPS extraction procedure does a (Ayres 1993) superior job of removing Ðxed pattern noise, yielding smoother and less noisy light curves than those we obtain from the NEWSIPS spectra. We therefore place more conÐdence in the TOMSIPS results than in the NEWSIPS results.
The maximum correlation coefficient decreases at the position of the emission lines in the spectrum. This is because the lines respond with a longer lag to the driving light curve than the underlying continuum does. The two variable parts interfere with each other, which results in a decrease of the correlation coefficient.
Both NEWSIPS and TOMSIPS centroid determinations are strongly suggestive of a change in CCF centroid as a function of wavelength outside the emission-line wave bands. The wavelength regions of the spectrum where the continuum variations totally dominate the emission-line variations (see the rms spectrum in are 1300È1380 Fig. 1) Ó, 1460È1540
and longward of about 1720 Even though Ó, Ó. the C III] emission line contaminates the continuum spectrum longward of 1900 this line is known to be nonvari-Ó, able on the timescales investigated here. The CCF is insensitive to additive constant components, and the lag determinations in this part of the spectrum may thus be attributed to the continuum or to other broadly distributed emission components.
From we can again estimate the uncertainty in Figure 6 , the continuum lag determinations, as well as obtain an estimate of the signiÐcance of the result that the continuum lag is wavelength dependent. We can assume that the lag determinations between wavelength bins are independent. Thus we can estimate the error per bin to be the root mean square around the mean lag over N wavelength bins. We can identify three continuum wavelength regions in 1300È Figure 6 : 1380 1480È1520 and 1680È1940 (regions 1, 2, and 3, Ó, Ó, Ó respectively).
shows the results of the average lag Table 6 and estimated error per bin for the three continuum regions. Column (1) shows the continuum region ; column (2), the number of 20 wide bins ; column (3), the wavelength at Ó which the bins are centered ; column (4), the average lag over the bins ; and column (5), the root mean square p around the average lag, i.e., the error estimate of the lag determination per bin. The error estimates are rather upper limits than true estimates because we assume the lag is constant within each wavelength region. We Ðnd that the weighted average of the error estimates of the four nonoverlapping wavelength regions (1, 2, 3a and 3b ; see Fig. 6 ) is consistent with the Monte Carlo derived estimate (0d . 08) of the uncertainty in the continuum lag determination (0d . 07).
Besides estimating the errors in the determination of the CCF lag within an individual 20 wavelength bin, we can Ó also test for the signiÐcance of the result that the CCF lags are wavelength dependent. Our null hypothesis is that the continuum lag is constant over the whole spectrum. The constant can be obtained from the data by least-squares Ðtting to the three previously deÐned continuum wave bands of
We assign a 1 p error bar of to the Figure 6 . 0d .07 lag q.
The number of degrees of freedom, l, of the Ðt is the number of wavelength bins minus the number of Ðtted parameters, i.e., l \ 22 [ 1 \ 21. It equals the expectation value of the s2 statistic if the model that is being Ðtted is good. The s2 statistic is our measure of goodness of Ðt and is found to be 133 for the null hypothesis. The incomplete gamma function Q 4 Q(l/2, s2/2) measures the probability Q that the s2 is larger than its value by chance. [For a discussion of Q(l/2, s2/2), see et al. 0d . 28, wavelength-dependent continuum lags is further demonstrated by a more detailed analysis over all wavelengths in the spectra
We estimate through Monte Carlo (Fig. 6) . simulations that the uncertainty in these determinations is about although we emphasize that there is no general 0d . 07, agreement about how such uncertainties should be determined. Furthermore, on the basis of the UV data alone, we are unable to determine deÐnitively whether the lags are due (1) to actual wavelength dependence of the continuum variations, as might be expected if the UV continuum at longer wavelengths is reprocessed emission from shorter wavelength photons, or (2) to contamination of the measured continuum by a very broad, delayed emission feature, such as the "" small blue bump,ÏÏ which becomes progressively stronger toward the red part of the spectrum. Concurrent optical observations et al. combined (Collier 1997) , with these data, will provide a more deÐnitive test of the reality of this phenomenon, and if it is indeed real, much stronger constraints on its possible origin.
2. The amplitude of the continuum variations at the longer wavelengths is smaller than at the shorter wavelengths, which thus conÐrms the results of previous studies.
3. The Lya, Si IV, and C IV emission lines lag behind the continuum variations by about whereas the He II 2d .3È3d .1, line has a lag of about and the C III] line does not 0d .7È1d .0, respond to the rapid continuum variations at all. The variable part of the broad lines arises in gas at a typical distance of about 3 lt-days from the continuum source.
4. All emission lines show a decreasing trend in their total Ñux from the beginning to the end of the monitoring campaign. This trend is also seen in the continuum Ñuxes and may be attributed to much longer continuumvariability timescales.
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