AbstractÐWe improve the basic tensor voting formalism to infer the sign and direction of principal curvatures at each input site from noisy 3D data. Unlike most previous approaches, no local surface fitting, partial derivative computation, nor oriented normal vector recovery is performed in our method. These approaches are known to be noise-sensitive since accurate partial derivative information is often required, which is usually unavailable from real data. Also, unlike approaches that detect signs of Gaussian curvature, we can handle points with zero Gaussian curvature uniformly, without first localizing them in a separate process. The tensor voting curvature estimation is noniterative, does not require initialization, and is robust to a considerable amount of outlier noise, as its effect is reduced by collecting a large number of tensor votes. Qualitative and quantitative results on synthetic and real, complex data are presented.
INTRODUCTION
WE augment the basic tensor voting formalism [9] with the ability to infer curvature information (second order geometric property), which is absent from the original formulation. Curvature information gives a unique, viewpoint independent description of local shape. In differential geometry, it is well known that a surface can be reconstructed up to second order (except for a constant term) if the two principal curvatures at each point are known, by using the first and second fundamental forms [4] . The previous effort described in [15] proposes a procedure to integrate smooth surfaces and junction curves. While good results are obtained, the lack of curvature information forces a rather complex and slower coordination process among detected features to be implemented. In this paper, a robust method is proposed for the accurate estimation of sign and direction of principal curvatures. Qualitative experiments are performed to evaluate the results on synthetic and real data, with a large amount of outlier noise (as much as 500 percent noise, i.e., one out of six points is good). We conclude from our experiments that better results on surface fitting compared with [15] can be achieved. By the explicit use of curvature information, the integration of smooth surfaces and junction curves can be simplified (c.f. [15] ). Curvature information specifies which side with respect to each estimated surface normal (oriented or not) the surface to be inferred should locally curve to. This allows tensor votes to be propagated in the proper and preferred directions. The improved integration feature inference formalism is described in [14] .
When considered alone, our tensor voting based curvature estimation can be regarded as a plug-in to other applications, which labels each data point as locally planar, elliptic, parabolic, or hyperbolic, a discontinuity or an outlier. It runs in ynk time, where n is the input size and k is neighborhood size (a detailed complexity analysis is given in [15] , which also applies here since our curvature estimation is also implemented as tensor voting). When used as described in this paper, it provides a stronger mathematical basis to integrate smooth surfaces and junction curves or surface orientation discontinuities detected by tensor voting [14] .
The organization of this paper is as follows: We start by reviewing related work on curvature estimation in Section 2. Then, we give an overview of our methodology and motivate our research in Section 3. Sections 4 and 5 detail the tensor-votingbased approach for estimation of the signs and directions of principal curvatures. Section 6 describes the curvature-based voting fields used in the surface and curve extraction. We give both qualitative and quantitative evaluations in Section 7, and present results on real data in Section 8.
A compact version of this paper has appeared in [17] , which mainly describes our tensor voting based methodology on curvature estimation. The present coverage presents this work as an augmentation to the overall tensorial framework and includes more results on complex data. Because of the lack of space, readers are referred to [9] , [14] for a thorough description of the basic tensor voting formalism and [14] for the use of curvature in feature integration. Algorithms on surface and curve extraction can be found in [15] , [14] .
PREVIOUS WORK ON CURVATURE ESTIMATION
In [9] and [15] , a survey and comparison of tensor voting with representative computer vision and computer graphics approaches are given, such as deformable models [7] , physics-based models [18] , and computational geometry [6] . In particular, on robust surface fitting, Stewart [13] proposes MINPRAN, which finds a good fit in data sets with more than 50 percent outliers by random sampling. Our method can tolerate a larger noise/signal ratio. Wahba [21] makes use of splines for robust surface fitting. Zhao et al. [23] use level sets for noise-free surface fitting that allows changes in topology.
A detailed treatment of curvature can be found in a classical differential geometry text by Do Carmo [1] . Despite the extensive study on recovery of curvature information from range data and other data sources, results are still not satisfactory. One approach involves fitting a local surface patch and computing partial second order derivatives from it [3] , [11] , [12] , [20] . Derivative computation is unstable in real data. Thus, the estimated curvature is very noise-sensitive. Another approach recovers principal curvatures and direction from range data, by collecting four directional curvatures at RS apart [4] . Unfortunately, these directional curvatures also rely on accurate, local first and second order partial derivatives, the latter of which are often difficult to estimate accurately from real data.
Another methodology involves the recovery of surface normal vectors from the data, followed by a local surface patch fitting. With the availability of normal information, a better fit and, thus, a better curvature estimate may be obtained. For example, Shi et al. [12] diagonalize a scatter matrix for normal estimation from a set of sampled surface points. A least square process for fitting a local quadric patch is then followed. Unfortunately, parameterizing such local patch requires that the orientation of the estimated normals be consistent throughout the whole surface, which is either unavailable or has to be estimated separately.
Instead of numerically computing curvature information, another approach involves the estimation of the sign of Gaussian curvature. For example, Angelopoulou and Wolff [1] compute the sign of Gaussian curvature without surface fitting, local derivative computation, or normal recovery. The sign of Gaussian curvature is determined by checking the relative orientation of two simple, local closed curves (one from the surface and one from its corresponding curve on the Gaussian sphere) is preserving or otherwise reversing. However, zero Gaussian curvature areas need to be first located by a separate process.
Parent and Zucker [10] propose to infer 2D curves based on curvature information. In particular, to enforce the cocircularity constraint (analogous to cosurfacity in 3D), they define a set of curvature class partitions and then use them in their trace inference algorithm. Curvature class partitioning bears some resemblance to our use of voting fields.
Other approaches have also been studied. A least-square approach is proposed by Luka Âcs et al. [8] for fitting spheres, cylinders, and tori. Initial estimates are required for the iterative algorithm to proceed. In [22] , a multiphased method on robust fitting of parametric models is reported.
Empirical analyses on curvature estimation are reported in literature. The classical paper by Flynn and Jain [5] evaluates five methods of curvature estimation. The conclusion of the experiments performed by Trucco and Fisher [19] agree with [5] : Qualitative curvature properties (e.g., sign of Gaussian curvature) can be more reliably estimated than quantitative ones (e.g., curvature magnitude). Our method agrees with their conclusion. In addition, we show (by example) that principal directions can also be estimated robustly by our method, while this estimation is not addressed in [5] , [19] .
OVERVIEW AND MOTIVATION
Our method robustly recovers the sign and direction of principal curvatures for surface reconstruction directly from 3D data, without surface fitting nor partial derivative computation of any kind. Zero curvature areas are detected and handled uniformly, by using homogeneous coordinates (Section 4). The basis of our method is grounded on two elements: Local structures are uniformly represented by a second order symmetric tensor, which effectively encodes preferred direction, while avoiding early commitment on normal orientations and maintenance of global orientation consistency. Data communication is accomplished by a linear voting process, which simultaneously ignores outlier noise, corrects erroneous orientation (if given), and detects surface orientation discontinuities. While approaches at one extreme completely trust the estimated normals (e.g., [12] ) and methods at the other extreme totally bypass the normal recovery process (e.g., [1] ), our method is more flexible: It makes use of reliably inferred surface orientation information, corrects erroneous normals, and ignores inconsistent votes.
Many affordable laser range finders can now produce dense and mostly accurate information. However, outlier noise is still unavoidable in the measurement phase (for example, see Fig. 10 ). With dense, mostly accurate, but imperfect data, if we can robustly estimate curvature information and use it to adjust the dense voting fields accordingly in voting, more reliable surface reconstruction should result. To elaborate, suppose that we vote, by aligning the 2D stick voting field [9] , [14] at the endpoints of a circular arc to fill the gap, Fig. 1 . Without the use of curvature information, using the basic formalism, a circle will not be produced, since a straight connection (zero curvature) is preferred. Fig. 2 shows the augmented tensor voting formalism. The flowchart is directly adapted from [9] , where the basic formalism is detailed. We augment the flowchart with an additional voting pass for curvature estimation.
First order orientation information (normals or tangents) is inferred after the first tensor voting pass, which does not differ from the basic formalism.
Second order curvature information is obtained in the second tensor voting pass. This pass is applied to the inferred tensor at each input site. The resulting tensor field, together with the inferred curvature information, is enhanced in the third pass using curvature-based voting fields. This enhanced tensor field is used for surface and curve extraction.
In the next section, we describe this additional voting pass for curvature estimation.
ESTIMATION OF THE SIGN OF PRINCIPAL CURVATURES
After the first pass of tensor voting using the original formalism, each input site is replaced by an ellipsoid or, equivalently, a second order symmetric tensor, encoding preferred surface normal and curve tangent information. Each tensor then votes again in order to estimate the sign and direction of the principal curvatures, Fig. 2 . Each second order symmetric tensor can be described by an eigensystem, with eigenvectors e I , e P , and e Q , and corresponding eigenvalues
e I is called the stick component of the tensor since it indicates the preferred normal direction or certainty along a single direction.
First, we locally label each input tensor, by tensor voting, into one of the following cases: 1) planar, 2) elliptic, 3) parabolic, and 4) hyperbolic, an outlier, or a discontinuity. After this labeling step, each input site will locally know which side, with respect to its stick component, the surface should locally curve to, except for the last case. Curvature-based voting fields are used for feature extraction that follows. In other words, we do not need to vote on both sides of a stick as in [9] . With the use of curvature information (or more specifically, the estimated signs of principal curvatures), votes in a smaller area are generated, resulting in better surface fitting quality and also a faster framework.
Representation of Sign of Curvature
For each input tensor, we arbitrarily pick an orientation out of the two choices of its stick component e I as reference. The stick component or e I indicates the preferred normal direction (i.e., first order orientation information, Fig. 2) . Then, we align with it a local coordinate system. The sign of curvature is indicated by the side with regard to the oriented e I the surface should locally curve to. Homogeneous coordinates are used to represent the sign of curvature so that zero curvature can be handled uniformly.
To elaborate, refer to Fig. 3a . Let y be the input site with its arbitrarily oriented stick e I . Without loss of generality, consider , , and in the neighborhood of y (denote it by nhdy), which is the size of the voting field. Let x p (respectively, x q and x r ) be the stick component of the input ellipsoid at (respectively, and ) obtained after the first tensor voting pass. We estimate the signs of principal curvatures at y by aligning the 3D stick voting field [9] , [14] at y with e I . Then, y collects the stick (vector) votes induced by its aligned stick voting field, at , , and . Let the direction of these stick votes be and strength of these votes are defined and tabulated in Fig. 3b , where distÁs denote the Euclidean distance.
Note that the dot product in the vote strength definition in Fig. 3b indicates vote consistency, i.e., if the magnitude of the dot product is close to zero, it means that the stick vote x o p (respectively, x o q and x o r ) is not consistent with x p (respectively, x q and x r ). One or both of the following events occur: 1) The ellipsoid (or its stick component) inferred during the first tensor voting pass at y and/ or is not accurate and 2) the smoothness constraint prescribed by the stick voting field is not satisfied. These situations may arise for severely corrupted data or at a discontinuity. In either case, the vote is unreliable as shown by the dot product.
Vote Collection
y is designated as a vote collector, which aggregates the sign of curvature vote (with its direction and strength defined above) cast by a point in y's neighborhood. Denote such a vote by v p , where k v p k defines the vote strength as in Fig. 3b . The voting process is exactly the same as [9] , but the formulae for aggregating collected votes are different.
We first compute the (sample) mean w and covariance matrix of the vote distribution: w w x Y w y I n Pnhdy v p and define " wx wy (note that w y b H), where n is the number of points in nhdy.
For p IY PY Á Á Á Y n, define v H p v p À w and an n Â n matrix
Therefore, v H p represents the deviation of v p from the ªweighted-averaged signº w. Using f, we compute the covariance matrix as the P Â P positive semidefinite matrix, defined by I nÀI ff . The total variance of is the trace of , i.e., tre.
Geometric Interpretation
" and together indicate which side, with regards to the stick at y, the (recovered) surface should locally curve to. We have the following cases (Fig. 4) :
. j"j % HY % H. Curvature is zero (i.e., within an empirical tolerance) in nhdy. It indicates that y is locally planar (Fig. 4a) . . j"j T % HY % H. Points in nhdy prefer smooth connection ( % H) on only one side of the stick at y (j"j T % H). It indicates that y is locally elliptic (Fig. 4b ). . j"j % HY T % H. Collected votes cancel out each other, as indicated by nonzero . Points in nhdy do not prefer either side of the stick, which indicates that y is locally hyperbolic or an outlier or a discontinuity (Fig. 4c) . . j"j T % HY T % H. Collected votes indicate that one side of the stick is preferred. Yet, there exists votes with zero curvature (implied by nonzero ). This indicates that y is locally parabolic (Fig. 4d) . If y is inferred to be locally hyperbolic, an outlier, or a discontinuity, then we use the original dense stick voting field defined in [9] for surface and curve extraction, because of the inconclusive votes collected. Note that, though sign estimates are unreliable at points of surface orientation discontinuities, these singularities are detected as point and curve junctions after the first pass of tensor voting, which are characterized by a high disagreement of oriented votes collected at such sites. No surface patch is produced in these regions of low surface saliencies, where maximal surface saliency [15] does not exist. If y is labeled as locally planar, we use the original stick voting field, but redefine the decay function so that it decays more with higher curvature. A detailed discussion on curvature-based stick voting fields is given in Section 6.
PRINCIPAL DIRECTION ESTIMATION

Vote Definition and Collection
We now define the vote for curvature directions as follows: Refer to Fig. 5 . Let x p be the stick component of the ellipsoid inferred at after the first tensor voting pass. It casts a vote (using the 3D stick voting field) which is received at . Let x be the direction of this stick vote (Fig. 5a) . Then, by the definition of the 3D stick voting IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 24, NO. 6, JUNE 2002 field [9] , [14] , x at , x p at must lie on the same plane. We denote this plane by Å (Fig. 5b) .
Referring to Fig. 5c , let x q be the stick component of the tensor inferred at after the first tensor voting pass. (Note that x q and x are not necessarily in the same direction.) Let q be the tangent plane at , by assuming that x q is the direction of surface normal. Then, x q c q .
If q Å T Y (otherwise, we simply skip the following), this intersection gives a line (indicated by the dotted line in Fig. 5c ). Define the direction and strength of the vote as:
.
Direction. We put a vote v along the line q Å , because ªcurves toº along this direction (Fig. 5d) . . In all, this direction vote says that it prefers directions on the tangent plane q which curve more (as indicated by j&j), giving more weight to such directions. In other words, we vote for the maximum direction (as the minimum direction is merely WH off). Note again that, if
x kxk Á xq kxqk % H, it means that the stick vote x cast by is not consistent with x q (this unreliable vote will thus be ignored). The vote vs on the tangent plane q are collected as a second order symmetric tensor in 2D or, equivalently, as an ellipse. This ellipse (Fig. 5d) describes the equivalent eigensystem with its two unit eigenvectors e mx and e mn and the two corresponding eigenvalues ! mx ! ! mn .
Geometric Interpretation
The eigenvectors denote the principal directions:
e mx (respectively, e mn ) gives the maximum (respectively, minimum) direction since, after the principal component analysis, the eigenvector corresponding to the larger eigenvalues indicates the principal direction along which the underlying surface should curve. However, the eigenvalues do not indicate the magnitude of principal curvatures as defined in the last section. In fact, if we align a local coordinate system at a point, the value of curvature at that point in direction 0 is given by k 0 (refer to [4] ): k 0 k mx os P 0 À k min sin P 0 À , where is the maximum curvature direction. Note that this equation does not follow an elliptic distribution. Therefore, it cannot be described by a second order symmetric 2D tensor, which follows an elliptic distribution. In fact, the general shape of the distribution resembles a peanut [4] , not an ellipse. Our experiments tends to overestimate (respectively, underestimate) maximum (respectively, minimum) curvature if we assume an elliptic distribution. However, given that the strength of votes is proportional to the magnitude of curvature, this elliptic distribution assumption should still be valid for approximating principal directions if only the direction of the resulting eigensystem is considered (as confirmed by our experiments).
CURVATURE-Based STICK VOTING FIELDS
Since we can only estimate the signs and the directions of principal curvatures reliably, but not the magnitude, we only use the sign information to derive the curvature-based stick voting fields used in the third pass of tensor voting for surface and curve extraction, Fig. 2 . We have the following cases:
Hyperbolic region, outlier, or discontinuity. Voxels labeled as hyperbolic, outlier, or discontinuity are characterized by inconclusive curvature votes. We use the original stick voting field as defined in the basic formalism [9] .
Planar. If voxels are labeled as locally planar, we use the same stick voting field, but impose more decay on higher curvature. Fig. 6a shows one slice (at y H) of this stick voting field. Note the ªflatnessº of the field, which prefers planar connection.
Parabolic or Elliptic. If voxels are labeled as locally parabolic or elliptic, we only consider the set of directions and strengths of the stick voting field for which sgn"sgn& b H, i.e., one side of the stick voting field is used. See Fig. 6b. 
EVALUATION
We evaluate the augmented tensor voting formalism using the following criteria:
Accuracy of Labeling. We first perform similar quantitative evaluation on the labeling accuracy of our method on primitive surfaces, as in [5] . Point samples are collected from three primitive surfaces: a spherical, a parabolic, and a hyperbolic surface. We then add a large amount of random noise to the bounding box of each shape. Table 1 summarizes the result.
Grouping by Curvature. We now demonstrate the use of faithfully inferred curvature information for performing scene segmentation in more complex synthetic scenarios. A sparse set of points is sampled from a sphere intersecting with a plane. When we have obtained accurate curvature estimation, we can segment the scene into the corresponding spherical and planar components (Fig. 7a) . We sample data from a hyperbolic surface intersecting with a cylindrical surface and randomly add a considerable amount of outliers in the volume. We can recover curvature information and segment the input features (Fig. 7b) . Note that the curvature estimation accuracy is not good at surface orientation discontinuities, which are characterized by low surface saliency anyway and no surface patch is produced.
Accuracy of Estimated Principal Directions. A total of 3,969 point samples are obtained from a toroidal surface, a genus-one object. We add a large amount (up to 1,200 percent) of outlier noise in the corresponding bounding box. Fig. 8 summarizes the result in the form of a histogram, showing the accuracy of the estimated principal directions at different noise levels.
Quality of surface fitting. We use the same torus example to qualitatively evaluate the surface fitting quality. Fig. 9 shows the noisy input and the reconstructed surface. In each case, the principal directions at each input point can still be reliably estimated (as shown in the last section) and our method degrades very gracefully with increasing amount of outliers. Note that the reconstructed surface can be extracted even up to 400 percent noise and most parts of it can still be extracted in the presence of as much as 1,200 percent noise. Here, we also include the results on the same noisy input run on the original, basic 3D system without the use of curvature information. The latter results clearly show a faster rate of degradation, in terms of the quality of surface fitting.
RESULTS ON REAL DATA
A good choice of real data for evaluating our system is data from dental CAD/CAM. A patient-specific dental restoration involves complex, distinct, but close-by surfaces. For example, a crown restoration consists of an upper surface (the occlusal surface); and a lower surface, which precisely adjusts to the preparation along a very precise anatomical line (which is only implicit in the input point set) that should not be smoothed out during the inference of the surface model.
A set of 9,401 points is sampled from a crown restoration. Fig. 10a shows the noisy input data, the extracted surfaces and 3D crease curves. By using curvature information, we can segment the two distinct but very close-by surfaces, as shown in the two slices. Also, since we generate considerably less irrelevant votes by voting only on one side of the input stick in the preferred curvature direction, we made an improvement over a previous work [16] on the same data. Significantly less spurious surface patches are produced along the preparation line, which is a curve junction (low surface but high curve saliencies) corresponding to surface orientation discontinuity. In our previous effort [15] , a rather elaborate and complex process is described for feature integration that does not take curvature information into consideration, accounting for the use of over 60,000 points for a comparable result. A set of 4,454 points is sampled from an onlay restoration. Fig. 10b shows the input data, the extracted surface model, and the inferred creases and other anatomical lines which are only implicit in the data. A set of 18,224 points is sampled from femur (courtesy of INRIA), to which we add 400 outliers. A femur is the proximal bone of the lower limb. We infer the surface description from the noisy data and label the regions detected as negative Gaussian curvature (saddle) in a darker color, as shown in Fig. 11a . A set of 57,712 points is obtained from dense stereo. Bust is a bald human head model. This is a noisy data set, with very few data points on the top of the head (Fig. 11b) . Here, interesting regions of negative Gaussian curvature are labeled, such as the eyes, the area between the nose and cheek, the back of neck, and regions close to both ears. Fig. 11b also shows the faithful reconstructed surface.
SUMMARY AND CONCLUSION
We have described an approach based on tensor voting to infer signs and directions of principal curvatures directly from 3D data, which may be sparse and noisy. This curvature information is used for surface and curve extraction. No partial derivative computation or local surface fitting is performed, which are very unstable in real data because outlier noise is not uncommon. Also, zero curvature is handled uniformly. Using curvature information, we augment the basic tensor voting formalism so that our system produces first order orientation and second order differential information for each input site. We have presented results on real, noisy, and complex data.
