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a b s t r a c t
The paper focuses on the numerical study of electromagnetic scattering from two-
dimensional (2D) large partly covered cavities, which is described by the Helmholtz
equationwith a nonlocal boundary condition on the aperture. The classical five-point finite
difference method is applied for the discretization of the Helmholtz equation and a linear
approximation is used for the nonlocal boundary condition. We prove the existence and
uniqueness of the numerical solution when themedium in the cavity is y-direction layered
or the number of the mesh points on the aperture is large enough. The fast algorithm
proposed in Bao and Sun (2005) [2] for open cavity models is extended to solving the
partly covered cavity problem with (vertically) layered media. A preconditioned Krylov
subspace method is proposed to solve the partly covered cavity problem with a general
medium, in which a layered medium model is used as a preconditioner of the general
model. Numerical results for several types of partly covered cavities with different wave
numbers are reported and compared with those by ILU-type preconditioning algorithms.
Our numerical experiments show that the proposed preconditioning algorithm is more
efficient for partly covered cavity problems, particularly with large wave numbers.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Numerical solution of electromagnetic scattering from large cavities has attracted much attention because of its
significant industrial and military applications. In many such applications, the accurate prediction of the RCS of a cavity
is necessary due to its dominance to the target’s overall RCS. There are several different types of cavity models, dependent
upon the geometry of cavities. Numerous work has been devoted for solving scattering problems from an open cavity by
various numerical methods, including finite difference, finite element, boundary elements, and hybrid methods, e.g., see
[1–8]. A survey of numerical methods is presented in [9]. A detailed discussion and additional references may be found in
[10]. An important step for solving the open cavity problem is to introduce transparent boundary conditions on the aperture
of the cavity. This reduces the infinite domain problem to a finite domain problem, which in turn can be solved by classical
numerical approximations. A time domain finite element method was presented in [11], in which the time-dependent
scattering problem was discretized in time by Newmark’s scheme. More recently, a fast algorithm was presented in [2]
for solving the electromagnetic scattering from a large rectangular open cavity in which the medium is vertically layered.
Based on the use of discrete Fourier transform in the horizontal direction and a Gaussian elimination in the vertical direction,
the algorithm reduces the global system to an aperture system. This step is equivalent to constructing a discrete Dirichlet-
to-Neumann map. This fast algorithm has been used as a preconditioning technique for solving the problem with general
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Fig. 1. Partly covered cavity.
media in [7]. Somepreconditioning techniques have been successful in solvingmany electromagnetic and acoustic scattering
problems. For example, a shifted-Laplacian preconditioner [12,13] was used for heterogeneous Helmholtz problems. A
domain decomposition method was proposed in [14] for acoustic scattering by elastic objects in layered media.
This paper focuses on electromagnetic scattering from partly covered cavities with large wave numbers; see Fig. 1. Partly
covered cavity problems are widely studied by the engineering communities, for example, see [15,16] and the references
therein. The difficulty in the partly covered cavity problem lies in the fact that the stability of the partly covered cavity
problem depends upon the width of the aperture and the closed cavity, i.e., the size of the aperture is zero, is not well posed.
The problemwith large wave number, or more precisely with large ‘‘ka’’ number, is of significant interest. Here k is the wave
number and a is the diameter of the computational domain. The computation is especially challenging when the cavities
are large compared to the wavelength due to the highly oscillatory nature of the fields. Numerical discretization for a large
cavity problem results in an extremely large scale indefinite system of linear equations. Classical iterative algorithms are
less efficient.
The rest of the paper is organized as follows. In Section 2, a classical transparent boundary condition is introduced on the
aperture, bywhich, the cavity problem defined in an infinite domain reduces to a Helmholtz equationwith simple boundary
conditions on the wall of cavity and a nonlocal boundary condition on the aperture. In Section 3, a finite difference method
with a general approximation to the nonlocal boundary condition is proposed for the discretization of the partly covered
cavity problem. We establish the existence and uniqueness of numerical solution when the medium in the cavity is layered
or when the number of mesh points on the aperture is large enough. The FFT-type algorithm, proposed in [2], is extended
to the system from the partly covered cavity problem. In Section 4, the partly covered cavity model with a vertically layered
medium is used as a preconditioner for the cavity with more general media. Two examples, a single partly covered cavity
model and a coupled covered cavitymodel, are tested in Section 5. Three Krylov-type algorithms, COCG [17], GMRES(m) [18]
and Bi-CGSTAB [19], are employed for solving the preconditioned system with different sizes of apertures and different
wave numbers, particularly large wave numbers. Numerical results, in comparison of classical incomplete LU factorization
preconditioners [20], show that the proposed preconditioning algorithm is more efficient.
2. Partly covered cavity model and numerical discretization
A two-dimensional cavity model can be introduced by assuming that the medium and material are invariant in the z-
direction and nonmagnetic with a constant magnetic permeability µ = µ0 > 0 everywhere. The three-dimensional case
is more challenging; see the discussion in [21, Chapter 5]. In this paper, we only focus on the two-dimensional case. We
assume that the ground plane (x axis) and the wall of the cavity are perfect electric conductors (PEC), and the interior of the
cavity is filledwith nonmagneticmaterial characterized by its permittivity εwithℑ(ε) ≥ 0. The half-space above the ground
plane is filled with a homogeneous, linear, isotropic medium characterized by its electric permittivity ε0 > 0 and magnetic
permeability µ0 > 0. Assume that a plane wave ui = ei(αx−βy) is incident on the cavity from above, where α = k0 sin θ ,
β = k0 cos θ , and −π/2 < θ < π/2 is the angle of incidence with respect to the positive y-axis. Let ur be the reflected
wave. The relation between the scattered field us and the total field u can be expressed by
us = u− ui − ur .
For the TM (transverse magnetic) polarization, in which the magnetic field is transverse to the invariant direction and
electric field E = (0, 0, u(x, y)), the time-harmonic Maxwell equations reduce to the Helmholtz-type equation together
with Sommerfeld’s radiation condition imposed at infinity,
∆u+ k2u = f , inΩ ∪ R+2
u = 0, on ∂(Ω ∪ R+2 )
lim
r→∞
√
r

∂us
∂r
− ik0us

= 0, at∞
(2.1)
where k2 = k20εr , k0 = ω√ε0µ0, εr = ε/ε0, r =

x2 + y2, k0 denotes the wave number in vacuum and R+2 denotes the
upper half-space. The fields are said to be source free if the source term f = 0.
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For the TE (transverse electric) polarization, in which the electric field is transverse to the invariant direction and
magnetic field H = (0, 0, u(x, y)), similarly the component u(x, y) satisfies the following equations
∇ ·

1
k2
∇u

+ u = f , inΩ ∪ R+2
∂u
∂n
= 0, on ∂(Ω ∪ R+2 )
lim
r→∞
√
r

∂us
∂r
− ik0us

= 0, at∞
(2.2)
where n denotes the unit outward normal.
Since the upper half-space is homogeneous, a Green’s function method can be used to further reduce the scattering
problem to a bounded domain problem by introducing a transparent boundary condition on the aperture. In the TM case,
the scattering problem may be described by
∆u+ k2u = f , inΩ
u = 0, on ∂Ω − Γ
∂u
∂n
= I(u)+ g, on Γ
(2.3)
where g(x) = −2iβeiαx, and
I(u) = ik0
2 Γ
1
|x− x′|H
(1)
1 (k0|x− x′|)u(x′, 0)dx′ (2.4)
defines a nonlocal integral operator on Γ . Here, Γ denotes a Hadamard principle value (or finite part) integral (see [22]
and the references therein) and H(1)1 (r) is a Hankel function of the first kind [23].
Similarly, one can derive the corresponding formulation for TE polarization. In this case, the corresponding Helmholtz-
type equation and the transparent boundary condition for the total field are
∇ ·

1
k2
∇u

+ u = f , inΩ
∂u
∂n
= 0, on ∂Ω − Γ
∂u
∂n
=I ∂u
∂n

+g, on Γ
(2.5)
whereg(x) = 2eiαx,I(u) denotes a nonlocal integral operator on Γ , and
I ∂u
∂n

= − i
2
∫
Γ
H(1)0 (k0|x− x′|)
ε0
ε
∂u(x′, 0)
∂n
dx′.
Numerical approximations to the cavitymodel consist of twoparts: the approximation to theHelmholtz equation defined
in the cavity and the approximation to the nonlocal integral operator on the aperture. Here we focus only on the TM case.
Most results obtained in this paper can be extended to the TE case; see [21] for details. We use the classical five-point
finite difference method for the discretization of the Helmholtz equation and a linear approximation [6] to the nonlocal
operator. The emphasis is on the development of efficient linear solvers. Let {xi, yj}M+1,N+1i,j=0 define a uniform partition of
Ω = [0, a] × [−b, 0] with xi+1 − xi = hx and yi+1 − yi = hy, the aperture be defined by the interval [xA, xB], a0 = xB − xA
denotes the width of the aperture, and
xA = xm1−1 < xm1 < · · · < xm2+1 = xB, 0 < m1 < m2 < M + 1.
Moreover, let uij be the finite difference solution at the point (xi, yj) and
uˆN+1 = (um1,N+1, . . . , um2,N+1)T
denotes the finite difference solution on the aperture. The discrete finite difference system in the TM case is given by
ui−1,j − 2uij + ui+1,j
h2x
+ ui,j−1 − 2uij + ui,j+1
h2y
+ ω2ε(xi, yj)µ0uij = f (xi, yj),
i = 1, 2, . . . ,M; j = 1, 2, . . . ,N. (2.6)
Let Jn(z) and Yn(z) be the Bessel functions [23]. The corresponding Hankel function H
(1)
1 (z) is defined by
H11 (z) = J1(z)+ iY1(z).
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The nonlocal boundary condition in (2.3) becomes
∂u
∂n
= ik0
2
∫
Γ
1
|x− x′| J1(k0|x− x
′|)u(x′, 0)dx′ + i
Γ
1
|x− x′|Y1(k0|x− x
′|)u(x′, 0)dx′

+ g(x), x ∈ Γ
where the real part of the nonlocal operator is hypersingular. By using a backward finite difference scheme and a linear
approximation [2,10,22,24] for the nonlocal boundary condition, we obtain
ui+m1−1,N+1 − ui+m1−1,N
hy
=
m−
l=1
gilum1+l−1,N+1 + g(xi)
=
m−
l=1
(g reil + ig imil )um1+l−1,N+1 + g(xi), i = 1, 2, . . . ,m,
wherem = m2 −m1 + 1. It was shown in [2] that the matrix Gim = (g imij )mi,j=1 with
g imil =
k20
2π
∫ 1
−1
(1− t2)1/2
∫
Γ
φl(x′)eik0|x
′−xi|tdx′

dt,
is symmetric positive definite, where φl(x), l = 1, 2, . . . ,m, are piecewise linear basis functions. The term g reil can be
calculated easily since only a weakly singular integral is involved [10]. The global finite difference system is given by[
A11 A12
A21 h−1y G− h−2y Im
] [
u
uˆN+1
]
=
[
f
−h−1y g
]
, (2.7)
where G = (gij)mi,j=1 is the discrete nonlocal boundary integral operator, Im is them×m identity matrix,
A11 = Ax ⊗ IN + IM ⊗ Ay + D,
and
A12 =
 0
Im ⊗ aN+1
0

, A21 = AT12, aN+1 =
1
h2y
(0, . . . , 0, 1)T
D = ω2µ0 · diag(ε11, . . . , ε1N , ε21, . . . , ε2N , . . . , εMN),
Ax = 1h2x
· tridiag(1,−2, 1), Ay = 1h2y
· tridiag(1,−2, 1),
u = (u11, . . . , u1N , u21, . . . , u2N , . . . , uM1, . . . , uMN)T .
Since the discretization of the transparent boundary condition produces a full matrix, the coefficient matrix in the final
system has a special sparse pattern (see Fig. 2).
3. The y-direction layered medium case
In this subsection, we study the existence and uniqueness of the numerical solution and extend the fast algorithm
proposed in [2] for open cavity models to large partly covered cavity problems with y-direction layered media. The fast
algorithm will be used in preconditioning algorithms for solving partly covered cavity problems with more general media
in Section 4.
3.1. The existence and uniqueness of numerical solution
For the y-direction layered medium case, ε = ε(y) and
D = IM ⊗ Dk, Dk = ω2µ0 · diag(ε(y1), . . . , ε(yN)).
To prove the existence and uniqueness, we need the following lemma.
Lemma 3.1. Let
S i0m =

sin
m1π
M + 1 sin
2m1π
M + 1 · · · sin
i0m1π
M + 1
sin
(m1 + 1)π
M + 1 sin
2(m1 + 1)π
M + 1 · · · sin
i0(m1 + 1)π
M + 1
...
...
. . .
...
sin
m2π
M + 1 sin
2m2π
M + 1 · · · sin
i0m2π
M + 1

be an m× i0 submatrix of the Fourier-sine matrix, where m = m2 −m1 + 1. Then S i0m is full-rank if m ≥ 2i0.
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Fig. 2. Sparsity pattern of the global matrix.
Proof. Let
C i0m =

cos
m1π
M + 1 cos
2m1π
M + 1 · · · cos
i0m1π
M + 1
cos
(m1 + 1)π
M + 1 cos
2(m1 + 1)π
M + 1 · · · cos
i0(m1 + 1)π
M + 1
...
...
. . .
...
cos
m2π
M + 1 cos
2m2π
M + 1 · · · cos
i0m2π
M + 1

be the corresponding submatrix of the Fourier cosine matrix and
S = S i0m −S i0m , C = C i0m C i0m  .
Clearly rank(S) = rank(S i0m ) ≤ i0 and rank(C) = rank(C i0m ) ≤ i0. Let V = C + iS. We have
V =

e
im1π
M+1 e
i2m1π
M+1 · · · e ii0m1πM+1 e−im1πM+1 e−i2m1πM+1 · · · e−ii0m1πM+1
e
i(m1+1)π
M+1 e
i2(m1+1)π
M+1 · · · e ii0(m1+1)πM+1 e−i(m1+1)πM+1 e−i2(m1+1)πM+1 · · · e−ii0(m1+1)πM+1
...
...
. . .
...
...
...
. . .
...
e
im2π
M+1 e
i2m2π
M+1 · · · e ii0m2πM+1 e−im2πM+1 e−i2m2πM+1 · · · e−ii0m2πM+1

=

1 1 · · · 1 1 1 · · · 1
z1 z2 · · · zi0 z¯1 z¯2 · · · z¯i0
...
...
. . .
...
...
...
. . .
...
zm−11 z
m−1
2 · · · zm−1i0 z¯m−11 z¯m−12 · · · z¯m−1i0

· diag

e
im1π
M+1 , e
i2m1π
M+1 , . . . , e
ii0m1π
M+1 , e
−im1π
M+1 , e
−i2m1π
M+1 , . . . , e
−ii0m1π
M+1

,
where zi = e iiπM+1 and z¯i is the complex conjugate of zi, i = 1, 2, . . . , i0. Since i0 < (M + 1)/2, zi ≠ zj and zi ≠ z¯j for i ≠ j,
i, j = 1, 2, . . . , i0. So the Vandermonde matrix in the last equation is full-rank and therefore, rank(V ) = 2i0. By noting the
fact rank(V ) ≤ rank(C)+ rank(S), we obtain
rank(S i0m ) = rank(S) = i0.
The proof of Lemma 3.1 is complete. 
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Theorem 3.2. For any layered media withℜ(εr) ≥ 0, system (2.7) has a unique solution if
hxk0
ℜ(εr) ≤ 2 sin a0π4a .
Proof. It suffices to prove that system (2.7) has only the zero solution when f = 0 and g = 0. Let u∗ denote the conjugate
transpose of u. By (2.7),
u∗A11u+ u∗A12uˆN+1 = 0,
uˆ∗N+1A21u+ uˆ∗N+1(h−1y G− h−2y Im)uˆN+1 = 0.
Since A21 = AT12 and A21 is real,
−u∗A∗11u+ uˆ∗N+1(h−1y G− h−2y Im)uˆN+1 = 0.
From the imaginary part of the above equation, we have
u∗(IM ⊗ ℑ(Dk))u+ uˆ∗N+1h−1y GimuˆN+1 = 0.
Since ℑ(ε) ≥ 0, u∗(IM ⊗ ℑ(Dk))u ≥ 0 and therefore,
uˆ∗N+1G
imuˆN+1 ≤ 0.
By the positive definiteness of Gim,
uˆN+1 = 0,
which implies that uN+1 = 0 and u¯N+1 = SMuN+1 = 0, where SM denotes the discrete Fourier-sine transformation,
SM =

2
M + 1

sin
ijπ
M + 1
M
i,j=1
, S2M = IM . (3.1)
Let uˆN = (um1,N , . . . , um2,N)T . By (2.7), we have uˆN = 0 and A11u = 0. We rewrite the system A11u = 0, with the discrete
Fourier-sine transformation, by
(Λ⊗ IN + IM ⊗ Ay + IM ⊗ Dk)u¯ = 0,
where
u¯ = (SM ⊗ IN)u = (u¯11, . . . , u¯1N , u¯21, . . . , u¯2N , . . . , u¯M1, . . . , u¯MN)T ,
Λ = diag(λ1, λ2, . . . , λM),
λi = −4(M + 1)
2
a2
sin2
iπ
2(M + 1) , i = 1, 2, . . . ,M.
(3.2)
Reordering the unknowns and the equations in the above system, we obtain
(Ay + λiIN + Dk)ui = 0, i = 1, 2, . . . ,M, (3.3)
whereui = (u¯i1, u¯i2, . . . , u¯iN)T . (3.4)
Since k is bounded in the cavity, for sufficiently large i, −λi ≥ max k20ℜ(εr) and therefore, Ay + λiIN + Dk is non-singular.
Let i0 be the largest integer for which Ay + λi0 IN + Dk is singular. For any i > i0, Ay + λiIN + Dk is non-singular and by (3.3),ui = 0 for i > i0. When hx max k0√ℜ(εr) ≤ 2 sin a0π4a ,
−λ(m+1)/2 = 4h2x
sin2
(m+ 1)π
4(M + 1) ≥ max k
2
0ℜ(εr)
and therefore,m ≥ 2i0. Let u¯j = (u¯1j, u¯2j, . . . , u¯Nj)T and
uj = SM u¯j, or uij =
M−
l=1
silu¯lj, j = 1, 2, . . . ,N. (3.5)
Taking j = N , we have
uiN =
i0−
l=1
silu¯lN , i = 1, 2, . . . ,M,
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and in particular,
uˆN = S i0m u¯i0N = 0, (3.6)
where
u¯i0N = (u¯1N , . . . , u¯i0,N)T .
By Lemma 3.1, S i0m is full-rank, and by (3.6), u¯
i0
N = 0. By noting the tridiagonal structure of system (3.3) and the fact u¯N+1 = 0,
we see thatui = 0 for i = 1, 2, . . . , i0. Moreover, by (3.5), we obtain u = 0. The proof is completed. 
In the above theorem, we have proved the uniqueness of numerical solution in the case of vertically layered media. The
existence follows immediately. Some other special cases are discussed below. However, the existence and uniqueness of the
numerical solution for more general media remains open.
Remark 3.3. If ℑ(εr) > 0 everywhere, system (2.7) has a unique solution.
Whenℑ(εr) > 0, the global coefficient matrix in (2.7) is non-singular since its imaginary part is symmetric positive definite.
Remark 3.4. If the mesh satisfies
m ≥ 2N
or equivalently,
a0
hx
+ 1 ≥ 2b
hy
,
system (2.7) has a unique solution for arbitrary media.
The proof of the uniqueness in this case follows the nature of five-point finite difference scheme together with the
homogeneous Dirichlet boundary conditions. Assume that f = 0 and g = 0. Note that there are only five unknowns at
each equation of system (2.6). If four of them are zero, the fifth is also zero. From the proof of Theorem 3.2, we have seen
that uN+1 = 0 and uˆN = 0 (i.e., uiN = 0, i = m1, . . . ,m2), which leads to
ui,N−1 = 0 i = m1 + 1,m1 + 2, . . . ,m2 − 1.
Repeating the above process, ifm ≥ 2N , we have
uij = 0, i = m1 + N − j,m1 + N − j+ 1, . . . ,m2 − N + j; j = 1, 2, . . . ,N.
We conclude that u = 0 by the same argument. The uniqueness is proved.
3.2. Fast algorithm
For a rectangular open cavity with layered media, a fast algorithm was presented in [2]. With a slight modification,
Algorithm I of [2] can be extended to solving the partly covered cavity with layered media. By the discrete Fourier-sine
transformation, we rewrite the discrete Helmholtz systems (2.6) by
(Λ⊗ IN + IM ⊗ Ay + IM ⊗ Dk)u¯+ (IM ⊗ aN+1)u¯N+1 = f¯ , (3.7)
where u¯N+1 = SMuN+1,
f¯ = (SM ⊗ IN)f = [f¯1,1, . . . , f¯1,N , f¯2,1, . . . , f¯2,N , . . . , f¯M,1, . . . , f¯M,N ]T
and SM ,Λ and u¯ are defined in (3.1) and (3.2). Reordering the unknowns and Eq. (3.7), we obtain
(Ay + λiIN + Dk)ui + aN+1u¯i,N+1 =fi, i = 1, 2, . . . ,M (3.8)
whereui is defined in (3.4) andfi = [f¯i1, f¯i2, . . . , f¯iN ]T .
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We use the Gaussian elimination method with a row partial pivoting to solve system (3.8). Let
Ay + λiIN + Dk = LiUi, i = 1, 2, . . . ,M
be the LU factorization, where Ay + λiIN + Dk is a symmetric tridiagonal matrix. Since Li is non-singular,
Uiui + L−1i aN+1u¯i,N+1 = fˇi, i = 1, 2, . . . ,M, (3.9)
where Ui = (r ipq) and fˇi = L−1i fi. Combining the last equations of systems (3.9) and the boundary equations gives
r iNN u¯iN + r iN,N+1u¯i,N+1 = fˇiN , i = 1, 2, . . . ,M, (3.10)
(Im − hyG)uˆN+1 − uˆN = hyg (3.11)
where uˆN = [um1,N , . . . , um2,N ]T . If k20εr is not an eigenvalue of the Helmholtz operator with Dirichlet boundary conditions,
for h (the mesh size) small enough,
r iNN ≠ 0 i = 1, 2, . . . ,M.
In this case, we can further eliminate the vector uˆN from (3.11) to get a system on the aperture by
(RSMESMRT + Im − hyG)uˆN+1 = hyg + RSM f˙N , (3.12)
where
R = [0 Im 0],
E = diag[r11,N+1/r1NN , . . . , rMN,N+1/rMNN ],
and
f˙N = [fˇ1N/r1NN , . . . , fˇMN/rMNN ]T .
Solving the linear system (3.12) gives the solution uˆN+1 on the interface (aperture) Γ . The rest of the unknowns can be
obtained by solving system (3.8). If k20εr is (approximately) an eigenvalue of the Helmholtz operator with Dirichlet boundary
conditions, the matrix Ay + λiIN + Dk is singular (or nearly singular) for some i ∈ Js, where Js is a subset of 1, 2, . . . ,M .
Combining the equations in system (3.10) with i ∈ Js and the boundary conditions, we have[
Ds W12
W21 RSMESMRT + Im − hyG
] [
w
uˆN+1
]
=
[
fs
gs
]
, (3.13)
where Ds is a diagonal matrix whose diagonal entries consist of r iNN with i ∈ Js and fs and gs can be defined analogously.
In all of our numerical tests, Js is empty, i.e., it suffices to solve system (3.12). In our algorithm, we solve the interface
system (3.12) by the Conjugate Orthogonal Conjugate Gradient (COCG) method [17], instead of the Bi-Conjugate Gradient
method (BiCG) as used in [2], since the BiCG requires two matrix–vector products at each iteration and the COCG requires
only one matrix–vector product for the symmetric complex system. Moreover, to speed up the convergence, a diagonal
preconditioner
P = (Im − ihydimIM + RSMESMRT )
is used for solving the interface system, where dim is the diagonal entry ofℑ(G). Here we allow amaximum of 200 iterations
and the stopping criterion of the COCG method for the interface system (3.12) is ‖rp‖2 ≤ 10−14‖r0‖2, where rp denotes the
residual after p iterations. The fast algorithm is summarized below.
Algorithm I: Fast solver for partly covered cavity with layered media
Step 1: Calculate f¯ = (SM ⊗ IN)f ,
Step 2: Solve systems (3.12) and (3.8) for uˆN+1 and u¯,
Step 3: Calculate u = (SM ⊗ IN)u¯.
Similar to Algorithm I of [2], the computational complexity of the fast algorithm is O(NM logM) for anM × N mesh.
4. Preconditioned Krylov subspace methods for general medium case
The coefficient matrix of the linear system (2.7) is highly indefinite, sparse, symmetric and complex (non-Hermitian).
For general medium case, we need to solve the large scale sparse linear system
Au = b. (4.1)
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Due to the extremely large memory requirements, direct methods are not applicable. However, classical iterative methods
behave also very poorly or even fail to converge. Here we focus on the Krylov method with a robust preconditioner. The
classical Krylov method is to construct approximate solutions in the so-called Krylov subspace
Ki(A, r0) = span{r0,Ar0,A2r0, . . . ,Ai−1r0},
where r0 := b − Au0 is the initial residual and u0 the initial guess. There exist a variety of Krylov subspace
methods.We employ three preconditioned Krylov subspacemethods: Restarted GeneralizedMinimal RESidual (GMRES(m))
[18,20], COCG [17] and Stabilized Bi-Conjugate Gradient (Bi-CGSTAB) method [19] coupled with one of the following three
preconditioners for solving system (4.1).
• ILU(k) [20].
ILU(k) is an incomplete LU factorization method with certain level fill, where k indicates fill level; see [20] for details.
Especially, ILU(0) retains the same sparsity pattern as the coefficient matrix.
• ILUT [20].
ILUT is an incomplete LU factorizationmethodwith a dual truncation strategy. Dropping during the factorization is based
on two parameters: the drop tolerance (τ ) and the fill level (p). See [20] for details. In all of our numerical tests, we take
τ = 0.01 and p = n, and denote it by ILUT(0.01).
• Layered medium preconditioner (LMP).
For general mediummodel, we construct a layered mediummodel by taking the average of εr in the x direction. The fast
algorithm in Section 3.2 is used to solve the layered medium model.
In our simulation, we choose the restarted parameter m = 20, 30, respectively. At each iteration, GMRES needs one
matrix–vector product and one preconditioner solve and BiCG requires twomatrix–vector products and two preconditioner
solves. For complex symmetric systems, if the preconditioner is also complex symmetric, BiCG reduces to COCG, which
requires only one matrix–vector product and one preconditioner solve per iteration. Bi-CGSTAB is a variant of BiCG, which
requires two matrix–vector products and two preconditioner solves per iteration. In our cases, the coefficient matrix in
(4.1) is complex symmetric and ILU(0) and LMP generate complex symmetric preconditioners while ILUT(0.01) does not.
We adopt the right preconditioning technique, i.e., we solve the preconditioned system
AM−1y = b,
and after we have the vector y, the solutionu of the original problem is given byu =M−1y.
When A − M is very sparse, these preconditioned Krylov subspace methods can be implemented on a sparse subspace
[25]. In our practical simulation by the layered medium preconditioning, A −M is a sparse matrix with a small number
of nonzero rows. Taking the advantage of the sparse subspace technique leads to considerable memory and computational
savings.
5. Numerical experiments
In this section, we report the computational results for several large partly covered cavity models. Efficiency of both fast
algorithm for layered mediummodel and preconditioning algorithm for general mediummodel is investigated. The code is
written in Fortran 77 programming language and is run in double precision. The computation is performed on a 2.39 GHz
PC with 1.96 GB memory and an operating systemWindows XP.
Example 5.1. Consider a plane wave scattering from a partly covered rectangular cavity with a = 1 meter wide and
b = 0.25 meter deep, i.e., Ω = (0, 1) × (−0.25, 0), and xA + xB = a. We denote by a0 = xB − xA the width of the
aperture of the cavity.
For cavity problems, the physical parameter of interest is the backscatter RCS. Let
σ(ϕ) = 4
k0
|P(ϕ)|2
where ϕ is the observation angle and P is the far-field coefficient given by
P(ϕ) = k0
2
sinϕ
∫
Γ
ueik0x cosϕdx
for the TM polarization. The backscatter RCS is defined by
Backscatter RCS(ϕ) = 10 log10 σ(ϕ) dB.
Case I: Firstly we consider the case that the cavity (see Fig. 1) is filled with homogeneous media εr = 1 and εr = 4 + i,
respectively. We plot in Figs. 3 and 4 the magnitude of the field at θ = 0 and the backscatter RCS for different width of
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Fig. 3. The magnitude of the field on the aperture with a0 = 0.50, 0.75 at θ = 0 and the backscatter RCS for the TM polarization of the homogeneous
partly covered cavity: k0 = 2π , εr = 1 (left) and εr = 4+ i (right).
aperture a0. Both real and complex media are tested. Numerical results are obtained by our fast algorithm with the mesh
512×128. The CPU time and the number ofmatrix–vector products p for solving the interface system (3.12) and the total CPU
time for the cavitymodel are shown in Table 1 for differentmeshes andwave numbers. Clearly, the number ofmatrix–vector
products p of the COCGmethod for the interface system (3.12) depends on the number of mesh points slightly and increases
as the wave number k0 increases.
Case II: Secondlywe consider the case that the partly covered cavity (see Fig. 5) is filledwith the following inhomogeneous
(non-layered) media:
εr =

εr1 inΩ1 = (0.2, 0.8)× (−0.25,−0.20),
1 inΩ \Ω1.
We solve the linear system (2.7) using preconditioned Krylov subspace methods, including COCG, GMRES(m) and
Bi-CGSTAB. We examine the performance of the three preconditioners: ILU(0), ILUT(0.01) and LMP, respectively. It is noted
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Fig. 4. The magnitude of the field on the aperture with a0 = 0.50, 0.75 at θ = 0 and the backscatter RCS for the TM polarization of the homogeneous
partly covered cavity: k0 = 16π , εr = 1 (left) and εr = 4+ i (right).
Fig. 5. Inhomogeneous partly covered cavity.
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Fig. 6. The magnitude of the field on the aperture with a0 = 0.50, 0.75 at θ = 0 and the backscatter RCS for the TM polarization of the inhomogeneous
partly covered cavity: k0 = 8π , εr1 = 1 (left) and εr1 = 4+ i (right).
that ILUT(0.01) does not provide a symmetric preconditioner and therefore, COCG is not applicable in this case. Our focus is
on the efficiency of LMP preconditioning technique with our fast algorithm, especially for large wave numbers. The sparse
subspace technique proposed in [25], is used in the LMP preconditioning method to further save the computational cost.
The initial guess is set to be the right-hand side vector. We allow a maximum of 1000 matrix–vector products and the
stopping criterion is ‖rm‖2/‖r0‖2 ≤ 10−5, where rm denotes the residual after m iterations. We present numerical results
in Table 2 for εr1 = 2 and k0 from the small wave number 2π to the large wave number 30π and in Table 3 for k0 = 4π and
different complex media: εr1 = 4+ i, 10+ 5i, 50+ 10i. We observe that the Bi-CGSTAB method breaks down [17] for the
inhomogeneous partly covered cavity in the case of εr1 = 50+10i and the mesh 256×64. From Tables 2 and 3, we see that
all the three iterative algorithms performwell for the LMP preconditioning method. The number of matrix–vector products
of the LMP preconditioningmethod is almost independent of the number ofmesh points used, but dependent upon thewave
number, while the number of matrix–vector products for both ILU(0) and ILUT(0.01) preconditioning methods increases as
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Fig. 7. The magnitude of the field on the aperture with a0 = 0.50, 0.75 at θ = 0 and the backscatter RCS for the TM polarization of the inhomogeneous
partly covered cavity: k0 = 20π , εr1 = 1 (left) and εr1 = 4+ i (right).
the wave number or the number of mesh points increases. Compared with GMRES(m) and Bi-CGSTAB, COCG with the LMP
preconditioner shows a better convergence performance, particularly for large wave numbers. We plot in Figs. 6 and 7 the
magnitude of the field at θ = 0 and the backscatter RCS for the inhomogeneous cavity with different wave number k0 and
different width of aperture a0. Numerical results are obtained with the mesh 512× 128. From Figs. 6 and 7, we observe that
the magnitude of the field and the backscatter RCS for the inhomogeneous partly covered cavity depend strongly on both
the width of the aperture and the media in the cavity.
Example 5.2. Consider a plane wave scattering from a coupled and partly covered cavity model with the constant media
ϵr = 1 and ϵr = 4+ i, respectively. The geometry of the coupled cavity model is shown in Fig. 8.
The magnitude of the field on the aperture at θ = 0 and the backscatter RCS for the coupled and partly covered cavity
problemwith different wave number k0 and width of aperture a0 are shown in Fig. 9. Numerical results are obtained by the
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Fig. 8. Coupled and partly covered cavity.
Fig. 9. The magnitude of the field on the aperture at θ = 0 and the backscatter RCS for the TM polarization of the coupled and partly covered cavity:
k0 = 8π , εr = 1 (left) and εr = 4+ i (right).
Table 1
The number of matrix–vector products (p) and CPU time (s) for solving the interface system (3.12) and the total CPU time for the homogeneous cavity,
a0 = 0.50, xA = 0.25, xB = 0.75.
εr = 1 εr = 4+ i
k0 Mesh CPU p CPU CPU p CPU
(interface) (total) (interface) (total)
512× 128 0.0156 17 0.0625 0.0156 16 0.0625
2π 1024× 256 0.0313 17 0.2500 0.0313 17 0.2656
2048× 512 0.0625 19 1.0156 0.0625 18 1.0000
512× 128 0.0156 20 0.0625 0.0156 18 0.0625
4π 1024× 256 0.0469 22 0.2656 0.0469 19 0.2656
2048× 512 0.0938 24 1.0469 0.0938 21 1.0156
512× 128 0.0313 24 0.0781 0.0156 23 0.0625
8π 1024× 256 0.0469 25 0.2656 0.0469 23 0.2656
2048× 512 0.1094 29 1.0625 0.0938 23 1.0156
512× 128 0.0313 38 0.0938 0.0156 24 0.0625
16π 1024× 256 0.0781 44 0.3125 0.0469 26 0.2656
2048× 512 0.2031 50 1.1563 0.1094 26 1.0313
fast algorithm in Section 3 with the mesh 512 × 128 for each cavity. One can see that the backscatter RCS of the coupled
cavity problem is highly oscillatory for both real and complex media.
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Table 2
The number of matrix–vector products and CPU time (s) for the inhomogeneous partly covered cavity with a0 = 0.5, xA = 0.25, xB = 0.75, εr1 = 2.
Solver k0 mesh ILU(0) ILUT(0.01) LMP
COCG 2π 64× 16 38 (0.03) – 2 (0.00)
128× 32 73 (0.13) – 2 (0.03)
4π 128× 32 94 (0.14) – 3 (0.03)
256× 64 181 (1.09) – 3 (0.08)
8π 128× 32 155 (0.23) – 7 (0.05)
256× 64 303 (1.89) – 6 (0.11)
10π 256× 64 368 (2.36) – 7 (0.19)
512× 128 722 (18.72) – 8 (0.75)
20π 512× 128 >1000 – 26 (2.14)
1024× 256 >1000 – 33 (8.38)
30π 512× 128 >1000 – 75 (9.05)
1024× 256 >1000 – 76 (25.02)
GMRES(20) 2π 64× 16 45 (0.02) 15 (0.01) 2 (0.00)
128× 32 124 (0.30) 32 (0.13) 2 (0.03)
4π 128× 32 455 (1.05) 63 (0.20) 3 (0.03)
256× 64 >1000 339 (4.52) 3 (0.09)
8π 128× 32 >1000 734 (2.19) 7 (0.06)
256× 64 >1000 >1000 6 (0.14)
10π 256× 64 >1000 >1000 7 (0.17)
512× 128 >1000 >1000 7 (0.66)
20π 512× 128 >1000 >1000 18 (1.36)
1024× 256 >1000 >1000 18 (4.55)
30π 512× 128 >1000 >1000 237 (28.19)
1024× 256 >1000 >1000 236 (77.94)
GMRES(30) 30π 512× 128 >1000 >1000 79 (9.84)
1024× 256 >1000 >1000 79 (27.59)
Bi-CGSTAB 2π 64× 16 49 (0.03) 17 (0.02) 2 (0.00)
128× 32 95 (0.14) 34 (0.09) 2 (0.02)
4π 128× 32 157 (0.25) 49 (0.14) 3 (0.03)
256× 64 427 (2.63) 98 (1.05) 3 (0.09)
8π 128× 32 951 (1.30) 135 (0.29) 9 (0.06)
256× 64 >1000 387 (3.73) 8 (0.17)
10π 256× 64 >1000 343 (4.09) 7 (0.19)
512× 128 >1000 >1000 7 (0.69)
20π 512× 128 >1000 >1000 63 (4.70)
1024× 256 >1000 >1000 115 (26.22)
30π 512× 128 >1000 >1000 109 (14.78)
1024× 256 >1000 >1000 122 (42.34)
Table 3
The number of matrix–vector products and CPU time (s) for the inhomogeneous cavity with a0 = 0.5, xA = 0.25, xB = 0.75, k0 = 4π .
Solver εr1 mesh ILU(0) ILUT(0.01) LMP
COCG 4+ i 128× 32 96 (0.14) – 5 (0.03)
256× 64 185 (1.14) – 5 (0.12)
10+ 5i 256× 64 188 (1.16) – 9 (0.14)
512× 128 373 (9.34) – 8 (0.47)
50+ 10i 256× 64 300 (1.81) – 33 (0.53)
512× 128 581 (14.67) – 33 (1.81)
GMRES(20) 4+ i 128× 32 466 (1.09) 69 (0.22) 5 (0.03)
256× 64 >1000 265 (3.55) 5 (0.14)
10+ 5i 256× 64 486 (4.70) 134 (1.83) 8 (0.13)
512× 128 >1000 304 (17.25) 8 (0.50)
50+ 10i 256× 64 >1000 830 (11.16) 47 (0.75)
512× 128 >1000 >1000 47 (2.66)
GMRES(30) 50+ 10i 256× 64 >1000 413 (6.16) 29 (0.48)
512× 128 >1000 >1000 29 (1.64)
Bi-CGSTAB 4+ i 128× 32 177 (0.27) 51 (0.11) 6 (0.03)
256× 64 461 (2.83) 111 (1.08) 5 (0.11)
10+ 5i 256× 64 329 (2.02) 102 (1.00) 12 (0.17)
512× 128 879 (21.97) 223 (9.17) 10 (0.58)
50+ 10i 256× 64 >1000 231 (2.30) Breakdown
512× 128 >1000 598 (24.31) 459 (22.14)
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