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Abstract
We are concerned with the boundary value problem for the steady Navier–Stokes equations in a 2D bounded domain with
piecewise smooth boundary. Existence and uniqueness of the solution to the above problem is proved in weighted Sobolev spaces
by means of the Mellin transform and the regularizer method.
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1. Introduction
LetΩ be a bounded domain inR2 whose boundary consists of two smooth curves Γ andΣ with common endpoints
x (1) and x (2). For simplicity we assume that Γ , Σ ∈ C l+2 with a non-negative integer l, and that x (1) and x (2),
respectively, have neighbourhoods U (1) and U (2) in R2 such that U (1) ∩ Ω¯ and U (2) ∩ Ω¯ are diffeomorphic to
B(0; δ(1)) ∩ d¯θ (1) and B(0; δ(2)) ∩ d¯θ (2) . Here B(0; δ) is an open disc with the center at the origin and the radius
δ and dθ = {z = (r cosφ, r sinφ) | r > 0, 0 < φ < θ} with 0 < θ < 2pi .
In this paper we consider the following boundary value problem for the steady Navier–Stokes equations in Ω :(v · ∇)v−∇ · P(v, p) = f, ∇ · v = 0 in Ω ,P(v, p)nΓ = 0 on Γ ,P(v, p)nΣ · τΣ = 0, v · nΣ = 0 on Σ . (1.1)
Here ∇ = ( ∂
∂x1
, ∂
∂x2
), v = (v1(x), v2(x)) is the velocity vector field, p = p(x) is the pressure, P(v, p) =
−pI2 + 2νD(v) is the stress tensor, I2 is an identity matrix of degree 2, D(v) is the velocity deformation tensor
with the elements Di j = 12 ( ∂vi∂x j +
∂v j
∂xi
) (i, j = 1, 2), ν > 0 is a constant coefficient of viscosity, f = ( f1(x), f2(x))
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is a given vector field of external forces, nΓ is a unit outward normal vector to Γ , and nΣ and τΣ are a unit outward
normal and a unit tangential vector to Σ such that nΣ × τΣ = 1.
Problem (1.1) is related to the time-dependent problem with a free boundary describing the evolution of viscous
incompressible fluid when the free surface has contact with the fixed boundary.
We study this problem (1.1) in weighted Sobolev spaces. Let l = 0, 1, 2, . . . and µ ∈ R. By Hlµ(Ω) we mean the
space of functions u(x), x ∈ Ω , equipped with the norm
‖u‖2Hlµ(Ω) =
∑
|α|≤l
∫
Ω
%
2(µ−l+|α|)
M (x)|Dαu(x)|2 dx,
where α = (α1, α2) is a multi-index, Dαu = ( ∂∂x1 )α1( ∂∂x2 )α2u, |α| = α1 + α2 and %M (x) is a distance between x ∈ Ω
and M = {x (1), x (2)}.
The spaces of traces of functions in Hl+1µ (Ω) on Γ and Σ are spaces H
l+1/2
µ (Γ ) and H
l+1/2
µ (Σ ), respectively. These
spaces coincide with Hl+1/2µ (Ω) whose norm is given by
‖u‖2
Hl+1/2µ (Ω)
= ‖u‖2
Hl
µ−1/2(Ω)
+
∑
|α|=l
∫
Ω
%
2µ
M (x) dx
∫
|x−y|≤%M (x)/2
|Dαu(x)− Dαu(y)|2
|x − y|3 dy.
2D vector valued functions are denoted by bold-faced letters such as v = (v1, v2). Similarly, we use the bold-faced
letters to denote the function spaces of 2D vector valued functions.
Our main theorem is as follows.
Theorem 1.1. Suppose that the non-negative integer l and the real number µ satisfy 0 < l + 1 − µ < λ∗, where
the number λ∗ is the smallest positive root to the equation sin 2λθ + λ sin 2θ = 0 and f ∈ Hlµ(Ω) satisfies the some
smallness condition (3.4) (see below), then there exists a unique solution (v,∇ p) ∈ Hl+2µ (Ω) × Hlµ(Ω) to problem
(1.1), which satisfies the inequality
‖v‖Hl+2µ (Ω) + ‖∇ p‖Hlµ(Ω) ≤ c‖f‖Hlµ(Ω).
The Proof of Theorem 1.1 depends on the investigation of the linearized problem and the contraction mapping
principle. In studying the linearized problem, we follow [3,6,7].
2. Steady Stokes problem
In this section we consider the problem−∇ · P(v, p) = f, ∇ · v = g in Ω ,P(v, p)nΓ = b on Γ ,P(v, p)nΣ · τΣ = b′ · τΣ = b3, v · nΣ = b4 on Σ . (2.1)
We prove
Theorem 2.1. Let l, µ and λ∗ be the same as those in Theorem 1.1. Then for any h = (f, g,b, b3, b4) ∈ Y ≡
Hlµ(Ω)× Hl+1µ (Ω)×Hl+1/2µ (Γ )× Hl+1/2µ (Σ )× Hl+3/2µ (Σ ) satisfying the condition∫
Ω
f dx =
∫
Γ
b dS +
∫
Σ
b′ dS,
problem (2.1) has a unique, up to the rigid motion, solution (v,∇ p) ∈ X ≡ Hl+2µ (Ω) × Hlµ(Ω). Moreover, this
solution satisfies the inequality
‖(v,∇ p)‖X ≡ ‖v‖Hl+2µ (Ω) + ‖∇ p‖Hlµ(Ω)
≤ c1
(
‖f‖Hlµ(Ω) + ‖g‖Hl+1µ (Ω) + ‖b‖Hl+1µ (Γ ) + ‖b3‖Hl+1/2µ (Σ ) + ‖b4‖Hl+3/2µ (Σ )
)
≡ c1‖h‖Y .
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We first discuss the uniqueness of solution.
Lemma 2.1. The solution (v,∇ p) ∈ X to problem (2.1) is unique up to the rigid motion.
Proof. Let (v,∇ p) be a solution of (2.1) with f = g = b = b3 = b4 = 0. Then we have by integration by parts
0 = −
∫
Ω
(∇ · P(v, p)) · v dx
= −
∫
Γ∪Σ
P(v, p)n · v dS + 2ν
∫
Ω
D(v) : D(v) dx
= 2ν
∫
Ω
D(v) : D(v) dx .
From this it follows that D(v) = 0, and hence ∇ p = 0. 
The solvability of (2.1) will be proved by the method of regularizer, for which it is necessary to introduce two
systems of coverings {ω(k)} and {Ω (k)} of Ω¯ .
For an arbitrary small positive number λ, coverings {ω(k)} and {Ω (k)} have the following properties:
1. ω(k) ⊂ Ω (k) ⊂ Ω¯ ,⋃k∈N ω(k) =⋃k∈N Ω (k) = Ω¯ ;
2. For any x ∈ Ω¯ , there exists ω(k) such that x ∈ ω(k) and dist(x, Ω¯ \ ω(k)) ≥ δ1λ for some δ1 > 0;
3. For any λ > 0, there exists a positive integer N0 independent of λ such that
⋂N0+1
k=1 Ω (k) = φ;
4(i). For k = 1, 2 we set Ω (k) = Ω ∩ B(x (k); λ) ⊂ Ω ∩U (k), ω(k) = Ω ∩ B(x (k); λ/2).
We decompose {k ∈ N|k ≥ 3} into three groups:
4(ii). We denote by k ∈ N1 if Ω (k) ∩ (Γ c ∪ Σ c) = φ, x (i) 6∈ Ω¯ (k) (i = 1, 2), where Γ c = Γ ∩ Ω¯ c, Σ c = Σ ∩ Ω¯ c
with Ω c = Ω \ (Ω (1) ∪ Ω (2)).
4(iii). We denote by k ∈ N2 if ω(k) ∩ Γ c 6= φ, Ω (k) ∪ Σ c = φ, x (i) 6∈ Ω¯ (k) (i = 1, 2).
4(iv). Finally we denote by k ∈ N3 if ω(k) ∩ Σ c 6= φ, Ω (k) ∪ Γ c = φ, x (i) 6∈ Ω¯ (k) (i = 1, 2).
Such coverings {ω(k)} and {Ω (k)}k∈{1,2}∪N1∪N2∪N3 are constructed in a standard manner [6,2].
It is well-known that passage to a local coordinate system {y} from the original one {x}, given by the relation
y = L(k)(x − x (k)) near x (k) ∈ Γ ∪ Σ with an orthogonal matrix L(k) accompanied by a corresponding linear
transformation of a vector field v′ = L(k)v, keeps problem (2.1) invariant. Therefore without loss of generality we
may assume that x (k) = 0 and {x} is a local coordinate system.
Let {ζ (k)(x)} be a smooth partition of unity subordinated to the coverings {ω(k)} and {Ω (k)} of Ω¯ introduced above,
which satisfies the inequalities
|Dαζ (k)(x)| ≤ cλ−|α|, ∀α (multi-index) (2.2)
with some constant c independent of λ and k. Let {η(k)(x)} be a function defined by η(k)(x) = ζ (k)(x)/∑ j ζ ( j)(x)2.
It is obvious that η(k)(x) also satisfies the inequality of type (2.2) and
∑
k ζ
(k)(x)η(k)(x) = 1. For k = 1, 2, we denote
by Π xz the transformation from Ω
(k) to dθ (k) , while for k ∈ N2 and k ∈ N3 we use the same symbol Π xz to denote the
coordinate transformation from {x} to {z} which rectifies the boundary Γ and Σ , respectively. Then we introduce the
operatorR defined by
Rh =
∑
k
η(k)(x)(v(k),∇ p(k))(x) =
∑
k∈N1
η(k)(x)(v(k),∇ p(k))(x)+
∑
k∈{1,2}∪N2∪N3
η(k)(x)Π zx (v¯
(k),∇ p¯(k))(z),
where Π zx is the inverse transformation of Π
x
z , (v(k),∇ p(k))(x)(k ∈ N1) and (v¯(k),∇ p¯(k))(z)(k ∈ {1, 2} ∪ N2 ∪ N3)
are the solution of following problems, respectively.
(i) For k = 1, 2 (problem in a plane angle)
−ν∆v¯(k) +∇ p¯(k) = Π xz ζ (k)f, ∇ · v¯(k) = Π xz ζ (k)g in dθ (k) ,
P(v¯(k), p¯(k))n = Π xz ζ (k)b on γθ (k) ,
2νD(v¯(k))n0 · τ 0 = Π xz ζ (k)b3, v¯(k) · n0 = Π xz ζ (k)b4 on γ0;
(2.3)
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(ii) For k ∈ N1 (problem in a whole space)
−ν∆v(k) +∇ p(k) = ζ (k)f, ∇ · v(k) = ζ (k)g in R2(k) ≡ Π xz Ω (k); (2.4)
(iii) For k ∈ N2 (problem with Neumann condition){
−ν∆v¯(k) +∇ p¯(k) = Π xz ζ (k)f, ∇ · v¯(k) = Π xz ζ (k)g in R2(k)+ ,
P(v¯(k), p¯(k))n0 = Π xz ζ (k)b on z2 = 0,
(2.5)
where R2(k)+ ≡ {z = (z1, z2) ∈ R2(k) | z2 > 0};
(iv) For k ∈ N3 (problem with perfect slip condition){
−ν∆v¯(k) +∇ p¯(k) = Π xz ζ (k)f, ∇ · v¯(k) = Π xz ζ (k)g in R2(k)+ ,
2νD(v¯(k))n0 · τ 0 = Π xz ζ (k)b3, v¯(k) · n0 = Π xz ζ (k)b4 on z2 = 0,
(2.6)
where n0 = (0,−1)T and τ 0 = (1, 0)T.
Problem (2.3) was studied in [1]:
Lemma 2.2. Let l, µ and λ∗ be the same as those in Theorem 1.1. Then for any f = ( f1, f2) ∈ Hlµ(dθ ), g ∈ Hl+1µ (dθ ),
b = (b1, b2) ∈ Hl+1/2µ (R+), b′ · τ 0 = b3 ∈ Hl+1/2µ (R+), b4 ∈ Hl+3/2µ (R+) satisfying the condition∫
dθ
(f− ν∇g) dx =
∫
γθ
b dx1 +
∫
γ0
b′ dr,
then problem−ν∆v+∇ p = f, ∇ · v = g in dθ ,P(v, p)n = b on γθ ,2νD(v)n0 · τ 0 = b3, v · n0 = b4 on γ0
has a unique solution v ∈ Hl+2µ (dθ ), ∇ p ∈ Hlµ(dθ ). This solution satisfies the inequality
‖v‖Hl+2µ (dθ ) + ‖∇ p‖Hlµ(dθ ) ≤ c
(
‖f‖Hlµ(dθ ) + ‖g‖Hl+1µ (dθ ) + ‖b‖Hl+1/2µ (R+) + ‖b3‖Hl+1/2µ (R+) + ‖b4‖Hl+3/2µ (R+)
)
,
where c is a positive constant independent of f, g, b, b3 and b4.
On the other hand problems (2.4)–(2.6) were discussed in [4,6,2].
Defining the operator A by
A(v, p) = (−∆v+∇ p,∇ · v,P(v, p)n|Γ ,P(v, p)n · τ |Σ , v · n|Σ ),
after some lengthy calculations we have
ARh = h+Mh = h+ T h+Kh, (2.7)
where
M = (M1,M2,M3,M4,M5),
T = (T1, T2, T3, T4, 0),
K = (K1,K2,K3,K4,K5),
M1h =
∑
k
(
−ν(∆(η(k)v(k))− η(k)∆v(k))+∇(η(k) p(k))− η(k)∇ p(k)
)
+
∑
k∈{1,2}∪N2∪N3
η(k)Π zx
(
−ν(∆(k) −∆)v¯(k) + (∇(k) −∇) p¯(k)
)
≡ T1h+K1h,
M2h =
∑
k
(
∇ · (η(k)v(k))− η(k)∇ · v(k)
)
+
∑
k∈{1,2}∪N2∪N3
η(k)Π zx (∇(k) −∇) · v¯(k) ≡ T2h+K2h,
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M3h =
∑
k∈{1,2}∪N2
(
P(η(k)v(k), η(k) p(k))n− η(k)P(v(k), p(k))n
)
+
∑
k∈{1,2}∪N2
η(k)Π zx
(
P(k)(v¯(k), p¯(k))n− P(v¯(k), p¯(k))n0
)
≡ T3h+K3h,
M4h = 2ν
∑
k∈{1,2}∪N3
(
D(η(k)v(k))n · τ − η(k)D(v(k))n · τ
)
+ 2ν
∑
k∈{1,2}∪N3
η(k)Π zx
(
D(k)(v¯(k))n · τ − D(v¯(k))n0 · τ 0
)
≡ T4h+K4h,
M5h =
∑
k∈{1,2}∪N3
η(k)Π zx v¯
(k) · (n− n0) ≡ K5h,
∇(k) = Π xz ∇x , ∆(k) = ∇(k) · ∇(k), D(k) = Π xz D, P(k) = Π xz P.
We can show that K is a contraction operator on Y for small λ by introducing the norm dependent on parameter λ
(see [6,2]), while T is a compact operator on Y for each λ, since the imbedding operator from Hlµ(Ω) into Hlµ(Ω) is
compact for a bounded domain Ω [5, p. 98]. Therefore, from (2.7) it implies the existence of the right regularizer.
Now let us considerRA(v,∇ p). Similar calculations as above yield
RA(v,∇ p) = (v,∇ p)+ S(v,∇ p)+Q(v,∇ p), (2.8)
where (v,∇ p) ∈ X , S = (S1,S2,S3,S4, 0), Q = (Q1,Q2,Q3,Q4,Q5),
S1(v,∇ p) =
∑
k
η(k)Π zxR(k)Π xz
(
−ν(ζ (k)∆v−∆(ζ (k)v))+ ζ (k)∇ p −∇(ζ (k) p)
)
,
Q1(v,∇ p) =
∑
k∈{1,2}∪N2∪N3
η(k)Π zxR(k)
(
−ν(∆(k) −∆)v¯(k) + (∇(k) −∇) p¯(k)
)
,
S2(v,∇ p) =
∑
k
η(k)Π zxR(k)Π xz
(
ζ (k)∇ · v−∇ · (ζ (k)v)
)
,
Q2(v,∇ p) =
∑
k∈{1,2}∪N2∪N3
η(k)Π zxR(k)
(
∇(k) −∇
)
· v¯(k),
S3(v,∇ p) =
∑
k∈{1,2}∪N2
η(k)Π zxR(k)Π xz
(
ζ (k)P(v, p)n− P(ζ (k)v, p)n
)
,
Q3(v,∇ p) =
∑
k∈{1,2}∪N2
η(k)Π zxR(k)
(
D(k)(v¯(k), p¯(k))n− D(v¯(k), p¯(k))n0
)
,
S4(v,∇ p) = 2ν
∑
k∈{1,2}∪N3
η(k)Π zxR(k)Π xz
(
ζ (k)D(v)n− D(ζ (k)v)n
)
· τ ,
Q4(v,∇ p) = 2ν
∑
k∈{1,2}∪N3
η(k)Π zxR(k)
(
D(k)(v¯(k))n · τ − D(v¯(k))n0 · τ 0
)
,
Q5(v,∇ p) =
∑
k∈{1,2}∪N3
η(k)Π zxR(k)Π xz ζ (k)v · (n− n0),
whereR(k) are the solution operators of the problems in Ω (k)(k ∈ N1) or inΠ xz Ω (k)(k ∈ {1, 2}∪N2∪N3). By exactly
the same way as K and T , one can show thatQ is a contraction operator on X and that S is a compact operator on X ,
from which together with (2.8) it follows the existence of the left regularizer. By combining these and the uniqueness
of a solution from Lemma 2.1, Theorem 2.1 is proved. 
3. Steady Navier–Stokes problem
We first note the following:
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Lemma 3.1. If u ∈ Hl+2µ (dθ ), v ∈ Hlµ(dθ ) and u = v = 0 for |x | ≥ R > 0, then
‖uv‖Hlµ(dθ ) ≤ c2‖u‖Hl+2µ (dθ )‖v‖Hlµ(dθ ), (3.1)
where constant c2 depends on R.
Proof.
‖uv‖2Hlµ(dθ ) =
∑
|α|≤l
∫
dθ
|x |2(µ−l+|α|)(x)|Dα(uv)(x)|2 dx
≤
∑
|α|≤l
∑
|β|≤|α|
Cαβ
∫
dθ
|x |2(µ−l+|α−β|)|Dα−βv(x)|2 · |x |2|β||Dβu(x)|2 dx .
From inequality (7.24) in [5, p. 88], we find
|x ||β||Dβu(x)| ≤ c|x |(l+2)−µ−1‖u‖2
Hl+2µ (dθ )
,
which easily yields (3.1). 
We can obtain the inequality similar to (3.1) for Ω by a standard argument.
Now we solve problem (1.1) by the method of successive approximations. Let
(v(0),∇ p(0)) = (0, 0)
and for a given
(v(m),∇ p(m)) ∈ Xf ≡
{
(v,∇ p) ∈ X | ‖(v,∇ p)‖X ≤ 2c1‖f‖Hlµ(Ω)
}
(m = 0, 1, 2, . . .) let (v(m+1),∇ p(m+1)) be a solution to the linear problem
−ν∆v(m+1) +∇ p(m+1) = f− (v(m) · ∇)v(m),
∇ · v(m+1) = 0 in Ω ,
P(v(m+1), p(m+1))n = 0 on Γ ,
P(v(m+1), p(m+1))n · τ = 0, v(m+1) · n = 0 on Σ .
(3.2)
By Theorem 2.1 problem (3.2) has a unique, up to the rigid motion, solution (v(m+1),∇ p(m+1)) ∈ X satisfying
‖(v(m+1),∇ p(m+1))‖X ≤ c1(‖f‖Hlµ(Ω) + ‖(v
(m) · ∇)v(m)‖Hlµ(Ω))
≤ c1(‖f‖Hlµ(Ω) + c2‖v
(m)‖Hl+2µ (Ω)‖v
(m)‖Hl+1µ (Ω))
≤ c1(‖f‖Hlµ(Ω) + c2(2c1‖f‖Hlµ(Ω))
2)
≤ c1(1+ 4c21c2‖f‖Hlµ(Ω))‖f‖Hlµ(Ω). (3.3)
Hence we find (v(m+1),∇ p(m+1)) ∈ Xf provided
4c21c2‖f‖Hlµ(Ω) < 1. (3.4)
Now let us prove the convergence of the sequence {(v(m),∇ p(m))}m=0,1,2,.... Subtracting from (3.2) the similar
equations for (v(m),∇ p(m)) and setting (V(m+1),∇P(m+1)) = (v(m+1) − v(m),∇ p(m+1) −∇ p(m)), we obtain
−ν∆V(m+1) +∇P(m+1) = −(v(m) · ∇)V(m) − (V(m) · ∇)v(m−1),
∇ · V(m+1) = 0 in Ω ,
P(V(m+1), P(m+1))n = 0 on Γ ,
P(V(m+1), P(m+1))n · τ = 0, V(m+1) · n = 0 on Σ .
(3.5)
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By virtue of Theorem 2.1, there exists a solution (V(m+1),∇P(m+1)) ∈ X of (3.5), which satisfies
‖(V(m+1),∇P(m+1))‖X ≤ c1
(
‖(v(m) · ∇)V(m)‖Hlµ(Ω) + ‖(V
(m) · ∇)v(m−1)‖Hlµ(Ω)
)
≤ c1c2
(
‖v(m)‖Hl+2µ (Ω)‖∇V
(m)‖Hlµ(Ω) + ‖V
(m)‖Hl+2µ (Ω)‖∇v
(m−1)‖Hlµ(Ω)
)
≤ 4c21c2‖f‖Hlµ(Ω)‖(V
(m),∇P(m))‖X . (3.6)
Therefore under the condition (3.4) we see that the sequence (v(m),∇ p(m)) converges to some (v,∇ p) ∈ Xf as
m →∞, which is our desired solution to problem (1.1).
The uniqueness of the solution easily follows from the estimate similar to inequality (3.6). 
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