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Robust Stochastic Optimal Control for Multivariable
Dynamical Systems Using Expectation Maximization
Prakash Mallick and Zhiyong Chen
Abstract—Trajectory optimization is a fundamental stochastic optimal
control problem. This paper deals with a trajectory optimization ap-
proach for unknown complicated systems subjected to stochastic sensor
noise. The proposed methodology assimilates the benefits of conventional
optimal control procedure with the advantages of maximum likelihood
approaches to deliver a novel iterative trajectory optimization paradigm
to be called as Stochastic Optimal Control - Expectation Maximization
(SOC-EM). This trajectory optimization procedure exhibits theoretical
results which prove that the optimal policy parameters produced by the
maximum likelihood technique produce better performance in terms of
reduction of cumulative cost-to-go and less stochasticity in the states
and actions. Furthermore, the paper provides empirical results which
support the superiority of the new technique when applied to a system
in presence of measurement noise, compared to some of widely known
and extensively employed methodologies.
Index Terms—Stochastic systems, optimal control, trajectory optimiza-
tion, robust control, maximum likelihood, expectation maximization
I. INTRODUCTION
In recent years, inference and control in dynamical systems have
received substantial interest within the systems and control as well
as artificial intelligence communities. These dynamical systems that
make intelligent and optimal decisions under uncertainty have been
formulated in the category of Markov decision process (MDP) [1].
Researchers utilize stochastic optimal control (SOC) methodologies
(see e.g., [2], [3] and [4]) to present a solution to an MDP. A
specific case of SOC, i.e., reinforcement learning has exhibited great
performance in handling control related tasks in noisy environment,
as well as generalizing their learnt policies to new behaviors through
experience [5], [6], [7]. Furthermore, increased interests have been
seen among statistical researchers who are treating optimal control
as maximum likelihood inference problems.
A powerful tool known as expectation maximization (EM) algo-
rithm is widely utilized for solving maximum likelihood problems.
It has gained wide popularity in a broad variety of fields of applied
statistics such as signal processing and dairy science as established
by [8] and [9], respectively. Also, it has been used in real time to
acquire maps of indoor environment [10]. Furthermore, EM has been
utilized for robust estimation of linear dynamical systems in [11] and
identification of nonlinear state space models in [12]. There is an
emerging motivation to study the maximum likelihood principles in
the field of control and investigate the encouraging advantages of EM
algorithm for SOC problems.
The early attempts at leveraging the concepts of maximum like-
lihood for solving an MDP can also be be found in some of the
studies of reinforcement learning. Reinforcement learning is widely
used for solving an MDP by optimizing an objective function and
it can be broadly classified into model-free (MF) and model-based
(MB) categories. The MF policy search using maximum likelihood
techniques, e.g., early work on inference for decision making [13]
provides strong evidence regarding utilizing likelihoods and cost for
solving the inference problems. Probabilistic control and decision
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has attracted the attention of researchers and the studies in [14],
[15] and [16] tend to attack the SOC problem using maximum
entropy principles of information theory. The EM technique has
also been used in inference for optimal policies for MB and MF
learning in [17] and [18], respectively, where the common idea is to
maximize the cumulative sum of the expected cost by proposing a
cost proportional predictive density which acts a likelihood function
to optimize. In addition to that, the concept of likelihood has also
been used for solving SOC objective in a binary reward MF setting
[18], [19]. Moreover, the works for robot control in [20] and [21]
exploit EM to weight the reward factors produced from sampling
the trajectories, which then use maximization tools to maximize the
likelihood of observing higher reward (or lower cost). Though EM
enjoys widespread attention in MF domain but not specifically in the
MB domain.
It has been well established that, MF methods suffer from slower
trajectory optimization (TO) because of reduced sample efficiency as
compared to MB methods [22]. Also the research in [5], [6], and [22]
exploited the benefits of adaptability by MB methods to any rapid
changes in the environment which helps in dealing with uncertainty.
Therefore, we will concentrate on the MB nature in this paper.
In the MB setup, policy search methods have been applied to
realms of robotics such as playing table tennis [23] and robotic
manipulation on a PR2 robot [5]. The former utilizes reward weighted
regression to learn complex robot-motor skills while the latter uti-
lizes a variant of differential dynamic programming (DDP) to learn
complex policies. MB policy search problems have been addressed
using trajectory optimization [24], analytical policy gradients [25] and
information-theoretic approaches [26]. The iterative linear-quadratic
Gaussian (iLQG) approach [27], model predictive control (MPC)
[28], path integral approach (PILQR) [22], and BADMM (originally
proposed by [29] with applications in [5], [7], [28]) optimizers can
be seen as different subclasses of DDP that utilizes the information
of model to deliver optimal parameters of the policy satisfying the
optimal control (OC) objective. The aforementioned methodologies
are no doubt sophisticated but easy to implement MB techniques
which do not suffer from slow trajectory optimization. Also, one can
refer to [5], [30] and [31] for results in this line of research.
The MB technique provides an effective solution to robot control
problems, while learning new impressive behaviors effectively [26].
However, the aforementioned approaches e.g., iLQG, MPC, BADMM
etc., can be problematic in many practical scenarios due to the impact
of measurement and/or environmental noise. This is because the noise
term propagates through the state equation and generates a policy
which is highly stochastic in nature. To resolve this issue, we aim
to utilize the advantages of the MB trajectory-centric optimization
paradigms together with probabilistic inference based techniques, to
find an optimal policy in the presence of measurement noise. Less
research has been carried out on the maximum likelihood strategies
for SOC in an MB setting; see, e.g., [17], [32] and [33]. Among all
those which shed light on MB based EM optimization, they throw
minimal light on handing measurement noise.
Our primary contribution is to develop a maximum likelihood
trajectory optimization strategy. We provide a novel variant of nu-
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merical implementation of robust EM which has been extensively
used in system identification, but we extend it towards obtaining
optimal control policy parameters. The new method assimilates
the benefits of conventional optimal control procedure with the
advantages of maximum likelihood approaches to deliver a novel
iterative trajectory optimization paradigm to be called as SOC-EM.
This trajectory optimization procedure exhibits theoretical results
which prove that the optimal policy parameters produced by the
maximum likelihood technique produce better performance in terms
of reduction of cumulative cost-to-go and less stochasticity in the
states and actions subject to measurement noise. This paper resorts
to extensive simulation results in a particular framework to provide
evidence of the underlying theoretical analysis.
The paper is organized in the following manner. Section II reviews
the background, describes the mathematical notations involved with
modeling and formulates the problem. Apart from that Section II
sheds light on the procedures involved in the attainment of the
objective. Then Section III explains the detailed procedure adopted
in order to obtain the dynamics model from the data set collected
through excitation of the real system. Section IV assimilates some key
mathematical concepts of the EM approach and delineate proofs. In
Section V trajectory-centric optimization is carried out by exploiting
the robust EM-based strategies. Furthermore this section investigates
the theoretical analysis and relationship between SOC and EM using
mixture likelihoods. Section VI elucidates a practical solution to
the formulated problem and then provides detailed analysis of the
uniqueness of the solution. Section VII evaluates the experimental
results based on extensive metrics of evaluation and comparison with
three different widely known baselines. Section VIII closes the paper
with some concluding remarks and future extensions.
II. PRELIMINARIES AND PROBLEM FORMULATION
This section introduces the dynamical model under investigation
and elaborates the mathematical notations involved with addressing
the problem that will be put forth in this paper. Readers can refer to
the symbols summarized in Table I.
A. Mathematical notation and modeling
The paper takes into account a complicated system with nonlinear
stochastic dynamics that does not have a known model from first
principles. The completed system is considered to be a global model,
O, that is composed of multiple local models ol , l = {1,2, · · ·},
and each of which follows an MDP, called a local model. We are
interested a finite-horizon optimal control for a particular initial state,
rather than for all possible initial states.
Consider a real system in the presence of uncertainties such as
parameter variation, external disturbance, sensor noise, etc. This
results in latency in the underlying state of the system. So each of
the local models can be modeled as a partially observable Markov
decision process (POMDP). The POMDP has a measured state
sk ∈ Rns and a control action ak ∈ Rna , at time instant k = 1,2, · · · ,
and the local state transition dynamical model is represented by a
conditional probability density function (p.d.f.), i.e.,
p(sk+1|sk,ak). (1)
In particular, for k = 1, s1 ∈ Rns is called the initial state, obeying
a specified distribution. We specifically consider a finite-horizon
POMDP in this paper for k = 1,2, · · · ,T , called an episode, with
the time instant T being the end of episode. It is worth mentioning
that the p.d.f . in (1) varies with time k and the time-varying nature is
capable of characterizing more complicated dynamical behaviors but
TABLE I
SUMMARY OF SYMBOLS
Symbol Definition
k Time instant
T Length of episode
sk Measured state at time instant k
ak Control action at time instant k
xk Real state at time instant k
Yk(sk,ak) or Yk(sk,φk) Instantaneous cost at time instant k
yk Observed cost p(Yk)
ST+1 Latent variable {s1,s2, · · · ,sT+1}
YT Reward observation {y1,y2,y3, · · · ,yT }
φ Controller parameter
φˆ i Estimation of control parameter φ at the i-th
iteration
E Expectation of a random variable
Vφ (ST+1) Cumulative sum of expected costs
Lφ (YT ) Observation log-likelihood
L (φ , φˆ i) Mixture likelihood
vec(·) Column vector stacked by columns of its matrix
argument
col(· · ·) Column vector stacked by its vector arguments
Tr(·) Trace of its matrix argument
∇ Gradient vector field of a scalar function
∇2 Hessian matrix; second-order partial derivative
of a scalar function
> Transpose operator
⊗ Kronecker product operator
R / R+ Set of real numbers / positive numbers
I(s) Identity matrix (of dimension s)
also brings more challenges in control design. It will be elaborated
in Section III.
The entity Yk(sk,ak) ∈ R+ denotes the instantaneous real valued
cost for executing action ak at state sk. It has a more specific
expression as follows,
Yk(sk,ak) = (sk− s∗)>Qs(sk− s∗)+(ak−a∗)>Qa(ak−a∗), (2)
where s∗ and a∗ are the target state and control action, respectively,
and Qs > 0 and Qa > 0 are some specified matrices. As sk and ak are
random variables, Yk(sk,ak) (with Yk a continuous and deterministic
function) is also a random variable, shorted as Yk. We develop another
variable, i.e., yk = p(Yk)∈R+ (known as observed cost) which is the
exponential transformation of the immediate cost Yk(sk,ak) following
a p.d.f. p(yk|sk,ak), which will be later elaborated.
Overall, the POMPD consists of the transition dynamics
p(sk+1|sk,ak) and the observation p.d.f. p(yk|sk,ak), i.e.,
p
([sk+1
yk
]
|sk,ak
)
, (3)
which is referred to as the dynamical model in the sequel.
B. Controller parameter space
This subsection presents the definition of parameter space of a
controller that is utilized in the paper. The control action is sampled
from a linear Gaussian p.d.f. shown below,
pφk (ak|sk) =N (Fksk + ek,Σk) (4)
for some matrices Fk,Σk and a vector ek, representing state feedback
control. The matrix Σk is symmetric positive definite, and Σ
1
2
k is the
square root of Σk satisfying Σk = (Σ
1
2
k )
>Σ
1
2
k . Let fk = vec(Fk) and
σ k = vec(Σ
1
2
k ). Then, the vector
φk = col(fk,ek,σ k)
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Fig. 1. Schematic diagram of the overall design procedure in four steps.
is called the controller parameter. Over the episode under considera-
tion, the controller parameters are lumped as follows,
φ = col(φ1,φ2, · · · ,φT ) ∈Φ⊂ R(nansT+naT+nanaT ) (5)
for some set Φ. The time-varying feature of the controller is repre-
sented by the variation of φk with k, which aims to account for the
time-varying complexity of the dynamical model.
C. Problem formulation
This paper is concerned about the so-called SOC problem (see e.g.,
[2]). Specifically, for the stochastic dynamical model (3), the SOC
problem is formulated as follows,
min
a1,a2,..,aT
E
T
∑
k=1
Yk(sk,ak), (6)
where sk and ak are the variables of the dynamical model p.d.f. (3)
and the control action p.d.f. (4). To express the cost penalty to be
explicitly dependent on φk, we rewrite Yk(sk,ak) as Yk(sk,φk) with
slight abuse of notation. Also, we can rewrite (6) in terms of the
control parameter φ , i.e.,
min
φ
EVφ (ST+1) for Vφ (ST+1),
T
∑
k=1
Yk(sk,φk). (7)
with ST+1 = {s1,s2, · · · ,sT+1}.
Remark II.1. Two of the long established strategies for handling the
SOC problem using dynamic programming involves utilizing value
iteration and policy iteration for solving MDPs [34], [35]. An MB
variant of DDP, known as iLQG (see [30], [27]) is well known to
optimally solve for parameters of a p.d.f. of control action by utilizing
the quadratic cost-to-go function and linearized dynamics of the
model in a closed form (after certain approximations). The so-called
cost-to-go function is given by a quadratic Q-function whose explicit
details can be found in, e.g., [24]-Subsection 3.4. Then, utilizing the
quadratic cost function and evaluating the optimal control action in
backward recursion, one can solve for the optimal control parameter
φ in a closed form. Although iLQG provides a closed form solution
(after approximation), Chap-3 of [24] explains that a better objective
is attained if one augments (6) with an entropy term. A comprehensive
review of this type of control can be found in maximum entropy
control [15], SOC [3] and linearly solvable MDP [36]. This research
line also motivates the procedure to solve the SOC problem in the
present paper.
The main procedure to solve the SOC problem is summarized
below and illustrated in Fig. 1.
Step 1: Dynamic model fitting: From an initial state s1 sampled
from a specified distribution, run the real system with the controller
(4) for a pre-selected control parameter φ = φˆ0 = col(φˆ01 , φˆ
0
2 , · · · , φˆ0T )
and record the control actions {a1,a2, · · · ,aT } and the states
{s1,s2, · · · ,sT+1}. Calculate Yk(sk, φˆ0k ) and hence yk = p(Yk). Fit the
dynamical model (3) to the tuples {sk, ak, sk+1, yk}, k = 1, · · · ,T .
Step 2: Generation of cost observation: From an initial state
s1 sampled from a specified distribution, generate cost observation
YT = {y1,y2,y3, · · · ,yT } using the dynamical model (3) (obtained
from Step 1) and the controller (4) with the control parameter φ = φˆ0.
Step 3: Optimization of control action: Let pφ (ST+1|YT ) be the
probability of ST+1 = {s1,s2, · · · ,sT+1} given the observation YT
(obtained from Step 2), obeying the closed-loop system composed of
the dynamical model (3) (obtained from Step 1) and the controller
(4) with a control parameter φ . The optimization of control action is
formulated as follows,
φ∗ = argmin
φ
Epφ (ST+1|YT )Vφ (ST+1). (8)
Step 4: Implementation and evaluation: Run the real system with
the controller (4) for the optimal parameter φ = φ∗ and evaluate the
performance.
A practical approach to solve the optimization problem (8) is to
use the following strategy
φˆ i∗ = argmin
φ
Epφˆ i (ST+1|YT )Vφ (ST+1), (9)
recursively with φˆ i+1 = φˆ i∗, for i = 0,1, · · · . It is expected that φˆ i
approaches φ∗ as i goes to ∞.
Throughout the paper, we use the simplified notation
Eφ (∗|YT ), Epφ (ST+1|YT )(∗) (10)
and (9) can rewritten as
φˆ i∗ = argmin
φ
Eφˆ i(Vφ (ST+1)|YT ). (11)
After each iteration i, one has an updated control parameter φˆ i+1 and
Steps 1 and 2 are repeated with φ = φˆ i+1 for an updated dynamical
model and updated cost observation.
Technically, the paper aims to address the two problems for
dynamical model fitting formulated in Step 1 and the optimization
of control action (11), accounting for Steps 2 and 3. The former is
studied in Section III while the latter in Sections IV, V, and VI, in
a novel systematic framework. Step 4 is discussed in Section VII.
III. A DYNAMICAL MODEL
In this section, we describe the procedure in order to attain the
linear time-varying parameter estimates of the dynamical model (3).
We merge the procedure adopted in [5] with the existing variational
Bayesian (VB) strategies for finite mixture models in [37]-Section
10.2.
Before fitting the model (3), we give a specific definition of yk as
follows,
yk = e
−Yk (12)
which utilizes an exponential transformation; see, e.g., [32], [38]. As
described in the aforementioned Step 1, one can run one experiment
and collect the tuples {sk, ak, sk+1, yk} for one episode k = 1, · · · ,T .
In practice, the experiments can be repeated for M times from the
same initial conditions with a random seed value to gather sufficiently
many samples, each of which is denoted by
Dmk = {sk, ak, sk+1, yk}m-th experiment,
for m = 1, · · · ,M. Let Dk = {D1k , · · · ,DMk } and D = {D1, · · · ,DT }.
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Then, one can fit a Gaussian mixture model (GMM) to the data
set Dk. In particular, the VB inference method (see e.g., [37]-Section
10.2) is used to determine the parameters of the GMM, i.e., the
means, covariances and weights of the Gaussians for a particular time
instant k. The GMM produced as a result of VB inference acts as a
considerable global prior and it helps in bringing in information to
construct a solitary normal-inverse Wishart (NIW) distribution. This
NIW acts as a conjugate prior for a Gaussian distribution
p(sk,ak,sk+1,yk) =N (µ k,Λk). (13)
for the mean µ k and the covarianceΛk. The parameters µ k andΛk are
the a-posteriori estimates which are evaluated by a Bayesian update
rule with the information of the dataset D and NIW prior.
The Gaussian distribution (13) can then be conditioned on states
and action, i.e., (sk,ak), using standard identities of multivariate
Gaussians, which gives
p
([sk+1
yk
]
|sk,ak
)
=N
(
Aok
[
sk
ak
]
,Σok
)
(14)
for the following parameters
Aok =
[
Adk B
d
k
Ark B
r
k
]
,Σok =
[
Σdk Σ
rd
k
Σrdk
> Σrk
]
.
The dimensions of the matrices are Adk ∈ Rns×ns , Bdk ∈ Rns×na , Σdk ∈
Rns×ns , Ark ∈ R1×ns , Brk ∈ R1×na , Σrk ∈ R, Aok ∈ R(ns+1)×(na+ns) and
Σok ∈ R(ns+1)×(ns+1).
In the dynamical model (14), the term Σrdk denotes the correlation
between sk+1 and yk. Without loss of generality, we assume that
Σrdk = 0. Note that one can also consider Σ
rd
k 6= 0 and utilize methods
of de-correlation to carry out the entire procedure in a similar way.
It is assumed that the covariance matrices are symmetric positive
definite, that is, Σdk > 0, Σ
r
k > 0, and Σ
o
k > 0, throughout the paper.
In this paper, we consider the dynamical model (14) for the episode
k = 1, · · · ,T , assuming the initial time k = 1. This kind of modeling
resembles with pre-existing dynamics in, e.g., [5], [28], [31], [30],
[27], [6], [7]. Suppose that shifting the model (14) by k0 ≥ 0 gives
a model as follows, in the new episode k = k0 +1, · · · ,k0 +T ,
p
([sk+1
yk
]
|sk,ak
)
=N
(
Aok−k0
[
sk
ak
]
,Σok−k0
)
. (15)
Therefore, the time-varying feature of the linear Gaussian model (14)
is not absolute but relative. By relatively time-varying we mean that
the dynamical system parameters Aok−k0 and Σ
o
k−k0 in (15) do not
depend on the absolute time k, but on the relative time interval k−k0.
In other words, the model is independent of the initial time k0. The
time-varying nature of the model (14) is capable of characterizing
the complicated dynamical behaviors studied in this paper by more
accurately capturing the nonlinearity in a piecewise-linear Gaussian
manner. On the contrary, a time-invariant model with a unique
Gaussian distribution in (14) for all k could be oversimplified,
inaccurate and would definitely not describe a complicated model.
Nevertheless, it is possible to fit only a relatively time-varying model
to the collected data from multiple experiments run at different time.
IV. THE EM FRAMEWORK
This section provides an overview of the well acknowledged EM
algorithm and reviews some proofs that govern the main idea of EM.
This approach computes the maximum likelihood estimate of some
parameter vector φ (whose design is at the discretion of the user), say
φˆEM based on an observed data set YT . In particular, the likelihood
of observing the data YT written as pφ (YT ) non-decreases in an
iterative manner, i.e.,
φˆEM ∈ {φ ∈Φ : pφ (YT )≥ pφˆ i(YT )}, (16)
where Φ is the set of parameter vectors and φˆ i is a (known)
considerably good parameter estimate with which the EM approach
is initialized (at the step labeled i).
The underlying approach of EM algorithm involves the observation
log-likelihood
Lφ (YT ), log pφ (YT ) (17)
and an essential approximation of log of mixture likelihood of some
latent variables (ST+1) and the observations (YT ) with a surrogate
function L (φ , φˆ i) as shown in the following equation,
L (φ , φˆ i), Eφˆ i(log pφ (ST+1,YT )|YT )
≈ log pφ (ST+1,YT ). (18)
The following lemma explains the lower bound maximization strategy
in EM and also delineates the two main steps involved; see, e.g.,
[39]. Here, we give a self-contained statement and its proof for
the convenience of readers in understanding the method and its
subsequent development.
Lemma IV.1. Consider Lφ (YT ) and L (φ , φˆ i) defined in (17) and
(18), respectively, with φˆ i a known parameter estimate. Let
l(φ , p˜(ST+1)) = E p˜(ST+1) log
pφ (ST+1,YT )
p˜(ST+1)
(19)
for any distribution p˜(ST+1). One has
Lφ (YT )≥ l(φ , p˜(ST+1)),
that is, l(φ , p˜(ST+1)) is a lower bound of Lφ (YT ). Moreover, let
p˜(ST+1) = pφˆ i(ST+1|YT ), (20)
and denote
l(φ , φˆ i) = l(φ , pφˆ i(ST+1|YT )). (21)
One has
φˆ i∗ = argmax
φ
l(φ , φˆ i) = argmax
φ
L (φ , φˆ i). (22)
Proof. One can start by expanding Lφ (YT ) as follows
Lφ (YT ) = log pφ (YT )
= log
∫
pφ (YT ,ST+1)dST+1
= log
∫
p˜(ST+1)
pφ (ST+1,YT )
p˜(ST+1)
dST+1
≥
∫
p˜(ST+1) log
pφ (ST+1,YT )
p˜(ST+1)
dST+1
= E p˜(ST+1) log
pφ (ST+1,YT )
p˜(ST+1)
= l(φ , p˜(ST+1)), (23)
which holds for any distribution p˜(ST+1). Nevertheless, one requires
p˜(ST+1) to deliver an optimal bound such that, at a known value
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(current estimate) of φ , the bound l(φ , p˜(ST+1)) touches Lφ (YT ).
We can further expand the lower bound l(φ , p˜(ST+1)) as follows,
l(φ , p˜(ST+1))
=
∫
p˜(ST+1) log
pφ (ST+1,YT )
p˜(ST+1)
dST+1
=
∫
p˜(ST+1) log
pφ (ST+1|YT )pφ (YT )
p˜(ST+1)
dST+1
=
∫
p˜(ST+1) log
pφ (ST+1|YT )
p˜(ST+1)
dST+1
+
∫
p˜(ST+1) log pφ (YT )dST+1
=E p˜(ST+1) log
pφ (ST+1|YT )
p˜(ST+1)
+Ep˜(ST+1)log pφ (YT )
=−DKL(p˜(ST+1)||pφ (ST+1|YT )+ log pφ (YT ). (24)
It indicates that the tight optimal distribution (20) is clearly is a
consequence of DKL(·) = 0 as DKL ≥ 0. So, the selection (20)
basically utilizes the known estimate φˆ i to solve for p˜(ST+1). This
step of solving for optimal distribution of p˜(ST+1) is called the E-
step.
With (20), we can denote (21), which is re-calculated below, noting
(18) and (19),
l(φ , φˆ i) =Eφˆ i(log pφ (ST+1,YT )|YT )
−Epφˆ i (ST+1|YT )(log pφˆ i(ST+1|YT ))
=L (φ , φˆ i)−Epφˆ i (ST+1|YT )(log pφˆ i(ST+1|YT )). (25)
Maximizing l(φ , φˆ i) with respect to φ is exactly equivalent to
maximizing L (φ , φˆ i) as the second term on the RHS of (25) is
independent on φ , that is, (22) is proved. In particular, the subsequent
step for maximizing L (φ , φˆ i) is called the M-step.
Lemma IV.1 shows that φ = φˆ i∗ in (22) maximizeL (φ , φˆ i) as well
as l(φ , φˆ i), the lower bound of Lφ (YT ). Furthermore, the next lemma
shows that, in a recursive procedure, any new parameter φ = φˆ i+1
that increases L (φ , φˆ i) from φ = φˆ i also increase Lφ (YT ).
Lemma IV.2. Suppose the parameter φˆ i+1 is produced in an
iteration, one that
Lφˆ i+1(YT )−Lφˆ i(YT )≥L (φˆ i+1, φˆ i)−L (φˆ i, φˆ i) (26)
where the equality holds if pφˆ i+1(ST+1|YT ) = pφˆ i(ST+1|YT ) .
Proof. The proof is the fundamental development of [40] and other
details of assumptions and convergence can be found in [41], [42].
One can expand L (φ , φˆ i) in a straightforward manner, using (18),
L (φ , φˆ i) =Eφˆ i(log pφ (ST+1,YT )|YT )
=Epφˆ i (ST+1|YT )(log pφ (ST+1|YT ))
+Epφˆ i (ST+1|YT )(log pφ (YT ))
=Epφˆ i (ST+1|YT )(log pφ (ST+1|YT ))+ log pφ (YT ).
Therefore,
L (φ , φˆ i)−L (φˆ i, φˆ i)
=Epφˆ i (ST+1|YT ) log
pφ (ST+1|YT )
pφˆ i(ST+1|YT )
+Lφ (YT )−Lφˆ i(YT )
=−DKL(pφˆ i(ST+1|YT )||pφ (ST+1|YT ))+Lφ (YT )−Lφˆ i(YT )
≤Lφ (YT )−Lφˆ i(YT ),
which verifies (26) with φ = φˆ i+1.
The following Lemma provides a relationship between the gradi-
ents of Lφ (YT ) and L (φ , φˆ i) evaluated at φ = φˆ i, called Fisher’s
identity [43].
Lemma IV.3. Consider Lφ (YT ) and L (φ , φˆ i) defined in (17) and
(18), respectively, with φˆ i a known parameter estimate. Then,
∂Lφ (YT )
∂φ
∣∣∣
φ=φˆ i
=
∂L (φ , φˆ i)
∂φ
∣∣∣
φ=φˆ i
(27)
It is assumed that Lφ (YT ) is continuous in φ for φ ∈ Φ and
differentiable in the interior of Φ. Then, the property of monotonic
convergence of EM undisputedly holds; see, e.g., [40], [11] and [42].
The result is summarized in the following lemma.
Lemma IV.4. Let φˆ i ∈ Φ, i ∈ 1,2, · · · , be the policy parameter
estimates recursively generated by φˆ i+1 = φˆ i∗ according to (22). Then
the limit point limi→∞ φˆ i = φˆEM exists. Moreover,
φˆEM = argmax
φ
Lφ (YT ). (28)
is a stationary point of Lφ (YT ) and Lφˆ i(YT ) converges monotonically
to LφˆEM (YT ) as i goes to ∞.
V. OPTIMIZATION OF CONTROL ACTION VIA EM
The main objective of this section is to propose an EM based
method for solving the optimal control problem (11) associated with
the dynamical model (14) and the controller (4), as formulated in
the aforementioned Step 3. To bridge the relationship between the
optimal control problem and the EM algorithm that is originally used
for maximizing the likelihood of observed data, we first recall the
observation YT in Step 2. Let ST+1 be the latent states whose proba-
bility is denoted as pφ (ST+1|YT ), given the observation YT , obeying
the closed-loop system composed of the dynamical model (14) and
the controller (4) with a control parameter φ . More specifically, one
has
pφ (ST+1,YT ) = p(s1)
T
∏
k=1
pφk (sk+1,yk|sk). (29)
Hence, we can define Lφ (YT ) and L (φ , φˆ i) as in (17) and (18).
In the conventional EM, it has been revealed (see Lemma IV.2) that,
in a recursive procedure, a new parameter φ = φˆ i+1 that increases
L (φ , φˆ i) from φ = φˆ i also increases Lφ (YT ). We aim to further prove
that, the new parameter φ = φˆ i+1 also decreases Eφˆ i(Vφ (ST+1)|YT )
in (11), thus bridging the EM algorithm and the optimal control. It
can be simply stated that the EM algorithm for finding φˆ i∗ in (22)
with φˆ i+1 = φˆ i∗ also works for (11).
We know that both sk and ak follow a Gaussian distribution in
Section III, therefore Yk follows a linear combination of independent
non-central chi-squared variables with some degrees of freedom. We
simply assume that the p.d.f. of Yk follows an exponential distribution
with parameter λ , i.e.,
p(Yk) = λe−λYk where λ > 1. (30)
Some relevant discussion can be found in [13], [19], [32]. Then, we
can give the following lemma regarding the distribution property of
yk defined in (12), which is of sole importance for establishing a
theoretical relationship between the mixture likelihood function and
the SOC objective.
Lemma V.1. For Yk of the p.d.f. (30), the random variable yk in (12)
has the p.d.f.
p(yk) = λykλ−1. (31)
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Proof. The random variable of yk has the following cumulative
distribution function distribution
Fyk (x) = p(yk < x) = p(e
−Yk < x) = p(Yk >− log(x)).
Further calculation implies
F(x) =
∫ ∞
− log(x)
p(Yk)dYk =
∫ ∞
− log(x)
λe−λYk dYk
=−e−λ∞+ eλ logx = xλ .
Thus differentiating F(x) with respect to x gives the p.d.f of yk as
p(x) = dF(x)/dx = λxλ−1, which is simply denoted as (31).
Now, the main result is stated in the following theorem. Recall that
Yk can be explicitly expressed by Yk(sk,φk), and accordingly, yk by
yk(sk,φk), which is used in the proof.
Theorem V.1. Suppose the parameter φˆ i+1 is produced such that
L (φˆ i+1, φˆ i)≥L (φˆ i, φˆ i). (32)
Then, the cumulative sum of expected costs defined in (11) satisfies
Eφˆ i(Vφˆ i+1(ST+1)|YT )≤ Eφˆ i(Vφˆ i(ST+1)|YT ). (33)
Proof. First, by Lemma IV.2, (32) implies
Lφˆ i+1(YT )−Lφˆ i(YT )≥ 0. (34)
Denote φˆ ı = [(φˆ ı1)
>, · · · ,(φˆ ıT )>]> for ı = i, i+1. One has
Lφˆ ı(YT ) = log pφˆ ı(YT )
=Epφˆ i (ST+1|YT )[log pφˆ ı(YT )]
=Epφˆ i (ST+1|YT )[
T
∑
k=1
log pφˆ ık (yk)].
With pφˆ ık (yk) = p(yk(sk, φˆ
ı
k)), the above calculation continues as
follows, by utilizing the results of Lemma V.1,
Lφˆ ı(YT ) =Epφˆ i (ST+1|YT )[
T
∑
k=1
log p(yk(sk, φˆ ık))]
=Epφˆ i (ST+1|YT )[
T
∑
k=1
logλ (yk(sk, φˆ ık))
λ−1]
=Epφˆ i (ST+1|YT )[
T
∑
k=1
(λ −1)(−Yk(sk, φˆ ık))]+T logλ
=− (λ −1)Epφˆ i (ST+1|YT )[
T
∑
k=1
Yk(sk, φˆ ık)]+T logλ
=− (λ −1)Epφˆ i (ST+1|YT )[
T
∑
k=1
Yk(sk, φˆ ık)]+T logλ .
Next, from (7), i.e., Vφˆ ı(ST+1) = ∑
T
k=1 Yk(sk, φˆ
ı
k), one has
Lφˆ ı(YT ) =− (λ −1)Eφˆ i(Vφˆ ı(ST+1)|YT )+T logλ .
As a result,
0≤Lφˆ i+1(YT )−Lφˆ i(YT )
=− (λ −1)[Eφˆ i(Vφˆ i+1(ST+1)|YT )−Eφˆ i(Vφˆ i(ST+1)|YT )].
It implies (33) and completes the proof.
VI. A PRACTICAL SOLUTION TO SOC-EM
After having established the relationship of EM with that of
optimal control this paper proceeds towards a closed form solution
of argmaxφL (φ , φˆ i). The first step is to give an explicit expression
of the mixture likelihood associated with the dynamical model (14)
and the controller (4).
A. Explicit expression of mixture likelihood
The explicit expression of the mixture likelihood L (φ , φˆ i) defined
in (10) is given in the following lemma.
Lemma VI.1. The function L (φ , φˆ i) for the dynamical model (14)
and the controller (4) can be expressed as follows,
L (φ , φˆ i) = log p(s1)+
T
∑
k=1
L¯k(φk, φˆ i), (35)
for
log p(s1) =− 12 log |P1|+(s1−µ 1)
>P−11 (s1−µ 1)
L¯k(φk, φˆ i) =−
1
2
Tr{Σok−1(Θ1(φk)−Θ2(φk)Aok>
−AokΘ2(φk)>+AokΘ3(φk)Aok>)}−
1
2
log |Σok |, (36)
where µ 1 and P1 are the known mean and covariance of the initial
state s1 and the other terms are defined by
Θ1(φk) = Eφˆ i(ζ kζ
>
k |YT ) (37)
Θ2(φk) = Eφˆ i(ζ kz
>
k |YT ) (38)
Θ3(φk) = Eφˆ i(zkz
>
k |YT ) (39)
for ζ k = col(sk+1, yk) and zk = col(sk,ak).
N.B. The terms Θ1,Θ2,Θ3 depend on φk due to (4).
Proof. To begin with, the application of Bayes’ rule and leveraging
the time varying dynamical model (14), one can express the mixture
likelihood function as follows,
L (φ , φˆ i) = Epφˆ i (ST+1|YT )(log pφ (ST+1,YT ))
= Epφˆ i (ST+1|YT ) log(p(s1)
T
∏
k=1
pφk (sk+1,yk|sk))
= log p(s1)+
T
∑
k=1
Epφˆ i (sk |YT ) log pφk (sk+1,yk|sk) (40)
which is (35) with
L¯k(φk, φˆ i) = Epφˆ i (sk |YT ) log pφk (sk+1,yk|sk). (41)
The expression of log p(s1) given in (36) is straightforward by using
the log of Gaussian p.d.f. of the initial state s1. Again, using the log
of a Gaussian p.d.f. in (41) gives
−2L¯k(φk, φˆ i)
= log |Σok |+Epφˆ i (sk |YT )([sk+1
yk
]
−Aok
[
sk
ak
])>
Σok
−1([sk+1
yk
]
−Aok
[
sk
ak
])
=Epφˆ i (sk |YT )Tr[Σ
o
k
−1(ζ k−Aokzk)(ζ k−Aokzk)>]+ log |Σok |,
which matches the expression given in (36). The lemma is thus
proved.
More specifically, the terms Θ1(φk), Θ2(φk), and Θ3(φk) can be
derived in a straightforward manner. One can refer to Appendix A
for the details. It is noted that they are composed of elements which
can be evaluated from
Eφˆ i(sk|YT ), Eφˆ i(sks>k |YT ), Eφˆ i(sk+1s>k |YT ). (42)
In order to evaluate the above mentioned terms, one can take
advantage of time-varying linear Kalman filter and R.T.S. smoother
components that are introduced below. Readers are referred to [44]
(Pages 201 - 217) for more details about the procedure. However one
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cannot use the standard version of filtering and smoothing because in
our case where the control action has a Gaussian noise, therefore one
has to augment the state space modeling to incorporate the covariance
of the control action as well. Specifically, the Kalman filter equations
after augmentation are shown below where the inputs are yk, Fk, ek,
and Σk, for k = 1,2, ..,T , noting the definitions of YT and φ . At each
iteration, it is implemented with φ = φˆ i.
For k = 1,2, ..,T , the time-varying Kalman filter equations (with
initialization sˇ1|1 = s1 and Pˇ1|1 = P1) are
sˇk+1|k = A˜dk sˇk|k +B
d
k ek
Pˇk+1|k = A˜dk Pˇk|k(A˜
d
k )
>+ Σ˜
d
k
Kˇk+1 = Pˇk+1|k(A˜rk)
>(A˜rkPˇk+1|k(A˜
r
k)
>+ Σ˜
r
k)
−1
Pˇk+1|k+1 = Pˇk+1|k− Kˇk+1A˜rkPˇk+1|k
sˇk+1|k+1 = sˇk+1|k + Kˇk+1(yk− A˜rk sˇk+1|k−Brkek)
where
A˜rk = A
r
k +B
r
kFk
A˜dk = A
d
k +B
d
k Fk
Σ˜
d
k = B
d
kΣkB
d
k
>
+Σdk
Σ˜
r
k = B
r
kΣkB
r
k
>+Σrk.
The time-varying recursive smoother equations run as follows, for
k = T,T −1, · · · ,1, with sˆT+1|T = sˇT+1|T and PˆT+1|T = PˇT+1|T ,
Jk = Pˇk|kA˜dk (Pˇk+1|k)
−1
sˆk|T = sˇk|k +Jk(sˆk+1|T − sˇk+1|k)
Pˆk|T = Pˇk|k +Jk(Pˆk+1|T − Pˇk+1|k)J>k .
One can calculate the one-lag smoothed term Mˆk|T backwards with
the initialization and the iteration with k = T,T −1, · · · ,2, as follows,
MˆT+1|T = (I− KˇT+1A˜rT )A˜dT PˇT |T
Mˆk|T = Pˇk|kJ>k−1 +Jk(Mˆk+1|T − A˜dk Pˇk|k)J>k−1.
After finding the filtered, smoothed estimates of states, the error
covariance matrices and one lag covariance matrices for all time steps,
one can evaluate the terms of (42) as follows,
Eφˆ i(sk|YT ) = sˆk|T (43)
Eφˆ i(sks
>
k |YT ) = sˆk|T sˆ>k|T + Pˆk|T ,Gk (44)
Eφˆ i(sk+1s
>
k |YT ) = sˆk+1|T sˆk|T +Mˆk+1|T ,Mk+1|T . (45)
It is noted that Pˆk|T > 0; see [11]-Lemma C.4.
B. A practical algorithm for maximization of mixture likelihood
The attention is now turned towards maximization of the mixture
likelihood L (φ , φˆ i), called the M-step in the EM architecture. The
proposed optimization paradigm seeks a better policy parameter φ =
φˆ i+1 for the next iteration than φ = φˆ i in the sense of maximizing
(or increasing) L (φ , φˆ i). From Lemma VI.1, one has
φˆ i∗ = argmax
φ
L (φ , φˆ i) = argmax
φ
T
∑
k=1
L¯k(φk, φˆ i). (46)
So, it is ideal to select φˆ i+1 = φˆ i∗.
However, it is typically difficult to compute the optimal φˆ i∗ over
the entire sequence of control action {a1,a2, ..,aT }. The principle of
EM as optimal control reduces the maximization of L (φ , φˆ i) over
the entire sequence of control action for each time step. In other
words, one tends to maximize L (φ , φˆ i) for each time step according
to the iterative procedure below. For j = 1, ..,T , we solve the local
optimization problem recursively,
φˆ i∗1 = argmaxφ1
T
∑
k=1
L¯k(φ1, φˆ i)
φˆ i∗j = argmaxφ j
T
∑
k=1
L¯k(φ j,col(φˆ i∗1 , · · · , φˆ i∗j−1, φˆ ij, · · · , φˆ iT )),
j = 2, · · · ,T (47)
Then, a better policy parameter for the next iteration is selected
as φˆ i+1 = col(φˆ i∗1 , · · · , φˆ i∗T ) ≈ φˆ i∗. Obviously, the dimension of the
optimization problem of φ j in (47), for j = 1, · · · ,T , is significantly
lower than that for φ in (46). For brevity we would refer the above
optimization problem as SOC-EM I in the subsequent part of the
paper.
The optimal control parameters of [45], [6], [5] and [27] are depen-
dent on time instant and as we utilize a similar framework, therefore
we also exploit the time dependent nature of control law. While
implementing our methodology into practice the optimization routine
(47) suffers from intensive nature of computational costs. Therefore,
we try increase the speed of parameter search by converting into a
more tractable form. The modified optimization for each optimization
instance is
φˆ i∗j = argmaxφ j
T
∑
k=1
L¯k(φ j, φˆ i), j = 1, · · · ,T, (48)
for searching φ j in a neighborhood of φˆ ij. Then, a policy parameter
for the next iteration is selected as φˆ i+1 = col(φˆ i∗1 , · · · , φˆ i∗T ) ≈ φˆ i∗.
We would refer to this routine as SOC-EM II .
This modification allows us to carry out the optimization by
parallelizing onto several cores of the CPUs, thus tremendously
reducing the computational time. It has been tested on simulations
that SOC-EM II and SOC-EM I have almost similar performance
(taking into account the performance metrics described later in the
results section) between them when tested on the Box2D physics
engine framework. We resort to the implementation of SOC-EM II
by employing Polak-Ribiere conjugate gradient method (see [46]) on
Python 2.7.12.
While carrying out the optimization, (Σˆaj)
i∗, j = 1,2, · · · ,T , the
covariance matrix component of φˆ i∗j , might (or certainly) loose
its positive definiteness property, so in order to preserve it, we
adopt the approach originally proposed by [47]. In this strategy
instead of propagating Σˆak , one propagates its square root, Σˆ
a
k
1
2 , i.e.,
Σˆak = (Σˆ
a
k
1
2 )>Σˆak
1
2 , by carrying out a Cholesky decomposition before
optimization. In order to save computational time, we also propagated
the square-roots of the filtered Pˇk+1|k, Pˇk+1|k+1 and smoothed Pˆk|T .
C. Uniqueness of controller parameter estimation
The two theorems in this subsection exploit the closed form nature
of the gradient and the Hessian of the mixture log likelihood to
to deliver a theoretical proof of the uniqueness of solution to the
optimization problem (48), i.e., SOC-EM II. It is easy to verify that
the theorems still hold with φˆ ik in (49) and (57) replaced by φˆ
i∗
k for
k = 1, · · · , j− 1 and hence guarantee the the uniqueness of solution
to the optimization problem (47), SOC-EM I.
Theorem VI.1. For the function L¯k(φk, φˆ i) defined in (36), the
following equation
∇φ j
{ T
∑
k=1
L¯k(φ j, φˆ i)
}
= 0, j = 1, · · · ,T (49)
has a unique solution for any given parameter φˆ i.
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Proof. Recall that the function L¯k(φk, φˆ i) defined in (36) is ex-
pressed in terms of Θ1(φk),Θ2(φk),Θ3(φk) in (37)-(39). The terms
are composed of
Eφˆ i(yky
>
k |YT ), Eφˆ i(aka>k |YT ), Eφˆ i(yka>k |YT ),
where ak explicitly depends on φk. From the detailed expression given
in Appendix B, one has
∇φ j
{ T
∑
k=1
L¯k(φ j, φˆ i)
}
=
T
∑
k=1
∇φ j Trλ k +O
> (50)
where
λ k =Σdk
−1BdkEφˆ i
(
aka>k |YT
)
Bdk
>
(51)
and O represents some constant column vector, independent of φ j =
col(f j,e j,σ j) In particular, one has λ k = λ 1,k +λ 2,k +λ 3,k +λ 4,k +
λ 5,k with
λ 1,k = (Σdk )
−1Bdk F jGkF
>
j B
d
k
>
λ 2,k = (Σdk )
−1Bdk e je
>
j B
d
k
>
λ 3,k = (Σdk )
−1BdkΣ jB
d
k
>
λ 4,k = (Σdk )
−1Bdk F j sˆk|T e
>
j B
d
k
>
λ 5,k = (Σdk )
−1Bdk e j sˆ
>
k|T F
>
j B
d
k
>
.
Also, O has the special structure of
O =
∑Tk=1O 1,k∑Tk=1O 2,k
0
 (52)
with the dimensions of O 1,k, O 2,k and 0 corresponding to those of
f j, e j and σ j, respectively. The explicit expression of O 1,k and O 2,k
can be obtained from the equations in Appendix B.
Below, we calculate the derivative of the terms in (50) with respect
to f j, e j, and σ j, respectively.
Firstly, with respect to f j, one has
∇f j Trλ 1,k = f
>
j Z
1
k , ∇f j Trλ 2,k = 0, ∇f j Trλ 3,k = 0
and, using Lemmas A.1 and A.4,
∇f j
T
∑
k=1
Trλ 4,k
= ∇f j
T
∑
k=1
Tr
{
(Σdk )
−1Bdk F j sˆk|T e
>
j B
d
k
>}
= ∇f j
T
∑
k=1
Tr
{
(e>j Bdk
>
)(Σdk
−1Bdk F j sˆk|T )
}
= (Bdk e j)
>∇f j (sˆ
>
k|T ⊗Σdk
−1Bdk )f j
= [(sˆk|T ⊗Bdk
>Σdk
−1>
)(I⊗Bdk )e j]>
and, similarly,
∇f j Trλ 5,k = [(sˆk|T ⊗Bdk
>
)(I⊗Σdk
−1Bdk )e j]
>.
Here, Z 1k =Z
1,0
k +Z
1,1
k with
Z 1,0k = 2sˆk|T sˆ
>
k|T ⊗Bdk
>Σdk
−1Bdk
Z 1,1k = 2Pˆk|T ⊗Bdk
>Σdk
−1Bdk .
Secondly, with respect to e j, one has
∇e j Trλ 1,k = 0
∇e j Trλ 2,k = e
>
j Z
2
k
∇e j Trλ 3,k = 0
∇e j Trλ 4,k = f
>
j (I⊗Bdk
>
)(sˆk|T ⊗Σdk
−1Bdk )
∇e j Trλ 5,k = f
>
j (I⊗Σdk
−1Bdk )
>(sˆk|T ⊗Bdk )
with
Z 2k = 2I⊗Bdk
>Σdk
−1Bdk .
Thirdly, with respect to σ j, the only nonzero derivative is
∇σ j Trλ 3,k =σ
>
j Z
2
k , (53)
using the equations in Appendix B.
From above, the equation (49) is equivalent to
∇φ j
{ T
∑
k=1
L¯k(φ j, φˆ i)
}
= φ>j
[
Z 0
0 Z 2
]
+O> = 0 (54)
where Z 2 = ∑Tk=1Z
2
k , Z = ∑
T
k=1Z k, Z k =
[
Z 1k Z
3
k
Z 3k
>
Z 2k
]
with
Z 3k =2(I1⊗Bdk
>
)(sˆ>k|T ⊗Σdk
−1Bdk ).
What is left is to prove the existence of a unique solution φ j to
the equation (54). It suffices to show that Z > 0 and Z 2 > 0, or
Z k > 0 and Z 2k > 0.
Since the matrix Bdk has a full column rank, Σ
d
k > 0 and Pˆk|T > 0,
one hasZ 2k > 0 andZ
1,1
k > 0. Next, the decomposition of the matrix
Z k gives
Z k =
[
I Z 3kZ
2
k
−1
0 I
][
Z 1k −Z 3kZ 2k
−1
Z 3k
> 0
0 Z 2k
]
[
I 0
Z 2k
−1
Z 3k
> I
]
. (55)
It is noted that Z 1,0k =Z
3
kZ
2
k
−1
Z 3k
>, which implies
Z 1k −Z 3kZ 2k
−1
Z 3k
>
=Z 1,1k > 0
and hence Z k > 0. The proof is thus completed.
Remark VI.1. The unique solution φ j to (54) is
φˆ i∗j =−
[
Z 0
0 Z 2
]−>
O . (56)
Denote φˆ i∗j = col(fˆi∗j , eˆi∗j ,σˆ
i∗
j ) whose covariance matrix component is
σˆ i∗j = 0, due to (52). However, in practical scenarios if we employ an
optimization routine, then it would tend to decrease towards zero in
an iterative manner which can also be validated from the simulation
results.
The following theorem addresses the positive definiteness property
of the negative Hessian of the mixture log likelihood.
Theorem VI.2. For the function L¯ (φk, φˆ ik) defined in (36), the
following inequality
−∇2φ j
{ T
∑
k=1
L¯k(φ j, φˆ i)
}
> 0, j = 1, · · · ,T (57)
always holds for any given parameter φˆ i.
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Proof. Following the proof of Theorem VI.1, one has
−∇2φ j
{
L¯k(φ j, φˆ i)
}
=−∇2φ j
{
Trλ k
}
=

−∂ (·)
∂ f j∂ f>j
−∂ (·)
∂ f j∂e>j
−∂ (·)
∂ f j∂σ>j
−∂ (·)
∂e j∂ f>j
−∂ (·)
∂e j∂e>j
−∂ (·)
∂e j∂σ>j
−∂ (·)
∂σ j∂ f>j
−∂ (·)
∂σ j∂e>j
−∂ (·)
∂σ j∂σ>j
Trλ k. (58)
Firstly, we calculate the three diagonal elements of (58) below, in
(59), (60), and (61), respectively. The calculation starts from
∇2f j Trλ 1,k
=∇f j
{
∂ Trλ 1,k
∂ f>j
}>
=∇f j
{
∇vec{X}Tr(λ 1,k)
∂{vec(X)}
∂ f>j
}>
for X=Bdk F j. By invoking the identities in Appendix D, the equation
continues with
=∇f j{(Σdk
−1XGk +Σdk
−1>XG>k )
>(Ina ⊗Bdk )}>
=∇f j
{(
(G>k ⊗Σdk
−1
)(Ina ⊗Bdk )f j
+(Gk⊗Σdk
−1>
)(Ina ⊗Bdk )f j
)>
(Ina ⊗Bdk )
}>
=∇f j{(ϖ k(Ina ⊗Bdk )f j)>(Ina ⊗Bdk )}>
=∇f j{f>j (Ina ⊗Bdk
>
)ϖ k(Ina ⊗Bdk )}>
=∇f j{f>j Z 1k}>
for ϖ k = G>k ⊗Σdk
−1
+Gk⊗Σdk
−1. Furthermore,
−∂ (Trλ k)
∂ f j∂ f>j
=
−∂ (Trλ 1,k)
∂ f j∂ f>j
= ∇2f j Trλ 1,k = I⊗Z 1k . (59)
Similarly, one has
−∂ (Trλ k)
∂e j∂e>j
=
−∂ (Trλ 2,k)
∂e j∂e>j
= I⊗Z 2k (60)
−∂ (Trλ k)
∂σ j∂σ>j
=
−∂ (Trλ 3,k)
∂σ j∂σ>j
= I⊗Z 2k . (61)
Secondly, the only non-zero off-diagonal element of (58) is
−∂ (Trλ k)
∂ f j∂e>j
=
−∂ (Trλ 4,k +Trλ 5,k)
∂ f j∂e>j
=∇e>j
{
[(sˆk|T ⊗Bdk
>
)(I⊗Σdk
−1Bdk )e j]
>
+[(sˆk|T ⊗Bdk
>Σdk
−1>
)(I⊗Bdk )e j]>
}
= I⊗Z 3k . (62)
Finally, by combing (59), (60), (61), and (62), and noting Z k > 0
and Z 2k > 0 in the proof of Theorem VI.1, one can verify
−∇2φ j
{
L¯k(φ j, φˆ i)
}
=
 I⊗Z 1k I⊗Z 3k 0(I⊗Z 3k)> I⊗Z 2k 0
0 0 I⊗Z 2k
> 0,
which implies (57). This ends the proof.
D. Choice of initialized parameter vector
This section elaborates the choice of parameter vector φˆ0 with
which the EM as control procedure is initialized. In fact, initializing
EM with considerably good parameters is absolutely paramount,
e.g., theoretical studies by [48], [41] provides evidence that the
convergence of EM algorithm is highly dependent on the parameters
with which it is initialized. Therefore, in order to address the
initialization issue, we employ the parameters of the well established
TO strategies. In this paper, we specifically utilize DDP based OC
methods such as 1) iLQG ([27]); 2) MPC ([28]), and 3) BADMM
([7]) to carry forward the optimization routine. These three techniques
will be called as the “baselines” in the sequel.
E. Analysis of control covariance matrix
The aforementioned optimal iLQG control law takes into account
the non-latent nature of the state variables. Nonetheless, the controller
which acts on the dynamical system never directly observes the true
identity of the current state, rather it acts according to the current
noisy observation of the true states. This realistic phenomenon of
partially observable nature of the states substantially complicates the
problem of trajectory optimization. Consider sensor noise ε sk to be
Gaussian, i.e.,
sk = xk +ε sk, ε
s
k ∼N (0,Nsk), (63)
where xk is the real state. The sensor noise ε sk is propagated into the
design of control action ak that forms the real input to the system.
Therefore, a smaller variance of the real input ak, represented by Σˆ
i
k,
results in smaller variance in the next state sk+1 which is beneficial
for a smoother system trajectory. It motivates the analysis of control
covariance matrix in this section.
Let us first define the following notation
I (φˆ i, φˆ i+1) = I−
(
∇2φL (φ , φˆ
i)
∣∣
φ=φˆ i+1
)−1
∇2φLφ (YT )
∣∣
φ=φˆ i (64)
which can be used to describe the convergence error from φˆ i− φˆEM
to φˆ i+1− φˆEM in the following theorem.
Theorem VI.3. Let φˆ i be a known parameter estimate and φˆ i+1
satisfy
∂L (φ , φˆ i)
∂φ
∣∣∣
φ=φˆ i+1
= 0. (65)
Then, for φˆEM defined in (28),
φˆ i+1− φˆEM =I (φˆ i, φˆ i+1)(φˆ i− φˆEM)+o(φˆ i− φˆEM) (66)
where the notation o represents higher order smallness.
Proof. One can utilize the Taylor series expansion of ∂Lφ (YT )∂φ about
φ = φˆ i and evaluate it at φ = φˆEM as follows
0 =
∂Lφ (YT )
∂φ
∣∣∣
φ=φˆEM
=
∂Lφ (YT )
∂φ
∣∣∣
φ=φˆ i
+∇2φLφ (YT )
∣∣
φ=φˆ i(φˆEM− φˆ i)+o(φˆ i− φˆEM).
The first equation holds because φˆEM is a stationary point of Lφ (YT )
by Lemma IV.4. As a result,
∂Lφ (YT )
∂φ
∣∣∣
φ=φˆ i
= ∇2φLφ (YT )
∣∣
φ=φˆ i(φˆ
i− φˆEM)+o(φˆ i− φˆEM). (67)
Again one can apply the Taylor series expansion of ∂L (φ ,φˆ
i)
∂φ about
φ = φˆ i and evaluate it at φ = φˆ i+1 as follows, noting the explicit
quadratic expression of L ,
∂L (φ , φˆ i)
∂φ
∣∣
φ=φˆ i =
∂L (φ , φˆ i)
∂φ
∣∣
φ=φˆ i+1
+∇2φL (φ , φˆ
i)
∣∣
φ=φˆ i+1(φˆ
i− φˆ i+1)
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which implies, due to (65),
∂L (φ , φˆ i)
∂φ
∣∣
φ=φˆ i = ∇
2
φL (φ , φˆ
i)
∣∣
φ=φˆ i+1(φˆ
i− φˆ i+1). (68)
Finally, by (27) of Lemma IV.3, one can equate (67) and (68) as
∇2φLφ (YT )
∣∣
φ=φˆ i(φˆ
i− φˆEM) =∇2φL (φ , φˆ i)
∣∣
φ=φˆ i+1(φˆ
i− φˆ i+1)
+o(φˆ i− φˆEM).
and hence (66).
Next, we discuss the covariance matrix component σˆ ik of
φˆ ik = col(fˆ
i
k, eˆ
i
k,σˆ
i
k). Denote σˆ
i = col(σˆ i1, · · · ,σˆ iT ). For φˆ i+1 =
col(φˆ i∗1 , · · · , φˆ i∗T ) calculated using the SOC-EM II algorithm (48)
[similar analysis holds for the SOC-EM I algorithm (47)], by
Theorem VI.1, φˆ i∗j is the solution to (49), that is,
∂ ∑Tk=1 L¯k(φ j, φˆ
i)
∂φ j
∣∣∣
φ j=φˆ i∗j
= 0, j = 1, · · · ,T. (69)
It approximately implies that (65) is satisfied, and hence
φˆ i+1− φˆEM =I (φˆ i, φˆ i+1)(φˆ i− φˆEM) (70)
holds with the higher order smallness ignored.
By Lemma IV.4, one has limi→∞ φˆ i = φˆEM if φˆ i recursively
generated by φˆ i+1 = φˆ i∗ according to (22), approximated by SOC-
EM II (48). It is noted that σˆ ik and σˆ k,EM are the covariance matrix
component of φˆ i and φˆEM , respectively. As shown in Remark VI.1,
one has σˆ i∗k = 0 and hence σˆ k,EM = 0. Now, from (70), one has
approximately,
σˆ i+1 =IΣ(φˆ i, φˆ i+1)σˆ i (71)
for some IΣ. Based on Theorem VI.2 and its application to (64),
one can approximately conclude that
I (φˆ i, φˆ i+1) = diag
I1(φˆ
i, φˆ i+11 )
...
IT (φˆ i, φˆ i+1T )
≤ I (72)
where the information matrix I j(φˆ i, φˆ i+1j ) corresponds to the coun-
terpart of the component of −∇2φ j{∑Tk=1 L¯ (φ j, φˆ ik)}|φ j=φˆ i+1j . Further-
more SOC-EM II is carried out for all time instants separately with
no correlation between them. Therefore one can stack them in a
matrix with diagonal elements as the individual (for each optimization
instant) Hessians to create a higher dimensional Hessian which
essentially provides property of the policy. Similarly the principal
minor of the I (φˆ i, φˆ i+1) concerned with the covariance components
inherits the property from (72) and follows the following inequality,
0≤IΣ(φˆ i, φˆ i+1)≤ I. (73)
The equation (71) is trivially true because σˆ i+1k = σˆ
i∗
k = 0 recur-
sively in SOC-EM II. However, in real scenarios, SOC-EM II cannot
be perfectly implemented, but practically in the sense of
‖φˆ i+1− col(φˆ i∗1 , · · · , φˆ i∗T )‖< ∆, (74)
for some error tolerance ∆. As a result, σˆ i+1k = 0 does not hold any-
more. Nevertheless, (71) can approximately claim that σˆ i converges
to zero as i goes to ∞. In particular, the following theorem states the
conclusion in terms of the singular values of the covariance matrices
Σˆik = (Σˆ
1
2 i
k )
>Σˆ
1
2 i
k under the condition (73), where σˆ
i
k = vec(Σˆ
1
2 i
k ).
Algorithm 1 EM as optimal control
1: Initialization: Excite the unknown system with PD control (as
mentioned in [6])
2: Collect {sk,ak,sk+1,yk}m={1,2,..,M}k={1,..T} and then use VB inference to
fit multivariate Gaussian distribution to p(sk+1,yk|sk,ak).
3: Run baseline trajectory optimizer until convergence and initiate
the EM Kalman filter and the R.T.S. smoother by utilizing φˆ0 to
generate estimates of φˆ i+1.
4: Update φˆ i −→ φˆ i+1,∀i = 0, · · · .
5: if L (φˆ i+1, φˆ i)−L (φˆ i, φˆ i)> Threshold, then
6: if Model improvement then
7: Go to step 2.
8: Excite real system with φˆ i+1 to obtain better samples.
9: else
10: Go to step 4.
11: end if
12: end if
13: Return Converged policy parameters φˆ i+1.
Theorem VI.4. Suppose (71) holds with (73). Let σ ık,1, · · · ,σ ık,na be
the singular values of Σık for ı = i, i+1, then
T
∑
k=1
na
∑
p=1
σ i+1k,p ≤
T
∑
k=1
na
∑
p=1
σ ik,p. (75)
Proof. The equation (71) multiplied by its transpose gives
(σˆ i+1)>σˆ i+1 =(σˆ i)>IΣ(φˆ i, φˆ i+1)>IΣ(φˆ i, φˆ i+1)σˆ i
≤(σˆ i)>σˆ i,
where the inequality holds due to (73). It is equivalent to
T
∑
k=1
(σˆ i+1k )
>σˆ i+1k ≤
T
∑
k=1
(σˆ ik)
>σˆ ik.
Utilizing the following property, for ı = i, i+1,
(σˆ ık)
>σˆ ık = Tr((Σˆ
1
2 ı
k )
>Σˆ
1
2 ı
k ) = Tr(Σˆ
ı
k) =
na
∑
p=1
σ ık,p
yields (75).
VII. EXPERIMENTAL RESULTS
In this section, we investigate empirical performance of the pro-
posed SOC-EM algorithm that aims to utilize the parameter estimates
of baselines as mentioned in Section VI-D to deliver better control
parameters. The experiments were conducted on the guided-policy
search Box2D framework [49]. We deliberately added noise to the
states which serves the purpose of the measurement noise as (63) with
Nsk = ρ
2Ins . The Box2D object is a rigid polygon mass subjected
to gravity, linear and angular damping. The states of the system
are x = {x,y,vx,vy}> representing the position and velocity in a 2D
environment. With the control action ak = [ax,ay]∈R2, the objective
is driven from [0,5] to [5,20] in the Cartesian coordinate and stay
there using the shortest time.
Baselines and initialization: A complicated model of nonlinear
system dynamics can be captured in a piece-wise linear Gaussian
time varying manner as shown in the previous work by [5], [50].
In our experiments, the model was attained via the VB approach
through fitting Gaussian model to the data set. Then, the baseline
optimizers (iLQG, MPC and BADMM) were let to run and converge
on the fitted estimated model to produce optimal parameters which
were utilized to initiate the EM-based approach.
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Fig. 2. Cumulative sum of costs evaluated for three baselines, 1) iLQG, 2)
MPC, and 3) BADMM, for different controller parameters φˆ0, φˆ1 and φˆ9.
Cost: The mean±std-dev of the cumulative sum of the real costs
∑kl=1 Yl(sl ,al), for k = 1, · · · ,T = 30, is depicted in Fig. 2. The
datasets take into account 20 samples of cumulative sum of the costs
against the time steps evaluated on all the three baselines. The noise
parameter was set as ρ = 0.3. The plots in red, blue and magenta
represent the performance with the control action parameterized by
φˆ0, φˆ1, and φˆ9, respectively. The solid, dotted, and dashed plots
delineate the three baselines iLQG, MPC, and BADMM, respectively.
For all the three baselines, it is observed that the mean±std-dev of the
cumulative sum decreases over subsequent iterations, which verifies
that the costs are reduced through iterative EM procedures.
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Fig. 3. Profile of the position trajectories with different controller parameters.
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Fig. 4. Profile of the velocity trajectories with different controller parameters.
Trajectories: We compare the true state trajectories, i.e., {x1, ..,xT }
produced on the real platform excited by the control actions with the
parameters obtained through repeated EM iterations. In this experi-
ment, iLQG was used as the baseline. We performed 30 experiments
and each experiment ran for 10 subsequent iterations. The mean±std-
dev of the trajectories [xk,yk], k = 1, · · · ,30, is illustrated in Fig. 3
for the control action with φˆ0, φˆ1, and φˆ9. It is observed that all
the trajectories move to the proximity of the target [5,20] quickly
(in approximately 8 steps) and stay there in the remaining steps.
The magenta trajectory for φˆ9 of less jittery nature in contrast to
the red one for φˆ0 demonstrates better performance achieved by EM
iterations. In particular, there is a high variance in the red trajectory
near the final time step as the influence of noise is accumulated
temporally. The corresponding velocity trajectories vx and vy verse
time are illustrated in Fig. 4. It is observed that the velocities increase
to the maximum to drive the object to the target position quickly
(again in approximately 8 steps) and then decrease to zero. The
advantage gained by the EM iterations can be explained by the less
deviation caused by noise in the magenta trajectory.
Control actions: Figure 5 shows the evolution of control actions.
The control actions should be generated to maximum for a large
velocity at the start and then reduced to zero in an ideal environment.
It is evident that the control actions with the parameters φˆ0 are more
tortuous and not well down to zero. On the contrary the control
actions as a result of φˆ1 and φˆ9 are of significant improvement. The
results are also well manifested from the 2D kernel density plots in
Fig. 6 recorded from 100 experiments. The optimal control actions
with φˆ1 and φˆ9 have obviously less inherent noise.
Noise: The effectiveness of the EM approach for dealing with mea-
surement noise, especially reducing the impact on control covariance,
has been demonstrated in costs, state trajectories, and control actions.
Moreover, the theoretical analysis in control covariance matrix in
Section VI-E can be verified by the plots of iterative decrease in the
sum of the singular values of covariance matrices; see Fig. 7. We
simulated the entire procedure of EM with different noise factors
and recorded ∑nap=1σ
i
k,p which is marked as ‘+‘ for each time
step k = 1, · · · ,30 and each EM iteration i = 0, · · · ,9. The average
(equivalent to the sum divided by 30) is represented by the solid
curve. The plots in log scale better shows the decrease pattern for
ρ = 0.2 as expected by the theory. Though it noted that for ρ = 0.7,
the pattern is violated at i = 8, which is due to the higher order
smallness in (66).
The simulations of Step 1, 2 and 4 were performed using the 64-bit
Ubuntu 16.04 OS on Dell Alienware 15 R2 of Intel Core i7-6700HQ
CPU @ 2.60GHz × 8. The simulations of Step 3 were conducted
using multiple 2.6 GHz Intel Xeon Broadwell (E5-2697A v4)
processors on the high performance computing (HPC) grid located
at the University of Newcastle. We switched processors in order to
leverage parallel processing of the optimization routine of (48).
VIII. CONCLUSIONS
This paper has proposed a new EM based method for solving the
SOC problem, resulting in an SOC-EM algorithm. It successfully
bridges the relationship between the optimal control problem and the
EM algorithm that is originally used for maximizing the likelihood
of observed data. Moreover, we have discussed a practical solution
to SOC-EM and the uniqueness of controller parameter estimation.
Moreover, the algorithm has been applied to the Box2D framework
and the experiments support the superiority of the new technique,
compared to some of widely known and extensively employed
methodologies. The paper has established a new research framework
that has potential development in the future work. For example, non-
linear stochastic dynamics, persistently exciting property of a system
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Fig. 5. Evolution of the two dimensional control actions.
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Fig. 6. Plot of 2D kernel density of control actions for 100 samples.
0 1 2 3 4 5 6 7 8 9
0
2
4
6
8
10
0 1 2 3 4 5 6 7 8 9
0
2
4
6
8
0 1 2 3 4 5 6 7 8 9
10-10
10-5
100
0 1 2 3 4 5 6 7 8 9
10-10
10-5
100
Fig. 7. Sum of singular values of the covariance matrix vs. EM iterations for
ρ = 0.2 and 0.7 in linear and log scales.
as a result of parameters obtained through EM, input constraints,
fitting stable linear dynamical models, etc., are interesting topics.
APPENDIX
A. Derivation of the terms in Lemma VI.1
The terms of Θ1(φk),Θ2(φk), and Θ3(φk) after expansion are
shown below. First,
Θ1(φk) = Eφˆ i(ζ kζ
>
k |YT )
=
[
Eφˆ i(sk+1s
>
k+1|YT ) Eφˆ i(sk+1y>k |YT )
Eφˆ i(yks
>
k+1|YT ) Eφˆ i(yky>k |YT )
]
=
[
Gk+1 γ1
γ>1 γ2
]
where
γ>1 =A
r
kEφˆ i(sks
>
k+1|YT )+BrkEφˆ i(aks>k+1|YT )
γ2 =ArkGkA
r
k
>+BrkEφˆ i(aka
>
k |YT )Brk>
+ArkEφˆ i(ska
>
k |YT )Brk>+(ArkEφˆ i(ska>k |YT )Brk>)>+Σrk.
Similarly, the matrix Θ2(φk) can be expanded as
Θ2(φk) = Eφˆ i(ζ kz
>
k |YT )
=
[
Eφˆ i(sk+1s
>
k |YT ) Eφˆ i(sk+1a>k |YT )
Eφˆ i(yks
>
k |YT ) Eφˆ i(yka>k |YT )
]
=
[
Mk+1|T γ3
γ4 γ5
]
where
γ3 = Mk+1|T F>k + sˆk+1|T e
>
k
γ4 = ArkGk +B
r
kEφˆ i(aks
>
k |YT )
γ5 = ArkGkF
>
k +A
r
k sˆk|T e
>
k +B
r
kEφˆ i(aka
>
k |YT ).
The matrix AokΘ3(φk)A
o
k
> has the expression
AokΘ3(φk)A
o
k
>
=Aok
[
GkAdk
>
+ γ6Bdk
> GkArk
>+ γ6Brk
>
γ6>Adk
>
+ γ7Bdk
> γ6>Ark
>+ γ7Brk
>
]
=
[
γ8 γ9
γ10 γ11
]
,
where
γ6 = GkF>k + sˆk|T e
>
k
γ7 = Eφˆ i(aka
>
k |YT )
γ8 = Adk (GkA
d
k
>
+ γ6Bdk
>
)+Bdk (γ6
>Adk
>
+ γ7Bdk
>
)
γ9 = Adk (GkA
r
k
>+ γ6Brk
>)+Bdk γ6
>Ark
>+ γ7Brk
>
γ10 = Ark(GkA
d
k
>
+ γ6Bdk
>
)+Brk(γ6
>Adk
>
+ γ7Bdk
>
)
γ11 = Ark(GkA
r
k
>+ γ6Brk
>)+Brkγ6
>Ark
>+Brkγ7B
r
k
>.
B. Gradient of mixture likelihood
The gradient of the mixture log-likelihood is evaluated by utilizing
properties of multivariable calculus mentioned in Appendix D. In
particular, the gradients with respect to different parameters in φk
are shown from the equations below, where γ7 can be referred to in
Appendix A. The equations regarding Θ1(φk) are
∇fk Tr{Σok−1Θ1(φk)}=2Brk⊗Σrk−1ArkGk +∇fk Brkγ7Brk>
∇ek Tr{Σok−1Θ1(φk)}=2Brk⊗Σrk−1Ark sˆk|T +∇ek Brkγ7Brk>
∇σ k Tr{Σok−1Θ1(φk)}=∇σ k Brkγ7Brk>,
those for Θ2(φk)
∇fk Tr{Σok−1Θ2(φk)Aok>}=vec(Mk+1|TΣdk
−1Bdk
>
)
+2Brk⊗Σrk−1ArkGk +∇fk Brkγ7Bdk
>
∇ek Tr{Σok−1Θ2(φk)Aok>}=vec(sˆ>k+1|TΣdk
−1Bdk
>
)
+2Brk⊗Σrk−1Ark sˆk|T +∇fk Brkγ7Bdk
>
∇σ k Tr{Σok−1Θ2(φk)Aok>}=∇σ k Brkγ7Brk>,
IEEE TRANSACTIONS ON AUTOMATIC CONTROL 13
and those for Θ3(φk)
∇fk Tr{Σok−1AokΘ3(φk)Aok>}= 2vec(GkAdk
>Σdk
−1Bdk
>
)
+∇fk Tr{Σdk
−1Bdk γ7B
d
k
>}+∇fkΣrk−1Brkγ7Brk>
+2Brk⊗Σrk−1ArkGk
∇ek Tr{Σok−1AokΘ3(φk)Aok>}= 2vec(sˆ>k|TAdk
>Σdk
−1Bdk
>
)
+∇fk Tr{Σdk
−1Bdk γ7B
d
k
>}+∇ekΣrk−1Brkγ7Brk>
+2Brk⊗Σrk−1Ark sˆk|T
∇σ k Tr{Σok−1AokΘ3(φk)Aok>}= ∇σ k Tr{Σdk
−1Bdk γ7B
d
k
>}
+∇σ kΣ
r
k
−1Brkγ7B
r
k
>.
C. Hessian of mixture likelihoods
The components of the Hessian of mixture log of mixture likeli-
hood expression can be expanded and verified with equations shown
below. The equations regarding Θ1(φk) are
∇2fk Tr{Σok−1Θ1(φk)}= ∇2fkΣrk−1Brkγ7Brk>
∇2ek Tr{Σok−1Θ1(φk)}= ∇2ekΣrk−1Brkγ7Brk>
∇2σ k Tr{Σok−1Θ1(φk)}= ∇2σ kΣrk−1Brkγ7Brk>,
those for Θ2(φk)
∇2fk Tr{Σok−1Θ2(φk)Aok>}= ∇2fkΣrk−1Brkγ7Brk>
∇2ek Tr{Σok−1Θ2(φk)Aok>}= ∇2ekΣrk−1Brkγ7Brk>
∇2σ k Tr{Σok−1Θ2(φk)Aok>}= ∇2σ kΣrk−1Brkγ7Brk>,
and those for Θ3(φk)
∇2ek Tr{Σok−1AokΘ3(φk)Aok>}=∇2ekΣrk−1Brkγ7Brk>
+∇2ek TrΣ
d
k
−1Bdk γ7B
d
k
>
∇2σ k Tr{Σok−1AokΘ3(φk)Aok>}=∇2σ kΣrk−1Brkγ7Brk>
+∇2σ k TrΣ
d
k
−1Bdk γ7B
d
k
>
∇2fk Tr{Σok−1AokΘ3(φk)Aok>}=∇2fkΣrk−1Brkγ7Brk>
+∇2fk TrΣ
d
k
−1Bdk γ7B
d
k
>
.
D. Technical lemmas
We recall some basic matrix equations that are used in the paper.
The equations can be found in many textbooks, e.g., [51].
Lemma A.1. Suppose A ∈ Rm×n, B ∈ Rn×q, and C ∈ Rq×m. Then,
vec{ABC}= (C>⊗A)vec{B}
vec{AB}= (Iq⊗A)vec{B}
= (B>⊗A)vec{In}
= (B>⊗ Im)vec{A}.
Lemma A.2. Suppose M1 ∈ Rm×m, M2 ∈ Rq×l , M3 ∈ Rm×m, M4 ∈
Rl×q. Then
(M1⊗M2)(M3⊗M4) = (M1M3)⊗ (M2M4)
(M1⊗M2)> = (M>1 ⊗M>2 ).
Lemma A.3. For a function involving a variable matrix X and some
matrices A,B,C are of appropriate dimension,
∇vec(X)Tr(BAXC) = ((C
>⊗A)vec{B>})>
∇vec(X) Tr(XAX
>B) = (vec(B>XA>)+vec(BXA))>
∇vec(X)Tr(AX) = (vec(A
>))>.
Lemma A.4. If A ∈ Rn×m and B ∈ Rm×n, then
Tr(AB) = Tr(BA).
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