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Abstract. We study balancedness properties of words given by the
Arnoux-Rauzy and Brun multi-dimensional continued fraction algorithms.
We show that almost all Brun words on 3 letters and Arnoux-Rauzy
words over arbitrary alphabets are finitely balanced; in particular, bound-
edness of the strong partial quotients implies balancedness. On the other
hand, we provide examples of unbalanced Brun words on 3 letters.
1 Introduction
It is well known that Sturmian words are exactly the 1-balanced aperiodic words
on 2 letters. Standard Sturmian words can be characterized in the following way:
Each standard Sturmian word ω ∈ {1, 2}N is the image of a standard Sturmian
word by the substitution α1 : 1 7→ 1, 2 7→ 12, or α2 : 1 7→ 21, 2 7→ 2; it has thus
an ‘S-adic representation’ ω = αa11 α
a2
2 α
a3
1 α
a4
2 · · · (with S = {α1, α2}). Moreover,
[0; a1, a2, . . . ] is the continued fraction expansion of f2/f1, where fi denotes the
frequency of the letter i in ω; e.g., the Fibonacci word is ω = α1α2α1α2 · · · , with
[0; 1, 1, . . . ] being the golden mean. For details, we refer to [17, Chapter 2] and
[15, Chapter 6]. Since each Sturmian word has the same language as a standard
Sturmian word, it is sufficient to study the standard ones for all properties that
depend only on the language, such as balancedness.
Many different generalizations of Sturmian words to larger alphabets can be
found in the literature; see e.g. [5]. We are interested in words that are provided
by multi-dimensional continued fraction algorithms and the corresponding sub-
stitutions; see [6]. Since 1-balancedness is a strong restriction [16,19], we are
interested in finite balancedness of words given by the Arnoux-Rauzy and Brun
continued fraction algorithms; see Sections 2 and 3 for precise definitions.
The prototype of an Arnoux-Rauzy word is the Tribonacci word, which is
2-balanced [18]. However, we know from [13] that there are Arnoux-Rauzy words
(on 3 letters) that are not finitely balanced; see also [12]. In [7], it was shown
that Arnoux-Rauzy words are finitely balanced if the ‘weak partial quotients’ are
bounded, and that a large class of Arnoux-Rauzy words are 2-balanced. Here, we
show that the set of finitely balanced Arnoux-Rauzy words has full measure (with
respect to a suitably chosen measure on Arnoux-Rauzy words), and contains the
words with bounded ‘strong partial quotients’ (in arbitrary dimension). Note
however that, for d ≥ 3, Arnoux-Rauzy words are defined only for a set of slopes
of zero Lebesgue measure that form the the so-called Rauzy gasket [3].
The Brun algorithm has the advantage over Arnoux-Rauzy that it is defined
for all directions in Rd+. To our knowledge, the balancedness of words associated
to the Brun algorithm has not been studied yet. We show that almost all Brun
words on 3 letters are finitely balanced; in particular, this holds for words with
bounded ‘strong partial quotients’. We also exhibit Brun words (on 3 letters)
that are not finitely balanced. Note that, for fixed points of substitutions, an
exact criterion for balancedness is provided by [1].
2 Notation
Let A = {1, 2, . . . , d} be a finite alphabet and A∗ be the free monoid over A
(with the concatenation as product). Let |w| be the length of a word w ∈ A∗
and |w|j the number of occurrences of the letter j ∈ A in w. A pair of words
u, v ∈ A∗ with |u| = |v|, is C-balanced if
−C ≤ |u|j − |v|j ≤ C for all j ∈ A.
A factor of an infinite word ω = (ωn)n∈N ∈ AN is a finite word of the form
ω[k,ℓ) = ωkωk+1 · · ·ωℓ−1. An infinite word ω is C-balanced if each pair of factors
u, v of ω with |u| = |v| is C-balanced; ω is finitely balanced if it is C-balanced
for some C ∈ N. The balance of an infinite word ω is the smallest number B(ω)
such that ω is B(ω)-balanced, with B(ω) =∞ if ω is not finitely balanced.
The frequency fi of a letter i ∈ A in ω = (ωn)n∈N ∈ AN is limn→∞ |ω[0,n)|i/n,
if the limit exists. It is easy to see that the frequency of each letter exists when
ω is finitely balanced (see [10]).
A substitution σ over A is an endomorphism of A∗. Its incidence matrix is
the square matrixMσ = (|σ(j)|i)i,j∈A ∈ Nd×d (with N = {0, 1, 2, . . .}). The map
ℓ : A∗ → Nd, w 7→ t(|w|1, |w|2, . . . , |w|d)
is called the abelianization map. Note that ℓ(σ(w)) = Mσℓ(w) for all w ∈ A∗.
Let (σn)n∈N be a sequence of substitutions over the alphabet A. To keep
notation concise, we set Mn = Mσn for n ∈ N and denote products of con-
secutive substitutions and their incidence matrices by σ[k,ℓ) = σkσk+1 · · ·σℓ−1
and M[k,ℓ) = MkMk+1 · · ·Mℓ−1 respectively. A word ω ∈ AN is a limit word of
(σn)n∈N if there is a sequence (ω(n))n∈N with
ω(0) = ω, ω(n) = σn
(
ω(n+1)
)
for all n ∈ N,
where the substitutions σn are extended naturally to infinite words. The word ω
is called an S-adic word with directive sequence (σn)n∈N and S = {σn : n ∈ N}.
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Given a directive sequence (σn)n∈N, we can define different generalizations
of partial quotients. The sequence of weak partial quotients is the sequence of
positive integers (an)n∈N such that σ0σ1 · · · = σa0A0σa1A1 · · · , with An =
∑n−1
k=0 ak
and σAn = · · · = σAn+1−1 6= σAn+1 for all n ∈ N. The notion of strong partial
quotients refers to the time we need to reach a positive (or at least primitive)
matrix in the product of incidence matrices. A good precise definition of them
probably depends on S and the intended use, but properties like being bounded
should hold simultaneously for all suitable definitions. In this paper, we say that
the strong partial quotients are bounded by h ifM[n,n+h) is primitive for all n ∈ N.
3 Arnoux-Rauzy and Brun words
We are interested in this paper in two S-adic systems that arise naturally from
multi-dimensional continued fraction algorithms. The set of Arnoux-Rauzy sub-
stitutions over d letters is SAR = {αi : i ∈ A} with
αi : i 7→ i, j 7→ ij for j ∈ A \ {i}.
For each directive sequence (σn)n∈N = (αin)n∈N ∈ SNAR, the words σ[0,n)(in) are
nested prefixes of the limit word ω. If the directive sequence contains infinitely
many occurrences of each substitution αi, i ∈ A, the unique limit word ω is
called a standard Arnoux-Rauzy word. Any word that has the same language
(and thus the same balancedness properties) as a standard Arnoux-Rauzy word
is called Arnoux-Rauzy word. The Tribonacci word is the Arnoux-Rauzy word
on 3-letters with periodic directive sequence α1α2α3α1α2α3 · · · ; it satisfies
ω = 121312112131212131211213121312112131212131211213121121 · · ·
and is known to be 2-balanced [18].
A set of Brun substitutions was defined in [9] to provide a connection between
stepped planes and the Brun algorithm. Here, we consider the set of substitutions
SBr = {βij : i ∈ A, j ∈ A \ {i}} over d letters, with
βij : j 7→ ij, k 7→ k for k ∈ A \ {j},
that corresponds to the additive version of this algorithm. An SBr-adic word is
called a Brun word if its directive sequence (σn)n∈N satisfies
σnσn+1 ∈
{
βijβij : i ∈ A, j ∈ A \ {i}
}
∪ {βijβjk : i ∈ A, j ∈ A \ {i}, k ∈ A \ {j}} for all n ∈ N (1)
and for each i ∈ A there is j ∈ A such that βij occurs infinitely often in (σn)n∈N.
E.g., the Brun word with periodic directive sequence β12β23β31β12β23β31 · · · is
ω = 1231121231231123112123112123123112123123112311212312 · · · .
Recall that the Brun algorithm [11] subtracts at each step the second largest
coordinate from the largest coordinate. It is given by the transformations
Tij : Dij → Rd+, f 7→M−1βij f/‖M−1βij f‖1,
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where Dij ⊂ Rd+ is the set of vectors f = t(f1, . . . , fd) such that fi ≥ fj are the
two largest components of f ; here,R+ = [0,∞). A sequence (i0, j0)(i1, j1)(i2, j2) · · ·
is a Brun representation of f ∈ Rd+ if
Tik−1jk−1 · · ·Ti1j1Ti0j0(f) ∈ Dikjk for all k ∈ N.
Given a Brun word ω with directive sequence βi0j0βi1j1βi2j2 · · · , we get that
(i0, j0)(i1, j1)(i2, j2) · · · is a Brun representation of the vector of frequencies of
ω.
In the Arnoux-Rauzy algorithm, all but one coordinates are subtracted from
the largest coordinate, which is assumed to be larger than the sum of the other
coordinates. Here, we have transformations Ti : Di → Rd+ with Di ⊂ Rd+ being
the set of vectors f = t(f1, . . . , fd) such that fi ≥
∑
j∈A\{i} fj .
The following two lemmas translate the fact that these two algorithms con-
verge and show that the frequency vector f = f(ω) of the limit word of a directive
sequence (σn)n∈N is given by the limit cone
R+ f =
⋂
n∈N
M[0,n) R
d
+. (2)
Moreover, because of the relation with the continued fraction algorithms, two
distinct standard Arnoux-Rauzy words and two distinct standard Brun words
respectively have different frequency vectors.
Lemma 1. Each Brun word on 3 letters has letter frequencies.
Proof. Let (σn)n∈N ∈ SNBr be a directive sequence of a Brun word on 3 letters,
Mn the associated incidence matrices, and f ∈
⋂
n∈NM[0,n) R
d
+. From [4], we
know that there is a sequence of matrices (M˜n)n∈N such that ‖t(M˜[0,n))‖∞ ≤ 1,
t(M˜[0,n))x =
t(M[0,n))x for all x ∈ f⊥, n ∈ N, (3)
where f⊥ denotes the hyperplane orthogonal to f ; see also Section 6.
For each v ∈ f⊥ with ‖v‖∞ = 1, we have∣∣∣∣
〈
v,
M[0,n) ei
‖M[0,n) ei‖1
〉∣∣∣∣ =
∣∣∣∣
〈
t(M˜[0,n))v,
ei
‖M[0,n) ei‖1
〉∣∣∣∣ ≤ 1‖M[0,n) ei‖1
for each unit vector ei, i ∈ A. Since mini∈A ‖M[0,n) ei‖1 →∞ for each directive
sequence of a Brun word, the coneM[0,n) R
d
+ tends to the line R+ f , i.e., (2) holds.
From (2), it is standard to prove that f is the frequency vector of ω; see [8]. ⊓⊔
The proof of Lemma 1 could be adapted to Arnoux-Rauzy words because the
incidence matrix of an Arnoux-Rauzy substitution is similar to a matrix given
by the fully subtractive algorithm, which was studied in [4]. However, we prefer
using the results of [4] in a different way in the proof of the following lemma.
Lemma 2. Each Arnoux-Rauzy word (on d ≥ 2 letters) has letter frequencies.
4
Proof. Let (σn)n∈N = (αin)n∈N be the directive sequence of an Arnoux-Rauzy
word and f ∈ ⋂n∈NM[0,n) Rd+ with ‖f‖1 = 1. We know from the results on the
fully subtractive algorithm in [4] that there is a sequence of matrices (M˜n)n∈N
such that ‖M˜[0,n)‖∞ ≤ 1 and
M˜[0,n) x = M[0,n) x for all x ∈ (M[0,n))−11⊥, n ∈ N, (4)
where 1 = t(1, . . . , 1); see also Section 5.
Denote by πn be the projection along (M[0,n))
−1f onto (M[0,n))−11⊥. Then
‖π0 M[0,n) ℓ(in)‖∞ = ‖M[0,n) πn ℓ(in)‖∞ = ‖M˜[0,n) πn ℓ(in)‖∞ ≤ ‖πn ℓ(in)‖∞.
Since (M[0,n))
−1f ∈MnRd+, the in-th coordinate of (M[0,n))−1f is larger than or
equal to (the sum of) the other coordinates, thus ‖πn ℓ(in)‖∞ ≤ ‖ℓ(in)‖∞ = 1.
Following Dumont and Thomas [14], each prefix ω[0,k) of ω can be written as
ω[0,k) = σ[0,m−1)(pm−1)σ[0,m−2)(pm−2) · · · σ[0,1)(p1) p0,
with a sequence of words (pn)0≤n<m defined in the following way. Let m =
m(k) ∈ N be minimal such that |σ[0,m)(im)| > k. Then there is a unique prefix
pm−1 of σm−1(im) such that
|σ[0,m−1)(pm−1)| ≤ k < |σ[0,m−1)(pm−1am−1)|,
with am−1 ∈ A being the letter following pm−1 in σm−1(im). Inductively, we
obtain for 0 ≤ n < m unique pn ∈ A∗ and an ∈ A such that
|σ[0,n)(pn)| ≤ k −
m−1∑
j=n+1
|σ[0,j)(pj)| < |σ[0,n)(pnan)|
and pnan is a prefix of |σn(an+1)|, with am = im. We thus have
ℓ(ω[0,k)) =
m−1∑
n=0
ℓ
(
σ[0,n)(pn)
)
=
m−1∑
n=0
π0 M[0,n) ℓ(pn).
By the definition of the Arnoux-Rauzy substitutions, pn is either empty or equal
to in, thus ∥∥π0 ℓ(ω[0,k))∥∥∞ ≤
m−1∑
n=0
∥∥π0 M[0,n) ℓ(in)∥∥∞ ≤ m.
Since m(k)/‖ℓ(ω[0,k))‖∞ → 0 as k → ∞, the direction of ℓ(ω[0,k)) converges to
that of f , thus f is the frequency vector of ω. ⊓⊔
4 Discrepancy and balancedness
Let ω be an infinite word with frequency vector f = t(f1, f2, . . . , fd), and denote
by π be the projection along f onto 1⊥. It is easily written down in coordinates:
π ℓ(w) = t(|w|1 − |w| f1, |w|2 − |w| f2, . . . , |w|d − |w| fd).
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Note that the so called Rauzy fractal is the closure of {π ℓ(ω[0,n)) : n ∈ N},
which is the projection of the vertices of the broken line associated with ω.
More generally, for a function φ : A → R, we consider the Birkhoff sums
Sn(φ, ω) = φ(ω0) + φ(ω1) + · · ·+ φ(ωn−1).
Remark that, if χi denotes the characteristic function of a letter i ∈ A, then
Sn(χi, ω) = |ω[0,n)|i, and the coordinates of π ℓ(ω[0,n)) are Sn(χi − fi, ω). The
φ-discrepancy of ω is ∆(φ, ω) = supn∈N |Sn(φ, ω)|. We set
∆(ω) = max
i∈A
∆(χi − fi, ω) = sup
n∈N
‖π ℓ(ω[0,n))‖∞,
and say that ω has finite discrepancy if ∆(ω) <∞. The following result from [1,
Proposition 7 and Remark 8] establishes a link between balance and discrepancy.
Lemma 3. We have ∆(ω) ≤ B(ω) ≤ 4∆(ω).
For many words, balancedness can be shown using the following proposition.
Proposition 1. Let ω be an Arnoux-Rauzy or Brun word with directive sequence
(σn)n∈N. For each sequence of matrices (M˜n)n∈N satisfying (3), we have
∆(ω) ≤
∞∑
n=0
∥∥t(M˜[0,n))∥∥∞.
For each sequence of matrices (M˜n)n∈N satisfying (4), we have
∆(ω) ≤
∞∑
n=0
∥∥M˜[0,n)∥∥∞.
Proof. The first statement follows from
∆(χi − fi, ω) = sup
k∈N
∣∣〈ei − fi 1, ℓ(ω[0,k))〉∣∣ ≤
∞∑
n=0
∣∣〈ei − fi 1,M[0,n) ℓ(in)〉∣∣
=
∞∑
n=0
∣∣〈t(M˜[0,n)) (ei − fi 1), ℓ(in)〉∣∣ ≤
∞∑
n=0
∥∥t(M˜[0,n))∥∥∞,
where we have used the Dumont-Thomas representations in the first inequality
(see the proof of Lemma 2), the fact that ei−fi 1 ∈ f⊥ in the second equality and
‖ei − fi 1‖∞ ≤ 1 in the last inequality. The proof of the second statement runs
along the lines of the proof of Lemma 2, where we can replace αin by βinjn . ⊓⊔
5 Contractivity of Arnoux-Rauzy matrices
Now we study the contractivity of Arnoux-Rauzy matrices on certain hyper-
planes, quantifying the approach in [4]. For a directive sequence (σn)n∈N, let
v(n) = t
(
v
(n)
1 , v
(n)
2 , . . . , v
(n)
d
)
=
t(M[0,n))1
‖t(M[0,n))1‖1
(n ∈ N).
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Lemma 4. Let ω be an Arnoux-Rauzy word with directive sequence (αin)n∈N.
Then ‖v(n)‖∞ < 1d−1 for all n ∈ N. If moreover {in, in+1, . . . , in+h−1} = A,
h ∈ N, then ‖v(n+h)‖∞ < 2h−12h(d−1) .
Proof. First note that ‖v(0)‖∞ = 1d . Assume now that ‖v(n)‖∞ < 1d−1 , and
let w.l.o.g. in = 1. Then the simplex
{
x ∈ Rd : ‖x‖1 = 1, ‖x‖∞ ≤ 1d−1
}
is
mapped by tMn (after normalizing) to the simplex spanned by
t
(
0, 1d−1 , . . . ,
1
d−1
)
,
t
(
1
2(d−1) ,
1
2(d−1) ,
1
d−1 , . . . ,
1
d−1
)
, . . . , t
(
1
2(d−1) ,
1
d−1 , . . . ,
1
d−1 ,
1
2(d−1)
)
. This shows
that ‖v(n+1)‖∞ < 1d−1 and that v
(n+1)
in
< 12(d−1) . Similar considerations show
that v
(n+h)
in
< 2
h−1
2h(d−1) for all h ≥ 1. If {in, in+1, . . . , in+h−1} = A, then we obtain
that v
(n+h)
j <
2h−1
2h(d−1) for all j ∈ A. ⊓⊔
Lemma 5. Let ω be an Arnoux-Rauzy word with directive sequence (αin)n∈N.
Then there is a sequence of matrices (M˜n)n∈N satisfying (4) with∥∥tM˜n ein∥∥1 = d− ‖v(n+1)‖−1∞ < 1
and tM˜n ej = ej for all j ∈ A \ {in}, n ∈ N.
Proof. For each n ∈ N, let M˜n be the matrix with in-th row t1− tv(n+1)‖v(n+1)‖∞ and j-
th row tej for all j ∈ A\{in}. Then
∥∥tM˜n ein∥∥1 = d−‖v(n+1)‖−1∞ and tM˜n ej = ej
for all j ∈ A \ {in}, with ‖v(n+1)‖−1∞ > d − 1 by Lemma 4. Since adding a
multiple of tv(n+1) to a row of Mn does not change Mn x for x ∈ (v(n+1))⊥, we
have M˜n x = Mn x for all x ∈ (v(n+1))⊥. Using that Mn (v(n+1))⊥ = (v(n))⊥,
we obtain inductively that (4) holds, which proves the lemma. ⊓⊔
Lemma 6. Let ω be an Arnoux-Rauzy word with directive sequence (αin)n∈N
and (M˜n)n∈N as in Lemma 5. If {ik, ik+1, . . . , iℓ−1} = A and there is h ∈ N
such that {in−h+1, in−h+2, . . . , in} = A for all n ∈ [k, ℓ), then
∥∥M˜[k,ℓ)∥∥∞ < 2
h − d
2h − 1 .
Proof. Let j ∈ A and let m ∈ [k, ℓ) be minimal such that im = j. Then
∥∥t(M˜[k,ℓ)) ej∥∥1 ≤ ∥∥t(M˜[m+1,ℓ))∥∥1 ∥∥t(M˜[k,m+1)) ej∥∥1 ≤ ∥∥tM˜m ej∥∥1 < 2
h − d
2h − 1 ,
where we have used that, for all n ∈ [k, ℓ) by Lemmas 4 and 5, ‖tM˜n‖ ≤ 1,
tM˜n ej = ej for all j ∈ A \ {in}, and ‖tM˜n ein‖1 < 2
h−d
2h−1 . This shows that
‖M˜[k,ℓ)‖∞ = ‖t(M˜[k,ℓ))‖1 < 2
h−d
2h−1 . ⊓⊔
Theorem 1. Let h ∈ N. There is a constant C(h) such that each Arnoux-Rauzy
word with strong partial quotients bounded by h, i.e., with directive sequence
(αin)n∈N satisfying {in, . . . , in+h−1} = A for all n ∈ N, is C(h)-balanced.
Proof. By Lemma 6, there is a sequence (M˜n)n∈N satisfying (4) such that ‖M˜[n,n+h)‖∞ <
2h−d
2h−1 for all n ≥ h−1, thus ‖M˜[0,n)‖∞ = O
((
2h−d
2h−1
)n/h)
, hence
∑∞
n=0 ‖M˜[0,n)‖∞
is bounded. Lemma 3 and Proposition 1 conclude the proof. ⊓⊔
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6 Contractivity of 3-dimensional Brun matrices
For Brun words (over 3 letters), we follow a similar strategy as for Arnoux-Rauzy
words. For a Brun word ω with directive sequence (ψin,jn)n∈N, let (kn)n∈N be
the sequence of letters defined by {in, jn, kn} = A, and let
f (n) = t
(
f
(n)
1 , f
(n)
2 , . . . , f
(n)
d
)
=
(M[0,n))
−1f
‖(M[0,n))−1f‖1
be the frequency vector of ω(n). Moreover, let (Fn)n∈N be the sequence of Fi-
bonacci numbers defined by F0 = 1, F1 = 2, Fn = Fn−1 + Fn−2 for all n ≥ 2.
Lemma 7. Let ω be a Brun word over 3 letters with directive sequence (βin,jn)n∈N.
Then f
(n−h)
in
≥ 1Fh+1+1 for all h ≤ n. If {in, in+1, . . . , in+h−1} = A for all n ∈ N,
then we have (f
(n)
jn
− f (n)kn )/f
(n)
in
≥ 1Fh for all n ∈ N.
Proof. Since f
(n)
in
≥ f (n)j for all j ∈ A, we have f (n)in ≥ 1/3, and it is easily
checked that the minimum for f
(n−h)
in
is attained when f (n) = (1/3, 1/3, 1/3)
and in−h · · · in−1 is an alternating sequence of jn and kn. In this case, we have
f
(n−h)
in
= 1, f
(n−h)
in−h
= Fh, and f
(n−h)
in−h+1
= Fh−1, thus f
(n−h)
in
= 1Fh+1+1 .
Let now, w.l.o.g. in = 1, jn = 2, and assume that {1, 3} ⊂ {in+2, . . . , in+h}.
Then f (n+1) lies in the quadrangle with corners
(
1
3 ,
1
3 ,
1
3
)
,
(
Fh
2(Fh+1)
, Fh2(Fh+1) ,
1
Fh+1
)
,(
1
Fh+1
, Fh−1Fh+1 ,
1
Fh+1
)
, and
(
1
Fh+1
, Fh2(Fh+1) ,
Fh
2(Fh+1)
)
. Therefore, f (n) lies in the quad-
rangle with corners
(
1
2 ,
1
4 ,
1
4
)
,
(
2Fh
3Fh+2
, Fh3Fh+2 ,
2
3Fh+2
)
,
(
1
2 ,
Fh−1
2Fh
, 12Fh
)
, and(
Fh+2
3Fh+2
, Fh3Fh+2 ,
Fh
3Fh+2
)
. In particular, note that f
(n)
1 − f (n)2 ≥ 12Fh .
Assume now that in−1 = 3. (The situation is similar if in−1, . . . , in−ℓ+1 are
alternatingly 2 and 1, and in−ℓ = 3.) Then (f
(n−1)
1 − f (n−1)2 )/f (n−1)1 is minimal
when f (n) =
(
1
2 ,
Fh−1
2Fh
, 12Fh
)
, which implies that f (n−1) =
(
1
3 ,
Fh−1
3Fh
, Fh+13Fh
)
, thus
(f
(n−1)
1 −f (n−1)2 )/f (n−1)1 ≥ 1Fh . A study of several cases shows that this is a lower
bound for (f
(n)
jn
− f (n)kn )/f
(n)
in
when {in, in+1, . . . , in+h−1} = A for all n ∈ N. ⊓⊔
Lemma 8. Let ω be a Brun word with directive sequence (βin,jn)n∈N. Then there
is a sequence of matrices (M˜n)n∈N satisfying (3) with
∥∥M˜n ein∥∥1 = 1− f
(n)
jn
− f (n)kn
f
(n)
in
≤ 1
and M˜n ej = ej for all j ∈ A \ {in}, n ∈ N.
Proof. For each n ∈ N, let M˜n be the matrix built from Mn by subtracting
f (n)/f
(n)
in
from the in-th column. Then
∥∥M˜n ein∥∥1 =
(
1− f
(n)
in
f
(n)
in
)
+
(
1− f
(n)
jn
f
(n)
in
)
+
f
(n)
kn
f
(n)
in
= 1− f
(n)
jn
− f (n)kn
f
(n)
in
,
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and tM˜n ej = ej for all j ∈ A\ {in}. Since adding a multiple of f (n) to a column
of Mn does not change
tMn x for x ∈ (f (n))⊥, we have M˜n x = Mn x for all
x ∈ (f (n))⊥. Using that tMn (f (n))⊥ = (f (n+1))⊥, we obtain inductively that (3)
holds, which proves the lemma. ⊓⊔
Theorem 2. Let h ∈ N. There is a constant C(h) such that each Brun word over
3 letters with strong partial quotients bounded by h, i.e., with directive sequence
(βinjn)n∈N satisfying {in, . . . , in+h−1} = {1, 2, 3} for all n ∈ N, is C(h)-balanced.
Proof. The proof runs along the same lines as that of Theorem 1. Here, Lemma 8
implies that
∥∥t(M˜[n,n+h))∥∥∞ ≤ 1Fh for all n ∈ N, similarly to Lemma 6, thus
‖t(M˜[0,n))‖∞ = O(F−n/hh ). Lemma 3 and Proposition 1 conclude the proof. ⊓⊔
7 Balancedness of almost all words
We use here the results of [4] on Lyapunov exponents to prove that for almost
all directive sequences for Brun or Arnoux-Rauzy algorithms, the associated
infinite words have finite balances. Here, we define cylinders for both algorithms
as follows: given a finite word w, we denote by [w] the set of frequency vectors
for which the continued fraction expansion starts by w.
Theorem 3. Let µ be an ergodic invariant probability measure for the Arnoux-
Rauzy algorithm (on d letters) such that µ([w]) > 0 for the cylinder corresponding
to a word w0w1 · · ·wn−1 ∈ A∗ with {w0, w1, . . . , wn−1} = A. Then, for µ-almost
every f in the Rauzy gasket, the Arnoux-Rauzy word ωAR(f) is finitely balanced.
Let µ be an ergodic invariant probability measure for the Brun algorithm
on 3 letters such that µ([w]) > 0 for the cylinder corresponding to a word
w = (i0, j0) · · · (in−1, jn−1) with {j0, j1, . . . , jn−1} = {1, 2, 3}. Then, for µ-almost
every f , the Brun word ωBr(f) is finitely balanced.
Proof. From [4], we know that the second Lyapunov exponent of the cocycle
M[0,n) is negative and hence ‖t(M[0,n))v‖ decays exponentially fast for µ-almost
every f and all v ∈ f⊥. By Proposition 1, this implies that ωAR(f) and ωBr(f)
respectively are finitely balanced. ⊓⊔
The Brun algorithm admits an invariant ergodic probability measure abso-
lutely continuous with respect to Lebesgue [2]. Therefore, we have the following
corollary of Theorem 3.
Corollary 1. For Lebesgue almost all frequency vectors f ∈ R3, the Brun word
ωBr(f) is finitely balanced.
8 Imbalances in Brun sequences
Similarly to the construction of unbalanced Arnoux-Rauzy words (over 3 letters)
in [13], we construct now unbalanced Brun words for d = 3. First, for any
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sequence (σn)n∈N satisfying (1), define a sequence (σ˜n)n∈N as follows:
σ˜0 = ζ1 and σ˜n =


ζ1 : 1 7→ 1, 2 7→ 2, 3 7→ 23, if σn−1σn = βijβij ,
ζ2 : 1 7→ 1, 2 7→ 3, 3 7→ 32, if σn−1σn = βijβji,
ζ3 : 1 7→ 2, 2 7→ 3, 3 7→ 31, if σn−1σn = βijβjk,
see Figure 1. If ω and ω˜ have the directive sequences (σn)n∈N and (σ˜n)n∈N
respectively, then ω and ω˜ differ only by a bijective letter-to-letter morphism,
which does not influence the balance properties. The proofs of the following
results will be given by the end of this section.
β32
β23β21
β12
β13 β31
ζ2
ζ2
ζ2
ζ2
ζ2
ζ2
ζ3
ζ3
ζ3
ζ3
ζ3
ζ3
ζ1
ζ1
ζ1
ζ1
ζ1
ζ1
Fig. 1. Relation between the directive sequences of ω and ω˜. If we follow the directive
seqence of ω on the nodes, then we read the directive sequence of ω˜ on the edges.
Proposition 2. Let C ∈ N and let
ω = ζC−11 ζ2ζ1ζ
2
3 ζ1︸ ︷︷ ︸
=τC−1
ζC−21 ζ2ζ1ζ
2
3 ζ1︸ ︷︷ ︸
=τC−2
· · · ζ1ζ2ζ1ζ23 ζ1︸ ︷︷ ︸
=τ1
ζ2ζ1ζ
2
3 ζ1︸ ︷︷ ︸
=τ0
(ω′)
for some ω′ ∈ {1, 2, 3}N containing the letters 1 and 3. Then ω is not C-balanced.
Notice that the segment ζk1 ζ2ζ1ζ
2
3ζ1 ζ
k−1
1 ζ2ζ1ζ
2
3 ζ1 in (σ˜n)n∈N comes from the
segment βkijβ
2
jiβikβ
2
kj β
k−1
kj β
2
jkβkiβ
2
ij in (σn)n∈N. Therefore, there exist directive
sequences where each substitution βij occurs with gaps that are bounded by 2C+
5.
The proposition shows that for any C there are uncountably many Brun
words that are not C-balanced. Moreover, there are also uncountably many Brun
words that are not finitely balanced.
Theorem 4. Let (ck)k∈N be a sequence of natural numbers such that
ck > 12
√
3 3N(c0)+N(c1)+···+N(ck−1)k for all k ∈ N,
with N(c) = c(c+1)/2+3c. Let ρc = τc−1τc−2 · · · τ1τ0, with τj as in Proposition 2.
Then the Brun word with directive sequence ρc0ρc1 · · · is not finitely balanced.
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To prove these statements, we will use techniques that are typical for finding
imbalances in S-adic sequences. Let u, v ∈ A∗. Then we put ∆u,v = ℓ(u)− ℓ(v).
For any substitution σ, we clearly have
∆σ(u),σ(v) = Mσ∆u,v, (5)
and consequently:
Lemma 9. Let σ be a substitution over the alphabet A such that the images of all
letters under σ start with the same letter a ∈ A. Let u, v be non-empty factors of
a word ω ∈ AN. Then σ(ω) contains factors u′, v′ with∆′ =∆u′,v′ =Mσ∆+p ea
for all p ∈ {0,±1,±2}.
Proof (of Proposition 2). Consider a pair of words u, v, with ∆u,v =
t(q +
1,−q,−1). Then, using (5) and applying Lemma 9 with the substitution ζ23 :
1 7→ 3, 2 7→ 31, 3 7→ 312, we obtain the following chain of ∆’s:
q + 1−q
−1

 ζ1−→

 q + 1−q − 1
−1

 ζ23−−→
p=2

−q − 2−1
1

 ζ2ζ1−−−→

q − 21
1

 ζq1−→

−(q + 2)q + 1
1

 ,
and by symmetry t(−q − 1, q, 1) τq−→ t(q − 2,−q − 1,−1).
ting from the pair of factors 1, 3 of ω′, we have the chain
 10
−1

 τ0−→

−21
1

→ · · · → ±

 −CC − 1
1

 τC−1−−−→ ±

C + 1−C
−1

 .
The last vector sums to zero, therefore it corresponds to factors u, v of ω such
that |u| = |v| and
∣∣|u|1 − |v|1∣∣ = C + 1. ⊓⊔
Lemma 10. Let ω be a Brun word and let C,N ∈ N be such that ω(N) is not(
12
√
3 3NC
)
-balanced. Then ω is not C-balanced.
Proof. We will only sketch the proof. According to Lemma 3, there is a prefix u
of ω(N) such that ‖πN x‖∞ > 1412
√
3 3NC, where x = ℓ(u) and πN is the
projection along the frequency vector f (N) of ω(N) onto 1⊥. Then the frequency
vector of ω is f = M[0,N) f
(N), and M[0,N) x is the abelianization of a prefix of ω.
Let γ be the angle between the vectors f (N) and x. Then it can be verified that
applying Mn divides the angle between two non-negative vectors by at most 3,
thus the angle between f and x is at least γ/3N . Since the matricesMn are of the
form identity matrix + non-negative matrix, and the vector x is non-negative,
we get that ‖x‖2 ≥ ‖x(N)‖2. Therefore the (orthogonal) distance δ of the point x
from the line R f is at least 1/3N times the distance of x from R f (N), which is
at least 1√
3
‖πN x‖2. Altogether, δ ≥ 1√3·3N ‖πN x‖2 ≥
1
3·3N ‖πN x‖∞ > 3C.
Finally, ‖πM[0,N) x‖∞ ≥ 1√3‖πM[0,N) x‖2 ≥
1
3δ > C, which means accord-
ing to Lemma 3 that ω is not C-balanced. ⊓⊔
Proof (of Theorem 4). The Brun word with directive sequence ρckρck+1ρck+1 · · ·
is not N(ck)-balanced according to Proposition 2. Lemma 10 therefore gives that
ω is not k-balanced. ⊓⊔
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