Introduction
We consider the Integrated Density of States (IDS), N(J..) , J.. E R, of the fomally defined operator H, where we denote by N (l, J.., OJ) the number of eigenvalues of HI which are less than or equal to J... The main purpose of this paper is to improve Theorem of [5] and Theorem (b) of [12] cited below, simplifying their proofs at the same time. PROPOSITION 1.1 ([5] ). Suppose that p(t) == 1, q(t) == 0, r(t) == 1 and c = 1. PROPOSITION We shall derive the IDS concretely when the background is continuous semi-martingales that have limit at 00. To state the main result, we assume the following conditions: let (p,:oCt))/~o, (qw(t))t~O' (rw(t))t~O be continuous semimartingales on a probability space (n, $i', P) with a filtration (fft)/~o, namely pet) f~ tldAPI = 0(1) as I -t 00, f~ t 2 d<MP) = OUO) for some 0 < J < 2 as I -t 00. When q(t) and ret) are expressed similarly, we suppose that each martingale part and each part of bounded variation part also satisfy the above conditions.
q(t) cB'(t) (1.1) H = -r(t) dt p(t) dt + r(t)
+~
Then

([12]). Suppose that q(t)
==
rt(T)M(T) and rt(T) -t 0 as T -t 00, (iv) p( t) -t p( (0) and r( t)
Then the main result is the following. In the remainder of tbis section we give a brief outline of tbis paper. In Section 2, we define the operator HI rigorously. Tbis argument is necessary since the Brownian motion B(t) is not differentiable in t. We here follow Savchuk and Shkalikov [11) to define the Schrodinger operator
we can write
Since Q is a real function, HI can be realized as a self-adjoint operator, whose domain is given by
where AC(O, I) is the set of all absolutely continuous functions on (0, I). The spectrum of HI is discrete since HI has a compact resolvent. Futhermore when Q is locally bounded, the self-adjoint operator is bounded from below. Two other definitions of the operator corresponding to the expression HI have been known: Fukusbima and Nakao [5] defined it as self-adjoint operators on L2(0, I) which is associated with a closed symmetric form. In [8) , Minami defined it through formal integration by parts (1.1). One advantage of the method of introducing the quasi derivative is that it makes valid, with little modification, the classical proof of the Sturm-Liouville Oscillation theorem as given e.g. in [13) , also for operators with singular potentials like our HI. Tbis will be verified in Section 3. In Section 4, we prove Theorem 1.1. As in [5) , we introduce the phase function
Our proof follows the same line as in [12), but it is simplified in some technical points.
Schodinger Operator with Singular Potential
In tbis section, following [11), we define the Schrodinger operator of the type 
where
AC(O, I) is the set of all absolutely continuous functions on (0, I). We also define the minimal operator Hm as the restriction of HM to the domain
The following lemma is contained in Section 3.8 Problem 1 of [2] and Theorem 2.1 of [13] .
LEMMA 2.1 (Savchuk and Shkalikov [11] Theorem 0). Let f be in LJoc(r(t) dt; en) and A be in L}oc(r(t) dt; en ® en). Then, for any s E [0, l] and e E en, an equation y'(t) = A(t)y(t) + f(t), y(s) = e has a unique solution in AC(O,I).
PROOF. We can verify the claim by successive approximation as follows. 
L7ac(R; R). Then a closed symmetric extension H of Hm is self-adjoint if and only if H has its domain as
and that rank A = 2. Here A is a matrix given by PROOF. We follow Ahiezer and Glazman [1] 
o r o r
Therefore it follows from [9] (Vol II, X.3, Proposition, page 179) that any selfadjoint extension of Hm is also bounded from below since the deficiency indices of Hill are equal to {2,2} by Lemma 2.3. Thus the remainder of the proof is same as Weidmann [13] . D
PROOF OF (ii), (iii). The deficiency indices of
Proof of the Main Result
In this section, we prove Theorem 1.1. We define the IDS, N(A) as follows: 
where [x] denotes the integer part of x E R. 
PROOF. By the definition of Nrxp(l,A,CU), Nrxp(l,A,CU) =n if and only if
By the comparison theorem ([6]), O(t, A) is also increasing in A.
For the eigenvalues Am, mEN, of HI, 8(l, Am) = fJ (mod n). So, (n -I)n + P : : : ; ; e(l, A) < nn + p is equivalent to saying (n -I)n + fJ :::;; 8(l, A) < nn + fJ, namely to saying
Therefore it suffices to prove the existence of 
I
We prepare several lemmas to prove Theorem 1.1. We can solve this equation explicitly as follows.
2(j (x)v (x) +b(xip,q,r)v(x) = h(xip,q,r) is also a Lipschitz continuous function of (p, q, r) and its Lipschitz constant is independent of x. Moreover v is jointly continuous at
-JX Thus we obtain (4.6). Hence (4.7)
lim e(l) = lim e(l) .
1->00
I
1->00 g( e(l), p(l), q(l), r(l))
In order to get the right hand side of (4.7), we claim the following: 
