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ABSTRACT 
 
 Nanocrystalline materials in general feature a large density of surfaces, interphase and grain 
boundaries, and a large surface/volume ratio, which have attracted tremendous interest for their unique 
mechanical, chemical and electronic properties. For example, nanocrystalline metals and alloys exhibit 
improved hardness, enhanced strength and often reduced ductility. The structure of nanocrystalline 
materials is determined by the constitutive phases, composition, three-dimensional (3D) grain 
morphology, orientation and distribution, which can only be obtained from a 3D structure determination, 
which is an outstanding challenge in crystallography.  
 A diffraction based technique is developed here for the determination of 3D nanostructures. The 
technique employs high resolution and low-dose scanning electron nanodiffraction (SEND) to acquire 
diffraction patterns in the 3D reciprocal space, with the help of a special sample holder for large angle 
rotation. Grains are identified in the 3D real space based on the crystal orientation and the reconstructed 
dark-field images from the recorded diffraction patterns. Various algorithms are discussed in terms of 
their capabilities of processing the diffraction information recorded in the big 3D-SEND data set. 
Applications to the determination of nanocrystalline TiN thin-film structure show that the 3D morphology 
of the columnar TiN grains of tens of nm in diameter can be reconstructed using an algebraic iterative 
algorithm under the specified prior conditions, together with their crystallographic orientations. The 
principles can be extended to multi-phase nanocrystalline materials as well. Thus, the 3D-SEND 
technique provides an effective and adaptive way to determine 3D nanostructures. 
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CHAPTER 1  
 
INTRODUCTION 
 
 This chapter introduces the motivation of studying the structure of nanocrystalline materials, or 
nanostructures. The chapter is organized as follows. The first section describes the general features of 
nanocrystalline materials. This is followed by a section discussing the existing characterization techniques 
for 3D grain morphology and orientation determination. The last section discusses the need for new 
characterization techniques.  
   
1.1 Nanocrystalline materials 
 Nanocrystalline materials are single- or multi-phase materials whose dimensions or grain size are 
hundreds of nanometers (nm) or less.
1
 In general, nanocrystalline materials  feature a large density of 
grain boundaries or large surface/volume ratio or both, which have become the center of focus in 
materials research for the past decade because of their unique physical properties. Specifically, 
nanocrystalline metals/alloys demonstrate significant improvements in yield strength over traditional 
polycrystalline materials.
2
 For example, nanocrystalline Au/Ni stack is used in printed circuit boards as 
the wear resistant coating.
3
 The wear resistance is greatly improved by the increasing hardness of 
nanocrystalline Ni, and the use of Ni reduces the amount of Au needed, which substantially lowers the 
manufacturing cost. The well-known Hall-Petch effect
4, 5
 predicts that the yield strength increases with 
decreasing grain size: 
𝜎 = 𝜎0 +
𝑘
√𝑑
 ,     (1.1) 
where 𝜎 is the yield strength, 𝜎0 is the lattice friction stress required to move individual dislocations, 𝑘 is 
a constant related to the material and 𝑑 is the grain size. However, various experimental results indicate 
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that the Hall-Petch effect cannot be simply extrapolated into the regime where the grain size is smaller 
than 25 nm.
6
 Two general trends, a plateau and a decline, are observed for 𝜎 as the grain size decreases 
below 10 nm. When the grain size is smaller than 10 nm, strong experimental evidences suggest the so-
called inverse Hall-Petch effect that represents a decreasing trend in the yield strength with the decreasing 
grain size.
7
 The increase of the strength in accordance with the decreasing grain size is controlled by 
mechanisms including the pile-up of internal defects (grain boundary strengthening), grain boundary 
sliding and grain rotation.
2, 6
 When a metal is under external stress, the energy is dissipated by the 
movement of dislocations. Grain boundaries impede the dislocation motions and cause a pile-up of 
dislocations. (See Figure 1.1(a)) Thus, a larger density of grain boundaries leads to higher yield stress. 
However, the enhancement of strength is often accompanied by reduced ductility, which handicapped its 
ability to accommodate plastic deformation.
8
 The break-down of the pile-up at a small grain size results in 
the drop of strength. Although the dislocation mechanism applies to a wide range of materials, grain 
boundary sliding and grain rotation also play a crucial role in some material systems. For instance, Huang 
et al
9
 reported that grain boundary sliding and grain rotation become the dominant mechanisms for plastic 
deformation in nanocrystalline TiN thin films. 
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Figure 1.1 (a) Strengthening via grain boundaries (GBs). Dislocation motion is blocked by GBs. (b) 
Strengthening via nanoscale twin boundaries (TBs). Gliding of dislocations is favorable along the TBs 
and blocked across the TBs. 
10
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Figure 1.2 Yield strength vs ductility (percentage elongation) for nanocrystalline metals/alloys. Most of 
the high strength materials are companied by low ductility. Several nanocrystalline copper samples (red 
points) retains high ductility while exhibit high strength. 
11
 
 
 Various synthesis techniques have been developed to control the mechanical properties of 
nanocrystalline materials, by tailoring the interactions among internal defects including dislocations, grain 
boundaries and precipitates. The most common synthesis methods are mechanical alloying, 
electrodeposition, severe plastic deformation and sputtering deposition.
6
 Multiple groups have focused on 
grain boundary engineering in order to develop high performance nanocrystalline materials. For instance, 
Lu et al
12, 13
 successfully prepared ultrahigh strength Cu samples through controlling coherent nanoscale 
twin boundaries. Both mobile and sessile dislocations can be generated near twin boundaries. (Fig 1.1(b)) 
Ma et al
14
 reported an advanced thermomechanical treatment to induce the growth of large grains (μm 
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size) embedded in a matrix of nanograined Cu. This method has been demonstrated to increase the 
strength of Cu, and meanwhile keep its high ductility.  
 Besides the study of structure modifications, it is also vital to consider the thermodynamics of 
nanocrystalline materials. The small grain size increases the boundary energies, which leads to instability 
of nanostructures. Schuh et al
3, 15
 developed a theoretical framework for designing stable nanocrystalline 
alloys. The relations between the microstructure and mechanical properties have been extensively studied 
for grain sizes larger than 1μm and for grain sizes smaller than 10 nm. However, the strengthening, 
fracture and deformation mechanisms of nanocrystalline materials with grain sizes between 10 and ~100 
nm have yet to be fully understood.
6
 
 The unique grain boundary structures of nanocrystalline materials also enhance other physical 
properties beyond strengthening. Lu et al
13
 reported that the electrical conductivity is significantly 
improved in copper with nanoscale growth twins. Chen et al
16
 reported high thermoelectric performance 
in nanocrystalline bismuth-antimony-telluride alloys from the increased phonon scattering by grain 
boundaries. Also, considerable efforts have been taken into the study of nanocrystalline soft magnets that 
exhibit high permeability, large saturation and improved mechanical stability at higher operating 
temperatures.
17
  
 
1.2 Characterization of nanocrystalline materials  
 The materials microstructure in general is determined by the constitutive phases, composition, 3D 
grain morphology, orientation and distribution, which can only be obtained from a 3D structure 
determination. Nanostructure determination differs from microstructure determination on in the scale and 
the resolution required for 3D structure determination. Meeting high spatial resolution requirement for 
nanostructure determination is an outstanding challenge in crystallography.
18
 Previously, 3D X-ray 
diffraction microscopy (3D-XRDM)
19
 was developed for the study of polycrystalline materials. Recently 
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two new X-ray diffraction (XRD) techniques, differential-aperture x-ray microscopy (DAXM)
20
 and 
diffraction contrast tomography (DCT),
21
, achieved submicron spatial resolution in 3D. Using a 
combination of a scanning electron microscope (SEM) and the focused ion beam, 3D electron back 
scattered diffraction (3D-EBSD)
22
 is the technique for obtaining 3D orientation maps in bulk 
polycrystalline samples. However, the spatial resolution in a SEM is limited to tens of nanometers. Also 
the destructive nature of 3D-EBSD makes it incompatible with multi-technique, or in-situ, analysis.  
 Various TEM-based techniques have been established for two-dimensional (2D) orientation 
mapping of nanocrystalline materials. Two approaches have been employed to acquire the orientation 
information at each sample position: 1) diffraction patterns (DPs) are directly recorded in the diffraction 
mode during the beam scanning,
23-26
 and 2) DPs are reconstructed from conical-scanning dark-field (DF) 
images recorded at various tilting angles.
27, 28
 For the latter approach, the automatic indexing of DPs from 
highly strained samples remains as a challenge.
27
 A 3D orientation mapping technique called “3D-
OMiTEM” was developed based on the conical-scanning DF imaging technique.29 (See Figure 1.3(a-b)) 
More recently, Midgley’s group at Cambridge30 determined the three-dimensional morphology of 
precipitates in a Ni based superalloy using the scanning precession electron diffraction technique
31
. DPs 
are recorded using the ASTAR
 
system
32
 which captures DPs seen on a phosphorous screen though the use 
of an external digital camera. The 3D reconstruction was carried out using a principle component based 
separation algorithm to separate the matrix and precipitate DPs.  
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Figure 1.3 (a) Illustration of hollow-cone scanning to acquire a series of DF images. (b) DP reconstruction 
from the hollow-cone DF images. (c) Representative DP for the seven marked sample regions obtained 
from the SEND data set. 
 
 Transmission electron diffraction (TED) is an appropriate technique for complex nanostructure 
analysis because it is highly sensitive to local structure and can be obtained using a small electron 
beam.
33-38
 Compared to the 3D-EBSD and XRD based techniques, the small interaction volume in TED 
allows for a higher spatial resolution. Traditionally, TED is performed either by using a parallel beam 
illumination with the help of a selected area aperture for selected area electron diffraction (SAED) or by 
using a focused beam for convergent beam electron diffraction (CBED). Electron nanodiffraction (END) 
can be performed in a modern TEM instrument using an electron beam of a few nanometers in diameter 
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with the help of a minilens.
35, 36
 For nanostructure analysis, it is extremely helpful to record multiple DPs 
by scanning the beam over the interested sample areas. Previously we have developed a TEM based 
SEND technique that uses the built-in TEM deflection coils to shift the beam.
25, 38
 In a conventional TEM 
with a LaB6 source, SEND can be performed in the low dose mode using the electron beams of 2~5 nm in 
full-width at half-maximum (FWHM) and 0.1 pA or less in beam current.  
 
1.3 Motivations of this research 
 Structure determination of nanocrystalline materials requires a simple, effective and general 
characterization method at the nanometer spatial resolution. Therefore, the major motivations associated 
with this research are: 1) Develop a general method for the determination of the 3D morphology and 
orientation of grains or precipitates in both single phase and multiphase materials. 2) Keep the electron 
dose on the sample as low as possible by developing a unique data acquisition process. 3) Automate the 
data processing and 3D reconstruction as much as possible in order to obtain quick and robust results. 4) 
Develop the techniques that will enable the correlation between the 3D crystallographic information and 
the 3D composition information. 
 In this study we report a new technique called 3D-SEND for 3D nanostructure determination. This 
technique aims at determining the 3D morphologies and orientations of nanograins. It is a diffraction-
based technique, taking advantage of the non-destructive, high resolution, sensitive nature of TED. We 
have further developed this technique for tomography using low dose diffraction and the improved DP 
indexing scheme.  
 This thesis is organized in the following way. In Chapter 2, we introduce the instrument set up for 
3D-SEND and the sample preparation methods for performing a tomographic scanning nanobeam 
diffraction experiment. TEM alignment and data acquisition are also discussed in details. The general 
methodology of diffraction data processing is explained in detail in Chapter 3 and 4. Specifically, Chapter 
3 introduces the procedures to acquire the 3D morphology of grains, and Chapter 4 introduces the 
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algorithms for accurate determination of grain orientations. The automatic indexing algorithms for spot 
diffraction patterns are discussed in Chapter 4. The applications of 3D-SEND for the study of 
nanocrystalline TiN samples are described in Chapter 5.  
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CHAPTER 2  
 
EXPERIMENTAL METHODS 
 
 This chapter discussed about the experimental methods for acquiring tomographic SEND data. We 
include details about the scanning diffraction system, the tomography system and the TEM operation 
procedures.  
2.1 Illumination system and probe formation 
 The diffraction study reported here involves two types of TEM, a JEOL 2100 TEM equipped with a 
thermionic LaB6 gun and a JEOL 2200FS equipped with a field emission gun (FEG). Table 2.1 shows a 
comparison between the performance of the LaB6 and the FEG. The brightness of the LaB6 gun is 
significantly lower than that of the FEG by an order of 10
7
. We are able to further lower the brightness of 
the LaB6 gun by slightly decreasing the filament (heating) current. Since in a tomography experiment the 
overall exposure time is much longer than regular imaging, by using a LaB6 gun with a low brightness in 
the tomographic scanning electron diffraction can minimize the electron beam damage. Compared to the 
LaB6 gun, the FEG features a much higher gun brightness and low energy spread. The combination of 
high brightness and excellent coherence of the FEG also improve the signal-to-noise ratio in experimental 
DPs considerably. We have observed that the FEG may detect small grains that are hard to identify using 
a LaB6 gun. However, using a FEG incredibly increases the electron dose on the sample, which is not 
acceptable for beam-sensitive materials.  
 LaB6 FEG 
Work function (eV) 2.7 4.5 
Operation temperature (K) 1700 300 
Current density (A/cm
2
) 25~100 10
10
 
Beam crossover size (μm) 10 <0.01 
Brightness (A/(cm
2
sr)) 10
6
 10
13
 
Energy spread (eV) 1.5 0.3 
Gun vacuum (Pa) 10
-4
 5 
Table 2.1 Comparison of the LaB6 gun and the FEG
39, 40
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Figure 2.1 Schematic illustration of the SEND system.
41
 
 
 Figure 2.1 illustrates the illumination system in a TEM used for electron nanodiffraction. The 
illumination system includes the condenser lenses of C1 and C2, and the condenser minilens (CM), plus 
the upper objective lens (OL). We perform the experiment under the CBED mode, where the CM lens is 
excited and controlled by the “Alpha” setting in a JEOL TEM. The lens C1 forms a demagnified image of 
the electron gun cross-over. The size of the electron beam cross-over after the CL1 decreases since the 
excitation of the CL1 lens increases. The C2 lens is focused to form a second beam cross-over near the 
front focal plane of the CM lens. Thus, the CM lens produces a near parallel beam. The upper objective 
12 
 
lens then gives a small focused probe on the specimen. The probe is focused on the specimen by altering 
the C2 lens strength (brightness).    
 The probe size on the sample depends on multiple factors. One important factor is the source image 
size after CL1 (𝑑𝑠). The combinations of CL2, CM and OL further demagnify (M<1) the source image 
size for a focused probe, dependent on the lens setting. The other factors are the spherical (𝑑𝑠𝑎) and 
chromatic (𝑑𝑐) aberration effects in the probe forming lenses (𝑑𝑠𝑎), condenser aperture diffraction (𝑑𝑑) 
and the focusing error (𝑑𝑓). The combined effects for the probe diameter can be expressed as 
𝑑0
2 = 𝑑𝑠
2𝑀2 + 𝑑𝑑
2 + 𝑑𝑠𝑎
2 + 𝑑𝑐
2 + 𝑑𝑓
2 = 𝑑𝑠
2𝑀2 + (
0.6𝜆
𝜃𝑐
)2 + (0.5𝐶𝑆𝜃𝑐
3)2 + (
Δ𝐸0
𝐸0
𝐶𝑐𝜃𝑐)
2 + (2𝜃𝑐Δ𝑓)
2  (2.1) 
, where 𝜆 is the wavelength of the electron beam, 𝜃𝑐 is the beam convergence angle, 𝐶𝑠 is the spherical 
aberration coefficient, 𝐶𝑐  is the chromatic aberration coefficient and Δ𝑓  is the defocus.
34
 In a TEM 
equipped with a LaB6 gun, the probe size is mainly determined by the first term. In experiments, we 
control the “probe size” setting for CL1 to obtain different probe size. M is set by the “Alpha”. Δ𝑓 is zero 
when the sample is at focus. The contribution from 𝐶𝑐 is small compared with the diffraction broadening 
effect 𝑑𝑑. The C2 aperture size determines the convergence angle 𝜃𝑐, which increases with increasing C2 
aperture size. A small 𝜃𝑐 gives the near parallel illumination condition which means spot (sharp maxima) 
patterns are observed. A large 𝜃𝑐 gives rise to a pattern of disks (CBED) with intensity variations inside 
the disks. Spot patterns are useful for the determination of grain morphology and orientation. It is also 
simpler to process spot patterns in image processing. While disk patterns contain more structural 
information, we have found it difficult to analyze them both accurately and automatically. For a JEOL 
2100 TEM, we can form a probe with a FWHM of 2.3 nm using a 10 μm C2 aperture in the CBD mode 
with a full convergence angle of 4.2 mrad.
25
 The 10 μm C2 aperture is chosen because sharper spot 
patterns can be acquired for efficient data processing.   
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2.2 Beam scanning system 
 TEMs have two sets of beam deflection coils. One is called the Gun Tilt/Shift. It is installed before 
the CL1 to shift or tilt the electron beam coming from the gun. The other is called the Beam Tilt/Shift. It 
is installed after CL2 to control the shift/tilt of the demagnified electron beam. The probe scanning is 
realized by controlling the beam shift. DigitalMicrograph (Gatan, Inc.) provides a simple script 
programming language called DM Script for user to control the TEM.
42
 A DM script previously 
developed by Kyou-Hyun Kim at University of Illinois drives the beam scanning and image recording.
25, 
43-45
 The main functions used are DMSetBeamShift and DMGetBeamShift. The values set in these 
functions are digital numbers. These values need to be calibrated into the values for the sample 
coordinates in nanometer. The script contains a calibration function. For each experiment the user 
performs the calibration to establish a reliable scanning step size. In the original script developed by 
Kyou-Hyun Kim, users can set the scanning size and step for both x- and y- axis. The origin of the scan is 
located at the top left corner of the scanning area (a rectangle). The script will shift the probe in a manner 
of left to right and top to bottom.   
 To make the beam scan more efficient for certain structural features, we have implemented a 
parameter to rotate the scanning coordinates. For example, the interface of a material might not be parallel 
with the x- and y- axis of the CCD screen under the image mode. The DP acquisition can be made more 
efficient by scanning along the interested interface in the specimen.  
 The diffraction pattern at each pixel is recorded directly using the CCD camera. The related DM 
script function is called SSCGainNormalizedBinnedAcquire. Compared with the external camera in the 
ASTAR system,
32
 the CCD is much more efficient in recording electrons. The processing time of one 
recorded pattern is proportional to the DP size. In most cases, the full resolution diffraction pattern 
allowed by CCD (20482048 here) is unnecessary and binning is recommended for a faster recording. 
Inside the DM, the processing time for recording one pattern becomes extremely long (~0.6 second) if the 
“View” function is still enabled before starting the scanning. Thus, it is highly recommended to turn off 
14 
 
the “View” in DM before starting the diffraction scan. The time of beam shifting and pattern recording 
together limits the scanning speed of this software driven method to ~3 frame/second. It is usable for a 
small scanning size like 30*30. For a large scanning size it is better to use a hardware driven method such 
as a STEM equipped with the DigiScan. Once the scan starts, the only way to stop it is killing the DM 
process. However, this may cause communication errors between the DM and the TEM, and thus is not 
recommended. 
 
2.3 Experimental setup for tomography SEND in a TEM 
 In electron tomography, the range of sample rotation (or tilt) plays a crucial role in the accurate 
reconstruction of the targeted objects. The tilt angle of a TEM specimen can be limited by the sample 
thickness, shadowing effect from the sample, the sample holder or the supporting grid.
46
 For 3D electron 
diffraction, we have designed a custom tomography holder that allows the ±87 rotation of the specimen 
based on the holder previously described by Mao et al.
47
. The design employs a needle-shaped specimen 
mounted on a regular JEOL single tilt holder (JEOL, Tokyo, Japan).  
 
 
Figure 2.2 (a) Photo of the customized tomographic holder. (b) Schematic design of the holder. 
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 Specifically, we replace the tip of a regular single tilt holder with a custom stainless steel mount 
(See Figure 1(a)). Figure 1(b) illustrates the design of the customized tomography holder. Part B is a 
stainless steel tube welded to Part A. The consumable parts are Part C and D. Part C is a copper tube with 
an outside diameter smaller than the inside diameter of Part B. We install the copper tube by simply 
sliding it into Part B. The tail of the copper tube is slightly clamped into an oval shape. In this way there 
is a friction force to hold the copper tube steady in Part B. A tungsten (W) wire (Part D) is clamped into 
the other end of the copper tube. The W wire is further electrochemically polished in 5 wt. % NaOH 
solution at 2.5 V for 90 seconds. A sharp tip is formed near the top of the W tire after the polishing. We 
milled the tip away using the focused ion beam (FIB), leaving a flat plateau with a diameter of 10 μm. 
The W wire serves as a substrate for the sample.  
 The sample is placed on top of the tungsten wire support using the FIB lift-out technique. The 
sample is annularly milled to the desired diameter (usually between 100 and 300 nm). The pillar shape is 
milled using a 30kv Ga+ ion beam, which is followed by a 5kV milling to reduce the amorphous surface 
layer. The small diameter of the mounting tube (Part C) allows a free sample rotation in the smallest 
polepiece gap, for example, the JEOL ultrahigh resolution polepiece. Figure 2.3 shows the images of the 
tip sample at selected sample rotation angles. The needle-shaped samples are well aligned, which proves 
that the sample is parallel to the x rotation axis of the holder. The precession movement is minimized 
during the sample rotation. However, the sample may not be eucentric; we have observed height 
movements within a 50μm range for 87 sample rotation.  
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Figure 2.3 TEM images at selected sample rotation angles. 
 
 Ideally the sample holder above can be tilted from -90 to +90. However, in practice, the 
goniometer/controller design limits this range. In our case, on a JEOL 2100 TEM, the z height movement 
is coupled with x and y movement at high tilting angles. Thus, it is extremely hard to control the sample 
position from 87 to 90. On a JEOL 2200FS TEM, the tilting angle is limited to 79. Although our 
tomography holder design has been tested on the JEOL 2100, JEOL 2010F and JEOL 2200FS TEM, the 
sample rotation should always be exercised with extreme caution. The sample position was manually 
adjusted after each sample rotation. The automatic correction for the sample position in future will 
significantly reduce the experiment time. However, this requires improvements in the holder technology 
as well as the electron beam scanning algorithm. 
  
2.4 Operation procedures 
 The scanning electron diffraction experiments were carried out under the CBD mode in the JEOL 
TEMs.
43
 We are still able to obtain spot patterns by setting the C2 aperture size, the Alpha and the probe 
size. The alignment of the TEMs is crucial to this technique. For successful data processing, the direct 
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beam position (DP center) must not move during the scanning. For this purpose, the alignments of pivot 
point (tilt/shift purity) and diffraction focus are critical. Ideally in the SEND, the beam is not tilted during 
the scanning. Not only does the tilt shift the DP center, it also affects the orientation of the DP. The pivot 
point alignment reduces the amount of tilt due to the beam scanning to a minimal extent. The 
misalignment of intermediate lenses also contributes to the DP movement during the scanning.
25
 Figure 
2.4 shows the improper and proper intermediate lens alignments.
48
 The diffraction focus alignment targets 
to minimize this movement. The full alignment procedure is listed as following:    
1) Switch to the TEM mode. 
2) Perform the standard TEM alignments including sample height, gun tilt/shift, pivot point and 
bright tilt. 
3) Focus the beam. Align the diffraction focus using the compensator shift X/Y. Change the 
diffraction focus until the spot movement is minimized for both X and Y shift. If X and Y shifts cannot be 
minimized at the same time, adjust the diffraction focus for a balance between them.  
3) Switch to the CBD/NBD mode. 
4) Check the alignments of pivot point, bright tilt and diffraction focus. 
5) Only use the “spot” deflectors to move the electron probe under the CBD/NBD mode. If the 
electron probe is moved using the beam shift, the pivot point alignment might break. 
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Figure 2.4   Effect of intermediate lens alignment for the DP movement during the scanning.
48
 
 
The step size of sample tilting is selected based on a balance between the time cost of the data 
acquisition, data size and the accuracy of the reconstructed grain morphology. A smaller step size gives 
more reliable 3D morphology of a grain at the cost of increased time and data size. Based on our 
experiences with this technique, it is preferable to use a tilting step size smaller than 10. The sample 
position was manually adjusted after the sample rotation. A small camera length is used to include as 
many diffraction spots as possible without too much degradation in diffraction pattern resolution. The 
detailed experimental steps for 3D-SEND are following: 
1) Perform the SEND alignment mentioned above.  
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2) At 0 degree, find the sample and adjust the sample height to the eucentric position. Write down 
the sample position and height since it’s very easy to lost track of the sample under the NBD/CBD mode.  
3) Make sure the correct single tilting holder profile is loaded. Log into the goniometer controller. 
Write down the default tilting limit (x-tilt in a JEOL TEM,  in a FEI TEM). Set the tilting limit to 81 
degrees. 
4) Slowly tilt the holder towards +80 degrees. Adjust the sample height during the tilting to keep 
it at the eucentric position. Write the sample height for every 10 degrees.  
5) Repeat step 3 for 0 to -80 degrees. 
6) If the height touches the z-limit of the goniometer before reaching +80/-80 degrees, take out 
the sample and adjust the copper tube accordingly. In most cases, it can be fixed by rotating the copper 
tube inside the part B. Occasionally the angle between part A and B needs to be adjusted using a needle-
nose plier. However, we do not suggest doing this in a regular basis, since the angle is difficult to control 
by hand. 
7) Determine the rotation step size, magnification, offset angle, scanning step size, scanning area, 
and exposure time.  
8) Rotate the holder using the x-tilt or . During the sample rotation, the sample position and 
height will be changed. Therefore, the sample must be manually adjusted to the eucentric position at 
every angle. Switching to lower magnification usually helps tracking the sample position. 
9) Perform the SEND at the target angle. Save the acquired DP stack after each scan to ensure 
that enough RAM is available on the computer. It is recommended to take one TEM image at every 
sample rotation angle. 
10) Repeat step 8 and 9 for every angle. It is suggested to check the sample for beam damage and 
contamination when finishing half of the angles.  
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11) After the experiment is done, log into the goniometer controller and change the tilting limit 
back to the default value. Failing to do this step may result in serious polepiece damage. 
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CHAPTER 3 
 
DETERMINATION OF 3D GRAIN MORPHOLOGY IN 
NANOCRYSTALLINE MATERIALS 
 
 We propose a new method to determine the 3D morphology of nanograins through the use of 
virtual DF images. Two algorithms are discussed for clustering DF images. The grain shape is generated 
from the clustered DF contrast regardless of the image intensity fluctuation. We apply an algebraic 
iterative method to the final 3D reconstruction.    
 
3.1 Determination of 2D grain morphologies 
 Before performing the 3D reconstruction of grain morphologies, we must first acquire their 2D 
projections. Since it is common to have one or more grains overlapping with each other, the separation of 
overlapping grains is a critical step. Midgley et al
30
 used the multivariate method and normalized matrix 
factorization to separate features in DPs. While this statistical based method does not require indexing of 
DPs, it is not applicable for separation of grains in single-phase materials. Here we propose to use the 
virtual dark-field contrast to determine the 2D morphology of a grain. This new approach includes the 
identification of diffraction spots and creation and cluster analysis of virtual dark-field images. The 
details of this approach are described in the following sections.  
 
3.1.1 Diffraction peak search and identification 
 The beginning step is the identification of all recorded diffraction spots. This is done through a 
template matching process.
49
 First, a spot template is created from a diffraction spot with medium 
intensity. This diffraction spot is then angularly averaged to create a symmetric spot template. Next, for 
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each experimental DP pattern, diffraction spots are identified by cross correlating the DP image with the 
spot template. The correlation factor 𝛾 is defined as 
𝛾 =
∑ {[𝐼𝐴(𝑥,𝑦)−𝐼𝐴̅̅ ̅][𝐼𝐵(𝑥,𝑦)−𝐼𝐵̅̅ ̅]𝑥,𝑦 }
√{∑ [𝐼𝐴(𝑥,𝑦)−𝐼𝐴̅̅ ̅]2𝑥,𝑦 }{∑ [𝐼𝐵(𝑥,𝑦)−𝐼𝐵̅̅ ̅]2𝑥,𝑦 }
     (3.1) 
, where 𝐼𝐴(𝑥, 𝑦) and 𝐼𝐵(𝑥, 𝑦) are intensities of the pixel (𝑥, 𝑦) in image A and B respectively, and  𝐼?̅? and 
𝐼?̅? are mean intensities of image A and B.
50
  A threshold is set for the correlation factor to separate the 
background noise from the diffraction peaks. We record both intensity and position of the diffraction 
spots. The local maxima in the correlation factor map are defined as the positions of recorded diffraction 
spots. The matching process is repeated for every experimental pattern. Since one specific diffraction spot 
may appear in multiple experimental patterns, we reduce two observed spots to one if they are in the 
proximity to each other. The proximity is typically defined as 3 pixels in a DP of 256256 pixels. Figure 
3.1 shows a sample of the peak identification.   
 
 
Figure 3.1 (a) An experimental DP. (b) Map of correlation factor after applying NCC on (a). (c) Identified 
diffraction spots via the search of local maxima in (b). Peak intensities are recorded at the same time. 
 
3.1.2 Generation of virtual dark-field images  
 The regular dark-field images are recorded by inserting the objective aperture at the back focal 
plane of the objective lens in a TEM. A diffraction spot is selected using the objective aperture which 
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gives the corresponding dark-field contrast. Here, we are able to reconstruct dark-field images from the 
SEND data set by introducing a mask in the DP for intensity integration (virtual dark-field aperture) since 
we have DPs for each probe position.
41, 51
 The virtual dark-field aperture has the advantage over the real 
aperture in terms of flexible size, shape and position. For instance, we may design a ring shaped mask to 
display the dark-field contrast from an amorphous phase, which is difficulty to identity using the real 
aperture. Figure 3.2 shows an example of the virtual objective aperture. The intensity of each pixel in the 
dark-filed image is calculated by integrating the corresponding DP intensity inside the circled area. We 
set the diameter of the “aperture” to be a few pixels so that only one spot is included at a time.  
 
 
Figure 3.2 (a) A sample of the virtual objective aperture. (b) Reconstructed virtual DF image from the 
virtual aperture. 
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3.1.3 Cluster analysis of virtual dark-field images 
 
Figure 3.3 Virtual dark-field images reconstructed from different diffraction spots on one DP. These spots 
come from the same grain. 
 
 The 2D morphology of a grain is identified through the reconstructed dark-field images. We 
generate the dark-field image of each identified diffraction spots. Figure 3.3 shows an example of the 
reconstructed dark-field images from one DP. The images exhibit similar contrast that is a triangle shaped 
grain near the bottom right corner. The dark-field contrast varies within the grain for different diffraction 
spot. However, the overall grain shape is consistent. Thus, we assume that two dark-field images will be 
similar to each other if their diffraction spots belong to the same DP of the crystal grain. In order to 
separate different grains, we need to perform a cluster analysis on all virtual dark-field images. The 
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cluster analysis is a common statistical method that groups data based on their relationships.
52
 The goal is 
that the objects in one group will be similar to each other, and their similarity is differentiated from 
objects in other groups. The clustering is better when the overall similarity inside a group is greater and 
the difference between groups is large. The similarity is often defined as the Euclidean distance between 
objects. For the dark-field images, we define the similarity between two images by the normalized cross-
correlation factor defined in 3.1.1. By implementing the cluster analysis algorithm for the dark-field 
images, we can determine the 2D morphology of most grains observed from the SEND data set. In the 
same analysis, diffraction spots belong to a single grain are grouped into a single crystal diffraction 
pattern. Unlike an experimental DP, this DP only contains a subset of measured diffraction spots. 
Therefore we call it the “image-filtered” DP. In the following discussion, the terminology of object, point, 
node and image will be used in an interchangeable way. 
  Previously, multiple clustering techniques, such as the K-means clustering, agglomerative 
hierarchical clustering and density-based clustering, have been developed.
52
 K-means is an iterative 
cluster technique that targets to find a user-specified number of clusters (𝐾). This technique is discussed 
in detail in Algorithm 3.1 
 
1. Select K objects (points) as initial centroids 
2: repeat 
     3: Assign each object (point) to its closet centroid 
     4: Update the centroid 
5: Until all centroids are stable  
Algorithm 3.1 Basic K-means clustering 
 
 Before the clustering, user must choose an initial centroid for every cluster. However, in many 
cases those centroids are chosen randomly. Prof. Zuo at University of Illinois modified the basic K-means 
algorithm for a fast clustering of experimental DPs acquired through the SEND. A formal description is 
shown in Algorithm 3.2. Instead of defining an explicit 𝐾, Zuo selects all points as the centroids. One 
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point is only assigned to its closet centroid when the similarity between them is above a certain threshold. 
In addition, the centroid is always fixed in Zuo’s algorithm. Figure 3.4 shows the dark-field image 
clustering results using Zuo’s algorithm. The running time of  K-means, including Zuo’s modification, is 
linear to the number of points 𝑚. The RAM required is 𝑂((𝑚 + 𝑘)𝑛), where 𝑛 is number of attributes. 
   
1. Randomly rank all points  
2: repeat 
     3: Go to the next point and mark it as the current centroid  
     4: Assign points within the threshold to the current centroid 
5: Until all points are assigned  
Algorithm 3.2 Zuo’s modification of the basic K-means clustering 
 
 
Figure 3.4 Grain clustering results using Zuo’s modification of K-means. In each subgraph, the left-hand 
image is the DF image averaged over one cluster. The right-hand pattern represents the corresponding 
image-filtered DP. Each cross marks a diffraction spot. The spot intensities are not shown here. 
  
 Although K-means is fast and simple to implement, it has the weakness that different set of 
randomized initial centroids often render different clustering results. This random effect is even more 
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obvious when the number of images is relatively small. A high level of human supervision is often 
required, which is not ideal for an automatic processing of the tomographic data set. The agglomerative 
hierarchical clustering technique has a natural interpretation in terms of graph-based clustering. This 
technique is explained formally in Algorithm 3.3 
 
1. Compute the initial proximity matrix 
2: repeat 
     3: Merge the two closet clusters 
     4: Update the proximity matrix 
5: Until only one cluster remains or a proximity threshold is met  
Algorithm 3.3 Basic agglomerative hierarchical clustering 
 
 The key component of algorithm 3.1 is the way to calculate the proximity between two clusters. 
There are three major techniques: MIN, MAX and Group Average. MIN (Single-link) method defines the 
proximity as the closest similarity of two objects in two clusters. MAX (Complete or Clique) method 
computes the proximity as the furthest similarity of two objects in two clusters. Both MIN and MAX are 
tested for the dark-field image data set. Results show that MIN leads to a better separation of grains while 
MAX failed to identify most grains due to its extreme discretion when grouping two clusters. A proximity 
threshold is set for the clustering based on the trial and error method. Figure 3.5 shows the dark-field 
image clustering result using the MIN technique. The running time of agglomerative hierarchical 
clustering is 𝑂(𝑚2𝑙𝑜𝑔𝑚). The total space required is 𝑂(𝑚2). The number of images can be clustered, 
however, is rather limited by the space and time complexity of agglomerative hierarchical clustering. 
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Figure 3.5 Grain clustering results using the MIN hierarchical clustering. In each subgraph, the left-hand 
image is the DF image averaged over one cluster. The right-hand pattern represents the corresponding 
image-filtered DP. Each cross marks a diffraction spot. The spot intensities are not shown here. 
  
 We have applied both K-means and hierarchical techniques into clustering of dark-field images. 
The latter one usually gives a more robust result for a small scanning size such as 30*30. We suggest 
utilizing the Zuo’s modification of K-means for a large scanning size, since the randomness of the result 
is significantly reduced for a large data set and the running time is considerably shortened. 
 
3.1.4 Extraction of 2D morphology of grains 
 The 2D morphology is extracted from the averaged dark-field image, after applying an intensity 
threshold. By using the normalized correlation factor 𝛾, the analysis does not depend on the “dark-field 
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image” intensity and thus provides the grain shape information. The dark-field image contrast is affected 
by diffraction of the overlapping of grains along the beam direction, the grain position relative to the top 
sample surface and the grain size along the beam direction. A quantitative analysis of the pixel intensities 
in the dark-field images is difficult at the current stage. Thus, we outline the grain shape by setting a 
threshold to the dark-field image, which ignores the intensity variation within the grain. However, at some 
rotation angles the extracted shape only gives part of the grain shape. For example, the -75 image in 
Figure 3.6 shows an incomplete grain shape. Also, it is possible that two or more grains share similar 
orientations at a certain angle. For example, the -15 image in Figure 3.6 shows two grains. In this case 
we manually exclude the irrelevant grain near the top left corner. 
 
3.2 Correlating 2D projections from different angles 
 The cluster analysis is repeated for every sample rotation angle. It is crucial that we can correlate 
one grain’s projections from different angles. This step is done based on two criteria: (1) the difference 
between the two beam directions is equal to the sample rotation step size, and (2) The 2D grain images 
overlap with each other. Figure 4 shows the 2D images of one grain from -75 to -5 degree. Chapter 4 will 
introduce the details about DP indexing. Under some circumstances, the 2D morphology of a grain cannot 
be detected at certain sample rotation angles. For example, the cluster analysis may fail to detect the 
outline of certain grains. Second, if there are overlapping grains along the bean direction, small grains 
near the bottom may not be identified. 
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Figure 3.6 DF images identified as belonging to the same grain, as sample rotation angles from -75 to -5. 
 
3.3 3D reconstruction from 2D projections 
3.3.1 Existing 3D reconstruction techniques 
 The reconstruction of a 3D shape requires 2D projections of the object at different object rotation 
angles. In the following context, the word “projection” and “morphology” will be used in an 
interchangeable way. There are three major methods for 3D reconstruction: 1) Weighted back-projection 
method (WBP), 2) Real-space iterative technique, and 3) Fourier interpolation techniques. The back-
projection method is often preferred due to its fast speed and small RAM usage. However, WBP requires 
the signal contains a linearity related to the characteristic property of the object measured. The iterative 
techniques such as the algebraic iterative technique and the simultaneous iterative reconstruction 
technique have the advantage over the WBP in terms of sensitivity to angular gaps and smoothness. 
Another superiority of the iterative techniques is that they are very flexible. Constraints and prior 
statistical considerations can be included in the reconstruction. However, they have the disadvantage that 
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a significantly larger RAM is required. Also the typical running time of iterative techniques is much 
longer than the other two methods. The reconstruction quality of the Fourier interpolation technique is 
closely connected to the interpolation method in the Fourier space. A recent development in the Fourier 
interpolation method produces reconstructions better than weighted back-projection, and comparable to 
the simultaneous iterative reconstructive technique (SIRT), with a running time faster than the SIRT. 
 Shape from the silhouette method is also a popular 3D reconstruction method, especially when the 
object is moving or the number of cameras used are limited.
53
 This method combines the silhouette cones 
from different viewing angles. The intersection of all silhouette cones leads to a visual hull that represents 
a bounding geometry for the actual 3D object. Shape from silhouette is very fast and simple to perform 
due to the real space cutting. But the reconstruction accuracy is rather limited compared with other 
methods. Also this method only applied to nonconvex objects. In Midgley’s work of SPET,30 the shape 
from the silhouette method is utilized to reconstruct the 3D shapes of precipitates. 
 
3.3.2 3D reconstruction of 2D grain morphologies 
 To reconstruct a 3D grain from the projected dark-field images, we use the algebraic reconstruction 
technique (ART). 
54
 The commonly used back-projection method is not applicable here since the dark-
field images are not monotonic to any physical properties of the grain because of electron multiple 
scattering. Additionally, the use of ART is justified by the following reasons. First, one grain may only be 
identified from a part of the rotation dataset. It is also possible that the data at a particular rotation angle is 
not usable because of weak diffraction spots or strong multiple scattering. In either case, we found that 
the number of available projections is often limited in the 3D diffraction dataset. ART is designed for 
incomplete projection data. Secondly, ART allows inputs of prior information about the object. The 
outline of the needle-shaped sample introduces a strong constraint that can be included in the 
reconstruction (it is used for setting up the ray-voxel interaction matrix, details are described later). This 
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step improves the accuracy of reconstruction results. Prior to 3D reconstruction using ART, the 2D dark-
field images are identified as belonging to the same grain based on the method in 3.2.  
 ART requires discretization of the sample and the projection. The stepwise beam scanning already 
discretizes the projection. We assume the beam scanning is performed in a m × n area and the number of 
sample tilting angles is r. Then the sample is discretized into a m × n × n space. Each voxel is a cube 
with an edge length of the scanning step size. The problem of the 3D reconstruction can be reduced into a 
linear algebraic equation 
Ax = p       (3.2) 
, where A is a ray-voxel interaction matrix (RVM), x is a column vector represents the object distribution 
and p is a column vector represents the projection data. The height of A is equal to the number of rays 
(electron beams) applied in the experiment. The width of A is equal to the number of voxels in the sample 
space. Under the previous assumption, the size of A is mnr-by- mn2. The value of an element aij in A is 
same to the length of the segment of the ith ray inside the jth voxel. aij represents the contribution of the 
jth voxel to the projection result of the ith ray. A is pre-calculated using a fast ray-tracing algorithm 
proposed by Woo.
55
 An element xj in x represents the distribution of the object in the jth voxel. x is the 
unknown variable. An element pi  in p  represents the measured projection under the i th ray. p  is 
determined based on the dark-field images acquired in Section 3.1. The value of  pi is set to 1 if the 
projection of the ith ray is within the outline of the 2D grain morphology. Otherwise it is set to 0. Various 
algorithms were developed for solving equation (2). Here we use the algebraic iterative algorithm first 
proposed by Kaczmarz.
56
 𝑥 is additively modified in each cycle to approximate the ideal solution. We 
stop the iteration when 𝑥 is stable.  
 The output of the ART is a 3D map of voxel contribution to the target grain. By creating an 
isosurface of the map, the morphology of the grain can be plotted in the 3D space. The isosurface value is 
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adjusted so that the isosurface is continuous for a given grain, and adjacent grains don’t overlap with each 
other.  
 
3.3.3 Prior information 
Prior information is especially important for an accurate ART reconstruction from incomplete 
projection data.
54
 Since the scattering intensity drops along the beam direction, we employ an exponential 
damping effect for aij along the ray when calculating the RVM. This treatment is necessary since the 
observed DP is often dominant by one set of lattices when the beam travels through multiple grains from 
top to bottom. We may not be able to identify the bottom grain from the dark field images, for example. 
Assigning less contribution for voxels near the bottom is more close to the experimental situation 
compared with assigning constant contribution along the incident ray. The exponential damping 
coefficient is chosen so that two adjacent grains don’t overlap with each other. 
 The position and shape of a grain are bounded by the outline of the sample. Therefore, a 3D mask 
is applied to exclude any voxel contribution from the vacuum. For our needle-shaped sample, the 3D 
mask is approximated as a truncated cone. The size of the truncated cone is determined through the 
bright-field TEM images recorded during the experiment. 
 
3.3.4 Alignment of 2D projections 
 Ideally the scanning area is centered on the same point. In practice, however, the scanning area may 
slightly deviate from the desired position since we adjust the sample height for each rotation. Thus, we 
must align the projection images of a grain before the tomographic reconstruction. The horizontal position 
of a projection is aligned through centering the pillar’s silhouette. For the vertical position we match a 
projection with its neighbor projection. The matching process is done by cross-correlation since the 
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projected shape of one grain changes slightly after a small rotation. The vertical position alignment is 
performed sequentially over the rotation range.   
 
3.3.5 Scan distortions and isosurface error  
 The scan distortion might affect the reconstructed results. There are two aspects to this. First, the 
alignment of images is performed sequentially for neighboring images as mentioned above. The scan 
distortion affects these images in a similar way. Thus, we expect no obvious influence of scan distortion 
on the image alignments. However, the influence of scan does limit the spatial resolution of the 
reconstruction through the accuracy of the beam scan. The accuracy is limited by the hysteresis of the 
scan coils. For our experiment, we calibrated the beam scan over a 200*200 nm area using the method 
described in our previous paper.
25
 The method uses three calibration points (See Figure 3.7). A check 
after the calibration (Figure 3.8) shows the real beam position could be off by 1 to 3 nm after moving the 
beam by 200 nm.  
 
Figure 3.7 Scheme of the calibration procedure.
25
 The initial position of beam is 1. Position 2 and 3 are 
used for calibrate scanning along x and y direction respectively. In our experiment, we use a 200*200 nm 
box. 
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Figure 3.8 (a) Image of the initial position of the beam. (b) Image after the beam moving 200 nm along 
the x direction. (c) Image after the beam moving 200 nm along the y direction. (d) Image after the beam 
moving 200 nm along both x and y direction. 
 
 Additional scan distortion is introduced by the sample drift during beam scanning. To check the 
sample drift, we recorded images before and after the beam scan.
25
 The result shows that the drift is 3 nm 
or less during a period of 10 min in both horizontal and vertical directions. (See Fig. 3.9) 
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Figure 3.9 Sample drift after a 10 minutes scanning. (a) The initial positon of the sample. (b) The final 
position of the sample after the scanning. 
  
 Considering the above factors, we estimated that the scan error and sample drift put a limit on the 
spatial resolution at around 1.5 nm when the grain size is around 100 nm. This limit is smaller than the 
diffraction limit (~2 nm) discussed in Sec. 5.1. Therefore, the final spatial resolution is limited at around 2 
nm in a JEOL 2100 TEM. In the example shown in this paper we use a step size of 11 nm. At this 
sampling interval, both the calibration error and the sample drift have a minimal effect on the grain 
reconstruction.  
 The selection of isovalue for the isosurface illustration may also introduce errors to the 
reconstructed grain morphologies. Figure 3.10 (a-b) shows the 3D error bar inside and outside the original 
isosurface shell for grain 4 in the TiN thin-film sample 021016. (Sample details introduced in Chapter 5) 
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This grain is reconstructed from 28 rotation angles. Another 3D error bar is demonstrated in Figure 3.10 
(c-d) for grain 5 which is reconstructed from 15 rotation angles. Comparison of these two 3D error bar 
graphs suggests that the error can be reduced when the grain are observed from additional angles. The 
limitation of observing angles, namely the “missing wedge”, leads to a major artifact in the tomographic 
reconstruction. When the WBP is used for the reconstruction, the most apparent artifact is the elongation 
of the reconstructed object perpendicular to the tilting axis. In the case of ART, the missing wedge effect 
reduces the amount of constraints on the object. The object distribution is modified in a more flexible way 
during the iterative reconstruction.       
 
 
Figure 3.10 (a) Isosurface plotting of grain 4. Inner our outer surface represents the isovalue of 0.04 and 
0.03 respectively. (b) Isosurface plotting of grain 4. Inner our outer surface represents the isovalue of 0.03 
and 0.02 respectively. (c) Isosurface plotting of grain 5. Inner our outer surface represents the isovalue of 
0.04 and 0.03 respectively. (d) Isosurface plotting of grain 5. Inner our outer surface represents the 
isovalue of 0.03 and 0.02 respectively. 
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CHAPTER 4 
 
DETERMINATION OF 3D GRAIN ORIENTATIONS IN 
NANOCRYSTALLINE MATERIALS 
 
 Here we describe a fast and robust approach for the accurate orientation determination of 
nanograins. The enabling component within this approach is an automatic indexing algorithm of spot 
diffraction patterns (DPs), which is required for processing the extremely big data set acquired in 3D-
SEND.   
 
4.1 Automatic indexing of diffraction patterns 
4.1.1 Existing methods 
 With the development of scanning based electron diffraction techniques, a large number of 
diffraction patterns can be acquired over a short time. For example, 1000 diffraction patterns can be 
acquired within 6 minutes using the scanning electron nanodiffraction (SEND) technique.
25
 Indexing of 
such large data set requires a fast and robust approach to DP indexing. Automatic DP indexing is usually 
achieved by comparing an experiment DP with a set of simulated DPs and by searching for the best 
match.
28, 57
 Several algorithms have been developed based on this approach for spot DP matching. Klinger 
et al
58
 improved a lattice vector identification based approach for automatic indexing. However, the use of 
this method is limited when the crystal orientation is far away from the zone axis, where the diffraction 
spots don’t fit into a single two-dimensional lattice. Rauch et al57, 59 developed a normalized cross-
correlation (NCC) algorithm to match the experimental patterns with the simulated ones. Zaefferer and 
Wu
28
 have improved the speed and accuracy of the NCC algorithm by calculating the circular projection 
of a pattern. However, these techniques have a number of drawbacks such as sensitivity to DP contrast 
and noise and inaccuracy for non-zone-axis patterns. We have implemented two techniques here for 
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indexing the diffraction patterns acquired through the SEND: 1) an improved NCC based algorithm 2) a 
modified Groth’s Triangle algorithm. 
 
4.1.2 The improved NCC based method 
 Zuo
41
 has augmented the basic NCC approach by considering the radial projection of diffraction 
intensities. Basic steps of this improved NCC method are: 
   (1) Determine the beam center position and camera length (magnification) of the experimental DP. 
 (2) Calculate the circular projection of diffraction intensities in the experimental DP. Intensities of 
all pixels located at one polar angle are integrated to generate a 1D circular profile. 
 (3) Calculate the radial projection of diffraction intensities in the experimental DP. Intensities of all 
pixels on one radius are integrated to generate a 1D radial profile. 
 (4) Calculate the circular and radial projections for all simulated DPs based on the experimental 
camera length. 
 (5) Compare the circular and radial profiles of the experimental DP with those of the simulated 
ones using the 1D NCC. Record the pattern rotation angle for each simulated DP. 
 (6) Compare the experimental DP with the simulated DPs using the radial and circular profiles. 
Select an amount of simulated DPs that are most similar to the experimental ones. 
  (7) Compare the experimental DP with the selected simulated DPs using the direct 2D NCC. The 
correlation factor 𝑁 is defined in Equation 3.1. 
 The DP center plays a crucial role in the NCC based algorithms. The most accurate way to 
determine the DP center is to use the 2D lattice observed in an experimental pattern. We manually define 
two lattice vectors and select the origin point to describe the 2D lattice. Both the lattice vectors and the 
origin point are refined iteratively to match the experimental lattice. The optimized origin point provides 
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an accurate determination of the DP center position. If no well-defined lattice is observed, we simply take 
the disk center of the direct beam as the DP center.  
 The DP magnification (camera length) is utilized to scale the simulated patterns to match the 
experimental patterns. Since the NCC method directly compares pixel intensities in two DPs, the scaling 
of the simulated patterns has a tremendous impact on the accuracy of indexing results. The DP 
magnification can be calibrated using a standard sample such as Si. However, the calibration result 
depends on the instrument settings, which requires an update whenever those settings change. In 
processing SEND patterns, we manually identify a zone-axis pattern from the experimental DP data set.  
The calibration is then performed based on the selected pattern.            
 In the NCC method, the computation time is proportional to 𝑛, where 𝑛 is total number of pixels in 
an image. The automatic indexing is slow if every simulated pattern is compared with the experimental 
one using the NCC. Circular and radial profiles are calculated for the DPs in order to achieve a faster 
running speed. Since a 1D profile contains a much smaller amount of pixels than the whole DP, the 
calculation of correlation coefficient of circular and radial profiles are significantly faster than comparing 
the whole DPs. Thus, before performing the NCC comparison, we run the comparison using the circular 
and radial profiles to select a small number of simulated patterns for further comparison. A final NCC 
comparison is executed with the selected patterns, the number of which typically is around 100. Figure 
4.1 shows the indexing result of an experimental DP.      
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Figure 4.1 (a) An experimental spot DP. (b) The corresponding simulated DP found using the NCC 
method. (c) The correlation factor map. 
 
 However, the accuracy of these NCC based methods is significantly reduced when the orientation 
of an experimental pattern is away from the zone axis. Figure 4.3(a)(d) shows an example. In addition, 
NCC-based methods are sensitive to the center beam position and the camera length value. The center 
beam position must be accurately defined and the camera length needs to be calibrated. In what follows, 
we introduce a simple, accurate and robust approach for indexing spot diffraction patterns. With this 
motivation, we introduce an astronomical pattern-matching algorithm into indexing spot DPs. 
 
4.1.3 The Groth’s Triangle algorithm 
 In 1986, E. J. Groth published a pattern-matching algorithm for two-dimensional coordination lists, 
which solved the problem of determining stellar positions from astronomical photographs.
60
 This 
algorithm generates triangles from the selected spots. Triangles from two spot lists are geometrically 
compared to cast “votes” on the possibility of one common spot in both lists. Therefore, this algorithm is 
insensitive to image magnification (camera length), rotation or translation and is tolerant to image 
distortions. Although the Groth’s triangle algorithm is designed for matching star patterns, it is suitable 
for any two-dimensional spot patterns. For example, Arzoumanian et al
61
 applied this algorithm into the 
automated identification of whale sharks (Rhincodon). Here, we adapt the Groth’s triangle algorithm for 
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matching spot diffraction patterns acquired from TED. We refer the experimental diffraction pattern as 𝐴 
and the simulated pattern as 𝐵. Details of our approach are described in the following text.  
(1) Generating spot lists 
 The first step of this approach is to create a list of spots to be matched for both 𝐴 and 𝐵. Each 
diffraction spot in an experimental diffraction pattern is located and measured by matching with a spot 
template using the template matching method.
49
 We record both the position and intensity of the found 
diffraction spots. Since the time cost of this algorithm is proportional to a power of the number of spots 𝑛, 
we set a maximum limit 𝑛𝑚𝑎𝑥 to 𝑛 for a balance between the speed and accuracy. A typical 𝑛𝑚𝑎𝑥 value is 
around 25. If the number of found spots exceeds the limit, we discard a few higher order diffraction spots. 
Although this spot number limit also applies to the simulated DPs, it’s not necessary to have the same 
number of spots in list 𝐴 and 𝐵.  
(2) Generating triangles from spots  
 Unlike the NCC algorithm, we do not directly compare spot positions and intensities. Instead, we 
compare the geometric features of triangles formed within the identified spots. At the start, a triangle is 
generated from an arbitrarily selected triplet of spots in the list. Figure 4.2 shows three sample triangles in 
a diffraction pattern. For a list of 𝑛 spots, we have  
𝑛(𝑛−1)(𝑛−2)
6
  triangles in total. Three vertices of a 
triangle is marked as 1, 2 and 3 in the way that the shortest edge lies between 1 and 2, the intermediate 
edge lies between 2 and 3 and the longest edge lies between 3 and 1. An example of the vertices marking 
rule is illustrated in Figure 4.2. Four values are calculated for each triangle: 1) The perimeter of the 
triangle 𝑃; 2) The condition whether vertices 1,2 and 3 is arranged clockwise or counter-clockwise (ξ); 3) 
The ratio of the longest edge to the shortest edge 𝑅; 4) The cosine of the angle at vertex 1 𝐶. If a triangle 
has a large R, a small distortion of the spot position will introduce a drastic change in R and C, which 
leads to inaccurate indexing results. Thus, we exclude any triangle with a R larger than a certain threshold 
𝑅𝑚𝑎𝑥. A typical value for 𝑅𝑚𝑎𝑥 is 10. This step is performed for both 𝐴 and 𝐵. 
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Figure 4.2 Sample triangles generated from diffraction spots. 
 
(3) Matching triangles 
 One triangle in 𝐴 and one in 𝐵 are matched if they satisfy the following criteria 
{
(𝑅𝐴 − 𝑅𝐵)
2 < 𝐸𝑅
2
(𝐶𝐴 − 𝐶𝐵)
2 < 𝐸𝐶
2
𝑀 − 𝐸𝑀 <
𝑃𝐴
𝑃𝐵
< 𝑀 + 𝐸𝑀
     (4.1) 
, where the subscript 𝐴 and 𝐵 refer to the triangles in 𝐴 and 𝐵, 𝐸𝑅, 𝐸𝐶 and 𝐸𝑀 are user-defined parameters 
and 𝑀  is a rough estimation of the camera length. Here the camera length 𝑀  is defined as the 
magnification of the experimental pattern compared with the simulated one. 𝐸𝑅, 𝐸𝐶 and 𝐸𝑀 determine the 
precision of the triangle matching. A trial-and-error process may be necessary to find appropriate values 
for these parameters. Based on our testing, the indexing is reliable when 𝐸𝑅 is set at 0.05, 𝐸𝐶 is set at 
0.005 and 𝐸𝑀 ranges from 0.1 to 0.3. If two or more triangles in 𝐵 match with a triangle in 𝐴, we select 
the best match in terms of 𝐸𝑅 . This step may be optimized by ranking the triangles in 𝐵 with 𝐸𝑅  for 
further time efficiency. For each pair of matched triangles, we record the real camera length 𝑀𝑟𝑒 =
𝑃𝐴
𝑃𝐵
. 
The average 𝑀𝑟𝑒 of all matched pairs provides us the accurate magnification of the experimental DPs.    
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(4) Matching patterns 
 After triangles in 𝐴 and 𝐵 are matched, we need to translate this matching relation into a value as a 
direct gauge of the similarity between pattern 𝐴 and 𝐵. Each pair of matched triangles casts three “votes”. 
That is one vote for each vertex (spot) in the triangle in B. One spot may receive votes as many as the 
number of triangles it resides in. When this process is finished, we rank the spots based on the votes 
received. The highest number of votes one spot may receive is taken as the correlation factor 𝛾𝐺 between 
pattern A and B. The experimental pattern is compared with all simulated patterns. The simulated pattern 
with the largest 𝛾𝐺 gives the orientation of the experimental one. 
  
4.1.4 Combination of two methods 
 We applied both NCC and Groth’s triangle methods to a nanocrystalline TiN thin film sample. 
Here, the TiN sample was grown on a p-type Si(100) substrate by an unbalanced magnetron sputtering 
(UBMS) system.
62
 The pattern was acquired using a 7 nm probe formed in a JEOL 2100Cryo TEM (LaB6) 
under the NBD mode. The simulated diffraction patterns are generated by the QED program using a 
kinematical approach.
63
 In total 3482 simulated patterns are generated for matching. The triangle 
parameters of the simulated patterns are pre-calculated and stored as a database. We define the reliable 
factor 𝑆 as 𝑆 = 1 −
2
1
, where 1  and 2 are the first and second largest local maximum of the correlation 
factor 𝛾𝑁 or 𝛾𝐺. A high value of 𝑆 indicates a successful indexing. 
 Figure 4.3(a) shows an experimental diffraction pattern for the TiN sample. This pattern is a non-
zone-axis pattern that deviates away from the [001] direction. Figure 4.3(b) and (d) illustrates the 
indexing results using the Groth’s triangle and the improved NCC algorithm respectively. Figure 4.3(c) 
exhibits the matched simulated pattern. The Groth’s triangle algorithm gives a reliability 𝑆=0.43. The 
NCC method gives a reliability 𝑆=0.001. Thus, the Groth’s triangle algorithm is more reliable when 
indexing a non-zone-axis pattern. The reliability of the NCC algorithm is enhanced when the 
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experimental pattern is acquired using the precession diffraction since the spot intensities are more close 
to the kinematical simulation.
59
 
  
  
 
Figure 4.3 (a) An experimental DP taken under the NBD mode using a LaB6 gun. (b) Indexing results of 
the Groth’s triangle approach. (c) The matching simulated pattern. (d) Indexing results of the NCC 
algorithm. 
 
 However, the time cost of the Groth’s triangle approach is significantly larger than that of the NCC 
method. The computation time of the Groth’s triangle algorithm is proportional to 𝑛4.5,60 where 𝑛 is the 
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number of selected spots. Figure 5 shows the real life time consumption when indexing the pattern in 
Figure 4.3(a). The time cost of the NCC algorithm is proportional to 𝑚2, where 𝑚 is the edge length of a 
DP. If the diffraction pattern size is set to 256*256, the running time is only around 6 seconds, which is 
much faster than the average running time of the Groth’s triangle algorithm.  
 
Figure 4.4 Time consumption of the Groth’s triangle approach when indexing the pattern in Figure 4.3(a). 
 
 Thus, we have proposed a new robust approach to index spot diffraction pattern automatically by 
introducing the improved NCC and the Groth’s triangle algorithm. By combing these two algorithms we 
achieve a balance between the computation time and indexing reliability. For instance, the Groth’s 
triangle algorithm can act as a backup method when the NCC method’s reliability 𝑆 is too low for a 
certain diffraction pattern. This approach can be applied to any spot DPs and is suitable for reliable 
indexing of a large diffraction data set. 
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4.2 Orientation determination 
  The beam direction of one DP is usually represented in the stereographic projection view. The 
transformation between the 3D coordinates (𝑥, 𝑦, 𝑧) of the sphere and the 2D coordinates (𝑋, 𝑌) of the 
projection is 
(𝑋, 𝑌) = (
𝑥
1−𝑧
,
𝑦
1−𝑧
)     (4.2) 
(𝑥, 𝑦, 𝑧) = (
2𝑋
1+𝑋2+𝑌2
,
2𝑌
1+𝑋2+𝑌2
,
1−𝑋2−𝑌2
1+𝑋2+𝑌2
)     (4.3) 
Equation (4.2) and (4.3) are frequently used in calculating equivalent beam directions and correlating 
neighbor grains.  
 The orientation of a grain is determined from the indexing results of all available projections. In the 
stereographic projection, the indexing results are expected to form a line. Figure 4.7 shows the indexing 
results of identified grains in a TiN sample (sample name 070415, details defined in section 5.2). The 
orientation of a grain is defined by the transformation matrix 𝑇 that transforms a vector in the crystal 
coordinate onto the holder coordinate. We define the transformation relation as h = Tc, here c is a 3-by-1 
vector which represents a beam direction in the crystal coordinate and h  is a 3-by-1 vector which 
represents the same direction in the holder coordinate. T is a 3-by-3 matrix which transforms the direction 
from the crystal coordinate into the holder coordinate.   
 Ideally, T can be determined with two arbitrary observations. In practice, the indexing results 
contain noise and a more accurate T is obtained by minimizing the following error function 
E(M) = ∑ ‖hk − Tck‖
2n
k=1      (4.4) 
where n  is the number of useful projections. The solution for T  can be found using a single value 
decomposition method.
64
 First we calculate a 3-by-3 matrix B as 
B = ∑ hkck
Tn
k=1       (4.5) 
where ck
T is the transpose of ck. Next we compute the single value decomposition of B as follows 
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B = USVT      (4.6) 
The transformation matrix is  
T = UMVT      (4.7) 
, where 
 M = [
1 0 0
0 1 0
0 0 det (U)det (V)
]. 
The matrices of 𝑈, 𝑆 and 𝑉 in equation 4.7 are all calculated results of the singular value decomposition 
on the matrix 𝐵. 
 
 
Figure 4.5 Beam directions of seven grains in the TiN sample 070415 plotted in stereographic projection. 
The gaps due to a few missing points are due to the failed automatic indexing. 
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 CHAPTER 5 
  
3D RECONSTRUCTION OF NANOGRAINS IN TIN THIN-FILMS 
 
 In this chapter, we apply the 3D-SEND technique to determine the grain morphology and 
orientations in nanocrystalline TiN thin-film samples. Experimental DPs are acquired using both the LaB6 
and FEG sources for a comparison. The reconstruction results are also compared with previous studies of 
TiN nanostructure. 
 
5.1 Introduction 
 Titanium nitride (TiN) as a hard coating material has exceptional wear and corrosion resistance, 
high hardness, high chemical stability and excellent biocompatibility.
65-68
 TiN thin-films have 
applications in cutting and forming tools, aerospace components, engine parts and prosthetic implants. 
TiN thin-films are also extensively used in decorative coating due to its high reflectance near the red end 
of the visible spectrum. TiN is also considered as an alternative gate electrode material to poly-Si because 
of its high electron mobility and screening of surface phonons.
69-71
 Another novel application of TiN is 
the cathode material in lithium batteries.
72
 
 The microstructure features such as grain size, texture and grain morphology of a metal nitride 
thin-film is crucial for its physical properties such as hardness, residual stress, fracture toughness and 
resistivity.
9
 These microstructures may be tailored by exploiting different growth techniques and 
coditions. 
65, 73-77
 For example, a number of groups have reported the structural optimization of 
nanocrystalline TiN thin-films, where the average grain size is below 100 nm. For example, Matossian et 
al
66
 explored the TiN microstructure variations under three methods including chemical vapor deposition 
(CVD), physical vapor deposition (PVD) and plasma-enhanced magnetron sputtering deposition (PMD). 
Huang et al investigated the effect of nitrogen flow on structures of TiN and ZrN grown by radio 
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frequency magnetron sputtering.
78
 The hardness of TiN thin-film is significantly enhanced based on the 
Hall-Petch hardening effect. Chen et al
9
 reported that the dislocation mechanism is no longer active when 
the grain size reaches ~20 nm. Grain rotation or grain boundary sliding may play a more important role in 
the deformation mechanism of nanocrystalline TiN.  
 The traditional methods for characterization of nanocrystalline TiN include atomic-force 
microscopy (AFM), SEM, XRD and TEM. The texture information is obtained through XRD by using a 
four-circle diffractometer. The grain morphologies are estimated thorough the use of AFM, SEM and 
TEM. However, these microscopic techniques only provide a 2D projection or the surface of the grains. 
The determination of nanoscale 3D grain morphology and grain boundary is required to render a better 
understanding of the grain rotation/grain boundary mechanism. In this study, we apply 3D-SEND into the 
characterization of grain 3D morphology and orientation in a TiN thin-film sample grown by unbalanced 
magnetron sputtering. We show that the 3D grain morphology and orientation can be resolved for 
nanocrytalline TiN specimen. We note that the characterization problem introduced here is arguably 
prototypical for a nanocrystalline material system. The overlapping of grains may limit the observable 
projections of a grain, which leads to a less accurate characterization of the grain boundary. 
  
5.2 Experimental details 
 Nanocrystalline TiN thin films can be grown by CVD (chemical vapor deposition) and PVD 
(physical vapor deposition). Here, the TiN sample was grown on a p-type Si(100) substrate using an 
unbalanced magnetron sputtering (UBMS) system.
62
 The deposition temperature was 400 C. Prior to the 
deposition the substrate surface was pre-sputtered by Ar ions to remove the surface oxide layer. After 
presputtering, the working gas was introduced into the chamber, consisting of Ar and N2 (99.9995% in 
purity) with the flow rates at 30 sccm and 1 sccm, respectively. The working pressure was maintained at 
1.7 × 10
−1
 Pa (1.3 × 10
−3
 Torr). Substrate bias voltages of −60 V and −70 V were applied to adjust the 
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residual stress of the specimens. The thickness of deposited TiN thin film is around 4.5 μm. The as-grown 
TiN thin film was characterized by XRD and XPS.
62
 
 We employed a customized tomographic holder design, where the sample is fabricated into a 
needle shape. The needle sample was prepared using a Helios 600i dual-beam FIB. Both plane view and 
cross-section samples were fabricated using the lift-out technique. (See Figure 5.1(c)) We used the 30kV 
Ga ion to mill the sample first to ~180 nm, followed by FIB 5kV and 2kV Ga ion milling to reduce the 
thickness of the surface amorphous layer that was caused by ion beam damage. The 3D-SEND was 
performed using two TEMs. One is a JEOL 2100 equipped with a Lab6 gun. The other is a JEOL 2200FS 
equipped a FEG. The JEOL 2200FS is equipped with a spherical aberration corrector, which is turned off 
under the TEM mode for 3D-SEND. 
 Three 3D-SEND experiments were performed on the TiN thin-film samples. Table 5.1 lists the 
experimental conditions. The acquired data was processed based on the methods described in Chapter 3 
and 4. The algebraic reconstruction took 20 iterations to finish. 
 
 070415 111515 021016 
TEM JEOL 2100 (LaB6) JEOL 2200FS(FEG) JEOL 2200FS(FEG) 
Sample view Plane view Plane view Cross-section 
Probe size 7 nm 5 nm 5 nm 
Scanning size 26*26 26*26 26*38 
Scanning step size 11 nm 8 nm 8 nm 
Sample rotation range -85~+85 -75~+75 -75~+75 
Sample rotation step size 5 5 5 
Table 5.1 Experimental conditions for three TiN thin-film samples. 
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5.3 Results and discussion 
5.3.1 Grain morphologies and orientations 
 Figure 5.1 shows the TEM images of the TiN thin-film recorded in both plane-view and cross-
sectional view. Grains are elongated along the growth direction. Figure 5.1(e) shows a statistical analysis 
of the grain size.
79
 The result indicates an average grain size ranges from 20 to 50 nm. For sample 070415, 
the 3D morphologies and orientations of the reconstructed grains are illustrated in Figure 5.2. Results for 
sample 111515 and 021016 are shown in Figure 5.3 and 5.4 respectively. Previous studies found that the 
grains are elongated along the growth direction, and that multiple grains are stacked along the elongation 
direction.
80, 81
 In the plane-view sample 070415 (See Figure 5.2), we have observed elongations of red, 
yellow and magenta grains. Similar grain morphology is also observed in the plane-view sample 111515 
(See Figure 5.3). This elongation feature is even more obvious in the cross-sectional view sample 021016 
(See Figure 5.4), where multiple elongated grains forms a layered structure. The layer thickness is around 
50 nm while the grain length along the elongation direction exceeds 300 nm.  
 We have observed the wave-like boundaries for a few grains. One example is the boundary 
between the yellow and green grain in Figure 5.3(a). This is a reconstruction artifact since due to the fact 
that our scanning step size (8~11 nm) is relatively large compared with the grain size. We have noticed 
multiple space vacancies among grains. One example is the vacancy surrounded by blue, cyan and yellow 
grains in Figure 5.3(c). The reason is that we were unable to reconstruct small grains located at those 
vacancies. The size of these grains is usually smaller than 20 nm, which is less than 10% of the sample 
diameter. Also this size is close to our scanning step size (8~11 nm). Therefore, it is difficult to sort out 
their diffraction spots using the virtual dark-field images. We may detect these small grains in the future 
by using a smaller scanning step size and an improved cluster analysis algorithm.  
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Figure 5.1 (c) Schematic illustration of the sample geometry. TEM bright-field images are shown for both 
the cross-section (a) and plane view (d) samples. The selected area diffraction pattern (b) is acquired from 
the plane-view sample. (e) The grain size distribution extract from the plane view image.
79
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Figure 5.2 Reconstructed grains and their orientations for sample 070415. Side (a), front (b) and top view 
(c) of the 3D morphologies of reconstructed grains. (A 9 grain is indicated by the arrows) (d) 
Orientations of the seven grains. Each cube is labelled by the colour used to represent the grain. 
 
 
Figure 5.3 Reconstructed grains and their orientations for sample 111515. Side (a), front (b) and top view 
(c) of the 3D morphologies of reconstructed grains. (d) Orientations of the seven grains. Each cube is 
labelled by the colour used to represent the grain. 
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Figure 5.4  Reconstructed grains and their orientations for sample 021016. Side (a), front (b) and top view 
(c) of the 3D morphologies of reconstructed grains. (d) Orientations of the seven grains. Each cube is 
labelled by the colour used to represent the grain. 
 
5.3.2 Spatial resolution 
 The spatial resolution of the reconstructed data ideally equals to the step size used during the beam 
scanning under certain conditions. How it works is that the reconstructed data is a set of scattered points 
assigned with values. These points are then interpolated to obtain the grain morphology using a cubic 
kernel, which usually gives a rendering resolution lower than the data resolution.  
 The spatial resolution of 3D-SEND is ultimately limited by the electron probe size 𝑑0  and the 
column diameter under the column approximation. The diameter of the cone 𝑑𝐴𝐵  is defined 
approximately as  
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𝑑𝐴𝐵 = 2𝛼𝑡       (8) 
, where 𝛼 is the convergence semi-angle and 𝑡 is the sample thickness. The radius of the first Fresnel zone 
𝜌1 used to represent the diffraction column is calculated using 
𝜌1 = √𝜆𝑡       (9) 
, where 𝜆 is the electron beam wavelength. At 200kV, 𝜆 = 2.5 pm. For a JEOL 2100 TEM, we can form a 
probe with a FWHM of 2.3 nm using a 10 μm condenser aperture in the CBD mode with a full 
convergence angle of 4.2 mrad. If the sample thickness is 200 nm, 𝑑𝐴𝐵 is 0.8 nm and 𝜌1 is 0.7 nm. This 
means that the best spatial resolution of 3D-SEND is probe limited at around 2 nm in a JEOL 2100 TEM. 
 The influence of scan distortion also limits the spatial resolution of the reconstruction. The beam 
scan is calibrated using the three-point method described in 3.3.5. The actual beam position could be off 
by 1 to 3 nm after moving the beam by 200 nm. Our experiment shows that the drift is 3 nm or less in 
both horizontal and vertical directions during a period of 10-minute scanning.
25
 Considering the above 
factors, we estimated that the calibration error and sample drift put a limit on the spatial resolution at 
around 1.5 nm when the grain size is around 100 nm. This limit is smaller than the diffraction limit (~2 
nm) discussed above. Therefore, the final spatial resolution is limited at around 2 nm in a JEOL 2100 
TEM. 
 
5.3.3 Grain boundary identification 
 A grain boundary can be identified using five independent parameters. Three are used to describe 
the orientation of one grain. Two are used describe the orientation of the grain boundary surface. The 
grain boundary character distribution (GBCD) controls the properties such as grain energy, wear 
resistance, segregation and mobility.
82-84
 While the misorientation across a grain boundary can be readily 
acquired from an EBSD study, the determination of the grain boundary plane orientation is still an 
ongoing research subject.
85, 86
 3D-SEND directly provides the five parameters of a grain boundary if two 
57 
 
adjacent grains are both reconstructed. The grain boundary can be segmented into 2D planes based on the 
3D resolution. The accuracy of the plane segment orientations is determined by the resolution of the 
reconstructed grains. For example, the boundary between the magenta and the black grains is identified as 
a 9 grain boundary (38.9/<110>). This grain boundary is highlighted by arrows in Figure 5.2 The 
measured surface area of this grain boundary is around 800 nm
2
 if we approximate the boundary as a 
plane.  
 
5.3.4 Comparison with existing 3D nanostructure analysis techniques 
 The best spatial resolution that has been reported for XRD based tomographic mapping technique 
is submicrometre using DAXM. 
20
 Tomography based on coherent X-ray diffraction 
87, 88
 in principle can 
provide higher spatial resolution at tens of nm, but such technique has yet to be developed for 
nanocrystalline materials. Using electrons, the spatial resolution can be improved to 1~2 nm. The method 
(SPET) developed by Eggeman & Midgley 
30
 reduces the electron multiple scattering effect by using 
precession electron diffraction. By increasing the number of diffraction pattern spots, this method 
improves the reliability of orientation mapping. The drawback of SPET is the increased acquisition time 
and also the electron beam size. In comparison, our SEND technique without precession works under the 
low dose mode. The individual diffraction patterns were acquired using a 0.1s exposure time, but the 
diffraction pattern indexing is challenging. To overcome this challenge, we developed the dark-field 
image sorting algorithm, which works for the unprocessed electron diffraction data.  
 In principle, 3D-OMiTEM 
29
 can be applied to single-phase materials such as the nanocrystalline 
TiN sample. The recorded dark-field images has a large field view and diffraction limited resolution, 
however, the resolution as well as the angular range of the reconstructed diffraction patterns are limited 
by the beam tilting angles. A large electron dose is also required since each dark field image is recorded 
using only one diffraction spot. 3D-SEND is dose efficient since all diffraction spots are required and 
only the sample under the electron beam is exposed. In addition, 3D-SEND has a better DP resolution 
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compared with 3D-OMiTEM, which allows a more reliable separation of overlapping grains. The 
comparisons among 3D-SEND, SPET and 3D-OMiTEM are summarized in Table 5.2.  
 By using a needle-shaped sample, we are able to record DPs from the sample between -85 to +85. 
The large sample rotation range increases the accuracy of grain morphology reconstruction. In addition, 
the needle-shaped sample provides a sample boundary constraint for the 3D reconstruction of grains. 
Most TEM samples are prepared in the thin-film geometry. The main drawback of using the thin film 
geometry for diffraction tomography is that the number of grains under the beam does not stay constant as 
the sample rotates for a fixed scan area. We also expect that the needle-shaped samples to work with EDX 
and atom probe tomography, which will bring the added benefits of combined crystallography and 
composition analysis. 
 3D-OMiTEM SPET 3D-SEND 
Spatial resolution ~2 nm 
Materials Single-phase Multi-phase Single-phase 
Electron dose Very high High low 
DP quality Poor Best Good 
Image quality Best Medium Medium 
Table 5.2 Comparison of three existing TEM 3D orientation mapping techniques 
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CHAPTER 6  
 
SUMMARY AND FUTURE WORKS 
 
6.1 Summary 
 We have introduced 3D-SEND as a versatile and reliable 3D orientation mapping technique. Both 
the 3D morphology and the orientation can be acquired for nanograins. It uses high resolution electron 
diffraction that is adaptive to various nanocrystalline samples. The previously developed SEND is 
coupled with our customized high-tilt holder for a simple and efficient scanning diffraction tomography 
system. Multiple algorithms have been studied to process the large diffraction data set. Virtual dark-field 
(DF) images are utilized to identify the grain morphologies in a 2D space. This approach is based on the 
consideration of sample diffraction, rather than the statistical analysis employed in multivariate or related 
methods. The 2D grain morphology is extracted from the grain shape in clustered virtual DF images 
regardless of the intensity fluctuation, which acts as a “binary” prior condition for the ART reconstruction. 
The experimental DPs are indexing using two methods: 1) NCC based algorithms and 2) Modified 
Groth’s triangle algorithm. The former one is faster while the latter one is more accurate. Thus, the 
overall data processing for spot DPs is tremendously improved over previous orientation mapping 
techniques. We have applied 3D-SEND into studying the nanostructures in nanocrystalline TiN thin-film 
samples. Results show sheet-like grains that are elongated along the growth direction. Grain boundary 
misorientations can be acquired from the grain orientations.    
 
6.2 Future works 
 With the help of the holder design, this technique can be easily coupled with other characterization 
techniques such as atom-probe tomography, EDX tomography and nanoindentation. We have been 
collaborating with Dr. Guo at Oak Ridge National Laboratory for a correlative study of hard-tuned steel 
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sample by combing 3D-SEND and atom-probe. However, the complicated phases residue inside this 
material demands further enhancement of the data processing methods.  
 Since most mechanical and physical behaviors of nanocrystalline materials are related to grain 
boundaries, the ultimate goal of future research is to extract 3D grain boundary information from the 
reconstructed data. A statistical GBCD of nanograins will provide crucial guidelines for synthesis. A 3D 
illustration of atoms near grain boundaries is also useful for studying strengthening and deformation 
mechanisms.  
 While most of the DP processing steps can be automatically performed in a computer, human 
interference is still required for a few vital steps including outlining 2D grain shape, correlating grains 
from different rotation angles and indexing overlapped DPs. Therefore, the total data processing takes 
several weeks. The time cost could be significantly reduced if we can automatize the correlation of 2D 
grain morphologies from different angles. To achieve this goal, we need to improve the cluster analysis 
algorithm in order to obtain high quality grain morphology contrast in the averaged dark-field images. 
Also the automatic indexing algorithm needs to be improved for indexing overlapped diffraction patterns. 
Manual supervision and correction, however, is always mandatory to ensure an accurate 3D grain 
reconstruction.   
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