Математичне та програмне забезпечення оптимального розподілу інформаційних ресурсів серед вузлів обчислювальних мереж by Тичковський, Р. О. & Цегелик, Г. Г.
49
математика и кибернетика - фундаментальные и прикладные аспекты
Розглянуто підхід до побудови матема-
тичних моделей оптимального розподілу 
копій файлів та комп’ютерних потужно-
стей серед вузлів обчислювальної мережі. 
Запропоновано евристичний та генетичний 
алгоритм для реалізації побудованих моде-
лей
Ключові слова: розподілені обчислення, 
евристичний алгоритм, генетичний алго-
ритм
Рассмотрен подход к построению мате-
матических моделей оптимального распре-
деления копий файлов и компьютерных мощ-
ностей среди узлов вычислительной сети. 
Предложен эвристический и генетический 
алгоритм для реализации построеных моде-
лей
Ключевые слова: распределенные вычис-
ления, эвристический алгоритм, генетиче-
ский алгоритм
The approach to the building of mathematical 
models for optimal copies of file allocation and 
performance of computers amongst nodes of 
computing networks is described. The heuristic 
and genetic algorithm for realization of the 
received mathematical models is proposed
Key words: distributed solving a tasks, 
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Одним із основних напрямків розвитку ін-
формаційних технологій є географічно розподілена 
обробка даних в комп’ютерній мережі, що пов’язано 
з необхідністю інтеграції географічно розподілених 
інформаційних ресурсів. 
До інформаційних ресурсів, зокрема, належать: файли 
даних, процесорні та обчислювальні потужності, засо-
би передачі інформації, засоби зберігання інформації, 
термінали користувачів для доступу до даних, програ-
ми обробки даних. Вузлами мережі вважають: сервери 
баз даних, файлові сервери, маршрутизатори, комута-
тори тощо.
Для реалізації інформаційної інтеграції все 
більшого поширення набувають розподілені бази да-
них, які функціонують в обчислювальній мережі, та 
розподілені обчислення, які сумісно використову-
ють обчислювальні потужності вузлів обчислювальної 
мережі.
аналіз останніх досліджень
Проблеми оптимізації розміщення інформаційних 
ресурсів розглянуто у [1,2,4]. У [2,4] побудовано 
математичні моделі оптимального розподілу файлів 
серед вузлів обчислювальної мережі (ОМ). У [3,6] 
розглянуто методи і моделі організації доступу до 
інформації інтернет-серверів з використанням пошу-
кових систем. У [5] вперше розглянуто таку організацію 
і перегляд сторінок серверу при заданих ймовірностях 
50
Восточно-Европейский журнал передовых технологий 6/4 ( 42 ) 2009
звертання до сторінок, коли досягається мінімум ма-
тематичного сподівання загального часу, необхідного 
для пошуку потрібної сторінки користувачем.
проблеми оптимізації продуктивності комп’ютерних 
мереж
Однією з проблем, що виникають при проектуванні 
і реалізації систем розподіленої обробки інформації, 
є проблема оптимального розподілу інформаційних 
ресурсів (файли даних, процесорні та обчислювальні 
потужності і.т.п.) серед вузлів обчислювальної мережі 
[1,2]. Математично задача формулюється так: знайти 
мінімальне значення функції:
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де n – кількість вузлів обчислювальної мережі; m – 
кількість файлів бази даних, які необхідно розмістити 
серед вузлів мережі; K j  – j-й вузлів мережі; Fi  – i-й 
файл бази даних. Q L bis ij j, ,  – невід’ємні цілі сталі, 
які в кожному конкретному випадку мають певний 
фізичний зміст;
xij  –шукані величини,
Ця задача належить до класу NP-повних. Задачі та-
кого типу є досить громіздкими і алгоритм повного пе-
ребору варіантів є непридатним для їх розв’язування. 
Тому пропонується використати евристичний та ге-
нетичний алгоритми. За допомогою цих алгоритмів, 
можна знайти наближений розв’язок за незначну 
кількість ітерацій.
методи реалізації математичних моделей оптимального 
розподілу інформаційних ресурсів серед вузлів 
обчислю вальних мереж
Для розв’язування задачі (1)–(4), розроблено еври-
стичний алгоритм, суть якого полягає в слідуючому. 
Нехай N Ck n
k=  – кількість можливих варіантів 








число можливих варіантів розподілу копій файлу, 
який може мати від однієї до r копій. Кожному такому 
варіанту розподілу із множини Mr  варіантів поста-
вимо у відповідність послідовність двійкових цифр 
( ε ε ε1 2, ,..., n ), де
Наприклад, якщо n=4, то можливим варіантам 
розподілу копій файлу серед чотирьох вузлів мережі 
будуть відповідати такі послідовності двійкових цифр: у 
випадку однієї копії – 1 0 0 0, , ,( ), 0 1 0 0, , ,( ), 0 0 1 0, , ,( ), 0 0 0 1, , ,( ); 
у випадку двох копій – 11 0 0, , ,( ), 0 11 0, , ,( ), 1 0 1 0, , ,( ) , 1 0 1 0, , ,( ) , 
0 1 0 1, , ,( ) , 1 0 0 1, , ,( ) ; у випадку трьох копій – 111 0, , ,( ) , 11 0 1, , ,( ) , 
1 0 11, , ,( ) , 0 111, , ,( ) ; у випадку чотирьох копій – 1111, , ,( ) . Тому 
N1 4= , N2 6= , N3 4= , N4 1= , M1 4= , M2 10= , M3 14= ,
M4 15= .
Множину натуральних чисел від 1 до Mki  позна-
чимо через Pi . Через Mis  позначимо множину індексів 
j j n( , ,..., )= 1 2 , яка визначається так: j Mis∈ , якщо при 
s-му варіанті розподілу копій файлу Fi  копія цього 
файлу міститься у вузлі K j .
Алгоритм евристичного методу складається з 
двох етапів. На першому етапі знаходимо початко-
вий розподіл файлів, який завжди буде оптимальним, 
якщо не враховувати умови (3). На кожному кроці 
другого етапу проводиться перерозподіл одного фай-
лу із переповненого вузла таким чином, щоб досягти 
мінімального збільшення значення цільової функції. 
Виконання другого етапу алгоритму продовжується 
доти, доки не буде знайдено розподіл, що задовольняє 
умови (3).
побудова математичних моделей оптимального 
використання комп’ютерних потужностей в 
обчислювальних мережах та методи їх реалізації
Експлуатація ОМ може передбачати не тільки до-
ступ користувачів до інформаційних ресурсів кожного 
вузла, а й можливість використання комп’ютерних 
потужностей в будь-якому вузлі. В зв’язку з цим, 
виникає проблема побудови математичних моделей 
оптимального (з точки зору певного критерію) вико-
ристання комп’ютерних потужностей в ОМ і методів 
їх реалізації. Нами побудовано низку математичних 
моделей, однією з яких є така.
Нехай n – кількість вузлів ОМ; m – кількість 
різних типів задач, призначених до розв’язування; 
mi  – кількість задач i-го типу; K j  – j-й вузол ОМ; 
Zi  – і-та задача; tij  – час виконання задачі Zi  на ЕОМ 
вузла K j ; t j  – час, протягом якого можна використати 
ЕОМ вузла K j . Треба так розподілити задачі між ЕОМ 
у мережі, щоб сумарний час розв’язування задач був 
мінімальний. Якщо xij  – кількість задач i-го типу, що 
планується розв’язати на ЕОМ вузла K j , то матема-
тична модель матиме вигляд
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Для розв’язування задач такого типу пропонується 
використати евристичний та генетичний алгоритми. 
За допомогою цих алгоритмів можна знайти наближе-
ний розв’язок за незначну кількість ітерацій.
Генетичні алгоритми розв’язування задач дискретної 
оптимізації
Для розв’язування задачі (1)-(4) за допомогою гене-
тичного алгоритму, необхідно закодувати оптимізуючі 
параметри в двійкові рядки (хромосоми). Ці параметри 
повинні задовольняти умови (2)-(4). Вибравши певного 
вигляду їх кодування, можна добитися того, що умо-
ви (2),(4) задачі будуть задовольнятись автоматично. 
Специфіка кодування полягає в тому, що допусти-
мий розв’язок задачі представляться у вигляді вектора 
R R R m= { }( ) ( ),...,1 , де R R Pi i i( ) ( )1≤ ≤( )  означає, що копії 
і-го файла розподілені по R i( ) -му варіанту, і кодується 
вектор R, а не масив X xij i j
m n
=   =,
,
1
. Закодований вектор R 








, де qi  обчислюються з такої нерівності:
2 1 2 11q i
qi iN− < −( ) ≤ − .
Для врахуваня умови (3) треба скористатися мето-
дикою штрафних функцій, тобто функцію корисності 
в генетичному алгоритмі задати в такому вигляді:















де A j –коефіцієнти масштабування. Ознакою зу-
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математичне моделювання оптимального доступу до 
інформації серверів з боку користувачів
Припустимо, що інформація, яка зберігається на 
віддаленому сервері, розміщена на N сторінках. Вважа-
тимемо, що всі сторінки розбиті на n блоків по m сторінок 
в кожному (N=n⋅m) і пошук користувачем потрібної 
сторінки відбувається шляхом послідовного читання 
блоків сторінок і їх послідовного переляду. Нехай
pi – ймовірність звертання до i-ої сторінки;
a b d m0 0 0= + – час читання блоку сторінок, де b d0 0,  
–деякі сталі;
t0  – середній час перегляду однієї сторінки кори-
стувачем;
E – математичне сподівання загального часу, 
необхідного для пошуку сторінки.
Тоді Е виразиться формулою
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Нами знайдено явний вираз для Е як у випад-
ку рівномірного розподілу ймовірностей звертання 
до сторінок, так і для таких законів нерівномірного 
розподілу ймовірностей як [2,4]: Зіпфа, узагальнений 
та“бінарний” розподіл. 
Виведено співвідношення для знаходження значень 
параметрів n i m, при яких математичне сподівання Е 
досягає мінімуму.
1. У разі рівномірного розподілу ймовірностей звер-
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2. Нехай ймовірності звертання до сторінок за-
довольняють “бінарний” закон розподілу. Тоді 




















3. Якщо ймовірності звертання до сторінок 
розподілені за законом Зіпфа, то аналогічно як в [4]
E
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H n n a Nt
N



















2= ln π .
Для визначення параметра n, при якому функція Е 
досягає мінімуму, одержуємо рівняння





H C nN−( ) = − + −( )ln .
4. Нехай розподіл ймовірностей звертання до 
сторінок задовольняє узагальнений закон розподілу. 
Тоді аналогічно як в [4]
Якщо похідну від α( )( )c n  замінити різницею 
α α( ) ( )( ) ( )c cn n+ −1 , то для наближеного обчислення 
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Висновки
У статті приведено математичну модель визна-
чення оптимальної кількості файлів, розподілених 
серед вузлів обчислювальної мережі, яка зводиться 
до узагальненої задачі про призначення з нелінійною 
цільовою функцією. Запропонований евристичний ме-
тод реалізації побудованої математичної моделі, який 
дає змогу за скінченну кількість кроків знайти опти-
мальний або майже оптимальний розв’язок задачі.
Запропоновано підхід до побудови математичних 
моделей оптимального розподілу задач се ред вузлів 
обчислювальної мережі. За критерій оптимальності 
вибирається сумарний час розв’язування задач. Мате-
матичною моделлю задачі є задача дискретного про-
грамування, для розв’язування якої запропоновано 
евристичний алгоритм. Цей алгоритм дає змогу за 
скінченну кількість кроків знайти опти мальний або 
майже оптимальний розподіл задач серед вузлів ОМ. 
Недоліком алгоритму є те, що він не дає гарантії от-
римання оптимального розподілу в разі розв’язування 
задачі.
Для розв’язування отриманих задач дискретного 
програмування використано генетичний алгоритм. 
Запропоновано кодувати оптимізуючі параметри в 
двійкові рядки у специфічний спосіб, щоб автоматич-
но задовольнити умови задачі. Це дало змогу значно 
скоротити витрати часу і ресурсів комп’ютера при 
розв’язувані задач цим алгоритмом.
Побудовано математичні моделі оптимального до-
ступу до розбитої на сторінки інформації серверу з 
боку користувача. За критерій оптимальності прийнято 
математичне сподівання загального часу, необхідного 
для пошуку сторінки. Математичні моделі враховують 
ймовірності звертання до сторінок, час читання блоку 
сторінок і середній час перегляду однієї сторінки ко-
ристувачем.
Знайдено явний вираз математичного сподівання 
для різних законів розподілу ймовірностей звертання 
до сторінок і виведені співвідношення для знаход-
ження параметрів, за яких математичне сподівання 
досягає мінімуму.
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