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Operationally Invariant Information in Quantum Measurements
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A new measure of information in quantum mechanics is
proposed which takes into account that for quantum systems
the only feature known before an experiment is performed
are the probabilities for various events to occur. The sum
of the individual measures of information for mutually com-
plementary observations is invariant under the choice of the
particular set of complementary observations and conserved if
there is no information exchange with an environment. That
operational quantum information invariant results in k bits of
information for a system consisting of k qubits.
PACS number(s): 03.65.Bz, 03.67.-a
In any individual quantum measurement with discrete
variables a number of different outcomes are possible, for
example, in a spin-1/2 measurement the individual out-
comes ”spin up” and ”spin down”. We define a new mea-
sure of information for an individual quantum measure-
ment based on the fact that the only feature defined be-
fore the measurement is performed are the specific prob-
abilities for all possible individual outcomes.
The observer is free to choose different experiments
which might even completely exclude each other, for ex-
ample, measurements of orthogonal components of spin.
This quantum complementarity of variables occurs when
the corresponding operators do not commute. One quan-
tity, for example, the z component of spin, might be well
defined at the expense of maximal uncertainty about the
other orthogonal components. We define the total infor-
mation content in a quantum system to be the sum over
all individual measures for a complete set of mutually
complementary experiments.
The experimentalist may decide to measure a differ-
ent set of complementary variables thus gaining certainty
about one or more variables at the expense of loosing
certainty about other(s). In the case of spin these could
be the projections along rotated directions, for example,
where the uncertainty in one component is reduced but
the one in another component is increased correspond-
ingly.
Intuitively one expects that the total uncertainty or,
equivalently, the total information carried by the system
is invariant under such transformation from one complete
set of complementary variables to another. We show that
the total information defined according to our new mea-
sure has exactly that invariance property. Also it is con-
served in time if there is no information exchange with
an environment.
We find that the total information of a system re-
sults in k bits of information for a system consisting of k
qubits. For a composite system, maximal entanglement
results if the total information carried by the system is
exhausted in specifying joint properties, with no indi-
vidual qubit carrying any information on its own. Our
results we interpret as implying that information is the
most fundamental notion in quantum mechanics.
Every reasonably well-designed experiment tests some
proposition. Knowledge of the state of a quantum sys-
tem permits the prediction of individual outcomes with
certainty only for that limited class of experiments which
have definite outcomes, a situation where the correspond-
ing propositions have definite truth value. From theo-
rems like Kochen-Specker [1] we know that in quantum
mechanics it is not possible, not even in principle, to as-
sign definite noncontextual truth values to all conceivable
propositions. About indefinite propositions we can make
only probabilistic predictions.
Consider a stationary experimental arrangement with
n possible outcomes. Knowing the probabilities ~p =
(p1, ..., pj , ..., pn) for the outcomes all an experimenter
can do is to guess how many times a specific outcome
will occur. In making his prediction he has only a lim-
ited number of systems to work with. Then, because
of the statistical fluctuations associated with any finite
number of experimental trials, the number nj of occur-
rences of a specific outcome j in future N repetitions of
the experiment is not precisely predictable. Rather, the
experimenter’s uncertainty (mean-square-deviation), or
lack of information, in the value nj is [2]
σ2j = pj(1− pj)N. (1)
This implies that for a sufficiently large number N of
experimental trials the confidence interval is given as
(pjN−σj, pjN+σj). Therefore, if we just plan to perform
the experiment N times, we know in advance, before the
experiments are performed and their outcomes become
known, that the number nj of future occurrences of the
outcome j will be found with probability 68% within the
confidence interval.
Notice that the experimenter’s lack of information (1)
is proportional to the number of trials. This important
property guarantees that each individual performance
of the experiment contributes the same amount of in-
formation, no matter how many times the experiment
has already been performed. After each trial the experi-
menter’s lack of information about the outcome j there-
fore decreases by
1
U(pj) =
σ2j
N
= pj(1− pj). (2)
This is the lack of information about the outcome j with
respect to a single future experimental trial. In this view
we suggest to define the total lack of information regard-
ing all n possible experimental outcomes as
U(~p) =
n∑
j
U(pj) =
n∑
j
pj(1− pj) = 1−
n∑
j
p2j . (3)
The uncertainty is minimal if one probability is equal to
one and it is maximal if all probabilities are equal.
This suggests that the knowledge, or information, with
respect to a single future experimental trial an experi-
mentalist possesses before the experiment is performed
is a complement of U(~p) and, furthermore, that it is a
function of a sum of the squares of probabilities. A first
ansatz therefore would be I(~p) = 1 − U(~p) = ∑ni=1 p2i .
Expressions of such a general type were studied in detail
by Hardy, Littlewood and Po´lya [3]. Notice that this ex-
pression can also be viewed as describing the length of the
probability vector ~p. Obviously, because of
∑
i pi = 1,
not all vectors in probability space are possible. Indeed,
the minimum length of ~p is given when all pi are equal
(pi = 1/n). This corresponds to the situation of com-
plete lack of information in an experiment. Therefore we
suggest to normalize the measure of information in an
individual quantum experiment as obtaining finally
I(~p) = N
n∑
i=1
(
pi − 1
n
)2
. (4)
Considering from now on those cases where maximally
k bits of information can be encoded, i.e., n = 2k, the
normalization is N = 2kk/(2k − 1). Then I(~p) results in
k bits of information if one pi = 1 and it results in 0 bits
of information when all pi are equal.
We emphasize that our measure of information is not
equal to Shannon’s information. While Shannon’s infor-
mation is applicable when measurement reveals a preex-
isting property [4], in general, a quantum measurement
does not reveal a preexisting property.
Having defined the measure of information for an indi-
vidual quantum measurement we now ask what the total
information content in a quantum system is. We recall
Bohr’s [5] remark that ”... phenomena under different
experimental conditions, must be termed complementary
in the sense that each is well defined and that together
they exhaust all definable knowledge about the object
concerned,” and suggest to sum the individual measures
of information [Eq. 4] over a complete set of m of mutu-
ally complementary experiments
Itotal =
m∑
j=1
Ij(~p). (5)
A set of propositions associated with certain quantum-
mechanical experiments is mutually complementary if
complete knowledge of the truth value of any one of the
propositions impliesmaximal uncertainty about the truth
values of the others. Such a complete set of propositions
for a spin-1/2 particle can be for example the following:
(1) ”The spin along the x axis is up”, (2) ”The spin along
the y axis is up” and (3) ”The spin along the z axis is
up” [6].
FIG. 1. Principle sketch of arrangements to consider mu-
tually exclusive classes of information in an interference ex-
periment with a Mach-Zehnder type of interferometer. Into
each of the two paths of the interferometer in (b) one detec-
tor is inserted with a property to detect the particle without
absorbing it.
Another example for complementary is quantum inter-
ference. Consider an experiment with an idealized Mach-
Zehnder type of interferometer (Fig. 1). Suppose that
for a specific phase shift φ between the two beams inside
the interferometer (Fig. 1a), the particle will exit with
certainty towards the upper (lower) detector behind the
beam splitter. In this case we have complete knowledge
of the beam the particle will be found in behind the beam
splitter at the expense of the fact that we have absolutely
no knowledge which path the particle took inside the in-
terferometer. The state of the particle is then represented
by the truth value (true or false) of the proposition: (1)
”The particle takes the outgoing path towards the upper
detector in presence of the phase shift φ.”
In contrast, if we know which path the particle took
through the interferometer (Fig. 1b) no interference re-
sults and hence it is completely uncertain which outgoing
path the particle will take. The state of the particle can
now be specified by the truth value of the proposition:
(2) ”The particle takes the upper path inside the inter-
ferometer.”
Knowing that spin-1/2 affords a model of the quan-
tum mechanics of all two-state systems, i.e. qubits, we
expect that there are always three mutually complemen-
tary propositions whenever binary alternatives are con-
sidered. Indeed, it can easily be shown that even without
path information our knowledge of the beam the parti-
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cle will be found in behind the beam splitter in Fig. 1a
will be completely removed if we introduce an additional
phase shift of π/2 between the two beams inside the in-
terferometer. Then, in the new arrangement in Fig. 1c
both outgoing beams will be equally probable.
Now, suppose that in the presence of a specific phase
shift φ+π/2 (Fig. 1c), the particle will exit with certainty
towards the upper (lower) detector. The state of the sys-
tem is now represented by the truth value of the propo-
sition (3) ”The particle takes the outgoing path towards
the upper detector in presence of the phase shift φ+π/2”.
For a particle in that state we have complete knowledge
of the outgoing beam the particle will take (Fig. 1c) at
the expense of absolutely no knowledge about either the
path inside the interferometer (Fig. 1b) or about the
outgoing path in the arrangement in Fig. 1a.
Notice that we can label various sets of the three mu-
tually complementary propositions by the value φ of the
phase shift. The three propositions we found for the in-
terferometer are formally equivalent to the complemen-
tary propositions about spin-1/2: (1)”The spin is up
along φ in the x-y plane”, (2) ”The spin is up along the
z axis”, and (3) ”The spin is up along φ+π/2 in the x-y
plane”. Here, the direction φ is assumed to be by lying in
the x-y plane oriented at an angle φ with respect to the x
axis. Evidently, this analogy can be carried even further
using the concept of multiports. Therefore from now on
we will explicitly discuss spin measurements only keeping
in mind the applicability of these ideas for interference
experiments.
We realize that the total information content of the
system is
Itotal = I1(p
+
1 , p
−
1 ) + I2(p
+
2 , p
−
2 ) + I3(p
+
3 , p
−
3 )
= 2Trρˆ2 − 1. (6)
Here, e.g., p+1 is the probability to find the particle in
the state ρˆ with spin up along φ. Evidently, this is in-
variant under unitary transformations. Also, this results
in just 1 bit of information for a pure state when one
single proposition with definite truth value is assigned to
the system and in 0 bits of information for a completely
mixed state when no proposition with definite truth value
can be made about the system.
Note that the total information content of a quantum
system is completely specified by the state of the sys-
tem alone and independent of the physical parameter φ
(phase shift) that labels various sets of mutually comple-
mentary observations. In the same spirit as choosing a
coordinate system one may choose any set of mutually
complementary propositions to represent our knowledge
of the system. The total information about the system
will then be invariant under that choice. This is the rea-
son we may use the phrase ”the total information con-
tent” without explicitly specifying the particular refer-
ence set of mutually complementary propositions. Also
note that the total information content of the system is
conserved in time if there is no information exchange with
the environment, that is, if the system is dynamically in-
dependent from the environment and not exposed to a
measurement.
Wootters and Zurek [7] found for a double-slit exper-
iment that we can obtain some partial knowledge about
the particle’s path and still observe an interference pat-
tern of reduced contrast as compared to the ideal inter-
ference situation. Englert [8] has proposed an inequality
to describe quantitatively the complementarity between
path information and interference pattern in a Mach-
Zehnder type of interferometer. Our results indicate that
when we take into account not just two variables, but
three, the rigorous equality Eq. (6) results.
In order to analyze the most simple composite system
in view of the ideas just proposed above, let us consider
two qubits. An explicit example will again be two spin-
1/2 particles. We will consider a complete set of mutu-
ally complementary pairs of propositions where precise
knowledge of the truth values of a specific pair of proposi-
tions excludes any knowledge of the truth values of other
complementary pairs of propositions. As opposed to the
single-particle case where three individual propositions
are complementary to each other, in the two-particle case
we have five pairs of propositions where each pair is com-
plementary to each other pair [9].
We give one possible choice of a complete set of five
pairs of complementary propositions for two particles:
(1) ”The spin of particle 1 is up along z” and ”The spin
of particle 2 is up along z;” (2) ”The spin of particle 1 is
up along φ1” and ”The spin of particle 2 is up along φ2”,
(3) ”The spin of particle 1 is up along φ1+π/2” and ”The
spin of particle 2 is up along φ2 + π/2,” (4) ”The spin
of particle 1 along z and the spin of particle 2 along φ2
are the same” and ”The spin of particle 1 along φ1 and
the spin of particle 2 along φ2 + π/2 are the same,” (5)
”The spin of particle 1 along z and the spin of particle 2
along φ2 + π/2 are the same” and ”The spin of particle
1 along φ1 and the spin of particle 2 along z are the
same.” Again directions φ1 and φ2 are assumed both to
be by lying in the x-y plane oriented at an angle φ1 and
φ2, respectively, with respect to the x axis. In a set of
mutually exclusive two-particle interference experiments
the angles would correspond to phase shifts in the two-
particle interferometer.
We find for the total information carried by the com-
posite system
Itotal =
5∑
j=1
Ij(~p
j) =
2
3
(4Trρˆ2 − 1). (7)
Here, ~pj = (pj1, p
j
2, p
j
3, p
j
4) are the probabilities for the
system in the state ρˆ to give the four possible combi-
nations (true-true, true-false, false-true and false-false)
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of the truth values for the pair j of propositions. This
again is invariant under unitary transformations. Inde-
pendence of physical parameters φ1 and φ2 implies that
the total information of the composite system is invari-
ant under the choice of the particular set of five mutually
complementary pairs of propositions. Also the total in-
formation of the composite system is conserved in time if
there is no information exchange between the composite
system and an environment. We note that these results
can be generalized to a composite system consisting of k
qubits.
A composite 2-qubits system in a pure state carries 2
bits of information. That information contained in two
propositions can be distributed over the two particles in
various ways. It may be carried by the two particles indi-
vidually, e.g., as the two-bit combination false-true of the
truth values of the propositions given in (1). This is then
represented by the product state |ψ〉prod = |z−〉1|z+〉2.
The 2 bits of information are thus encoded in the two
particles separately, one bit in each particle just as in
classical physics. In that case there is no additional in-
formation represented jointly by the two systems.
Alternatively, 2 bits of information might all be carried
by the two particles in a joint way, in the extreme with no
individual particle carrying any information on its own.
For example, this could be the two-bit combination true-
false of the truth values of the propositions given in (4).
Again, this is represented by the entangled state
|ψ〉ent = 1√
2
(i|z+〉|x(φ2)+〉+ |z−〉|x(φ2)−〉) (8)
=
1√
2
(|x(φ1)+〉|y(φ2)−〉 − i|x(φ1)−〉|y(φ2)+〉),
where, e.g., |x(φ)+〉 represents the eigenstate spin-up
along a direction rotated by φ1 from x. This Bell state
does not contain any information about the individu-
als; all information is contained in joint properties. In
fact, now there cannot be any information carried by the
individuals because the two bits of information are ex-
hausted by defining that maximally entangled state, and
no further possibility exists to also encode information
in individuals. This we see as a quantitative formulation
of Schro¨dinger’s [10] idea that ” If two separated bod-
ies, each by itself known maximally, enter a situation in
which they influence each other, and separate again, then
... the knowledge remains maximal, but at its end, if the
two bodies have again separated, it is not again split into
a logical sum of knowledges about the individual bodies.”
For clarity we emphasize that our total information
content of a quantum system is neither mathematically
nor conceptually equivalent to von Neumann’s entropy.
With the only exception for results of measurement in
a basis decomposing the density matrix into a classical
mixture when it can be considered as equivalent to Shan-
non’s information, the von Neumann entropy is just a
measure of the purity of the given density matrix without
explicit reference to information contained in individual
measurements [4]. In contrast, our information content
is purely operational and refers directly to experimental
results of mutually complementary measurements, thus
including also those for which the density matrix cannot
be decomposed into a classical mixture. Our information
content of the system can be viewed as equivalent to the
sum of partial knowledges an experimentalist can have
about mutually exclusive measurements without any fur-
ther reference to the structure of the theory.
In the present paper we find an operational quantum
information invariant that reflects the intrinsic symme-
try of the underlying Hilbert space of the system. We
interpret our result as implying that number of essen-
tial features of quantum mechanics, might be based on
the observation [11,12] that N most elementary systems
represent the truth values of N propositions only. Since
this is the only information quantum systems carry, a
measurement associated with any other proposition must
necessarily contain an element of randomness. This kind
of randomness must then be irreducible, that is, it cannot
be reduced to ”hidden” properties of the system. Other-
wise the system would carry more information.
Entanglement results from the fact that information
could also be distributed in joint properties of a mul-
tiparticle system. In particular, maximal entanglement
arises when the total information of a composite system
is exhausted in specifying joint properties.
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