Abstract-Following the success of Convolutional Neural Networks (CNNs) on object recognition using 2D images, they are extended in this paper to process 3D data. Nearly most of current systems require huge amount of computation for dealing with large amount of data. In this paper, an efficient 3D volumetric object representation, Volumetric Accelerator (VOLA), is presented which requires much less memory than the normal volumetric representations. On this basis, a few 3D digit datasets using 2D MNIST and 2D digit fonts with different rotations along the x, y, and z axis are introduced. Finally, we introduce a combination of multiple CNN models based on the famous LeNet model. The trained CNN models based on the generated dataset have achieved the average accuracy of 90.30% and 81.85% for 3D-MNIST and 3D-Fonts datasets, respectively. Experimental results show that VOLA-based CNNs perform 1.5x faster than the original LeNet.
I. INTRODUCTION
Object Recognition (OR) is widely used in our daily life for inspection, registration, and manipulation [1] . Generally, OR is performed using colour-based segmentation methods or from grayscale images using Machine-Learning(ML)-based classification methods such as HoG [2] /SVM [3] . Although classical ML techniques are still being used to solve challenging OR problems, they don't work well because they ignore the structure and compositional nature of images. In contrast, Deep Learning (DL) approaches [4] , [5] , [6] , [7] , [8] , the new generation of ML algorithms, are becoming ubiquitous. DL can model high-level features in data using multiple complex-structure processing layers or multiple nonlinear transformations [9] . They are leading great performance in areas such as OR [10] and natural language processing [11] . With the recent advancements in DL, we are now able to solve some of the problems once considered impossible in computer vision, robotics, etc.
CNN techniques [4] , as a member of DL family, addresses the gap in traditional ML techniques. CNNs not only perform classification, but they can also learn to extract features directly from raw images, which eliminates the need for manual feature extraction. They produce trainable filters and pooling operations on raw images, which result in multi-dimensional complex features. In addition, CNNs are invariant to pose, lighting, and surrounding clutter [12] . With the availability of large labelled datasets and powerful GPUs, the performance of CNN-based approaches has rapidly grown to over 95% accuracy (GoogLeNet [13] , VGG [14] , AlexNet [15] , etc.).
However, CNNs are extremely computationally intensive requiring up to millions of multiplications per classification. Baidu has achieved the best result to date in the ImageNet classification challenge [16] with custom-built supercomputer called Minwa [17] which contains 72 powerful processors, 144 GPUs, 6.9TB of host memory, and 1.7TB of device memory. These high computational requirements for existing CNN models makes it impossible to deploy CNNs onto mobile devices without modification.
The success of CNNs on OR using 2D images [13] , [14] , [15] , motivated us to extend the framework to process object in 3D context. Although architectures with volumetric convolutions have been successfully used in 3D video analysis [18] , [19] where time acts as the third dimension, the nature of our data is different conceptually. Also, several works have extended CNNs to process 3D object using RGBD data [20] , [21] . However, this approach does not contains the full geometric information in data and makes it difficult to combine information between different viewpoints [22] . In contrast, we propose a new CNN-based 3D object recognition approach that can recognise 3D objects from their complete or partial 3D volumetric representations.
There are works on object recognition using 3D points clouds from LiDAR and RGBD sensors. However, point clouds require features with their spatial neighbourhood queries. This can become intractable if there are a large number of points [22] . Unlike other existing 3D CNNs that use 3D point cloud data as training data [22] or RGBD to build 3D CNNs [20] , [21] , [23] , [24] , [25] , CNNs in this study can be applied directly to recognize the raw 3D volumetric representation of objects. This is the main key characteristic of our approach. Moreover, we introduce new datasets that their structure is more effective for training CNNs than the existing ones. This is the second contribution of this work.
Finally, we introduce a light-weight volumetric representing method, called Volumetric Accelerator (VOLA), that offers substantial memory savings, up to 95% for realistic scenes. Accordingly, VOLA can reduce the computational complexity of CNNs drastically when it applied to 3D object recognition. VOLA makes the multiplications trivial since it represents objects by 1 or 0. It reduces the classification computational requirement incredibly and so it would be much easier to deploy CNN models onto embedded platforms.
The rest of this paper is outlined as follows: Section II explains several datasets have been generated for this project along with the CNN models developed based on the proposed datasets. Performance evaluation of CNN models including their accuracy and classification run-time will be presented in Section III. Finally, conclusions and feature works will be discussed in Section IV.
II. CNNS FOR 3D OBJECT CLASSIFICATION
In this section, a few different newly generated datasets are explained along with their generation procedure. VOLA 3D object representation is introduced afterwards. A few CNN models trained based on the datasets is presented finally.
A. 3D Dataset's Structure
The structure of a few different datasets that have generated to train and test the CNN models based on volumetric representation is explained in this section.
1) 3D-MNIST datasets: This dataset has been built based on the original 2D-MNIST dataset. As Fig. 1 shows, each 2D-MNIST image is fed into a 3D model generator, e.g. Blender, to generate a 3D .stl model from the input digit with incorporation of no rotation. Then, different rotations along x, y, z axes, randomly selected between 0°to 360°with 1°rotation step, are applied to the 3D digits due to importance of rotations in 3D. This process generates 3 different 3D-MNIST datasets, each contains a total number of 59667 and 9957 training and test 3D digits, respectively. These datasets, called x-3D-MNIST, y-3D-MNIST, and z-3D-MNIST hereafter, are built in order to train the 3D CNN and compare the performance of which with the existing LeNet [4] trained on 2D images. 2) 3D-Fonts dataset: Since the real world 3D digits are fonts rather than the handwritten, a few 3D-Font datasets have been generated to recognize the 3D digits in the real world scenarios e.g. 3D digit candles. As Fig. 2 shows, the 3D-Font datasets have been created based on the free online fonts (1001freefonts) using Blender. The training and test datasets have been generated using 256 and 79 completely different fonts, respectively. Some examples of the 3D digits are shown in Fig. 3 . Similar to 3D-MNIST datasets, different rotations with 10°step along the x, y, and z axes are applied to 3D-Fonts to create x-3D-Font, y-3D-Font, and z-3D-Font datasets, each containing a total number of 91440 and 27000 3D-Font digits respectively. To see the effect of combined rotations along x, y, and z, a dataset of compound x, y and z rotations, called xyz-3D-Font, is also created based on 25 and 5 different fonts for training and test. The rotation step in this dataset is limited to 40°for x, y, and z because smaller values would create a huge dataset with approximately similar performance. xyz-3D-Font dataset contains 144000 and 28800 3D-Font digits for training and test, respectively. As the final dataset, depth images of different resolutions were captured based on the 3D-Font dataset to provide a means for memory foot-print comparison for VOLA representation. 
B. Volumetric Accelerator (VOLA)
The existing 3D CNNs use 3D point cloud data as training data [22] or RGB channel along with depth channel for building 3D CNNs [20] , [21] , [23] , [24] , [25] . However, VOLA representation is used in this study to represent the 3D objects to CNNs. This software library has been proposed by the authors for creating, manipulating, and visualizing volumetric data (It is under examination as a patent). More specifically, VOLA deals with regular volumetric grids, known as voxels, and stores only a single bit of information to represent each voxel. VOLA uses an octree data structure to store the voxels. 
C. Data Format for CNNs
The 3D digits datasets are fed into CNNs for the training and test purpose. However, their format is not appropriate for the CNNs, which receive image inputs. So, the 3D .stl models should be converted into images first. In order to do this, the volumetric of 3D digits is represented and is then converted into images. We decided to use VOLA for representing 3D digits, rather than the other available 3D volumetric representation methods, because VOLA represents each voxel with a single bit which is more efficient. For example, Binvox requires 1 byte per voxel. However, in order to generate the VOLA representation a few steps are required, as shown in Fig. 4 . Specifically, 3D digits with .stl format are converted into .binvox format first using Binvox, which reads a 3D model, rasterizes it into a 3D voxel grid and generates the resulting voxel file. Fig. 5 shows .binvox format of digits "2" and "0" with a few different rotations from z-3D-Font and xyz-3D-Font datasets, respectively.
As Fig. 6 shows, different resolution can be used for binvox, while three different resolutions were tested in the work. Obviously, most of the useful information of Digit 0 is missed in 8×8×8 volumetric grid. 32×32×32 volumetric grid provides the best visualizing output for binvox signal. However, it increases the computational requirement for training the CNNs. In this work, all 3D digits are based on 16×16×16 voxels resolution because it compromises between the computation and visualization. With 16×16×16 voxels representation, the binvox contains enough useful information to be recognized, while it moderates the CNN training computational costs. After converting the 3D digits into .binvox, VOLA generation is applied to generate a single string of 1s and 0s from the input binvox file. VOLA starts the process from point (0, 0, 0) (circle shown in Fig. 7(a) ). Then, it moves from right to left along the x axis, bottom to top along the y axis and font to back along the z axis. As the final step, the VOLA single string is reshaped into the binary VOLA image (Fig. 7(b) ), ready to be fed to CNNs. Each 16×16 yellow box on image (same size as the x and y dimensions in volumetric grid) represent 1 slice of the binvox in x-y plane along the z axis. It should be noticed that the yellow lines have been used only for visualization so they would not be existed on the images fed to CNNs. 
D. CNN on 3D Digits Architecture
According to the proposed datasets in this work, a few LeNet-based CNN models have been designed using Caffe [26] , the well-known CNN framework. Fig. 8 shows the CNN model layout used in this work. Unlike the traditional LeNet model that takes in the input of size 28×28 pixels, the proposed CNN model takes in the input as VOLA image of size 64×64 pixels, based on the binvox of size 16×16×16 3D digit, without any resize. The first and second convolutional layers contain 20 and 50 kernels of size 5×5, respectively. In the Pooling layers, max pooling of 2×2 is applied on each of the feature maps output of convolutional layers. Passing through multiple convolutional, max pooling, and fully connected layers, converts the input 2D VOLA image into a 10×1 vector, which contains the probability of belonging the input to each class and used later for 3D digit classification. All the trainable parameters in each layer are initialized randomly and trained using error back-propagation algorithm [4] . 
E. Combination of Multiple CNNs
Since the 3D digits in real world are associated with different combined rotations, datasets with different individual and combined rotations along x, y, z were presented in this section. Four CNN models with layout of Fig. 8 have been trained using the presented datasets (4 models for 3D-MNIST ones, 4 for 3D-Font datasets). The classification phase, then, is performed based on a Combination of Multiple Experts (CME) [27] approach which combines the output of each individual CNN models. According to Maximum Voting (MV) approach, the CNN model with maximum output will generate the final classification. We decided to use this approach to cover different rotations in real world. Thus, this combined multiple CNN models does select the optimal rotation somehow by MV approach. Experimental results demonstrate that the combined CNNs achieve good prediction on real 3D digit.
III. RESULT
The key findings of this research are portrayed in this section, with the most significant results being highlighted. Accuracies for each CNN model are listed. Furthermore, Classification time for all the CNN models are analysed.
A. Accuracy
In this work Caffe test tool has been used to calculate the accuracy of CNN models. Each trained CNN models is tested against its corresponding dataset. Table I shows the accuracy of CNN models trained based on 3D-MNIST and 3D-Font datasets. The average accuracy of 90.3% and 81.85% are achieved for 3D-MNIST nad 3D-Font trained CCNs. As can be seen, the lowest accuracy happens for datasets with z rotation due to the similarity of digits 6 and 9 when they are rotated 180°in z direction. Since our proposed algorithm is an alternative to depth methods and also to provide a means for memory foot-print comparison for VOLA, we have trained a few LeNet models based on depth images of xyz-3D-Font dataset with different resolutions. Fig. 9 depicts the accuracy of these networks versus the resolution of depth images (directly related to memory foot-print). Meantime, Fig. 9 shows the accuracy of CNN trained based on xyz-3D-Font dataset with 64×64×1 (4096) bits per images, 82.43%, as a grey dot. Clearly, the depth-based CNN has got a lower accuracy than the 3D-Font when it uses the same memory foot-print. To achieve the same accuracy, depth-based CNN needs roughly 4x memory, which is significantly high. Also, depth-based CNN model can achieve higher accuracy of 90.56% with 32768 bits memory usage, which makes no sense for embedded systems. 
B. Classification Run-time
In order to compare the classification run-time of CNN models, we have used the Caffe time tool in this work. The whole experiments has been based on Titan-X GPU. Fig. 10 shows the run-time comparison of different CNNs. Due to the similarity, only the run-time of each dataset family with rotation along x axes has been presented as well as the xyz-3D-Font CNN. As can be seen, the classification time for 3D digit datasets is 0.69x of the original 2D-MNIST dataset. It confirms the efficiency of our implementation of CNNs based on VOLA representation. Furthermore, the run-time of different layers of CNN model trained using xyz-3D-Font have been visualized in Fig. 11 . Convolutional layers require the most of computational time as there are millions of operations involved in convolutional layers including multiplications and additions. VOLA representation highly helps to reduce the classification time as multiple 1 or 0 is trivial. Fig. 10 . Classification run-time for CNN models. 
IV. CONCLUSION
In this paper, we have proposed a 3D object classification approach based on volumetric representation using convolutional neural networks. Firstly, the 2D MNIST dataset as well as a bunch of different online freely available fonts were used in order to create a few 3D-digit datasets for training an testing of CNN models. The datasets are generated using Blender and Matlab, while they cover rotations in x, y, and z directions. A new volumetric representation, called VOLA, has been introduced in order to save the memory footprint and the computational requirement. On this basis, all the 3D digits of datasets have been converted into VOLA format before feeding into the training and testing of CNNs. In order to provide the memory foot-print comparison for VOLA representation, depth images of different resolutions were captured based on the 3D-Font dataset. The CNN structure used in this work is based on the famous LeNet model. The trained CNN models using generated dataset have achieved the average accuracy of 90.30% and 81.85% for 3D-MNIST and 3D-Fonts datasets, respectively. Experimental results show that VOLAbased CNNs perform 1.5x faster than the original LeNet. As the future work, a real world 3D digit dataset will be generated, using devices such as Kinect, in order to evaluate the system against the real world 3D digits. Also, other 3D objects as well as CNN architectures will be considered in future.
