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Abstract 
Goichot, F., Homologie de Tate-Vogel Cquivariante, Journal of Pure and Applied Algebra 82 
(1992) 39-64. 
We construct and study a homology theory, extending Tate equivariant homology to infinite 
groups and infinite-dimensional CW-complexes. This theory relies heavily on a generalization of 
Tate homology for finite groups to the case of infinite groups, which is due to Pierre Vogel and 
which we describe here. The extension to equivariant homology is done using an adequate 
notion of resolution for a possibly unbounded complex. 
Introduction 
L’homologie de Tate est une theorie d’homologie pour les groupes finis, 
englobant homologie et cohomologie usuelles en une seule thiorie Z-grad&e. La 
version Cquivariante (homologie d’un groupe fini G a coefficients dans le com- 
plexe des chaines cellulaires d’un G-CW complexe X de dimension finie) permet 
entre autres d’etudier les points fixes de X sous G [7, VII]. Toutes deux ont Cte 
gineralisees par Farrell aux groupes de dimension homologique virtuelle finie [9]. 
Les liens entre l’homologie de Tate des groupes et l’homologie cyclique 
periodique des algebres, et entre l’homologie cyclique des algebres et l’homologie 
S’-equivariante des espaces [14], nous ont amen6 a chercher a etendre cette 
homologie de Tate-Farrell equivariante a des groupes quelconques. Le but de ce 
travail est de presenter une telle theorie, dans le cas des groupes discrets. 
La construction repose de facon essentielle sur une generalisation aux groupes 
quelconques de l’homologie de Tate (a coefficients dans un module). Cette 
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theorie, due a Pierre Vogel, nous avait deja servi de modele [12] pour une 
extension de l’homologie cyclique periodique aux groupes simpliciaux croises de 
Fiedorowicz et Loday [ll]. La construction de Vogel [16] n’ayant jamais CtC 
publiie, nous I’exposons dans un premier chapitre et etablissons ses principales 
proprietes. 
Le probleme est ensuite de pouvoir transposer les techniques d’algebre 
homologique, utilisees au Chapitre I dans la categoric des modules (sur l’algibre 
du groupe consider&), a la categoric des complexes de modules, non necessaire- 
ment born& si l’on veut pouvoir considerer des CW-complexes de dimension 
infinie. Nous utilisons pour cela la notion de DG-resolution (projective ou 
injective) de complexe, recemment introduite par Avramov, Foxby et Halperin 
[4]. Les proprietes dont nous aurons besoin pour utiliser ces resolutions, sont 
Ctablies au Chapitre II. Le troisiime chapitre est consacre a l’expose de 
l’homologie de Tate-Vogel equivariante proprement dite. 
Quelques conventions: pour alleger les notations, un complexe (C,l, d,,),tz de 
modules sera souvent note simplement C. I1 sera dit minore (resp. major&) s’il 
existe un entier relatif N tel que C,, soit nul pour n < N (resp. n > N). On notera 
C[p] le p-i&me translate de C: C[p],, = C,,+,,. Un module M sera parfois 
consider+ comme le complexe, note encore M, form@ de M en degri 0, et 0 
partout ailleurs. 
I. Homologie des groupes 
1. Les foncteurs Tor ” et Ext ” 
Soient k un anneau commutatif principal, A une k-algebre (associative 
unitaire). Convenons que, sauf mention contraire, tous les modules et les produits 
tensoriels seront sur A; le contexte suffira en general a preciser s’il s’agit de 
modules a droite ou a gauche. 
Si C et D sont deux complexes de modules, on notera C @ D le complexe de 
Z-modules, produit tensoriel usuel, et C& D le produit tensoriel complete: 
fl Cn@DD, > 
,I + y = I, 
avec les differentielles usuelles. Si C et D sont tous deux minor& (resp. tous deux 
major&), ou si C (resp. D) est a la fois minor& et majore, les deux produits 
tensoriels sont Cgaux. 
Dans le cas general, C @ D est un sous-complexe de C @ D. On notera C 6 D 
le complexe quotient C 6 D/C @ D. 
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On notera Hom(C, 0) le complexe de Z-modules 
Hom(C, o),, = n Hom,(C,, Di+n) 9 
IEb 
et Hom,(C, 0) le sous-complexe des homomorphismes born&s: un element f de 
Hom(C, D),, est borne s’il existe un entier N tel que J; : C, + Di+,! est nul pour 
Ii1 > N. 
Le complexe quotient Hom(C, D)/Hom,(C, 0) sera note Hom”(C, 0). 
Soient maintenant M et N deux modules, P, une resolution projective de M, I,,, 
une resolution injective de N. On montre de facon standard que l’homologie de 
P, & I, ne depend pas du choix des resolutions. On peut done poser: 
DCfinition 1.1. Tor,““(M, N) = H*+,(P,&Z,,,). 
La nicessite de ce decalage des indices appara?tra lors de la comparaison avec 
l’homologie de Tate. TorzA(M, N) t es un k-module Z-gradue. On a ainsi un 
bifoncteur, covariant en M et N. 
On verifie de meme que, si P, (resp. P,,,,) est une resolution projective de M 
(resp. N), l’homologie de Horn “(PM, PN) ne depend pas du choix des resolutions, 
et on pose: 
DCfinition 1.2. Extl”(M, N) = H*(Hom”(P,, P,,)). 
Exta*(M, N) est un bifoncteur, covariant en N et contravariant en M. 
L’algebre de base A sera souvent sous-entendue. 
Nous nous interesserons desormais surtout aux foncteurs Tor”. Les proprietes 
des foncteurs Ext”, mutatis mutandis, sont analogues. 
Proposition 1.3. Tar” A(-, -) est un bifoncteur homologique 
Autrement dit, a tome suite exacte courte de modules, on peut associer de 
facon naturelle une longue suite exacte de foncteurs Tor”, en l’une ou l’autre 
variable. 
DCmonstration. On va utiliser le lemme suivant: 
Lemme 1.4. Soient X un complexe, et 
une suite exacte de complexes. Si X ou Y est plat, alors dans le diagramme 
commutatif 
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n A ^ 
O-X@ Y’- Xc3Y---+X@Yy”O 
1 I 1 
” I I 
O--+X@Y'- X@Y-XXY----+O 
les lignes sont exactes. 
DCmonstration. Remarquons d’abord que les colonnes du diagramme sont ex- 
actes sans hypothkse sur X ou Y”; l’exactitude de la premik-e ligne, lorsque X ou 
Y” est plat, est un rksultat classique [6, $4, n” 5, Corollaire 21. Montrons 
l’exactitude de la deuxikme ligne: pour chaque q, la suite 
est exacte; comme Tor;“(X,,, Y,) = 0, la suite 
l’est aussi pour tous p et q; ainsi 
p+y=n ,I + y = n p+y=,, 
est exacte, et ceci pour tout II, ce qu’il fallait montrer. L’exactitude de la 
troisikme ligne rksulte alors d’une chasse au diagramme facile. 0 
Revenons 5 la dkmonstration de la proposition: si 
est une suite exacte de modules, on sait [8, V.2.21 qu’il existe I,. (resp. I,, I,,,.,) 
r&solution injective de N’ (resp. N, N”) formant une suite exacte de complexes 
Soit alors P,,, une rksolution projective du module M: d’aprks le lemme, la suite 
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est exacte, d’ou en homologie la longue suite exacte cherchee: 
. . .-+Tor,“(M, N’)+Tor:(M, N) 
-+Tori(M, N”)-Tori_,(M, N’)-+... . 
La naturalite est Cvidente. On procede de facon analogue pour le cas de l’autre 
variable. 0 
2. Lien avec Tor 
Proposition 2.1. Si P est un complexe de modules projectifs et si D est une 
corksolution du module N, alors les complexes P@ N et P C3 D ont mime 
homologie. 
DCmonstration. Notons D’ le complexe: 
. . . t D_,, + D++, + . . . * Do + N + ‘. 
Par hypothese, D’ est acyclique, et on a une suite exacte de complexes 
O+ D-+ D’+ N[-11-O 
qui reste exacte apres tensorisation par le complexe de modules projectifs P: 
O+PC3D+P@D’+P@(N[-l])+O. 
11 suffit evidemment de montrer que PC3 D’ est acyclique. Filtrons P par son 
squelette: P = 5 P”, P” &ant le complexe tronque: 
. . t p; t . ” t P,_, t P,, + 0 t 0 t . ” 
Alors: 
H(P@ 0’) = H((l&P”) @ D’) 
= H(lirrJP” C3 D’)) = 5 H(P” C3 0’) , 
il suffit done de prouver que chaque P” 8 D’ est acyclique. Or P” et D’ sont tous 
deux major&s: le bicomlexe du troisieme quadrant X = P” @ D’ donne naissance 
a une suite spectrale 
Les lignes verticales de X sont les Pi @ D’ (i cr n); or le module Pi est projectif, et 
D’ est acyclique; ainsi chaque verticale de X est acyclique done, par la suite 
spectrale, X l’est aussi. 0 
Corollaire 2.2. Si P, est une r&solution projective de M et D, est une cortsolution 
de N, alors 
Torl(M, N) = H,(P, @ DN) . 0 
Ainsi (en prenant D, injective), on a pour tous modules M et N un morphisme 
ToriA(M, N)+Tor$(M, N) 
qui s’insere dans la longue suite exacte 
. . . jH,+,(P,~~DD,)~Tor~A(M, N) 
-+To&M, N)+H,(P,C%D,,,)+... 
associte a la suite exacte de complexes 
3. Homologie de Tate-Vogel 
Soit G un groupe. On va appliquer ce qui precede h l’anneau A = k[ G]. On 
parlera de ‘G-modules’ plutot que de ‘k[G]-modules’, l’anneau de base k etant 
ainsi sous-entendu. Rappelons qu’une G-&solution complBte (du G-module trivial 
k) est un complexe acyclique F = (ForEh de G-modules projectifs, muni d’une 
application 77 : F,,+ k telle que 
soit une G-resolution projective de k, oti F, = (F,),,,,. 
Si G est fini, une telle resolution complete existe [7, VI.3.51. On definit alors 
l’homologie de Tate de G a coefficients dans le G-module N, par: 
ii,(G, N) = H,(F@ N) 
(le produit tensoriel est toujours sur A = k[G]). On a ainsi un foncteur 
homologique en N, qui verifie: 
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si i>O, 
si i < -1 . 
Lorsque G est infini mais de dimension homologique virtuelle finie, il faut 
affaiblir la notion de resolution complete, en demandant seulement que F 
coincide en degre assez grand avec une resolution projective de k. On obtient 
ainsi Z’homofogie de Fayell ([9], [7, X]; cf. aussi [13] pour une extension a 
certains autres groupes) H,(G, N) = H,(F@ N). N ous la notons ainsi puisqu’elle 
generalise bien sfir l’homologie de Tate. Elle verifie encore fii(G, N) = H,(G, N) 
pour i assez grand. 
ThCor&me 3.1. Pour tout groupe G, jini ou de dimension homologique virtuelle 
finie, et tout G-module N, on a un isomorphisme de k-modules grad&s: 
G(G, N) = Tor”k’fi’(k, N) 
Dbmonstration. Supposons d’abord G fini. Soient P une resolution projective de 
k, Z, une (co)-resolution injective de N. On sait [7, VI.3.51 qu’on peut choisir F, 
resolution complete de k, telle que F et P coincident en degres positifs. 11 s’agit de 
montrer que les complexes F C3 N et P6 I, ont mZme homologie; on sait deja 
(Proposition 2.1) que F @ N a msme homologie que F @ I,; on va montrer que 
c’est aussi le cas de (P63,,,,)[+1]. 
Soit K le complexe: 
. . . +F,t...tF_, +-0+-O+-... 
On a une suite exacte courte 
d’ou l’on deduit par le Lemme 1.4 un diagramme commutatif a lignes et colonnes 
exactes 
0 0 0 
O--+K@II,-F@I,-P@I,-0 
1 I 1 A 1 
0-K@I,-F@I,-P@II,-O 
i 1 1 ” ” I 
O--+K@I,-F@I,,,-P@I,,,-0 
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Comme K et I, sont tous deux major&: K 6 I,%, = 0, et les complexes F @ I, et 
P 6 I, sont isomorphes. Ainsi, il s’agit de montrer que: 
F C? I, est acyclique 
Abregeons Z,,v en I et notons I” le complexe tronque (a gauche) 
. . . +-0 t.. . to + I_,, +-z_,I+, + ... + zr, +O. 
On a des surjections canoniques I”+‘--, I”, et il est clair que Z est la limite 
projective des I” ; comme les limites projectives commutent entre elles, on a aussi: 
F 6 I,\, = lim F C?J I” . 
- 
Lemme 3.2. Si J est un G-module injectif, alors le complexe F @ J est acyclique. 
DCmonstration. L’homologie de F @ J est fi,(G, J), et l’on sait qu’un module 
injectif sur un groupe fini est homologiquement trivial [8, X11.2.21. 0 
Revenons aux complexes I” ; comme ils sont born& des deux &is: 
F 6 I” = F 8 I” 
Fixons n ; I” est limite inductive des I”.“‘: 
. . . t 0 t . . . t 0 +- I_,, +- IL,,,, +- * ‘. +- I,,, + 0 * ‘. . 
et on une suite exacte de complexes 
d’ou puisque F est projectif: 
encore exacte; mais F C3 Z,,,[-m] est acyclique d’apres le lemme ci-dessus; ainsi, 
tous les F @3 I”‘“’ (m &ant variable) sont quasi-isomorphes; comme I”.“+’ est le 
complexe nul, il en resulte que les F C3 I”‘” sont acycliques, et done aussi 
F C3 1” = lim F @ I”‘“‘. 
L’acycl%& de F @ Z,v = lim F 6 I” = lim F C9 I” se deduira du lemme suivant: 
- - 
Lemme 3.3. Soit (L,, , +,,),, _,, un systkme projectif de complexes, tel que chaque L,, 
soit acyclique, et chaque +,, surjectif. Alors le complexe L = lim L,, est acyclique. 
- 
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DCmonstration. C’est une consequence de [l, 3.91: les systemes projectifs (L,,), et 
(trivialement) (H,(L,,)),, satisfont la condition ‘Mittag-Leffler’, done 
H*(l&L,,)=li&f*(L,)=O. 0 
Ce qui termine la demonstration du Theoreme 3.1 dam le cas ou G est fini. 
Lorsque G est infini mais de dimension homologique virtuelle finie, la demonstra- 
tion precedente s’adapte immediatement: le seul point non trivial est l’equivalent 
du Lemme 3.2, qui decoule de [7, X.5.11). 17 
11 est maintenant nature1 de poser: 
DCfinition 3.4. Pour tout groupe G et tout G-module N, l’honzologie de Tute- 
Vogel de G B coefficients dans N est: 
fi,(G, N) = Torlk’C’(k, N) . 
La version cohomologique du Theoreme 3.1 se demontre de facon analogue. 
D’ou la 
DCfinition 3.5. Pour tout groupe G et tout G-module N, la cohomologie de 
Tate-Vogel de G a coefficients dans N est: 
Z+(G, N) = Ext&(k, N) . 
4. PropriCtCs 
fi,(G, -) est bien sur un foncteur homologique (Proposition 1.3). D’apres le 
Corollaire 2.2, on a toujours une fleche 
k(G N)+ ff,(G, N) 
mais elle n’est en general ni surjective ni injective, mEme pour les grandes valeurs 
de l’indice. 
4.1. Si J est un G-module injectif, alors fi,(G, J) = 0. 
On peut en effet prendre la resolution I, de la definition, reduite a J; on a alors: 
PC311,=0. 
I1 en resulte que k:,(G, -) est coeffacable. 
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4.2. La corestriction. Pour tout sowgroupe H de G, k[G] est H-libre, done la 
restriction des scalaires envoie G-projectifs sur H-projectifs et G-injectifs sur 
H-injectifs [8, 11.6.2 et 6.2.a]; si maintenant P est une G-r&solution projective de 
k et I, est une G-r&solution injective du G-module M, on a des homomorphismes 
canoniques P @‘H I,w -+ P @‘u I, et P C?J~ I,w + P e3, I,,, d’oti une application 
P QjH f,w + P 6<; Z,w, et en homologie: 
4.3. La restriction n’existe pas toujours; par contre, on a la 
Proposition. Si H est un sowgroupe de G, d’indice jini, il existe me application 
de ’ transfert’ 
pour tout G-module M. 
Dimonstration. Soient P une rtsolution G-projective de k, P’ une r&solution 
H-projective de k, Z,w une r&solution G-injective (et done H-injective) de M. Par 
dkfinition: &,(G, M) = H,+,(PGj,I,), fi,(H, M) = H,+,(P’ &3,Z,w). 
Lemme. P’ Bf, k[G] est une G-r&solution de k[GIH]. 
DCmonstration. Par dkfinition msme: H,(P’@, k[G]) = H,(H, k[G]). Or k[G] 
est H-libre, done tous ces groupes d’homologie sont nuls, sauf le H,,, qui est: 
kBH k[G] = k[G/H]. 0 
H ktant d’indice fini. la norme 
k+k[G/H], 1~ c g 
REC;IH 
est dkfinie. Elle se relkve de faGon unique i homotopie prks, en un morphisme 4 
du complexe projectif P dans le complexe acyclique P’ @‘If k[G]. Enfin on a 
l’isomorphisme: P’ aH k[G] CZQ3,; I, = P’ OH ZM, et de mgme avec 6 et $9, d’oti: 
d’oii en homologie l’application cherchke. •i 
4.4. Lemme de Shapiro. Si H est un sowgroupe de G, d’indice jini, alors: 
fi,(H, M) = k+c(G, k[G]@‘, M) , 
pour tout H-module M 
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DCmonstration. Si P est une resolution G-projective (et done H-projective) de k 
et si I,,, est une resolution H-injective de M: 
PO, I, = PO, k[G] gH IM = PBG Hom,(k[G], I,,,) 
puisque H est d’indice fini, et, d’apres [8, 11.6.la], Hom,(k[G], Z,) est une 
G-resolution injective de Hom,(k[G], M) z k[G] BH M. 11 en va de meme avec 
& et 6, d’ou le resultat. 0 
Comme on l’a deja note, les groupes de cohomologie ont des proprietes 
analogues (duales). Par exemple, la projection canonique Horn + Horn” induit un 
morphisme nature1 
Ext(M, N)+ Ext “(M, N) 
de k-modules grad&s, d’ou en particulier 
H*(G, M)+ Z?*(G, M) . 
5. Produits 
Produit de Yoneda 
Revenons aux notations du Paragraphe 1, mais convenons que, dans tout ce 
paragraphe, les produits tensoriels seront sur k. Soient M, N, P trois A-modules, 
et P,, P,, P, des resolutions projectives de chacun de ces modules. La 
composition des morphismes de complexes 
Hom(P,, P,)@Hom(P,, P,)+Hom(P,, P,), U@aVHV~U 
induit en homologie, par composition avec l’application canonique 
H"(Hom(P,, PN))@3 HP(Hom(P,, Pp)) 
* H”+P(Hom(P,, P,,,)@Hom(P,, P,)) 
le produit de Yoneda usuel [6, $7, n” 21 
Ext’l(M, N) @ ExtP(N, P)- Ext”+“(M, P) . 
Comme v 0 u est borne si u ou v l’est, on peut passer au quotient par les 
homomorphismes born&, et on obtient un produit ‘de Yoneda’ en Ext” : 
ExtVn(M, N)@Ext”“(N, P)+Ex~““+~(M, P) . 
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11 est compatible avec le produit usuel, en ce sens que l’application naturelle 
Ext -+ Ext ” donne un diagramme commutatif: 
Ext”(M, N) @ Ext”(N, P) A Ext”+I’(M, P) 
I 1 
Ext”“(M, N)@Ext”“(N, P) - Ext”‘*+“(M, P) 
Les proprietes formelles sont celles du produit de Yoneda usuel: naturalite, 
associativite. En particulier, Ext” *(k, k) = Extl *(k, k) est une k-algibre associa- 
tive unitaire, de meme que f?*(G, k) = Exti,:,(k, k). 
Cup-produit 
Le cup-produit usuel des foncteurs Ext [S, XI] ne passe pas aux foncteurs Ext”, 
car le produit tensoriel d’un morphisme borne et d’un morphisme non borne n’est 
en general pas borne. Cependant: 
ThCorime 5.1. II existe un morph&me de k-modules grad&s 
I?“(G, M) @I ii*(G, N)+ I?*(G, M @ N) 
naturel, coi’ncidant avec le produit de Yoneda lorsque M = N = k et munissant 
I?*(G, M) d’une structure de I?*(G, k)-module. 
DCmonstration. (a) Supposons d’abord que M et N soient des G-modules k-libres. 
Dans de cas, si P (resp. P’) est une G-resolution projective de k, alors P@ M 
(resp. P’@ N) est une G-resolution projective de M (resp. N) [7, 111.2.2). On a 
done: 
fi(G, M) = H”(Hom”(P’, P63 M)) , 
s(G, N) = N”(Hom”(P”, P’@ N)) , 
ou P” est une troisieme G-resolution projective de k. Considerons maintenant 
l’application: 
4 : Hom(P’, P 63 M) @ Hom(P”, P’ @ N)+ Hom(P”, P@ M @ N) , 
U@UH(U@lN)OU. 
Lorsque u ou u est borne, (U @ IA,)0 u lest aussi. On peut done passer au 
quotient, obtenant: 
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11 reste a passer a l’homologie, et a composer avec l’application canonique usuelle 
H”(Hom”(P’, P@M))@H*(Hom”(P”, P’BN)) 
-+H”(Hom”(P’, P@M)C3Hom”(P”, P’@N)) 
pour obtenir le produit cherche. 
(b) Si maintenant M, par exemple, n’est pas k-libre: choisissons L,,, G-module 
libre muni d’un tpimorphisme 4 : Lo-+ M; posons L, = Ker(+) et soit L, le 
complexe 
O-L,+ L,,*O 
L, est une G-resolution k-libre de M. 
Lemme. Si 1, est une G-r&solution k-libre de M et P une G-r&solution projective de 
k, alors (le complexe total du bicomplexe) PC3 1, est une G-re’solution projective de 
M. 
DCmonstration. Le fait que P@ I,,,, soit G-projectif est un resultat usuel. Que 
l’application canonique P @ I, + k 63 M = M soit un quasi-isomorphisme resulte 
par exemple de la formule de Kiinneth: celle-ci s’applique parce que le complexe 
1, est k-libre done k-plat, et le terme en Tort est nul parce que l’homologie de P 
est k. 0 
En particulier, si P, P’ et P” sont trois G-resolutions projectives de k: 
f+(G, M) = N*(Horn”(P’, PC3 LM)) , 
fi*(G, N) = H*(Hom”(P”, P’@ LN)) . 
On va maintenant remplacer l’application C#J du a) par 
Hom(P’, P@ LM)C3 Hom(P”, P’@ L,V)+ Hom(P”, PC3 L, @ L,~) , 
U@U~(UC31L,)~U. 
- Si M ou N est k-libre, le lemme permet d’affirmer que 
H*(Hom(P”, PC3 L, @ L,)) = fi”(G, M C9 N) 
et on peut proceder comme en (a). 
- Sinon, on choisit P,,,,@,,, G-resolution projective de M @ N; comme 
P C3 L, CS L,V est un complexe G-projectif au-dessus de M @ N, il existe alors un 
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homomorphisme $ : PC3 L, @ L,v+ P,@,,,. 11 
comme precedemment, et de composer avec 
$* : H*(Hom”(P”, PC3 L, 63 L,,,))+ 
ce dernier module est bien g”(G, M @ N). 0 
suffit maintenant de proceder 
H”(Hom”(P”, PMBN)) 
Remarque 5.2. On verifie facilement que le cup-produit ainsi defini est compat- 
ible avec le ‘produit de composition’ usuel en cohomologie [7, V.41, en ce sens 
que l’application naturelle H”(G, M) + Z?*(G, M) donne un diagramme com- 
mutatif: 
H”(G, M)@ H”(G, N)- H*(G, M @ N) 
ij*(G, M)C3 k(G, N)- ii”(G, M@N) 
II. Algkbre bomologique diffkrentielle 
Le probleme est de gineraliser la theorie du chapitre precedent a l’homologie 
equivariante, c’est-a-dire a l’homologie a coefficients dans un complexe. 11 faudra 
done pouvoir parler de resolutions (projectives ou injectives) de complexes, 
meme si ceux-ci ne sont pas born&s. La bonne notion de resolution dans ce cadre 
semble etre celle introduite par Avramov, Foxby et Halperin [4]. Comme la 
reference essentielle n’est pas encore disponible (cf. cependant [2] et [3]), nous 
rappelons ci-dessous les definitions et etablissons les proprietes qui nous seront 
necessaires. Les conventions sont les m$mes qu’au Paragraphe 1.1: tous les 
modules sont sur l’algibre de base A, sauf mention contraire. 
1. Complexes projectifs 
Difinition 1.1. Un complexe de modules C est DG-projectif si le foncteur 
Hom(C, -), de la categoric des complexes de modules vers celle des complexes 
de Z-modules, respecte les quasi-isomorphismes surjectifs. I1 est 7r-projectif si 
Hom(C, -) respecte les quasi-isomorphismes. 11 est #-projectif si chaque C, est un 
A-module projectif. 
Remarque. La notion de DG-projectif est plus generale que la notion de com- 
plexe projectif donnee par Moore [15]. 
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Proposition 1.2. (i) Un complexe est DG-projectif si et seulernent s’il est #- 
projectif et 5--projectif. 
(ii) Un cornplexe #-projectif et minor6 est DG-projectif. 
DCmonstration. (i) Le fait qu’un complexe #- et rr-projectif soit DG-projectif est 
evident. Reciproquement, soit P un complexe DG-projectif. Prouvons d’abord 
que P est #-projectif: on fixe un entier n, et on montre que le module P,, est 
projectif. Soient f : P, -+ N un morphisme, rr : M+ N un epimorphisme (de 
modules). Montrons que f se factorise par T. Notons 16 le complexe: 
. . . tot... tOtMe--M-sot-..tOt..., 
les deux modules non nuls &ant en degres n et n + 1 et la seule fleche 
Ctant l’identite. On d&nit de mcme le complexe N. L’application 71 
non nulle 
induit un 
morphisme de complexes, note encore rr : M+ N, qui est un quasi-isomorphisme 
puisque les deux complexes sont contractiles, et qui est surjectif parce que q 
l’etait. Comme P est DG-projectif, on a alors un quasi-isomorphisme surjectif: 
rr, : Hom(P, fi)+ Hom(P, fi) . 
Par ailleurs, f induit un morphisme de complexes f” : P-+ i?, defini comme: 
. . .-P,,-~~P,,-P,+,-P,,+~--.. 
fd 
. . . +--.---O~NNNNO+----~----~~ 
Par T,, f se releve en g : P+ M, c’est-a-dire: 
d 
. . .+----Pp,_,+----P,, t---P,,+, t--P,,., -‘. . 
I 
fil 
I I 
fil 
1 
. . .t---O~M~M~Oc----~~ 
tel que x,g” = f, en particulier rrg, = f, ce qu’il fallait montrer. 
Prouvons maintenant que P est r-projectif. Soit f : M+ N un quasi-isomor- 
phisme. Choisissons E, acyclique et tel qu’il existe un Cpimorphisme rr : E--+ N 
(par exemple, le cone de l’identiti de N). f + 7~ : M CI3 E+ N est alors un 
quasi-isomorphisme surjectif. 11 en va done de mEme pour l’application induite 
Hom(P, M Cl3 E)+ Hom(P, N) . 
Or Hom(P, M CI3 E) = Hom(P, M)@Hom(P, E), et Hom(P, E) est acyclique. La 
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restriction de l’application precidente est done bien un quasi-isomorphisme: 
Hom(P, M) -+ Hom( P, N). 
(ii) 11 suffit d’apres le(i) de montrer que P est rr-projectif, ce qui est un resultat 
classique (cf. [7, 1.8.51). 0 
Proposition 1.3. Un complexe somme directe de complexes DG-projectifs est 
DG-projectif. 
DCmonstration. Cela resulte directement de l’isomorphisme nature1 de foncteurs: 
u P,, -) = n Hom(P,, -) . 0 
it/ rt1 
Proposition 1.4. Soient P et P’ deux complexes DG-projectifs, et f : P-t P’ un 
morphisme de complexes. Alors le cone de f [6, 2.61 est DG-projectif. 
DCmonstration. Notons P le cone de f: il est #-projectif parce que P et P’ le sont 
(Proposition 1.2(i)). Soit M + N un quasi-isomorphisme surjectif. Comme la suite 
O-P’+ P+ P[-11-o 
est exacte et scindee, les lignes du diagramme commutatif 
0-Hom(P[-11, M)- Hom(P, M) -Hom(P’, M)-0 
I 
O- Hom(P[-11, N) - Hom(P, N) --+ Hom(P’, N) ---+ 0 
seront encore exactes [6, p. 831. Les fleches verticales de gauche et de droite sont 
des quasi-isomorphismes puisque P et P’ sont DG-projectifs; celle du milieu est 
done aussi un quasi-isomorphisme. Et elle est surjective parce que P” est #- 
projectif. 0 
2. Rbolutions projectives 
DCfinition 2.1. Une resolution DG-projective du complexe M est un complexe 
DG-projectif P, muni d’un quasi-isomorphisme P-+ M. 
Exemple. La ‘resolution semi-libre’ de [5] et [lo] est DG-projective. 
ThCorkme 2.2. Tout complexe M admet une resolution DG-projective P. Et si M 
est minor&, on peut choisir P minor& aussi (avec la meme borne). 
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Ddmonstration. Si y1 est un entier relatif, on notera A,, le complexe form& de A en 
degrC IZ, et 0 partout ailleurs (A ,, = A[n] avec les conventions prkkdentes): 
d’aprks la Proposition 1.2(ii), A, est DG-projectif. Et on notera A”,, le complexe 
form6 de A en degrCs n et n - 1, 0 ailleurs, la seule flkche non nulle Ctant 
l’identitk: A”,, est acyclique et DG-projectif. Nous allons d’abord montrer le 
lemme suivant: 
Lemme: Pour tout complexe M, il existe un complexe DG-projectif P muni d’un 
ipimorphisme P+ M induisant un &pimorphisme en homologie. 
Dkmonstration. DCfinissons 
(chaque A,., est un exemplaire de A,) et 
munis de rr, : P, + M, envoyant le gCnCrateur de A, u sur un reprksentant de u, 
choisi dans M,,, et rz : P2+ M, dCfini sur A”,, * par: en degrk n, ~~(1) = x, et en 
degrk (n - l), ~~(1) = dx. 11 est clair que k, et rz sont des morphismes de 
complexes, et que nz est surjectif. Par ailleurs, P, et P, sont DG-projectifs, 
comme sommes directes de DG-projectifs (Proposition 1.3). I1 en va done de 
mEme pour P = P, CT3 P,. Et le morphisme v = 7~~ + n? : P+ M est surjectif. En 
homologie, P, Ctant acyclique, n2 est nul, et n, est surjectif par construction. 0 
Remarque. Le complexe P ainsi construit est clairement minor6 si M l’est, avec la 
mcme borne. 
Revenons A la dkmonstration du ThCorkme 2.2: on peut maintenant construire, 
par induction, une r&solution DG-projective d’un complexe quelconque M: on 
pose K, = M; h l’ktape n, le lemme fournit un complexe DG-projectif P,, muni 
d’un kpimorphisme nn : P,, + K,, induisant un kpimorphisme en homologie; on 
pose alors K,,, 
QLO P, 
= Ker(r,,) pour passer A l’ktape suivante. Le complexe P = 
est DG-projectif d’aprk la Proposition 1.3, et on a une suite exacte 
courte de complexes 
O-+K+P+M@K-+O. 
oti K=@,,, K,, . Comme H(P) --$ H(M @ K) est un kpimorphisme, la longue 
suite d’homologie associCe h la suite exacte prkkdente d&g&&e en suites exactes 
courtes en chaque degrk: 
d’ou l’isomorphisme H(P) = H(M) cherche. 
Enfin, si M est minore, cette minoration est conservie a chaque &tape de la 
construction, done aussi pour la resolution trouvee. Ce qui termine la demonstra- 
tion du Theoreme 2.2. 0 
Remarque 2.3. Tout module M peut etre consider6 comme un complexe, que l’on 
notera encore M, forme de M en degre 0, et 0 partout ailleurs. D’apres la 
Proposition 1.2(ii), une resolution projective du module M sera alors une 
resolution DG-projective du complexe M. 
Proposition 2.4. Soit O+ M’-+ M-+ M”+O une suite exacte de complexes. II 
existe des resolutions DG-projectives P’, P, PI’, de M’, M et M” respectivement, 
s’inserant duns une suite exacte 
O+P’+P+p”+O. 
DCmonstration. Elk hgurera dans [4]. 0 
3. Foncteurs Tor 
ThCorkme 3.1. I/n quasi-isomorphisme entre deux complexes DG-projectifs est 
une equivalence d’homotopie. 
Lemme. (i) Un complexe DG-projectif et acyclique est contractile. 
(ii) Soit O+ P’ --& P”- P+ 0 une suite exacte de complexes #-project@. Si 
PI’ est contractile, alors [‘injection P’+ P est une equivalence d’homotopie. 
DCmonstration. (i) Soit done P un complexe DG-projectif et acyclique: le 
foncteur Hom(P, -) respecte les quasi-isomorphismes surjectifs, et la projection 
canonique P+ 0 en est un; Hom(P, P) est done quasi-isomorphe a Hom(P, 0) = 
0, c’est-a-dire acyclique. Or l’identite l,, : P+ P est un morphisme de complexes, 
done un O-cycle. C’est done aussi un 0-bord, c’est-a-dire qu’il existe h : P+ P de 
degre 1, verifiant: l,, = dh + hd, ce qu’il fallait montrer. 
(ii) Soient h une homotopie pour P”, s une section de 7~ (comme morphisme de 
modules), r une section de i (de meme). On a ainsi: l,,,, = d(h) = dh + hd, 
5-s = l..., ri = 1,” et l,, = srr + ir. En appliquant la differentielle a la deuxieme de 
ces Cgalites, on voit que: d(r)s + Td(s) = 0. Mais d(n) est nul puisquc rr est un 
morphisme de complexes, done: rid(s)) = 0. 
Or P” est #-projectif, done le foncteur Hom(P”, -) est exact. La suite 
O+ Hom(P”, P’)A Hom(P”, P)s Hom( P”, P”) -+ 0 
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est dorm exacte. d(s) est alors aussi dans l’image de i,: il existe t : P”+ P’ tel que 
d(.s)=it. Posons f=r-thrr. On a fi=ri=l.,, et if=ir-ithr=l.-sv- 
d(s)hm-. Or d(shn) = d(s)hn + sl,,.,~ + 0. On obtient: if= 1, - d(shn), ainsi if 
est homotope a l,,, ce qu’il fallait montrer. 0 
Dbmonstration du ThCorkme 3.1. Soit f : P -+ P’ un quasi-isomorphisme, P et P’ 
etant DG-projectifs. Notons Cyl( f) le cylindre de f, Con(f) son cone: d’apres la 
Proposition 1.4, Con(f) est DG-projectif. Et il est acyclique puisque f est un 
quasi-isomorphisme, il est done contractile d’apres le lemme ci-dessus (i). La 
suite 
0-P ? -Cyl(f)+Con(f)-+O 
[6, 2.6, Proposition 71 est exacte et form&e de complexes #-projectifs. Le (ii) du 
lemme s’applique alors, et montre que f est une equivalence d’homotopie. 11 reste 
a composer avec l’equiv_alence d’homotopie canonique /3 : Cyl( f) --$ P’ [6, ibid.] 
pour prouver que f = Pf est une equivalence d’homotopie. Cl 
On en deduit aisement que, si P,,, (resp. PN) est une resolution DG-projective 
du complexe M (resp. N), alors l’homologie de P, 8 P,,, ne depend pas du choix 
de P, et P,, et on peut done poser: 
DCfinition 3.2. Tor,(M, N) = H,(P, @ PN) 
Remarque. 11 resulte immediatement de la definition que, si M et M’ sont deux 
complexes tels qu’il existe un quasi-isomorphisme M-+ M’, alors pour tout 
complexe N les Z-modules grad& Tor(M, N) et Tor(M’, N) sont canoniquement 
isomorphes. De m&me bien stir pour l’autre variable. 
4. RCsolutions DG-injectives et foncteurs Ext 
Nous nous contenterons d’enoncer les versions duales des definitions et re- 
sultats precedents: 
1.1-I. Un complexe C est DG-injectif si le foncteur Hom(-, C) transforme un 
quasi-isomorphisme injectif en un quasi-isomorphisme surjectif. 11 est 7r-injectif si 
Hom(-, C) respecte les quasi-isomorphismes. 11 est #-injectif si chaque Cj est un 
A-module injectif. 
1.2-I. Un complexe est DG-injectif si et seulement s’il est #- et n-injectif. Un 
complexe #-injectif et major& est DG-injectif. 
1.3-I. Un complexe produit direct de complexes DG-injectifs est DG-injectif. 
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2.1.-I. Une rtsofution DC-injective du complexe M est un complexe DG-injectif 
I, muni d’un quasi-isomorphisme M-+ I. 
2.2-I. Tout complexe M admet une resolution DG-injective I. Et si M est major&, 
on peut choisir I major-e aussi (avec la mEme borne). 
2.3-I. Si M est un module, une resolution injective de M est une resolution 
DG-injective de M, consider6 comme un complexe. 
2.4-I. Soit 0+ M’ + M + M”+ 0 une suite exacte de complexes. 11 existe des 
resolutions DG-injectives I’, I, I”, de M, M et M” respectivement, s’inserant dans 
une suite exacte 
3.1-1. Un quasi-isomorphisme entre complexes DG-injectifs est une equivalence 
d’homotopie. 
Difinition 3.2-I. Ext*(M, N) = H”(Hom(P,w, IN)), oti P,,, est une resolution DG- 
projective de M et I, une resolution DG-injective de N. 
III. Homologie iquivariante 
Nous avons maintenant le ‘materiel’ necessaire pour definir l’homologie de 
Tate-Vogel equivariante, c’est-a-dire pour generaliser l’homologie de Tate-Vogel 
au cas oti les coefficients sont des complexes (de G-modules). Le plan sera 
essentiellement parallele a celui du premier chapitre, la plupart des constructions 
homologiques se transportant bien aux complexes, grace aux proprietes des 
DG-resolutions de complexes etablies au Chapitre II. 
1. Foncteurs Tor” et Ext” de complexes 
Reprenons les conventions du Paragraphe 1.1. Si M et N sont deux complexes 
de modules, P,w une resolution DG-projective (sur A) de M, I, une resolution 
DG-injective de N, le Theorime 11.3.1 permet d’affirmer que l’homologie de 
P,w @ I, ne depend pas du choix des resolutions. On peut done poser: 
DCfinition 1.1. Tar:” (M, N) = &:+,(6&Z/J 
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et de meme: 
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DCfinition 1.2. ExtJ*(M, N) = H*(Hom”(P,, PN)) 
ou P, (resp. PN) est une resolution DG-projective de M (resp. N). On a ainsi 
deux bifoncteurs, de la categoric des complexes Z-grad&s de A-modules dans la 
categoric des k-modules Z-gradues. Lorsque M et N sont des modules, vus 
comme complexes concentres en degre 0, on retrouve bien stir les foncteurs Tor” 
et Ext” du Chapitre I (cf. la Remarque 2.3 et 2.3-I dans le Chapitre II). 
Remarque 1.3. S’il existe un quasi-isomorphisme M+ M', toute resolution DG- 
projective de M est une resolution DG-projective de M', et on aura done: 
TorE(M, N) = Tor,“(M’, N) et Ext”*(M, N) = Ext” *(M', N). De meme pour les 
resolutions injectives et done pour l’autre variable. 
Comme dans le cas des modules, nous nous contenterons de demontrer les 
proprietes des foncteurs Tor “, et laisserons au lecteur le soin d’enoncer celles des 
Ext “. 
Proposition 1.4. Tor”(--, -) est un bifoncteur homologique. 
DCmonstration. Montrons-le pour l’une des variables. Soit 
une suite exacte de complexes. D’apres 2.4-I du Chapitre II, on peut choisir I,., 
I,, I,.., DG-resolutions injectives de N’, N, N” respectivement, formant une suite 
exacte 
Soit alors P, une resolution DG-projective du complexe M: elle est aussi 
#-projective (Proposition 11.1.2.i), done, d’apres le Lemme 1.1.4, la suite 
est exacte; et on obtient en homologie la longue suite exacte: 
*. .*Tor,“(M, N’)+TorE(M, N) 
-+Tor,“(M, N”)+Tori_,(M, N’)-P..’ 
ce qu’il fallait etablir. 0 
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2. Lien avec Tor 
Rappelons que les foncteurs Tor ont Cte etendus aux complexes (Z-grad&) de 
modules au Paragraphe 11.3. 
Proposition 2.1. Si P est un complexe #-projectif, N un complexe major& et D une 
corbolution major&e de N, alors les complexes P@ N et P @ D ont mEme 
homologie. 
DCmonstration. Soit D’ le c6ne du quasi-isomorphisme donne N-, D: D’ est 
acyclique, et on a une suite exacte de complexes: 
O+ D-+ D’+ N[-I]+0 
qui reste exacte apres tensorisation par le complexe #-projectif P: 
O+P%JD+P@D’*P@(N[-l])+O. 
On montre que P@ D’ est acyclique de facon parallele a la demonstration de la 
Proposition 1.2.1: D’ est majore parce que N et D le sont, cela suffit a assurer la 
convergence de la suite spectrale utilisee. 0 
Corollaire 2.2. Si P, est une r&solution DG-projective du complexe M et D,,, est 
une corbolution major&e du complexe major6 N, alors 
Tor,(M, N) = H,(P,,, @ DN) . 
Et, en prenant D, DG-injective, on a pour tout complexe M et tout complexe 
major6 N, un morphisme 
Tor,“(M, N)+Tor,(M, N). 
3. Homologie de Tate-Vogel bquivariante 
Soient G un groupe (discret), X un G-CW complexe: le complexe S = S,(X) 
des chaines cellulaires de X est un complexe (positif) de G-modules. Notons que, 
si X est de dimension finie, alors S est majore. 
Si G est fini et X de dimension finie, l’homologie de Tate Cquivariante [7, VII.71 
est definie comme 
HZ(X) = H*(F@ S) 
ou F est une G-resolution complete (Paragraphe 1.3) du G-module trivial k. 
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ThCorkme 3.1. Pour tout groupe fini G et tout X, G-CW complexe de dimension 
jinie, on a un isomorphisme de k-modules grad&s: 
E;(X) = Torv,k’c;‘(k, S,(X)) . 
DCmonstration. Soit P une rCsolution DG-projective de k: d’aprks la Remarque 
11.2.3, ce n’est rien d’autre qu’une r&olution G-projective du G-module k. On 
peut done, comme au ThCor&me 1.3.1, choisir F, r&solution cornpEte de k, telle 
que F et P coincident en degrCs positifs; et il s’agit de montrer que F @ S et P 6 f 
ont meme homologie lorsque I est une r&olution DG-injective de S. Or, S 6tant 
major&, on peut d’aprks 2.2-I dans le Chapitre II choisir I avec la mEme 
majoration. Alors, d’aprks la Proposition 2.1, les complexes F @ S et F @ I auront 
la m&me homologie. 11 reste done & montrer que ce dernier complexe a mEme 
homologie que (P 63 I)[ + 11. 
On pro&de comme dans le cas des modules (Proposition 1.3.1) en introduisant 
le noyau K de la projection canonique F+ P. Comme K et I sont major& et P est 
DG-done #-projectif (Proposition 11.1.2), le Lemme 1.1.4 montre que F@ Z et 
P@ I sont isomorphes. 11 suffit alors de prouver que F 6 Z est acyclique. La 
dkmonstration de ce dernier point est la msme que pour les modules: on 
remarque simplement que Z est DG-, done #-injective d’aprks 1.2-I dans le 
Chapitre II. q 
11 est done nature1 de poser la 
DCfinition 3.2. Soit G un groupe. Si X est un G-CW complexe, son homologie de 
Tate-Vogel tquivariante est 
c?:(X) = Tori”“‘(k, S,(X)). 
Remarque. Lorsque G est infini mais de dimension homologique virtuelle finie, il 
existe dCjh une g6nCralisation de l’homologie de Tate kquivariante, l’homologie 
de Farrell tquivariante [7, X.41, dkfinie comme celle-ci mais en affaiblissant la 
notion de r&solution cornpEte, comme au Paragraphe 1.3. On voit comme au 
Th&or&me 1.3.1 que la dkmonstration ci-dessus s’adapte aiskment. L’homologie 
de Tate-Vogel kquivariante coi’ncide done aussi avec l’homologie de Farrell 
iquivariante lorsque celle-ci est dCfinie. 
On dkfinit de msme la cohomologie de Tate (Farrelf) Cquivariante d’un groupe 
fini G et d’un G-CW complexe de dimension finie X, comme 
Z?;(X) = H*(Hom(F, S*(X))) 
et la version cohomologique du Thkorime 3.1 permet de poser: 
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DCfinition 3.3. Soit G un groupe. Si X est un G-CW complexe, sa cohomologie de 
Tate-Vogel Pquivariante est 
ii;(X) = Ext;,;;,(k, Y(X)) . 
4. PropriCtCs 
4.1. fit:(X) est un foncteur covariant en X. D’apris le Corollaire 2.2, on a 
lorsque S:,:(X) est major6 (c’est-i-dire si X est de dimension finie), une applica- 
tion naturelle 
fi~(X)-+Tor~““(k, S,(X)) = Hz(X)-, 
homologie G-kquivariante de X. 
4.2. Invariance par homotopie. Si X et X’ sont deux G-CW complexes tels qu’il 
existe une application X*X’ G-kquivariante qui induit un isomorphisme en 
homologie (non kquivariante), les complexes S:,(X) et S,(X’) sont quasi-iso- 
morphcs par un G-morphisme, done (Remarque 1.3) on a l’kgalitk: 
ii:(x) = H:(X’). 
4.3. Corestriction. Soit H un sous-groupe de G. On vkrifie facilement que la 
restriction des scalaires de k[G] h k[H] envoie les DG-injectifs pour l’anneau 
k[G] sur des DG-injectifs pour k[H]. Si done P est une G-r&solution projective 
de k et I une r&solution DG-injective (sur k[G]) de S,(X), I’application 
canoniquc P @J’,, I + P @I(; I induira en homologie une corestriction: 
H;(X)+ H:(X). 
4.4. Transfert. Soit H un sous-groupe d’indice fini de G. Soient P une r&solution 
G-projective de k, P’ une rksolution H-projective de k, I une r&solution 
DG-injective (sur G done sur H, comme prtkkdemment) de S,(X). Comme en 
1.4.3, la norme induit une application PGj,; I+ P’ @31H I, d’oti en homologie le 
transfert: 
4.5. Produit de Yoneda. Les produits tensoriels seront dksormais sur k. Le 
produit de Yoneda usuel pour les foncteurs Ext de modules s’ktend tel quel aux 
foncteurs Ext de complexes: 
Ext”(M, N) @ Ext”(N, P)* Ext”+“(M. p> 
Homologie de Tate-Vogel Cquivariante 63 
11 suffit en effet de remplacer ‘projectif’ par ‘DG-projectif’ dans sa construction. 
De mEme, le produit ‘de Yoneda’ pour les foncteurs Ext” de modules (Para- 
graphe 1.5) s’etend aux foncteurs Ext” de complexes: 
Ext”“(M, N) @Ext”“(N, P)+ ExtV”+P(M, P) . 
Et l’application naturelle Ext + Ext ” (qui existe d&s que N est minore) donne un 
diagramme commutatif: 
Ext”(M, N) @Ext”(N, P) A Extn+u(M, P) 
1 L 
Ext ““(M, N) @ Ext ““(N, P) - Ext”“+P(M, P) . 
ThiorCme 4.6. II existe un morphisme de k-modules grad&s 
&.(X) @ ii;(Y) - i&x x Y) . 
DCmonstration. C’est un cas particulier d’un produit 
(*I Iti*(G, M)@+(G, N)+k*(G, MC3 N) 
ou I?*(G, M) est la cohomologie de Tate-Vogel de G a coefficients dans le 
complexe de G-modules M, definie comme 
+(G, M) = Ext;&k, M) 
de sorte que &g(X) = H”(G, S*(X)). 
Montrons que le produit (*) existe des que M et N sont minor&s. Nous 
supposerons aussi M et N k-libres puisque Lest le cas des complexes de cochaines 
cellulaires. Soit P une G-resolution projective de k: le complexe PC3 M est 
minore puisque P et M le sont, et #-projectif parce que P est G-projectif et M est 
k-libre. D’apres la Proposition 11.1.2(ii), PCS M est done DG-projectif. Et 
l’application canonique P@ M-+ k @ M = M induit un isomorphisme en 
homologie (par la formule de Kunneth), done PC3 M est une resolution DG- 
projective de M. On peut done construire le cup-produit (*) par la meme formule 
que dans le cas des modules (Theoreme 1.5.1(a)). 
Et le cup-produit en cohomologie equivariante s’obtient en composant (*), pour 
M = S”(X) et N = S”(Y), avec l’application 
I+(G, S”(X)CW*(Y))++(G, F(X x Y)) 
induite en cohomologie par l’application d’Alexander-Whitney (par la fonctorial- 
it6 de fi”(G, -), qui resulte de celle de Ext”). 0 
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