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Abstract
The discovery of the high-Tc superconductivity in iron-arsenic materials in 2008 imme-
diately became one of the hottest topics in the condensed matter physics. This dissertation
presents a systematic study on the pairing symmetry and electronic structure on the hole
doped materials of BaFe2As2 (so called “122”-system), by angle-resolved photoemission
spectroscopy (ARPES).
In the early ARPES studies on “122”-pnictides, we observed two hole-like Fermi surfaces
(FSs) centered at the Brillouin zone (BZ) center, (Γ), and two electron-like FSs centered
at the zone corner (M), which is (pi, pi) in the BZ or (pi, 0) in the unfolded BZ. The size
of these FS sheets can be changed by carrier doping, which causes change of the chemical
potential. In the superconducting state, temperature (T ) and momentum (k) dependence
of ARPES measurements reveals the Fermi-surface-dependent nodeless superconducting
gaps in this system and shows that an s-wave symmetry is the most natural interpretation
for our findings in terms of the pairing order parameter. The ratio 2∆/kBTc switches from
weak to strong coupling on different FS sheets. Large superconducting gaps are observed
with a strong coupling coefficient (2∆/kBTc) on the near-nested FSs connected by the
antiferromagnetic (AF) wave vector ((pi, pi) in the BZ or (pi, 0) in the unfolded BZ). When
Tc is suppressed in the heavily overdoped materials, the near-nesting condition vanishes, or
more precisely, the (pi, pi) inter-FS scattering disappears due to the absence of either the
hole-like or the electron-like FS at the Fermi energy (EF ).
We have also performed ARPES measurements on kz-dependence of the superconduct-
ing gap and band structure of the optimally hole doped sample Ba0.6K0.4Fe2As2. By varying
the photon energy, we can tune kz continuously. While significant kz dispersion of the su-
perconducting gaps is observed on the hole-like bands, much weaker kz dispersion of the
superconducting gaps is observed on the electron-like bands. Remarkably, we find that a
3D gap function based on short-range pairing can fit the superconducting gaps on all the
FS sheets. Moreover, an additional hole-like FS (referred as the α′ FS) predicted by local
density approximation (LDA) calculations is observed around the Z point. The disappear-
ance of intensity of the α′ band near EF at kz=pi/2 suggests that the α′ band could either
sink below EF or be degenerate with the inner hole (α) band. The studies on the α
′ band in
the superconducting state reveal a nearly isotropic superconducting gap on this FS sheet.
Underdoped samples Ba0.75K0.25Fe2As2 are used to study how the AF fluctuations and
superconductivity interplay in the underdoped regime that is closer to the AF phase. we
observe that the superconducting gap of the underdoped pnictides scales linearly with Tc. A
distinct pseudogap develops upon underdoping and coexists with the superconducting gap.
Remarkably, this pseudogap occurs mainly on the FS sheets that are connected by the AF
wave vector, where the superconducting pairing is stronger as well. This suggests that both
the pseudogap and the superconducting gap are driven by the AF fluctuations, and the
long-range AF ordering competes with the superconductivity. The observed dichotomic be-
haviour of the pseudogap and the SC gap on different FS sheets in the underdoped pnictides
shares similarities with those observed in the underdoped copper oxide superconductors,
providing a possible unifying picture for both families of high-temperature superconductors.
Preface
The electrons of a single atom occupy atomic orbitals, which form a discrete set of energy
levels. When a large number of atoms are brought together to form a solid, the orbitals
overlap and allow electrons to move from one atom to another. When orbitals overlap, they
hybridize with each other and the energy degeneracy is removed. The number of orbitals
becomes exceedingly large due to the level splitting, and consequently the difference in
energy between them becomes very small in solid. These levels form continuous bands
of energy in periodic lattice rather than the discrete levels of the atoms in isolation. A
arbitrary solid contains infinitely many bands in theory. However, several bands lie at very
high energies where the electron will escape from the solid when it reaches those bands.
In band theory, these bands are usually disregarded. Bands have different widths based
on the properties of the atomic orbitals from which they arise. Also bands can overlap to
produce a single large band for practical purposes.
According to the band theory solids can be classified as metals, semiconductors and
insulators. If one fills the energy bands of a solid with available electrons and ends up with
a top band partly filled regardless of temperature, then the solid is a metal. Therefore
metals have very high conductivity. In both semiconductors and insulators, the valence
band that is analogous with the valence electrons of individual atoms is fully occupied
while the conduction band, that is named such because only when electrons are excited to
the conduction band can current flow, presents at unoccupied side. The difference between
insulators and semiconductors is that the forbidden band gap between the valence band
and conduction band is larger in an insulator, so that fewer electrons are around and the
electrical conductivity is lower. Because of the main mechanisms for electrons to be excited
to the conduction band is due to the thermal energy, the conductivity of semiconductors is
strongly dependent on the temperature of the material.
Angle-resolved photoemission spectroscopy (ARPES) is a well-recognized advanced
technique to characterize the electronic band structure of solids. The principle of ARPES
is to measure simultaneously the kinetic energy and the momentum of electrons ejected
from the surface of a sample under the influence of photons of a known energy. With con-
servation of energy and momentum parallel to the sample surface, the band dispersions of
the studied materials can be directly deduced up to the Fermi level. ARPES is exactly the
way to measure electronic band structure and check band theory. In the last more than
thirty years, ARPES has demonstrated the success of band theory in metals and semicon-
ductors. In an authoritative report by U.S. Department of Energy (DOE) in 2006, ARPES
was listed as the first choice among six important experimental methods to study the novel
quantum phenomenon.
However there are some materials that could not described well by band theory, such as
strongly interacting or correlated materials, including cuprates and many transition metal
oxides. In these systems, strong interactions between electrons, in particular the strong
Coulomb repulsion between valence electrons at the same atomic site, or so called electron
correlation U is the main reason to cause the breakdown of the Landau-Fermi liquid theory.
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Among the systems mentioned above, cuprates have been studied the most because many
doped cuprates exhibit superconductivity at relatively high temperature.
Superconductivity was first observed by Heike Kammerlingh Onnes in 1908 who was
awarded the Nobel Prize in Physics 1913 for this observation. After around 50 years, three
American scientists, John Bardeen, Leon Cooper and John Schrieffer succeeded to construct
BCS theory that explains conventional superconductivity very well in 1957 and this led
them to receive the Nobel Prize in Physics 1972. These studies on superconductivity did not
settle down especially after two researchers at the IBM Research Laboratory, Georg Bednorz
and Alexander Mu¨ller discovered the superconductivity in La2−xBaxCuO4 with a transition
temperature above the limitation predicted by BCS theory in 1986, which earned them the
Nobel Prize in Physics 1987. Much progress has been made on the studies of curpates since
then. APRES has made significant contributions to the “progress”, including detailed
information of band structure, Fermi surface, pairing symmetry, and pseudogap. With
quick and significant improvement of the ARPES technique, including in instrumentations
and UHV technique, ARPES became a leading tool for the study of the high temperature
superconductors and other strongly correlated systems.
While after a quick expanded progress in late 80s and early 90s, the speed of further
improvement of high-Tc superconductivity has slowed down recently. Until recently (in
February 2008), when a new family of high-Tc superconductors has been reported in iron
pnictides, a “iron-age” of high temperature superconductivity has brought new excitement
and opportunities to the field. Our group has joined the field since the beginning of the
“iron-age”, and has contributed the rapidly expanding knowledge base of these new high-Tc
superconductors.
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In order to provide readers with necessary information for this thesis easily, I first
give some background knowledge about superconductivity, including conventional and un-
conventional superconductivity in Chapter 1. Chapter 2 is devoted to the principle and
instrumentations of the ARPES technique. Early ARPES work on the iron pnictides that
was preceded by my thesis project is presented in Chapter 3. It deals mainly with the
electronic band structure and superconducting gap at a fixed kz. The impact of three
dimensionality to the band structure and pairing is given in Chapter 4. ARPES studies
on the underdoped pnictides are presented in Chapter 5 to reveal the interplay between
antiferromagnetic fluctuations and superconductivity in the pnictides.
ix
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Chapter 1
Introduction
Superconductivity is a quantum phenomenon where the electrical resistance becomes ex-
actly zero in certain materials below a characteristic critical temperature Tc. After its
discovery in the early 20th century, scientists have been striving to understand the basic
physics behind this fascinating phenomenon and to explore its applications over the last
one hundred years.
1.1 Conventional superconductivity
After Heike Kammerlingh Onnes successfully liquified helium by cooling it to 4 Kelvin
(K) in 1908, he discovered the superconductivity in 1911 [1]. When he investigated the
electrical properties of metals under the extremely cold condition, Dr. Onnes observed
that in mercury, the electrical resistivity (R) dropped suddenly and became zero when
the temperature was cooled down below 4.2 K (Figure 1.1). He named this extraordinary
behavior as Superconductivity. Soon after this, the same behavior was observed in other
metals but at low critical temperatures Tc, which are called as superconductors.
1
Figure 1.1: The discovery of superconductivity
The discovery of superconductivity: Onnes’ original plot of the resistance of mercury vs.
temperature. From Ref. [1, 2].
Since then, scientists have performed many experiments and proposed many theories to
understand superconductivity and to find new superconductors with higher Tc.
Superconductivity can be destroyed by strong magnetic fields or electric currents. With
no external magnetic field, superconductivity starts at Tc. But when the external magnetic
field increases, the temperature at which superconductivity begins decreases. When the
magnetic field is increased to the critical field Hc, superconductivity will be destroyed. Ex-
perimentally it was determined that Hc varies parabolically with temperature T : Hc(T ) '
H0(1 − ( TTc )2) as shown in Figure 1.2. With applying external magnetic field, the normal
state can be achieved below Tc. Without external magnetic filed, when the current is above
2
Figure 1.2: Critical temperature as function of magnetic field
Critical temperature vs. magnetic field. Hc(T ) defines a curve that separates the
superconducting phase and the normal phase. From Ref. [2].
a certain critical current Ic, superconductivity will also disappear.
Superconductors share a class of properties that are independent of the underlying
material in the superconducting state. The main characteristic properties include: (1) zero
DC electrical resistance; (2) specific heat anomaly at superconducting phase transition; (3)
Meissner effect.
Zero DC electrical resistance As mentioned above, resistivity of superconductors
drops abruptly to exact zero when the temperature goes below Tc. Conventional supercon-
ductors’ Tc varies from less than 1 K to around 20 K. In a normal conductor, its resistance is
described by Ohm’s law: R = V/I where V is the voltage and I is the current. An electrical
current could be regarded as a fluid of electrons moving across a heavy ionic lattice and
colliding constantly with ions. Part of the energy carried by the current is absorbed by the
lattice, converted to heat and dissipated constantly, which is the phenomenon of electrical
3
Figure 1.3: Superconductor’s specific heat as function of T
The change of specific heat when a material transits from the normal to the
superconducting state.
resistance. It decreases gradually as the temperature is lowered but retain a finite value at
T = 0 K (residual resistivity) due to impurities and other defects in a normal conductor.
While in a superconductor, a current can persist for years without observable dissipation
below Tc and the DC resistivity goes to exactly zero [1].
Anomaly specific heat at superconducting phase transition In the normal state,
the specific heat of a metal is expressed as CV (T ) = AT+BT
3. The linear term comes from
the electron-electron interaction and the cubic term is associated with the electron-phonon
interaction. As shown in Figure 1.3, at the superconducting transition, the specific heat
jumps up and thereafter decreases slowly. At low temperature, it is dominated by a term
e−∆/kBT .
Meissner effect In 1933 Walther Meissner and Robert Ochsenfeld discovered that
4
Figure 1.4: Meissner effect
Diagram of the Meissner effect. Magnetic field lines, represented as arrows, are excluded
from a superconductor when it is below its critical temperature. From Ref. [3].
the magnetic field can be expulsed from a superconductor during its transition to the
superconducting sate. The phenomenon is called the Meissner effect [3] (Figure 1.4). In the
normal state, the external magnetic field can penetrate a material. When the temperature
is cooled below Tc, the magnetic field is repelled out of a superconductor. In this sense,
superconductivity is different from perfect conductivity. As shown in Figure 1.5, in a
normal conductor above Tc (the critical temperature of perfect conductor), by turning
off the magnetic field (A →D), one will induce a current according to Faraday’s law of
induction. The current will decay away due to the finite resistance of metal and no magnetic
field will penetrate the material. When the temperature is cooled below Tc, the material
becomes a perfect conductor (D →C). There is still no magnetic field penetrating the
material. However if the temperature is cooled first, the magnetic field penetrates the
5
Figure 1.5: Perfect conductor behaviors
Magnetic fields inside a perfect conductor in response to lowering the temperature and
magnetic field.
material all the way (A →B). Lowering the magnetic field (B →C) will again induce a
current to maintain the magnetic field, but this current will not decay due to the absence
of finite resistance. But in the superconductor, which is a perfect diamagnet, the process
of going from A to C is path independent. The magnetic field could not exist inside of
superconductor no matter which process will go first.
The Meissner effect can be broken down when the applied magnetic field is too large.
Depending to how this breakdown occurs, superconductors can be divided into two classes,
which are Type I superconductors and Type II superconductors. In Type I su-
perconductors, superconductivity is abruptly destroyed when the strength of the applied
field rises above a critical value Hc as discussed above. As such, Type I superconductors
have only one single critical magnetic field at which the materials transit between zero resis-
tivity and finite resistivity. Most superconducting pure metals are Type I superconductors
except Niobium (Nb), Vanadium (V), Technetium (Tc), Diamond (C) and Silicon (Si).
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In comparison to the sharp transition of a Type I superconductor above the low
temperature Tc1, the magnetic flux from the external fields is no longer completely expelled
by the Type II superconductors which are in a mixed state. Only above a higher tem-
perature Tc2, the superconductivity will completely be destroyed and the material becomes
the normal state. Both of these temperatures are dependent on the strength of the applied
field. It is usual to consider a fixed temperature, in which case the transition occurs between
the critical field strengths Hc1 (the lower critical field) and Hc2 (the upper critical field).
In this case, the phase transition of Type II superconductors is second order. Usually
metal alloys and complex oxide ceramics are Type II superconductors. All high temperature
superconductors that will be discussed in next section are Type II superconductors.
After the discovery of superconductivity, many physicists have dedicated their scientific
careers to exploring the foundation of the superconductivity: “how and why supercon-
ductivity works?” are two main questions scientists try to understand. In mid-1950s, a
rapid progress in the understanding of superconductivity had been made by theoretical
physicists. In 1957, John Bardeen, Leon Cooper and John Schrieffer constructed a theory,
known as BCS theory [4] in which they demonstrated the phase transition is second order,
reproduced the Meissner effect, calculated specific heat and penetration depth [5] with the
theory.
The main concept in BCS theory is Cooper pairing that is a quantum effect due to
electron-phonon interactions. In a material, the positive ions make up the rigid lattice,
while an electron that behaves as a free particle is normally repelled from other electrons
but attracted by the ions due to the Coulomb interactions. The attraction deforms the ion
lattice and moves the ions slightly toward the electron, increasing the positive charge density
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of the lattice in the vicinity. This high positive charge density can attract another electron
with the opposite spin to be bound with the previous electron. At long distances this
binding between electrons due to the distorted ions may overcome the Coulomb repulsion
between them and pair them up, which is one Cooper pair.
In a superconductor there are a many such electron pairs near EF when T< Tc. The
pairing opens a gap in the continuous spectrum of allowed energy states of the electrons,
meaning that some minimum amount of energy is required to excite the fluid. If the
required energy gap is larger than the thermal energy of ions lattices, Cooper pairs will not
be scattered by the lattice and the Cooper pair fluid will become a superfluid without any
energy dissipation. In addition to that, at sufficiently low temperatures, all Cooper pairs
will stay in a coherent correlated state. All these properties lead to superconductivity.
BCS theory successfully explained the s-wave superconducting gap of conventional su-
perconductivity and that the specific heat of a superconductor is not only suppressed
exponentially at low temperature, but also becomes higher than that of the normal con-
ductor (Figure 1.3) before reaching Tc. Beyond that, BCS theory also correctly predicted
the Meissner effect, reproduced the isotope effect and explained well about Type I super-
conductors.
One of the most successful points BCS theory reached is that it predicted that the ratio
between the value of the energy gap at zero temperature and the value of the supercon-
ducting transition temperature takes a universal value of 3.5, independent of materials.
The Hamiltonian of BCS theory can be written as:
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HBCS =
∑
k,σ
εkc
†
k,σck,σ +
∑
k,k′
Uk,k′c
†
k↑c
†
−k↓c−k′↓ck′↑ (1.1)
where c†k↑ creates an electron with momentum ~k and up spin. εk = Ek−µ = ~2k2/2m−µ
denotes the single particle energy measured with respect to the Fermi energy.
At finite temperature, the product c†k↑c
†
−k↓ can be expressed in the form:
c†k↑c
†
−k↓ = ak + (c
†
k↑c
†
−k↓ − ak) (1.2)
where ak is the thermal average expectation value:
ak = 〈c†k↑c†−k↓〉T (1.3)
And one can define the parameter
∆k = −
∑
k′
Uk,k′〈c−k′↓ck′↑〉T (1.4)
It is convenient to express the product operator c−k↓ck↑ in term of the γ operators by
means of the canonical transformations and one can get:
c−k↓ck↑ = (ukγ−k,↓ − vkγ†k,↑)(ukγk,↑ − vkγ†−k,↓) (1.5)
The thermal average of the above operators gives:
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〈c−k↓ck↑〉T = 〈ukvkγ−k↓γ†k↓ − ukvkγ†k↑γk↑〉T
= ukvk〈1− γ†−k↓γ−k↓ − γ†k↑γk↑〉T
= ukvk[1− 2f(ωk)] (1.6)
where ωk =
√
ε2k + ∆
2
k is the quasiparticle energy, and the Fermi-Dirac function f(E) =
1/[exp(βE) + 1] gives their excitation probability at thermal equilibrium.
At finite temperature the self-consistent Equation (1.4) becomes
∆k = −
∑
k′
Uk,k′ukvk[1− 2f(ωk)] (1.7)
Applying the relationship and identity
u2k =
1
2
[1 + εk√
ε2k+∆
2
k
]
v2k =
1
2
[1− εk√
ε2k+∆
2
k
]
1− 2f(E) ≡ tanh βE
2
(1.8)
into Equation (1.7) one obtains the self-consistent equation:
∆k = −1
2
∑
k′
Uk,k′
∆k′√
ε2k′ + ∆
2
k′
tanh
β
√
ε2k′ + ∆
2
k′
2
(1.9)
In the average potential approximation, Equation (1.9) simplifies in the form
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1 =
1
2
U0n0(EF )
∫ ~ωD
−~ωD
dε√
ε2 + ∆2
tanh
β
√
ε2 + ∆2
2
(1.10)
where n0(EF ) = D0(EF )/N denotes the density-of-states for one spin direction and per
unit cell.
From Equation (1.10) one sees that the energy gap disappears at the critical temperature
Tc implicitly determined by the relation:
1 = U0n0(EF )
∫ ~ωD
0
1
ε
tanh
ε
2kBTc
dε (1.11)
or equivalently, introducing the dimensionless variable x = ε/kBTc
∫ ~ωD/kBTc
0
1
x
tanh
x
2
dx =
1
U0n0(EF )
(1.12)
For large ratios ~ωD/kBTc the integral has the value ln(1.13~ωD/kBTc), where 1.13 is
an approximation for 2exp(γ)/pi with γ being Euler constant. Then in the weak coupling
limit U0n0(EF ) 1 and ~ωD/kBTc  1, we have
kBTc = 1.13~ωDe−1/U0n0(EF ) (1.13)
Considering the BCS superconducting gap at zero temperature
∆0 = 2~ωDe−1/U0n0(EF ) (1.14)
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We have
∆(0) = 1.76kBTc;
2∆
kBTc
= 3.52 (1.15)
The coefficient of ratio 2∆
kBTc
can be used to define the pairing strength. The larger ratio,
the stronger pairing strength. This is important for our studies on iron-based pnictides
which will be introduced briefly in Chapter 1.3 to distinguish the the bands with different
pairing strengths.
1.2 High temperature copper oxide superconductors
BCS theory predicted that the highest theoretically possible Tc would be around 30 K
due to unstable lattice caused by stronger phonon-electron interactions. But in 1986, two
researchers at the IBM Research Laboratory at Zu¨rich, G. Bednorz and A. Mu¨ller discovered
that when the lanthanum copper oxide is doped with barium, it becomes a superconductor
(La2−xBaxCuO4) with a transition temperature as high as 36 K [6], surpassing the previous
record of 23 K. Surprisingly, the parent compound La2CuO4 is actually an insulator.
This discovery of the high temperature superconductor immediately cheered up all the
scientists in the field. Many efforts have been made to achieve higher Tcs soon after. In
January 1987, another breakthrough discovery has been done when substituting yttrium
for lanthanum to make yttrium barium copper oxide YBa2Cu3O7 (know as YBCO). The
transition temperature is as high as 92 K [7], which is above the temperature of liquid
nitrogen (77 K), a generally available cooling source.
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Soon another family of high temperature superconductor, which does not contain rare
earth element, bismuth strontium calcium copper oxide Br2Sr2Can−1CunO2n+4+δ (known as
BSCCO) has been discovered. n is between 1 and 3, which is the number of CuO2 plane in
the unit cell. The first BSCCO with n=2 Br2Sr2CaCu2O8+δ (Bi2212) with Tc = 93 K was
discovered in 1988. By increasing n to 3, Tc is improved to 108 K in Br2Sr2Ca2Cu3O10+δ
(Bi2223) [8].
Until now, the highest Tc at ambient pressure currently known is 138 K in a mercury
barium calcium copper oxide by substituting thallium, Hg0.8Tl0.2Ba2Ca2Cu3O8+δ [9]. By
applying extreme pressure ∼30 GPa, Tc can be further increased by approximately 25 to
30 K [10].
The operative element in all these high temperature superconductors is the conducting
copper oxide CuO2 layer, and hence they are usually called as high temperature copper
oxide superconductors, or high-Tc cuprates in abbreviation.
1.2.1 Crystalline structure of cuprates
All the cuprates have layered perovskite structure with CuO2 plane as the common struc-
tural unit, which is believed to play the most important role for the superconductivity. The
main differences between different cuprates systems are the number of CuO2 plane in the
unit cell, the layered scheme of the CuO2 planes and how charge resourvior is built around
the CuO2 planes.
Figure 1.6 shows the crystalline structure of Bi2212. All the planes containing oxygen
are square lattices formed by oxygen and other elements.
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Figure 1.6: Crystalline structure of Bi2212.
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Figure 1.7: 3d orbitals configuration.
1.2.2 Electronic structure of cuprates
It was proposed that superconductivity happens in CuO2 plane [11]. Due to separation by
introduced charge resourvior, the coupling between CuO2 layers is weak, and the system
exhibits a quasi-two dimensional (2D) electronic structure with weak z-direction dispersion.
In the parent compound of cuprates, the valence of copper atoms in the CuO2 planes
is 2+ and the Cu2+ is in the 3d9 configuration. Due to the octahedral crystal field, the
3d states split into two degenerate states, which are doubly degenerate eg state and triply
degenerate t2g state. Due to the existence of apical oxygens and associated Jahn-Teller
distortion, the eg state splits into 3dx2−y2 and 3d3z2−r2 and the t2g state splits into three
new states, which are 3dxy, 3dxz and 3dyz. All the states are fully occupied except 3dx2−y2
is half filled (Figure 1.7).
There is hopping between copper atom and oxygen atom, Cu 3dx2−y2 hybridizes with O
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Figure 1.8: Scheme of Zaanen-Sawatzky-Allen distributed transition metal com-
pounds single particle spectrum.
a. metal; b. Mott-Hubbard insulator; c. charge transform insulator; d. charge transform
insulator with Zhang-Rice singlet-triplet splitting. The shaded part is occupied state.
(N)[A]B is (non)[anti-]bonding band; L(U)HB is low(high) Hubbard band; ZRS is Zhang-
Rice singlet and ZRT is Zhang-Rice triplet; ∆ is the charge transform gap. From Ref. [25].
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2px and 2py state and the electronic structure can be described by the Emery model [12–16],
which is a three-band model. The form of three-bands Hubbard model [17–19] is:
H3bd = H
0
3bd + Ud
∑
i
ndi↑n
d
i↓ + Up
∑
i
npi↑n
p
i↓ + Upd
∑
<i,j>
npi↑n
d
j↓ (1.16)
where ndiσ = d
†
iσdiσ, n
p
iσ = p
†
iσpiσ are the density of the hole for Cu 3d and O 2p, respectively.
σ denotes the spin. ndpi =
∑
σ n
dp
iσ . Ud and Up are the Hubbard repulsion energy in Cu
and O at place i, and Upd presents the interaction between Cu and O. Due to the Cu 3d
orbital has relatively small spatial distribution, Ud in Equation (1.16) is the main term.
The oxygen 2p orbital and copper 3d orbitals lie at energies p and d and p > d. The
difference between them ∆=p - d is the charge transfer gap.
As shown in Figure 1.8 (a) ∼ (c) (in terms of electron picture) [20], in the undoped
case, there exist three conditions of the ground state with assumption of tpd (the hopping
between Cu and O), tpp (the hopping between O and O) ∆ and Up=Upd=0 according to
Zaanen-Sawatzky-Allen (ZSA) diagram [21]:
(1) d-type metal when Ud = 0;
• In this case, the anti-bonding band (AB) is at the Fermi level EF , and the
nonbonding band (NB) is at a higher binding energy EB.
(2) Mott-Hubbard insulator when tpd, tpp  Ud  ∆;
• In this case, the band splits into the upper Hubbard band (UHB) and the lower
Hubbard band (LHB). The LHB is fully filled while the UHB is empty. The
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difference in energy between LHB and UHB is the Mott gap which can be a few
electron volts, thus the system is an insulator.
(3) Charge transfer insulator (CTI) when tpd, tpp  ∆  Ud.
• In this case, the system becomes an insulator due to the open of the charge
transfer gap ∆.
In the undoed cuprates, the antiferromagnetic (AF) results from the spin super-exchange
of copper and oxygen [22]. In the case of CTI, for the hole in copper in each unit cell, this
super-exchange could be described by using the unitary transformation which projects the
three-band Hubbard band model (Equation (1.16)) into a 2D Heisenberg model [15,23]:
H = Jcc
∑
<i,j>
(Si · Sj − 1
4
ndin
d
j ) (1.17)
where Si is spin operator of copper; and <i, j> are all nearest neighbors of copper; ni is
the number operator; Jcc is the exchange coupling constant and in the lowest non-zeroth
order [15,23] can be written as:
Jcc = (
4t4pd
∆2
)[
1
Ud
+
2
(2∆ + Up)
] (1.18)
By substituting chemical elements, the carrier density on the CuO2 plane could be
changed in the process of doping. Figure 1.8 (d) described shows the case of doped cuprates,
which can be described by a single-band Hubbard model. When a hole is doped into the
system, Zhang-Rice pointed out that due to the covalent combination between Cu and O,
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the doped hole would form a singlet with the hole in Cu 3d9, which is singlet-Zhang-Rice
singlet [24] and the Hamiltonian can be written as:
H = −t
∑
<i,j>,σ
(cˆ†iσ cˆjσ) + J
∑
<i,j>
(Si · Sj − ninj
4
) (1.19)
t is the nearest-neighbor hopping, J is the coupling constant and given by J=4t2/U where
t = t2pd/∆ and the Coulomb repulsion U ' ∆. cˆ†i,σ and cˆj,σ are creation and annihilation
operators. This well-known t-J model captures the most important parts of the low energy
electronic excitations in cuprates.
1.2.3 Phase diagram of cuprates
Besides superconductivity, the cuprates carry other interesting physical properties that has
beenare summarized in a phase diagram (Figure 1.9).
As explained in the previous section, the parent compound of a cuprate is an AF
insulator below the Ne´el temperature (TN) which can be as high as over 200 K. In the hole
doped side, the AF order is rapidly suppressed at low hole concentrations and completely
destroyed beyond x∼0.05 where x is the number of carrier per Cu. With more holes
introduced into CuO2 planes, a superconducting regime emerges at x∼0.08 and forms a
dome in the diagram. The optiamlly-doped (OPD) case which corresponds to the highest
Tc happens around 0.15 and separates the diagram into two different regimes of underdoped
(UD) and overdoped (OD). The superconducting regime ends around x = 0.25. While in
the electron doped side, the superconductivity emerges directly from an AF insulator state
and also forms a superconducting dome.
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Figure 1.9: Phase diagram of high-Tc cuprates.
Phase diagram of high-Tc cuprates with both electron and hole doped. From Ref. [26].
The AF and superconducting states are the two well-defined phases in the diagram. In
the UD regime on the hole side, there exists a region as generally known as the pseudogap
region where various properties of the system have the gapped behavior below a crossover
temperature T ∗. The origin of pseudogap and its relationship with superconducting phase
is still unknown and under intense debate. When the system is heavily doped with holes,
a conventional Fermi liquid behavior appears.
1.2.4 Pairing symmetry of cuprates
Unlike the conventional superconductors whose pairing order parameter is an isotropic s-
wave, the order parameter of cuprates has d-wave symmetry [27–30]. With the advantage
of angle-resolved photoemission spectroscopy (APRES), the momentum (k) dependent su-
perconducting gap can be extracted directly, as shown in Figure 1.10, on a typical sample
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OPD-Bi2212 with Tc∼90 K [31]. It is clearly that the gap shows the d-wave symmetry
with a node along the Γ-Y direction. In the OD region, the gap symmetry is still d-wave
but the ∆0 is smaller compared to the OPD case. In the UD regime, the nodal region gap
becomes smaller while the antinodal gap becomes larger.
1.2.5 Theoretical models of cuprates
BCS theory works well on the conventional superconductors but it becomes incapable when
it faces the challenge from the high-Tc superconductors. The biggest difficulty comes from
the strong interactions among electrons [32], in particular the strong Coulomb repulsion
between valence electrons at the same atomic site, or the so called electron correlation U.
Such a system with strong on-site electron-electron interactions are also called a strongly
correlated electron system. Reliable theoretical calculation for a highly correlated system
is extremely difficult due to the nature of many-body interactions which can not be treated
by the quasiparticle picture.
Theorists have proposed many models to solve the mystery of high-Tc superconductivity
although they are still far away from explaining everything. Among all the new theories, one
promising approach is based on the idea of a doped resonant valence bond (RVB) state,
which was first proposed by Philip Anderson [11] after he revived his earlier work on a
possible spin-liqiud state in a frustrated antiferromagnet. P. W. Anderson and P. Fazekas
suggested in 1973 a competing RVB liquid state [33, 34], where spins were supposed to
form singlet “valence bonds” in pairs, and regain some of the lost AF exchange energy
by resonating quantum-mechanically among many different pairing configurations. As one
dopes this RVB state with electrons or holes, the spin-singlet pairs begin to move coherently
21
Figure 1.10: Pairing symmetry of the cuprates.
Y quadrant gap in meV versus angle on the Fermi surface (filled circles) with fits to the
data using a d-wave gap (sold curve). From Ref. [31].
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resulting in a singlet superconductor when the doped carrier density is sufficient. The
driving force for the pairing would be the AF exchange coupling J in the original Mott
insulator. This type of superconductivity arising from a RVB liquid state is called RVB
superconductivity.
Other competing theories include those based on fluctuating stripes [35], SO(5) theory
[36], and theories based on polarons (strong coupling between electrons and phonons) [37].
To calculate properties of the cuprates, on commonly used model considering strong
correlations is the Hubbard model and its strong-coupling limit, the t-J model which has
been discussed in Section 1.2.2.
1.3 Iron-based pnictide superconductors
As mentioned in the beginning of Section 1.2, the record of the highest Tc was set in
1993 [9, 10], around 7 years later after the discovery of the high Tc superconductivity.
After that, physicists didn’t achieve a higher Tc in cuprates but discovered many new
superconductors other than cuprates, such as RbxCsyC60 (Tc = 33 K) [38], MgB2 (Tc = 39
K) [39], NaxCoO2·yH2O (Tc = 5 K) [40] and so on. All of these superconductors supply
new platforms for scientists to study superconductivity further.
An exciting paper appeared in February, 2008 from Hideo Hosono group at the Tokyo
Institute of Technology, in which they reported that a compound of lanthanum, oxygen,
fluorine iron and arsenic (LaO1−xFxFeAs) with a layer structure becmoes a superconductor
at 26 K [41]. Actually the same group reported superconductivity in iron-based layer
material LaOFeP with Tc ∼ 4 K two years ago [42] but it didn’t attract much attention
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of researchers at that time. The parent compound, LaOFeAs, is not a superconductor.
But with substituting oxygen by fluorine, the material becomes a superconductor. The
crystal structure is a layer of FeAs seperated by a layer of LaO where the fluorine dopants
are introduced. Neutron scattering studies reveals that in the parent compound of this
so-called “pnictide” material (compound of the nitrogen group), the spins on the iron
atoms are in AF order [43]. All these properties quickly reminded physicists in the high-Tc
superconductivity field a similar case happened to the cuprates 22 years ago. But soon
scientists realized there are major differences between pnictides and cuprates. Although
the parent compounds of both superconductors are in AF order, their phases are different.
As discussed in Section 1.2.2, the parent curpates is a Mott insulator due to large electron
correlations. However parent pnictide is a “spin-density-wave” semi-metal [43] where the
electrons appear to be more delocalized.
Soon the Tc of the pnictides was increased by replacing lanthanum by other elements
[44,45] and finally reached the highest record so far ∼55 K [46] in the same year. ReOFeAs
(Re is rare earth element) is called as “1111”-system.
Besides “1111”-system, superconductivity with Tc of up to 38 K was discovered in
AFe2As2 (A = Ba, Sr, Ca) upon K or Na doping [47–51] in May 2008. This system is called
as “122”-system. “122”-system has attracted a lot of attention due to relatively ease of
synthesis for a large and good-quality single crystals.
Like the CuO2 plane that plays a key role cuprates, the FeAs layer is believed to be
crucial to the superconductivity in the pnictides. In “122”-systems, there are two FeAs
layers in a unit cell. A single layer FeAs superconductor was discovered in June 2008
by doping lithium into FeAs to balance the valence with maximum Tc∼18 K [52], which
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Figure 1.11: Chart of the history of pnicitdes.
The chart of the history for the iron-based pnictides, their Tc versus the time when they
were developed (except “21311”-system which was discovered in April 2009). From [55].
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is called “111”-system. Furthermore, the simplest family “11”-system was discovered in
July 2008 by balancing the valence of the FeAs layer by removing monovalent lithium and
replacing trivalent arsenic with divalent and less toxic element of selenium [53]. The iron
selenide superconductor has a formula of Fe1.01Se, reflecting the structure’s slight Fe excess.
One year after the first discovery of iron-based superconductors, a new system, so-called
“42622” or “21311”-system was discovered in Sr4V2O6Fe2As2 with Tc at 37.2 K [54]. The
history of discovery of iron-based pnictides (except “21311”-system which was discovered
in April 2009) is summarized in Figure 1.11 [55].
In this dissertation, I will mainly focus on the “122”-system, thus the basic information
of the “122”-system is described below.
1.3.1 Crystalline structure of “122”-pnictides
The “122”-pnictides form an I4/mmm tetragonal structure but undergo a first-order struc-
tural phase transition into the Fmmm orthorhomobic structure below a characteristic tem-
perature T0 (Figure 1.12b). There are two FeAs layers in the unit cell. The FeAs layer is not
flat. As atoms protrude above and below the Fe plane. Because As atoms are much larger
than Fe atoms, they pack themselves in edge-sharing tetrahedra (Figure 1.12a). Between
neighboring layers of FeAs, there is a barium layer where potassium can be introduced to
substitute the barium to increase hole carriers. While in the electron-doped case, cobalt or
nickel can be used to substitute iron in the layer of FeAs.
The main crystallographic data of the OPD superconducting sample Ba0.6K0.4Fe2As2 is
shown in Figure 1.13.
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b ca
Figure 1.12: Crystalline structure of the “122”-pnictide.
a. The FeAs plane strucutre [56]; b. Crystal structure of the “122” FeAs material. The
iron (arsenic, barium) atom is shown in color of yellow (purple, blue). From Ref. [57]; c.
The unit cell of Ba0.6K0.4Fe2As2 contains two layers of Fe2As2 tetrahedra (Fe, blue spheres;
As, yellow spheres), separated by planes of barium or potassium atoms (red spheres). The
blue arrows show the oredering of the iron spins observed in the undoped parent compound
BaFe2As2 [58]. The atomic distance of 2.77A˚ that characterizes both the AF modulation
and resonant excitation is indicated by the red double-headed arrow. From Ref. [59].
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Figure 1.13: Crystallographic data of Ba0.6K0.4Fe2As2.
Crystallographic data of OPD superconducting sample Ba0.6K0.4Fe2As2. From Ref. [47].
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Figure 1.14: LDA calculations on BaFe2As2.
Band dispersion calculated from the LDA (From Ref. [62]) at undoped case BaFe2As2.
1.3.2 Band structure of “122”-pnictides
Right after the discovery of superconductivity of the iron-pnictides, many first-principle
band calculations, such as local density approximation (LDA) [60–62], have been conducted
for the band structure of the materials.
Due to the pnictides’ tetrahedra configuration, the iron atoms are closer to each other
than the copper atoms are in the cuprates where the difference of atom size is small between
copper and oxygen leading a corner-sharing octahedral packing. Both Fe and Cu occupy
the same row of the periodic table. Their valence electrons occupy 3d orbitals. But because
of the Fe atoms’ atom closer packing, all five Fe 3d orbitals contribute charge carriers, which
is different from cuprates where only 3dx2−y2 contributes charge carriers.
The arsenic also plays a role. Its p orbitals hybridize with the five Fe 3d orbitals leading
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Figure 1.15: Five-band model calculated band structure of BaFe2As2.
(top) The backfolded band structure structure for the five-band model with Γ, X and
M denoting the symmetry points in the real BZ corresponding to the two Fe unit cell.
The grey lines show the correct DFT band structure [64]; (bottom) The FS sheets of the
five-band model for the parent compound. From Ref. [63]
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a complicated electronic band structure and multiple Fermi surface (FS) sheets.
Figure 1.14 shows the band dispersion calculated from a LDA calculation [62] for the
undoped non-magnetic BaFe2As2. Five bands of Fe 3d t2g complex cross the EF and form
three hole-like FSs centered at the zone center (Γ or Z) and two electron-like FSs centered
at the zone corner (M or A).
At the same time, five-orbital tight-binding model calculations share similar results [63]
but with more information on orbital distribution to the FS sheets. The Hamiltonian for
the five-band model can be written as:
H0 =
∑
kσ
∑
mn
(ξmn(k) + εmδmn)d
†
mσ(k)dnσ(k) (1.20)
where d†mσ(k) creates a particle with momentum k and spin σ in the orbital m. ξmn is the
kinetic energy term. The band structure results, and FS sheets in the backfolded “small”
BZ are shown in Figure 1.15. Meantime, the comparison with density functional theory
calculations results (grey lines) [64] were also made, especially in the vicinity of EF in
Figure 1.15. It is clear that the five-band model approximately reproduces the DFT bands.
(Notice, the orbital basis is chosen to be aligned parallel to the nearest-neighbor Fe-Fe
direction rather than the Fe-As direction.)
It needs to be pointed out, in a strict way to view the pnictides, they may no be
qualified as in the strongly correlated systems since the electron correlation is intermediate
since Coulomb repulsion U is comparable with band width [65,66].
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Figure 1.16: Phase diagram of “122”-pnictide.
a. Phase diagram of hole doped “122”-pnictide Ba1−xKxFe2As2. From Ref. [67]; b.
Phase diagram of electron doped “122”-pnictide Ba(Fe1−xCox)2As2. From Ref. [68].
1.3.3 Phase diagram of “122”-pnictides
Similar to the curpates, “122”-pnictides also have a rich phase diagram, which is shown in
Figure 1.16.
The parent compound is an AF “spin-density-wave” semi-metal with a stripe type
order [43, 69] below TN as high as 137 K (for Ba-“122”). In both the hole doped (Fig-
ure 1.16a. Ba1−xKxFe2As2 as an example [67]) and electron doped sides (Figure 1.16b.
Ba(Fe1−xCox)2As2 as an example [68]), AF order collapses with more doping. There is a
first-order structural phase transition from tetragonal structure into orthorhomobic struc-
ture below T0. At the hole doped side, TN=T0 while at the electron doped side, T0 is
same with TN at the undoped case but decreases slower than TN when extra charge carrier
is introduced. Superconductivity emerges from a collapsed tetragonal phase around 0.1
for the hole doped case and around 0.03 for the electron doped case. Like the cuprates,
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when doped with more carriers, the superconductivity forms a dome on both sides with
optimally-doping at x = 0.4 on the hole doped side and x ' 0.07∼0.08 on the electron
doped side. Unlike the cuprates, in the hole doped side, the superconductivity still sur-
vives even at x = 1, which is KFe2As2 with Tc ' 3 K. But on the electron doped side, the
superconductivity vanishes at x ' 0.20.
From first glance at both phase diagrams of the high-Tc cuprates and pnictides, they
share many similarities. On the hole doped side, a natural question would be “Is there
any possibility for presence of a precursor gap, such as ‘pseudogap’ near the underdoped
regime?” In order to answer this question, I will use our observations from ARPES measure-
ment and would like to discuss later in this dissertation to contribute this phase diagram.
1.3.4 Pairing symmetry of iron pnictides
Right after the discovery of superconductivity in iron pnicitdes, a number of theoretical
results [70–74] predicted a pairing order parameter with an s-wave symmetry for these
superconductors. Early ARPES measurements have observed FS-dependent and nodeless
superconducting gaps in Ba0.6K0.4Fe2As2 (Figure 1.17) [75–78]. Although there still exists a
debate on the pairing symmetry with the possible d-wave pairing [79–81] in some pnictides,
the extended s-wave pairing (Figure 1.18) [82] symmetry for the superconductivity of the
pnictdies is widely believed.
It is necessary to point out that in the reference [82] and Figure 1.18, another important
property of the iron-based superconductors has been mentioned, which is the FS near-
nesting condition between the hole-like and electron-like FS sheets. I will discuss this
property in more details in later chapters.
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Figure 1.17: ARPES results on Ba0.6K0.4Fe2As2.
Three-dimensional plot of the nodeless superconducting-gap size (∆) measured at 15
K on the three observed FS sheets (shown at the bottom as an intensity plot) and their
temperature evolutions (inset). From Ref. [75].
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Figure 1.18: Schematic diagram shows the extended s-wave pairing for the iron
pnictides.
A simplied FS geometry of doped Fe-based superconductors. At zero doping, the Fermi
surface consists of an electron pocket around (pi, pi) (blue dashed curve), and a hole pocket
of roughly equal size around (0,0) (blue solid curve). +∆ and -∆ are the values of the
superconducting gaps on the two FS for s+ superconducting state. From Ref. [82].
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1.4 Summary
In this chapter we have introduced briefly some concepts of conventional superconductivity,
high-Tc cuprate superconductors, the newly-discovered iron pnictide superconductors, their
discover history, basic properties, and some theoretical models have been proposed. We
have also briefly compared the cuprates and pnictides in many aspects.
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Chapter 2
Angle-resolved photoemission
spectroscopy
2.1 Photoemission spectroscopy
Photoemission spectroscopy (PES) is a powerful technique. It is to probe the electronic
structure of solids based on the photoelectric effect, which is a phenomenon first discovered
by Hertz in 1887 [1] and explained by A. Einstein in 1905 [2] with quantization of light.
When a light is shined on a solid, an electron in the solid would absorb a photon and be
excited into an unoccupied state. If the photon energy is high enough, the electron could
be emitted out from the surface.
2.1.1 Principle of photoemission spectroscopy
In an experiment of photoemission, photoelectrons are analyzed with respect to kinetic
energy and the momentum k. By knowing the energy of photons and the work function of
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Figure 2.1: Principle of photoemission spectroscopy.
Relationship between the energy levels in a solid and the electron energy distribution
produced by photons of energy hν. Electrons with binding energy EB absorbs a photon
hν and escapes into vacuum becoming a photoelectron with kinetic energy Ekin = hν - φ
- |EB|. From Ref. [3]
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the target, the binding energy of the electrons EB, which in solids is generally referenced to
the Fermi level EF and in free atoms or molecules to the vacuum level, can be determined
by:
Ekin = hν − φ− |EB| (2.1)
where hν is the incident photon energy and φ is the work function. As shown in Figure 2.1
[3], in the case of metal, the core levels are at higher binding energies; while the valence
bands are at lower binding energies. EF is at the top of the valence bands and separated
from vacuum by the work function.
The process of the photoemission can be described like this: if an electron with a binding
energy EB absorbs a photon with an energy hν, the electron is excited into vacuum and it
can be detected with the kinetic energy Ekin = hν - φ - |EB|. According to this relationship,
the kinetic energy distribution of photoelectrons presents the binding energy distribution
of the electrons in solids and gives information about the density of states in solids.
2.1.2 Three-step model
In reality, photoemission process is a single coherent process and can be rigorous and more
accurately described by the one-step model [4]. The Hamiltonian includes all the processes
occur in the bulk and on the surface. On the other hand, it is also known that the one-
step model is too complex to be applied to photoemission experiments. For this reason,
a simpler three-step model [3] is used to describe a photoemission process, in which the
whole process is divided into three independent and subsequent steps:
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Figure 2.2: Three-step model vs one-step model.
Pictorial representation of the three-step (left) and one-step model (right) descriptions
of photoemission process. From Ref. [3].
(1) Optical excitation of an electron in the bulk;
(2) Travel of the excited elecron to the surface;
(3) Escape of the photoelectron into vacuum.
Although the three-step model is phenomenological, it has been proven to be quite suc-
cessful [5–7].
The photocurrent produced in a PES experiment results from the excitation of electrons
from initial states i with wave function Ψi to final states f with wave function Ψf by a
photon field having a vector potential A. The photoemission intensity I(k, ν) is determined
by the transition probability wfi, which can be calculated by Fermi’s Golden Rule:
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wfi =
2pi
~
|〈Ψf |Hint|Ψi〉|2δ(Ef − Ei − hν) (2.2)
where the interaction Hint is described with the dipole approximation:
Hint = − e
mc
A · p (2.3)
where p is the electronic momentum operator.
With the three-step model, wfi is given by the product of three independent terms:
(1) the total probability of optical transition;
(2) the scattering probability of traveling electrons;
(3) the transmission probability through the surface potential barrier.
Step one
Step one is the photon excitation process.
I. Independent-particle picture
During a photoemission process, an electron is considered as a free electron or a quasi-
particle (in a weakly interacting system). Interactions with other electrons are mostly
ignored. The electronic structure is described mostly by means of a self-consistant field,
based on Hartree-Fock or the Kohn-Sham equations. This effective-field has long served
well for the interpretation of photoemission spectra.
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In this case, it is more convenient to factorize the wave function in Eq 2.2 into photo-
electron and (N − 1)-electron terms. The initial-state wave function in a system with N
electrons can be written as the product of an one-electron orbital φki and (N − 1) particle
ΨN−1i :
ΨNi = Aφki ΨN−1i (2.4)
A is an antisymmetric operator that properly antisymmetrizes the N -electron wave function
so that the Pauli principle is satisfied. ΨN−1i is what remains from the N -particle wave
function after one electron is emitted.
II. Sudden approximation
During the process of photo excitation, the system will relax after one electron is photo
excited. It is a complex process but could be simplified by adopting sudden approximation
which is only applicable to high kinetic energy electrons. It assumes that once one of
electrons absorbs a photon, it travels so fast that it will not interact with the left (N − 1)
electrons. With this approximation, the final sate ΨNf can be written as a product of wave
function of photoelectron φkf and the state of the remaining (N − 1) electrons ΨN−1f :
ΨNf = AφkfΨN−1f (2.5)
So the optical transition probability can be written as:
wfi = − 2pie
m~c
|〈φ
−→
k
f |
−→
A · −→p |φ
−→
k
i 〉〈ΨN−1m |ΨN−1i 〉|2δ(Ekin + EN−1m − ENi − hν) (2.6)
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where 〈φ−→kf |− emc
−→
A ·−→p |φ−→ki 〉 ≡M
−→
k
f,i is the one electron dipole matrix element and 〈ΨN−1m |ΨN−1i 〉
≡ cm,i is the (N − 1) electron overlap integral. ΦN−1m and EN−1m are the wave function and
energy of the (N − 1) electrons in the final state with m excited states, respectively. The
total photoemission intensity measured as a function of Ekin at a momentum
−→
k , I(
−→
k ,Ekin)
=
∑
f,iwf,i could be written as:
I(
−→
k ,Ekin) = − 2pie
m~c
∑
f,i
|M
−→
k
f,i|2
∑
m
|cm,i|2δ(Ekin + EN−1m − ENi − hν) (2.7)
where |cm,i|2 is the probability for the remaining (N − 1) electrons will be in excited state
m after removing an electron of orbital φ
−→
k
i from the N -electron state.
Step two
Step two is the propagation of the excited electron to the surface. When the excited
electrons move to the surface of the solid, they might be scattered by other electrons and
phonons. This can be described in terms of mean free path which is inversely proportional
to the probability of scattering. In most cases electron-electron interaction mostly effects
the mean free path. Although materials have different properties, an universal mean free
path curve can be plotted as a function of photon energy (Figure 2.3) [8] since electrons in
solids can be treated as free electrons.
The universal mean free path curve is characterized by a minimum of a few angstroms
at 20 ∼ 100 eV, which is the typical energy range widely used in conventional angle-resolved
photoemission spectroscopy (ARPES). So APRES is a surface sensitive technique, probing
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Figure 2.3: Mean free path vs kinetic energy.
Mean free path as a function of photon energy. From Ref. [8]. The data is measured on
many different materials.
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the electronic states within a few layers of the surface. Therefore ARPES experiments have
to be performed on atomically clean and well ordered system, which implies that fresh and
flat surfaces have to be prepared immediately prior to the experiment in an ultra-high
vacuum (UHV) condition.
The sticking coefficient S is defined as the ratio of the number of molecules that stick
to a surface to the number of total molecules impinge on the surface. With S = 1, it takes
2.5 Langmuirs (1L = 10−6 torr · s) to cover one layer of a surface. With present technique
of UHV, the vacuum can be as good as 2×10−11 torr, and it will take 13 hours to cover a
surface with S = 1. The sticking coefficient is material and molecule dependent and can
differ significantly from sample to sample. Usually cuprates and pnictides can survive in
the 10−11 UHV condition for several days without observable change of spectra.
There are several ways to probe the bulk electronic structure of solids. As shown in right
side of Figure 2.3, one method is to increase the photon energy into the soft X-ray regime
(500∼ 1500 eV) to perform X-ray photoemission spectroscopy (XPS) but with worse energy
and angular resolution compared to ultraviolet (UV) regime (6 ∼ 50 eV). Another way is
to reduce the photon energy, which also achieves high energy and momentum resolution
but covers less k-space in the Brillouin zone (BZ). This can be done in a laboratory with
laser source Xe rare gas discharge lamp with photon energy as low as 6 eV [9].
Step three
Step three is the process for the photoelectrons escape from the surface of solid and move
into the vacuum.
There is a potential barrier between the solid surface and the vacuum, and this potential
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is usually called the work function φ, which is the minimum energy needed for an electron
at EF to escape into the vacuum. Normally φ is about 3 ∼ 5 eV. The photon energy has to
be greater than this value, which leads a forbidden regime of photoemission in Figure 2.3.
2.2 Angle-resolved photoemission spectroscopy
When all three steps have been completed, the photoelectrons are emitted from the surface
of the solid and move in the vacuum. According to the principle of PES, by measuring the
number of the electrons as a function of binding energy using an electron energy analyzer,
one can obtained the density of states information of a solid.
By using more sophisticated electron analyzers, more attributes of electrons such as
energy (E), momentum (
−→
k ) and spin (σ) can be measured by angle-resolved photoe-
mission spectroscopy (ARPES) and spin-resolved photoemission spectroscopy, respectively.
Figure 2.4 shows a schematic setup of an ARPES experiment, including light source, sam-
ple, detector and their geometric relationship.
In an ARPES experiment, by using an electron energy analyzer characterized by a finite
acceptance angle, the kinetic energy Ekin and the momentum
−→
K of photoelectrons along
a given emission direction can be measured. With the geometry shown in Figure 2.4, in
terms of the polar (θ) and azimuthal (ϕ) emission angles in the experiment, the momentum
of the photoelectrons is given by:
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Figure 2.4: Schematic ARPES experiment.
Schematic ARPES experiment. From Ref. [10, 11]. Photon with energy hν impinges
on the surface of samples. Electrons can absorb photon and will be excited into vacuum.
Those photoelectrons will be analyzed with respect to energy and momentum by an electron
analyzer.
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Figure 2.5: Kinematic of a photoemission process within the three-step nearly-
free-electron final state model.
a. direct optical transition in the solid (the lattice supplies the required momentum); b.
free-electron final state in vacuum; c. corresponding photoelectron spectrum, with a
background due to the scattered electrons (EB = 0 at EF ). From Ref. [12].
Kx =
1
~
√
2mEkin sin θ cosϕ
Ky =
1
~
√
2mEkin sin θ sinϕ
Kz =
1
~
√
2mEkin cos θ (2.8)
With the knowledge of Ekin and
−→
K of photoelectrons, one can learn the corresponding
energy EB and momentum
−→
k of these electrons in the initial states. Since the energy is
conserved and one can get the binding energy of the initial states according to Equation 2.1.
In order to determine the momentum of the initial-state electrons, one can apply another
simplification here. Since the photon energy used in ARPES is mostly in the UV range (hν
< 100 eV), the momentum of a photon kphoton is very small and can be ignored. Also when
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the electrons are coming from a periodic system (single crystal), as shown in Figure 2.5,
the surface does not perturb the translational symmetry in the x - y plane, and
−→
k‖ =
−→
kx
+
−→
ky is conserved within a reciprocal lattice vector
−→
G‖. But along the z axis, there is a
symmetry breaking due to abrupt potential change from the solid to the vacuum, the
−→
k⊥
=
−→
kz is not conserved. So it is difficult for us detect all band information in a 3D material
due to the lack of information from
−→
k⊥. But if one makes an assumption of a free electron
final state when the photon energy is high,
−→
k⊥ can be estimated by:
k⊥ = kz =
1
~
√
2mEkin cos2 θ + V0 (2.9)
where V0 is the inner potential to set the zero energy of the band. This is very useful in
tracing the electronic band structure of a 3D sample along the z direction, and we will use
it to study hole doped pnictide in later chapter.
So now the momentum of electrons in the initial states is determined by:
kx =
1
~
√
2mEkin sin θ cosϕ
ky =
1
~
√
2mEkin sin θ sinϕ
kz =
1
~
√
2mEkin cos2 θ + V0 (2.10)
ARPES measures the electron distribution I(Ekin, θ, ϕ) with respect to Ekin, θ and ϕ
and there is one-to-one mapping to I(ω, kx, ky). The intensity measured in an ARPES
experiment on a 2D single-band system I(
−→
k , ω) can be described as:
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I(
−→
k , ω) = I0(
−→
k , ω,
−→
A )f(ω)A(
−→
k , ω) (2.11)
where
−→
k =
−→
k‖ is the in-plane electron momentum, and ω is the electron binding energy
with respect to the Fermi energy. I0(
−→
k , ω,
−→
A ) is proportional to the squared of electron
matrix element |M−→kf,i|2, which depends on the electron momentum, and on the energy and
the polarization of the incident photons. Since photoemission only measures the occupied
states, the Fermi function f(ω) = 1
eω/kBT+1
needs to be introduced here. A(
−→
k , ω) is the
one-particle spectral function of the system.
2.2.1 One-particle spectral function and self energy
The Green’s function is introduced to describe the interacting many-body system, and it is
very powerful. It can be written as time-ordered G(t− t′), which can be interpreted as the
probability amplitude that one electron is added to the system at time t and will stay in
the same state at t′. Green’s function can be written in energy-momentum representation
G(
−→
k , ω) = G+(
−→
k , ω) +G−(
−→
k , ω).
G±(
−→
k , ω) =
∑
m
|〈ΨN±1m |c±−→k |Ψ
N
i 〉|2
ω − EN±1m + ENi ± iη
(2.12)
where c+−→
k
or c−−→
k
creates or annihilates an electron with energy ω, momentum
−→
k in the
initial state ΨNi and η is a positive infinitesimal. The one-particle spectral function can be
derived from the Green function by:
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A(
−→
k , ω) =
1
pi
=G(−→k , ω) (2.13)
and
A±(
−→
k , ω) =
∑
m
|〈ΨN±1m |c±−→k |Ψ
N
i 〉|2δ(ω − EN±1m + ENi ) (2.14)
The Green function can be expressed in terms of self energy Σ(
−→
k , ω) = Σ′(
−→
k , ω) +
Σ′′(
−→
k , ω), which includes the information of interactions:
G(
−→
k , ω) =
1
ω − −→
k
− Σ(−→k , ω)
(2.15)
where −→
k
is the bare dispersion. So Equation 2.13 can be expressed by the self energy as
well:
A(
−→
k , ω) =
1
pi
Σ′′(
−→
k , ω)
[ω − −→
k
− Σ′(−→k , ω)]2 + [Σ′′(−→k , ω)]2
(2.16)
with sum rules:
∫ ∞
−∞
dωA(
−→
k , ω) = 1∫ ∞
−∞
dωf(ω)A(
−→
k , ω) = n(ω) (2.17)
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The band dispersion and the self energy can be extracted in this way:
At fixed
−→
k , to reach the maximum intensity, the formula ω− −→
k
−Σ′(−→k , ω) = 0 needs
to be satisfied. So ω = −→
k
+ Σ′(
−→
k , ω), which is the renormalized band dispersion.
Self energy Σ includes all the information about the interactions in an interacting sys-
tem. One can assume self energy Σ is
−→
k independent. With bare band −→
k
approximated
by local density approximation (LDA) calculation or a simple linear approximation −→
k
=
−→v−→
k
· (−→k −−→k F ), one can get:
Σ′(
−→
k , ω) = ω − −→
k
(2.18)
At the same time, A(
−→
k , ω) has a Lorentzian-like lineshape with maximum of 1
pi
1
Σ′′(
−→
k ,ω)
. So
the width of half maximum can be derived from:
1
pi
Σ′′(
−→
k , ω)
[ω − −→
k
− Σ′(−→k , ω)]2 + [Σ′′(−→k , ω)]2
=
1
pi
1
Σ′′(
−→
k , ω)
(2.19)
and one can get:
Σ′′(
−→
k , ω) =
1
2
(k2 − k1) = 1
2
∂−→
k
∂
−→
k
∆
−→
k (2.20)
So the imaginary part of self energy could be extracted by measuring the width of a constant
energy line. Although the real part and imaginary part of self energy are related to each
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other by Kramers-Kro¨nig relation, one can still measure each of them from ARPES data
by using Equations (2.18) and (2.20), which can help us to extract the information of
electron-phonon interactions and electron-electron interactions.
2.2.2 Energy distribution curve
There are two ways to study an ARPES spectrum. The first one is the photoemission
intensity verses the binding energy at a fixed angle or momentum I(ω) = I−→
k =
−→
k0
(ω), which
is the so-called energy distribution curve (EDC) (Figure 2.6 right panel). An EDC has a
non-trival ω-dependence. An EDC is not a Lorentzian or any other simple function since it
contains the Fermi function that makes it asymmetric. EDC’s peak position is not given by
the pole condition. The width of EDC, ∆ω = Σ′′/(1− δΣ′
δω
) depends on both the real and the
imaginary part of the self energy. All these properties make the data analysis on an EDC
more complicated. The EDC function could be expressed according to Equations (2.11)
and (2.16) as:
IEDC(ω) ≡ I0(−→k = −→k0 , ω,−→A )f(ω)A(−→k = −→k0 , ω)
= I0(
−→
k0 , ω,
−→
A ) 1
pi
Σ′′(
−→
k0,ω)
[ω−−→
k0
−Σ′(−→k0,ω)]2+[Σ′′(−→k0,ω)]2
f(ω) (2.21)
From Equation (2.21), despite the complication of the EDC analysis mentioned above, EDC
spectra does invovle the almost constant matrix element, which is the advantage of EDC
analysis.
Figure 2.6 shows a typical two-dimensional intensity map I(
−→
k , ω) as function of mo-
mentum (x-axis) and energy (y-axis). An EDC and another typical curve of APRES, the
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Figure 2.6: Typical ARPES data.
The ARPES intensity plot along the nodal direction of Bi2212, taken by a Scienta
analyzer. (upper) a momentum distribution curve (MDC) along the cut from the white
horizontal line the image plot; (right) an energy distribution curve (EDC) along the cut
from the white vertical line.
so-called momentum distribution curve, which will be discussed in the next section, are
shown in corresponding fixed momentum and fixed energy denoted with white lines.
2.2.3 Momentum distribution curve
Due to development of the new Scienta electron analyzer, ARPES can measure a two-
dimentional map with better resolution, which makes the momentum distribution curve
(MDC) (Figure 2.6 upper panel) at a fixed energy possible to be obtained [13].
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Similar to EDC, one can get a MDC function according to Equation (2.11) and (2.16)
as:
IMDC(
−→
k ) ≡ I0(−→k , ω0,−→A )f(ω0)A(−→k , ω0)
= I0(
−→
k , ω0,
−→
A ) 1
pi
Σ′′(
−→
k ,ω0)
[ω0−−→k −Σ′(
−→
k ,ω0)]2+[Σ′′(
−→
k ,ω0)]2
f(ω0) (2.22)
Starting from Equation (2.16), ω is a constant in a MDC, so does the Fermi function
f(ω). By ignoring the matrix element for now and assuming the bare band dispersion near
Fermi energy is linear:
kb =
ω
v0F
+ kF (2.23)
where the v0F is the bare-band Fermi velocity. One can get:
A(k) = Σ
′′(k,ω)
[ω−v0F (k−kF )−Σ′(k,ω)]2+[Σ′′(k,ω)]2
=
Σ′′(k,ω)/(v0F )
2
[k−ω+Σ′(k,ω)
v0
F
−kF )]2+[Σ′′(k,ω)/v0F ]2
(2.24)
If one assumes that self energy is
−→
k -independent, then the MDC is a Lorentzian. The
width of the MDC (Γ(ω)) is Σ′′(ω)/v0F and the center of the peak is at
k =
ω + Σ′(ω)
v0F
+ kF (2.25)
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Then one gets the dispersion from the center of MDCs:
ω − v0F (k − kF ) + Σ′(ω) = 0 (2.26)
By subtracting Equation (2.23) from Equation (2.25), one can get:
|k − kb| = Σ
′(ω)
v0F
(2.27)
So the real part of the self energy Σ′(ω) is
Σ′(ω) = v0F · |k − kb| (2.28)
And the imaginary part of the self energy is
Σ′′(ω) = v0F · Γ(ω) (2.29)
Equations (2.28) and (2.29) are consistent with Equations (2.18) and (2.20). So MDCs
provide all the information about the self energy as what was discussed in Section 2.2.1,
however this MDC analysis can only be applied to a single-band system where the matrix
elements do not have a strong k-dependence. The MDC analysis contains two advantages:
62
(1) A MDC lineshape in the vicinity of EF is a symmetric Lorentzian;
(2) A MDC has no influence from the Fermi function.
2.2.4 ARPES selection rule - matrix element
As described in Equation (2.11), ARPES intensity is the product of the spectral function
A(
−→
k , ω), the Fermi function f(ω) and the matrix element I0(
−→
k , ω,
−→
A ). The matrix ele-
ment depends on photon energy, geometry setting and light polarization. Sometimes the
matrix element can suppress photoelectron intensity, which is undesirable for measuring
the spectral function. But on the other hand, one can tune the intensity of a specific band
by choosing different matrix elements, either enhance or suppress the signal of this band
in order to distinguish it from other bands. Again, the matrix element can be written as:
M
−→
k
f,i ≡ 〈φ
−→
k
f | −
e
mc
−→
A · −→p |φ
−→
k
i 〉 (2.30)
By applying the commutation relationship ~−→p = -i[−→r ,H], the matrix element can be
rewritten as:
M
−→
k
f,i ∝ 〈φ
−→
k
f |Aˆ0 · −→r |φ
−→
k
i 〉 (2.31)
where Aˆ0 is a unit vector along the polarization direction of the vector potential
−→
A . An
example of dx2−y2 orbital is shown in Figure 2.7.
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a b
c
Figure 2.7: Selection rule of ARPES.
a. Mirror plane emission from a dx2−y2 orbital; b. A sketch of the optical transition between
the atomic orbitals with different angular momenta (the harmonic oscillator wavefunctions
are here used for simplicity) and the free electron wavefunctions with different kinetic
energy [1]; c. Calculated photon energy dependence of the photoionization cross-sections
for the Cu 3d, Fe 3d, O 2p and As 4p atomic levels. From Ref. [14,15]
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The simplest case is when the detector is located in a mirror plane. The final state can
be regarded as a plane wave ei
−→
k ·−→r which has an even symmetry. In order to have a non-
vanishing integral, Aˆ0 · −→r |φ
−→
k
i 〉 must have an even parity with respect to the mirror plane.
In the case of Figure 2.7, the initial sate is even, so
−→
A should be even to get an enhanced
intensity, which means the vector potential is parrallel to the mirror plane. When
−→
A is
odd and the intensity is suppressed, which means the vector potential is perpendicular to
the mirror plane. In order to get a finite photoemission intensity, the integral should have
an overall even symmetry for the initial state with an even or odd symmetry with respect
to in mirror plan and it can be summarized as:
〈φ
−→
k
f |
−→
A · −→p |φ
−→
k
i 〉

φ
−→
k
i is even⇒ 〈+|+ |+〉 ⇒
−→
A is even
φ
−→
k
i is odd⇒ 〈+| − |−〉 ⇒
−→
A is odd
(2.32)
The matrix element also depends on photon energy. Again we use the example as
treating the final state in a plane wave ei
−→
k ·−→r and rewrite the matrix element as:
|M
−→
k
f,i|2 ∝ |〈φ
−→
k
f |Aˆ0 · −→r |φ
−→
k
i 〉|2 ∝ |(Aˆ0 ·
−→
k )〈φ
−→
k
i |ei
−→
k ·−→r 〉|2 (2.33)
The overlap integral, as sketched in Figure 2.7b, strongly depends on the details of the
initial state wavefunction (the peak position of the radial part and the oscillating character
of it), and on the wavelength of the outgoing plane wave. When incident photon energy
increases, both the momentum
−→
k and the kinetic energy Ekin increase. The matrix element
changes in a non-monotonic fashion (as shown in Figure 2.7c, for the Cu 3d, Fe 3d, O 2p
and As 4p atomic case). In fact, the photoionization cross-section is usually characterized
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by one minimum in free atoms, the so-called Cooper minimum [16], and a series of them
in solids.
Besides its photon energy dependence, the matrix element |M−→kf,i|2 ∝ |Aˆ0 ·
−→
k |2 can cause
the intensity to suppress when the symmetry is strictly at a symmetry forbidden design.
−→
k ⊥ −→A is one of this case.
2.3 ARPES instrumentation
Instrumentation necessary for photoemission consists of several subsystems including pho-
ton source, analyzer and UHV system that maintains a clean sample surface. The ARPES
systems I mainly used to study the iron-based pnictides include the ultra-high resolution
ARPES system in Tohoku University and synchrotron light source based ARPES system
in the Swiss Light Source and are shown in Figure 2.8.
2.3.1 Light sources
A light source used in an ARPES experiment should be able to provide high intensity
monochromatic photons. The photon energy should be higher than the work function φ
which is about 3 ∼ 5 eV. As mentioned in Section 2.1.2, ARPES experiments are usually
performed at the photon energy range from 20 ∼ 100 eV. There are three kinds of light
sources used in ARPES system, which are noble gas discharge lamp, synchrotron light, and
laser. In this dissertation, all the data were taken with the first two sources.
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Figure 2.8: ARPES systems.
ARPES systems that I mainly used to perform experiments in my Ph.D. study. (left)
Ultrahigh resolution APRES system with Helium discharge lamp in Tohohku University,
Sendai, Japan; (right) Synchrotron light source based high resolution ARPES system in
beamline SIS at Swiss Light Source (SLS), Paul Scherrer Institute (PSI), Switzerland.
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Helium discharge lamp
Helium discharge lamp utilizes the helium (He) resonance lines as monochrome UV light
source. Figure 2.9 is the schematic drawing of a Helium discharge lamp [17]. He gas is
led into a quartz tube, then a starting voltage (∼5 kV) is applied between the anode and
cathode which are mounted on either side of the quartz tube. Gas discharge takes place
inside the tube and the ionized gas fluoresces to produce characteristic light. Depending
on the gas pressure, the lamp can be operated as a He I line source at 21.21 eV and He II
line source at 40.8 eV.
The advantage of a He discharge lamp contains:
(1) good energy range for typical ARPES experiments;
(2) the line width of He resonance is 10 meV or less;
(3) He gas is an inert element and has a weak effect in contaminating the sample surface.
This effect can be further minimized by installing small apertures and differential
pumping between the lamp and the sample chamber.
But also there are several disadvantages of a He discharge lamp:
(1) low photon flux;
(2) untunable photon energy (as mentioned before there are only two resonance lines that
can be used);
(3) influencing the chamber vacuum due to the flowing of gas ;
(4) relatively low momentum resolution and requiring a very flat surface due to a large
light spot.
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Figure 2.9: Helium discharge lamp.
The schematic drawing of a helium discharge lamp.
In this dissertation, most He lamp-based data were taken at Tohoku University using a
high-flux microwave-driven helium source (He Iα and IIα resonance lines).
Synchrotron radiation
The principle of the synchrotron radiation is described in classical electrodynamics. When
charged particles move at a relativistic velocity and accelerated radically by a static mag-
netic field, there will be electromagnetic radiation by the particles. The radiation power is
proportional to the square of the charge to mass ratio of the emitting particles, which is
largest for electrons and positrons with the lightest rest mass.
The synchrotron radiation continuum must be monochromatized before used. A monochro-
mator or grating is inserted between the synchrotron radiation and the application. A grat-
ing is rotated to scan the wavelength of the incoming photons to the exit slit. The outgoing
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Figure 2.10: Synchrotron light source.
Schematic diagram of PGM beam line.
photons become monochromatic at a certain wavelength (energy). Key descriptive param-
eters of a monochromator are dispersion, resolving power and throughput. The dispersion
is the spreading of spectrum at the exit slit plane, and the resolving power is for resolving
two spectral lines of equal intensity separated at a certain wavelength. The throughput is
a measurement of the radiation that can be collected usefully from the source. These three
characteristic parameters determine the quality of a monochromator.
The advantages of synchrotron radiation over a simple helium discharge lamp are:
(1) tunable photon energy;
(2) higher intensity of photon flux;
(3) choice of polarization.
A diagram of a synchrotron is shown in Figure 2.10. In this dissertation, most synchrotron-
based data were conduced at the SIS beamline of the Swiss Light Source. The photon energy
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used in the experiments are between 20 eV and 110 eV with different circular and linear
polarizations. And some were collected at 4mNIM and PGM beamlines Synchrotron Ra-
diation Center (SRC) at Stoughton, Wisconsin beamline, beamline BL12 Advanced Light
Source (ALS) at Berkeley, CA and beamline U13B National Synchrotron Light Source
(NSLS) at Upton, NY. The pictures of the synchrotron facilities I have used are shown in
Figure 2.11.
2.3.2 Analyzers
ARPES measures a continuous spectra of photoelectron intensity as a function of the kinetic
energy and momentum. This is achieved by using an electron energy analyzer. There are
several types of electron analyzers that uses different mechanisms, including four methods
that can be used to analyze the energy of an electron [3]:
(1) resonances in a scattering process;
(2) time-of-flight;
(3) deceleration of an electron using a retarding electric field;
(4) change of electron’s path by an electric or magnetic field.
Most analyzers used in ARPES currently are hemispherical analyzers, which apply the
fourth method to convert energy resolution into space resolution.
Conventional hemispherical analyzer
A conventional hemispherical analyzer, shown in Figure 2.12, contains a multi-element
electrostatic input lens, a hemispherical deflector with entrance and exit slits, and an
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Figure 2.11: Synchrotron sources in the world
The synchrotron centers where I have performed ARPES experiments in my Ph.D. study.
(top left) Synchrotron Radiation Center (SRC) at Stoughton, Wisconsin; (top right) Ad-
vanced Light Source (ALS) at Berkeley, CA; (bottom left) National Synchrotron Light
Source (NSLS) at Upton, NY; (bottom right) Swiss Light Source (SLS) at Paul Scherrer
Institute (PSI), Switzerland.
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electron detector (i.e., a mult-channel detector). The key component of this analyzer is
the deflector consisting of two concentric hemispheres: inner and an outer hemispheres
with radius R1 and R2. Two voltages are connected to the two hemispheres separately
with voltage difference ∆V . The electric field is generated between the inner and outer
hemispheres and will only allow those electrons reaching the entrance slit with their kinetic
energies within a narrow range, which is defined as the pass energy: Epass = e∆V/(R1/R2−
R2/R1). Electrons will be retarded or accelerated to this kinetic energy to pass through. So
the kinetic energy of the photoelectrons can be measured with an energy resolution given
by ∆Eα = Epass(w/R0 + α
2/4), where R0 = (R1 + R2)/2, w is the width of the entrance
slit and α is the acceptance angle. The electrostatic lenses are used to decelerate and focus
photoelectrons onto the entrance slit. By scanning the lens retarding potential, one can
record the photoemission intensity as a function of the photoelectron kinetic energy.
Scienta analyzer
The Scienta analyzer was developed by Scienta GammaData in Sweden. With this devel-
opment, ARPES reached a new stage since this analyzer can measure a two-dimensional
spectrum simultaneously and can achieve high energy and momentum resolutions. The
analyzer consists three parts:
(1) hemispherical energy analyer;
(2) electron lens;
(3) two dimensional high-resolution electron detector.
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Figure 2.12: Hemispherical electron analyzer.
Hemispherical electron analyzer. From Ref. [3]. The inner and outer hemispherical plates
are connected with high voltage V1 and V2 with radius R1 and R2.
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As shown in Figure 2.13, the electron lens collect photoelectrons. With a retarded
potential, the lens can retard photoelectrons’ kinetic energies to Epass and spread the
electrons to different positions at the entrance slit. At each angle, electrons have a energy
dispersion. Then the photoelectron spectrum is converted into a space-resolved spectrum
at the exit slit. At the end of the exit slit, a micro channel plane (MCP) and a phosphor
plane are mounted in series. The analyzer converts the electrons into light and the light is
detected by a CCD camera.
Electrons are spreaded apart along the Y axis of the analyzer as a function of their
kinetic energy due to travel through the hemispherical capacitor, and are detected simul-
taneously. That means a range of electron energies is dispersed over one dimension of the
detector and can be measured in parallel; scanning the lens voltage is in principle no longer
necessary, at least for narrow energy windows (about 15% of Epass). More importantly,
contrary to a conventional electron spectrometer in which the momentum information is
averaged over all the photoelectrons within the acceptance angle (typically ±1◦), the Sci-
enta 2D position-sensitive electron analyzer can be operated in the angle-resolved mode,
which provides energy-momentum information not only at a single k-point but also along
an extended cut in k-space. So it is possible to measure multiple energy distribution curves
simultaneously for different photoelectron angles, obtaining a 2D snapshot of intensity as
a function of energy and momentum, as demonstrated in Figure 2.6.
The well-designed complex electron optical lenses play a very important role for this
technique. With improvement of the lenses, the new product Scienta R4000 can achieve:
(1) Sub-meV energy resolution;
(2) 4000 resolving power;
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Figure 2.13: The principle of the Scienta analyzer.
The principle of the Scienta analyzer, the complex electron optical lens can make the
electrons with different momentum (escaping angle) focuson different position on the MCP
[7].
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(3) 30◦ wide acceptance angle;
(4) measure electrons with up to 10 keV kinetic energy.
Time-of-flight detector
In order to achieve higher resolution and greater efficiency, the time-of-flight (TOF) ana-
lyzer is developed. TOF measures the photoelectron energy by measuring the time it takes
the electron to travel a fixed distance. This analyzer translates energy into time. Since
the time can be measured at extremely high accuracy, in principle the TOF analyzer can
improve the energy resolution by several orders of magnitude.
One of the major criteria for designing a TOF electron energy analyzer (EEA) is the
condition that two consecutive bunches of electrons emitted from the specimen cannot
overlap at the detector plane. In a photoemission experiment, the emitted electrons total
energy spectrum range is governed by the wavelength of incident light, ν, and encompasses
energies:
0min = 0 and 0max = hν − φ (2.34)
After acceleration of the beam by adding energy u, the energy spread will be:
∆ ⊂ [1min = u , 1max = u + 0max] (2.35)
In this case, the condition of separation of electron packages can be expressed as:
t1(1min) ≤ t2(1max) + tb (2.36)
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Figure 2.14: Schematic drawing of TOF.
Schematic EOS of TOF-EEA in Lawrence Berkeley National Laboratory (LBNL). From
Ref. [18].
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From energy conservation, the time propagation of a charged particle through an ana-
lyzer on the optical axis Z can be expressed as:
ta =
1√
2η
∫ z
0
1√
Φ(z) + 0
dz (2.37)
where Φ(z) = U(0, 0, z) is the electrical potential along the optical axis Z of the electron
optical scheme (EOS), 0 is the initial energy of the charged particle beam, and η = e/m,
the charge to mass ratio of the charged particle. If one introduces equivalent drift space
energy d to be defined as the energy of a charged particle that travels through a drift space
of length L in the same amount of time it would take to propagate through an EOS of
equal length, one can have:
d = (L/
∫ L
0
1√
Φ(z) + 0
dz)2 (2.38)
Equation 2.36 can be expressed as:
dmax
dmin
≤ (1−√x)−2 ≡ F (x) (2.39)
where dmax/
d
min is the ratio of the minimum drift equivalent energy and bunch time equiv-
alent energy db = L
2/2ηt2b .
A schematic EOS of TOF-EEA in Lawrence Berkeley National Laboratory (LBNL) is
shown in Figure 2.14. This TOF-EEA is one of very few TOF analyzers that have been
demonstrated to work properly in the world.
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2.3.3 Vacuum system
As mentioned in Section 2.1.2, ARPES experiments is usually performed with photon
energy range 20 ∼ 100 eV with the mean free path about 5 ∼ 20 A˚, just the topmost layers
of the sample. A fresh and flat surface of sample is critical to ARPES measurement. In
this case, the sample need to be cleaved and measured in UHV.
Mechanical pump
A typical mechanical pump consists of an inlet, and an exhaust with a one-way valve, and
an off-center rotating piston in a cylindrical cavity. As the piston rotates, gas is pulled into
the cavity, and is forced out through the exhaust port. The rotating piston has spring-
loaded vanes to create a seal with the cavity wall. The seal and the exhaust port valve are
lubricated with a low-vapor-pressure oil. Accessories of a pump are a mist filter (or vent)
to trap oil mist in the pump exhaust, and a trap to prevent oil vapor from backstreaming
into the volume being evacuated [19,20].
Turbo pump
Turbo molecular pumps use a series of high-speed rotors (25,000 to 75,000 rpm) and flow
stabilizing, stationary stators to impart a preferential motion to gas molecules and create
molecular flow through the pump. A turbomolecular pump mechanism cannot exhaust
directly to atmosphere and requires a backing pump such as a scroll or oil sealed rotary
vane pump to reduce the pressure in the exhaust of the turbo pump. The turbo inlet is
typically connected directly to a vacuum chamber and the exhaust is fed into a backing
pump [20].
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Ion pump
Ion pumps utilize a sputtering process to ionize gas molecules and embed them into anode
or cathode wall. The entrainment process can utilize a getter such as titanium to bind and
bury the molecules. They can operate in the UHV range and eliminate contamination by
organic molecules.
Sublimation pump
Getter or titanium sublimation pumps (TSP) entrain gas molecules in a getter, or material
that is vaporized in order to absorb or capture the molecules, and embed them on the cold
outer wall of a chamber [19,20].
Cryogenic pump
Cryogenic pumps utilize extremely cold (liquid N2 and He temperatures) surfaces and
absorption surfaces to freeze or trap molecules.
2.3.4 Sample preparation
High-quality single crystals “122”-pnictides that were grown with the flux method [21] are
used in my thesis projects. Good quality surfaces can be easily obtained by cleaving these
samples in a UHV chamber.
Before mounting the sample on the sample holder, usually the sample orientation is
determined by a Laue X-ray-diffraction pattern prior to ARPES measurements. When X-
ray is allowed to impinge on a crystal, the certain wavelengths of the X-ray will be oriented
at just the proper angle to a group of atomic planes so that X-ray will combine in phase
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Figure 2.15: Laue X-ray-diffraction film example.
X-ray-diffraction patterns film example of underdoped hole doped iron pnictides
Ba0.75K0.25Fe2As2.
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to produce intense, regularly spaced spots on a film or plate centered around the central
image from the beam, which passes through undeviated. This will lead a regular array of
spots on a photographic emulsion. This was first detected by Max von Laue and earned
him the Nobel Prize in Physics in 1914. An example of a typical Laue X-ray-diffraction
pattern of underdoped hole doped iron pnictide Ba0.75K0.25Fe2As2 is shown in Figure 2.15.
Figure 2.16 shows a typical sample setup in our ARPES experiments. At first, a pnictide
sample is mounted on the sample holder by Torr Seal or silver epoxy, with usually the (100)
plane facing the sample holder. The Laue X-ray-diffraction measurement is taken after Torr
Seal or silver epoxy is dried (usually we will use heating plate (less than 60◦C) to speed the
drying process) to decide the orientation. Then a pin is mounted on the top of the sample
in a same way with the sample to sample holder. After Torr Seal or silver epoxy dries up,
graphite solution is painted around the sample, the sample holder and the pin as thick as
possible. This graphite layer provides a good conducting bridge between the sample and
the metal holder, because the Torr Seal layer is insulating. When the silver epoxy is used,
the graphite conducting media sometimes is still needed to avoid the charging problem
during ARPES experiments.
Pnictide samples can be easily cleaved in a UHV chamber, simply by knocking off the
pin. The successful rate of getting a good surface is more than 75% in our attempts. The
pnictide samples are very sensitive to the air and need to stored in vacuum.
After cleaved in a UHV chamber (10−11 torr), a good sample surface can be kept for
more than 3 days at around 15 K, which gives plenty of time to collect good quality data.
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Figure 2.16: Sample preparation diagram.
a. Sample mounting diagram: A (blue): Al or Cu sample holder or pin; B (grey): Torr
Seal used to glue the sample on the pin and the sample holder; C (black): graphite painted
around the sample, pin and sample holder, which provides a good conducting media between
the sample and the sample holder in order to prevent charging to the sample during an
ARPES experiment. Samples with layered structure are usually mounted with (100) plane
facing the sample holders. The red arrow denotes the process of cleaving which gives an
external force to the pin. The top part of the layered structure sample will stay with the
pin and the bottom part will stay with the sample holder after the cleaving ; b. The view
along the black arrow in the range of the green dashed line in panel a. Sample has been
cleaved and a fresh and flat surface is ready to be studied by ARPES experiment.
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2.4 Summary
In this chapter, basic principles and instrumentations of PES and ARPES are briefly intro-
duced. As a powerful technique to probe the electronic structure, ARPES contains many
advantages in studying the interacting systems. In this dissertation, ARPES studies of hole
doped pnictides are carried out and will be discussed soon.
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Chapter 3
ARPES studies on 2D electronic
structure and superconducting gap of
“122”-pnictides
A successful ARPES experiment relies on high-quality samples. First of all, samples are
required to be single crystals in order to allow momentum resolution; secondly, they need
to be easily cleavable in an UHV chamber; thirdly, the cleaved sample surface has to be
very flat to have a good momentum resolution; more than that, the size of the mounted
sample should be slightly larger than 1 mm by 1 mm. As the first compound without
element oxygen after the discovery of superconductivity in the iron-based pnictides [1–4],
a high-quality large single crystal of “122” iron pnictide was soon successfully grown. This
is the reason why the “122” iron pnictide has attracted so much attention in the ARPES
field and other experimental fields.
It was discovered that the superconductivity with Tc of up to 38 K in AFe2As2 (A =
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Ba, Sr, Ca) upon K or Na substituting A with doping x = 0.4 [5–9], which corresponds to
optimally-doped (OPD) regime. This supplies us an excellent platform to understand the
nature of pnictide superconductivity by studying the momentum and orbital dependence
of the superconducting gap with the help of ARPES. This chapter will mainly present
our ARPES results on 2D electronic structure in both superconducting state and normal
state and superconducting gap of the “122”-pnictides. Combining APRES results from
“122” samples with different doping levels, we can shed more light in understanding the
mechanism of superconductivity in iron pnictides.
3.1 Experimental methods and sample preparation
High-quality single crystals Ba0.6K0.4Fe2As2 with Tc at 37 K were grown with the flux
method [10]. The nominal composition is consistent to the K content determined by energy-
dispersive X-ray spectroscopy. The crystal structure is shown in Figure 3.1a. As mentioned
in Chapter 1.3.1, two FeAs layers are separated by a Ba layer. K substitutes Ba on the
Ba layer. The low-energy electron diffraction (LEED) on a cleaved surface shows a sharp
1 × 1 patterns indicating that the sample surface has a 4-fold symmetry without any
detectable surface reconstruction down to 80 K (Figure 3.1b). Susceptibility as function of
temperature (T ) is shown in Figure 3.1c demonstrating that the Tc is at 37 K.
High-resolution ARPES measurements were performed in the photoemission laboratory
at Tohoku University using a high-flux microwave-driven helium source (He Iα resonance
line, hν = 21.218 eV) with an energy resolution of 3 ∼ 20 meV, and a momentum reso-
lution of 0.007A˚−1. A VG-SCIENTA SE2002 spectrometer was used. Several synchrotron
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Figure 3.1: Ba0.6K0.4Fe2As2 sample.
a. Crystalline structure of BaFe2As2. From Ref. [5]; b. LEED on a measured surface
of Ba0.6K0.4Fe2As2 shows a sharp 1 x 1 patterns; c. Susceptibility as function of T ; d. A
picture shows a mirror-like measured surface for the experiments.
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beamlines in the Synchrotron Radiation Center and the Advanced Light Source in the US,
and the Photon Factory in Japan were also used. VG-SCIENTA R4000 was mainly used
in the synchrotron measurements, with photon energies ranging from 20 eV to 100 eV to
selectively enhance different band features of this multiband system with energy resolu-
tion of 10 to 30 meV and a momentum resolution of 0.02A˚−1. Sample orientations were
determined by Laue X-ray-diffraction patterns prior to ARPES measurements.
Samples were cleaved in situ at 10 K and measured at 5 - 50 K in a working vacuum
better than 5×10−11 Torr. The mirror-like sample surfaces (Figure 3.1d) were found to
be stable without obvious degradation during a typical measurement periods of 2 days.
The Fermi level of the samples was referenced to that of a gold film evaporated onto the
sample holder. We have confirmed the reproducibility of the ARPES data on more than
10 samples and through thermal cycles across Tc.
3.2 ARPES determined band structure and pairing
symmetry of Ba0.6K0.4Fe2As2
The knowledge of the electronic band structure and Fermi surface topology is critical to
understanding the underlying physics. Most first-principle band theory calculations, such
as local density approximation [11–13], have predicted that five bands of the Fe 3d t2g
complex cross the Fermi level, and form three hole-like FSs centered at the zone center (Γ)
and two electron-like FSs centered at the zone corner (M). Below we address the 2D band
structure of Ba0.6K0.4Fe2As2 determined by ARPES [14].
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3.2.1 Shallow core levels and valence band
A wide energy spectrum that includes shallow core levels and the valence band is shown
in Figure 3.2a to yield valuable information on the valence and chemical environment of
the constituent elements. The strong double peaks at the binding energies of 40.4 and 41.1
eV are from As 3d5/2 and 3d3/2, the same as the 3d core levels of As in bulk GaAs (40.4
and 41.1 eV) [15]. However, unlike GaAs (110) that has a surface component in the As
3d core levels, Ba0.6K0.4Fe2As2 shows no clear evidence for a second component of As 3d,
suggesting no major surface modication involving the As atoms.
At the same time, several other core levels have also been identified, such as Fe 3p (52.4,
53.0 eV), K 3s (33.0 eV) and 3p (17.8 eV), Ba 5s (29.7 eV) and 5p (14.2, 16.2 eV), and As
4s (16.9 eV). More than these, there is a weak but well-defined peak at 12 eV, as shown in
the inset of Figure 3.2a. A peak at a similar binding energy has been observed in divalent
iron compounds, such as FeO [16], which may be attributed to a satellite state with the Fe
3d5 configuration.
The valence band shows a strong photon energy dependence as shown in the inset of
Figure 3.2a. Comparing the energy distribution curves measured at 100 eV (enhancing
the intensity of Fe 3d) and the ones measured at 21.2 eV (enhancing the intensity of As
4p), it is clear that the strong peak within 1 eV from EF is mostly from Fe 3d orbitals,
and the states behind it are mostly from As 4p, consistent with the LDA calculations
[12]. The valence band intensity undergoes a strong variation, or a resonance, when the
photon energy is scanned through the Fe 3p absorption edge (∼ 56 eV), which is shown
in Figure 3.2b. The difference between EDCs measured at 56 eV (at resonance) and 52
eV (below resonance) is also shown in Figure 3.2b. The reason for choosing 52 eV is
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because that it corresponds mostly to Fe 3d states since the intensity of other orbitals is
not expected to change drastically over this narrow photon energy window although the
Auger intensity may also contribute to the intensity. The difference curve shows a sharp
peak at EF which corresponds to the coherent Fe 3d orbitals, and a broad peak centered
at ∼7 eV which can be regarded as the incoherent part of Fe 3d states. The assignment of
coherent and incoherent components is also supported by the observation in Figure 3.2d
of the “anti-resonance” profile of the coherent part and the Fano-like resonance profile for
the incoherent part at 7 eV and 12 eV (satellite peak) due to super-Coster-Kronig Fe 3p-3d
Auger transition, similar to what has been observation in FeO [16]. The large incoherent
component of Fe 3d at high binding energy is an indication of relatively strong correlation
effects in this material. The correlation effects are also reflected from the observation that
the coherent part of Fe 3d is compressed to 1 eV below EF (Figure 3.2c) from the 2 eV range
predicted by LDA. We note that this narrowing effect has been predicted by a dynamic
mean field theory (DMFT) calculation which assumes large correlation effects [17].
3.2.2 2D Electronic band structure
Within the coherent Fe 3d region, we observe several dispersive bands, as shown in Fig-
ure 3.3 which displays band dispersions along several high symmetry directions (Γ-M, Γ-X,
and M-X) determined using the EDCs (Figure 3.3a, b), E vs k intensity plots (Figure 3.3c,
d), and second derivative plot (Figure 3.3e), and the extracted EDC peak positions (Fig-
ure 3.3f). The band dispersion calculated from LDA [13] at this doping level is also plotted
to be compared with ARPES results. The LDA bands, when normalized (divided) by a
factor of 2, agree well with the overall measured Fe 3d bands, especially for the high en-
93
a b
c
d
Figure 3.2: Shallow core levels and valence band of Ba0.6K0.4Fe2As2.
a. Wide range EDC near Γ (hν = 100 eV) showing many shallow core levels of
Ba0.6K0.4Fe2As2, whose atomic energy levels are marked by vertical bars above the x-axis.
The inset magnifies the valence band and a possible satellite peak at ∼ 12eV, and high
lights the difference between spectra taken at 100 and 21.2eV; b. Valence band near Γ
measured at different photon energies (46 - 66eV). The red spectrum at the bottom is the
difference between EDCs measured at 56 (at resonance) and 52 eV (below resonance). All
EDCs are normalized by the photon flux; c. Intensity plot of second derivatives of spectra
along Γ-X and X-M (hν = 73 eV). LDA bands (red lines) are also plotted for comparison;
d. Photon energy dependence of the intensity of EDCs shown in panel b, obtained at the
binding energies of 0.1, 7, and 12eV. From Ref [14].
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ergy (0.2 - 0.6 eV) branches, as indicated in Figure 3.3f. This band narrowing factor of
2 , similar to an earlier ARPES observation in another pnictide (LaFeOP) [18], indicates
the importance of correlation effects as seen in the multiorbital cobaltates [19]. Moreover,
we observe additional mass renormalization for the lower energy branches (below 0.2 eV)
as shown in Figure 3.3f, suggesting a possible stronger and/or orbital (energy) dependent
correlation effect.
In order to accurately determine the low-energy band structure and the FS, high-
resolution ARPES measurements in the vicinity of EF have been performed , as shown
in Figure 3.4a is an E vs k intensity plot near the Γ point, which clearly shows two dispers-
ing bands (α and β) forming two hole-like FS pockets around Γ. This spectrum is measured
in the superconducting state where the quasiparticle (QP) peak width is much narrower
and the separation of the α and β bands is more visible. However, it is puzzling that the
third hole-like band predicted by LDA calculations is not observed here, suggesting that it
may be degenerate with either the α or β band. I will address this puzzling issue in the
next chapter. The narrow QP peak and high resolution put an upper limit of 10 meV to
the band splitting between the two overlapping bands in the vicinity of EF . We have also
observed the top of the α band at the Γ point by measuring it at high temperature (T =
150 K) and dividing the spectrum by the Fermi function. As shown in Figure 3.4b, this
procedure unmasks the spectrum within a few kBT above EF , showing a clear parabola
with the band top situated at ∼20 meV above EF . This band top is much lower than the
value of ∼120 meV predicted by LDA calculations.
The band structure near M has been controversial. While LDA predicted two electron-
like Fermi surfaces around M, earlier ARPES studies claimed to have observed a hole-like
95
a b
c d e
f
Figure 3.3: Electronic band structure of Ba0.6K0.4Fe2As2.
Coherent Fe 3d spectra within 0.6 eV from EF measured at 50 K along Γ-M and Γ-X.
EDCs along a. Γ-M and b. Γ-X (hν = 21.2 eV). Intensity plots of the same spectra
along c. Γ-M and d. Γ-X. LDA calculated bands at kz = 0 (red) and kz = pi (black) are
also plotted for comparison. e. Intensity plot of second derivatives of the spectra along
Γ-X in comparison with the LDA bands renormalized by a factor of 2. f. Extracted band
positions (blue circles) measured at 45 eV along Γ-X-M with the comparison to the same
renormalized LDA bands of kz = 0. From Ref. [14].
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Figure 3.4: Low-energy fine structures of Ba0.6K0.4Fe2As2.
a. Intensity plot near Γ measured at low temperature (T = 15 K) clearly displaying
two hole-like (α and β) bands approaching EF ; b. Intensity plot near Γ measured at high
temperature (T = 150 K) divided by the Fermi function, showing that the band top of the
α band is ∼20 meV above EF . The red dots are band positions extracted from EDC peaks;
c. Intensity plot in the vicinity of M measured at 15 K showing two electron-like (γ and δ)
bands and a hole-like band dispersion approaching EF (see blue dots). The dots are EDC
peak positions; d. Intensity plot of second derivative of the spectra near M, indicating the
electron-like nature of the γ band. The inset indicates measurement locations in the BZ
for panel a - d. From Ref. [14].
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dispersion [20, 21]. Using high-resolution ARPES, in Figure 3.4c and d, two electron-like
bands (labeled as γ and δ bands) with the bottoms at ∼15 and 60 meV are identified,
respectively. The energy difference between the observed α band top and γ band bottom
is about 35 meV, much smaller than the value of ∼ 200 meV predicted by LDA [12]. In
addition, we observe in Figure 3c a third band dispersing toward EF when moving from Γ
to M, intersecting with the δ band in the vicinity of EF . The anti-crossing of the two bands,
or a Dirac point, near M has been predicted by LDA, as can be seen in the Figure3.4e.
However, it occurs at a much higher binding energy (∼120 meV). This uplifting of the
Dirac point also creates a bright spot with a strong intensity at EF observed in previous
ARPES measurements [20–22].
By measuring many cuts in the Brillouin zone, the FSs of Ba0.6K0.4Fe2As2 are obtained.
Figure 3.5a displays the ARPES intensity integrated within a narrow energy window at EF
(±10 meV), where the high intensity contours are expected to follow the FS contours. The
Fermi crossing (kF ) points from the dispersive bands indicated by the dots in Figure 3.5a
are also obtained from both the momentum distribution curves (MDCs) and the EDCs.
These extracted kF points, in agreement with the high-intensity contours, clearly show four
FS sheets. The hole-like α and β FSs centered at Γ enclose area of 4% and 18% of the BZ
area, while the electron-like γ and δ FSs centered at M have areas of 2% and 4%, respec-
tively. According to Luttinger theorem on two-dimensional (2D) FS sheets, the observed
four FS sheets correspond to 16% hole/Fe. The 40% K content in this optimally doped
superconductor corresponds to 20% hole/Fe, suggesting that the fifth FS sheet predicted
by LDA would be degenerate with the α FS, yielding a total Luttinger area of 20% hole/Fe.
But we need to point out that this analysis of Luttinger area is under the assumption of
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Figure 3.5: Summary of measured FSs and band structure.
a. FSs on the 2D BZ obtained from the intensity integrated within EF±10 meV (false
color plot) and the the Fermi crossing points (blue dots) obtained from MDC and EDC
dispersions; b. kz dispersion of the α and β areas obtained by changing photo energy; c.
Table of the measured and calculated Fermi velocities along principle axes; d. Measured
FS (circles) and tight-binding fitting curves (solid lines). The dashed line is the fitted α
FS shifted by the (pi, pi) wave vector; e. Measured band dispersion (circles) along Γ-M
and Γ-X, compared with the LDA bands renormalized by a factor of 2 (solid lines), and
tight-binding fits (dashed line). The inserted table lists the parameters of tight-binding
bands. From Ref. [14]
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2D FS and how the fifth band disperses is not resolved well. This will be discussed in next
chapter.
A preliminary kz-dependent ARPES measurement has been performed on the α and β
FSs by varying the photon energies. In Figure 3.5b, the extracted FS areas are plotted as
functions of kz, which are estimated by using the free-electron final state approximation
with a 10 eV inner potential. It is clear that there is no significant dispersion of the FS
area as kz is changed, in contrast to the LDA prediction of strong kz-dependent FS sheets.
The quasi-2D FSs are thought to be at odds with the isotropic upper critical field (Hc2)
derived from a high-field measurement [23]. However, a recent sensitive magnetic torque
experiment on high-quality single crystals has observed a larger anisotropy between the a-b
plane and the c-axis [24].
The measured band dispersion along the two high-symmetry lines (Γ-M and Γ-X) is
shown in Figure 3.5e. As a comparison, the LDA bands renormalized by a factor of 2
are also plotted. While there is a fairly good agreement on the kF between the ARPES
measurements and LDA calculations, the Fermi velocity (vF ) is further renormalized as
compared to the renormalized LDA bands, which are shown in Figure 3.5c. Most low energy
bands have a mass renormalization greater than 4, significantly larger than the overall band
renormalization obtained at the high binding energy. This additional renormalization at low
energy, which has also been observed in both the cuprates and the cobaltates [19, 25], can
be attributed to an enhanced self-energy effect near EF . Possible caused of the enhanced
self-energy near EF include electronic correlation effects, low-energy modes or fluctuations
and band hybridization. Independent of its microscopic origin, the small renormalized
vF has an important consequence on the superconducting coherence length, which can
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be estimated from the BCS relation ξ = ~vF
pi∆
. From the obtained values of vF and the
measured superconducting gaps which will be discussed in next section, the coherence
length in this superconductor can be estimated as 9 - 14 A˚, which is in the agreement with
the value (∼12 A˚) obtained from the c-axis upper critical field [26]. It is remarkable that
the superconducting coherence length in this pnictide is much smaller than conventional
BCS superconductors, and surprisingly close to that found in the cuprate superconductors.
Basic band parameters of this material constitute an important starting point for mi-
croscopic and phenomenological theories of its unusual superconductivity and other in-
stabilities. After determining the band structure and the FSs, we can now extract the
dispersion parameters. Here we adapt a simple tight-binding-like band structure proposed
previously [27]:
Eα,β(kx, ky) = E
α,β
0 + t
α,β
1 (cos kx + cos ky) + t
α,β
2 cos kx cos ky
Eγ,δ(kx, ky) = E
γ,δ
0 + t
γ,δ
1 (cos kx + cos ky) + t
γ,δ
2 cos(kx/2) cos(ky/2) (3.1)
Under mild constraints for the unoccupied bands which are not accessible by ARPES, the
band parameters for the four observed bands are list in the table of Figure 3.5e. As shown in
Figure 3.5d and e, the FS contours and the band structure generated from these parameters
match remarkably well with the observed FSs and band dispersions. Note that the fitted
FSs for the electron-like bands in the vicinity of M are two ellipses without including the
effects of band hybridization between them. The latter splits the two bands and give rise
to the observed outer (δ) and inner (γ) FSs. It is clear that the α FS, when shifted by the
(pi, pi) wave vector, overlaps well with the δ FS, strongly suggesting a good FS near nesting
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with the same nesting wave vector (pi, pi) as the AF wave vector observed in the parent
compound [28].
One application for these band parameters is the estimate of the effective masses of
the low energy bands, whose average values along the FSs are obtained: m∗α = 4.8, m
∗
β
= 9.0, m∗γ = 1.3, m
∗
δ = 1.3, in units of free electron mass. From these effective masses,
we deduce the Sommerfeld parameter of the specic heat by using γ = piNAK
2
Ba
2m∗/3~2
(where a = 3.92 A˚ is the lattice parameter and NA is Avogadros number), which are 7.2,
13.6, 2, 2 in units of mJ/K2mol for the α, β, γ, δ bands, respectively. The total value
of the γ coefficient, assuming doubly degenerated α bands, is ∼32 mJ/K2mol, which is
much larger than the value (∼ 9 mJ/K2mol) calculated by LDA [12], reflecting the effect
of strong mass renormalization. The experimentally obtained γ coefficient in the parent
compound SrFe2As2 is 6.5 mJ/K
2mol [10], which is expected to be significantly reduced
since large portions of FS sheets are gapped [29, 30]. The normal state γ coefficient in the
superconducting Ba0.6K0.4Fe2As2, although difficult to obtain due to its high critical field
(Hc2), was estimated to be as large as ∼ 63 mJ/K2mol [31].
3.2.3 Superconducting gap and pairing symmetry
Similar to the case of high-Tc cuprate superconductors, in order to establish the microscopic
origin of superconductivity in iron pnictides the momentum and orbital dependence of the
SC gap is necessary to be understood since the magnitude and the symmetry of SC gap
are directly associated with the pairing strength and the pairing interactions, respectively.
When the temperature is cooled below Tc (T = 10 K), where the system is in the
superconducting state, sharp quasiparticle (QP) peaks emerge in the material, as shown in
102
a b c
-
- -
Figure 3.6: ARPES spectra of Ba0.6K0.4Fe2As2 in SC state.
a. Representative ARPES spectra in the vicinity of kF measured in the superconducting
state (T = 10 K) at α, β and γ FS sheets; b. ARPES spectral intensity at 10 K as function
of wave vector and binding energy for a cut along Γ-M direction showing the α and β band
dispersions; c. Corresponding EDCs measured along the cut in the BZ shown in panel b..
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Figure 3.6a. The QPs near the α and γ FS have a similar unconventional QP lineshape,
with an additional shoulder appearing on the low-energy side of the main QP peak. In
Figure 3.6b, an example of spectra in the superconducting state for a cut along Γ-M
direction showing the α and β band dispersions is plotted. The corresponding EDCs for
this cut are shown in Figure 3.6c. Clearly the leading edge of the spectra on these two
FS sheets shifts away from EF , indicating the opening of an energy gap. The similar
behavior is also observed in the electron-like FS sheets but not shown here. The sharp
QP peaks are observed in the vicinity of the kF points, enabling us to estimate the gap
values from the QP peak positions. As for this energy gap, we compare the QP dispersion
(excluding the low-energy shoulder) in the superconducting state to the one in the normal
state and find that the former one reaches a local minimum at kF with the bending-back
effect, similar to the Bogoliubov QP (BQP) dispersion observed in the high-Tc cuprate
superconductors [32]. Usually this dispersion behavior indicates the opening of the gap is
a superconducting energy gap for the dispersive QPs.
In order to demonstrate the observed gap is indeed the SC gap, T -dependent ARPES
measurements along four FS sheets have been performed, and the results are shown in
Figure 3.7. Following a common practice in ARPES [34], we symmetrize the EDCs at
kF to approximately remove the effect of the Fermi function to the leading edge and QP
peak position, and extract the full gap (2∆) from the separation of the two symmetrical QP
peaks. From Figure 3.7b, which is the T -dependence of a symmetrized EDC on the α FS, it
is clearly that the main QP peak position remains at a constant energy (∼ 12 meV) from 7
K to 30 K and moves rapidly toward EF within the narrow temperature range of 35 - 40 K,
accompanied by a sudden broadening of the linewidth. This is very similar to the behavior
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Figure 3.7: Superconducting gaps of Ba0.6K0.4Fe2As2 in SC state.
a. T -dependence of EDC measured at the kF point of the α FS (red dot in inset); b.
Symmetrized EDCs. The dashed line denotes the position of the QP peak; c. T -dpendence
of the superconducting-energy-gap size. The solid line is the BCS mean-field gap equation
with Tc = 37 K and zero-temperature gap ∆(0) = 12.5 meV; d - f, (g. - i.) same as
a. - c., but measured on the kF point of the β (γ) FS (blue (green) dots in the inset to
panel a.). The zero-temperature gap value used in the BCS equation (solid line in f and
i) is ∆(0) = 5.5 and 12.5 meV, respectively. Note thea the rapid drop of the gap value
on approaching Tc from the superconducting Tc from the superconducting side cannot be
described by the BCS mean-field theory. The inset in panel d. shows the expansion of
the EDC near EF at 25 K (red), together with the EDC (blue) after dividing out the
Fermi function. Nearly particle-hole symmetric BQP peaks are clearly visible, indicating
the superconducting nature of the energy gap; j. and k. T dependence of the ARPES
spectrum and its symmetrized counterpart at kF point of δ FS; l. T dependence of an
ARPES spectrum measured slightly away from kF points. From Ref. [22,33]
105
of the SC gap closing at Tc observed in the overdoped high-Tc cuprates [35].The extracted
gap values at different temperatures are plotted in Figure 3.7c, which clearly shows that
the gap collapses at the bulk Tc at a rate steeper than the classic BCS curve (the red line
in Figure 3.7c). Similar T -dependence is also observed for the other two gaps on the β
and γ/δ FS sheets. In addition, the superconducting spectra can be recovered without any
noticeable change after several thermal cycles up to 50 K. The superconducting nature of
these QP gaps are further supported by the observation of a residual BQP hole branch
above EF [36], as shown in the inset of Figure 3.7d for the β FS, where the full spectral
function recovered after removing (dividing) the Fermi function shows good particle-hole
symmetry, a hallmark associated with the SC gap. We caution that one must be careful
about the determination of the kF position of the δ FS, since even a small misassignment
of the kF position may cause a false pseudogap-like behavior in the ARPES spectrum as
shown in Figure 3.7l. The presence of the flat β-band just below EF around the M point
can easily induce such missassignment.
By utilizing the momentum-resolving capability of ARPES, we have mapped out the
complete SC gaps along all four FS sheets. Again, the symmetrized EDCs measured at kF
are used to extract the k-dependence of the SC gap. The SC gap sizes on the α and γ/δ
bands are comparable while the one on the β band is significantly smaller. The detailed
momentum dependence of the SC gap on each FS is displayed on the polar plots as a
function of the FS angle (θ) in Figures 3.8b and c. As is clearly visible, the SC gap is
nearly isotropic and definitely nodeless on all the four FS sheets. In Figure 3.8sd and e,
we plot all the data points shifted (reduced) into 0◦ ≤ θ ≤ 45◦, by assuming a four-fold
symmetry. Obviously, there is no systematic change of the gap size as a function of θ
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Figure 3.8: k-dependent SC gaps of Ba0.6K0.4Fe2As2.
a. Schematic view of the four FS sheets with a definition of the FS angle (θ); b. (c.) SC
gap size at 15 K extracted from the symmetrized spectra shown on polar plots for the α
and β (γ and δ) FSs as a function of θ; d. (e.) Same as b. (c.) but the data points have
benn shifted (reduced) into the 0◦ ≤ θ ≤ 45◦ region, by assuming a four-fold symmetry.
Thick lines shows the average SC gap values on each FS. From Ref. [33]
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within the present experimental uncertainty, confirming the isotropic nature of the gap.
We obtained averaged gap sizes ∆ of 12.3±0.6, 5.8±0.8, 12.2±0.3 and 11.4±0.5 meV for
the α, β, γ and δ FS, respectively. With the knowledge of the average gap sizes of all FS
sheets, we can obtain the values of the ratio 2∆/kBTc, which are 7.7±0.4, 3.6±0.5, 7.7±0.2
and 7.2±0.3. While the ratio on the β FS is close to the BCS value (3.52), the larger ratio
on the α, γ and δ FS, similar to the value observed in many high-Tc cuprates, suggests that
pairing is in the strong-coupling regime on these three FS sheets.
As discussed in last section, the α-FS and two electron-like FS sheets (γ and δ) are in
near-nesting. Interestingly, the large SC gap sizes are also found in those FS sheets and
have been attributed to enhanced the pairing amplitude by the inter scattering via wave
vector Q ∼ (pi, 0) spin fluctuations. Several theoretical work have predicted that a pairing
mediated by Q ∼ (pi, 0) spin fluctuations would lead to the opening of an unconventional
sign-changing s-wave (extended s-wave) gap on the hole and electron pockets [37–40],
consistent with the observed nodeless SC gaps on all FS sheets. We note that a same gap
amplitude (±∆) is not required between the well-connected FS sheets in these theories.
Since the full set of SC gaps as a function of momentum is now available, it is tempting
to quantitatively compare the present results with existing theoretical models. We choose
to examine a simple formula ∆(k) = ∆0 cos kx cos ky, known as one of the SC gap form for
an extended s-wave symmetry with short-range pairing [27,39]. This formula predicts:
(1) the opening of larger (smaller) SC gap on smaller (larger) FS;
(2) a sign change between hole and electron FSs;
(3) a full-gap opening on each FS.
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Figure 3.9: 2D SC gap function ∆(kx, ky).
Plot of the SC gap values at 15 K as a function of | cos kx cos ky|. The dashed line shows
the best fit using the gap function ∆(k) = ∆0| cos kx cos ky|. From Ref. [33].
It is obvious that the cos kx cos ky value becomes zero between the Γ and M line in the
unfolded BZ (kx or ky = pi/2). But it does not create a gap node in the Ba0.6K0.4Fe2As2,
since the observed FSs do not intersect this nodal line.
Experimentally determined gap values as a function of | cos kx cos ky| are plotted in
Figure 3.9. The observed gap sizes of the four FS sheets basically follow the ∆0| cos kx cos ky|
function with ∆0 = 13.5 meV. But there exists a finite deviation between the experiment
and the model. For example, according to the model, the gap size on the β FS varies
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from 6 (along Γ-M) to 8.5 meV (along Γ−X), whereas the experimentally observed nearly
isotropic gap value (5.8±0.8 meV) does not follow this trend. This deviation indicates that
the observed FS-dependent SC gaps, in particular the gap on the β FS, may have other
components beyond the cos kx cos ky term, suggesting that multi-orbital effects should be
taken into account to understand the pairing mechanism of the iron-base superconductors.
We need to point out, this analysis is performed in a fixed out-of-plane momentum kz.
As a quasi-3D material, Ba0.6K0.4Fe2As2 is expected to have some kz dependence of the
band structure and the SC gap, which will discussed in the next chapter.
3.3 Near-nesting condition in iron pnictides
Perfect FS nesting is a precise notion in a weak-coupling theory. In the present con-
tent in two dimensions, if two circular electron and hole pockets overlap completely under
translation by the crystal momentum Q, the bare static spin susceptibility χ0(q) would be
logarithmically divergent as q approaches Q. This singularity defines perfect nesting with
the important consequence that the RPA susceptibility would diverges, i.e. the system be-
comes unstable toward an SDW with wave vector Q for arbitrarily weak interactions. Such
a precise condition is clearly not generic to the pnictides. In the pnictides, the volume and
the shape of the hole- and electron-like FS pockets are different and they do not overlap un-
der translation by Q to produce a divergent bare susceptibility, even for the possible case of
a set of isolated crossings at the Fermi energy. Nevertheless, the susceptibility χ0(q) is still
enhanced with a pronounced peak for q close to Q due to the proximity of the Fermi surfaces
to the nesting condition as show in Figures 3.10a and b. Thus, it is justified to categorize
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Figure 3.10: Near-nesting condition.
a. The calculated Lindhard response function χ0(q), It is strongly peaked at the M point;
b. The comparison of χ0(q) between updoped LaOFeAs and F-doped LaO0.9F0.1FeAs along
the Γ-M line; c. The arrangement of Fermi surfaces with elliptical bands at the corners of
the BZ; d. The regularization of the singular part of the susceptibility due to the elliptical
distortion of the electronic Fermi surface. From Ref. [29,41].
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such situations as approximately or nearly nested Fermi surfaces, near-nesting in short.
The precise behavior of the susceptibility for near-nesting can be analytically understood
in terms of a cutoff for the divergence due to perfect nesting, as reported in a recent theory
paper [41] (Figures 3.10c and d). For the materials with correlated transition metal d-
electrons, such as the pnictides and the cuprates, near-nesting is an important notion since
with the enhanced bare susceptibility peaked at Q, moderate interactions can produce an
incipient instability toward SDW order with Q. Even in the absence of long-range order,
short-range order and strong magnetic fluctuations near the wave vector Q can serve as the
dominant inter Fermi surface scattering mechanism that affect the quasiparticle properties
and the pairing interaction. In this respect, the near-nesting condition also has dynamical
consequences and is sometimes better refereed to as dynamical nesting. The reason for
this is as follows. Since the Fermi surfaces are simply the constant energy contours of the
energy dispersions at zero energy, near-nesting implies that energy contours at low energies
very close to the Fermi level may be even better nested, such that the dynamical suscepti-
bility χ0(ω,q) is very much enhanced, producing strong low-energy spin fluctuations with
wave vector Q. Such dynamical aspects of near-nesting have been precisely formulated, for
example, in the numerical renormalization group approach reported recently [42].
The situation in the cuprates is somewhat analogous. Perfect nesting only exists for the
half-filled, undoped compounds, in the absence of the next nearest neighbor hopping. In
the doped cuprate superconductors, there is no AF long-range order. However, shifting the
single Fermi surface by the AF wave vector Q reveals four crossings known as the hot spots.
These crossings are close to the antinodal points for sufficient doping. In fact, because the
band dispersion is very flat near the antinodal region, the antinodal Fermi surface sections
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Figure 3.11: ARPES studies on KFe2As2.
a. Comparison of experimentally determined kF points between overdoped KFe2As2 (Tc =
3 K) and optimally doped Ba0.6K0.4Fe2As2 (Tc = 37 K) (blue and red circles, respectively).
The kF points are symmetrized by assuming a fourfold symmetry with respect to the
Γ and M points; b. Experimental band dispersion in the vicinity of EF for two high-
symmetry lines determined by tracing the peak position of the ARPES spectra. The
chemical potential of the KFe2As2 sample is shifted downward with respect to that of the
Ba0.6K0.4Fe2As2 sample; c. Schematic view of the interband scattering by the AF wave
vector QAF between the hole and electron bands centered at Γ and M points, respectively.
The interband scattering is markedly suppressed in the overdoped region due to the absence
of the electron FSs at M. From Ref. [43]
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approximately satisfy the near-nesting condition by Q described above. This is what is
behind the AF spin fluctuation theory for the cuprates.
As shown in the previous section, the α FS is connected with the two electron-like FSs
(γ and δ) via the antiferromagnetic (AF) wave vector QAF = (pi, pi), and they are in the
near-nesting condition described above. And when the near-nesting condition is satisfied,
the corresponding ratio of 2∆/kBTc on these FS sheets becomes large, suggesting strong
coupling happens here.
It is important to know how the pnictides behave when the near-nesting condition is
destroyed by changing the doping level. The overdoped sample KFe2As2 with Tc = 3 K
was chosen for this study [43]. As shown in Figure 3.11a, in this sample, two hole-like FS
(α and β) sheets centered at the Γ point that are observed in the optimally-doped sample
become larger. There are small bright hole-like spots slightly away from the M point and
labelled as the  pockets. But no evidence for the two electron pockets (γ and δ FSs) has
been found around the M point. The difference of the FS contours between this overdoped
sample and the optimally-doped sample is reasonably explained by the chemical potential
shift due to hole doping. As shown in Figure 3.11b, the energy position of the bands in
the vicinity of EF for x = 0.4 and 1.0 quantitatively match when we shift down the bands
for x = 1.0 by 20 - 25 meV, demonstrating the effect of chemical potential shift.
As shown in Figure 3.11c, the interband scattering between the α FS and the electron-
like FSs observed in the opitmally-doped sample would diminish in the overdoped sample
since the electron-like FSs are in the unoccupied side and the size of the α band increases
significantly. This suggests that the interband scattering is an essential ingredient to achieve
high-Tc values in the hole doped iron-based superconductors.
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Figure 3.12: ARPES studies on BaFe1.85Co0.15As2 (Tc = 25.5 K).
a. FS contour determined by plotting the ARPES spectral intensity integrated within ±5
meV with respected to EF . Black filled circles show the kF positions determined by tracing
the experimental band dispersion, whereas blue open circles are symmetrized kF points
obtained by assuming a 4-fold symmetry with respect to the Γ and M point, respectively.
Orange arrows show the polarization vector of the incident light; b. T dependence of EDC
measured at a kF point on the β FS (red dot in inset); c. Symmetrized EDCs and the same
but divided by the spectra at T = 33 K. Dashed line denotes the position of SC coherent
peak; d. (e.) Same as panel b (c) but measured on the kF point of the ellipsoidal electron
pocket. From Ref. [44].
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This conclusion is further supported by our ARPES studies of the electron-doped “122”
samples, including the optimally-doped samples [44] (shown in Figure 3.12) and the over-
doped [45] samples (shown in Figure 3.13). Upon electron doping, only one hole-like FS
centered at the Γ point (possibly the β FS) is observed in the optimally-doped sample
BaFe1.85Co0.15As2 (Tc = 25.5 K). The size of the two electron pockets at the M point sig-
nificantly expands with electron doping, as shown in Figure 3.12a. As the β FS is shifted
by the AF wave vector QAF = (pi, 0) (in the unfolded BZ) to the M point, it has a qual-
itatively good “overlap” with the inner electron FS, indicating a near-nesing condition
happens between these FS sheets.
T -dependent ARPES measurements reveal the SC gaps on the β FS and the electron
FS sheets are ∼6.6 meV and ∼5.0 meV, respectively, as shown in Figures 3.12b - e.
Detailed k-dependent ARPES measurements show that the SC gap on each of the FS
sheets is isotropic, again suggesting the s-wave pairing symmetry for this sample. The
pairing amplitude 2∆/kBTc is ∼6 and ∼4.5 for the β FS and the electron-like FSs [44]. As
we discussed in the previous and present section, in the hole doped Ba0.6K0.4Fe2As2, the β
FS is in the poorly nested condition and not connected with the electron FS pockets via
the AF wave vector, the ratio of 2∆/kBTc for the β FS in that sample is 3.6, close to the
weak-coupling regime. However, in the case of BaFe1.85Co0.15As2, the β FS is connected to
the γ/δ FS sheets by the AF wave vector and gain the strong-coupling 2∆/kBTc value of
∼6 at the same time, suggesting that this enhancement of the pairing amplitude is likely
due to interpocket scattering on the near-nested FSs.
With further electron doping, the overdoped sample BaFe1.7Co0.3As2 (Tc = 0 K) becomes
non-supercondcuting. Figure 3.13a shows that none of the hole-like bands crosses EF , while
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the size of the two electron pockets at the M points expands even more as compared to the
optimally electron-doped sample. This observation reinforces the notion of the interband
scattering. Due to the absence of both hole-like FSs in the overdoped sample, this scattering
(near-nesting) condition diminishes, and thus Tc collapses, similar to the observation in the
hole overdoped samples (KFe2As2) as shown previously.
The concept of near-nesting or interband scattering is found to be universal in the
iron-based superconductors. It exists in almost every superconducting sample in different
pnictides. Although in a newest family, “21311”-pnictides, it was challenged by some
theoretical band calculations [46] that claimed this family is a superconductor without the
near-nesting condition, our recent ARPES results [47] have demonstrated there still exists
the inter-band scattering between the hole and electron pockets centered at the Γ and M
point. All these experimental observations suggest that the interpocket scattering across
the near-nesting FSs are a critical aspect of the pairing mechanism of the pnictides.
3.4 Orbital selective electron-mode coupling: a dis-
persion “kink”
The many-body interactions responsible for superconductivity are closely related to the
electronic energy dispersion and other excitations in the vicinity of EF . ARPES is a pow-
erful technique to directly access the electronic dispersion of materials and its interactions
with bosonic excitations. A direct signature of an electron-mode coupling is an anomaly in
the electronic energy dispersion, or the so-called “kink”.
Previous ARPES studies revealed a kink in the cuprates [48–50]. The discovery of su-
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Figure 3.13: ARPES studies on electron-doped “122”-pnictides.
a. Comparison of experimentally determined kF points between overdoped electron-
doped sample BaFe1.7Co0.3As2 (Tc = 0 K) and optiamlly-doped electron-doped sample
BaFe1.85Co0.15As2 (Tc = 25.5 K). The inset shows the experimental band dispersion in the
vicinity of EF around the Γ point; b. Schematic view of the interband scattering by the
AF wave vector QAF between the hole and electron bands centered at Γ and M points,
respectively. The interband scattering is markedly suppressed in the overdoped region
since the hole-like bands at Γ point are basically occupied. From Ref. [45]
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perconductivity in the iron-based pnictides immediately raises a question: Is there any
kink in the new iron-based superconductors? In order to answer this question, high-
resolution ARPES measurements have been performed on the optimally hole doped sample
Ba0.6K0.4Fe2As2.
As shown in Figures 3.14a-c, a clear discontinuity in the electronic dispersion around 25
meV is observed on the α band. In the corresponding EDCs (Figure 3.14b), we find a dip
at the energy around 25 meV. In the presence of many-body interactions, an electron-mode
coupling is usually described by a complex self-energy Σ(ω). As discussed in Sections 2.2.1
and 2.2.3, we can extract the real and imaginary parts of the self-energy from MDCs
according to the Equations (2.28) and (2.29). We used the MDC dispersion obtained at
150 K (the spectra taken at this temperature is shown in Figure 3.14d) as an approximation
of the “bare” band dispersion without the electron-mode couplings, and approximated the
real part of Σ(ω) induced by the coupling by the difference between the MDC dispersions
obtained at 15 K and this “bare” band. Clearly, at 150K, neither the kink nor the energy
gap appears in the spectra. Moreover, the anomaly is observed in the partial density of
states (DOS) at 15 K obtained by integrating the EDCs over a wide momentum range
along the measured cut, while it is completely absent at 150 K as shown in the inset
of Figure 3.14e. The imaginary part of Σ(ω) is approximated by the half-width at half-
maximum of the Lorenztian functions used to fit the MDCs, multiplied by the velocity of
the “bare” band at each energy ω. The results of the self-energy analysis are shown in
Figure 3.14e. Both the real and imaginary parts of the self-energy exhibit a well-defined
anomaly at a position similar to the dip, as expected in the presence of an electron-mode
coupling. Particularly, the drop in the absolute value of the imaginary part of Σ(ω) indicates
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Figure 3.14: Kink on the α band.
a. ARPES intensity plot in the superconducting sate (15 K) along a cut crossing the α
band. The inset shows the schematic FS of Ba0.6K0.4Fe2As2 with the location of the cut
(red); b. Corresponding EDCs; c. Corresponding MDCs, in the 0 - 60 meV binding energy
range. Grey dots indicate the maximum position of the peaks; d. ARPES intensity plot at
150 K divided by a Fermi-Dirac function, recorded along the same cut as in panel a; e. Real
and imaginary parts of Σ(ω). Fade colors are used for binding energies smaller than 17 meV
since Σ(ω) in this range is complicated by particle-hole mixing due to superconductivity.
The inset compares the partial DOS along the cuts measured at 15 K (blue) and 150 K
(red), respectively. From Ref. [56].
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a reduced quasiparticle scattering rate. In simple models, a coupling with an Einstein mode
of energy Ω in the presence of a superconducting gap ∆ will be observed at the binding
energy Ω+∆ [51]. The average superconducting gap on the α band is ∼12 meV, so the
energy assigned to the mode is Ω = 13±2 meV.
Similar experiment has been performed on the β FS. the corresponding AREPS intensity
plot and EDCs are shown in Figures 3.15a and b respectively and the location of the cut
in momentum space is indicated in Figure 3.15c. Surprisingly, the β band exhibits a kink
neither at 25 meV nor at ∆β+Ω = 19 meV, where ∆β = 6 meV. The partial DOS around
the β kF supports this observation, in contrast to the α and γ/δ bands, which are in
the near-nesting condition connected via the AF wave vector. This observation strongly
suggests the orbital dependence of the dispersion anomaly.
Figure 3.16 summarizes the T dependence of the ARPES measurements associated
with the kink on the α band. In Figure 3.16a the spectra obtained at 50 K in the normal
state is presented. It is clearly that the differences between the normal state and the
superconducting state are not only the absence of the SC gap, but also a marked suppression
of the kink, suggesting a strong correlation between the electron-mode coupling and the
superconducting state. The effect of the kink is also clearly seen in Figure 3.16b, where the
dispersions extracted from the MDC analysis at 15 and 50 K are overlapped. Figure 3.16c
shows the T dependence of the real part of Σ(ω). The peak in Re Σ(ω) characterizing the
kink is strongly suppressed with temperature and nearly vanishes above Tc. Similarly, the
maximum value of Re Σ(ω), which is given in Figure 3.16d, has a strong T dependence
and tends to disappear above Tc (T = 50 K).
A recent inelastic neutron scattering study of Ba0.6K0.4Fe2As2 revealed a spin resonance
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Figure 3.15: Lack of kink on the β band.
a. ARPES intensity plot in the superconducting sate (15 K) along a cut crossing the β
band; b. Corresponding EDCs; c. Schematic Fermi surface of Ba0.6K0.4Fe2As2 with the
location of the cut presented in panel a. The AF wave vector QAF is also traced which
connects the α and electron-like pockets denoting the near-nesing condition; d. Partial
DCS associated with the α, β and electron-like bands. The dots represent the position of
the dip. From Ref. [56].
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Figure 3.16: T -dependence of kink on the α band.
a. ARPES intensity plot in the normal sate (50 K) along the same cut in Figure 3.14
crossing the α band; b. Comparison of the MDC fit dispersion for the α band in the
superconducting state (15 K) and in the normal state (50 K) for the cut presented in panel
a. The inset shows a zoom around the kink; c. T dependence of the real part of the
self-energy referred from the MDC fit dispersion at 150 K; d. Maximum value of the real
part of the self-energy (blue) plotted as a function of temperature. The ARPES results are
compared to the neutron scattering intensity of the 14 meV spin resonance (red) located
at the AF wave vector [52]. The dashed line indicates the Tc. From Ref. [56]
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centered around 14 meV at the AF wave vector [52]. As shown in Figure 3.16d, the tem-
perature dependence of the corresponding neutron scattering intensity agrees remarkably
well with our result for the maximum value of Re Σ(ω), pointing towards a same origin.
Opening of the superconducting gap ∆ in the strong coupling regime is naturally accom-
panied by the opening of an energy gap in the electronic spin excitations, which can give
rise to a resonance mode due to divergence in the magnetic spin susceptibility (resonance
mode) [53–55]. In the presence of such a feedback process, induced kinks in the dispersion
are expected around 2∆, in agreement with our result for the α and electron-like bands.
In our resolution, no obvious kink is found for the β band at 2∆ (12 meV), suggesting the
possible orbital selectivity of the feedback process.
When we compare the kink reported here with the kink observed in the cuprates, we
find they share some similarities although a one-to-one correspondence between them is not
expected. The similarities include: both are observed at an energy close to 2∆ at locations
that be linked by an AF wave vector, in addition to have a strong temperature dependence
and disappear above Tc. It is therefore tempting to assume that they also share the same
origin. More significantly, the emergence of an AF resonance mode has been intimately
associated with the opposite pairing phase between the connected FS sections in both the
cuprates [54] and the iron pnictides [53, 55]. The observation of an orbital-selective mode
coupling strongly supprts the idea of antiphase s-wave pairing in the iron-based pnictides.
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3.5 Summary
In this chapter, we mainly discussed the ARPES studies on the 2D electronic structure and
the SC gap of the optimally hole doped sample Ba0.6K0.4Fe2As2 (Tc = 37 K), including its
shallow core levels, valence band, band structure and FS surface, the superconducting gap
and its pairing symmetry. In addition, a key issue of the interband scattering or the near-
nesting condition in the iron pnictides is also discusssed from the view of ARPES experi-
ments. Moreover, a dispersion anormaly, or a “kink”, is observed only on the near-nested
FSs below Tc in Ba0.6K0.4Fe2As2, indicating an orbital selective electron-mode coupling in
this pnictide superconductor.
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Chapter 4
3D band structure and
superconducting gap in
Ba0.6K0.4Fe2As2
As discussed in the last chapter, although there are many consistencies between ARPES
results and the theoretical calculations, some major discrepancies still exist. In particular,
a hole-like band predicted by the first pricinples band theory calculations [1–3] is missing
ARPES studies on Ba0.6K0.4Fe2As2, and it is assumed to be degenerate with the inner
hole-like α band. As a three-dimensional (3D) superconducting system, Ba0.6K0.4Fe2As2 is
expected to have a 3D electronic structure and SC pairing, and there is a lack of systematic
ARPES on this issue. In this chapter, we are trying to fill up these vacancies by our high-
resolution ARPES measurements.
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4.1 Experimental methods and sample preparation
Similar high-quality single crystals Ba0.6K0.4Fe2As2 with Tc at 37 K (labelled as OPD37K)
that were studied in the previous chapter were grown with the flux method [4].
High-resolution ARPES measurements were conducted at the SIS beamline of the Swiss
Light Source, Switzerland. The photon energy used in the experiments is between 20 eV and
110 eV with different circular and linear polarizations. The energy resolution is 8 - 20 meV
depending on the photon energy, and the momentum resolution is below 0.02 A˚−1. A VG-
SCIENTA R4000 analyzer was used in the synchrotron measurements. Sample orientations
were determined by Laue X-ray-diffraction patterns prior to the ARPES measurements or
by rotating the sample with azimuthal (ϕ) emission angle in the UHV chamber during the
ARPES measurements.
Samples were cleaved in situ at 10 K and measured at 10 - 20 K in a working vacuum
better than 5×10−11 Torr. The mirror-like sample surfaces (Figure 3.1d) were found to
be stable without obvious degradation during typical measurement periods of 24 hours.
The Fermi level of the samples was referenced to that of a newly scratched fresh copper
(the material used to make the sample holder) in the UHV chamber before the ARPES
measurements. We have confirmed the reproducibility of the ARPES data on more than
10 samples and through thermal cycles across Tc.
4.2 3D electronic band structure of Ba0.6K0.4Fe2As2
Previous ARPES studies on the electronic band structure of Ba0.6K0.4Fe2As2 are measured
at a fixed incident photon energy (hν), which lack information along the c-axis. ARPES,
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Figure 4.1: ARPES spectra of Ba0.6K0.4Fe2As2 at kz = 0.
a. ARPES spectral intensity measured at 10 K plotted in false color scale as a function
of the in-plane momentum (k‖) and binding energy along Γ-X with 46-eV photons which
corresponds to kz = 0. Two hole-like bands (α (inner) and β (outer)) are observed; b.
Second derivative of the spectral intensity plot as shown in panel a.
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as an advanced technique to probe the electronic structure, can not only resolve the band
structure in two-dimensional (2D) momentum space, but can also measure the one as func-
tion of out-of-plane momentum kz as discussed in Chapter 2.2. The formula for calculating
the momentum of electrons in the initial states was derived also in Equations 2.1 and 2.10:
kx =
1
~
√
2mEkin sin θ cosϕ
ky =
1
~
√
2mEkin sin θ sinϕ
kz =
1
~
√
2mEkin cos2 θ + V0
Ekin = hν − φ− |EB| (4.1)
where V0 is the inner potential to set the zero energy of the band. So when we tune the
incident photon energy, the allowed direct transitions will shift in energy and consequently
in the momentum kz perpendicular to the a-b plane and it enables the determination of
the electronic dispersion along the c-axis.
For the OPD37K sample, when we convert photon energy into momentum kz with an
inner potential of 15 eV [5], we find that the periodicity in kz is remarkably close to the
one expected from the lattice spacing between the adjacent Fe layers, i.e. 2pi/c′ = 0.951
A˚−1, with c′ =c/2 = 6.6 A˚ (due to bilayer FeAs in Ba0.6K0.4Fe2As2) [6].
When the photon energy is tuned to 46 eV which corresponds to the reduced kz =
0 according to the formula given above, two hole-like bands centered at the Γ point in
the unfolded 2D Brillouin zone are clearly observed, corresponding to the α (inner) and β
(outer) bands respectively in both the spectral intensity plot (Figure 4.1a) and the second
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Figure 4.2: ARPES spectra of Ba0.6K0.4Fe2As2 at kz = pi.
a. ARPES spectral intensity measured at 10 K plotted in false color scale as a function
of the in-plane momentum (k‖) and binding energy along Z-R with 32-eV left circular
(C−) polarized photons which corresponds to kz = 0. Three hole-like bands (α (inner), α′
(middle) and β (outer)) are observed; b. Second derivative of the spectral intensity plot
as shown in panel a; c. A set of energy distribution curves (EDCs) within the E-k range
indicated by the red rectangle in panel a. The red (brown, blue) EDC is at kF of the α
(α′, β) band; d. A set of momentum distribution curves (MDCs) within the E-k range
indicated by the white rectangle in panel a. The red MDC denotes the Fermi level EF .
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derivative intensity plot (Figure 4.1b). This result is consistent with previous ARPES
studies on the electronic band structure [7] that has been discussed in the Section 3.2.2
since the He Iα resonance photon energy, 21.2 eV, corresponds to another Γ point according
to the conversion described above.
In contrast, when the photon energy is tuned to 32 eV which corresponds to the reduced
kz = pi, in addition to the α and β bands observed around the zone center (the Z point), a
third hole-like band emerges between the α and β bands, which has been predicted in the
theoretical band calculations [1–3], in both the spectral intensity plot (Figure 4.2a) and
the second derivative intensity plot (Figure 4.2b). We label this new band as the α′ band.
In Figures 4.2c and d, from a set of energy distribution curves and momentum distri-
bution curves in the E-k range indicated by the red and white rectangle in Figure 4.2a,
we can clearly observe there are three bands that cross at the Fermi level EF . The spectra
were taken at 10 K, which is in the superconducting state, showing that all three bands
disperse towards the EF and bend back due to the opening of the superconducting gaps.
We will discuss on the kz dependence of the SC gap in the next section.
Both in-plane momentum (k‖) and photons polarization dependent ARPES measure-
ment have been performed on the sample to make sure the existence of the third hole-like
band centered at the Z point. The results are shown in Figure 4.3. By changing the high
symmetry line along Z-R to along Z-A, or changing the incident photons polarization from
left circular (C−) to right plus (C+), the α′ band always crosses EF as seen in both the
spectral intensity plot and the second derivative intensity plot when the photon energy is
set to 32 eV.
The observation of the α′ band centered at the Z point immediately suggests that the
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Figure 4.3: Momentum and polarization dependent ARPES studies on the fifth
band.
a. ARPES spectral intensity measured at 10 K plotted in false color scale as a function
of the in-plane momentum (k‖) and binding energy along Z-R with 32-eV right circular
(C+) polarized photons which corresponds to kz = 0. Three hole-like bands (α (inner), α
′
(middle) and β (outer)) are observed; b. Second derivative of the spectral intensity plot as
shown in panel a; c. and d. Same as a. and b. but along Z-A direction.
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FS topology at kz = pi, at least at the zone center, is different from the previous result at
kz = 0 that has been presented in Section 3.2.2. It is crucial to study how the FS topology
changes from the Γ point to the Z point. In order to cover the dispersion of electron-
like bands, we choose 60 eV as the incident photon energy, which corresponds to another Z
point. By varying incident angles, we can map out the planar band dispersion as a function
of kx and ky at this fixed kz = 0. The results are shown in Figure 4.4. Clearly, three hole-
like FSs center at the Z point, α, α′ and β, from inner to outer respectively, are observed.
Two electron-like FSs center at A point, γ and δ, from inner to outer respectively, are also
observed. At kz = pi(red dots in Figure 4.4b), the Fermi vectors kF s for each FS sheet that
are extracted from the MDC and EDC dispersions assuming a four-fold symmetry, vary
(get larger) slightly as compared to the the ones at kz = 0 (black dots in Figure 4.4b),
suggesting a small but discernible dispersion exists in the α, β, δ and γ FS sheets, while a
relatively larger dispersion happens to the α′ FS sheet.
Since the near-nesting condition plays an important role in the iron-pnictides as we
discussed in Section 3.3, it is also essential for us to check how the near-nesting condition
changes for the OPD37K sample from kz = 0 to pi. As shown in Figure 4.5, the near-nesting
condition at the Γ point (Figure 4.5a) and the Z point (Figure 4.5b) are plotted by shifting
the electron-like pockets to zone center by (pi, 0) in the unfolded BZ. Clearly, although all
FS contours vary as kz shifted from 0 to pi, the near-nesting condition is still maintained
albeit that it is slightly weakened between the α-FS and the electron-like FSs. In fact, the
newly observed hole-like FS sheet, the α′-FS also gets involved.
Again, basic band parameters of this material help us to gain the knowledge for the
phenomenological and microscopic theories of its superconductivity. On the basis of the
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Figure 4.4: FS topology of Ba0.6K0.4Fe2As2 at kz = pi.
a. FSs on the 2D unfolded BZ obtained from the intensity integrated within EF±10
meV (false color plot) and the Fermi crossing (kF ) points (grey dots) obtained from MDC
and EDC dispersions with 60-eV C- ploarized photons which corresponds to kz = pi; b.
Comparison of FS contours between the one at kz = 0 (black dots) and the one at kz = pi
(red dots).
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Figure 4.5: Near-nesting condition comparison between kz = 0 and pi.
a. The electron-like FS contours shifted to the Γ point by the (pi, 0) wave vector
“overlaps” the hole-like contours centered at Γ point, showing the near-nesting condition
at kz = 0 in OPD37K sample; b. Same as panel a but showing the near-nesting condition
at kz = pi.
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previous 2D tight-binding band structure in Equation 3.1, we add a simple term of cos kz
to take account of the interlayer hopping:
Eα,α
′,β(kx, ky) = E
α,α′,β
0 + t
α,α′,β
1 (cos kx + cos ky) + t
α,α′,β
2 cos kx cos ky + t⊥ cos kz
Eγ,δ(kx, ky) = E
γ,δ
0 + t
γ,δ
1 (cos kx + cos ky) + t
γ,δ
2 cos(kx/2) cos(ky/2) + t⊥ cos kz (4.2)
We can extract the dispersion parameters by using this formula to fit the measured 3D
band structure and FSs. Under mild constraints for the unoccupied bands which are not
accessible by ARPES, the band parameters for all observed bands are list in the table of
Figure 4.6b for kz = 0 and Figure 4.6d for kz = pi. As shown in Figures 4.6a - d, the FS
contours and the band structure generated from these parameters match remarkably well
with the observed FSs and band dispersions at both kz = 0 and pi.
Comparing Figure 4.1b and Figure 4.6b quantitatively, it is clear that the α band
dispersion parallel-shifts in binding energy under different photon energies, as shown in
Figure 4.7a, which are band dispersions of the α band at the vicinity of EF at kz = 0 (red
dots) and pi (black dots) extracted from the corresponding MDC dispersions. Moreover,
this modulation exhibits a well-defined periodicity in the photon energy, indicating that the
excess energy is carried by the coherent interlayer quasiparticle (QP) tunneling with well
defined momentum kz. To determine the kz dispersion of the α band, we stay at a fixed
in-plane momentum (∼0.21pi) such that the binding energy varies in a region sufficiently
away from the SC gap, and plot the QP dispersion (Figure 4.7b) as a function of kz as
shown in Figure 4.7c. The dispersion can be described remarkably well by
Eα3D(kx, ky, kz) = E
α
2D(kx, ky) + 2t⊥coskz (4.3)
140
a b
c d
Figure 4.6: Tight-binding fitting results comparison between kz = 0 and pi.
a. Measured Fs (circles) and tigh-binding fitting curves (solid lines) in the folded BZ of
OPD37K sample at kz = 0; b. Measured band dispersion (circles) along Γ-M and Γ-X,
compared with the LDA bands renormalized by a factor of 2 (solid lines) and tight-binding
fits (dashed lines) at kz = 0. The inserted table lists the parameters of tigh-binding bands;
c. and d. Same as panel a and b but at kz = pi.
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Figure 4.7: kz dispersion of the α band.
a. Comparison of the α band dispersions at kz= 0 (red dots) and kz= pi (black dots)
extracted from the peak position of MDCs along Γ-X. The solid lines are linear fits to the
corresponding dispersions. The green dots denote the binding energies of the quasiparticle
peak of the α band as shown in panel b measured at a fixed k‖ (slightly below kF ) by using
different photon energies (or different kz); b. Corresponding EDCs to the green dots shown
in panel a. The black vertical bars indicate the binding energies of the QP peaks. The
red (blue) EDC corresponds to kz = 0 (kz = pi). Note that the “shoulder” at the higher
binding energy (∼20 meV) of the EDC measured at hν = 58 eV is from the α′ band; c.
kz dispersion of the α band extracted from panels a and b. The solid curve is the fit using
cos kz.
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with an interlayer hopping amplitude t⊥ ' 2.3 meV in the binding energy range around 20
meV (along the Γ-X direction). Here and thereafter for notational simplicity, kx, ky, kz car-
ries the units of 1/a, 1/b, 1/c′, respectively. It is necessary to point out that in Figure 4.7b,
the “shoulder” at the higher binding energy (∼ 20 meV) of the EDC measured at hν = 58
eV is from the α′ band.
The kz dispersion results in the warping of the α FS sheet along kz. To describe the
underlying FS quantitatively, we extrapolate the fitted dispersion given in Equation 4.3 to
the Fermi level and display the in-plane Fermi wave vector (kF ) along Γ-X for the α, β and
electron-like bands as a function of kz in Figures 4.8a, c and e, respectively.
It is clear that for the α and β FS sheets, there exists a FS area variation in the a-b
plane of < 10% with the same periodicity as the one in the kz dispersion of QP on the
α band slightly below the SC gap. But for the electron-like FSs, the variation is much
smaller. We still can fit the kF s with similar cosin function, but the variation amplitude is
samll.
Now let us move to the kz dispersion of the α
′ band. We increase the photon energy
by every 2 eV from 32 eV to 60 eV, which corresponds to a full period from one Z point
to another one. When the photon energy is tuned to 38 eV which corresponds to kz =
pi/2, the intensity of the α′ band near EF disappears suddenly, as shown in Figure 4.9. We
clearly observe the α′ band disperses beyond ∼30 meV while the dispersion near EF is not
resolved. From the analysis of MDC, which is shown in Figure 4.9c, the dispersion of the
α′ is only visible at a higher binding energy. The brown blocks denote the peak positions
of the MDCs. When the binding energy goes lower than ∼30 meV, the peak could not be
observed clearly for the α′ band.
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Figure 4.8: kz-dependence of the in-plane kF .
a. kz dependence of the in-plane kF of the α-FS parallel to Γ-X. The solid curve is the
cos kz fit; b. Same as panel a but plotting kF as function of cos kz. The solid line is the
best fit by the function kF = k
0
F + 2t⊥(cos kx + cos ky) cos kz with t⊥ = 2.3 meV; c. (e.)
and d. (f.) Same as panel a (b), but for the β-FS (electron-like-FSs).
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Figure 4.9: kz dispersion of quasiparticles on the α
′ band.
a. ARPES spectral intensity measured at 10 K plotted in false color scale as a function
of the in-plane momentum (k‖) and binding energy paralleled to Γ-X direction with 38-eV
circular plus (C+) polarized photons which corresponds to kz = pi/2. Two hole-like bands
(α and β) are observed to cross at EF while the middle hole-like band (α
′) is only observed
to disperse beyond ∼30 meV; b. Second derivative of the spectral intensity plot as shown
in panel a. The brown rectangle highlights the dispersion E − k range of the observed α′
band; c. A set of MDCs within E − k range indicated by the white rectangle in panel a.
The brown blocks denote the positions of MDCs’ peaks for the α′. The red MDC denotes
the EF .
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Figure 4.10: kz dispersions of hole-like FS sheets.
a. ARPES spectral intensity integrated within ±10 meV of the EF plotted as the function
of the in-plane momentum (k‖) and the out-of-plane momentum (kz) parallel to Γ-X. The
red (blue) solid line denote the Γ (Z) point; b. Second derivative spectral intensity plot as
shown in the kz − k‖ range indicated by the white rectangle in panel a. The dashed green
line denotes kz = pi/2.
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Recently, the electronic band structure of the hole doped “122” pnictide predicted by
a Gutzwiller density functional calculation shows that this third hole-like band crosses EF
at kz = pi, but goes totally into occupied state at kz = 0 [8]. In order to compare the
theoretical calculation results with our observation from ARPES, we carefully look for the
α′ band top in the occupied state. But we do not find a clear signal that the α′ band top
locates below EF . It may suggests that α
′ band may degenerate with the inner hole-like
band (α) between kz = pi/2 and 0. We caution that we could not completely rule out the
former scenario since we did not resolve the dispersion of the α′ band near EF when kz is
tuned from pi/2 to 0.
When the photon energy is changed to 38 - 54eV, the dispersion of α′ band can not be
resolved from the ARPES spectra. When the incident photon energy is increase further,
the dispersion of the α′ band becomes visible again.
By collecting spectra wights at EF of the ARPES measurements as the function of the
in-plane momentum (k‖) parallel to Γ-X while changing the photon energy (from 30 eV to
62 eV), we can reveal all the bands dispersions as function of kz, Figure 4.10a displays such
cross sectional view of the FS profile in on period of kz and illustrates the kz dispersions
of all three hole-like FSs. The kz-dispersion of the electron-like FSs which is very small, is
not shown here. In Figure 4.10b, a second derivative spectral intensity plot as shown in
the kz − k‖ range indicated by the white rectangle in Figure 4.10a is plotted. The Fermi
crossing kF s for both the α and β bands orbital in Figure 4.8 are also plotted for comparison.
Between two dashed green lines that denote from one pi/2 to another pi/2, there is no clear
observation of the α′ band, while outside of the range, a well-defined dispersion for the α′
band is observed.
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Figure 4.11: 3D FS topology for the hole-like bands.
a. ARPES determined 3D FS of the α band disperse from one Z (kz = pi) point to
another Z point; b. Same with a but for the β band; c. Same with a but for the α′ band
by assuming the band degenerates with α band from kz = pi/ to 0; d. Same with a but for
the α′ band by assuming the band emerges totally in the occupied state from kz = pi/ to 0.
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With the knowledge of 2D band parameters and the kz-dispersion of each FS, we can
generalize a 3D FS for all three hole-like bands, as shown in Figure 4.11. Since we do
not resolve the dispersion of the α′ band at kz = 0, we could not draw a conclusion on
whether the α′ band is sinking below or degenerate with the α band from kz =pi/2 to 0.
We consider both scenarios and plot the α′ FS accordingly in Figures 4.11c and d. We
calculate the volume of each hole-like FS and find out that the volume of the α and β
FSs are ∼4.4% and 15.7% of a 3D BZ, respectively (note here the results are extracted
in the folded BZ). The α′ FS has the volume of either 3.6% or 6.4%, corresponding to
the “sinking” scenario or “degenerating” scenario. The electron-like FS sheets have the
total volume of 6%. According to Luttinger theorem on three-dimensional FS cylinders,
the observed five FS cylinders correspond to 17.7% hole/Fe for the “sinnking” scenario or
20.5%/Fe for the “degenerating” scenario. The 40% K content in this optimally doped
superconductor corresponds to 20% hole/Fe. Thus our results suggest that the fifth FS
sheet is likely to be degenerate with the α FS.
4.3 3D superconducting gap of Ba0.6K0.4Fe2As2
Having established the kz-dispersion of the quasi-3D electronic structure, we turn to the kz
dependence of the SC gaps on all the FS sheets. When we compared symmetrised EDCs
on different FS sheets at kz = 0 and kz = pi (note that the EDC of the α
′ FS at kz =
0 is unkonwn since the α′ band is not resolved at kz = 0 (see Figure 4.12), we find that
the values of the SC gap are different at these two kz points for all the FSs except the
electron-like FSs.
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Figure 4.12: SC gaps comparison between kz = 0 and pi.
Symmetrised EDCs on the α-FS (red), β-FS (blue), γ/δ-FS (green) and α′-FS (brown)
at kz = pi (solid) and kz = 0 (dashed) along Γ-X (or Z-R) (except for the γ/δ-FS which is
along Γ-M or Z-A). The blocks indicate the coherent peak position which can be used as
an estimate of the superconducting gap.
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We have discussed the SC gap on the α, β and the electron-like (γ/δ) FS sheets in
the fixed out-of-plane momentum kz in last chapter, and all of them are nearly isotropic
at different in-plane momenta. The observation of the α′ band at kz = pi motivates us to
measure the momentum dependence of the SC gap on this α′ FS. Our ARPES results on
this are shown in Figure 4.13. Symmetrized EDCs measured at kF (Figure 4.13a) are used
to extract the k-dependence of the SC gap on the α′ FS with the incident 32-eV photons
which corresponds to the kz = pi. The momentum dependence of the SC gap on the α
′ FS
is displayed on a polar plot as function of the FS angle (θ) in Figure 4.13b.
As clearly visible, the SC gap is nearly isotropic and definitely nodeless on this α′ FS
sheet. The gap size ∆ is around 8 meV with < 10% anisotropic. The value of 2∆/kBTc is
5.13, which is still larger than the BCS value (3.52).
We also extract the SC gap on the α′ FS sheet as function of kz and plot the result in
the Figure 4.14. When the incident photon energy is increased from 30 eV to 36 eV, the
SC gap on the α′ FS sheet gets slightly larger. Since we could not resolve the dispersion
of the α′ between kz = 0 and pi/2, the SC gap on the α′ FS could not be resolved in this
range.
A small but discernible variation of SC gap on the α′ FS immediately brings up a
question that whether this variation also happens to the other FS sheets. In order to
answer this question, we turn to the kz dependence of the SC gaps on different FS sheets
obtained using many photon energies. Figure 4.15a shows a collection of the EDCs at the
Fermi crossings of the α band for different photon energies hν = 30 - 60 eV. Significant
gap variations are clearly visible in the symmetrised EDCs in Figure 4.15b. The extracted
SC gap values (defined as ∆α3D) at both the left and right Fermi crossings are plotted in
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Figure 4.13: SC gap on the α′ FS sheet.
a. Symmetrized EDCs at 10 K measured at various kF points on the α
′-FS, labeled
by respective coloured symbols correspondingly in the inset of panel b. The dashed line
denotes the QP peak position which can be regarded as the SC gap value (∼8 meV); b SC
gap values at 10 K extracted from the EDCs bold(b) shown on polar plot for the α′ FS as
a function of the FS angle (θ) (zero degree is along (pi, 0) direction). A nearly isotropic SC
with weak anisotropy can be seen for α′-FS sheet with ∼8 meV.
152
a b
- - -
Figure 4.14: hν-dependent SC gap on the α′ band.
a. Photon-energy-dependent EDCs measured at the left kF on the α
′-FS along Γ-X or its
parallel directions with different kz. Blue EDC correspond to kz = pi); b. Corresponding
symmetrised EDCs of the ones shown in panel a.
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Figure 4.15c as a function of the photon energy (left axis) and c-axis momentum kz (right
axis). Remarkably, ∆α3D shows rather large periodic variations from ∼9 meV to ∼13 meV,
then back to ∼ 9 meV as kz moves from Z to Γ and back to Z. Similar kz dependence of
the smaller SC gap on the β band is also observed, varying from ∼5 meV to ∼7 meV, as
shown Figure 4.16. However, the kz variation of the SC gap on the electron-like (γ/δ) FS
sheets is much smaller, as indicated in Figures 4.15d-f where the Bogoliubov QP peak is
shown to situate at a nearly constant energy of ∼11.5 meV when kz varies from Γ to Z.
It is interesting to note that the observed gap dispersion (Figures 4.14 ∼ 4.16) and the
FS warping (Figure 4.8) along kz are out of phase, i.e. a larger (smaller) FS pocket has
a smaller (larger) gap value. At the first glance, this may suggest that the gap dispersion
originates predominantly from the tunneling induced FS warping, i.e. the kz dependence
of the Fermi vector kF , such as what is implied by the simplest form of an in-plane s±
gap function ∆s± = ∆0 cos kx cos ky. However, this turns out to be not the case. The <
10% change in the in-plane Fermi vector is too small to account for the large, near 50%
gap variations owing to the small “gap velocity” in the pnictides. This is clearly seen from
Figure 4.1 where the near doubling of the Fermi vector in going from the α-FS to the β-FS
only results in the gap change from 12 meV to 6 meV. To illustrate this point further, we
plot in Figure 4.17a the measured gap values as a function of | cos kx cos ky| at the Fermi
points for the α, α′, β, and the electron (γ/δ) bands. Notice that while the average gap
value follows this 2D form, the significant deviations induced by the kz dispersion suggest
that pairing is not purely two-dimensional and there is an additional driving force, namely,
the pairing between the layers that is predominantly responsible for the gap dispersion with
kz.
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Figure 4.15: kz dependence of SC gaps.
a. Photon-energy-dependent EDCs measured at the left kF on the α-FS along Γ-X or
its parallel directions with different kz. Red (blue) EDCs correspond to kz = 0 (kz = pi).
The black blocks indicate the binding energies of the coherent peaks; b. Corresponding
symmetrised EDCs of the ones shown in panel a. The dashed line at 12 meV is a guide
to eyes for viewing the variation of the SC gap at different hν; c. Extracted values of the
SC gap (defined as the half value of peak-to-peak positions in symmetrised EDCs) on the
α-FS at different photon energies. The dots (squares) are obtained from left (right) side of
kF on the α-FS; d. - f. Same as panels a. - c. but on the electron-like FSs (γ/δ) along
Γ-M or its parallel direction. The dashed line in e. is at 11.5 meV to guide eyes for viewing
the SC gap at different hν.
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Figure 4.16: kz dependence of SC gap on the β band.
a. Photon-energy-dependent EDCs measured at the left kF on the β-FS along Γ-X or
its parallel directions with different kz. Red (blue) EDCs correspond to kz = 0 (kz = pi).
The black blocks indicate the binding energies of the coherent peaks; b. Corresponding
symmetrised EDCs of the ones shown in panel a. The dashed line at 6 meV is a guide to
eyes for viewing the variation of the SC gap at different hν; c. Extracted values of the SC
gap (defined as the half value of peak-to-peak positions in symmetrised EDCs) on the β-FS
at different photon energies. The solid (hollow) dots are obtained (reflected) from the of
kF on the β-FS.
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Figure 4.17: 3D superconducting gap function ∆(kx, ky, kz).
a. The SC gap values on the α-FS (red dots), β-FS (blue dots), γ/δ-FS (green dots) and
α′-FS (brown dots) as functions of | cos kx cos ky|. The black solid line is the gap function
|∆| = |∆0 cos kx cos ky| with ∆0 = 12.3 meV; b. Same as panel a but as functions of cos kz.
The solid lines are independent linear fits to the SC gaps on the different FS sheets using a
generic 3D gap function |∆(kx, ky, kz)| = |∆2D(kx, ky)(1+ηcos kz)|; c. Same as panel b but
using a single 3D gap function |∆(kx, ky, kz)| = |∆1cos kx cos ky + ∆22 (cos kx + cos ky)cos kz|
with ∆1 = 12.3 meV and ∆2 = 2.07 meV to fit all the SC gaps.
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For an anisotropic layered superconductor with interlayer coupling, we adopt a simple
form of the gap function,
∆3D(kx, ky, kz) = ∆2D(kx, ky)(1 + η cos kz). (4.4)
This is a naive generalization of the expression for BCS superconductors with an
isotropic in-plane gap function [9]. Since the FS warping is rather small, ∆2D(kx, ky) is
approximately a constant, we expect this expression to be a good approximation, where η
is a measure of ratio of the in-plane to interlayer pairing strength. In Figure 4.17b, we plot
the measured ∆3D on different FS sheets as a function of cos kz. To increase the accuracy,
we only used the lower photon energy part of the gap dispersion and averaged over the left
and right crossings. Figure 4.17b shows that Equation 4.4 fits the data rather well, with
the anisotropy ratio η ∼ 0.17, 0.13 and -0.01 for the α, β and γ/δ bands, respectively (the
gap values of the α′ band are only resolvable near kz = pi). It is interesting to note that the
values of η for the α and β bands are consistent with the ratio of the exchange coupling
Jc/Jab in the magnetically ordered parent compound extracted from the spin wave disper-
sion measured by neutron scattering [10], where Jc ∼ 5 meV is the interlayer coupling and
Jab ∼ 30 meV is the next nearest neighbour coupling in the Fe-plane. Note that k-averaged
Jc would draw most contributions from the bands with significant kz dispersion, such as α,
α′ and β hole-like bands.
Our observation of cosine dependence of kx, ky and kz of the SC gap indicates that the
gap function reflects the lattice symmetry, which suggests that the predominate pairing is
short range in real space. Under such the assumption and taking into account the lattice
symmetry, the leading terms of a generalized s-wave gap function can be written as:
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∆SC = ∆1 cos kx cos ky +
∆2
2
(cos kx + cos ky) cos kz + ∆3(cos kx cos ky) cos kz (4.5)
It is possible that the gap parameters of ∆1, ∆2 and ∆3 have some band/orbital de-
pendence. For simplicity, we choose band/orbital independent parameters to fit the data.
We found that ∆3  ∆2 due to the vanishingly small η of the γ/δ electron-like FS around
(pi, 0). Remarkably, the remaining terms ∆1cos kx cos ky +
∆2
2
(cos kx + cos ky) cos kz fit all
the gap values on the different FS sheets quite well, with ∆1 = 12.3 meV, and ∆2 = 2.07
meV as shown in Figure 4.17c, with the ratio of ∆2/∆1 being nearly the same as the ratio
of Jc/Jab. While being phenomenological, such a single three-dimensional superconducting
gap function for all five different FS pockets strongly suggests that there are only two domi-
nate pairing energy scales, the in-plane and out-of-plane pairing strengths, regardless of the
existence of multiple FS pockets and the complexity of the multi-orbital structure. It hints
at a common origin for the pairing strength in all of the observed FS sheets. Moreover, since
this gap function can be obtained by decoupling the 3D second neighbour antiferromagnetic
exchange couplings within the pairing channel, our results are consistent with short-range
antiferromagnetic fluctuations induced pairing in this iron-pnictide superconductor [11–13].
But we caution that it is possible that the small η for the electron-like bands is still
due to orbital dependence of the c-axis coupling. In fact when we fit the the FS and
band dispersion with the tight binding model, the values of t⊥ are different for different
FS sheets. When we fit the SC gaps on the α and β band with the Equation 4.5, we find
there may exists the orbital-dependence of ∆2 which is shown in Figure 4.18. The smaller
∆2 on the β-FS may be due to weaker kz dependence of dxy orbital which is believed to be
the main orbital of the β FS. While the dxz and dyz orbitals that contribute to the α FS
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a b
Figure 4.18: Orbital dependent 3D SC gap function parameters.
a. The SC gap values on the α-FS (red dots) as functions of cos kz. The solid curve is
using a single 3D gap function |∆(kx, ky, kz)| = |∆1cos kx cos ky + ∆22 (cos kx + cos ky)cos kz|
with ∆1 = 12.3 meV and ∆2 = 1.87 meV to fit the SC gaps on the α band; b. Same as
panel a but showing the SC gap values on the β-FS (blue dots) and with fitting parameter
∆1 = 12.3 meV and ∆2 = 1.23 meV.
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have stronger kz-dependence. Beyond that, we observe that the electron FS does not have
any sizable kz dispersion, as shown in Figure 4.8. One can argue that the lack of single
particle interlayer hopping would result in vanishing of magnetic exchange coupling along
kz for the electron bands.
4.4 Summary
In this chapter, we mainly focus on the 3D electronic band structure [14] and superconduct-
ing gap [15] in the optimally hole doped sample Ba0.6K0.4Fe2As2. All five bands predicted
by first-pricinple band theory calculations have been observed by our ARPES measure-
ments. The additional hole-like α′ band centered at the zone center disperses strongly
as a function of kz although its dispersion between kz = 0 and pi/2 is not resolved, pos-
sibly due to the degenerate with the α band. All other FS pockets (α, β, γ/δ) have
smaller kz dispersion, especially for the electron-like FS pockets (γ/δ). We discovered
that the superconducting gap on the hole-like FS shows large kz dispersion that can only
derive from 3D pairing. However, the gap on the electron-like FS sheets around (pi, 0)
has a much weaker kz dependence. All the gaps can be fitted by a single 3D gap function
∆1 cos kx cos ky+
∆2
2
(cos kx+cos ky) cos kz at zeroth order similar to the c-axis anisotropy of
the exchange coupling Jc/Jab in the spin wave spectrum of the parent compound [10]. Our
findings suggest adjacent interlayer pairing and short-range antiferromagnetic fluctuations-
driven superconductivity in the iron-pnictides.
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Chapter 5
ARPES studies on underdoped
Ba0.75K0.25Fe2As2
The newly discovered iron arsenic (pnictide) superconductors [1–4] and copper oxide (cuprate)
superconductors are all the categories of high temperature superconductors. A remarkable
resemblance between these two systems is their superconducting (SC) dome emerging from
an antiferromagnetic (AF) phase [5,6] when adding extra carries (dopants) (see Figure 1.9
and Figure 1.16a). This raises the possibility of spin fluctuations mediated pairing in
pnictides,.
The SC phase can be well characterized by the size and the symmetry of the SC gap
that forms below a critical temperature Tc. In cuprates, the gap function has a d-wave
symmetry in the momentum space with a zero gap size at locations referred to as nodes, and
a large maxium gap at the antinodes [7,8]. In contrast, ARPES studies on hole optimally
doped pnictide Ba0.6K0.4Fe2As2 (labeled as OPD37K), which is away from the AF region,
have revealed isotropic gaps that have different values on different Fermi surfaces [9–11]
164
(Section 3.2.3 in this dissertation), with strong pairing occurring on the near-nested FSs.
In addition to the SC gap, a large doping-dependent pseudogap above Tc at the antinode
of the underdoped (UD) cuprates has been observed [13, 14]. Debates on the relationship
between superconducting and pseudogap in the cuprates are still intensive. Thus, we have
chosen Ba0.75K0.25Fe2As2 (Tc = 26 K) (labeled as UD26K) as the UD samples studies in
this chapter.
5.1 Experimental methods and sample preparation
High-quality single crystals Ba0.75K0.25Fe2As2 with Tc at 26 K were grown with the similar
flux method that is used to grow optimally doped sample [15]. The nominal composition is
consistent to the K content determined by energy-dispersive X-ray spectroscopy. Suscepti-
bility as function of temperature (T ) is shown in Figure 5.1 that demonstrates the Tc is at
26 K.
High-resolution ARPES measurements were performed in the photoemission laboratory
at Tohoku University using a high-flux microwave-driven Helium source (He Iα resonance
line, hν = 21.218 eV) with an energy resolution of 3 meV for the SC gap measurement
and ∼ 20 meV for the FS measurement, and a momentum resolution of 0.007A˚−1. A
VG-SCIENTA ESE2002 spectrometer was used. Several synchrotron beamlines in the
Synchrotron Radiation Center and the Advanced Light Source in the US, with incident
photon energy ∼100 eV with energy resolution of 30 meV and a momentum resolution of
0.02A˚−1, are used to study shallow core levels. VG-SCIENTA R4000 was mainly used in the
synchrotron measurements. Sample orientations were determined by Laue X-ray-diffraction
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Figure 5.1: Susceptibility of Ba0.75K0.25Fe2As2.
Susceptibility as function of T of Ba0.75K0.25Fe2As2 denotes the Tc at 26 K.
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patterns prior to the ARPES measurements.
Samples were cleaved in situ at 10 K and measured at 5 - 125 K in a working vacuum
better than 1×10−10 Torr. The mirror-like sample surfaces were found to be stable without
obvious degradation during measurement periods of 2 days. The Fermi level of the samples
was referenced to that of a gold film evaporated onto the sample holder. We have confirmed
the reproducibility of the ARPES data on many sample surfaces.
5.2 ARPES results on underdoped Ba0.75K0.25Fe2As2
With less K doped into the Ba layer, the chemical potential for the underdoped sample
Ba0.75K0.25Fe2As2 is expected to be shifted up, causing the decrease in size of the hole-
like FS pockets and the increase in size of the electron-like FS pockets. This is a simply
assumption based on the rigid band picture.
5.2.1 Shallow core levels
A wide energy spectrum of the UD26K sample including shallow core levels and valence
band, is shown in FIgure 5.2a with the comparison to the one obtained to the OPD37K
sample (red curve) [16].
Similar to the core levels observed in the OPD37K sample, the strong double peaks at
the binding energy of 40.4 and 41.4 eV are from As 3d5/2 and 3d3/2. At the same time,
several other core levels have also been identified, such as Fe 3p (52.4, 53.0 eV), K 3s
(33.0 eV) and 3p (17.8 eV), Ba 5s (29.7 eV) and 5p (14.2, 16.2 eV), and As 4s (16.9 eV).
Similar to the OPD37K sample, there is a weak but well-dened peak at 12 eV, as shown
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Figure 5.2: Shallow core levels comparison between OPD37K and UD26K sam-
ples.
a. Wide range energy distribution curve (EDC) near Γ (hν = 100 eV) showing many
shallow core levels of Ba0.75K0.25Fe2As2 (blue curve) and Ba0.6K0.4Fe2As2 (red curve), whose
atomic energy levels are marked by vertical bars above the x-axis. The inset magnifies the
valence band and a possible satellite peak at ∼ 12eV, which is similar to the result in
OPD37K; b. Zoom of the As 3d core levels comparison between UD26K sample (blue
curve) and OPD37K sample (red curve).
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in the inset of Figure 5.2a, which may be attributed to a satellite state with the Fe 3d5
configuration, suggesting the importance of the local electronic correlations at the Fe sites
in the pnictides.
At the same time, we zoom in to the comparison of the As 3d core levels between the
UD26K sample (blue curve) and the OPD37K sample (red curve) in Figure 5.2b. It looks
like that there may exists a small shift to the lower binding energy with less K doping into
the system.
5.2.2 Electronic band structure and FS topology
WIthin the coherent Fe 3d region, we observe several dispersive bands, as shown in Fig-
ure 5.3 which displays band dispersions along two high symmetry direction (Γ-M and Γ-X)
determined by the E vs k intensity plots. The band dispersion calculated from a local den-
sity approximation calculation [17] at this doping level renormalized (divided) by a factor
of 2.2 is also plotted for the comparison. It is clear that overall our ARPES spectra agree
well with the renormalized LDA calculations.
Since the pairing of electrons in a superconductor occurs in the vicinity of the Fermi
level, understanding the properties of the FS is very important, especially for the multi-
band pnictides superconductors. In order to accurately determine the low-energy band
structure and the FS, high-resolution ARPES measurements in the vicinity of EF have
been performed, as show in Figure 5.4. Figure 5.4a displays the ARPES intensity integrated
within a narrow energy window at EF (±10 meV), where the high intensity contours are
expected to follow the FS contours. The Fermi crossing points from the dispersive bands
indicated by the dots in Figure 5.4a and obtained from both the momentum distribution
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ab
Figure 5.3: Electronic band structure of Ba0.75K0.25Fe2As2.
a. Coherent Fe 3d intensity plot of ARPES spectra within 0.3 eV from Fermi level (EF )
measured at 50 K along Γ-M; b. Same with a but along Γ-X. Local density approximation
(LDA) calculated bands at kz = 0 renormalized by a factor 2.2 (green lines) are also plotted
for comparison.
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Figure 5.4: Low-energy fine structure and FS topology of Ba0.75K0.25Fe2As2.
a. FS contour determined by plotting the ARPES spectral intensity integrated within
±10 meV of EF . White dots indicate the Fermi wave vectors extracted from ARPES mea-
surements in the normal state by tracing the peak position of the Momentum distribution
curves (MDCs) and EDCs. The inset shows the FS contour determined by plotting the
ARPES second derivative spectral intensity integrated within ±10 meV of EF ; b. ARPES
spectral intensity measured at 5 K as a function of wave vector and binding energy along
the cut in the momentum space indicated by the blue dashed line in panel a, showing
clearly two hole-like (α and β) band dispersions; red (blue) dots are the extracted band
dispersion of the α (β) band determined from the MDC peak positions.
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curves and energy distribution curves in the normal state (measured at T = 50 K) are also
plotted. These extracted kF points, in agreement with the high-intensity contours, clearly
show four FS sheets. Compared to the previous ARPES studies on the optimally-doped
samples [9,16], we have observed systematic changes between the FS sheets of the UD26K
and OPD37K samples. Again, two hole-like FS pockets (α and β) centered at the Brillouin
zone center Γ and two electron-like FS sheets (δ and γ) centered at the M point in the
BZ. In the inset of Figure 5.4a, the FS contour determined by plotting the ARPES second
derivative spectral intensity integrated within ±10 meV of EF is shown near the Γ point
to highlight the existence of the α-FS.
In Figure 5.4b, we present the ARPES spectral intensity plot measured at 5 K as a
function of wave vector and binding energy along a cut in the momentum space indicated
by the blue dashed line in Figure 5.4a. Two hole-like bands (α and β) dispersing from the
high binding energy to EF are clearly observed. The red (blue) dots give the extracted
band dispersion of the α (β) band determined by the MDC peak positions.
We compare the FS contours of the OPD37K and UD26K samples in Figure 5.5a. As
expected, the two hole-like FS sheets shrink while the two electron-like ones expand as
doping is reduced. Quantitatively, the areas of the two hole-like Γ-centered FSs shrink
from ∼4% and ∼18% to ∼4% and ∼13%, while the areas of the electron-like M-centered
FSs increase from ∼2% and ∼4% to ∼2% and ∼6% of the BZ, respectively. Again, since
the photon source used here is the He Iα resonance (hν = 21.2 eV), which corresponds to
kz = 0, the α
′ band is not resolved at this kz. By simply assuming the α′ FS is degenerated
with the α-FS, according to Luttinger’s theorem, the implied hole concentrations are ∼40%
and ∼26% hole/2Fe for the OPD37K and UD26K samples, respectively, in good agreement
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Figure 5.5: FS contour comparison between OPD37K and UD26K samples.
a. Comparison of FS contours between the OPD37K and UD26K samples. The dots
indicate Fermi wave vectors extracted from ARPES measurements in the normal state by
tracing the peak position of MDCs and EDCs; b. The electron-like FS contours shifted to
the Γ point by the (pi, pi) wave vector “overlaps” with the hole-like FS contours centred
at Γ, showing that the near-nesting condition (highlighted by the shadowed areas) in the
UD26K sample is satisfied.
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with their K contents.
It is necessary to point out here, as shown in Figure 5.5b, when the electron-like FS
contours are shifted to the Γ point by the AF wave vector, the “overlap” with the hole-like
FS contours centered at the Γ point is still reasonably good. This shows that, similar to
the optimally doped sample, the near-nesting condition between the inner hole-FS and the
electron-FSs is maintained, albeit slightly weakened in the underdoped samples.
5.2.3 Superconducting gap
As shown in Figure 5.4b, the ARPES spectra measured below Tc (T = 5 K), exhibit a local
minimum at their corresponding kF , indicating the opening of a SC gap [9]. In order to
characterize these SC gaps, T dependent ARPES measurements have been performed on
different FS sheets (α, β and γ/δ) shown in Figure 5.6.
Figures 5.6a-c display the T dependence of the EDCs at kF on each FS. The corre-
sponding momentum space locations are indicated in the inset of Figure 5.6a. To extract
the values of the SC gap (∆), we symmetrized EDCs at kF to approximately remove the
effect of the Fermi-Dirac function. In addition, we divided each symmetrized EDC by the
corresponding smoothed normal-state spectrum (at 45 K and 50 K) to remove the influence
of the V-shaped spectral background. The results are shown in Figures 5.6d-f. We observe
the opening of SC gaps on all the FS sheets at low T and their disappearance above Tc. The
dashed line in Figures 5.6d-f indicate the positions of the small but discernible coherence
peaks emerging at low T (5 K or 10 K) at the binding energy of ∼8.5 meV, ∼4 meV and
∼7.8 meV for the α, β and γ/δ FS, respectively, which can be regarded as the values of
the SC gaps. Interestingly, the SC gap value on each FS sheet of the UD26K sample is
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Figure 5.6: T -dependence of SC gaps of Ba0.75K0.25Fe2As2.
a. T -dependence of an EDC measured on the α-FS (red dot in the inset); b. (c.)
Same as a, but measured on the β- (γ/δ-) FS (blue (green) dot in the inset of panel a;
d. T -dependence of the symmetrised EDCs divided by a smoothed normal-state spectrum,
measured on the α-FS (red dot in the inset of panel a). The dashed line in (d) denotes
the QP peak position at low T , which can be regarded as the SC gap value (∆α(0) = 8.5
meV); e. (f.) Same as d, but measured on the β- (γ/δ-) FS indicated by the blue (green)
dot he inset of panel a. The dashed line in e (f) denotes the QP peak position at low T,
which corresponds to the SC gap value ∆β(0) = 4.0 meV (∆γ/δ(0) = 7.8 meV).
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reduced by approximately 30% as compared to the OPD37 samples [9,18], which is almost
the same as the reduction of the transition temperature (from 37 K to 26 K).
We investigated further the properties of the SC gap by measuring its momentum-
dependence on the α and β FS sheets. In Figure 5.7a, we show symmetrized spectra below
Tc for three different locations on the α-FS indicated in the inset, which have been divided
by the corresponding normal-state smoothed spectra. We find no significant variation
around the FS. As illustrated in Figure 5.7b for the k-locations indicated in the inset,
similar analysis for the β FS leads to the same conclusion and indicates that nearly isotropic
symmetry of the SC gaps observed in OPD37K samples [9] is maintained in the moderately
UD region.
The SC gap sizes vary with Tc in a fashion illustrated in Figure 5.8a. The results
obtained for various doping levels indicate that the 2∆ values scale linearly with Tc going
from moderate underdoping to optimal doping. Thus Tc is determined by the energy scale
of the pairing gap within this range. Recently, our ARPES studies on the overdoped
sample Ba0.3K0.7Fe2As2 (Tc = 22 K) show that the linear scaling relationship between the
SC gap and Tc is also satisfied in the overdoped region [19]. The FS dependent but doping
independent 2∆/kBTc ratio varies from the typical BCS values (the β-FS) to the strong
coupling values on the near-nested FS sheets.
Since ARPES is a surface sensitive technique, it is important to compare the energy
scales of the SC gap to those inferred from independent bulk measurements. For this
purpose, we have measured the transport properties and extracted the values of the upper
critical field Hc2 on similar samples at different doping levels. We have also calculated the
values of Hc2 from the BCS relation using the quantities obtained by ARPES. In the clean
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Figure 5.7: k-dependence of SC gaps of Ba0.75K0.25Fe2As2.
a. Symmetrised EDCs at low temperatures divided by a corresponding smoothed normal-
state spectrum measured at three different k locations on the α-FS. The dashed vertical
line marks the SC gap (∼8.5 meV) for the α-FS. A schematic FS plot indicating the
measurement locations is shown in the inset; b. Same as panel a but at two different k
locations on the β-FS. The dashed vertical line marks the SC gap (∼4 meV) for the β-FS.
A schematic FS plot indicating the measurement locations is shown in the inset.
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Figure 5.8: Linear scaling between the superconducting gap and Tc.
a. Superconducting gap values versus Tc on different FS sheets. The dashed red, blue
and green lines are linear fits of the SC gaps on the α-, β- and γ/δ-FSs passing through
the origin. The dashed black line is the BCS line with a slope of 3.52/kB. We defined the
vertical error bars as twice the derivation that we get by fitting the SC coherent peaks with
Lorentzien functions using various fitting ranges. The horizontal error bars represent the
transition width measured by transport experiments; b. Normalized Hc2 (by the value at
optimally doped sample) versus Tc. Blue triangles are obtained from transport measure-
ments. Red circles are extracted from the ARPES measurements of the gap value and the
Fermi velocity via the BCS relation Hc2 = Φ0/[2pi(
~vF
pi∆
)2], where Φ0 = 2.07×10−15 Wb is
the flux quantum.
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limit, Hc2 is related to the SC gap ∆ by the BCS formula:
Hc2 = Φ0/[2pi(
~vF
pi∆
)2] (5.1)
where Φ0 = 2.07×10−15 Wb is the flux quantum and vF is the Fermi velocity. Using the
values of vF and ∆ measured by ARPES on the α FS sheet with the largest pairing gap
for simplicity, we calculated Hc2 and compared it to the thermodynamic Hc2 obtained by
transport measurements. Both are normalized by the value of the OPD samples. The
results are shown in Figure 5.8b. The two values are consistent with factor of less than 2,
which is quite good considering the single-band approximation used here and the fact that
the measured Hc2 itself has a sizable uncertainty due to the high-field extrapolation. This
good agreement between the two Hc2 values and their Tc (doping) dependence supports the
bulk nature of the linear scaling behavior between ∆ and Tc.
The scaling behaviour observed by both ARPES and Hc2 measurements strongly sug-
gests that Tc in underdoped pnictides is controlled by the pairing strength, which is ap-
parently different from the trend observed in some studies of cuprates where the SC gap
anti-correlates with Tc upon underdoping. In contrast, our results on underdoped pnictides
are more in-line with a recent report suggesting that the SC gap in underdoped cuprates
around the nodal “arc” region is less affected by scattering via the (pi, pi) AF fluctuations
and this “true” SC gap value indeed scales with Tc [20].
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Figure 5.9: FS dependent quasiparticle coherence weight suppression.
a.-c. Comparison between the EDCs of the OPD37K (dashed line) and UD26K (solid
line) Ba1−xKxFe2As2 samples at 5 K on the different FS sheets (red, green, and blue dots
in the inset of panel a.
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5.2.4 Pseudogap
In addition to the changes in the SC gap sizes upon underdoping, we have observed a re-
markable FS-dependent suppression of the quasiparticle (QP) spectral weight in the UD26K
samples, as shown in Figure 5.9. While the QP spectral weight for the β-FS remains rela-
tively constant with underdoping (Figure 5.9c), a significant QP weight suppression occurs
on the α (Figures 5.9a and 5.10b) and the electron FS sheets (Figure 5.9b), which are
better near-nested by the (pi, pi) wave vector, as shown in Figure 5.5d, where the electron-
like FS contours centred at the M point are shifted by the (pi, pi) wave vector to “overlap”
with the hole-like FS contours centred at Γ. The overlapping parts are highlighted by the
shadowed areas to emphasize the location of the near-nesting condition. The corresponding
locations for each FS sheets where the experiments were performed are shown in the inset
of Figure 5.9a.
It is well known that the underdoped cuprates also exhibit a k-dependent QP weight
suppression. While the nodal QP remains robust, the antinodal QP loses integrity with
underdoping. This nodal-antinodal dichotomy [21] is shown in Figures 5.10a and c for the
cuprate superconductor Bi2Sr2CaCu2O8+δ. In the antinodal region of the hole underdoped
cuprates, the QPs are close in energy to those near the “hot spots” and can be scattered
strongly by spin fluctuations via the (pi, pi) AF wave vector. Indeed, it has been proposed
that the AF fluctuations are responsible for the antinodal QP suppression in the under-
doped cuprates. Similarly, the superconducting phase of the pnictides emerges when doping
away from the AF spin-density-wave (SDW) phase in the parent compounds, and the AF
fluctuations exist in the underdoped region [22,23]. Such an AF-fluctuations scenario would
be consistent with the observed FS-dependent QP suppression.
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Figure 5.10: Dichotomic behavior in UD cuprates and pnictides.
a. Comparison of the symmetrised EDCs at the antinodal kF point of an overdoped
(OD) Bi2Sr2CaCu2O8+δ (Bi2212) sample (Tc = 82 K) (dashed) and an UD Bi2212 sample
(Tc = 83 K) (solid), measured below (blue) and above (red) Tc. The black dashed (doted
dashed) line indicates the zero intensity position of the OD Bi2212 (UD Bi2212) sample; b.
Comparison of the symmetrised EDCs at the kF point of the α-FS along Γ-M (indicated by
a red dot in the inset of Figure 5.9a) between the OPD37K (dashed) and UD26K (solid)
pnictide samples, measured below (blue) and above (red) Tc; c. Comparison of the EDCs
measured at 10 K at the nodal points of the OPD (red) and UD (black) Bi2212 samples;
d. A schematic diagram showing that the AF (pi, pi) wave vector connects the antinodal
regions in hole doped cuprates, and connects the inner hole-like FS and the electron-like
FSs in hole doped pnictides.
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On the FS sheets or sections that are approximately connected by the AF wave vector,
the similarities of the spectral lineshape between the pnictides and the cuprates are quite
striking. In the overdoped or optimally doped region, both materials show a well-defined
Bogoliubov quasiparticle (BQP) peak in the SC state and a broadened single peak in
the normal state, as shown in Figures 5.10a-c. Upon underdoping, the superconducting
BQP weight of both materials is rapidly weakened, and the normal-state spectral function
also changes from a peak to a dip near the EF . Since the suppression of the spectral
weight at EF in the normal state of the cuprates is usually called a pseudogap, we were
motivated to further examine the properties of the spectral weight suppression observed in
the underdoped pnictides.
Remarkably, the spectral weight suppression in the underdoped pnictide samples ex-
hibits clear momentum dependence. The normal-state spectrum shown in Figure 5.10b is
measured on the α-FS along the Γ-M direction. As shown in Figure 5.5d, this location
does not have a good nesting condition with the electron FSs due to underdoping, and is
indeed where the α-FS shows the weakest suppression in the normal state. In contrast,
the normal-state spectrum measured in a better nested area of the α-FS along the Γ-X
direction (Figure 5.11a, the point #1 in the inset of the panel), shows a much stronger
suppression near EF . In the SC state, this weight suppression develops a clear energy scale
around 18 meV (indicated by a red arrow in the panel on the top of the blue curve, which
is the symmetrized EDC at EF at low temperature), in addition to the shoulder at ∼8
meV which is due to the opening of the SC gap. We refer to this soft gap with an energy
scale of ∼18 meV as a pseudogap in this underdoped pnictide. Since it coexists with the
SC gap at a different energy scale below Tc and survives above Tc, the pseudogap is likely
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Figure 5.11: FS-dependent pseudogap.
a. Symmetrised EDCs of the UD26K pnictide measured below (blue) and above (purple)
Tc at point #1 shown in the inset (along the Γ-X direction on the α FS). The dashed
blue curve is the result of the division of the SC spectrum (solid blue curve) by that of
the normal-state (smoothed purple curve). The red arrow indicates that the pseudogap is
∼18 meV, and the dashed vertical line shows that the SC gap on the α FS is ∼8 meV; b.
k-dependent symmetrised EDCs in the SC and normal states at two kF points on the β
FS. The black (brown) curve is measured below (above) Tc at point #2 shown in the inset
of panel a., and the blue (purple) curve is measured below (above) Tc at point #3. The
dashed vertical line shows that the SC gap is ∼4.0 meV at both k points, indicating the
isotropic behaviour of the SC gap on the β FS.
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to have a different origin than a pairing gap. In fact, the effect of this pseudogap can
be mostly removed by dividing out the normal-state spectral function, heralding a more
pronounced SC coherence peak, as indicated by the blue dashed curve in Figure 5.11a. In
contrast, there is no clear evidence for a similar pseudogap on the β FS sheet, which lacks
the near-nesting condition with the electron FS sheets, as shown in Figure 5.11b.
As for the β FS sheet, although there is no significant evidence for the similar pseudogap,
from Figure 5.11b, we still observe somehow very weak k-dependent QP suppression. We
compare the symmetrized EDCs at point#2, where the β FS has an “overlap” with the
electron FS sheets from the Figure 5.5b, and at point #3, where there is no “overlap”,
there exists a difference in coherent weight with a suppression at the “overlap” point.
This suggests that the (pi, pi) interband scattering may also influence the lineshape of the
spectrum on the β FS. The observed difference in QP suppression on the β FS is small and
could be due to the experimental uncertainty.
The FS-dependent pseudogap is an important part of the dichotomic behaviour on
different FS sheets in the underdoped pnictides. The pseudogap observed on the α-FS has
a similar temperature dependence as in the underdoped cuprates: it gradually fills up as
temperature increases, as displayed in Figure 5.12a, and eventually closes around 115 -
125 K (defined as the pseudogap crossover temperature T ∗) at this doping level, where the
weight loss approaches to zero, as shown in Figure 5.12b. An example for the definition
and the method used here to calculate the weight loss is shown in the inset of Figure 5.12c.
In the Figure 5.12c we plot the symmetrised EDC at kF on the α-FS (point #1 in
the inset of Figure 5.11a) at T = 45 K (dark blue curve) along with a parabolic fit at
high energy (black curve) to its corresponding “normal state” spectrum (above T ∗). We
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Figure 5.12: Pesudogap on the α FS.
a. T -dependence of the symmetrised EDCs measured at point #1 above Tc. The dashed
line indicates the energy scale of the pseudogap, which is ∼18 meV; b. T -dependence of
the spectral suppression in the pseudogap state WPG defined in Equation 5.2 in the section.
The error bars represent the deviation of the weight loss calculated for the raw data and
smoothed spectra; c. The definition of APG that is used to calculate the weight loss for T
= 45 K.
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obtained the pseudogap suppression by subtracting the “normal state” spectrum from the
raw symmetrised EDC at T = 45 K, which is shown in the inset. In both plots, the shaded
region indicates the weight loss caused by the pseudogap. We denote the area of the shaded
region as APG and refer to Atotal as the area of the “normal state” spectrum within the
-30 meV to 30 meV energy range. The weight loss due to the opening of the pseudogap is
defined by
WPG =
APG
Atotal
(5.2)
The error bars are obtained from the derivation of the smoothed “normal state” spectrum
from the raw “normal state” spectrum.
It is important to stress that, unlike the conventional gap phenomenon, there is no
long-range magnetic order observed in the underdoped Ba1−xKxFe2As2 samples above the
superconducting transition [23]. Thus the observed pseudogap does not appear to be asso-
ciated with a phase transition at T ∗, which is most likely a crossover temperature scale.
The origin of the observed pseudogap is clearly an important part of the physics in the
pnictides. It is natural to attribute the pseudogap to the AF fluctuations due to the prox-
imity to the AF SDW phase, as shown in the schematic phase diagram in Figure 5.13 [24],
and the observed FS dichotomy to the scattering via the associated AF wave vector. Our
observations of the SC coherence suppression, the reduction of the SC gap upon underdop-
ing, and the emergence of a pseudogap that coexists with the SC gap below Tc support the
scenario where the pseudogap is the offspring of a competing state, although the SC pairing
itself may be mediated by AF fluctuations, as suggested by various experiments [9, 22, 25]
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Figure 5.13: Schematic phase diagram of Ba1−xKxFe2As2.
A schematic phase diagram (according to reference 24 and our present ARPES measure-
ments) for Ba1−xKxFe2As2, where PG is the pseudogap region observed in the underdoped
region.
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and theoretical works [12, 26–29]. The stronger SC pairing (2∆/kBTc ∼ 7) and the pseu-
dogap observed in the near-nested FS sheets connected by the AF wave vector further
supports the AF origin of both the SC gap and the pseudogap. Interestingly, a well-known
candidate for the pseudogap in the cuprates is also AF fluctuations. Recently, a functional
renormalization group approach has been applied to both the cuprates and pnictides, sug-
gesting that the pairing in both materials is driven by AF correlations, and enhanced by
the (pi, pi) FS near-nesting [30]. The observations of the dichotomic behaviour of the SC
gap, the pseudogap and the QP weight on different FS in underdoped pnictides, which are
similar to the nodal-antinodal dichotomy of the underdoped cuprates, provides important
experimental evidence for such a unifying picture.
5.3 Summary
In this chapter we mainly focus on the ARPES studies on the underdoped pnictide Ba0.75K0.25Fe2As2
(Tc = 26 K) [31]. We find that the SC gap of the underdoped pnictides scales linearly with
the transition temperature in the range of 0.25≤x≤0.4 (our recent ARPES measurement
on the overdoped sample has extend the up limit to 0.7), and a distinct pseudogap devel-
ops upon underdoping and coexists with the SC gap. Remarkably, this pseudogap occurs
mainly on the FS sheets that are connected by the AF wave vector (the α and the electron-
like γ/δ FSs), where the SC pairing is stronger as well (2∆/kBTc ∼ 7). This suggests that
both the pseudogap and the SC gap are driven by the AF fluctuations, and the AF long-
range ordering competes with the superconductivity. The observed dichotomic behavior of
the pseudogap and the SC gap on different FS sheets in the underdoped pnictides shares
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many similarities with those observed in the UD copper oxide superconductors, providing
a unifying picture for both families of high-temperature superconductors.
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