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Effective visualization is an important aspect of active
data mining. In the context of association rules, this need
has been driven by the large amount of rules produced from
a run of the algorithm. To be able to address real user
needs, the rules need to be summarized and organized so
that it can be interpreted and applied in a timely manner.
In this paper, we propose two visualization techniques that
is an improvement over those used by existing data min-
ing packages. In particular, we address the visualization of
differences in the set of rules due to incremental changes
in the data source. We show that visualization in this as-
pect is important to active data mining as it uncovers new
insights not possible from inspecting individual data mining
results.
1. Introduction
The discovery of association rules has been a popular do-
main of study. An association rule [8] is a rule of the
form X → Y , where X,Y ⊂ {i1, i2, . . . , ij} such that
X ∩ Y = ∅ and ik, 1 ≤ k ≤ j is an item in the transaction
database. A rule is deemed to be of interest to a domain
analyst if it satisfies two basic measures of interestingness
— support and confidence. However, the simplicity of such
measures often resulted in too many rules been produced
from a run of the data mining algorithm. While increas-
ing the support and confidence level reduces the rule count,
the consequence is the loss of important rules that have low
support in the database [16]. To overcome this, additional
measures has been proposed [9, 15] to prune away rules that
has been objectively identified as having no contributions to
insights. Effectively, this helps the analyst focus on rules
that might be useful. However, this approach has its own
pitfalls.
First, the use of additional measures at best achieves a
reduction on the number of rules. This, in essence, does not
help the analyst identify the important insights quickly due
to its presentation of the results – often in unorganized raw
textual form. Second, the pruning of rules may be minimal
and huge number of rules (in magnitude of hundreds) may
remain in the result. And going through these rules remain
a daunting and time consuming task that suggest the need
for further summarization and organization. Third, the use
of interestingness measures is a double edge sword. If used
incorrectly, the measures may produce no results or worse,
point to a wrong set of insights [18]. This is indeed un-
avoidable if the knowledge worker lacks sufficient training
or technical know-how.
Hence, visualization forms the posterior step after the
results of data mining. It’s objective, similar to interesting-
ness, aims to present the results effectively so that an analyst
can take advantage of visual cues to help sieve through in-
sights that are otherwise difficult in textual form. Unfortu-
nately, our survey of the existing visualization techniques
reveals that this aspect of research has been weakly ad-
dressed. In the context of active mining, this is an important
issue. In the real world where data condition changes and
user needs evolve over time, each step of the KDD process
must be leveraged to cooperatively achieve such a goal. In
the narrower context of active rule mining, we see incre-
mental algorithms been proposed [13, 14] to address the
iterative needs of updated rules. In the same way, the in-
terestingness measures have served well in helping analyst
focus on important rules. This brings forth the question: Is
the current state-of-the-art on visualization on par with the
needs of active mining?
The answer to the above question is what motivated this
paper. Having observed the lack of such capabilities, our
contributions are as follows.
• We first survey the current state-of-the-art in visualiza-
tion of association rules in Section 2 to gain an appre-
ciation on the current limitations.
• We then propose an improved visualization technique
that uses color cues and spatial organizations to enable
a controlled and selective view of the rules obtained
from data mining. Two techniques are proposed and
discussed in Section 3.
• From this improved visualization, we consider the evo-
lution of data which in turn, induces an evolving sets
of rules where new ones are created, old ones removed,
and others changed. This change itself carries knowl-
edge that are important, and visualization is the best
candidate for highlighting such insights. We discuss
this in Section 4.
2. Related Work
Visualizing rules graphically is a depiction of one-to-one,
many-to-one or many-to-many mapping of information
items. Prior works on presenting the results of association
rule mining can be generally summarized into four com-
mon techniques: 2-dimension matrices, directed graphs, ta-
bles and grids. Among them, the objective is to represent,
graphically, the parameters in association rules namely, the
set of antecedent and consequent items, their associations,
the support and confidence. In this paper, we briefly discuss
these techniques in terms of their strength, weaknesses and
tools using such methods.
Two Dimension Matrices The basic design of a two di-
mension matrix [1, 7, 5] positions the antecedent and con-
sequent items on the X and Y axis respectively. Using cus-
tomized icons drawn on the matrix tiles, the association be-
tween the antecedent and consequent items are identified.
Here, different icons can be used to represent support and
confidence values. The strength of such visualization is the
display of one-to-one binary relationships, where the rule is
simple. However, the matrix approach breaks down when
there is a need to investigate many-to-one (i.e., rules with
multiple antecedent items) or many-to-many (i.e., multiple
items in both the antecedence and consequence) relation-
ships. As shown in Figure 1, representing beyond one-to-
one relationships using a matrix is actually confusing to the
analyst. As a result, it becomes a weak candidate when rules
are never always one-to-one.
Directed Graphs A directed graph [2, 17, 7, 6, 10, 11]
overcomes the problem in a two dimension matrix. Each
node in the graph represents an unique item. An edge con-
necting two nodes in the graph represents an association.
While it has the merits of displaying different relationship
types, it is good for cases where only a few items and edges
are involved. With many rules, such representation can
quickly turned into an entangled display making compre-
hension difficult. Even if it is possible to layout and display
all elements, the limited screen estate makes it next to im-
possible when following an edge from one node to the other
Figure 1. A 2›dimension matrix. Using this
method to display many›to›one or many›to›
many relationships is confusing. Here, we
do not know if the representation means the
rule {Bread, Milk} → {Eggs}, or two rules:
{Bread} → {Eggs} and {Milk} → {Eggs}.
without scrolling. Furthermore, it is not easy to show multi-
ple meta-data values such as support and confidence clearly.
To illustrate, let us consider two rules: {a, b} → {c} and
{a} → {b, c}. For the first rule, we have node a and an
edge to node b followed by node c. For the first rule, we can
label the support and confidence on the edge connecting b
and c. However, the problem arises when we include the
second rule. If we now label the meta-data values on the
edge between a and b, it becomes confusing for the same
reason as the two dimension matrix. Creating a new set of
edges, while solving the problem, turns the graph into an
entangled Web.
Tables The table [3] is another technique for representing
the textual results of data mining. Each row in the table
represents a rule, and each rule is divided into various parts
that is populated in the respective columns of the table. The
advantage of this approach is the ability to sort the results
by the column of interest (e.g., support). Hence, it is easy to
identify rules with the highest confidence, lowest support or
see the set of rules containing certain items in the antecedent
or consequence. Beyond this, the limitation of the table is
its close resemblance to the original raw textual form. As a
result, it also lacked effective use of visual cues (e.g., colors
and space) that can help enhance the organization of the
rules discovered.
Grids An enhancement of the two dimension matrix is the
grid [4]. Although a one-to-one relationship is displayed, it
takes advantage of color cues to effectively present the re-
sults. Like the two dimension matrix, the axes represents
the antecedent and consequent items. In each cell of the
grid, a color is assigned to indicate the confidence level
while the tone of that color indicates the support. Hence, a
brighter tone indicates a higher support and a brighter color
indicates a higher confidence. Using color cues, the analyst
can quickly obtain a summarized view of the results. For
example, to find rules at high confidence with low support,
the analyst simply identifies a particular color (indicating
the high confidence) that has a lighter tone. Same as the two
dimension matrix, the weakness lie in the lack of a practical
way to identify the togetherness of items in a rule.
3. Proposed Improvements
The pre-condition to active mining is the ability to identify
important rules quickly or easily. From the view point of
visualization, the importance of the rules is never explic-
itly known and are at best expressed via the interestingness
measures. Thus, the goal of visualization is to maximize
the ease of identifying important rules. This lie in the use
of visual cues such as color and space together with graphi-
cal metaphors to present both summarized views and incre-
mental views. In particular, we focus on visualization tech-
niques that are applicable in modern context where both the
antecedent and consequent contain multiple items.
Noting the issues with the various visualization tech-
nique, we combined the two dimension matrix and grid
to create a summarized view for fast identification of rules
based on their support and confidence levels. We then im-
proved the table view using a modern graphical metaphor to
handle incremental detail views of all rules.
3.1. Enhanced Grid View
Figure 2 shows the enhanced grid view. The rows are or-
dered in increasing support and likewise, the columns are
arranged in increasing confidence. Antecedent and conse-
quent items are grouped and placed into the cells. Notice
that this is a “flip” from the current approach. By doing this,
we take advantage of the locality placement of a rule based
on its support and confidence. Hence, looking for a strong
rule (i.e., one with high support and confidence) means fo-
cusing on the bottom right corner of the grid where they
are placed. Moving the mouse pointer to a particular cell
in the grid pops a tooltip that show the actual rules placed
into that particular cell. The enhanced grid view has the
following merits:
• there is virtually no upper limit on the number of items
that can exist in the antecedent or consequent, thus
overcoming the many-to-many problem.
• the support and confidence of the association rules are
clearly shown.
Figure 2. The enhanced grid view in our pro›
totype: CrystalClear.
• the distribution of the association rules, as well as the
items within the rules, can be analyzed simultaneously.
• the control panel (on the right in Figure 2) provides
flexibility in selecting the rules to visualize by adjust-
ing the support and confidence window.
• no screen swapping, animation, or complicated human
interaction is required for analysis — only basic mouse
movements.
• combining items in the antecedent or consequent to
form a conceptual item for the purpose of overcoming
the limits of one-to-one visualization in 2-dimension
matrices is eliminated.
In the enhanced grid view, the analyst can control a num-
ber of parameters in visualization. As shown in the figure,
the control panel on the right allows the definition of both
the support and confidence window. By defining the win-
dow, the analyst can select the interested subset of rules.
Within the control panel, the analyst can also determine the
granularity of the grid. For example, if the support window
is defined to select all rules that has a support in the range
of 3% to 23%, and the granularity of the grid has been set
to 10 cells, then each cell has an increment of 2% (same for
confidence).
On top of that, better manageability is achieved with the
ability to specify only items of interest. This is done by
interactively checking items in the list on the control panel.
As items are selected, rules satisfying all the constraints in
the control panel are shown on the grid. Hence, the merit
of the control panel lies in giving the analyst full control on
what is to be visualized by the grid. In addition, the user
interface in our prototype renders as soon as sufficient and
valid information are in the control panel. This approach
Figure 3. The tree view for organizing rules.
The control panel has the same functionality
discussed earlier.
gives real-time feedback to help analysts determine the best
visualization setting.
3.2. Tree View
The primary objective of the grid is the ability to summa-
rized the characteristics of a set of rules on a 2-dimension
plane. In this section, we employ a well known GUI meta-
phor known as “TreeView”. It allows many-to-many anal-
ysis where details of the rules are group by the similarity
of their antecedent and consequent characteristics. It is an
improvement over directed graphs and tables, and has the
following advantages:
• similar to the 2-dimension grid, there is virtually no
limit on the number of rules to be displayed.
• a hierarchical layout makes it easy to distinguish the
nodes and edges from the graph and has similar or-
ganization capability as the table (i.e, sorting within a
group based on highest confidence).
• meta information such as the number of rules with n-
item consequence can be easily obtained since such
information can be tagged to the meta-data nodes as
shown in Figure 3.
• branches can be expanded or collapsed to control the
rules to be displayed.
Up to this point, the two proposals are enhancements
over the general techniques discussed in Section 2. These
facilities would be sufficient if we are only interested in an-
alyzing single set of rules. In reality, data conditions such
as the removal of transactions, or the addition of a new item
requires a re-run of the algorithm to maintain the relevance
of the rules. Notice that each run of the algorithm generates
a set of rules which is an evolution of its predecessor. Con-
sidering multiple sets of rules from the same but changing
data sources, we realized that there are useful insights to be
discovered. And Visualization is a good candidate for this
task. We devote the next section for this discussion.
4. Visualizing Change for Active Data Mining
In the real world, data changes over time. This evolution of
data is often a reflection of changes in the original observa-
tions. For example, the evolution of data in a set of customer
transactions may reflect a gaining popularity of some goods
or it may reflect the slowing demands of some products. In
the same way, since knowledge are derived from snapshots
of data, it is itself an evolving set of insights. Intuitively, if
the changes in the data tells something about the trend of a
business or some observation, then the way insights evolved
over time is equally important.
Let Di be the database at time ti and Dj be the database
evolved from Di at time tj such that (i < j) ∧ (ti < tj).
Let r ∈ Ri be the rule in the set of rules obtained from
mining Di. In the context of visualization for association
rules, insights can evolve in the following ways.
Case 1: A rule r that is interesting has become uninter-
esting because it fails to satisfy the support or confidence
requirement at time tj (i.e., (r ∈ Ri) ∧ (r /∈ Rj)), and is
thus removed from the new set of insights.
Case 2: A rule r is added into the new set of insights (i.e.,
(r /∈ Di)∧ (r ∈ Dj)). This is the opposite of the first situa-
tion where a rule changes from uninteresting to interesting.
Case 3: A specific case of the above is when a new
item (i.e., (x /∈ Di) ∧ (x ∈ Dj)) is added and new
transactions due to x are created. This may generate new
rules {r1, r2, . . . , rn} such that x ∈ rk, 1 ≤ k ≤ n.
Based on the three cases above, we extend our visualiza-
tion capabilities to support the rendering of such observa-
tions using color cues and simple icons. We discuss this in
the following sub-sections.
4.1. Active Mining Using Enhanced Grid View
The use of the grid view is to organize rules by their support
and confidence across the visual space of the grid. Each rule
is placed into one of the cell in the grid based on the rule’s
support and confidence, and are displayed via the tooltip
when the mouse moves over a particular cell. The differ-
ence, in the case of active mining, is the use of two sets of
rules instead of just one in the situation described in Sec-
tion 3. In addition, colors are used to differentiate each of
the three cases presented above.
Figure 4. Control panel for for adjusting pa›
rameter values for active data mining.
For each case, we designate a specific color to represent a
condition that has occurred in a particular cell. For example,
if one of the rules in the cell fails to appear in the second set
of rules, then the cell will be colored in red to indicate that
one or more rules have become uninteresting. Likewise,
when a new rule is added either due to the second or third
case, a different color is used. Since within a cell, there can
be multiple occurrences of the three cases, a way to identify
each of the situation is needed.
The naive approach would be to display each color rep-
resenting one of the cases above in the cell. One way to
do this is to divide the cell into three parts, where each will
show a color corresponding to one of the cases. The other
alternative is to combine the color of each case using their
RGB values to derive a new color representation. Both ap-
proach are inadequate. In the first case, dividing a cell into
small sections create confusion about the size of the cell,
making the visualization confusing. In the second case, de-
riving colors by combining existing ones makes color inter-
pretation difficult as users have to remember the different
color combinations. This defeats the original goal of visu-
alization, which serves to focus rather then to confuse.
Our approach is to use icons together with colors to help
enhance visualization. For each case above, we define a
set of icons. For Case 1, we indicate with a ‘-’ symbol.
Likewise, for Case 2 and Case 3, we use ‘+’ and ‘#’ respec-
tively. In addition, we also use ‘↑’ and ‘↓’ to indicate rules
whose support and confidence have changed. Since a mi-
nor change may not be significant, we provided additional
control parameters to allow user specify the threshold be-
fore highlighting the change. On the same control panel as
shown in Figure 4, users can also specify how to use col-
ors and icons. For example, if the user is interested mainly
on rules that have become uninteresting (i.e., Case 1), then
he or she can designate color as the primary indicator for
change. For the other situations, icons that appear in the
cell are used instead. This approach does not create visual
distraction, maintains the original purpose of using color
cues, and displays all changes that occurs in each cell. This
is pictorially elaborated in Figure 5.
Figure 5. Using colors and icons in a cell for
effective rendering of rule changes.
4.2. Active Mining Using Tree View
The concept discussed in the grid view is also applied to
the tree view for incremental viewing of changes between
two sets of rules. Special attention has been made to ensure
that the colors and icons used are consistent with the grid
view to avoid confusion in interpretation. Therefore, the
same color code is used to highlight the nodes that indicate
one of the three cases discussed. Icons are also used to show
changes in the support and confidence, as well as to indicate
summarized statistics of each case at their parent nodes.
The addition of summarized statistics at each parent
node is useful in aiding the user in his or her decision of
expanding a node. If a node’s child has four rules falling
in the Case 1 category, this will be shown using the icon ‘-’
and a number that indicates that if the node is expanded (see
Figure 6), there will be four rules that are previously inter-
esting (in the first set of rules) and are now uninteresting
(i.e., removed in the second set of rules).
Initially, the tree view organizes the rules by the number
of items in the consequence and antecedence. To facilitate
active mining of changes in rules, we further organize each
rule by the type of changes it experience. This places the
rules in one of the three cases or in the fourth case, where
the rules remain unchanged in the previous and current sets
of rules. This approach allows a more refine exploration and
incremental view than what is shown in Figure 6.
5. Summary
We observed that the current state-of-the-art in association
rule visualization is limited, and should be enhanced to meet
the new challenges of rule visualization. We first propose
two visualization metaphors (i.e., grid view and tree view)
and then show how we can use visual and spatial cues to
Figure 6. Active mining using the tree view.
enhance the summarization and organization of the rules
discovered. We then consider the visualization of changes
that has occurred from one set of rules to another, of which
both sets of rules were obtained from the same database
at two different instances. We argue that the visualization
of change is important as it helps to identify various in-
sights that cannot be detected by inspecting individual sets
of rules. Such changes can detect sudden surge in the de-
mand of a particular product or the buying behavior of cus-
tomers (i.e., how bundling of items change).
Both the grid view and the tree view were prototyped
in our application called CrystalClear. Currently, we are
enhancing it to support the import of rules via the Predic-
tive Markup Modelling Language (PMML) [19], an indus-
try standard. PMML is supported in various packages such
as Microsoft SQL Server and PolyAnalyst. Given the abil-
ity to read PMML, CrystalClear can be an add-on tool for
many association rule mining packages. Taking this ap-
proach, we hope to position CrystalClear as a tool that will
complement established data mining tools giving them ad-
ditional capabilities to analyze data mining results.
The visualization presented in this paper is the first step
to help expert analysis. In our future work, we are inter-
ested in using domain knowledge in visualization for better
identification of useful patterns. This is motivated by our
observation that some association rule algorithms use do-
main knowledge for pruning of irrelevant rules to improve
human analysis [12, 20]. Hence, we believe visualization
can also enhance the effectiveness of the analyst by incor-
porating domain knowledge.
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