Motivations: Tissue engineering constitutes an important field with its potential of addressing the current shortage in organ availability. To successfully develop tissue-engineered organs, it is crucial to understand how to maintain the cells under conditions that maximize their ability to perform their physiological roles, regardless of the environment, whether the cells are part of an extracorporeal system, such as the bioartificial liver assist device, or an implantable tissue-engineered device. Our goals are to (1) provide insight into how cells will behave when confronted with changes in its environment and (2) determine the optimal environmental factors to achieve a desired level of cellular function. Results: Diverse sets of environmental factors were used to systematically perturb the metabolic behavior associated with pre-conditioning and plasma supplementation. To probe metabolic state of hepatocytes, metabolic flux analysis was used to obtain the metabolic profile. We applied a multi-block partial least square (MPLS) model to relate environmental factors and fluxes to levels of intracellular lipids and urea synthesis. The MPLS model identified: (1) the most influential environmental factors and (2) how the metabolic pathways are altered by these factors. Finally, we inverted the MPLS model to determine the concentrations and types of environmental factors required to obtain the most economical solution for achieving optimal levels of cellular function for practical situations.
INTRODUCTION
The number of patients on the waiting list for liver transplants has increased 19-fold between 1989 and 2001. Although liver transplantation is currently the only viable solution, the insufficient availability of donor livers for transplantation necessitates alternative solutions to address this shortage (UNOS, 1993) . Tissue engineering has now emerged as a potential alternative to organ transplantation, capable of addressing the shortage of organ availability. The field of tissue engineering exploits living cells in a variety of ways to restore, maintain, and enhance tissues and organ function (Langer and Vacanti, 1993) . Nevertheless, the use of cells in tissue-engineered constructs is hampered by the lack of information regarding how to retain and regulate cellular function within the construct and in the host. To successfully develop tissue-engineered organs, it is crucial to understand how to maintain the cells under conditions that maximize their ability to perform their physiological roles, regardless of the environment it is surrounded with. This holds whether the cells are part of an extracorporeal system, such as the bioartificial liver (BAL) assist device, or in an implantable tissue engineered device. In either event, the primary hepatocytes or hepatoma cell lines will be exposed to the patient's plasma and must perform the various biological functions of the liver, such as metabolic (anabolic and catabolic), detoxification and secretory liverspecific functions (Yarmush et al., 1992; Tzanakakis et al., 2000) . It has been previously reported that primary rat hepatocytes cultured in standard hepatocyte culture medium become severely steatotic and exhibit decreased hepatocellular functions within a short time when they are exposed to plasma, as would be the case during clinical operation of a BAL device Stefanovich et al., 1996) , and would likely also be the case for implantable devices.
Our previous studies have shown that the performance of the hepatocytes when exposed to plasma is dramatically improved by the following two treatments: (1) pre-conditioning the hepatocytes with physiological levels of insulin prior to plasma exposure and (2) supplementing the plasma with hormones (insulin and hydrocortisone) and 12 amino acids during the exposure period. These environmental factors (i.e. hormones and amino acids) minimized adverse cellular effects such as (1) accumulation of cytoplasmic lipid droplets (intracellular triglyceride) and (2) sub-optimal levels of urea production. Thus, characterizing the effects of the two treatments on cellular metabolism is important in providing insight into how hepatocytes in engineered tissues behave when confronted with alterations in its environment. Pre-conditioning of tissues has been shown to render resistance to deleterious effects (Serracino-Inglott et al., 2002; Liang and Jacobson, 1998) . This study focuses on investigating the combined effects of pre-conditioning and plasma supplementation on two important hepatic functions, lipid accumulation and urea production. These functions are clinically relevant indicators of the level of performance provided by the hepatocytes within the device (extracorporeal or implantable).
To better examine the effects of the two treatments on hepatic metabolism, this study employed metabolic profiling, derived from the coupling of measured metabolites with estimated fluxes obtained from metabolic flux analysis (MFA), to provide a comprehensive snapshot of cellular metabolism as a function of its environment. The measured metabolites are involved in biochemical pathways that convert nutrients to energy, maintain cellular homeostasis, eliminate harmful chemicals, and provide building blocks for biosynthesis. MFA combines these metabolite measurements with a known stoichiometric model to estimate the intracellular fluxes throughout the metabolic network. The model includes the TCA and urea cycles, gluconeogenesis, pentose phosphate pathway (PPP), lipid metabolism and amino acid degradation and transamination reactions. Thus, this array of measured metabolites and calculated fluxes provide the most suitable type of information for globally monitoring metabolic behavior in cellular systems (namely hepatocytes in the present study), to facilitate the recognition of important metabolic alterations affected by pre-conditioning and plasma supplementation.
The objective of this study is to offer insight into cellular metabolism associated with lipid accumulation and urea synthesis as a result of pre-conditioning and plasma supplementation. Detailed goals include: (1) determining the most influential environmental factors on altering hepatocellular metabolism, (2) identifying the metabolic pathways affected by such factors and (3) developing an inverse model that provides the type and amounts of environmental factors necessary to achieve desired levels of lipid accumulation and urea production. To accomplish these goals, we applied multiblock partial least square (MPLS) model (MacGregor et al., 1994) to relate environmental factors, measured metabolites, and estimated fluxes to levels of urea synthesized or intracellular triglyceride (TG) stored. The MPLS model captured key structural relationships among these factors to permit a systematic approach to optimizing hepatic functions, such as the amount of lipid stored (or urea synthesized). These relationships captured by the MPLS model enabled us to identify key environmental factors and metabolic pathways that may be altered to obtain the desired levels of cellular function. Thus, our inverse MPLS model was applied to determine the optimal concentrations of environmental factors required in pre-conditioning and plasma supplementation to achieve suitable levels of urea and intracellular TG (Jaeckle and MacGregor, 1998) .
SYSTEMS AND METHODS

Systems: Hepatocytes
The system (hepatocytes), shown in Figure 1A , is defined using input, state, and output variables, which are denoted by u(t), x(t) and y(t), respectively. In this study, the (metabolic) behavior of the system is affected by the input u(t), hormones and amino acids used during pre-conditioning and plasma supplementation periods (Fig. 1B) , and characterized by the state variables x(t), metabolites and metabolic fluxes, hereafter called metabolic profiles. The objective of this study is to investigate the effects of the environmental parameters (inputs) on cellular metabolism, the system output y(t), here represented by the levels of urea production and intracellular TG accumulation. First, to investigate the sole effect of insulin pre-conditioning on cellular metabolism, we obtained the metabolic profiles of the hepatocytes after the system had been pre-conditioned in insulin containing medium for 6 days (at t = 0; see Fig. 1B ). The metabolic profile is related to the system output as follows:
where x(0) and u(−6) represent the initial metabolic profile after pre-conditioning and the amount of insulin used during pre-conditioning, respectively. Second, to investigate the effect of plasma supplementation on cellular metabolism, we obtained the steady-state metabolic profile after the system had been exposed to plasma for 5 days (t ss ). The profile is related to the system output:
where an impulse (plasma) is introduced into the system at t = 0, making u(t) = 0 after t = 0. It should be noted that in this study we are interested in the effect of plasma supplementation on the steady-state metabolic profile, which provides sufficient information on how to optimize the performance of the hepatocytes and to eliminate the deleterious effects of lipid accumulation and suboptimal urea production (Chan et al., 2003a,b) . The numbers represent days before plasma exposure (Fig. 1B) . The system reached steady state after 5 days of plasma exposure (t ss = 5). (B) The experimental design consisted of cells cultured under six different conditions. They were either pre-conditioned in medium containing high (H) or low (L) levels of insulin for six days and subsequently cultured in plasma containing various types and levels of supplementation, as indicated.
(2) insulin, hydrocortisone, and 12 amino acids supplementation during plasma exposure ( Fig. 1B ). Different combinations of these design variables were used to define six conditions: (H, 0), (H, H), (H, A), (H, A + H), (L, 0) and (L, A). The first element indicates the level of insulin used during preconditioning; high (H: 500 mU) or low (L: 50 µU). The second element indicates the type of supplementation to the plasma; hormones (H: insulin and hydrocortisone), amino acids (A) or both (A + H) ( Fig. 1B) . It was empirically determined that for high insulin pre-conditioning, it was necessary to supplement the plasma with both hormones and amino acids in order to restore urea production and minimize intracellular TG (denoted by [H, H + A]). Correspondingly, for low insulin pre-conditioning, amino acid supplementation to the plasma was sufficient to restore urea production and minimize intracellular TG accumulation (denoted by [L, A]). Therefore, the six conditions were selected because they represent systematic perturbations from the two aforementioned empirical solutions (Chan et al., 2002; Washizu et al., 2000a,b) .
Methods: multi-block partial least square
We applied a multivariate regression analysis, MPLS (MacGregor et al., 1994) , to determine which environmental factors and metabolic pathways were most influential to attaining the desired levels of cellular function (represented by [H, A + H] and [L, A]). MPLS is similar to partial least square (PLS; Nguyen and Rocke, 2002; Geladi and Kowalski, 1986) , which captures the structural relationship between the independent and the dependent variables based upon their linear projection. Both analyses involve determination of latent variables (LV, linear combinations of the independent variables) to maximize the correlation between the independent and the dependent variable(s). However, we used the MPLS in this study because, unlike PLS, it allows us to efficiently investigate the structural relationship between multiple groups of independent variables (i.e. the system inputs) and the dependent variable(s) (i.e. the system outputs). The multiple groups included a group of environmental factors (f ) and c groups of metabolites and fluxes (x 1 , x 2 , . . . , x c ). Ward clustering was used to cluster the metabolites and fluxes into groups with similar metabolic behavior. Ward clustering minimizes the sum of the sample variances within each cluster by pseudo T 2 -and F -statistics (SAS/STAT User's Guide, 1989). The MPLS modeling involves the following procedures. First, we obtained the metabolic profiles for the six conditions ( Fig. 1B) . Second, Ward clustering was applied to the profiles [x(0) for pre-conditioning and x(t ss ) − x(0) for plasma supplemented periods] to identify groups of independent variables (Dillon and Goldstein, 1984) . The x(t ss ) was corrected with respect to x(0) to investigate the sole effect of plasma supplementation. We applied MPLS to relate the groups of independent variables to the system output for both the preconditioning and plasma exposure periods. The MPLS model was converted into a normal regression model as follows:
where for N samples, T c a (N × a) is the score matrix for the consensus matrixes of a LVs and β c is the regression vector for T c a : β c = bQ T , where b is a diagonal matrix whose diagonal elements are the regression coefficients in the inner relation and Q is a matrix whose columns are the loading vectors of Y for a LVs (see Appendix A). Further discussions about the MPLS algorithm and its properties can be found in Höskuldsson (1988) and MacGregor et al. (1994) .
A non-linear polynomial MPLS, which includes polynomial terms of the score variables (t 2 j and t 3 j ) in Equation 3, was applied to determine whether a non-linear model would improve the goodness of fit measure (R 2 ). The regression coefficients (β t 2 j and β t 3 j ) in Equation 3 for the polynomial terms were found to be statistically insignificant. Therefore, the system (hepatocyte) response was sufficiently captured with a linear model. In addition, it was confirmed using scatter plot analysis (t j versus y) that there was no significant non-linear relationship between t j and y. Further details of the linearity analysis can be found in Chan et al. (2003b) .
Inverse MPLS model
The MPLS model represented by Equation (3) can be reversed to estimate the type and concentrations of environmental factors (i.e. block 1, f ) to use during pre-conditioning and plasma supplementation to obtain the desired levels of cellular function. This inverse MPLS model is represented by Equations (4.1)-(4.3). For the i-th sample, we have the following relationships (subscript i is omitted from t c , Y , T j , f , x 1 , and x 2 for clarity).
where t c (1 × a) and Y (1 × k y for k y y variable) are the i-th rows of T c a and Y [see Equation (3)], respectively, and w k j is the weight vector for the j -th LV of the k-th block. For a given system output (Y ; levels of intracellular TG and urea), we reversed the relationships described in Equations (4.1)-(4.3) to estimate the concentrations of environmental factors (f ). First, Equation (4.1) was transposed:
and Y are known variables and t c has a unknown variables (score values for a LVs). In the transposed equation, we have only one equation, but a unknown variables. If the number of LVs in the MPLS model (a) is larger than 1, Equation (4.1) becomes under-constrained or ill-posed. The t c can be determined by right pseudo-inverse:
which minimizes the norm of t c and meets the constraint (Meyer, 2001; Ogata, 1994; Sabes, 2001 , http://www.keck.ucsf.edu/∼sabes/doc/SVDnotes.pdf). Next, T j s (1×3 for 3 blocks) are calculated by right pseudo-inverse using the known ν j s [3 × 1 for 3 blocks; see Equation (4.2)]:
As shown in Equation (4.3), the first elements of T j s correspond to the score vector (t 1 = t 1 1 , t 1 2 , . . . , t 1 a ) for block 1 (f ). Finally, we determine f from t 1 using the right pseudo-inverse, but this right pseudo-inverse is different from the two previous inverses in that it contains the cost matrix. We minimize the cost weighted norm of f with the constraint, f w 1 = t 1 : (w 1 ) T C(w 1 ), where C is a diagonal matrix with its diagonal elements corresponding to the costs for the environmental factors [e.g. C 11 and C 22 = $0.622/(mU/ml) for insulin, C 33 = ($0.008/(µg/ml) for hydrocortisone, C 44 = ($0.0075/mM) for glutamine, and C kk (5 ≤ k ≤ 15) = ($0.1113/mM)/11 for the rest of the amino acids; Sabes, 2001] . The estimated f using the right pseudo-inverse is:
The right pseudo-inverse permits the determination of an economical solution among multiple solutions of the underconstrained inverse problem, by minimizing the norm (or weighted norm) of the solution vector. As a result, the solution to Equation (5) is the most cost effective solution.
To determine the type of environmental factors, a backward variable selection was performed to determine which factors were insignificant and thus removed (Dillon and Goldstein, 1984) . The backward variable selection was performed in 3 steps; (1) input the solution into the combined MPLS model to predict the system outputs (Y ; levels of intracellular TG and urea); (2) calculate the prediction error between the desired or measured (Y ) and predicted system outputs (Ŷ ); (3) remove environmental factors whose contribution to decreasing the prediction error are insignificant. The concentration levels for these environmental factors were replaced with zero (e.g. see amino acids level for [H, H] in Table 3 ). F -test was used to assess whether the decrease in the prediction error was statistically significant. In addition, at each step of the backward selection, we determined whether the removal of an environmental factor led to a significant violation of the constraint, f w 1 = t 1 . Although F -test indicates whether an environmental factor can be removed, the backward selection was terminated if the removal violated this constraint.
RESULTS AND DISCUSSIONS
Two separate MPLS models were developed to identify the affects of pre-conditioning and plasma supplementation on (1) the amount of urea produced and (2) the amount of intracellular TG stored, separately. A third MPLS model was developed to evaluate the integrated affect of pre-conditioning and plasma supplementation on both urea production and intracellular TG accumulation simultaneously. Using the third model we developed an inverse MPLS model to quantitatively determine the concentrations of environmental factors required during pre-conditioning and plasma supplementation to attain the measured levels of the system outputs for the test dataset.
MPLS model for pre-conditioning period
This study evaluated two system outputs: intracellular TG accumulation and urea production. Here, we present the results for the first case study, where the system output is the level of urea production (see Appendix C for the results to the intracellular TG case). This section addresses the sole effect of pre-conditioning on urea production.
Ward clustering Ward clustering was performed first using correlation as a similarity measure for the metabolites and fluxes for 10 samples: 5 samples from each condition (high versus low insulin pre-conditioning). Based upon both pseudo T 2 -and F -statistics (SAS/STAT User's Guide, 1989), the metabolites and fluxes separated into two clusters. Figure 2 illustrates the three variable blocks, which comprises the environmental block (block 1) and the two metabolic blocks obtained through Ward clustering (blocks 2 and 3). We used Ward clustering to decompose the metabolic profile into multiple sub-components/groups, each of which captured distinct cellular behavior. Group B (block 3) captured the major cellular processes (i.e. glycolysis, PPP, oxidative phosphorylation, fatty acid synthesis and storage, TCA and urea cycles) while Group A represented the nutrients, in the form of glucose, fatty acid and amino acid uptake, required to support the processes in Group B. To confirm that the blocks captured distinct cellular behavior the metabolites and fluxes were auto-scaled by Z-transform. Z-transform is Z ik = (x ik −x ik )/s ik , where x ik is the i-th metabolite (or flux) in the k-th cluster (here denoted as block), andx ik and s ik are its mean and standard deviation in the k-th cluster, respectively. The profiles shown at the bottom of Figure 2 indicate that blocks 2 and 3 indeed have distinct responses to the input (here, insulin level during the pre-conditioning period for the urea case).
MPLS modeling
We developed an MPLS model for the preconditioning period illustrated by the three blocks in Figure 3 . The loadings of the three groups indicate how the variables in each group should behave to achieve the maximum correlation between the consensus matrix and the system output. The loading shown in Figure 3B indicate how the environmental input affects the metabolites and fluxes (blocks 2 and 3) and how changes in these two groups in turn affect the system output. MPLS facilitates the interpretation of the Fig. 2 . Ward clustering results for the metabolites and fluxes obtained during the pre-conditioning period for the urea case. The environmental factor block is denoted by block 1. Ward clustering was applied to the metabolites and fluxes and found to separate into 2 groups (A and B), denoted as blocks 2 and 3. To confirm that the blocks captured distinct cellular behavior the metabolites and fluxes were auto-scaled by Z-transform and the results are plotted at the bottom. The profiles indicate that the different blocks show distinct responses to the input (insulin during pre-conditioning). structural relationship between the three groups and the system output in a hierarchical fashion via the consensus matrix (MacGregor et al., 1994) . That is, we can evaluate the contribution of the individual variables in each group (metabolic profile and environment) to the system output and, then, integrate the individual group contributions to characterize their overall contribution to the system output. This provides insight into the structural relationship between the environment, the metabolic profile and the system output.
The explained cumulative variance of the environmental block (block 1) is 100% after the first LV. The first LV is directly related to the environmental system input used during pre-conditioning, which is the insulin level ( Figure 3A) . Figure 3A are the loadings for the consensus matrix (ν in the NIPALS algorithm in Appendix A), which represent the relative contributions of the three blocks in explaining the behavior of the system output. Thus overall, block 3 contains the more relevant fluxes as compared with block 2 when mapped to the system output. For the pre-conditioning period (1st LV) only block 3 was plotted because the contributions (or loading value) of the metabolites and fluxes in block 3 to the dependent variable (here, urea production) was much higher (0.93) than those in block 2 (0.35). From these observations, we can conclude that the level of insulin used during the pre-conditioning period significantly affected the fluxes in block 3, and it is mainly these affected fluxes that govern the production of urea during the pre-conditioning period.
The values in parenthesis in
MPLS model for plasma supplementation period
To investigate the effect of plasma supplementation on cellular metabolism, we applied Ward clustering to the metabolites and fluxes and found that they also clustered into two groups (see Appendix B for the results). Similar to the pre-conditioning results, Group B (block 3 in Appendix Fig. B1 ) captured the major cellular processes, whereas Group A (block 2 in Appendix Fig. B1 ) captured the fluxes/pathways involved in providing the fuel and substrate necessary to drive these cellular processes, that is, urea synthesis. The MPLS model for the plasma supplementation period included two relevant LVs. The 1st LV captured the effect of amino acids, and the 2nd LV captured the effect of hormones on the system output (see the loadings of their environmental factor blocks in Fig. 3B ). The cumulative explained variance in block 1 (f ) totaled 100% with the two LVs (85.6% for the 1st LV and 14.4% for the 2nd LV, Fig. 3A ). This indicates the effect of amino acids (corresponding to the 1st LV) on the system output as compared to hormones (the 2nd LV) was more significant. For the 2nd LV in the plasma supplementation period, only block 3 was plotted because the contributions (or affects) of the metabolites and fluxes in block 3 (0.87) to the dependent variable (urea production) was much higher than those in block 2 (0.44). Conversely, with the 1st LV in the plasma supplementation period, the relative contributions from the metabolites and fluxes in block 2 (0.61) and block 3 (0.56) were comparable and therefore the contributions from both blocks were plotted. The loadings for the most influential blocks are shown in Figure 3B . The MPLS models were developed using a steady-state system. Thus, the correlation analysis of the loadings in the variable blocks describes the metabolic states after pre-conditioning, x(0), and after plasma exposure, x(t ss ). Although, this analysis does not describe how the metabolic states change over time, its dynamic behavior, it does capture how the variables (environmental factors and fluxes) are correlated with the system output and thus indicates which variables may be altered to optimize the system output.
Combining the two MPLS models for pre-conditioning and plasma periods
To evaluate the integrated effects of pre-conditioning and plasma supplementation on urea production, the two MPLS models for both periods were combined by plotting the score values of the consensus matrix for the 1st LV of the MPLS model for pre-conditioning versus the score values for the 1st and 2nd LVs of the MPLS model for plasma supplementation, as shown in Figure 4 . The y arrows signify the dependent variable, y TG and y U , for intracellular TG and urea production, respectively. The arrows indicate the direction of increasing levels of the system output (dependent variables) in MPLS projection space. Figure 4A and B indicate that although insulin levels during pre-conditioning were the predominant factor (open/closed circles and squares), nonetheless hormones supplemented in the plasma did affect the accumulation of intracellular TG (open and closed circles). For the urea case, however, Figure 4C indicates that amino acid supplementation was the predominant factor (closed diamonds, circles and squares), and hormone supplementation further enhanced urea production (open and closed circles) as shown in Figure 4D . Although, hormone supplementation was not the dominant factor, it may be used to fine-tune the level of the system output(s).
Inverse MPLS model for optimizing hepatic functions
A third MPLS model was developed to evaluate the integrated effect of pre-conditioning and plasma supplementation on both urea production and intracellular TG accumulation simultaneously, shown in Table 1 . Three LVs were identified based on cross validations and F -test, which captured 81.6% of the urea and intracellular TG variances (Table 1 ). The loadings for the environmental factors for the LVs are shown in Figure 5A . They are similar to but not exactly the same as the loadings of the environmental block shown in Figure 3B when only urea or intracellular TG was the independent variable. For the combined model, the 1st LV (4th to 15th bars) captured the effect of amino acids on the system outputs while the 2nd and 3rd LVs captured the antagonistic and synergistic affects, respectively, of insulin pre-conditioning (1st bar) and hormone supplementation (2nd and 3rd bars) on the systems outputs (Fig. 5A) .
Response surfaces of the system outputs were constructed from the MPLS model (Fig. 5B) . Due to the limitation in visualizing 4-d response surfaces (t c 1 , t c 2 , t c 3 versus Y ), 3-d response surfaces were constructed based on the predictions of the system outputs (denoted by Y = [Y 1 , Y 2 ], where Y 1 is intracellular TG and Y 2 is urea) using only the first two LVs and the mean of the 3rd LV (t c 1 , t c 2 ,t c 3 versus Y ). The response surfaces were able to succinctly summarize the modeling results, (1) the urea level is predominantly affected by the amino acid supplementation (the 1st LV, t c 1 ), and (2) the intracellular TG level is mainly affected by the insulin level during pre-conditioning (2nd LV, t c 2 ). Therefore, the antagonistic effect captured by the 2nd LV (shown in Fig. 5A ) mainly affected intracellular TG accumulation. In other words, hormone supplementation attenuated the increase in the accumulation of intracellular TG induced by elevated insulin levels during the pre-conditioning period. The predicted values of the two response (y) variables (system outputs), which were used to construct the response surfaces, are plotted against each other in Figure 5C . This plot identifies the feasible space where the two variables can be set independently. This third MPLS model subsequently was reversed to estimate the type and concentration levels of the environmental factors required during pre-conditioning and plasma supplementation to attain the measured levels of system outputs for the test dataset (shown in Table 2 ). One replicate dataset was removed from each experimental condition before the model was developed, and the subsequent model was used to predict the behavior of this replicate or test dataset. This is a common cross validation approach used in data-driven data modeling called leave one out cross validation (LOOCV), for further Table 3 ). 102 0.404 0.202 0.200 0.164 0.406 0.102 0.406 0.406 0.406 details see Hwang et al. (2002) or Rivals and Personnaz (1999) . The inverse MPLS model estimate of the type and concentration levels of the environmental factors for the test samples (first row, in bold) are compared in Table 3 to their actual experimental values (second row). In developing the inverse MPLS model we pre-selected the optimal cellular function range to be within (0.0-0.2 µmol/10 6 cells/day) for intracellular TG and (1.5-3.1 µmol/10 6 cells/day) for urea synthesis; indicated by the dotted blue box in Figure 5C . To achieve the cellular function within the dotted blue box, the environmental values, according to the inverse MPLS model, should be within the ranges indicated in Table 4 .
Pre-conditioning (1 st LV, Insulin level)
Empirically we found two experimental solutions, [H, A + H] and [L, A] shown in bold in Table 2 that produced desired levels of cellular function(s), namely low levels of intracellular TG accumulation and simultaneously high levels of urea synthesis. Note, that the optimal cellular function range was pre-selected to contain the [L, A] (in boldunderline) but not the [H, H + A] results ( The effect of insulin supplementation to the plasma on the system outputs is inconsequential relative to the other environmental factors. In other words, whether 50 or 0 µU/mL of insulin was added to the plasma the cellular function levels do not change. Hence, the insulin level in the plasma was set to 0 µU/mL (Table 4) . This was confirmed also by a sensitivity analysis using the backward selection method (see the section on 'Methods').
The estimated amino acid values were close to the actual experimental levels, whereas the hormone values were very different for the test dataset (Table 3) . Increasing insulin levels during pre-conditioning increases both intracellular TG and urea production levels. The former is undesirable while the latter is desirable and thus, the model chose to increase the insulin level but included hydrocortisone to attenuate insulin's effect on intracellular TG accumulation to satisfy both objectives. This is not a problem with high insulin pre-conditioning since increasing the insulin level satisfies both objectives, that is, simultaneously increases both system outputs. The discrepancy in the estimated hormone levels may be partly due to changes mediated by the gene expression profile and not included in the current model. Nonetheless, the model was able to predict the outcome of this test dataset to within 5% of its measured value as shown in Figure 5D .
Finally, it is important to note that both stochastic and deterministic models have been applied to represent biological systems. Data-driven (or empirical) models by definition do not contain (a priori) mechanistic details of the biological system, while deterministic models require known, detailed biochemical and biological information on the pathways and interactions, restricting their applicability to relatively small and simple systems. To develop a deterministic model that can provide predictive capabilities or insight into the complexity of physiological or phenotypical responses requires an immense amount of mechanistic information currently unavailable. Stochastic or data driven models, like the current study, are developed based upon the idea that the information Table 4 . The concentration range of the environmental factors estimated by the inverse MPLS model to achieve levles of cellular function within the dotted blue box in Figure 5C Intracellular TG The values in parenthesis represent the standard deviations of the minimum and the maximum concentrations. about the biological system is adequately captured and contained within the data and given appropriate mathematical framework, one can extract useful (and perhaps mechanistic) information from the data. Therefore, elucidating the behavior for which there is insufficient information or knowledge is one of the goals of this type of modeling. Thus, the advantage of data-driven approach is that it provides a framework with predictive capabilities, when (a priori) mechanistic details of the biological system are not readily available to permit the development of a deterministic model.
