Abstract-We consider a mathematical framework of finite state Markov Decision Processes (MDPs) in which a weighted sum of the classical state-dependent cost and the transfer entropy from the state random process to the control random process is minimized. Physical interpretations of the considered MDPs are provided in the context of networked control systems theory and non-equilibrium thermodynamics. Based on the dynamic programming principle, we derive an optimality condition comprised of a Kolmogorov forward equation and a Bellman backward equation. As the main contribution, we propose an iterative forward-backward computational procedure similar to the Arimoto-Blahut algorithm to synthesize the optimal policy numerically. Convergence of the algorithm is established. The proposed algorithm is applied to an information-constrained navigation problem over a maze, whereby we study how the price of information alters the optimal decision polices qualitatively.
I. INTRODUCTION
Transfer entropy [1] is an information-theoretic quantity that can be interpreted as a measure of directional information flow between two random processes. In this paper, we consider a mathematical framework of finite state Markov Decision Processes (MDPs) in which the transfer entropy cost is introduced in addition to the classical state-dependent cost. More precisely, in the considered MDP formulation, we seek for a causal decision-making policy that minimizes the sum of the classical state-dependent cost and a cost proportional to the transfer entropy from the state variable to the control actions. Intuitively, the additional transfer entropy cost plays a role to promote the "information-frugality" of the decision policy, a property that produces control actions that are statistically less dependent on the state of the underlying Markovian dynamics. Hence, the considered MDP formulation provides a meaningful framework to analyze various types of real-time decision-making problems in which information acquisition, processing, and transmission are costlyoperations for the decision-maker.
Transfer entropy is closely related to the concept of directed information [2] - [4] (also known as the Kullback causality measure [5] ) introduced in the information theory literature. Historically, the problem we study is related to causal [6] and zero-delay [7] , [8] source coding problems. To our knowledge, directed information was first used to quantify rate in a ratedistortion problem in [9] and [10] in the settings of competitive prediction and rate-distortion with feedforward, respectively. A rate-distortion problem with feedback from the reproduction to 1 University of Texas at Austin, USA, ttanaka@utexas.edu; 2 KTH Royal Institute of Technology, Sweden, hsan@kth.se; 3 KTH Royal Institute of Technology, Sweden, skoglund@kth.se. the source and with minimum transfer entropy 1 as the criterion was first formulated in [11] , [12] . The problem we study in this paper is a special case of the formulation in [11] . The problem formulation in this paper can also be compared to that of an LQG control problem with transfer entropy cost [13] , which is also a special case of [11] .
Closely related studies to ours can also be found in broader research contexts, ranging from economics to neuro-science. For instance, the reference [14] introduced an optimal control problem with an information-theoretic cost similar to ours to describe rationally inattentive behaviors of decision-makers in economic systems. In an optimal control problem analyzed in [15] , the cost of control for a decision-maker is modeled by the Kullback-Leibler (KL) divergence from the distribution of the uncontrolled state trajectories to the distribution of the controlled state trajectories. (See also [16] , [17] for its connection to the so-called path-integral (PI) method for nonlinear optimal control.) Using the similar KL divergence cost, the references [18] and [19] introduce the concept of information-to-go to quantify the information acquisition and processing cost for decision-makers.
In contrast to classical optimal control problems in which the optimal strategies are deterministic (pure strategies), optimal control problems adopting information-theoretic performance criteria (e.g., entropy, mutual information, KL divergence), including the MDP model we study in this paper and problems considered in the aforementioned references (e.g., [11] - [15] , [18] , [19] ), admit optimal strategies that are randomized (mixed strategies). The fact that the cardinality of the space of randomized policies is drastically larger than that of deterministic policies renders a computational challenge in the efficient search for the optimal solutions in these problems. To address this challenge, as the main contribution of this paper, we provide an efficient numerical algorithm to solve the finite state MDPs with transfer entropy costs. We first recover the results in [11] that an optimal randomized policy can be written as the Gibbs distribution, and that a sufficient optimality condition can be written as a finite set of nonlinear equations, comprised of a Kolmogorov forward equation and a Bellman backward equation. Then, we propose a forwardbackward Arimoto-Blahut algorithm to solve the optimality condition numerically. Observing that the proposed algorithm belongs to the class of block coordinate descent algorithms studied in [20] , we also establish the convergence of the algorithm.
Our result is different from [15] and [19] in terms of the problem formulations (transfer entropy was not considered in these references), and its applicability to time-varying, finite time-horizon MDPs. It is also different from the directed information maximization algorithm proposed in [21] , since our algorithm is essentially designed for directed information minimization. In fact, [21] can be viewed as a generalization of the Arimoto-Blahut "capacity algorithm" in [22] , while ours can be viewed as a generalization of the Arimoto-Blahut "ratedistortion algorithm" in [22] .
As the secondary contribution of this paper, we provide interpretations of the formulated MDP in two different research disciplines. The first context is in the Networked Control Systems (NCSs) theory [23] - [27] , where the transfer entropy has been used as a proxy for the data-rate on communication channels. In particular, we show that the considered transfer entropy is a lower bound on the absolute minimum of the operational data-rate that must be transmitted from the sensor to the controller to achieve the desired control performance. The second discipline is non-equilibrium thermodynamics [28] , where there has been a recent generalization of the second law of thermodynamics using transfer entropy, which has provided a renewed understanding of the so-called Maxwell's demon, a device that seemingly violates the second law of thermodynamics. In this paper, we show that the considered MDP can be interpreted as the problem of operating thermal engines near the fundamental limitation of the second law of thermodynamics.
This paper is organized as follows. After the MDP with transfer entropy cost is formulated in Section II, some mathematical preliminaries are summarized in Section III. Section IV derives a sufficient optimality condition for our main problem. The forward-backward Arimoto-Blahut algorithm and its convergence are discussed in Section V. Section VI is devoted to discussing the interpretations of the considered MDP. A numerical demonstration of the proposed algorithm is presented in Section VII. Open problems and future work are summarized in Section VIII.
The following notation will be used in this paper. If {x t } is a sequence, a subsequence (x k , x k+1 , ..., x l ) is denoted by x l k . We also write x t (x 1 , x 2 , ..., x t ). Upper case symbols such as X are used to represent random variables, while lower case symbols such as x are used to represent a specific realization. We use the natural logarithm log(·) = log e (·) throughout the paper.
II. PROBLEM FORMULATION
Consider a Markov Decision Process (MDP) 2 defined by a time index t = 1, 2, ..., T , state space X t , action space U t , transition probability p t+1 (x t+1 |x t , u t ), and cost functions c t : X t × U t → R. We assume that both state space X t and action space U t are finite. We consider control policies that can be represented by conditional probability distributions of the form:
2 Here we follow the MDP formalism of [29] .
In general this is a non-deterministic and history-dependent policy. This means that a control input u t is sampled from the distribution (1) given a realization (x t , u t−1 ) of the past state and control random variables. The joint distribution µ t+1 (x t+1 , u t ) of the state and control trajectories is uniquely determined by the initial state distribution p 1 (x 1 ), the state transition probability p t+1 (x t+1 |x t , u t ), and the decision policy q t (u t |x t , u t−1 ) by a recursive formula
In the standard MDP with finite time horizon, we are concerned with minimizing the cost functional:
In this paper, we are concerned with an MDP with an additional information-theoretic cost:
The second term in (4) stands for the transfer entropy [1] of degree (m, n), defined by:
Notice that the conditional mutual information in (5) is a function of µ t+1 as
Hence, the transfer entropy (5) is a function of the decision policy q t through (2) . When m = ∞ and n = ∞, (5) coincides with the definition of directed information [3] :
Remark 1: The transfer entropy terms (5) or (6) can be considered as the amount of information "used" by the control policy. If one can explicitly characterize a measurement process Y t (a random process causally dependent on X t ), it is also possible to quantify the amount of information "acquired" by the controller using the causally conditioned directed information [30] :
It follows from the feedback data-processing inequality [13] 
that the information "used" by the control policy cannot exceed the information "acquired" by the controller. In this paper, we employ I(X T → U T ) as the information cost. An alternative problem formulation in which
is employed as the information cost has been considered in [31] .
Problem (4) can also be interpreted as a Lagrangian relaxation of a constrained optimization problem
Intuitively, T m,n (D) is the minimum information that must be transferred from the process X t to U t in order to achieve control performance D. As we will see in Section IV, the transfer entropy and the control cost functional are both convex functions of the decision policy (1). Therefore, under a mild condition, strong duality holds and the Lagrangian relaxation is exact. For this reason, we develop a solution algorithm for (4) only. We also note that (4) is a special case of the problem considered in [11] .
For an MDP without information constraints (i.e., β = 0), there exists an optimal policy {q * t } T t=1 that is deterministic and history-independent (Markovian) [29, Section 4.4] . In contrast, the optimal policy for (4) is in general non-deterministic and history-dependent. This is a consequence of introducing transfer entropy costs. However, in Theorem 1, we show that for the problem (4) involving the transfer entropy of degree (m, n), there exists an optimal decision policy of the form
In other words, it is sufficient to constrain the control input to be dependent only on the most recent realization of the state random variable and the last n realizations of the control inputs.
The next proposition summarizes how the transfer entropy varies depending on its degree if a decision policy is fixed.
Proposition 1: Let M ∈ {0, 1, 2, ..., ∞} and N ∈ {1, 2, ..., ∞} be fixed. Fix a decision policy of the form
In particular, if n ≥ N , we have
Moreover, if m ≥ M , we have
Proof: See Appendix A.
III. PRELIMINARIES
This section summarizes basic mathematical tools required to solve our main problem (4). Since we consider finite state MDPs, we assume that spaces X , U, and Z considered below are all finite. However, the material in this section is known in the literature in substantial generality (see e.g., [32] ). 3 Here, Im,n is a short-hand notation for Im,n(X T → U T ).
A. Gibbs Distribution
Let X and U be random variables assuming values in X and U respectively. Let c : X × U → R be an arbitrary function, and a probability distribution p(x) on X be given. Consider an optimization problem:
where
.
It is elementary to show that (12) is a convex optimization problem over R |X |×|U | . The next proposition shows that an optimal policy q * (u|x) can be written as the Gibbs distribution.
Proposition 2: There exists an optimal solution to (12) . Moreover, a sufficient condition for global optimality is to satisfy the following equalities p(x)-almost everywhere:
Proof: This result is standard and hence the proof is omitted. See [33, Appendix A] and [34] for relevant discussions.
Commonly, the denominator in (13a) is called the partition function:
By substitution, it is easy to show that the optimal value of (12) can be written in terms of ν * (u) as
or more compactly as E p(x) {− log φ * (X)}. This quantity is often referred to as the free energy [17] , [35] .
B. Arimoto-Blahut algorithm
Notice that (13) is an implicit characterization of the optimal solution q * (u|x). To obtain an explicit description, the set of equations (13) must be solved for q * (u|x). The ArimotoBlahut algorithm is an iterative algorithm to find q * (u|x) numerically by alternating updates:
The algorithm is first proposed for the computation of channel capacity [36] and for the computation of rate-distortion functions [22] . Clearly, the optimal solution (q * , ν * ) is a fixed point of the algorithm (15) . Under a mild assumption, convergence of the algorithm is guaranteed; see [20] , [36] , [37] .
C. Generalization
Let X, U , and Z be random variables assuming values in X , U, and Z respectively. Let c : X × U × Z → R be an arbitrary function and a joint distribution p(x, z) be fixed. The discussion so far can be generalized to an optimization problem of the form:
It is straightforward to show that a sufficient optimality condition is to satisfy
p(x, z)-almost everywhere. Using ν * (u|z), the optimal value of (16) can be expressed as
Using the partition function
IV. OPTIMALITY CONDITION
Based on the preceding section, we now derive a sufficient optimality condition for our main problem (4). First, we formulate (4) as a backward dynamic programming problem, where in each time step, one must solve an informationtheoretic optimization problem considered in the previous section. We then identify structural properties of the optimal solution, which will be exploited in the algorithm design in the next section.
A. Dynamic programming
In what follows, denote by µ t (x t t−m , u t−1 t−n ) and µ t (x t t−m |u t−1 t−n ) the marginal and conditional distributions obtained by appropriately marginalizing and conditioning the joint distribution µ t (x t , u t−1 ) given by (2) . Consider the following optimization problem:
The minimization in (19) is with respect to the policies
. We refer to V t (·) as the cost-togo function and µ t (x t t−m , u t−1 t−m ) as the configuration 4 at time t. Notice that the right hand side of (19) is welldefined if the configuration µ t (x t t−m , u t−1 t−n ) at time t and the system model {p k+1 } T k=t are given. When a control 4 The configuration is the "state" of our dynamic programming formulation. However, we avoid using the term "state" here to distinguish it from the "state" of the underlying Markovian dynamics. policy q t (u t |x t t−m , u t−1 t−n ) is applied, an old configuration is transfered to a new one by
The cost-to-go function V t (·) must satisfy the following Bellman equation
for t = 1, 2, ..., T . The terminal condition of (21) is given by
Notice that the observations so far imply, in principle, that our main optimization problem (4) can be solved by backward dynamic programming involving the Bellman equation (21). However, a major difficulty in this approach is that the space of configurations µ t (x t t−m , u t−1 t−n ) is not finite (since it is a space of probability distributions) even if the underlying state spaces X t and action spaces U t are finite. Evaluating the costto-go function everywhere in the space of configurations is therefore not possible in practice. Alternatively, in what follows we exploit structural properties of the Bellman equation (21) , which allow us to find an optimal solution candidate without evaluating the cost-to-go function everywhere in the configuration space.
B. Structure of the optimal policy
The next proposition provides a key observation regarding the structure of the cost-to-go function and the optimal policy.
Proposition 3: For each t = 1, 2, ..., T + 1, there exists a function φ t (·) such that
Proof:
We show (24) by a backward induction. By the terminal condition (22) , it can be seen by setting
that the equation (24) holds for t = T + 1. Thus assume that there exists a function φ t+1 (·) such that
Since E µt+1 (·) = E µt,qt,pt+1 (·), the right hand side of the above equation can also be written as
Introducing a function
the right hand side of the Bellman equation (21) can be written as
Notice that this is an optimization problem studied in Section III-C. (Simply rewrite X t t−m as X, U t as U , and U t−1 t−n as Z.) It is already shown that a sufficient optimality condition for a solution candidate q
Then, as observed in Section III-C, the optimal value of (25) can be written as E µt {− log φ t (X t , U t−1 t−n )}. This completes our induction proof.
Notice that x t−1 t−m does not appear on the right hand side of (26a). This implies that the optimal policy (26) can be written as q
• t (u t |x t , u t−1 t−n ). Thus, (26b) can also be simplified as ν
From this equation, it can be concluded that in order to solve (26) for q • t and ν • t it is sufficient to know µ t (x t , u t−1 t−n ), rather than the full configuration µ t (x t t−m , u t−1 t−n ). Thus, for the purpose of computing the optimal policy, the configuration update equation (20) can be simplified as
The next theorem summarizes the observations so far and identifies the structure of the optimal policy.
Theorem 1: There exists a solution (µ * , ν * , ρ * , φ * , q * ) satisfying the set of equations (23) for t = 1, 2, ..., T with the initial condition µ * 1 (x 1 ) = p 1 (x 1 ) and the terminal condition φ *
satisfying (23) is an optimal solution to (4), and the cost-to-go function (21) can be computed by
Proof:
The above discussion provides a constructive proof of the existence of a solution to (23) . It is also clear that a sequence {q * t } T t=1 satisfying (23) satisfies the Bellman equation (21) . Since any policy satisfying the Bellman equation (21) is an optimal solution to (4), we conclude that (23) is a sufficient optimality condition for (4).
The optimality condition (23) already appeared in [11] , [12] in the framework of a more general problem setup. Our derivation is more straightforward as we restrict ourselves to finite state MDPs. Notice also that under the problem formulation in this paper, (23) strengthens the result in [11] , [12] since it shows that the optimal policy admits a form q t (u t |x t , u
The optimality condition (23) is a set of coupled nonlinear equations with respect to the unknowns (µ * , ν * , ρ * , φ * , q * ). To solve (23) 
these unknowns simultaneously, the following boot-strapping method is natural: first, the forward computation is performed using the current best guess of the second set of unknowns, and then the backward computation is performed using the updated guess of the first set of unknowns. The forward-backward iteration is repeated until convergence. The proposed algorithm is summarized in Algorithm 1.
Remark 2: In a special case with T = 1, m = n = 0 and C T +1 (·) = 0, our main problem (4) becomes
In this case, it can be easily seen that Algorithm 1 is reduced to the standard Arimoto-Blahut algorithm. Remark 3: We note that an extension of the Arimoto-Blahut algorithm is also proposed by [21] for computing the capacity of channels with feedback. In [21] , the algorithm is designed to maximize the directed information (hence can be viewed as a generalization of the "capacity algorithm" in [22] ), while our algorithm is designed to miminize the directed information (hence it is a generalization of the "rate-distortion algorithm" in [22] ).
B. Arithmetic Operations per Iteration
Here, we provide a rough estimate of the number of arithmetic operations as a function of T, m and n, needed to perform a single forward-backward path in Algorithm 1. For simplicity, assume that the state and control spaces have timeinvariant cardinalities of |X | and |U|, respectively. It can be seen from the µ (k) -update rule in Algorithm 1 that each data entry of µ (k) requires arithmetic operations proportional to |X ||U | to be updated. Since µ (k) has T |X ||U | n data entries, it requires O(T |X | 2 |U| n+1 ) operations in total. Similar analysis can be repeated for all variables (Table I) .
Overall, it can be concluded that the number of arithmetic operations per iteration is O(T |X | 2 |U| n+1 ). Hence, it is linear in T , grows exponentially with n, and does not depend on m. 
C. Block Coordinate Descent Algorithms
In this subsection, we review a convergence result for block coordinate descent algorithms presented in [20] , which will be used to prove the convergence of Algorithm 1. Let x t ∈ R ni , i = 1, ..., N be decision variables and f : R n1+···+n N → R ∪ {∞} be a function of the form
We assume f 0 , f 1 , ..., f N satisfy the following conditions. Assumption 1:
(b) For each i ∈ {1, ..., N } and x j , j = i, the function x i → f (x 1 , ..., x N ) is quasiconvex and hemivariate 6 .
(c) f 0 , f 1 , ..., f N are lower semi-continuous.
Consider the block coordinate descent algorithm with a 5 The effective domain of a function h : R n → R ∪ {∞} is denoted by dom(h) = {x ∈ R n : h(x) < ∞}. 6 A function is said to be hemivariate if it is not constant on any line segment of its domain. cyclic rule in which the k-th cycle is:
The next theorem provides a basic convergence guarantee of the block coordinate descent algorithm. Theorem 2: [20, Theorem 5.1] Suppose that f 0 , f 1 , ..., f N satisfy Assumption 1. If the set {x ∈ R n1+···+n N |f (x) ≤ f (x (0) )} is bounded, then every cluster point of the sequence {x (k) } generated by the block coordinate descent algorithm (29) is a coordinate-wise minimum point of f .
In [20] , Theorem 2 is applied to prove the convergence of the standard Arimoto-Blahut algorithm.
D. Convergence of Algorithm 1
Next, we show that Theorem 2 can be applied directly to prove the convergence of Algorithm 1. We consider ν t and q t for t = 1, ..., T as elements of Euclidean spaces, i.e., ν t (u t |u
We require entry-wise non-negativity of ν t (denoted by ν t ≥ 0) and entry-wise positivity of q t (denoted by q t > 0). Define a function f 0 by
if ν t ≥ 0 and q t > 0 for all t = 1, ..., T , and f 0 (·) = ∞ otherwise. Functions c t (·), t = 1, ..., T are given and µ t (·), t = 1, ..., T are recursively defined by (20) . We also define functions f νt and f qt for t = 1, ..., T by
Define a function f by
Now, we make a key observation that Algorithm 1 is a block coordinate descent algorithm with cycle length 2T , where the k-th cycle is
The fact that equations (30a)-(30b) are equivalent to the update rule for ν ) with respect to q T while other variables are fixed. Notice that the objective function f (·) in dom(f ) can be written as a function of q t as
As before, we have set φ Assuming that q (k) T is selected optimally in this manner, we next consider a minimization problem of f (ν
is already selected as a minimizer in the previous step, the "future" influence of q T −1 is summarized by the cost-to-go function, which can be written as
is given in Algorithm 1. Thus, the objective function f (·) on dom(f ) can be written as a function of q T −1 as
Notice that µ
T −1 are constants. Applying [22, Theorem 4(c)] again, it can be shown that q (k) T −1 given by Algorithm 1 minimizes (32) .
Repeating this argument inductively to t = 1, it is shown that equations (30c)-(30d) are equivalent to the update rule for q (k) t in Algorithm 1. Theorem 3: Every cluster point of the sequence
It is easy to verify that Assumption 1 holds for f 0 , f νt , f qt , t = 1, ..., T . Since Algorithm 1 is a block coordinate descent algorithm, by Theorem 2, every cluster point of the sequence {ν
.. generated by Algorithm 1 is a coordinate-wise minimum point of f . Since every coordinate-wise minimum point of f satisfies (23), the claim follows.
Theorem 3, together with Theorem 1, guarantees that every cluster point of a sequence q (k) generated by Algorithm 1 is a global minimizer of (4).
VI. INTERPRETATIONS
In this section, we consider MDP with transfer entropy cost (4) in two different contexts, in which transfer entropy cost is provided with a physical interpretation. Figure 1 shows a standard MDP with a discrete-time finitehorizon formalism, except that a decision policy must be realized by a joint design of encoder and decoder, together with an appropriate codebook for communication. Notice that this is a typical situation in networked control systems where sensors and controllers are placed in geographically separate locations and hence the sensor data must be transmitted to the controller over a certain noiseless, but ratelimited communication media. Most generally, an encoder is a stochastic kernel e t (w t |x t , w t−1 ) and a decoder is a stochastic kernel d t (u t |w t , u t−1 ). At each time step, a codeword w t is chosen from a codebook W t such that |W t | = 2
A. Networked Control Systems
Rt . We refer to R = T t=1 R t as the rate of communication in the feedback architecture in Figure 1 . Denote by R(D) the smallest rate at which there exists an encoder-decoder pair attaining J(
The next proposition claims that the rate of communication in Figure 1 is fundamentally lower bounded by the directed information.
Proposition 4: Let an encoder and a decoder be any stochastic kernels of the form e t (w t |x t , w t−1 ) and
Proof: Note that
The first inequality is due to the fact that entropy of a discrete random variable cannot be greater than its log-cardinality. Notice that a factor log 2 appears since we are using the natural logarithm in this paper. The second inequality holds because conditioning reduces entropy. The third inequality follows since entropy is nonnegative. The last quantity is known as the causally conditioned directed information [30] . The feedback data-processing inequality [13] 
is applicable to complete the proof.
Consequently, for each D we have R(D) ≥ T ∞,∞ (D), which means that solving (7) predicts the minimum rate at which the data must be transmitted in order to achieve the control performance D. Proposition 4 provides a fundamental performance limitation of a communication system when both encoder and decoder have full memories of the past. However, it is also meaningful to consider restricted scenarios in which the encoder and decoder have limited memories. For instance: (A) The encoder stochastic kernel is of the form e t (w t |x t t−m ) and the decoder stochastic kernel is of the form d t (u t |w t , u t t−n ); or (B) The encoder stochastic kernel is e t (w t |x t t−m , u t−1 t−n ) and the decoder is a deterministic function u t = d t (w t ). The encoder has an access to the past control inputs u t−1 t−n since they are predictable from the past w t−1 t−n because the decoder is a deterministic map. The next proposition shows that the transfer entropy of degree (m, n) provides a tighter lower bound in these cases.
Proposition 5: Suppose that the encoder and the decoder have structures specified by (A) or (B) above. Then
Proof: Similar to the proof of Proposition 4. See Appendix B for the details.
Are the lower bounds provided by Propositions 4 and 5 tight? In other words, is it always possible to construct an encoder-decoder pair such that that data rate matches its lower bound while satisfying the desired control performance? This question is related to the achievability argument for proving a coding theorem in terms of the rate-distortion function (e.g., [38, Sec. 10]), and answering this question requires more involved analysis. To the authors' knowledge, this issue has not been fully resolved in the literature. However, it should be noted that the same question in the LQG control setting has been addressed in [26] , [27] , based on the achievability argument for the corresponding nonanticipative rate-distortion function (see [39] and references therein). In these references, it is shown that the conservativeness of the lower bound T ∞,∞ (D), if any, is no greater than a small constant.
B. Maxwell's demon
Maxwell's demon is a physical device that can seemingly violate the second law of thermodynamics, which turns out to be a prototypical thought-experiment that connects statistical physics and information theory [35] . One of the simplest forms of Maxwell's demon is a device called the Szilard engine. Below, we introduce a potential application of our MDP framework to analyze the efficiency of a generalized version of the Szilard engine extracting work at a non-zero rate (in contrast to the common assumption that the engine is operated infinitely slowly).
Consider a single-molecule gas trapped in a box ("engine") that is immersed in a thermal bath of temperature T 0 (Figure 2) . The state of the engine at time t is represented by the position and the velocity of the molecule, which is denoted by X t ∈ X . Assume that the state space is divided into finite cells so that X is a finite set. Also, assume that the evolution of X t is described by a discrete-time random process.
At each time step t = 0, 1, ..., T −1, suppose that one of the following three possible control actions U t can be applied: (i) insert a weight-less barrier into the middle of the engine box and move it to the left at a constant velocity v for a unit time, (ii) insert a barrier into the middle of the box and move it to the right at the velocity v for a unit time, or (iii) do nothing. At the end of control actions, the barrier is removed from the engine. We assume that the insertion and removal of the barrier is frictionless and as such do not consume any work. The sequence of operations is depicted in Figure 2 . Denote by p(x t+1 |x t , u t ) the transition probability from the state x t to another state x t+1 when control action u t is applied. By Ec(X t , U t ) we denote the expected work required to apply control action u t at time t when the state of the engine is x t . 7 This quantity is negative if the controller is expected to extract work from the engine. Work extraction occurs when the gas molecule collides with the barrier and "pushes" it in the direction of its movement. 7 Here, we do not provide a detailed model of the function c(xt, ut). See for instance [40] for a model of work extraction based on the Langevin equation. Right before applying a control action U t , suppose that the controller makes (a possibly noisy) observation of the engine state, and thus there is an information flow from X t to U t . For our discussion, there is no need to describe what kind of sensing mechanism is involved in this step. However, notice that if an error-free observation of the engine state X t is performed, then the controller can choose a control action such that Ec(X t , U t ) is always non-positive. (Consider moving the barrier always to the opposite direction from the position of the gas molecule.) At first glance, this seems to imply that one can construct a device that is expected to extract work from a single thermal bath, which is a contradiction to the second law of thermodynamics.
It is now widely recognized that this paradox (Maxwell's demon) can be resolved by including the "memory" of the controller into the picture. Recently, a generalized second law is proposed by [28] , which clarifies the role of transfer entropy. An entire view of the combined engine and memory system is provided by a Bayesian network comprised of X t and U t (see [28] ). Assuming that the free energy change of the engine from t = 0 to t = T is zero (which is the case when the above sequence of operations are repeated in a cyclic manner with period T ), the generalized second law [28, equation (10) ] reads
where k B [J/K] is the Boltzmann constant. The above inequality shows that a positive amount of work is extractable (i.e., the first term can be negative), but this is possible only at the expense of the transfer entropy cost (the second term must be positive). 8 Given a fundamental law (33) , a natural question is how efficient the considered thermal engine can be by optimally designing a control policy q(u t |x t , u t−1 ). This can be analyzed by minimizing a term on the left hand side of (33) while fixing the other, and the optimization algorithm considered in this paper for (4) can be used for this purpose.
VII. NUMERICAL EXPERIMENT
In this section, we apply the proposed forward-backward Arimoto-Blahut algorithm (Algorithm 1) to study how the price of information affects the level of information-frugality, which yields qualitatively different decision policies.
Consider a situation in which Alice, whose movements are described by Markovian dynamics controlled by Bob, is traveling through a maze shown in Figure 3 . Suppose at any given time Alice knows her location in the maze, but she does not know the geometry of the maze. Bob, on the other hand, knows the geometry (including start and goal locations), but observing Alice's location is costly. We model the problem as an MDP where the state X t is the cell where Alice is located at time step t, and U t is a navigation instruction given by Bob. The observation cost is characterized by the transfer entropy. We assume five different instructions are possible; u = N, E, S, W and R, corresponding to go north, go east, go south, go west, and rest. The initial state is the cell indicated by "S" in Figure 3 , and the motion of Alice is described by a transition probability p(X t+1 |X t , U t ).
The transition probability is defined by the following rules. At each cell, a transition to the indicated direction occurs w.p. At each time step t = 1, 2, ..., T , the state-dependent cost is defined by c t (x t , u t ) = 0 if x t is already the target cell indicated by "G" in Figure 3 , and c t (x t , u t ) = 1 otherwise. The terminal cost is 0 if x T +1 = G and 10000 otherwise. We also consider an information-theoretic cost proportional to the transfer entropy I m,n (X T → U T ). This term can be interpreted as the total amount of information that Bob must acquire about Alice's location. With some positive weight β, the overall control problem can be written as (4) .
As shown in Figure 3 , there are two qualitatively different paths from the origin to the target. The path A is shorter than the path B, and hence Bob will try to navigate Alice along path A when no information-theoretic cost is considered (i.e., β = 0). However, navigating along the path A is risky because there are multiple alleys with dead ends. Hence, Bob needs more accurate knowledge about Alice's location to provide appropriate navigation instructions. The path B is longer, but navigating through it is relatively simple; rough knowledge about Alice's location is sufficient to provide correct instructions. Hence, it is expected that Bob would try to navigate Alice through A when information is relatively cheap (β is small), while he would choose B when information is expensive (β is large). Figure 5 shows the solutions to the considered problem. Solutions are obtained by iterating Algorithm 1 sufficiently many times in four different conditions. Each plot shows a snapshot of the state probability distribution µ t (x t ) at time t = 25. Figure 5 (a) is obtained under the setting that the cost of information is high (β = 10), the planning horizon is long (T = 55), and the transfer entropy of degree (m, n) = (0, 0) is considered. Accordingly, the decision policy is of the form of q t (u t |x t ) is considered. It can be seen that with high probability, the agent is navigated through the longer path. In Figure 5 (b), the cost of information is reduced (β = 1) while the other settings are kept the same. As expected, the solution chooses the shorter path. Figure 4 shows the timedependent information usage in (a) and (b); it shows that the total information usage is greater in situation (b) than in (a).
We note that this simulation result is consistent with a prior work [19] , where similar numerical experiments were conducted. Using Algorithm 1, we can further investigate the nature of the problem. Figure 5 (c) considers the same setting as in (a) except that the planning horizon is shorter (T = 45). This result shows that the solution becomes qualitatively different depending on how close the deadline is even if the cost of information is the same. Finally, Figure 5 (d) considers the case where the transfer entropy has degree (m, n) = (0, 1) and the decision policy is of the form of q t (u t |x t , u t−1 ). Although the rest of simulation parameters are unchanged from (a), we observe that the shorter path is chosen in this case. This result demonstrates that the solution to (4) can be qualitatively different depending on the considered degree of transfer entropy costs.
VIII. SUMMARY AND FUTURE WORK
In this paper, we considered a mathematical framework of finite state Markov Decision Processes (MDPs) with transfer entropy costs. The considered problem was given physical interpretations in both engineering (networked control systems) and scientific (Maxwell's demon) contexts. Based on an elementary dynamic programming argument, we recovered the result that an optimal policy can be represented as the Gibbs distribution, from which a sufficient optimality condition written as a set of coupled nonlinear equations is obtained. As the main contribution, a forward-backward generalization of the Arimoto-Blahut algorithm was proposed to solve the optimality condition numerically, and its convergence is established.
The study in this paper is currently restricted to fully observable MDPs where decision policies of the form q t (u t |x t , u t−1 ) are to be synthesized. In the future, the result will be extended to Partially Observable Markov Decision Processes (POMDPs), where the state process X t will be only partially observable through a dependent random process Y t , the transfer entropy term will be I m,n (Y T → U T ), and policies of the form q t (u t |y t , u t−1 ) will be synthesized.
While a proof of convergence of Algorithm 1 was provided, further properties, such as the rate of convergence, were not studied in this paper. For instance, an application of the accelerated Arimoto-Blahut algorithm [42] based on natural gradients should be considered in the future. The third equality holds because n ≥ N and under a policy q t (u t |x Since entropy never increases by conditioning, the last expression is a non-increasing function of n.
B. Proof of Proposition 5
For each t = 1, 2, ..., T , we have The first equality is due to the particular structure of the decoder specified by (A) or (B). Thus Notice that in both scenarios (A) and (B), the encoder-decoder joint policy can be written as q t (u t |x
