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We introduce a classification scheme for the generators of bosonic open Gaussian dynamics, pro-
viding instructive diagrams description for each type of dynamics. Using this classification, we
discuss the consequences of imposing complete positivity on Gaussian dynamics. In particular, we
show that non-symplectic operations must be active to allow for complete positivity. In addition,
non-symplectic operations can, in fact, conserve the volume of phase space only if the restriction of
complete positivity is lifted. We then discuss the implications for the relationship between informa-
tion and energy flows in open quantum mechanics.
I. INTRODUCTION
The study of quantum systems that interact with an
environment, i.e., the study of open quantum dynamics,
is important for a wide variety of reasons. It is impor-
tant, for example, for quantum thermodynamical studies
into how quantum systems equilibrate with heat baths.
The study of open quantum systems is also particularly
important for experiments in which environment-induced
decoherence and dephasing is to be either minimized or
exploited [1].
In order to solve quantum dynamics, a particularly
powerful tool is the formalism of Gaussian quantum me-
chanics (GQM), in that it allows for a large (or even
infinite) decrease in the overhead for describing quantum
states and their transformations. There are two condi-
tions for the GQM formalism to be applicable, namely
that the states are representable by Wigner functions
that are Gaussian and that the transformations in ques-
tion preserve this Gaussianity. Fortunately, these two
conditions are met by many of the phenomena which
are experimentally accessible and relevant, and Gaussian
approaches to quantum information and resource theory
have been well established [2–4].
In the present paper, we will bring to bear the tools of
Gaussian quantum dynamics to the study of the dynam-
ics of open quantum systems that obey these Gaussianity
conditions. In particular, beginning from the most gen-
eral form of the master equation of such a system, we
categorize the dynamic’s generators according to several
criteria, namely, whether the dynamics allows for the flow
of energy or quantum information between the system
and its environment, whether the effect of the dynamics
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is state-dependent and whether it mixes different modes.
Following this categorization, we will analyze the com-
plete positivity of each contribution to the dynamics as
well as their effect on the volume of phase space. This
analysis adds an important theoretical tool to the grow-
ing literature regarding Gaussian open dynamics [5–7].
While, in the literature, many of these questions have
been asked before, we here develop a unified analysis of
open Gaussian evolution in the Heisenberg picture. This
unified analysis then allows us to comprehensively cat-
egorize the various types of contributions to the master
equation and their impact on the open dynamics.
In Sec. II, we first give a brief review of GQM, es-
tablishing our notation. In Sec. III, we describe four
possible types of behavior that open Gaussian dynamics
may display and track their origins to terms in the mas-
ter equation. Then we explicitly partition the dynamics
into various parts according to the phenomena they sup-
port. To aid in understanding each type of dynamics, in
Sec. IV, we produce phase space plots for each type of
dynamics given by the partition and analyze their effect
on a generic Gaussian state.
II. A BRIEF REVIEW OF GAUSSIAN
QUANTUM MECHANICS
A. Symplectic Formalism
Let us consider a system of N coupled bosonic modes
(e.g., harmonic oscillators), with the nth mode fully
characterized by its creation and annihilation operators,
aˆ†n and aˆn, which obey the canonical Bosonic commuta-
tion relations,
[aˆn, aˆm] = [aˆ†n, aˆ†m] = 0 and [aˆn, aˆ†m] = δnm 1ˆ (1)
where δnm is the Kronecker delta and 1ˆ is the identity
operator on the system’s Hilbert space.
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2One can equivalently characterize the system in terms
of its quadrature operators, qˆn and pˆn, which are con-
structed from the creation and annihilation operators as
qˆn = 1√
2
(aˆ†n + aˆn) and pˆn = i√
2
(aˆ†n − aˆn). (2)
From (1), these quadrature operators obey their own
canonical commutation relations,
[qˆn, qˆm] = [pˆn, pˆm] = 0 and [qˆn, pˆm] = i δnm 1ˆ . (3)
It is convenient to collect these 2N observables in the
following operator-valued phase space vector,
Xˆ ∶= (qˆ1, pˆ1, qˆ2, pˆ2, . . . , qˆN , pˆN)⊺. (4)
Throughout this paper the index n will run from 1 to N ,
labeling the bosonic modes. The index m will run from 0
to ∞. All other Latin indices (i, j, k, etc.) will run from 1
to 2N labeling the components of a vector in phase space.
For such phase space vectors, we will use subscripts for
the components of column vectors and superscripts for
the components of row vectors. Additionally we adopt
Einstein’s summation notation for repeated indices.
Note that every pair of these observables, say Xˆj and
Xˆk, commute to a (potentially zero) multiple of the iden-
tity operator on the system’s Hilbert space. Thus their
commutation relations are completely captured by the
phase space matrix, Ω, defined by
[Xˆj , Xˆk] = i Ωjk 1ˆ . (5)
Here, Ω is a 2N by 2N real-valued, antisymmetric, in-
vertible matrix with Ω−1 = ΩT = −Ω, which means that
it represents a symplectic form. This symplectic form is
the key to allowing one to translate the description of the
quantum dynamics of the system from Hilbert space to
a phase space formalism.
Concretely, for the operator ordering given by (4) the
symplectic form is given by
Ω = N⊕
n=1ω = 1N ⊗ ω; ω = ( 0 1−1 0) (6)
where 1N is N -dimensional identity operator.
We note that an alternate operator ordering,
Xˆalt = (qˆ1, . . . qˆN , pˆ1, . . . , pˆN)⊺ (7)
is also common in the literature and would yield an al-
ternate expression for the symplectic form,
Ωalt = ω ⊗ 1N = ( 0 1N−1N 0 ) . (8)
We prefer the ordering given by (4) as it has the con-
jugate pairs of observables adjacent. This ordering is
helpful in addressing individual modes and in character-
izing dynamics as either single-mode or multi-mode (as
we will see in Sec. III).
B. Gaussian States
Having captured the algebraic structure of our sys-
tem’s Hilbert space in terms of the phase space matrix,
Ω, we now discuss a class of quantum states which can be
described in terms of simple phase space objects, namely
Gaussian states.
In order to do this we note that Quantum Mechanics
can be fully formulated in terms of pseudo-probability
distributions on phase space [8, 9]. In particular, a state
represented in Hilbert space by a density matrix ρ is
equivalently represented by the following Wigner pseudo-
probability distribution [10]:
W (q,p) = 1
piN
∫ ∞−∞ dNs ⟨q + s∣ρ ∣q − s⟩ exp(−2ip ⋅s) (9)
where p ⋅ s is the standard inner product in RN .
Gaussian states are defined as quantum states that
have Gaussian Wigner functions, that is Wigner func-
tions of the form,
W (Y ) = 1
piN
√
det(σ) exp (−(Y −X)⊺σ−1(Y −X)) (10)
where X is a real-valued vector of length 2N and that σ
is a real-valued 2N by 2N symmetric matrix. The vector
X captures the system’s first statistical moments, i.e.,
mean of each observable,
X ∶= ⟨Xˆ⟩. (11)
The matrix σ captures the system’s second statistical mo-
ments, i.e., the covariance between each pair of observ-
ables,
σj
k ∶= ⟨Xˆj Xˆk + Xˆk Xˆj⟩ − 2⟨Xˆj⟩⟨Xˆk⟩. (12)
We note that an alternate definition for the covariance
matrix, σalt = σ/2 is common. We prefer the notation
defined by (12) as it removes many factors of two from the
formalism (knowing this may be helpful when comparing
our results with other literature).
Just as a valid density matrix is a normalized positive
semi-definite self-adjoint operator, the corresponding re-
striction on the Gaussian states is [11]
σ ≥ i Ω, (13)
with pure states saturating the inequality. Throughout
this text, the notation P ≥ Q is used to mean that P −Q
is positive semi-definite (i.e., in our notation P −Q ≥ 0).
A matrix P is said to saturate the inequality P ≥ Q
if P −Q has at least one vanishing eigenvalue, putting
P −Q on the boundary of the positive semi-definite cone.
The condition (13) implies that the covariance matrix
is positive semi-definite by the following argument. Since
conjugating the entries of a positive semi-definite matrix
keeps it positive semi-definite, we have
σ ≥ i Ω⇒ σ = σ∗ ≥ (i Ω)∗ = −i Ω (14)
3where we have used the fact that σ and Ω are both real-
valued. Since σ is greater than both i Ω and −i Ω, it
is greater than their average as well, thus σ ≥ 0. This
implication cannot be reversed, in addition to keeping
the covariance matrix positive semi-definite Eq. (13) also
enforces the the uncertainty principle by preventing the
covariances from being arbitrarily small.
It is useful to visualize Gaussian states as hyperellip-
soids in phases space corresponding to the all the points
within one deviation of X with respects to σ. Specifi-
cally, in the case of a single mode (N = 1), one can think
of a Gaussian state as an ellipse in a 2-dimensional phase
space centered at X = (⟨qˆ⟩, ⟨pˆ⟩) and with major and mi-
nor axes orientation depending on the eigensystem of σ.
In Sec. IV we present several figures using this visualiza-
tion technique.
Many relevant states for both theory and experiment
are Gaussian states. For instance, taking a single mode
(N = 1) to be a harmonic oscillator, its thermal states
(with respects to its free Hamiltonian) are described by
X = 0 and σ = (ν 0
0 ν
) (15)
where ν ≥ 1 is a monotone function of the temperature.
In the ellipsoid picture, described above, this state cor-
responds to a circle of radius
√
ν centered at X = 0.
Pure coherent states are described by
X = (⟨qˆ⟩⟨pˆ⟩) and σ = (1 00 1) . (16)
Visualized as an ellipsoid, this state corresponds to a cir-
cle of unit radius centered at X.
A family of single-mode squeezed states are described
by
X = 0 and σ = (σqq 0
0 σpp
) (17)
obeying the uncertainty principle σqq σpp ≥ 1. This state
corresponds to an ellipsoid centered at X = 0 with its
major and minor axes in the q and p directions with
lengths
√
σqq and
√
σpp respectively. More generally, any
single-mode squeezed states is Gaussian.
C. Unitary Gaussian Transformations
With our algebraic structure and Gaussian states
rewritten in terms of phase space objects, we now turn
our attention toward the unitary transformations which
preseve the Gaussianity of the states they act on. Such
transformations are called Gaussian unitary transforma-
tions.
Gaussian unitaries are generated by Hamiltonians
which are quadratic in the quadrature operators [12].
Any such Hamiltonian can be converted into the stan-
dard form,
Hˆ = 1
2
Xˆ⊺ F Xˆ +α⊺Xˆ (18)
where F is a real-valued 2N × 2N symmetric matrix and
α is real-valued vector of length 2N . In Appendix A we
demonstrate this fact with a general quadratic Hamilto-
nian.
In the Heisenberg picture, evolution under (18) yields,
d
dt
Xˆ = i[Hˆ, Xˆ] = Ω(FXˆ +α 1ˆ ). (19)
Note that Hˆ is a linear map on the system’s Hilbert space
and acts on Xˆ componentwise. On the other hand, F is
a linear map on the system’s phase space and acts on Xˆ
as a phase space vector, yielding linear combinations of
its (operator-valued) components. We demonstrate this
computation in Appendix A.
From (19), the evolution of X and σ under (18) can
be computed as,
d
dt
X = Ω(FX +α) (20)
d
dt
σ = (ΩF )σ + σ (ΩF )⊺. (21)
For a time independent Hamiltonian, integrating (19)
for a time interval [0, t] yields,
Xˆ(t) = UˆG(t)Xˆ(0)UˆG(t)† = S(t)Xˆ(0) + d 1ˆ (22)
where UˆG(t) = exp(i Hˆ t) and
S(t) = exp(ΩF t) (23)
d(t) = exp(ΩF t) − 1 2N
ΩF
Ωα. (24)
Again note that UˆG(t) is a linear map on the system’s
Hilbert space and acts on Xˆ componentwise. On the
other hand, S(t) is a linear map on the system’s phase
space and acts on Xˆ as a phase space vector, yielding
linear combinations of its (operator-valued) components.
We demonstrate this computation in Appendix A.
Finally note that ΩF does not need to be invertible to
make sense of (24), if one understands it in terms of the
following definition:
exp(M t) − 1
M
∶= ∞∑
m=0
tm+1(m + 1)!Mm (25)
for a general square matrix M .
More generally, any transformation of the form,
Xˆ Ð→ SXˆ + d 1ˆ (26)
with generic real-valued S and d can be implemented by
evolving under a (potentially time dependent) quadratic
Hamiltonian as long as it preserves the commutation re-
lation (i.e., the symplectic form). Computing the evo-
lution of the system’s commutation relations under (26)
one finds the symplectic form is updated as
ΩÐ→ SΩS⊺. (27)
4A linear transformation that preserves the symplectic
form, i.e., has
SΩS⊺ = Ω, (28)
is called a symplectic transformation. Thus Gaus-
sian unitary transformations on Hilbert space implement
symplectic-affine transformations on phase space.
The effect of such a symplectic-affine update on the
mean vector and covariance matrix can be quickly com-
puted to be
X Ð→ SX + d (29)
σ Ð→ S σ S⊺. (30)
D. Gaussian Channels
The unitary transformations described in the previous
section are not the most general class of transformations
that preserve the Gaussian nature of the state.
Analogously to the Stinespring dilation theorem, any
completely positive trace preserving transformation that
preserves Gaussianity can be written as a symplectic-
affine (Gaussian unitary) transformation in a larger phase
space [13].
Given the form of the Gaussian unitary update, (29)
and (30), the most general form for an open Gaussian
update of X and σ is,
X → TX + d (31)
σ → T σ T ⊺ +R (32)
where T and R are real-valued 2N × 2N matrices, R is
symmetric, and d is a real-valued vector of length 2N .
We demonstrate this in Appendix A.
Generally, any transformation, T , d, R, can be realized
in this way as long as the complete positivity condition,
R + i Ω − iT ΩT ⊺ ≥ 0 (33)
is obeyed [14]. We sketch a proof of this fact in Appendix
A. Recall that the notation P ≥ 0 here means that P is
positive semi-definite.
Let us consider a general differential update:
T = 1 2N + dt ΩA (34)
d = dt Ωb (35)
R = dt C (36)
where A, and C are real-valued 2N × 2N matrices with
C symmetric, and b is a real-valued vector of length 2N .
Note that since Ω is invertible we are justified in our as-
sumption that a factor of Ω can be pulled out of A and b.
This will be helpful later in connecting these generators
to the Hamiltonian which generates the unitary evolution
in Hilbert space.
From (31) and (32) one finds the most general form for
the Gaussian master equations,
d
dt
X(t) = Ω(AX(t) + b) (37)
d
dt
σ(t) = (ΩA)σ(t) + σ(t) (ΩA)⊺ +C. (38)
The dynamical effect of the A term is to implement ro-
tations, squeezing, and amplifications in phase space,
whereas the b and C terms yield state-independent trans-
lation and noise respectively (as can be seen in Sec. IV).
From (33) one finds that in order for this differential
transformation to be completely positive one needs,
C ≥ iΩ(A −A⊺)Ω. (39)
Recall that the notation P ≥ Q means that P − Q is
positive semi-definite.
For time independent generators, one can solve the
Gaussian master equations analytically yielding T , d and
R in terms of A, b, and C. Specifically one finds,
T (t) = exp(ΩAt) (40)
d(t) = exp(ΩAt) − 1 2N
ΩA
b (41)
R(t) = vec−1(exp((ΩA⊗ΩA) t) − 1 4N
ΩA⊗ΩA vec(C)). (42)
We demonstrate this calculation in Appendix A.
First note that in (42) we have introduced the vec op-
eration which turns a matrix into a vector. Specifically,
it maps outer products to tensor products as
vec(λ uv⊺) = λ u⊗ v (43)
for some scalar λ and vectors u and v. Since any matrix
can be expanded as a sum of outer products, one quickly
finds that for any matrices X, Y and Z
vec(X Y Z⊺) = (X ⊗Z)vec(Y ). (44)
This operation can be represented by the vector formed
by taking the entries of a matrix in order as follows,
vec(a b
c d
) = (a, b, c, d)⊺. (45)
Note that vec−1 is trivially defined by “restacking” the
matrices entries.
Note that, as before, ΩA and ΩA ⊗ ΩA do not need
to be invertible to make sense of these solutions, as they
can be defined in terms of the series (25).
III. CHARACTERIZING GAUSSIAN MASTER
EQUATIONS
In this section we partition the dynamics that the gen-
eral Gaussian master equations, (37) and (38), can pro-
duce. In particular we will classify Gaussian dynamics
according to the following four dichotomies:
5• Symplectic vs. Unsymplectic
• Passive vs. Active
• Single-Mode vs. Multi-Mode
• State-Dependent vs. State-Independent.
In the next subsection we define each of these dichotomies
and flesh out their physical relevance. Following this we
explicitly partition Gaussian dynamics along these four
dichotomies. Finally we analyze the partition looking at
the complete positivity of each type of dynamics as well
as its effect on the volume of phase space.
A. Classification of Gaussian Evolution
1. Symplectic vs. Unsymplectic
As discussed above, Gaussian transformations of the
form (29) and (30) which preserves the symplectic form
(see Eq. (28)) corresponds to a unitary transformation
in Hilbert space. Such symplectic-affine transformations
on phase space are here called symplectic.
Examining the form of a general open Gaussian up-
date, (31) and (32), one sees that this channel is sym-
plectic (i.e., unitary in Hibert space) if and only if R
vanishes and T preserves the symplectic form as,
R = 0, T ΩT ⊺ = Ω. (46)
Any channel which does not meet these two conditions
corresponds to a non-unitary transformation in Hilbert
space. From now on we will call such transformations
unsymplectic.
Taking our transformation to be differential (as in Eq.
(34)) the conditions for the dynamics to be symplectic,
i.e., (46), becomes
C = 0, A = A⊺. (47)
Thus we can identify the presence of an antisymmetric
part of A,
Au ∶= 1
2
(A −A⊺), (48)
as well as any non-zero C term as being responsible for
any unsymplectic dynamics. We identify these as the
unsymplectic parts of the dynamics (hence the subindex
U in Au for unsymplectic).
The other parts of the dynamics, the symmetric part
of A,
As ∶= 1
2
(A +A⊺), (49)
and any b term can thus be identified as the symplectic
parts of the dynamics. Note that if (47) holds then the
open dynamics given by (37) and (38) reduces to the
Hamiltonian dynamics given by (20) and (21). From this
we can identify F = As and α = b. Thus the generators of
the symplectic part of the dynamics are associated with
the effective Hamiltonian
Hˆeff ∶= 1
2
Xˆ⊺As Xˆ + b⊺Xˆ (50)
= 1
4
Xˆ⊺ (A +A⊺) Xˆ + b⊺Xˆ.
2. Passive vs. Active
In addition to classifying whether the dynamics are
symplectic or not, we can also characterize the dynamics
by their effect on the average total excitation number,
⟨nˆ⟩ = N∑
n=1⟨q2n + p2n⟩ − 12 . (51)
Here dynamics are considered either active or passive de-
pending on whether they change or maintain the average
total excitation number respectively. In the case where
all N modes have the same fundamental energy scale ν
this quantity is related to the system’s average free en-
ergy as ⟨Hˆ0⟩ = ν(⟨nˆ⟩ +N/2). (52)
The average total excitation number can be written in
terms of σ and X as,⟨Hˆ0⟩ = Tr(σ/2 +XX⊺). (53)
Note that the trace in this equation is over the system’s
phase space.
The rate of change of the expected free energy can be
computed using (37) and (38) as
d
dt
⟨Hˆ0⟩ = Tr((ΩA + (ΩA)⊺)(σ/2 +XX⊺) (54)+ 2(Ωb)⊺X +Tr(C). (55)
Therefore any change in the expected free energy must
be attributed to at least one of the following conditions:
either ΩA + (ΩA)⊺ ≠ 0, or b ≠ 0, or Tr(C) ≠ 0. We can
thus identify the entirety of b as an active component of
the dynamics. In the same fashion, the part of A which is
symmetric when multiplied by Ω on the left is also active.
Explicitly this is given by
Aa ∶= 1
2
(Ω)−1(ΩA + (ΩA)⊺)
= 1
2
(A +Ω−1AΩ⊺) (56)
On the other hand the part of A which is antisymmetric
when multiplied by Ω on the left,
Ap ∶= 1
2
(Ω)−1(ΩA − (ΩA)⊺)
= 1
2
(A −Ω−1AΩ⊺) (57)
6is passive.
The C term will always be in total active: since C is
positive semi-definite, C ≠ 0, implies Tr(C) > 0. How-
ever, different parts of C can be considered either active
or passive depending on their trace. At the moment (and
we will revisit this later) there is not a natural way to de-
compose C into a “traceful” and “traceless” part.
3. State-Dependent vs State-Independent
We can further classify dynamics as either being state-
dependent or state-independent. Mathematically, we
draw this distinction by considering which terms in equa-
tions (37) and (38) are coupled or decoupled from the
instantaneous system state, X(t) and σ(t). For in-
stance in equation (37) the ΩAX(t) term depends on
X(t) while the Ωb term does not. Similarly in equa-
tion (38) the ΩAσ(t) and σ(t)(ΩA)⊺ are state depen-
dent whereas the C term is not. In summary C and b
are state-independent terms, whereas the A term is state-
dependent.
4. Single-Mode vs. Multi-Mode
Finally we can classify the dynamics as either acting on
one or several modes. We will call (single-mode) sectors
the (qn, pn) planes of phase space. Thus single-mode
dynamics acts within a sector of phase space, while multi-
mode dynamics acts across sectors.
Recall that in the matrix representations used in this
paper (4), canonical pairs of observables are adjacent.
Thus, dividing A and C into 2 by 2 blocks, we can iden-
tify dynamics as being either single-mode or multi-mode
depending on whether they are block on- or off-diagonal
respectively. Since b can be decomposed into a sum of
terms each acting within a sector without mixing, it can
be identified as entirely single-mode.
B. Construction of the Partition
Now that we have clarified our four dichotomies we
can explicitly partition the terms in the Gaussian master
equations (37) and (38) along these lines.
For organizational convenience we define the follow-
ing labels: symplectic passive (SP), symplectic active
(SA), unsymplectic active (UA), and unsymplectic pas-
sive (UP). The distinction between state-dependent and
state-independent dynamics (A versus b or C) is obvi-
ous and is thus left unlabeled. The distinction between
single-mode and multi-mode dynamics is also left unla-
beled.
As discussed above, partitioning the dynamics into its
state-dependent and state-independent parts (A versus
b or C) is trivial. Within this, we will now divide the
state-dependent dynamics (A) into various parts.
As discussed above, we can identify the single- and
multi-mode parts of A by dividing A into 2 by 2 blocks.
The single-mode part of A is then all the block on-
diagonal entries, whereas the multi-mode part of A are
the block off-diagonal entries.
To make this distinction clearer, it is helpful to intro-
duce a basis for the real 2 by 2 matrices,
1 2 = (1 00 1) , ω = ( 0 1−1 0) , X = (0 11 0) , Z = (1 00 −1) (58)
and expand A over this basis in the second tensor factor
as,
A = AI ⊗ 1 2 +Aw ⊗ ω +Ax ⊗X +Az ⊗Z. (59)
Note that each Aµ are N ×N matrices for µ ∈ {I,w, x, z}
and that the rows and columns of each Aµ address in-
dividual modes. Thus we can identify the single- and
multi-mode parts of Aµ as its diagonal and off-diagonal
entries, respectively.
Explicitly, defining ADµ as the matrix with the same
diagonal entries as Aµ and all other entries equal to zero
we have
Single-mode part of A = ADI ⊗ 1 2 +ADw ⊗ ω (60)+ADx ⊗X +ADz ⊗Z.
The multi-mode part of A is given by the difference of A
and its single mode part.
In the previous subsection, we partitioned A into its
symplectic and unsymplectic parts, As and Au, in equa-
tions (49) and (48) by isolating its symmetric and an-
tisymmetric parts. Likewise we partitioned A into its
active and passive parts, Aa and Ap, in equations (56)
and (57) by isolating the symmetric and antisymmetric
parts of ΩA. A priori there is no reason to expect that
this second symmetrization (of ΩA) respects the first one
(of Ω). However if we compute the passive and symplec-
tic part of A by composing these two symmetrizations
as
Asp = Ω−1(ΩAs + (ΩAs)⊺)/2= (A +A⊺ −Ω−1A⊺Ω⊺ −Ω−1AΩ⊺)/4. (61)
we do in fact find that Asp is still symmetric (and there-
fore still symplectic). Note that this only follows because
Ω has Ω−1 = Ω⊺.
One can check that the same holds for the other three
pairs of symmetries and even reversing their order of ap-
plication. Thus we can define
Asp ∶= Ω−1(ΩAs + (ΩAs)⊺)/2 = (Ap +A⊺p)/2 (62)
Asa ∶= Ω−1(ΩAs − (ΩAs)⊺)/2 = (Aa +A⊺a)/2 (63)
Aua ∶= Ω−1(ΩAu − (ΩAu)⊺)/2 = (Aa −A⊺a)/2 (64)
Aup ∶= Ω−1(ΩAu + (ΩAu)⊺)/2 = (Ap −A⊺p)/2. (65)
In order to find a more convenient form for these ex-
pressions we first note that the symplectic form can be
7written as Ω = 1N ⊗ ω. That is, it acts trivially on the
first tensor factor and by ω in the second factor.
As we did in (59) we can expand A over the 2 by 2
basis (58) in its second tensor factor as,
A = AI ⊗ 1 2 +Aw ⊗ ω +Ax ⊗X +Az ⊗Z (66)
where each Aµ are N ×N matrices for µ ∈ {I,w, x, z}.
Using this expansion we now isolate each part of A de-
scribed above. For instance to find the symplectic active
part of A we first isolate the symplectic part of A (49),
that is its symmetric part. Defining
sym(A) = (A +A⊺)/2 and anti(A) = (A −A⊺)/2, (67)
we can compute
As = sym(A) (68)= sym(AI ⊗ 1 2 +Aw ⊗ ω +Ax ⊗X +Az ⊗Z)= sym(AI ⊗ 1 2) + sym(Aw ⊗ ω)+ sym(Ax ⊗X) + sym(Az ⊗Z).
To further symplify this expression we note the follow-
ing identities for symmetrizing tensor products: If Y is
symmetric,
sym(Aµ ⊗ Y ) = sym(Aµ)⊗ Y. (69)
Similarly if Y is antisymmetric,
sym(Aµ ⊗ Y ) = anti(Aµ)⊗ Y. (70)
Using these identities and the symmetries of our basis
elements we find
As = sym(AI ⊗ 1 2) + sym(Aw ⊗ ω) (71)+ sym(Ax ⊗X) + sym(Az ⊗Z)= sym(AI)⊗ 1 2 + anti(Aw)⊗ ω+ sym(Ax)⊗X + sym(Az)⊗Z.
We can now isolate the active part of A within this by
multiplying by Ω symmetrizing and multipling by Ω−1 as
Asa = Ω−1sym(ΩAs). (72)
Note that multiplying by Ω = 1N ⊗ω has no effect on the
coefficient matrices, Aµ, and has the effect of permuting
the 2 by 2 basis elements as
Ω ∶ I → ω, ω → −I, X → Z, Z → −X. (73)
Using this we can calculate
ΩAs = sym(AI)⊗ ω − anti(Aw)⊗ 1 2 (74)+ sym(Ax)⊗Z − sym(Az)⊗X
Using (69) and (70) we next calculate,
sym(ΩAs) = anti(sym(AI))⊗ ω − sym(anti(Aw))⊗ 1 2+ sym(sym(Ax))⊗Z − sym(sym(Az))⊗X
Finally we multiply by Ω−1 reversing the previous per-
mutation. This yields
Asa = Ω−1sym(ΩAs) (75)= anti(sym(AI))⊗ 1 2 + sym(anti(Aw))⊗ ω+ sym(sym(Ax))⊗X + sym(sym(Az))⊗Z.
Using the fact that sym and anti are orthogonal projec-
tors we arrive at the final expression
Asa = sym(Ax)⊗X + sym(Az)⊗Z. (76)
Similar calculations for the other parts of A yield
Asp = AI,sym ⊗ 1 2 +Aw,anti ⊗ ω (77)
Asa = Ax,sym ⊗X +Az,sym ⊗Z (78)
Aua = AI,anti ⊗ 1 2 +Aw,sym ⊗ ω (79)
Aup = Ax,anti ⊗X +Az,anti ⊗Z (80)
where Aµ,sym = (Aµ + A⊺µ)/2 and Aµ,anti = (Aµ − A⊺µ)/2.
That is, A breaks up into combinations of N×N symmet-
ric and antisymmetric matrices tensored with elements of
the basis (58).
Expressed in this form we can easily identify the single-
and multi-mode parts of each of these terms by recalling
that the block diagonal entries of these matrices (and
thus the diagonal entries of their first tensor factors)
correspond to single-mode dynamics. For instance the
single-mode part of Asp is given by,
Single-mode part of Asp = ADI,sym ⊗ 1 2 +ADw,anti ⊗ ω.
Recall that ADµ is the matrix with the same diagonal
entries as Aµ and all other entries equal to zero. Note
that Aw,anti is antisymmetric such that A
D
w,anti = 0 and
Single-mode part of Asp = ADI,sym ⊗ 1 2. (81)
The multi-mode part of Asp is given by the difference of
Asp and its single mode part. Similarly we can isolate
the single-mode and multi-mode parts of Asa, Aup, and
Aua.
Note that since both of the first tensor factors in Aup
are antisymmetric they neither have diagonal entries.
Thus the single-mode part of Aup vanishes,
Single-mode part of Aup = ADx,anti ⊗X +ADz,anti ⊗Z = 0.
(82)
Thus it is not possible to have single-mode dynam-
ics which is unsymplectic, passive, and state-dependent.
The other three parts of A can generically have both
single- and multi-mode parts.
Now that we have fully partitioned the state-dependent
part of the dynamics (A), we turn our attention to the
state-independent part of the dynamics (b and C).
As discussed throughout Sec. III A the contribution to
the dynamics coming from b is entirely characterized as
8symplectic, active, state-independent, and single-mode.
There is no further division to be done on b.
The C term on the other hand is always unsymplectic
and state-independent, but can be either single- or multi-
mode as well as either active or passive. We will now
complete the partition of C along these lines.
Just as with A, in order to identify the single- and
multi-mode parts of C, we expand it over the basis (58)
in its second tensor factor as,
C = CI ⊗ 1 2 +Cw ⊗ ω +Cx ⊗X +Cz ⊗Z. (83)
Note that each Cµ are N by N matrices for µ ∈{1,w, x, z}. Since C is always symmetric, CI , Cw, Cx and
Cz obey some symmetry relationships as well. Specifi-
cally, since 1 2, X and Z are symmetric so must be CI ,
Cx, and Cz. Furthermore, since ω is antisymmetric, Cw
must be antisymmetric as well.
Using this we can identify the single- and multi-mode
parts of each Cµ as its diagonal and off-diagonal entries,
respectively. Thus we can identify
Single-mode part of C= CDI ⊗ 1 2 +CDw ⊗ ω +CDx ⊗X +CDz ⊗Z= CDI ⊗ 1 2 +CDx ⊗X +CDz ⊗Z (84)
where CDµ is a matrix with the same diagonal entries as
Cµ and all other entries equal to zero. Note that since
Cw is antisymmetric C
D
w = 0. The multi-mode part of C
is the difference between C and its single-mode part.
Finally, we can divide C into its active and passive
parts. As we saw from (54), C contributes to the cre-
ation/annihilation of excitations through its trace. The
multi-mode part of C is block off-diagonal and therefore
does not contribute to the trace and is thus passive. This
implies that the active part of C is entirely single-mode.
Within the single-mode part of C, we can identify Cx and
Cz as being passive as well, since X and Z are traceless.
Thus we are lead to the conclusion that the only active
part of C is the diagonal entries of CI . Explicitly,
Cua = CDI ⊗ 1 2 (85)
Cup = C −Cua. (86)
The results of the partition implemented above are
summarized in Table I.
C. Analysis of Partition
1. “Missing” Dynamics
One may have expected that dividing open Gaussian
dynamics along the four dichotomies described in Section
III A would yield 16 different types of dynamics. How-
ever, from Table I we see that there are only 11 types
of open Gaussian dynamics. The four dichotomies we
Active Passive
Symplectic Asa
(s/m) b (s/ ) Asp (s/m)
Unsymplectic Aua
(s/m) Cua (s/ ) Aup ( /m) Cup (s/m)
S.D. S.I. S.D. S.I.
TABLE I. The result of the partition described above. Note
that the horizontal division within each cell indicates state
dependence (S.D.) or independence (S.I.). The parenthetical
note indicates if the dynamics can be either single-mode (s)
or multi-mode (m). Note that there is no symplectic, passive,
and state-independent dynamics, either single- or multi-mode.
have used in constructing our partition are not strictly
independent.
For example, since C is always unsymplectic, dynam-
ics that are symplectic and state-independent must come
from b but as discussed above b is necessarily active and
single-mode. Thus we have the following implication:
Symplectic, state-independent⇒ active, single-mode.
This implies in turn that the following three types of
dynamics cannot exist:
Symplectic, state-independent, passive, single-mode;
Symplectic, state-independent, active, multi-mode;
Symplectic, state-independent, passive, multi-mode.
Similarly, any dynamics which are unsymplectic, state-
independent, and active must come from CUA. However,
from (85) we can see that CUA is diagonal and therefore
single-mode. Thus we have the implication
unsymplectic, state-independent, active⇒ single-mode.
Therefore, there is no dynamics which is, unsymplectic,
state-independent, active, and multi-mode.
Finally, as noted in equation (82), Aup is necessarily
multi-mode. Thus we have
unsymplectic, passive, state-dependent⇒multi-mode
such that there is no dynamics which is, unsymplectic,
passive, state-dependent, and single-mode.
The remaining 11 types of dynamics are logically in-
dependent. They are listed and given names in Table II
according to their effect on an arbitrary Gaussian state
(see Section IV). Roughly, the b term implements dis-
placement, the C term adds noise to the dynamics, and
A terms have several effects including rotations, squeez-
ings, and amplifications.
2. Complete Positivity
While the 11 remaining types of dynamics are logi-
cally independent in general, enforcing that the Gaussian
master equations (37) and (38) are completely positive
9Single-mode? Symplectic? Passive? State-Dependent?
(else Multi-mode) (else Unsymplectic) (else Active) (else Independent) Name
Yes Yes Yes Yes Single-mode Rotation
Yes Yes Yes No Not Possible
Yes Yes No Yes Single-mode Squeezing
Yes Yes No No Displacement
Yes No Yes Yes Not Possible
Yes No Yes No Single-mode Squeezed Noise
Yes No No Yes Amplification/Relaxation
Yes No No No Free Thermal Noise
No Yes Yes Yes Multi-mode Rotation
No Yes Yes No Not Possible
No Yes No Yes Multi-mode Squeezing
No Yes No No Not Possible
No No Yes Yes Multi-mode Counter-Rotation
No No Yes No Multi-mode Squeezed Noise
No No No Yes Multi-mode Counter-Squeezing
No No No No Not Possible
TABLE II. The result of our division. Eleven of the possible sixteen types of dynamics are logically possible. These are named
in this table. See Sec. IV for phase space plots of each type of dynamics.
induces new relationships between different types of dy-
namics. In particular in order to be completely positive
the total dynamics must obey the complete positivity
conditions (33),
C ≥ iΩ(A −A⊺)Ω (87)
(see (39) and recall that the notation P ≥ Q here means
that P −Q is positive semi-definite). Many of the types of
dynamics arising from the above partition do not satisfy
this inequality in isolation.
As we will discuss below, (87) implies two useful facts:
C ≥ 0, and if A ≠ A⊺ then C ≠ 0 and Tr(C) > 0. The first
fact (that C ≥ 0 for completely positive dynamics) implies
that C can only increase the uncertainty of the state. The
second fact means that unsymplectic dynamics require
noise (C ≠ 0) to be completely positive and moreover
this noise will be active.
The proof of the first statement above can be derived
from the same argument following (13). Namely, by the
postivity of conjugation
C ≥ iΩ(A −A⊺)Ω⇒ C ≥ −iΩ(A −A⊺)Ω (88)
since C and Ω(A−A⊺)Ω are real-valued matrices. There-
fore by the convexity of positive semi-definite matrices,
C ≥ 0.
To prove the second implication, first suppose that the
dynamics is unsymplectic, that is A ≠ A⊺ or C ≠ 0. As
we will show below, in either case we have C ≠ 0 and
therefore since C ≥ 0 we have Tr(C) > 0, such that the
dynamics is active.
First show that note A ≠ A⊺ implies C ≠ 0 we first note
that i Ω(A −A⊺)Ω is imaginary valued and antisymmet-
ric. Thus its eigenvalues are real and come in pairs ±λ.
Assuming A ≠ A⊺, we can thus see that i Ω(A−A⊺)Ω ≠ 0
has both positive and negative eigenvalues and is there-
fore neither positive nor negative semi-definite. On the
other hand, if the dynamics is completely postive and
C = 0 then (87) would directly yield 0 ≥ i Ω(A − A⊺)Ω,
such that i Ω(A −A⊺)Ω is negative semi-definite, contra-
dicting our earlier conclusion. Thus if A ≠ A⊺ then C ≠ 0.
Thus in order to be completely positive unsymplectic
dynamics requires active noise, i.e., Cua ≠ 0. From I we
can see that such dynamics is necessarily single-mode.
From Table II we can identify this type of dynamics (un-
symplectic, state-independent, active and single-mode)
as free thermal noise. Thus any unsymplectic dynamics
require the presence of thermal noise to be completely
positive.
Note that since thermal noise is active, this means that
any completely positive unsymplectic dynamics will be
active in total as well.
From this we can make an interesting observation re-
garding the relationship between the flows of information
and the flows of energy in Gaussian Quantum Mechan-
ics. Recall that the generation of entanglement between
the system and its environment necessitates non-unitary
dynamics on the system. In the Gaussian regime such
dynamics is completely positive and unsymplectic. As
we have just seen this type of Gaussian dynamics must
be active. This means that it is not possible to guarantee
that a Gaussian quantum channel that generates entan-
glement will always have zero energy flow. In general we
should expect that Gaussian quantum channels that al-
low for quantum information to leak to the environment
(understood as system-environment entanglement gener-
ation) will also allow for a system-environment energy
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flow.
We conjecture that this result could be due to our
assumption that each of the modes has a finite energy
scale. The inclusion of zero-modes would add many dis-
tinguishable states to the system which are all energeti-
cally equivalent. Entangling these states should not re-
quire energy flows.
3. Conservation of Phase Space Volume
We can also analyze dynamics based on its effect on
the volume of phase space. To this end we define the
volume form on phase space as
V ∶= dq1 ∧ dp1 ∧ ⋅ ⋅ ⋅ ∧ dqN ∧ dpN (89)= 1
N !
Ω ∧ ⋅ ⋅ ⋅ ∧Ω = 1
N !
Ω∧N
where Ω is the symplectic form, i.e., the two form
Ω = N∑
n=1 dqn ∧ dpn, (90)
where ∧ denotes the wedge product and dqn and dpn are
differential forms.
Thus any transformation which preserves the symplec-
tic form will also preserve the volume of phase space. As
we will see in this subsection, the converse is not strictly
true. There are transformations which preserve the vol-
ume of phase space, but do not preserve the symplectic
form. If, however, we demand that the transformations
are completely positive, the converse does indeed hold.
The volume of a Gaussian state’s ellipsoid in phase
space is given, through (89), by its determinant. Specif-
ically
Vol(X, σ) ∶= √det(σ). (91)
Assuming σ is invertible (i.e., the state is not infinitely
squeezed) and using Jacobi’s formula and the linear al-
gebra identity,
Madj(M) = det(M)1 , (92)
and (38) we can calculate rate of change of this volume
as
d
dt
Vol(X(t), σ(t)) (93)
= 1
2
det(σ(t))−1/2 d
dt
det(σ(t))
= 1
2
det(σ(t))1/2 Tr(σ−1(t) d
dt
σ(t))
= 1
2
det(σ(t))1/2 Tr(σ−1(t)(ΩAσ(t) + σ(t)(ΩA)⊺ +C))
= 1
2
det(σ(t))1/2 Tr(ΩA + (ΩA)⊺ + σ−1(t)C)
= 1
2
det(σ(t))1/2 Tr(2 ΩA + σ−1(t)C).
In order for this volume to be conserved for all states, we
would need ΩA to be traceless and C = 0. Thus all types
of noise do not conserve the volume of phase space, as
well as any parts of A contributing to the trace of ΩA.
We now determine which parts of A contribute to the
non-conservation of phase space volume. As mentioned
above, the volume form, (89), can be built out of the
symplectic form. Thus the symplectic part of A, As,
conserves the volume of phase space. Thus any non-
conservation of phase space volume coming from A will
necessarily be unsymplectic.
Furthermore the passive part of A, Ap, conserves the
volume of phase space since by definition ΩAp is an-
tisymmetric and therefore traceless. Thus any non-
conservation of phase space volume coming from A will
necessarily be active.
Finally, we note that multi-mode parts of A (the block
off-diagonal parts of A) remain block off-diagonal when
multiplied by Ω, since Ω itself is block diagonal. Since
block off-diagonal matrices are traceless the multi-mode
parts of A cannot contribute to the trace of ΩA, hence
do not change the volume of phase space.
In conclusion the parts of A which yield non-
conservation of phase space volume are unsymplectic,
active, single-mode, and state-dependent. From Table
II we can identify this type of dynamics as amplifica-
tion/relaxation.
Note that the above argument implies that all of the
other parts of A will conserve the volume of phase space,
even including its unsymplectic parts! At first sight this
may seem to run counter to the common intuition that
“unsymplectic dynamics causes non-conservation of the
volume of phase space”. We can reconcile this expec-
tation with our findings by noting that, as discussed
in the previous subsection, completely positive unsym-
plectic dynamics always require noise. This noise will
itself not conserve the volume of phase space. Thus
we can qualify the previous statement by saying that
“completely positive unsymplectic dynamics causes non-
conservation of the volume of phase space”. In situa-
tions where complete positivity is violated (e.g. non-
Markovian dynamics [15, 16]) there can be unsymplectic
dynamics which preserve the volume of phase space.
Exact condition for Gaussian dynamics to purify
We now analyze when open Gaussian dynamics in gen-
eral can lead to purification in terms of the partition de-
scribed above. Dynamics being able to increase the pu-
rity of at least one state is a prerequisite for the dynamics
to be able to capture the process of thermalization.
Following [17] we say that a map can purify (reduce
the entropy of the system) if there exists a state whose
purity increases under the map (i.e., reduces its entropy
under the map). Below we find a necessary and sufficient
for Gaussian dynamics to cause purification.
The purity of a Gaussian state (see e.g., [18]) is given
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(in our notation) by
P = Tr(ρ2) = 1
det(σ) . (94)
Thus, in order for any kind of Gaussian dynamics to in-
crease the purity of some Gaussian state, the dynamics
has to decrease the determinant of its covariance matrix.
Paralleling the calculation following (93) we find
d
dt
det(σ(t)) = det(σ(t))Tr(2 ΩA + σ−1(t)C). (95)
Since σ ≥ 0 and since we assumed σ was nonsingular,
we have det(σ) > 0. Thus dynamics instantaneously in-
creases the purity of a state with covariance σ provided
Tr(ΩA) < −1
2
Tr(σ−1C) ≤ 0 (96)
where we have noted that since C and σ (and hence σ−1)
are positive semi-definite, we have Tr(σ−1C) ≥ 0. Thus
for dynamics to cause purification there must exist some
valid state (i.e., σ ≥ iΩ) such that (96) holds.
From (96) we can easily see that
Tr(ΩA) < 0 (97)
is a necessary condition for dynamics to cause purifica-
tion.
We can also see that this condition is sufficient for
Gaussian dynamics to cause purification, as we will now
show. Given some dynamics with Tr(ΩA) < 0 we can
construct a state that is purified by the dynamics. Specif-
ically we find a state with − 1
2
Tr(σ−1C) between Tr(ΩA)
and zero by taking σ to be a thermal state, i.e. σ = ν 1 2N
with
ν > Tr(C)−2 Tr(ΩA) (98)
thereby satisfying (96), where ν ≥ 1. Hence dynamics
with Tr(ΩA) < 0 will purify some state, specifically the
sufficiently hot thermal state described above.
Thus (97) is the necessary and sufficient condition for
Gaussian dynamics to cause purification.
In the previous subsection we found that the only type
of dynamics which has Tr(ΩA) ≠ 0 is unsymplectic, ac-
tive, single-mode, and state-dependent, i.e. amplifica-
tion/relaxation. In order for dynamics to purify it must
contain amplification and/or relaxation. Moreover there
must be more relaxation than amplification.
IV. VISUALIZING THE DIFFERENT
COMPONENTS
Having completed the partition described in the pre-
vious section, we now present each type of dynamics ap-
pearing in Table II in turn. To aid intuition we make
use of the visualization technique described in Sec. II
in which states are thought of as ellipsoids in a 2N di-
mensional phase space. It is sufficient to consider systems
composed of one or two modes (N = 1,2) in order to build
illustrative examples of every type of dynamics that we
have listed in Table II.
1. Single-mode Rotation
Taking N = 1 in equation (77) we find that the single-
mode, symplectic, passive, and state-dependent dynam-
ics is given by
Asp = ν0 1 2 = ν0 (1 0
0 1
) . (99)
The effect this dynamics has on the ellipse in phase space
is shown in Fig. 1 a). Specifically, the center of the el-
lipse (given by the vector of means, X) rotates around
the origin of phase space at a rate ν0. Similarly the ori-
entation of the ellipse (given by the covariance matrix,
σ) rotates about its center at the same rate.
The Hamiltonian (50) associated with this dynamics is
the free Hamiltonian of a harmonic oscillator,
Hˆ = ν0(qˆ2 + pˆ2). (100)
2. Single-mode Squeezing
Taking N = 1 in equation (78), we find two types of
single-mode, symplectic, active, and state-dependent dy-
namics. They are given by,
Asa = γ×Z = γ× (1 0
0 −1) , Asa = γ+X = γ+ (0 11 0)
(101)
for some real parameters γ× and γ+. The effect the ×
dynamics has on the ellipse in phase space is shown in
Fig. 1 b). Specifically, the center of the ellipse (given by
the vector of means, X) moves on a hyperbolic trajec-
tory with asymptotes in the × directions. Similarly the
ellipse’s major and minor axes (given by the covariance
matrix, σ) are squeezed in the × directions. Through
(50), the associated Hamiltonians are
Hˆ = γ×(qˆ2 − pˆ2), Hˆ = γ+(qˆpˆ + pˆqˆ). (102)
3. Displacement
Taking N = 1 we find that b, the single-mode, sym-
plectic, active, and state-independent dynamics, is given
by
b = (bq
bp
) (103)
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FIG. 1. (Color online.) The full range of phenomena available to a single Gaussian mode. The different shades of gray indicate
time evolution: lighter ellipses correspond to earlier times. The dynamics displayed in the top row are symplectic (unitary) and
the bottom row are unsymplectic (nonunitary). a) Single-mode rotation (section IV 1). b) Single-mode squeezing (section IV 2).
c) Displacement (section IV 3). d) Thermal noise (section IV 4). e) Squeezed Noise (section IV 5). f) Amplification/Relaxation
(section IV 6). The path of the systems mean vector is plotted in blue. The processes e) and f) are not completely positive in
isolation. They need a sufficiently large thermal noise term in order for the dynamics to be overall completely positive.
for some real parameters bq and bp. The effect this dy-
namics has on the ellipse in phase space is to translate
the ellipse in some direction without changing its ori-
entation. In other words it applies a state-independent
displacement to the system’s vector of mean X while
leaving the covariance matrix, σ, unchanged. An exam-
ple is shown in Fig. 1 c). The associated Hamiltonian
(50) is
Hˆ = bq qˆ + bp pˆ. (104)
4. Thermal Noise
Taking N = 1 in (85) we find that the single-mode,
unsymplectic, active, and state-independent dynamics is
given by
Cua = ct 1 2 (105)
for some real parameter ct. The effect the × dynamics
has on the ellipse in phase space is shown in Fig. 1 d).
This dynamics adds isotropic noise to the system’s co-
variance matrix, σ, while leaving its vector of means, X,
unchanged.
This dynamics is unsymplectic and does not preserve
the volume of phase space. From Sec. III C 2 we can see
that in order for the dynamics to be completely positive,
one needs ct ≥ 0.
5. Squeezed Noise
Taking N = 1 in (86) we find that the single-mode,
unsymplectic, passive, and state-independent dynamics
is given by
Cup = c+Z + c×X (106)
for some real parameters c+ and c×. The effect the ×
dynamics has on the ellipse in phase space is shown in
Fig. 1 e). This dynamics adds squeezed noise to the
system’s covariance matrix while leaving the mean vector
unchanged.
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This dynamics is unsymplectic and does not preserve
the volume of phase space. Recall that, as seen in Sec.
III C 2, such dynamics needs to be accompanied by a suf-
ficient amount of free thermal noise (of the kind described
in Sec. IV 4) in order to be completely positive.
6. Amplification/Relaxation
Taking N = 1 in (79) we find that the single-mode,
unsymplectic, active, and state-dependent dynamics is
given by
Aua = η ω = η ( 0 1−1 0) . (107)
This dynamics causes the vector of means, X, to move
towards or away from the origin of phase space exponen-
tially fast depending on whether η is positive or negative
respectively. Similarly the size of the ellipse (given by
the eigenvalues of the covariance matrix, σ) expands or
contracts exponentially quickly. The effect that this dy-
namics (with η > 0) has on the ellipse in phase space is
shown in Fig. 1 f).
The effect of Aua on the state of the system is unsym-
plectic and does not preserve the volume of phase space.
Whether η is positive of negative, the evolution gener-
ated by Aua is not completely positive on its own. As
seen in Sec. III C 2, in order for the dynamics generated
by Aua to be completely positive it must be accompanied
by a sufficiently large free thermal noise term (of the kind
seen in Sec. IV 4).
7. Multi-mode Rotation
Taking N = 2 in equation (77) we find two types
of multi-mode, symplectic, passive, and state-dependent
dynamics. The first is given by
Asp = νq1q2,p1p2 ( 0 ω
ω⊺ 0) . (108)
This dynamics acts disjointedly in the q1, q2 and p1, p2
planes. The effect of this dynamics on the ellipsoid in
phase space can be seen in Fig. 2 a). Within each of the
q1, q2 and p1, p2 planes, this dynamics rotates the vector
of means, X, at a rate νq1q2,p1p2 . The ellipses in each of
these planes also rotate at a rate νq1q2,p1p2 about their
centers.
It is critical to note that the rotations in each of
these planes are either both clockwise or both counter-
clockwise. The Hamiltonian (50) associated with this
dynamics is
Hˆ = νq1q2,p1p2(qˆ1pˆ2 − pˆ1qˆ2) +H.c. (109)
The second type of multi-mode rotation is given by
Asp = νq1p2,p1q2 ( 0 1 2
1 2 0
) . (110)
This type of dynamics is identical to the previous dy-
namics, except now acting disjointedly in the q1, p2 and
p1, q2 planes. The Hamiltonian (50) associated with this
dynamics is
Hˆ = νq1p2,p1q2(qˆ1qˆ2 + pˆ1pˆ2) +H.c. (111)
8. Multi-mode Squeezing
Taking N = 2 in equation (78) we find two types of
multi-mode, symplectic, active, and state-dependent dy-
namics. The first type of dynamics is given by,
Asa = γq1q2,p1p2 ( 0 X
X 0
) . (112)
This dynamics acts disjointedly in the q1, q2 and p1, p2
planes. The effect of this dynamics on the ellipsoid in
phase space can be seen in Fig. 2 b). Within each of the
q1, q2 and p1, p2 planes, this dynamics squeezes the state
at a rate γq1q2,p1p2 . The orientation of the squeezing is
analogous to the ×-squeezing implemented by (101). In
particular if the uncertainty in the q1 + q2 direction is
increased then the uncertainty in the p1 + p2 direction
is decreased. The Hamiltonian (50) associated with this
dynamics is
Hˆ = γq1q2,p1p2(qˆ1pˆ2 − pˆ1qˆ2). (113)
The second type of multi-mode squeezing is given by,
Asa = γq1p2,p1q2 (0 Z
Z 0
) . (114)
This type of dynamics is identical to the previous dy-
namics, except now acting disjointedly in the q1, p2 and
p1, q2 planes. The Hamiltonian (50) associated with this
dynamics is
Hˆ = γq1p2,p1q2(qˆ1qˆ2 + pˆ1pˆ2). (115)
9. Multi-mode Counter-Squeezing
Taking N = 2 in equation (79) we find two types of
multi-mode, unsymplectic, active, and state-dependent
dynamics. The first type of dynamics is given by
Aua = γ¯q1q2,p1p2 (0 ω
ω 0
) . (116)
This dynamics acts disjointedly in the q1, q2 and p1, p2
planes. The effect of this dynamics on the ellipsoid in
phase space can be seen in Fig. 3 b). Within each of the
q1, q2 and p1, p2 planes, this dynamics squeezes the state
at a rate γ¯q1q2,p1p2 . The orientation of the squeezing is
analogous to the ×-squeezing implemented by (101). In
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FIG. 2. (Color online.) Two examples of multi-mode symplectic dynamics available to a pair of Gaussian modes. The
dynamics in the four-dimensional phase space are here presented through six two-dimensional sections. The different shades
of gray indicate time evolution: lighter ellipses correspond to earlier times. The dynamics depicted in these figures operate
disjointedly in the q1q2 and p1p2. The path of the systems mean vector is plotted in blue. Equivalent dynamics are possible in
the q1p2 and q2p1. a) Multi-mode rotation (section IV 7). b) Multi-mode squeezing (section IV 8).
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FIG. 3. (Color online.) Two examples of multi-mode unsymplectic dynamics available to a pair of Gaussian modes. The
dynamics in the four-dimensional phase space are here presented through six two-dimensional sections. The different shades
of gray indicate time evolution: lighter ellipses correspond to earlier times. The dynamics depicted in these figures operate
disjointedly in the q1q2 and p1p2 planes. The path of the systems mean vector is plotted in blue. Equivalent dynamics are
possible in the q1p2 and q2p1. a) Multi-mode counter-rotation (section IV 10). b) Multi-mode counter-squeezing (section IV 9).
Neither of these dynamics are completely positive without the addition of a sufficiently large noise term. They are presented
here without noise. The path of the systems mean vector is plotted in blue.
particular if the uncertainty in the q1 + q2 direction is
increased then the uncertainty in the p1 + p2 direction
is also increased. The uncertainties in the orthogonal
directions (q1 − q2 and p1 − p2) are therefore decreased.
This is in contrast to the dynamics presented in Fig. 2
b) in which the uncertainty in the q1 + q2 and p1 + p2
directions increase and decrease oppositely.
This dynamics is identical to the corresponding sym-
plectic squeezing except that the squeezings happen in
opposite directions, hence the name counter-squeezing. A
counter-squeezed state cannot be converted into a stan-
dardly squeezed state through a symplectic transforma-
tion.
Even though this dynamics is unsymplectic (due to
the counter-squeezing it does not preserve the symplectic
form), it does preserve the volume of phase space. How-
ever, as we can see from Sec. III C 2, a counter-squeezing
alone cannot be completely positive, and would require
a sufficient amount of free thermal noise (of the kind de-
scribed in Sec. IV 4) to appear in completely positive
dynamics. This thermal noise term will itself yield non-
conservation of the volume of phase space, so it is correct
to say that if we see counter-squeezing we also see non-
conservation of phase space volume.
The second type of multi-mode counter-squeezing is
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given by
Aua = γ¯q1p2,p1q2 ( 0 1 2−1 2 0 ) . (117)
This type of dynamics is identical to the previous dy-
namics, except now acting disjointedly in the q1, p2 and
p1, q2 planes.
Just as before, this transformation is unsymplectic but
preserves the volume of phase space. It is not completely
positive on its own and requires a sufficient amount of
free thermal noise. Thus, same as above, its appearance
in completely positive dynamics implies that the overall
dynamics will not preserve the volume of phase space.
10. Multi-mode Counter-Rotation
Taking N = 2 in equation (80) we find two types of
multi-mode, unsymplectic, passive, and state-dependent
dynamics. The first type of dynamics is given by
Aup = ν¯q1q2,p1p2 ( 0 X−X 0 ) . (118)
This type of dynamics acts disjointedly in the q1, q2 and
p1, p2 planes. The effect of this dynamics on the ellipsoid
in phase space can be seen in Fig. 3 a). Within each of
the q1, q2 and p1, p2 planes, this dynamics rotates the
vector of means, X, at a rate ν¯q1q2,p1p2 . The ellipses
in each of these planes also rotate at a rate ν¯q1q2,p1p2
about their centers. It is critical to note that one of
these rotations is clockwise while the other is counter-
clockwise. This is in stark contrast with the dynamics
described in Sec. IV 7 and displayed in Fig. 2 a) in
which the two planes rotate in the same direction.
This dynamics is identical to the corresponding sym-
plectic rotation except that the rotation is in opposite di-
rections hence the name counter-rotation. As mentioned
above (in Sec. IV 9), a counter-squeezed state cannot
be converted into standardly squeezed state through a
symplectic rotation. However, this transformation can
be achieved using a counter-rotation.
Note that, analogous to counter-squeezing, even
though this dynamics is unsymplectic, it preserves the
volume of phase space. Additionally note that this dy-
namics is passive, it admits no energy flow between
the system and its environment. However, again, from
Sec.III C 2 we can see that this process is not completely
positive on its own and would require a sufficient amount
of free thermal noise (of the kind described in Sec. IV 4).
This noise will itself not preserve the volume of phase
space and allow for energy flow between the system and
its environment.
The second type of multi-mode counter-rotation is
given by
Aup = ν¯q1p2,p1q2 ( 0 Z−Z 0) . (119)
This type of dynamics is identical to the previous dy-
namics, except now acting disjointedly in the q1, p2 and
p1, q2 planes.
Just as before, this transformation is unsymplectic but
preserves the volume of phase space and is passive. How-
ever, it is not completely positive on its own and requires
a sufficient amount of free thermal noise, which will itself
be active and not preserve the volume of phase space.
11. Multi-mode Squeezed
Taking N = 2 in equation (86) we find four
types of multi-mode, unsymplectic, passive, and state-
independent dynamics. The first two types are given by
Cup = c1 (0 1
1 0
) + cz (0 Z
Z 0
) (120)
for some real parameters c1 and cz. The effect the c1
and cz dynamics have on the ellipse in phase space is
shown in Fig. 4 a) and b) respectively. This dynamics
adds squeezed multi-mode noise to the system’s covari-
ance matrix while leaving the mean vector unchanged.
Note that the covariance matrix only changes in the q1,
q2 and p1, p2 planes. Also note that in Fig. 4 a) the
c1 dynamics increases the uncertainty in both the q1 + q2
and p1 + p2 directions whereas in Fig. 4 b) the cz dy-
namics increases the uncertainty in one direction while
decreasing the uncertainty in the other direction.
This dynamics is unsymplectic and does not preserve
the volume of phase space. Recall that, as seen in Sec.
III C 2, such dynamics needs to be accompanied by a suf-
ficient amount of free thermal noise (of the kind described
in Sec. IV 4) in order to be completely positive.
The other two types of multi-mode squeezed noise are
given by
Cup = cx ( 0 X
X 0
) + cw ( 0 ω
ω⊺ 0) . (121)
These types of dynamics are identical to the previous dy-
namics, except now acting only in the q1, p2 and p1, q2
planes. Specifically the cx dynamics increases the uncer-
tainty in both the q1 + p2 and p1 + q2 directions whereas
the cw dynamics increases the uncertainty in one direc-
tion while decreasing the uncertainty in the other.
V. CONCLUSIONS
Taking a master equation approach to open Gaussian
quantum mechanics, we developed a classification of the
generators of open Gaussian dynamics. Specifically we
divided the generators of Gaussian dynamics into: 1) ac-
tive and passive, 2) symplectic and non-symplectic, 3)
single-mode and multi-mode, and 4) state-dependent and
state-independent. Visualizations with detailed descrip-
tions were provided for each type of dynamics.
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FIG. 4. (Color online.) Two examples of anistropic noise in a pair of Gaussian modes. The dynamics in the four-dimensional
phase space are here presented through six two-dimensional sections. The different shades of gray indicate time evolution:
lighter ellipses correspond to earlier times. The dynamics depicted in these figures operate disjointedly in the q1q2 and p1p2
planes. Equivalent dynamics are possible in the q1p2 and q2p1. The cases displayed in a) and b) are those discussed individually
in section IV 11.
Through this classification we analyzed the relation-
ships between the differents parts of the dynamics and
the role of noise in the context of complete positivity.
Specifically we found that non-symplectic dynamics re-
quires noise in order to be completely positive, and this
noise makes any completely positive non-symplectic dy-
namics necessarily non-passive. Additionally since noise
does not conserve the volume of phase space, completely
positive non-symplectic dynamics does not conserve the
volume of phase space.
We note that it is not the case that non-symplectic
transformations automatically violate the conservation
of phase space volume. Whether or not they do depends
critically on whether or not they are completely posi-
tive. In fact, there can be non-CP processes (e.g. non-
Markovian dynamics) which do not conserve the sym-
plectic form while conserving the volume of phase space.
We also discussed the consequences of this on the re-
lationship between information and energy flows in open
quantum mechanics. We found that Gaussian dynamics
which generates entanglement cannot be guaranteed to
have zero energy flow for all states. Generically if entan-
glement is generated with the environment there will be
system-environment energy flow as well.
Work that applies the new results to the dynamics of
quantum systems that are bombarded by a rapid succes-
sion of ancillae is in progress.
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Appendix A: Gaussian Quantum Mechanics
1. Standardizing a Quadratic Hamiltonian
In this appendix we cast a generic quadratic Hamilto-
nian in a standard form. A quadratic Hamiltonian is an
operator which can be written in the form
Hˆ = 1
2
Xˆ⊺ F Xˆ +α⊺Xˆ + β 1ˆ (A1)
= 1
2
Fj
k Xˆj Xˆk +αiXˆi + β 1ˆ
with the sole restriction that it is .
In order to analyze what this restriction means for the
coefficients F , α, and β, we need to cast the Hamiltonian
as a sum of linearly independent terms. Each of the Xˆi
are linearly independent from each other and from all the
other terms. Note however that quadratic and constant
terms, Xˆj Xˆk and 1ˆ , are not linearly independent since
we have the commutation relation
iΩk
j 1ˆ = Xˆj Xˆk − Xˆk Xˆj . (A2)
More generally, any antisymmetric sum of the quadrature
operators will be proportional to the identity. Ultimately
this introduces an ambiguity when one tries to identify a
Hamiltonian in terms of its coefficients.
We can resolve this ambiguity by converting rewriting
the antisymmetric parts of F as a part of β. Breaking
F into its symmetric and antisymmetric parts as F =
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Fsym+Fanti, we can compute the term in the Hamiltonian
coming from Fanti as
1
2
Xˆ⊺Fanti Xˆ = 1
2
(Fanti)jk Xˆj Xˆk (A3)
= 1
4
((Fanti)jk − (Fanti)kj) Xˆj Xˆk
= 1
4
(Fanti)jk (Xˆj Xˆk − Xˆk Xˆj)
= i
4
(Fanti)jk Ωjk 1ˆ .
We can absorb this into the β term by taking
β → β + i
4
(Fanti)jk Ωjk . (A4)
Thus without loss of generality we can take F to be sym-
metric. Thus we can write any quadratic Hamiltonian in
the standardized form
Hˆ = 1
2
Xˆ⊺ F Xˆ +α⊺Xˆ + β 1ˆ (A5)
= 1
2
Fj
k Xˆj Xˆk +αiXˆi + β 1ˆ
with F symmetric.
Now that the Hamiltonian is written as the sum of lin-
early independent terms, we can impose the restriction
that Hˆ is Hermitian, Hˆ† = Hˆ. Specifically we do this by
computing Hˆ† and requiring its coefficients to be identi-
cal to those of Hˆ. We find
Hˆ† = (1
2
Fj
k Xˆj Xˆk +αiXˆi + β 1ˆ )† (A6)
= 1
2
Fj
k∗ Xˆk Xˆj +αi∗Xˆi + β∗ 1ˆ
= 1
2
(F †)kj Xˆk Xˆj + (α∗)iXˆi + β∗ 1ˆ
= 1
2
(F †)kj Xˆk Xˆj + (α∗)iXˆi + β∗ 1ˆ
This allows us to conclude that F is Hermitian (F † = F ),
that α is real (α∗ = α), and that β is real (β∗ = β). Since
F was already symmetric, it being Hermitian implies that
it is also real.
Thus we can always take any quadratic Hamiltonian
to be of the form
Hˆ = 1
2
Xˆ⊺ F Xˆ +α⊺Xˆ + β 1ˆ (A7)
= 1
2
Fj
k Xˆj Xˆk +αiXˆi + β 1ˆ
with F real and symmetric, α real, and β real. Fur-
thermore we can drop the β term as it only provides a
constant energy offset to the dynamics. Thus we have
the form claimed in (18).
2. Derivation of Gaussian Unitary Master Equation
In this appendix we translate the unitary master equa-
tion with a quadratic Hamiltonian from Hilbert space to
phase space.
As shown above any quadratic Hamiltonian can be
written in the form,
Hˆ = 1
2
Xˆ⊺ F Xˆ +α⊺Xˆ (A8)
where F is real and symmetric, and α is real.
Taking the Heisenberg picture (with h̵ = 1), the com-
ponents of the operator vector, X, evolve as
d
dt
Xˆr = i [Hˆ, Xˆr] (A9)
= i
2
Fj
k[XˆjXˆk, Xˆr] + iαi[Xˆi, Xˆr]
= i
2
Fj
kXˆj[Xˆk,Xˆr] + i
2
Fj
k[Xˆj ,Xˆr]Xˆk +iαi[Xˆi,Xˆr]
= −1
2
Fj
k Ωkr Xˆ
j − 1
2
Fj
k Ωjr Xˆk − αiΩir 1ˆ
= −1
2
F jk Ω
k
r Xˆj − 1
2
Fk
j Ωkr Xˆj − αk Ωkr 1ˆ
= −Ωkr(1
2
(Fkj + F jk) Xˆj + αk 1ˆ )= Ωrk(Fkj Xˆj + αk 1ˆ ).
Thus we have the operator vector evolving as,
d
dt
Xˆ = Ω(FXˆ + α1ˆ ). (A10)
Thus unitary evolution in the Hilbert space corresponds
to linear-affine evolution in the phase space.
3. Solving the time independent gaussian unitary
master equation
In this appendix we solve the time independent unitary
master equation derived in the previous appendix,
d
dt
Xˆ = Ω(FXˆ + α1ˆ ). (A11)
In order to do this we embed Xˆ into an affine space. This
will have the effect of linearizing the master equation.
We define the 2N +1 dimensional operator-valued vec-
tor Yˆ = (1ˆ , Xˆ⊺)⊺. From (A11) we can see that this new
vector evolves as
dYˆ
dt
= ( 0 0
Ωα ΩF
) Yˆ . (A12)
Note that the top row of Yˆ ’s propagator is zero because
unitary evolution is unital, that is it preserves the iden-
tity operator.
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Since (A12) is now a linear differential equation we can
quickly solve it as,
Yˆ (t) = exp⎛⎝( 0 0Ωα ΩF) t⎞⎠ Yˆ (0) (A13)
= ⎛⎝ 1 0exp(ΩF t)−1 2N
ΩF
Ωα exp(ΩF t)⎞⎠ Yˆ (0).
Taking
S(t) = exp(ΩF t) (A14)
d(t) = exp(ΩF t) − 1 2N
ΩF
Ωα (A15)
yields
Yˆ (t) = ( 1ˆ
Xˆ(t)) = ( 1 0d(t) S(t))( 1ˆXˆ(0)) (A16)
such that,
Xˆ(t) = S(t)Xˆ(0) + d(t)1ˆ . (A17)
Thus we have identified S(t) and d(t) to match the ex-
pressions given by (23) and (24).
4. Form of a General Open Update
In this appendix we derive the form of a general open
Gaussian channel given the form of the unitary channel,
(29) and (30).
Analogously to the Stinespring dilation theorem, we
can, without loss of generality, take our channel to be
a unitary channel in a larger phase space with an an-
cilla that is initially uncorrelated with our system. We
thus need to review the process for adding and removing
degrees of freedom to phase space.
Concretely, given observables XˆS and XˆA for our sys-
tem and ancilla respectively, their joint operators are
XˆSA ∶= XˆS ⊕ XˆA = (XˆS , XˆA)⊺. (A18)
Since the systems are independent, their joint symplectic
form is
ΩSA ∶= ΩS ⊕ΩA = (ΩS 0
0 ΩA
) . (A19)
From (A18) we can define the joint mean vector and joint
covariance matrix, XSA and σSA. Explicitly one finds
XSA = (XS ,XA)⊺ (A20)
and
σSA = (σS γ
γ⊺ σA) (A21)
where XS , XA, σS , and σA capture the reduced states of
the system and ancilla while γ captures the correlations
between them.
As discussed above any Gaussian update of XS and σS
can be viewed as a symplectic-affine transformation in a
larger phase space with an initially uncorrelated ancilla,
here meaning γ(0) = 0. Working in such a larger phase
space we can find the generic form for an update of XS
and σS. By assumption, the joint system undergoes a
symplectic-affine transformation,
XSA = SSA XSA(0) + dSA (A22)
and
σSA = SSA σ(0)S⊺SA. (A23)
We can explicitly decompose SSA and dSA over the tensor
sum by dividing them into subblocks as
SSA = (TS M
L TA
) (A24)
for some TS , M , L, and TA and
dSA = (dS
dA
) (A25)
for some dS and dA.
Working out (A22) and (A23) in terms of these sub-
blocks yield
XS = TSXS(0) +MXA(0) + dS (A26)
XA = TAXA(0) +LXS(0) + dA (A27)
σS = TS σS(0)T ⊺S +M σA(0)M⊺ (A28)
γ = TS σS(0)M⊺ +LσA(0)T ⊺A (A29)
σA = LσS(0)L⊺ + TA σA(0)T ⊺A. (A30)
Note that we have used γ(0) = 0.
Defining
T ∶= TS (A31)
d ∶=M XA(0) + dS (A32)
R ∶=M σA(0)M⊺ (A33)
we find the general update on XS and σS to be of the
form
XS = T XS(0) + d (A34)
σS = T σS(0)T ⊺ +R. (A35)
Matching the form claimed in equations (31) and (32).
Note that since SSA and dSA were real valued, so are
T , d, and R. Moreover R is manifestly symmetric.
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5. Derivation of Complete Positivity Condition
In this appendix we show that a Gaussian update of
the form given by (31) and (32), i.e.,
X = T X(0) + d (A36)
σ = T σ(0)T ⊺ +R. (A37)
is completely positive if and only if
R + i Ω − iT ΩT ⊺ ≥ 0. (A38)
Note that (A38) is equivalent to the condition,
R − i Ω + iT ΩT ⊺ ≥ 0 (A39)
since R, T , and Ω are real valued and complex conjuga-
tion preserves positive semidefiniteness.
First we will establish that satisfying (A38) is neces-
sary and sufficient for Gaussian dynamics to be positive,
i.e. that it maps valid states to valid states. Specifically
this means,
σ(0) ≥ i Ω Ô⇒ σ = T σ(0)T ⊺ +R ≥ i Ω (A40)
for every real symmetric σ(0). Then we extend this ar-
gument to entangled Gaussian states showing the same
condition is necessary for complete positivity.
To show (A38) is necessary and sufficient for positive
dynamics we begin by rearranging the expression for the
validity of the updated state
σ = T σ(0)T ⊺ +R ≥ i Ω. (A41)
Adding iT ΩT ⊺ to each side of (A41) and rearranging
terms yields,
R − i Ω + iT ΩT ⊺ ≥ −T (σ(0) − i Ω)T ⊺. (A42)
Note that since the initial state σ(0) is a valid state, i.e.
σ(0) ≥ i Ω, the right hand side of (A42) is always negative
semidefinite.
Thus if we assume that our update obeys (A39) then
we automatically have
R − i Ω + iT ΩT ⊺ ≥ 0 ≥ −T (σ(0) − i Ω)T ⊺. (A43)
Therefore (A39) is sufficient to guarantee the positivity
of the update.
To show why (A39) is also necessary, we suppose that
(A39) does not hold, such that for some complex unit
vector v, we have
− λ = v†(R − i Ω + iT ΩT ⊺)v < 0. (A44)
If we can find a real symmetric matrix σ(0) with
σ(0) ≥ i Ω such that
v∗T (σ(0) − i Ω)T ⊺v < λ (A45)
then we will have constructed a violation of (A40).
Suppose instead that we are tasked to find a positive
semidefinite matrix M ≥ 0 such that
v∗T M T ⊺v < λ. (A46)
This is a trivial task as we can just take M to have an
eigenvector u = T ⊺v with an arbitrarily small eigenvalue.
From this we can nearly construct the state σ(0) desired
above. We do this by breaking M into its real and imag-
inary parts as
M = σM − iΩM (A47)
σM ∶= 1
2
(M † +M) (A48)
ΩM ∶= 1
2i
(M † −M) (A49)
and noting that since M is Hermitian we automatically
have that σM is symmetric and ΩM is antisymmetric.
Additionally since M ≥ 0 we have σM ≥ iΩM . If we can
find an M such that ΩM = Ω then taking σ(0) = σM
completes the necessity proof. Unfortunately we were
unable to construct such anM , but we none the less claim
it can be done. Withstanding this gap, this completes the
proof of necessity.
Above we have established the necessity and sufficiency
of (A39) for positivity of the dynamics, i.e. that the
transformation takes valid states to valid states. In gen-
eral however it is not enough to just require positivity,
one must also impose complete positivity, i.e. that ex-
tending the map to act trivially on an additional specta-
tor system does not spoil its positivity.
In Gaussian Quantum mechanics, additional systems
are added via a direct sum. Taking our system S to
have N modes and the ancilla to have M modes. The
symplectic form for a bipartite system is
ΩSA = ΩS ⊕ΩA = (ΩS 0
0 ΩA
) (A50)
A transformation which acts trivially on the ancillary
system is of the form,
TSA = TS ⊕ 1 2M = (TS 0
0 1 2M
) (A51)
dSA = dS ⊕ 0 = (dS
0
) (A52)
RSA = RS ⊕ 0 = (RS 0
0 0
) . (A53)
The transformation given by TS , dS and RS is completely
positive if and only if the transformation given by TSA,
dSA and RSA is positive, i.e.
RSA + i ΩSA − iTSAΩSA T ⊺SA ≥ 0. (A54)
Straightforward computation yields
RSA + i ΩSA − iTSAΩSA T ⊺SA (A55)
= (RS + i ΩS − iTS ΩS T ⊺S 0
0 0
) (A56)
20
such that for Gaussian dynamics, positivity is equivalent
to complete positivity.
6. Solving the time independent open gaussian
master equation
In this appendix we solve the general Gaussian master
equation (37) and (38),
d
dt
X(t) = Ω(AX(t) + b) (A57)
d
dt
σ(t) = (ΩA)σ(t) + σ(t) (ΩA)⊺ +C. (A58)
This amounts to finding T , d, R in equations (31) and
(32) in terms of A, b, and C.
The first of these equations is formally identical to
(A11) and can be solved using the method laid out in
that appendix. That is, by embedding X into an affine
space we can convert the linear-affine equation (A57) into
a linear one which is quickly solved. This yields,
T (t) = exp(ΩAt) (A59)
d(t) = exp(ΩAt) − 1 2N
ΩA
b. (A60)
as claimed in (40).
This still leaves us the challenge of writing R(t) in
terms of A and C. Note that (A58) is still linear-affine,
only now it is a matrix equation. We can still use the
embedding in an affine space technique but we must first
covert the matrix σ into a vector. We do this using the
vec operation, which forms a vector from a matrix by
listing its entries. For instance,
vec(a b
c d
) = (a, b, c, d)⊺. (A61)
It is helpful the way that vec acts on an outer product.
One can quickly confirm that for any vectors x and y,
vec(xy⊺) = x⊗ y. (A62)
From this we can see that, under vec, operating on the
left of an outer product becomes operating on the first
tensor factors. For any linear operator A
vec(Axy⊺) = vec((Ax)y⊺) (A63)= (Ax)⊗ y= (A⊗ 1)x⊗ y= (A⊗ 1)vec(xy⊺).
Likewise operating on the right of an outer product be-
comes adjoint operating on the second factors space. For
any linear operator B
vec(xy⊺B) = vec(x(B⊺y)⊺) (A64)= x⊗ (B⊺y)= (1⊗B⊺)x⊗ y= (1⊗B⊺)vec(xy⊺).
Since outer products span the matrices, by linearity, we
have as claimed in (44),
vec(ACB⊺) = (A⊗B)vec(C) (A65)
for any matrices A, B and C.
Vectorizing equation (A58) we find
d
dt
vec(σ(t)) = (ΩA⊗ 1 2N + 1 2N ⊗ΩA)vec(σ) + vec(C).
We can now apply the same technique which we applied
to equations (A11) and (A57) to find,
vec(σ(t)) =M(t)vec(σ(0)) + r(t) (A66)
where
M(t) = exp ((ΩA⊗ 1 2N + 1 2N ⊗ΩA)t) (A67)= exp(ΩAt)⊗ exp(ΩAt)
r(t) = exp((ΩA⊗ΩA)t) − 1 4N
ΩA⊗ΩA vec(C). (A68)
Unvectorizing this we have
σ(t) = (vec−1M(t)vec)[σ(0)] + vec−1(r(t)). (A69)
We can simplify this by computing
(vec−1M(t)vec)[σ(0)] (A70)= vec−1(( exp(ΩAt)⊗ exp(ΩAt))vec(σ(0)))
= vec−1(vec( exp(ΩAt)σ(0) exp(ΩAt)⊺))= exp(ΩAt)σ(0) exp(ΩAt)⊺= T (t)σ(0)T (t)⊺
as expected and by defining
R(t) ∶= vec−1(exp((ΩA⊗ΩA) t) − 1 4N
ΩA⊗ΩA vec(C)). (A71)
This confirms the claim made in (40).
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