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1. INTRODUCTION 
We will be concerned with solutions of boundary value problems for an 
n th order scalar equation 
XC”) = f(t, x, x’, . ..) x(“- I’), (1) 
where f is continuous on the slab (a, 6) x R” and satisfies the Lipschitz 
condition 
If(t, Xl, . . . . XJ -At, y,, . . . . YJI d i k, Ix, - y,I (2) 
r=l 
on the slab. In particular, we are interested in determining optimal length 
subintervals of (a, b), in terms of the Lipschitz coefficients k,, 1~ i < n, on 
which solutions of certain boundary value problems for (1) are unique. 
The boundary value problems with which we are concerned will be 
described using notation introduced by Muldowney [ 151. Muldowney’s 
study addressed boundary value problems for linear differential equations 
in terms of what he called right (m,; . . . . m,)-invertibility. 
DEFINTIONS. (a) Let a<t,<t,<...dt,<b. We say that r= 
(71 ; . . . . 5,) is a partition of ( tl, . . . . t,) if 7 is obtained by inserting 1- 1 semi- 
colons instead of commas in (tl, . . . . t,), (consecutive semicolons are 
allowed), and the ordered set of entries between the (i- 1)th and the ith 
semicolons is 5, (possibly some r, = a). The partition t is increasing if 
ti E ror and t, E rP with c1 </I imply that either t, < tJ, or t, = t, and j- i < 
p-cc 
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(b) Let 1<16n, let n=ni >n2> ... >n,>n,+, =O, and let 
m,, . . . . m, be nonnegative integers such that 
Let t, 6 ... < t, and assume that z = (ri; . . . . r,) is an increasing partition of 
(t 1, . . . . t,) with Iz, I = m,, 1 < i < I, and suppose that for each 1 < r < I there 
are p(r) distinct components of 7,; i.e., suppose the indices 
j,(r) < ... <jpcr,( 1 r are such that the distinct components of rr are 
t /l(r) < . . . < tlp,,)w 
and suppose also that 
n,(r) = multiplicity of tJscr, in rrr 1 6 s 6 p(r). 
(Note that C$‘I’i n,(r) = m, = lr,I and C’,= i Cf’I’i n,(r) = n.) 
In this setting, a boundary value problem for (1) satisfying 
,d- “ttJ&,) = XZ,Jr(‘)’ r<i<r+n,(r), 1 <s<p(r), 1 Gr61, (4) 
where %, Jscr) E R, will be called a right (m, ; . . . . m,)-focal boundary value 
problem. 
(c) With f, {nI}iZ:, and {m,}f,, as in (b), we say that (1) is right 
(m, ; . . . . m,)-disfocal on (a, 6) provided there do not exist distinct solutions 
of (1) satisfying the same conditions (4), for all increasing partitions z = 
(7,; . . . . 7,) of n points in (a, b), with Ir,I =m,, 1 <i<Z. 
EXAMPLE. For the purposes of illustration, when n = 4, let 1= 3 and 
say the sequence {n,},“=i s given by n, = 4, rz2 = 3, rz3 = 1, n4 =O. One 
corresponding sequence {m,},?= i satisfying (3) is given by m, = 2, m, = 1, 
m3 = 1. For such a sequence, a partition (7,; r,; r3)= (t,, t2; t,; t4) is 
increasing, if t, < t, d t, d t4 or if t, = t2 < t, 6 t4. Boundary conditions of 
the form (4) (i.e., (2; 1; 1)-focal conditions) associated with the above 
increasing partitions of points consist of specifying y(t,), y(tz), y’(t3), 
y”(fJ, or AtI), y’(t2), y’(t3), y?tJ, respectively. 
Another sequence {m,},3=, satisfying (3) with respect to the above 
{n,},“= i is given by m, = 3, m2 = 0, m3 = 1. For this sequence, a partition 
(r,;Z*;tj)=(tl, t,, t j;; t4) is increasing, if t, < t2 <I, < t4, or t, <t, = 
t, G t,, or tl = t2 <t, <t,, or t, = t, = t3 <t,. Then (3; 0; 1)-focal condi- 
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tions associated with these increasing partitions of points consist of specify- 
ing .~4f~), .dh), ~(td, f’(f.A or I, .Y(Q ~‘(fd, I’, or Atl), .Y’(G 
.~(td, y”(b), or AtI), y’(h), y”(t3), y”(Ld, respectively. 
In the case when I = 1, right (n)-focal boundary value problems are 
commonly referred to as conjugate problems, whereas if I = n, right 
(m,; . . . . m,)-focal boundary value problems have been referred to as right 
focal “point” boundary value problems. Also, if (1) is right disfocal in the 
sense of right focal point problems, then (1) is right (ml ; . . . . m,)-disfocal for 
all m,, . . . . m,. On the other hand, if (1) is right (m,; . . . . m,)-disfocal for 
some m,, . . . . m,, then (1) is disconjugate. In fact, when coupled with Rolle’s 
Theorem, right (m, ; . . . . m,)-disfocality characterizes uniqueness of solutions 
of those boundary value problems which are “between” and which include 
conjugate type and right focal point type problems for (1). Furthermore, in 
the case when (1) is a linear homogeneous differential equation, right 
(m,; . . . . m,)-disfocality corresponds to Muldowney’s [ 151 definition of right 
(m, ; . . . . m,)-invertibility. 
In view of the above definitions, we will be concerned with determining 
optimal length intervals in terms of the k,, 1 < i < n, on which solutions of 
(l), (4) are unique. Jackson [9, lo] resolved this optimality question for 
(l), (4) in the cases when I= 1 (i.e., for conjugate problems), and when 
1 = n (i.e., for right focal “point” problems). More recently, Henderson [5] 
and Henderson and McGwier [7] determined optimal length intervals on 
which solutions are unique for several classes of boundary value problems 
for third and fourth order Lipschitz equations. Further, in Henderson [6], 
optimal length subintervals are determined for solutions of nth order 
Lipschitz equations with boundary conditions corresponding to certain 
right (m,; 0; . . . . 0; 1; . . . . 1 )-focal problems where t, has only one distinct 
point. 
In the optimality arguments of Jackson and Henderson, a linearization 
of (1) was made, followed by an application of the Pontryagin Maximum 
Principle (see [ll]) to two-point problems which characterized the multi- 
point problems being considered for linear differential equations. These 
techniques were partially motivated by the papers of Melentsova [12] and 
Melentsova and Mil’shtein [13, 143 in which control theory methods were 
used to find best interval lengths for the disconjugacy of a linear differential 
equation with bounded coefficients. Other notable works in which similar 
techniques are used in determining intervals of uniqueness are those of 
Gingold [2, 33, Gingold and Gustafson [4], and Troth [16]. 
Now, in the case when (1) is a linear homogeneous differential equation, 
Muldowney [ 15, Theorem 31 proved the following theorem in which right 
(m, ; . . . . m,)-disfocality is characterized in terms of uniqueness of solutions 
of two-point problems. 
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THEOREM 1. Let l<l<nandn=n, >n,> ... >n,>n,+, =Obegiven. 
Then the equation 
XC”) = ,tl u,(t)x(‘+l), 
where the u, are bounded Lebesgue measurable functions on (a, b), is right 
(m, ; . . . . m,)-disfocal on (a, b) for all {m,}~,l satisfying (3) with respect to 
{n,}fZ:, ifSfor each nh+l < k 6 n,,, 1~ h < I, the boundary value problem for 
this equation satisfying 
xc’-‘)(t,)=O, 1 <i<n-k, 
x+ I’( t2) = 0, h<i<h+k-1, 
where a < t, < t2 < b, has only the trivial solution. 
2. OPTIMALITY AND UNIQUENESS 
In this section, let 1 <l<n and n=nI >n2 > ... >n,>n,+, =0 be 
given. Using the relationship established by Theorem 1 between two-point 
and multipoint problems, we now proceed along the lines taken by Jackson 
[9, lo] and Henderson [S, 6, 71 in applying the Pontryagin Maximum 
Principle to determine optimal length intervals in terms of the Lipschitz 
coefficients k,, 1 < i < n, on which solutions of (1 ), (4) are unique. 
Define a control region 
u= (em, . . . . u,(t)): (a, b) + R”I u,(t) E L(a, b), 
and lu,(t)l dk,, tE(a, b), 1 <i<n}. 
We will be concerned with solutions of boundary value problems 
associated with the linear equations, 
x(“) = ,$, u,(t)x(‘- l), (5) 
satisfying 
x(‘-‘)(t,)=O, 1 <i<n-k, 
x(‘- l’(t*) = 0, hdi<h+k-1, 
(6h 
where nh;i <k<n, and l<hdl, a<t,<t,<b, and u=(u,(t) ,..., 
&z(t)) E u. 
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For a good part of our next discussion, suppose that u(t) and w(t) are 
distinct solutions of (1) satisfying the same boundary conditions (4). In 
particular, we assume (1) is not right (m,; . . . . m,)-disfocal for some 
m,, . . . . m, satisfying (3). Let 
Al(t) = f(c u(t), . . . . fJ(“- Yt)), 
f,(t)=f(t, w(t), . ..) w(‘-l)(t), dL’(t), . . . . d”-‘)(t)), l<i<n--1, 
f,(t) =f(c W(f), . . . . dn- Yt)), 
and define the functions u,(t) by 
1 
f,-l(t)-fi(t) 
& “(q _ w(‘- “(q d-l)(t)#w(‘-‘J(t), 
u,(t)= 
0, u+ I’@) = w(i- I’@), 
for 1 < i < n. Then u,(t) is Lebesgue measurable, Iu, (t)j <k, on (a, b), and 
y(t) = u(t) - w(t) is a nontrivial solution of (5) for this u E U and satisfies 
homogeneous boundary conditions of the form (4). Hence, for this choice 
of U, the linear equation (5) is not right (m, ; . . . . m,)-disfocal for some 
m,, . . . . m,. Consequently, there is a k, 1 Q k <n - 1, and 1 <h < I, such that 
(5) for this u has a nontrivial solution satisfying (6)k at some points t, < tZ. 
It then follows that there is a nontrivial U* E U and points t, <c < d< t2 
such that 
x(n)=,j, u,*(t)x(‘-‘) 
x(‘- l’(c) = 0, l<i<n-k, 
x(l- l’(d) = 0, h<i<h+k-1, 
has a nontrivial solution x(t) and d- c is minimal over all such solutions 
(see [ 1, 111). For this time optimal solution x(t). let z(t) = (x(t), 
x’(t), . ..) x P- ‘l(t))? Then z(t) is a solution of the first order system 
z’=A[u*(t)]z 
satisfying 
z, (cl = 0, l<i<n-k, 
z,(d)=O, hdibh+k-1. 
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By the Pontryagin Maximum Principle, associated with this time optimal 
solution is a nontrivial time optimal solution $(t) = ($,(t), . . . . $,(t))T of the 
adjoint equation 
l+v= -A’[u*(t)]l) 
satisfying the complementary conditions 
*l(c)=03 n-k+l<i<n, 
ti,(d) = 0, l<i<h-landh+k<i<n. 
Moreover, from the Pontryagin Maximum Principle, (z’(t), $(t)) is a 
nonnegative constant for almost all t E [c, d], and 
(z’(t), Ii/(t)> =fy; (AC4t)lz(tL Ill(t)> 
for almost all t E [c, d], which from the nature of z(t) can be written as 
$,(t) i e(t) x(i-‘)(t)=y:; $Jt) i u,(t)x”-l’(t) i I (7) r=l i= 1 
for almost all t E [c, ii]. 
Now, if it is the case that x(t) > 0 and $,(t) < 0 on (c, d), then from (7), 
it follows that the time optimal solution x(t) is a solution of 
x(“)= - klx+ i k, Ix(‘-l) 
r=2 
(8) 
on [c, d], whereas if x(t) >O and $,(t) > 0 on (c, d), then it follows that 
the time optimal solution x(t) is a solution of 
x’“‘=k,x+ i k, Ix(‘-‘)l (9) 
r=2 
on [c, d]. 
Our discussion has been based on the assumption that (1) has distinct 
solutions satisfying the same boundary conditions (4). Thus, if we can 
show that the sign conditions above are satisfied by the time optimal solution 
x(t) of (5), (6)k and the component $,(t) of the optimal solution of the 
corresponding adjoint equation, and thus determine optimal intervals on 
which boundary value problems for (8) and (9) satisfying (6)k, 1 < 
k < n - 1, have only trivial solutions, then solutions of (1 ), (4) will be 
unique on such intervals. We show that x(t) and t),(t) do satisfy these sign 
conditions. 
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We make a useful observation here, in that, if u E U is such that (5), (6)k, 
for some l<k<n--1 (i.e., for some nh+l <k<n,, l<h<l, and k#n) 
and some a < t, < t, <b, has a nontrivial solution, then 
$‘= -‘nw~, 




also has a nontrivial solution, and conversely. Hence, the Pontryagin 
Maximum Principle associates with a time optimal solution of (5), (6)k, a 
time optimal solution of (lo), (1 l)k, and conversely. 
Moreover, if +(t) is a solution of the adjoint system (lo), and if y(t) = 
(yl(t), . . . . y,(t))’ is defined by yi(t)=Il/,_,+,(t), 1 <i<n, then y(t) is a 
solution of the system 
Y’ = Ku(t)1 Y> (12) 
where 
Now given d E (a, b), if yj( t), 1 < j< n, is the solution of the initial value 
problem for (12) satisfying 
and if u(t) is any solution of (12), then we define W,,(t) s 1, Y,(t) = rI(t), 
and for s=Z, Z-l ,..., 1, 





7 . . . . Y n-(s+l)+l, y,(t), r= 1 +n,+,, 
WY”- (s+(r-l)-l)+l 3 ..., Y n--s+ l, yl(t), 1 +n,+, <r<n,, 
(15) 
where W[ ., . . . . .] denotes the Wronskian. The determinants W,, Y,_ Ir will 
play a fundamental role in the proof of the next theorem. 
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THEOREM 2. If there is a vector u E U such that the corresponding linear 
equation (5) has a nontrivial solution y(t) satisfying (corresponding to h = 1 
andk=l) 
y(‘-‘(tl)=O, l<i<n-1, 
Y (‘- l’(t,) = 0, 
for some a < t, < t, < b, and tf x(t) is a time optimal solution satisfying 
xc’- “(C) = 0, l<i<n-1, 
xc’- l’(d) = 0, 
and with d-c a minimum, then x(t) is a solution of (8) on [c, d]. 
Assume now for some 1 < k < n - 1 (in particular there is a 1 < h 6 1 such 
that n,, + 1 < k < n,, and k # n), and all vectors u E U and all 1 < r < k (in par- 
ticular for all h d s d 1 and n, + 1 < r < n, with 1 < r -C k) the corresponding 
Eqs. (5), (6), have only the trivial solution. Zf there is u E U such that (5) has 
a nontrivial solution y(t) satisfying 
Y +-yt,)=O, O<i<n-k, 
Y (‘--‘(tJ=O, h<i<h+k-1, 
for some a < t, < t, < b (i.e., a nontrivial solution of (5), (6)k), then a time 
optimal solution x(t) satisfying 
x(‘- “(C) = 0, O<idn-k, 
xc’- l’(d) = 0, h<i<h+k-1, 
and with d-c minimal, is a solution of (8) on [c, d] when k is odd, and is 
a solution of (9) on [c, d] when k is even. 
Proof The proof is by induction on k. The first statement of the 
theorem corresponds to k = 1 (and h = I), and so if x(t) is a nontrivial time 
optimal-solution of (5) for some U* E U, satisfying 
x(‘+‘)(c)=O, l<i<n-1, 
xc’- l’(d) = 0, 
with d-c a minimum, then it follows that x(‘-‘)(t) #O on (c, d). We can 
assume without loss of generality that x(“- l’(c) >O, so that repeated 
applications of Rolle’s Theorem imply that x(t) > 0 on (c, d). 
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If $(t) is a solution of the adjoint system (10) associated with x(t) by the 
Maximum Principle, then 
Ii/n(c) = 0 and *i(d) = 0, i= 1 ) . ..) I- 1, 1+ 1, . ..) n 
and by its own time optimality, $,(t) # 0 on (c, d). Hence x(t) is a solution 
of (8) or (9). In particular, x’“)(t) is of one sign so that xc”- l) is strictly 
monotone on [c, d]. 
It follows from the boundary conditions and Rolle’s Theorem (Rolle’s 
Theorem not necessary when 1= n) that for some t, E (c, d], xc”- “(to) = 0. 
From the assumption that x(” ~ ‘j(c) > 0 it follows that xc”- l)(t) is strictly 
decreasing on [c, d] so that x (n) < 0 on [c, d]. More specifically, x(t) is a 
solution of (8) on [c, d]. 
For the second part of the theorem, assume 1 <k < n - 1 (i.e., Q,+, < 
k d ilh for some h, and k # n), and that for all 1 <r< k and all u E U, the 
boundary value problems (5), (6), have only the trivial solution. Note that 
for all u E U, boundary value problems for the adjoint system (lo), (1 l), 
have only trivial solutions for 1 < r < k. 
Assume now that for k and some u E U, the boundary value problem (5), 
(6)k has a nontrivial solution. Let x(t) be a nontrivial time optimal such 
solution for some 24* E V, satisfying 
x(‘- ‘J(c) = 0, 1 <i<n-k, 
xc’- l’(d) = 0, h<i<h+k-1, 
and with d - c a minimum. From the assumed uniqueness of solutions of 
(5), (6)kp 1, it follows that xCnpk) (c) # 0. Moreover, from the optimality of 
x(t) and from arguments similar to those in Muldowney [lS], we may 
assume xCh- l)(t) > 0 on (c, d), so that x(‘)(t) > 0 on (c, d], 0 < i < h - 2. In 
particular, x(t) > 0 on (c, d]. We also observe that x(“-~)(c) > 0. 
There are two subcases to consider: k = 1 + nh + i and 1 + nh + i < k 6 nh. 
Case k= 1 +n,+,. Let $(t) be a nontrivial time optimal solution of the 
adjoint system associated with x(t) by the Maximum Principle. Then 
$,(c)=O, i=n-nh+, ,..., n, 
$,(d)=O, i = 1, . . . . h - 1, h + nh+, + 1, . . . . n, 
and from the induction hypothesis on k - 1 = nh+ ,, t,bh(d) # 0. 
We claim that Ii/,(t) # 0 on (c, d). Let y(t) = ( yl(t), . . . . y,,(t))‘, where 
y,(t) = $, _, + ,(t), 1 < j < n. Then y(t) is a solution of (12) associated with 
the control U* and satisfies 
Y,(C) = 03 i= 1, . . . . nh+l + 1, 
Y, (4 = 0, i= 1, . . . . n - (h + nh + 1 ), n - h + 2, . . . . n, 
OPTIMALITY FOR LIPSCHITZ EQUATIONS 401 
and y,-,+,(d)#O. If y’, . . . . y” are solutions of the initial value problems 




and c,-,,+~ #O. 
With IV,(t) defined by (14) in terms of the above y’(t), if for some 
n s+l <r<nn,, s=l, I-1 ,..., h + 1, and some lo E (a, d), we have I%‘,( to) = 0, 
then there is a nontrivial solution of the adjoint Eq. (lo), for u* E U, 
satisfying the boundary conditions (6), at to and d. But this is a contradic- 
tion to the induction hypothesis on k. Hence IV,(t) # 0 on (a, d), n,, , < 
r<n,,s=Z, I-1 ,..., h+l. 
If Y,- 1(t) is defined by (15) in terms of y’(t) and y(l), it follows from a 
factorization of Hinton [8] that on (a, d) 
+w,-,Y,= w; ( ) y,_1’ wr ’ (16) 
n s+l <r<n,, s=l, I- 1, . . . . h+ 1. 
To complete our-claim that $,(t) does not vanish on (c, d), suppose on 
the contrary that for some to E (c, d), #,(to)= yl(to)= Y,(t,)=O. Now 
from the boundary conditions satisfied by y(t), we also have that Y,(c) = 0, 
O<r<nh+l; then by repeated applications of the factorization (16) there 
exist points c < fnh+, < ... <t,,<d such that Y,(t,)=O, O<r<nh+l. In 
particular, Ynh+,(fnh+,)=O. But 
Ynh+,(tnh+,) = W[yn-(h+n*+‘)+l, . ..) yn-Ch+‘)+l, y](t,,+,) 
=C,-h+l W[y”-(*+nh+I)+l, .,.) y”-h+lJ(fnh+,) 
and cn-h+l #O. Consequently, W[y”-(h+nh+l)+l, . . . . ynvh+‘](tnll+,)=O 
which implies that our adjoint Eq. (10) associated with u* has a nontrivial 
solution t+&(t) satisfying 
$i(tnh+,)=O, i=n-n,,, ,..., n, 
$i(d) ~0, i= 1 , . . . . h - 1, h + nh+ 1 + 1, . . . . n, 
where c < tnh+, < d. This contradicts the minimality of d - c. As a conse- 
quence, we conclude $,(t) # 0 on (c, d). 
Case 1 +n,,+, <k<n,. Again, let $(t) be a nontrivial time optimal 
505/77/z-14 
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solution of the adjoint system associated with x(t) by the Maximum 
Principle. Then 
IcI,(c)=O, i=n-k+ 1, . ..) n, 
+,(d)=Q i= 1, .,., h - 1, h + k, . . . . n, 
and from the induction hypothesis, $,, + k _ ,(d) # 0. 
We claim again that $,(t) # 0 on (c, d). As in the previous case, let 
y,(t)=IC/,-,+,(t), 1 <j<n. Then y(t)=(y,(t),..., y,(t))’ is a solution of 
(12) associated with u*. For 1 <j< n, let y’(t) be the solution of (12) for 
u*, satisfying (13). This time, y,- ch+kj+2(d) # 0 and , 
n-h+1 
y(t) = 
J=“~~+k)c2 cJ yJ(f) 
with c n-(h+k)+I #O. With W, and Y,-, defined by (14) and (15), respec- 
tively, it follows again from the inductive hypothesis that W,(t) # 0 on 
(a, d) for 1 < r < k, so that the factorization (16) applies for these values 
of r. 
Now, if $,(tO) = y,(t,) = Yo(to) = 0 for some to E (c, d), then k - 1 
applications of the factorization (16) yield a point c < tk- , < d such that 
Y,-,(t,_,)=O. But 
yk-l(tk--l)= W[yn-(h+(k-l)-‘)+l, . ..) yn-h+l, y](tk-1) 
=(-l)k--lC,- (h+k)+2 wYn--(h+k)+2, . . . . y”-h+l](tk-l), 
where Cn-(h+k)+2 + 0. We conclude this time that there is a nontrivial 
solution of the adjoint Eq. (10) associated with u*, satisfying boundary 
conditions (1 l)k at t,- I and d. Since c < t,- 1 < d, this contradicts the 
minimality of d- c. Hence, in this case we also have $,(t) # 0 on (c, d). 
From our assumption that x(t) > 0 and the conclusion that Ii/,(t) # 0 in 
each of the above cases, it follows that x(t) is a solution of (8) or (9) on 
[c, d]. This implies that x’“‘(t) is of constant sign on [c, d], so that 
x(“- ‘j(t) is a strictly monotone function on [c, d]. Now, x(t) satisfies the 
boundary conditions (6)k, and consequently, x(“-‘)(t) vanishes exactly j 
times in (c, d], for 1 < j < k. But we also have above that x(“-~)(c) > 0, so 
that x(“-~)( ) ’ d t 1s ecreasing on a right neighborhood of c. Ultimately, it 
follows that, if k is odd then xCn-‘) (t) is strictly decreasing on [c, d], 
whereas if k is even then xCn- ‘) (t) is strictly increasing on [c, d]. Therefore, 
if k is odd, x(t) is a solution of (8) on [c, d], and if k is even, x(t) is a 
solution of (9) on [c, d]. 
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Theorem 2 and the discussion preceding that theorem are now applied 
to formulate optimal length intervals in terms of the Lipschitz coefficients 
k,, 1 < i < n, on which solutions of (1 ), (4) are unique. 
THEOREM 3. Let y = min{y, I 1 d k < n - 1; in particular, n,,+, <k < n,,, 
h=l, I- 1, . . . . 1, and k Zn}, where yk is the smallest positive number such 
that there is a solution x(t) of the boundary value problem 
X(n~=(-l)k k,x+ i k, I.+‘) 
r=2 
x+ “(0) = 0, 1 <i<n-k, 
xc’- ‘)(Yk) = 0, h<i<h+k-1, 
with x(t) > 0 on (0, yk), or yk = + 00 if no such solution exists. Then each of 
the boundary value problems (l), (4) has at most one solution, provided 
t, - t I < y. Moreover, this result is best possible for the class of all n th order 
differential equations atisfying the Lipschitz condition (2). 
Proof Since Eqs. (8) and (9) are autonomous, it suffices to apply 
Theorem 2 by specifying the two-point conditions at 0 and yk. 
If v(t) and w(t) are distinct solutions of (1) satisfying the same boundary 
conditions (4), where t, - t, < y, then their difference y(t) = v(t) - w(t) is a 
nontrivial solution of (5), for appropriately defined u E U, satisfying 
homogeneous boundary conditions of the form (4). That is, for this u E U 
and some {m,}f, I satisfying (3), Eq. (5) is not right (m, ; . . . . m,)-disfocal on 
a subinterval of length less than y. Theorem 1 implies that for some 
1 < k < n - 1, (5), (6)k has a nontrivial solution on the same subinterval. By 
Theorem 2, this is a contradiction to the definition of y. Therefore, solu- 
tions of (l), (4) are unique whenever t, - t, < y. 
That this result is best possible follows from the fact that both (8) and 
(9) satisfy the Lipschitz condition (2), and if y # + co, then for some 1 < 
k <n - 1, x(t) in the statement of the theorem is a nontrivial solution of 
(8), (6)k or (9), (6)k on [0, yk]. In either case, each boundary value 
problem also has the zero solution. 
Remark. When n = 3 or 4, in the case where all Lipschitz coefficients 
k, = 1, Jackson [9], Henderson [S], and Henderson and McGwier [7] 
computed optimal length intervals on which the boundary value problems, 
treated therein, have unique solutions. Moreover, when n = 4 and k, = 
k, = k, = 0, Melentsova and Mil’shtein [ 133 determined optimal length 
intervals in terms of k, on which conjugate boundary value problems have 
unique solutions. 
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