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Abstract. Feature-based registration has been popular with a variety of
features ranging from voxel intensity to Self-Similarity Context (SSC). In
this paper, we examine the question of how features learnt using various
Deep Learning (DL) frameworks can be used for deformable registration
and whether this feature learning is necessary or not. We investigate the
use of features learned by different DL methods in the current state-of-
the-art discrete registration framework and analyze its performance on
2 publicly available datasets. We draw insights about the type of DL
framework useful for feature learning. We consider the impact, if any, of
the complexity of different DL models and brain parcellation methods
on the performance of discrete registration. Our results indicate that the
registration performance with DL features and SSC are comparable and
stable across datasets whereas this does not hold for low level features.
This shows that when handcrafted features are designed based on good
insights into the problem at hand, they perform better or are comparable
to features learnt using deep learning framework.
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1 Introduction
Deformable image registration is critical to tasks such as surgical planning, image
fusion, disease monitoring etc.[1]. We focus on application to neuro images where
tasks such as Multi-atlas segmentation [2] and atlas construction [3], require
registration to handle variations in the shape and size of brain across subjects.
Registration entails minimizing a cost function through iterative optimization.
Since the cost function quantifies the similarity between the two images to be
registered, it plays a crucial role in determining the accuracy of results. Tradi-
tional image intensity-based approaches define cost functions based on mutual
information, sum of squared difference etc., [4] and use continuous optimization
to find the required deformation field. Continuous optimization based methods
require cost functions to be differentiable. With a discrete optimization (DO)
formulation, registration has been shown [5] [8] to be more efficient with a 40 to
50-fold reduction in computational time, no loss in accuracy and no requirement
of differentiability for cost function. This allows them to use simple cost function
like Sum of Absolute Difference (SAD).
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Feature based registration was proposed [11] as an improvement over the
intensity-based approach. Features that have been explored range from normal-
ized intensity values, edges, geometric moments [11], 3D Gabor attributes [12]
and a Modality Independent Neighborhood Descriptor [9]. The natural question
to ask is if it is better to learn the features, instead of using hand-crafted ones,
since the experience of learning features (using deep networks) for another impor-
tant problem, namely, segmentation, has been positive [17]. Deep features learnt
using unsupervised method [14], has been shown to perform better than tradi-
tional features like intensity and edges. A Co-Registration and Co-Segmentation
framework [13] has also been proposed using learnt priors on 8 sub-cortical struc-
tures and those learnt using a Convolutional Neural Network (CNN) is reported
to outperform those learnt with Random-Forrest based classifiers. While these
few reports indicate the potential benefit of deep feature learning for registra-
tion, it is of interest to gain deeper insights into this specific approach, given the
well-established high cost, particularly training overhead, of deep learning which
may deter clinical applications with this approach.
In this paper, we seek to gain insights by delving deeper into the issue of fea-
ture learning for registration. We attempt to answer the following six questions
regarding deep feature learning through extensive experiments on two publicly
available datasets. (i) Does complexity of learning architecture matter? (ii) What
kind of learning strategy is useful? Supervised or Unsupervised? (iii) What fea-
tures are better in supervised feature learning? (iv) Does registration accuracy
vary with the number of labeled structures in the training data? (v) Does differ-
ence in parcellation during training matter? and finally the main question: (vi)
To learn or not to learn features for deformable image registration?
To obtain answers to the above questions, a testbed was created for regis-
tration using the discrete optimisation framework described in [7] and different
Deep Neural Networks (DNNs) were considered for learning the features. The
suitability of these features for registration was assessed in terms of the Jaccard
Coefficient. At the end, comparison was done against standard low level and
high level features like intensity and Self-Similarity Context [6] to assess the
requirement of feature learning using deep learning methods.
2 Method
This is a brief overview of the two frameworks which we adopted to setup our
testbed and experiments: Discrete Optimization (DO) based registration and
Deep Learning based Feature Learning.
2.1 Discrete Optimization
Given a fixed image If and moving image Im the deformation field u required
to align Im to If is found via optimizing a cost function E(u). The DO method
presented in [7] determines u by minimizing E(u):
E(u) =
∑
Ω
S(If , Im, u) + α|∇u|2 (1)
Fig. 1: Three DNNs used for feature learning
where Ω is the image patch. The first term S denotes the similarity function
between the fixed and warped images while the second term is the regularization
term. In our experiments, SAD was chosen as S for the ease of computation.
In DO, the deformation field is only allowed to take values from a quantized
set of 3-D displacement for each voxel x. d ∈ {0,±q,±2q, ...,±lmax} Here, q is
the quantization step and lmax is the maximum range of displacement.
A six-dimensional displacement space volume is created whose each entry is
the point-wise similarity cost of translating a voxel x with a displacement d:
DSV (x, d) = S(If (x), Im(x+ d)) (2)
Here, If (x) can be simply the voxel intensity or a feature representing the
voxel. The displacement field is obtained by winner-takes-all method by selecting
the field with the lowest cost for each voxel: u = arg mind(DSV (d)). For further,
detail into this framework, we refer readers to [7].
2.2 Deep Learning Framework
DNNs are inspired by the biological networks akin to the multilayer percep-
tron. Basic blocks of DNNs are convolutional layer (2D/3D), maxpooling layer
(2D/3D), fully connected layer, dropout layer, activation functions like Recti-
fied Linear Unit (ReLU), tanh, softmax, and batch normalization layer. For a
detailed description of these blocks readers are referred to [18].
A Deep Learning framework can be broadly of two types: (i) Supervised and
(ii) Unsupervised. The main difference between these two types is that in the
former, for any input X, the network tries to predict output Y , which is a class
label, while in the latter, the network tries to predict X using the same X as
input and in this way network learns something intrinsic about the data without
the help of labels generally created by humans.
A CNN [18] is a widely used DNN for supervised learning. CNNs have been
used for various tasks such as segmentation and classification. Similarly, Con-
volutional AutoEncoder (CAE) [19] is a popular framework for unsupervised
Fig. 2: Coronal slices of brain images (Top Row) and their manual segmentation (Bot-
tom Row) of DL training (MICCAI-2012, IBSR18 and LPBA40) and registration test-
ing (CUMC12 and MGH10) datasets.
learning. They are used for varied type of tasks such as learning hidden (or
lower dimensional) representation of data, denoising etc.
In our experiments, two CNN architectures, namely U-net [20] and M-net
[22] were used for supervised learning. The M-net is an improvement on U-net
with added residual and supervision connections. A stack of slices (51) as 3D
input is passed through 3D-to-2D converted and then processed by both the
architectures to produce segmentation for center slice, as shown in Fig:1 A and
C. For more details about these architectures we refer readers to [20] and [22].
CAE is also a DNN which learns useful lower dimensional representation
of input from which original input can be generated back with minimal loss of
information. The CAE architecture used in our experiment is shown in Fig:1(B).
3 Experiments and Results:
3.1 Datasets Description
In order to ensure thorough evaluation, different datasets were employed for
training (the DNNs) versus testing (the registration module). Sample slices of
all these datasets are shown in Fig:2.
Table 1: Deep Learning Training Dataset Description
Dataset # Training Volumes # Validation Volumes # labels Parcellation Type
MICCAI-2012 15 20 135 Whole Brain (Cortical and Non-cortical)
IBSR18 15 3 32 Whole Brain (Cortical and Non-cortical)
LPBA40 30 10 57 Partial Brain (Mainly Cortical)
Deep Learning Training Datasets: Datasets used for training were chosen
according to the diversity in total number of labeled structures and the structure
parcellation methods. Details of the chosen datasets are given in Table:1
Registration Testing Datasets: The datasets for testing the registration accu-
racy were chosen based on their popularity for evaluating registration [10] and
variation in structure parcellation methods. (i) CUMC12: This dataset has 12
MRI volumes, which are manually labeled into 130 structures. (ii) MGH10: This
dataset has 10 volumes, segmented into 106 structures. It should be noted that
unlike CUMC12 dataset, only cortical structures are marked for this dataset.
3.2 Evaluation Metric:
Registration performance was evaluated using mean Jaccard Coefficient (JC).
This is the standard evaluation metric employed for comparison of 14 Registra-
tion methods in [10]. JC between two binary segmentation A and B is defined
as: JC(A,B) = |A∩B||A∪B| ∗ 100. Throughout this paper, we compare registration
performance with mean JC which is computed as follows: JC is averaged first
across N individual structures for a single volume; then it is averaged across M
pairwise registration output. Thus, to evaluate registration performance on the
CUMC12 dataset, average JC is found over N = 130 structures in a volume and
then the average JC is computed for M = 144 pairwise registration outputs.
3.3 Implementation Detail:
All the DNNs were trained on a NVIDIA K40 GPU, with 12GB of RAM for
30 epochs. Approximate training time was 3 days. The CNN was trained using
Adam Optimizer with following hyper parameters: LR=0.001, β1=0.9, β2=0.99,
and  = 10 ∗ e¬8. LR was reduced by a factor of 10 after 20 epochs. Code was
written in Keras Library using Python. The C++ code for DO-based registration
made publicly available by the authors of [7] was used. The python code for Deep
Learning was integrated in C++ for a seamless implementation.
The effect of intensity variation among training and testing datasets was
handled by matching the intensity of all the volumes of testing datasets to that
of training dataset volume using Intensity Standardization (IS) [21].
3.4 Feature Learning Experiments and Results:
A set of experiments were performed to gain insights into the following six issues
in the context of feature-based deformable registration. Registration performance
of all these experiments in terms of mean JC is given in Fig:3.
Role of complexity of learning architecture: Both the U-net and M-
net were trained on the MICCAI-2012 dataset and the Segmentation Priors (SP)
features were extracted from U-net (USP135) and M-net (SP135) for registration.
The mean JC obtained for USP135 and SP135 on the MGH10 dataset were 35.59
and 37.90 respectively, while they were 31.73 and 35.05 for the CUMC12 dataset.
These results indicate that the complexity of architecture does play an impor-
tant role in feature extraction as registration performance is better for features
extracted from a more complex network (M-net).
Supervised or Unsupervised learning of features? : The M-net and
CAE were trained on the MICCAI-2012 dataset. The SP features were extracted
from the M-net (SP135) and the Penultimate Layer Features (PLF) from CAE.
The mean JC obtained for SP135 and CAE were 37.90 and 34.77, respectively for
the MGH10 dataset while they were 35.05 and 32.37 for the CUMC12 dataset.
Thus, the supervised feature learning appears to be more effective.
Choice of learnt features: Registration was done with SP and PLF (hid-
den layer representation) features separately, after training M-net on the MICCAI-
2012 dataset. The obtained mean JC, as shown in Fig:3, indicates that SP and
(a) (b)
Fig. 3: Registration performance comparison, in terms of JC, for various deep features
on (a) CUMC12 dataset and (b) MGH10 dataset. Here, SP denotes Segmentation
Priors and PLF denotes Penultimate Layer Features.
PLF give comparable performance across both datasets (CUMC12: SP135 =
35.05 and PLF135 = 35.19; MGH10: SP135= 37.91 and PLF135 = 37.34).
Role of the number of labeled structures in training data: Available
training datasets vary in terms of the number of labeled structures. We can ex-
pect the feature learnt on dataset with more structure to differentiate between
its neighbouring structures in a better way. In order to understand how this can
impact registration, the M-net was trained on two different datasets, namely,
MICCAI-2012 (labels: 135) and IBSR18 (labels: 32). The SP and PLF features
were extracted from the CNN (M-net) and used in registration. The obtained
mean JC for both SP and PLF on both CUMC12 and MGH10 were compara-
ble. (CUMC12: SP135 = 35.05, SP32 = 35.03, PLF135 = 35.19 and PLF32 =
34.9; MGH10: SP135 = 37.9, SP32 = 37.73, PLF135 = 37.34 and PLF32 = 36.63)
Thus, the features learnt with different number of labeled structures appear
to be equally effective for registration. A possible reason for this can be that
MICCAI-2012 and IBSR18 datasets have equal number of labels for sub-cortical
structures and white matter. However, the former set has a finer level parcella-
tion for cortical structures which essentially encodes spatial position and local
information and this may not give added advantage over coarser level parcella-
tion for registration, as registration inherently encodes this information.
Parcellation of training dataset: Fig:2 shows that while the whole brain
is marked in MICCAI-2012 and IBSR18 datasets, only cortical structures are
marked in LPBA40. In order to assess the effect of various parcellation meth-
ods, the M-net was trained on the LPBA40 and MICCAI-2012 datasets. SP
(SP57, SP135) and PLF (PLF57, PLF135) features were extracted from both.
The registration accuracy for both CUMC12 and MGH10 datasets are shown in
Fig:3. It can be seen that there is a drop in JC of approximately 3.33 (9.5%)
and 1.33 (3.8%) for SP and PLF respectively, on CUMC12 dataset, relative
to the value obtained with features from M-net trained on the MICCAI-2012
dataset (SP135 = 35.05, SP57 = 31.72 and PLF135 = 35.19, PLF57 = 33.86);
whereas on MGH10 dataset, there is only marginal drop in JC of 0.89 (2.3%)
and 0.18 (0.4%) for SP and PLF, respectively (SP135 = 37.90, SP57 = 37.01 and
PLF135 = 37.34, PLF57 = 37.16). This can be attributed to the fact that both
LPBA40 and MGH10 have only cortical structures marked, while CUMC12 has
both cortical and non-cortical structures. Overall, the above results suggest that
parcellation method of training dataset should be an important consideration in
feature-based registration. Further, it is advisable to train a CNN on a dataset
with parcellation for both cortical and sub-cortical structures.
To learn or not to learn features for deformable image registration?
Finally, we turn to the main question of interest: the necessity of feature learning.
The registration accuracy of features learnt using M-net was compared against
low level features such as intensity, edges as well as a higher level feature, namely,
Self-Similarity Context (SSC). The JC values obtained are shown in Fig:3. Raw
intensity feature with SAD as similarity metric has the best performance on
MGH10 dataset (39.05) but not on the CUMC12 (29.13) dataset. This is most
likely to be due to the persistent voxel intensity variation between the datasets
(MGH10 has 32 and CUMC12 has 512 distinct values) despite IS. Interestingly,
while both learnt (SP) and high level (SSC) features yield more robust perfor-
mance across datasets, the latter performs marginally better (CUMC12: SSC =
35.93 and SP135 = 35.05; MGH12: SSC = 38.1 and SP135 = 37.9). Taking the
mean JC difference between CUMC12 and MGH10 as a quantifier of robustness,
the obtained results (2.84(SP135), 2.17 (SSC), 4.72 (edge) and 9.93 (intensity)),
indicate that learning may not give results superior to hand-crafting of features.
SSC is a feature explicitly derived for registration whereas learnt features such
as SP are optimised for good segmentation as they are trained on a segmentation
dataset.
4 Conclusions
In this paper, the issue of employing learnt (with DNN) features for deformable
registration was explored in considerable detail with a set of experiments. Some
of the experimental findings such as superiority of supervised features over unsu-
pervised features in terms of robustness is intuitive while others such as accuracy
being insensitive to change in the total number of labeled structures during su-
pervised training are counter-intuitive. Our methodology for learning features
from a segmentation network was motivated by the widespread practice of as-
sessing registration accuracy indirectly via segmentation as the latter has well
defined evaluation metrics. This approach is attractive when both problems need
to be solved. Learning features (which leads to robust, yet marginally lower
performance than SSC) requires considerable computational resources, as one
pairwise registration takes 2 mins of CPU + 8 mins of GPU time for feature
learnt with DNNs, while it only takes 2-3 mins on CPU for SSC. Recent papers
[15],[16] have tried to directly learn deformation field for registration instead of
features and [15] appears to have slightly better performance than SSC. Tak-
ing our findings and based on recent reports, SSC may be a better option in
low-resource settings and limited annotated data scenario, especially, if only
registration is of interest.
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