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Abstract
The projective unitary group PU(n) is the group of holomorphic isome-
tries on the complex projective space CPn−1. It is essential to the pure
Yang–Mills gauge theory, and to the twisted K–theory [1, 17, 23]. In this
paper we construct the cohomology ring H∗(PU(n)), using generators
stemming from the Weyl invariants of the unitary group U(n).
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1 Main results
The projective unitary group PU(n) is the quotient U(n)/S1 of the unitary
group U(n) by its center S1 = {eiθIn; θ ∈ [0, 2π]}, where In is the identity matrix
of rank n. It is the group of holomorphic isometries on the complex projective
space CPn−1, is essential to the pure Yang–Mills gauge theory, and to the
twistedK–theory [1, 17, 23]. In this paper we construct the integral cohomology
ring H∗(PU(n)), using generators stemming from the Weyl invariants of U(n).
By the way we correct mistakes in the relevant works [28, 23], see Remark 1.5.
We shall regard the quotient homomorphism
(1.1) C : U(n)→ PU(n) = U(n)/S1,
as an oriented circle bundle on PU(n), and let ω ∈ H2(PU(n)) be its Euler class.
The Gysin sequence [22, p.149] for spherical fibrations provide us the following
exact sequence, relating the integral cohomologies of PU(n) and U(n),
(1.2) · · · → Hr(PU(n))
C∗
→Hr(U(n))
θ
→Hr−1(PU(n))
ω∪
→Hr+1(PU(n))
C∗
→· · · ,
∗Supported by NSFC 11771427; 11961131004
1
where, in addition to the general property on the connecting homomorphism θ
(1.3) θ(C∗(y) ∪ x) = y ∪ θ(x) for y ∈ Hr(PU(n)), x ∈ Hr(U(n)),
Borel has shown that there exist canonical generators ξ2k−1 ∈ H
2k−1(U(n)),
1 ≤ k ≤ n, such that the integral cohomology of U(n) is the exterior ring
(1.4) H∗(U(n)) = Λ(ξ1, · · · , ξ2n−1).
To solve the cohomology H∗(PU(n)) out of the exact sequence we are bound
to specify a set of generators of the ring H∗(PU(n)), so that the induced map
C∗ on H∗(PU(n)), as well as the operator θ on H∗(U(n)), can be explicitly
expressed.
By the prime factorization of an integer n ≥ 2 we mean the unique expression
n = pr11 · · · p
rt
t , where 1 < p1 < · · · < pt is the set of prime factors of n. We set
Q(n) = {1, 2, · · · , n}, Q+(n) = {2, · · · , n},
and define the function c : Q+(n)→ {1, p1, · · · , pt} by the rule
(1.5) ck :=
{
pi if k = p
s
i with 1 ≤ i ≤ t and s ≥ 1;
1 otherwise.
.
In addition, for a multi–index I = {i1, · · · , is} ⊆ Q(n) we shall put
ξI := ∪
j∈I
ξ2j−1 ∈ H
∗(U(n)), Ie := {i1, · · · , is−1, îs},
wherêmeans omission. In particular, the ring H∗(U(n)) has the additive basis
{1, ξI ; I ⊆ Q(n)}. Our first result is concerned with a sequence of generators of
the ring H∗(PU(n)), to be constructed from the Weyl invariants of the group
U(n) in Section 3, that suits our purpose.
Theorem 1. There exist a sequence {ρ2k−1, k ∈ Q
+(n)} of integral cohomology
classes on PU(n), deg ρr = r, that satisfies
i) ρ22k−1 = 0; ii) C
∗(ρ2k−1) = ck · ξ2k−1.
Moreover, the operator θ on H∗(U(n)) is given by the recurrence relations
a) θ(ξ2k−1) =
(
n
k
)
ωk−1, k ∈ Q(n),
b) θ(ξI) = −θ(ξIe) ∪ ρ2ir−1 if cir = 1, or
c) θ(ξI) = −
1
p
θ(ξIe) ∪ ρ2ir−1 +
1
p
ωir−
ir
p ∪ θ(ξIe ∪ ξ2 ir
p
−1)
if cir = p > 1, where I = {i1, · · · , ir} ⊆ Q(n) with length |I| = r ≥ 2.
For a subset {a1, · · · , ak} of a ring A denote by 〈a1, · · · , ak〉 the ideal gen-
erated by a1, · · · , ak, and write A/ 〈a1, · · · , ak〉 for the quotient ring. Granted
with Theorem 1 the exact sequence (1.2) becomes solvable to yield
Theorem 2. The inclusions ω, ρ2k−1 ∈ H
∗(PU(n)) induced an isomorphism
(1.6) H∗(PU(n)) = Z[ω]⊗ Λ(ρ3, · · · , ρ2n−1)/ 〈ω ∪ θ(ξI), I ⊆ Q(n)〉.
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The recurrences a), b) and c) in Theorem 1 suffice to express the relations
ω ∪ θ(ξI) in (1.6) as explicit functions in the generators ω and ρ2r−1’s (as
shown by the calculation below), which in general are complicated. However,
resorting to the prime factorization pr11 · · · p
rt
t of the integer n, together with
certain combinatorial concepts on partitions, we can deduce from (1.6) a much
transparent formula for the ring H∗(PU(n)).
For each pair (p, r) = (pi, ri) with 1 ≤ i ≤ t consider the ordered sequence
Qp(n) := {1, p, p
2, · · · , pr}. For a multi–index
I =
{
pi1 , · · · , pik
}
⊆ Qp(n) (i.e. i1 < · · · < ik)
we put Ie :=
{
pi1 , · · · , pik−1
}
and set I∂ :=
{
pi1 , · · · , pik−1 , pik−1
}
. With these
convention the formula c) of Theorem 1 turns to be
(1.7) θ(ξI) = −
1
p
θ(ξIe) ∪ ρ2pik−1 +
1
p
ωp
ik−pik−1 ∪ θ(ξI∂ ).
Repeatedly applying (1.7) to reduce the factor θ(ξI∂ ) on the right side gives
(1.8) θ(ξI) = −
1
p
θ(ξIe) ∪ ( Σ
0≤t≤ik−ik−1−1
1
pt
ωp
ik−pik−t ∪ ρ2pik−t−1),
where the sum must end at t = ik − ik−1 − 1, because the relation ξ
2
2r−1 = 0 on
H∗(U(n)) implying ξI∂ = 0 whenever ik = ik−1 + 1. To make use of (1.8) we
introduce for each I =
{
pi1 , · · · , pik
}
⊆ Qp(n) the subset
S(I) := {J =
{
pj2 , · · · , pjk
}
⊆ Qp(n); is ≥ js > is−1},
and define the functions εI , κI : S(I)→ Z by
εI(J) := (ik − jk) + · · ·+ (i2 − j2) and
κI(J) := (p
ik − pjk) + · · ·+ (pi2 − pj2) + pi1 − 1, J ∈ S(I),
respectively. Then, taking (1.8) as a new recurrence to reduce the length k of
I, and applying the relation a) of Theorem 1 to evaluate the term θ(ξ2pi1−1) at
the final step, give rise to the following closed formula of θ(ξI).
Corollary 1.1. For each I =
{
pi1 , · · · , pik
}
⊆ Qp(n) we have
(1.9) θ(ξI) = (−1)
k−1 1
pr−i1
(
n
pi1
)
Σ
J∈S(I)
pr−i1−εI (J) · ωκI (J) ∪ ρJ ,
where the power pr−i1 divides the binomial coefficient
(
n
pi1
)
by ii) of Lemma
2.1, and where ρJ = ∪
r∈J
ρ2r−1.
For a CW–complexX its integral cohomology ringH∗(X) admits the canon-
ical decomposition
(1.10) H∗(X) = F (X)⊕
p
σp(X),
where F (X) := H∗(X)/TorH∗(X) is the torsion free part of the ring H∗(X),
the sum is over all prime p ≥ 2, and where the summand σp(X) is the p–primary
component
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σp(X) := {x ∈ H
∗(X) | prx = 0, r ≥ 1}.
of H∗(X). Subject to formula (1.10) our main result is stated below, which
indicates that the structure of the ringH∗(PU(n)) varies sensitively with respect
to the prime factorization of n, instead of becoming stable as n goes to ∞.
Theorem 3. If the integer n has the prime factorization pr11 · · · p
rt
t , then
H∗(PU(n)) = Λ(ρ3, · · · , ρ2n−1) ⊕
1≤i≤t
σpi(PU(n))
where, for each pair (p, r) = (pi, ri), 1 ≤ i ≤ t,
(1.11) σp(PU(n)) =
Jp,r(ω)⊗Λ(ρ3,··· ,ρ2n−1)
〈RI , I⊆Qp(n),l(I)≥2〉
with Jp,r(ω) =
Z[ω]+
〈prω,pr−1ωp,··· ,ωpr 〉
,
and where
RI = Σ
J∈S(I)
pr−i1−εI(J) · ωκI(J)+1 ⊗ ρJ (compare with (1.9)).
In concrete situations Theorem 3 is directly applicable to formulate the co-
homology H∗(PU(n)). As example consider the case r1 = · · · = rt = 1. Then,
for each p ∈ {p1, · · · , pt} we have, in addition to
Jp,1(ω) = Zp[ω]
+/ 〈ωp〉 and Qp(n) = {1, p},
that R{1,p} = ω ⊗ ρ2p−1. Theorem 3 implies that
Corollary 1.2. If the integer n has the prime factorization p1 · · · pt, then
H∗(PU(n)) = Λ(ρ3, · · · , ρ2n−1) ⊕
1≤i≤t
Zpi
[ω]+
〈ωpi〉 ⊗ Λ(ρ3, · · · , ρ̂2pi−1, · · · ρ2n−1).
Assume next that n = prn′ with p a prime and (n′, p) = 1. Since Qp(n) =
Qp(p
r), and since for each I ⊆ Qp(n) the set S(I), as well as the functions εI
and κI on S(I), relies only on the power p
r (i.e. independent of n′), we get from
(1.11) the isomorphism
σp(PU(n)) = σp(PU(p
r))⊗ Λ(ρ2pr+1, · · · , ρ2n−1)
which reduces the presentation of the ring H∗(PU(n)) to that of σp(PU(p
r)).
Corollary 1.3. If the integer n has the prime factorization pr11 · · · p
rt
t , then
H∗(PU(n)) = Λ(ρ3, · · · , ρ2n−1) ⊕
1≤i≤t
σpi(PU(p
ri
i ))⊗ Λ(ρ2prii +1, · · · , ρ2n−1).
Example 1.4. If n = 23 we have by Theorem 3 that J2,3(ω) =
Z[ω]+
〈8ω,4ω2,2ω4,ω8〉
and
H∗(PU(8)) = Λ(ρ3, · · · , ρ17)⊕
J2,3(ω)⊗Λ(ρ3,··· ,ρ17)
〈RI ,I⊆{1,2,4,8},l(I)≥2〉
,
where the generators RI of the ideal are tabulated below:
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I RI
{1, 2} 4ω ⊗ ρ3
{1, 4} 4ω ⊗ ρ7 + 2ω
2 ⊗ ρ3
{1, 8} 4ω ⊗ ρ15 + 2ω
5 ⊗ ρ7 + ω
7 ⊗ ρ3
{2, 4} 2ω2 ⊗ ρ7
{2, 8} 2ω2 ⊗ ρ15 + ω
6 ⊗ ρ7
{4, 8} ω4 ⊗ ρ15
{1, 2, 4} 2ω ⊗ ρ3ρ7
{1, 2, 8} 2ω ⊗ ρ3ρ15 + ω
5 ⊗ ρ3ρ7
{1, 4, 8} 2ω ⊗ ρ7ρ15 + ω
3 ⊗ ρ3ρ15
{2, 4, 8} ω2 ⊗ ρ7ρ15
{1, 2, 4, 8} ω ⊗ ρ3ρ7ρ15
In view of the contents of the table we note that the relations RI , together with
the obvious ones ρ22r−1 = 0, r ∈ Q
+(8), and 8ω = 4ω2 = 2ω4 = ω8 = 0, provides
us with a system of κ–invariants useful to build up the Postnikov tower of the
group PU(8) from the classifying map
PU(8)→ K(Z, 2)× Π
r∈{2,3,··· ,8}
K(Z, 2r − 1)
of the set {ω, ρ3, · · · , ρ15} of generators.
Remark 1.5. Our results correct mistakes in the relevant works [28, 23]. In
[28, Theorem A] Ruiz stated that
H∗(PU(n)) = Z[y]
I
⊗ Λ(v2, · · · , vn), I = 〈bn,ry
r, 1 ≤ r ≤ n〉,
where deg(y) = 2, deg(vk) = 2k − 1, bn,r := g.c.d.{
(
n
1
)
, · · · ,
(
n
r
)
}. It implies in
particular that the order of the product
y ∪ v2 ∪ · · · ∪ vn ∈ H
m+2(PU(n)), m = dimPU(n),
is bn,1 = n, contradicts to the geometric fact that H
m+2(PU(n)) = 0.
By (1.4) and Theorem 3 the groups H3(PU(n)) and H3(U(n)) both iso-
morphic to Z, with generators ρ3 and ξ3, respectively. Assume that n = 2
rn′
with (2, n′) = 1. In the study of the connection between Langlands duality and
T–duality for compact Lie groups, Mathai and Rosenberg stated the following
result [23, (1) of Theorem 1]
C∗(ρ3) = 2ξ3 or ξ3 if either r = 1 or r 6= 1 (in our notation).
According to ii) of our Theorem 1 this result should be corrected as
C∗(ρ3) = 2ξ3 or ξ3 if either r ≥ 1 or r = 0.
Remark 1.6. The study of the cohomology of the group PU(n) has lasted for 60
years. Notably, Borel [6, 1954] obtained the mod p cohomology H∗(PU(n);Fp)
for p a prime. Baum and Browder [7] recovered the calculation in their study
of the Hopf algebra structure on H∗(PU(n);Fp). Another work relevant to
ours is due to Petrie [24, 25], who showed that if n = pr the topological K–
theory of the group PU(n) is additively isomorphic to H∗(PU(n)). Concerning
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the importance of the group PU(n) in geometry, topology and mathematical
physics [1, 2, 3, 4, 11, 14, 15, 17, 23], a complete and rigorous treatment on its
integral cohomology ring is certainly desirable.
The arrangement of the paper is as follows. Section 2 introduces preliminary
notation and results, useful to the subsequent construction and calculation.
Based on explicit presentations of the E2–page of the Serre spectral sequence
of the fibration G → G/T for G = U(n) and PU(n), we deduce in Section 3
a Gysin type exact sequence relating E∗,∗3 (PU(n)) and E
∗,∗
3 (U(n)); construct
in E∗,13 (PU(n)) the preliminary forms of the classes ρ3, · · · , ρ2n−1 promised by
Theorem 1. In Section §4 we solve the extension problem from E∗,∗3 (PU(n))
to H∗(PU(n)), and establish Theorems 1–3. In this paper the Lie groups G
under consideration are compact and connected; the cohomologies and spectral
sequences are over the ring Z of integers, unless otherwise stated.
2 Preliminary notation and results
2.1. The binomial coefficients
(
n
r
)
= n!
r!(n−r)! . We develop two arithmetic
properties about the binomial coefficients. For each 1 ≤ r ≤ n we set
bn,r := g.c.d.{
(
n
1
)
, · · · ,
(
n
r
)
}.
Since bn,r divides bn,r−1 we obtain the integers ar :=
bn,r−1
bn,r
, 2 ≤ r ≤ n. The
following result has been shown in our relevant work [11, Lemma 3.3].
Lemma 2.1. If n is an integer with the prime factorization pr11 · · · p
rt
t , then
i) ar = cr, with cr being defined in (1.5);
ii) bn,1 = n, bn,r = cr+1 · cr+2 · · · · · cn, 2 ≤ r ≤ n.
Let er(x1, · · · , xn) be the r
th elementary symmetric function in x1, · · · , xn,
and let gr = x
r
1 + · · ·+ x
r
n be the r
th power sum. In the Newton’s formula
rer = Σ
1≤t≤r
(−1)t−1gter−t, 1 ≤ r ≤ n,
setting x1 = · · · = xn = 1, we get from gt = n and er−t =
(
n
r−t
)
the expansion
(2.1)
(
n
r
)
= n
r
Σ
1≤t≤r
(−1)t−1
(
n
r−t
)
Taking r = ps, separating the sum at t = ps − ps−1, and noticing that
n
ps
Σ
ps−ps−1+1≤t≤ps
(−1)t−1
(
n
ps−t
)
= 1
p
(
n
ps−1
)
(again by (2.1))
we obtain the expansion.
Lemma 2.2. If n = prn′ with (p, n′) = 1, then for each 1 ≤ s ≤ r
(2.2)
(
n
ps
)
= n
ps
Σ
1≤t≤ps−ps−1
(−1)t−1
(
n
ps−t
)
+ 1
p
(
n
ps−1
)
.
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2.2. The Taylor expansion of a polynomial. Let Z[x1, · · · , xn] be
the ring of polynomials in x1, · · · , xn, graded by deg xi = 2. For a polynomial
h ∈ Z[x1, · · · , xn] we set h
′ := h |xn=xn−1 . From the expansion h = h
′+(h−h′)
in which (xn − xn−1) | (h− h
′) we get that
h = h′ + h(n) · (xn − xn−1) with h
(n) := (h− h′)/(xn − xn−1).
Since h′ ∈ Z[x1, · · · , xn−1] an induction on n verifies the following result.
Lemma 2.3. Every homogeneous polynomial h ∈ Z[x1, · · · , xn] with deg(h) >
0 can be uniquely written as
(2.3) h = h(1) · x1 + h
(2) · (x2 − x1) + · · ·+ h
(n) · (xn − xn−1),
where h(r) ∈ Z[x1, · · · , xr]. In particular,
(2.4) h(1) = h(x1, · · · , x1)/x1.
We shall refer formula (2.3) as the Taylor expansion of the polynomial h.
2.3. The Koszul complex of the fibration G→ G/T . For a Lie group
G with a maximal torus T the quotient map π : G → G/T induces the fibered
sequence, where BH denotes the classifying space of the group H ,
(2.5) T → G
π
→ G/T
f
→ BT → BG.
The Borel characteristic map of the flag manifold G/T is the induced ring map
f∗ : H∗(BT )→ H
∗(G/T ) ([13, Section 1.1]).
The Borel transgression in the fibration π is the composition
τ = (π∗)−1 ◦ δ : H1(T )
δ
→ H2(G, T )
(π∗)−1
→
∼=
H2(G/T ) ([10]),
where δ is the connecting homomorphism in the cohomological exact sequence
of the pair (G, T ), and where the map π∗ from H2(G/T ) to H2(G, T ) is always
an isomorphism. By the Leray–Serre theorem [21, p.135] we have
Lemma 2.4. The second page of the Serre spectral sequence of π is the Koszul
complex (see [21, p.259])
(2.6) E∗,∗2 (G) = H
∗(G/T )⊗H∗(T )
on which the differential d2 is determined by
i) d2(x⊗ 1) = 0, d2(1⊗ t) = τ (t)⊗ 1, t ∈ H
1(T ),
ii) d2(z · z
′) = d2(z) · z
′ + (−1)deg zz · d2(z
′), z, z′ ∈ E∗,∗2 (G).
In particular,
iii) E∗,03 (G) = H
∗(G/T ) |τ(t)=0, t ∈ H
1(T ).
Proof. Properties i) and ii) are standard. For iii) observe that the differential
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d2 : E
∗,1
2 (G) = H
∗(G/T )⊗H1(T )→ E∗,02 (G) = H
∗(G/T )
is d2(x⊗ t) = x ∪ τ (t), showing that E
∗,0
3 (G) = H
∗(G/T )/ 〈Im τ〉.
The third page E∗,∗3 (G) possesses certain properties essential to solve the
extension problem from E∗,∗3 (G) to H
∗(G). To be precise let F p be the filtration
on H∗(G) defined by the map π. That is ([21, P.146])
0 = F r+1(Hr(G)) ⊆ F r(Hr(G)) ⊆ · · · ⊆ F 0(Hr(G)) = Hr(G)
with
(2.7) Ep,q∞ (G) = F
p(Hp+q(G))/F p+1(Hp+q(G)).
The routine relation dr(E
∗,0
r (G)) = 0 for r ≥ 2 yields the sequence of quo-
tient maps
Hr(G/T ) = Er,02 → E
r,0
3 → · · · → E
r,0
∞ = F
r(Hr(G)) ⊆ Hr(G)
whose composition agrees with the induces map π∗ : H∗(G/T ) → H∗(G) [21,
P.147]. For this reason we can reserve π∗ for the composition
(2.8) π∗ : E∗,03 (G)→ · · · → E
∗,0
∞ (G) = F
r(Hr(G)) ⊆ H∗(G).
The fact H2k+1(G/T ) = 0 due to Bott and Samelson [8] implies that
a) E2k+1,∗r = 0 for k ≥ 0, and
b) E4s,23 = E
4s,2
4 = · · · = E
4s,2
∞ .
From F 2s+1(H2s+1(G)) = F 2s+2(H2s+1(G)) = 0 by a) one finds that
E2s,1∞ (G) = F
2s(H2s+1(G)) ⊂ H2s+1(G).
Combining this with dr(E
∗,1
r ) = 0 for r ≥ 3 yields the composition
(2.9) κ : E∗,13 (G)→ E
∗,1
4 (G)→ · · · → E
∗,1
∞ (G) ⊂ H
∗(G)
that interprets elements of E∗,13 directly as cohomology classes of G.
With the product inherited from that on E∗,∗2 (G) the third page E
∗,∗
3 (G) is
a bi-graded ring [29, P.668]. Concerning the maps π∗ and κ we have
Lemma 2.5. For any ξ ∈ E∗,13 (G) one has κ(ξ)
2 ∈ Imπ∗.
Proof. For an element ξ ∈ E2k,13 the obvious relation ξ
2 = 0 in
E4k,23 = E
4k,2
∞ = F
4kH4k+2/F 4k+1H4k+2 (by b)).
implies that κ(ξ)2 ∈ F 4k+1H4k+2. From
F 4k+1H4k+2/F 4k+2H4k+2 = E4k+1,1∞ = 0 (by a))
one gets further κ(ξ)2 ∈ F 4k+2H4k+2. The proof is completed by
F 4k+2H4k+2 = E4k+2,0∞ = Imπ
∗ (by (2.7)).
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Finally, assume that dimG/T = m and dimT = n. Since
Em,n2 (G) = H
m(G/T )⊗Hn(T ) = Z, and
Es,t2 (G) = 0 if either s > m or t > n,
any differential dr that acts or lands on the group E
m,n
r (G) must be trivial.
This simple fact gives rise to isomorphisms
(2.10) Em,n2 (G) = H
m(G)⊗Hn(T ) = Em,nr (G) = H
n+m(G) = Z, r ≥ 2,
useful to show the following stricking result.
Lemma 2.6. Let η1, · · · , ηn ∈ E
∗,1
3 (G) be n elements so that their product
η1 · · · ηn generates the group E
m,n
3 (G) = Z. Then
i) the torsion free part of E∗,∗3 (G) has the basis Ψ = {1, ηI};
ii) the torsion free part of H∗(G) has the basis Φ = {1, κ(η)I},
where I ⊆ {1, · · · , n}, ηI = Π
i∈I
ηi, κ(η)I = ∪
i∈I
κ(ηi).
Proof. As is well known the algebra E∗,∗3 (G)⊗Q is generated multiplicatively
by E∗,13 (G) ⊗Q, and the map κ in (2.9) induces an isomorphism of algebras
(2.11) κ : E∗,∗3 (G)⊗Q
∼=H∗(G)⊗Q (e.g. [27, (6.2) Theorem], [18]).
In particular, rankE∗,∗3 (G) = rankH
∗(G) = 2n.
Since the product η1 · · · ηn generates the group E
m,n
3 (G) = Z the set Ψ of
2n monomials is linearly independent in E∗,∗3 (G). With rankE
∗,∗
3 (G) = 2
n it
suffices to show that Ψ spans a direct summand of E∗,∗3 (G). Assume, on the
contrary, that there exist an ηI ∈ Ψ, a class ς ∈ E
∗,∗
3 (G), as well as some integer
a > 1, so that a relation of the form ηI = a · ς holds in E
∗,∗
3 (G). Multiplying
both sides by ηI with I the complement of I ⊆ {1, · · · , n} yields that
η1 · · · ηn = (−1)
ra · (ς ∪ ηI) (for some r ∈ {0, 1}).
This contradiction to the assumption shows assertion i).
In view of the identification (2.10) the isomorphism κ in (2.9) transforms
the generator η1 · · · ηn of E
m,n
3 (G) = Z to the generator κ(η1) ∪ · · · ∪ κ(ηn) of
Hn+m(G) = Z. Assertion ii) follows from the same calculation.
3 A refinement of the Gysin sequence (1.2)
For the unitary group G = U(n) we take the diagonal subgroup
T = {diag{eiθ1 , · · · , eiθn} ∈ U(n); θi ∈ [0, 2π]}
as the fixed maximal torus on U(n), and let yi ∈ H
1(T ) be the Kronecker dual
of the oriented circle subgroup θk = 0, k 6= i, on T . Borel [5] has shown that,
with respect to the canonical presentations
H∗(T ) = Λ(y1, · · · , yn), H
∗(BT ) = Z[x1, · · · , xn],
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the characteristic map f∗ (see 2.3) agrees with the obvious quotient
H∗(BT ) = Z[x1, · · · , xn]→ H
∗(U(n)/T ) = Z[x1,··· ,xn]〈e1,··· ,en〉 ,
where er is the r
th elementary symmetric polynomial in x1, · · · , xn; and that
the transgression τ in the fibration π is τ (yi) = xi, 1 ≤ i ≤ n. It follows from
Lemma 2.4 that
(3.1) E∗,∗2 (U(n)) =
Z[x1,··· ,xn]
〈e1,··· ,en〉
⊗ Λ(y1, · · · , yn) on which
d2(xi ⊗ 1) = 0; d2(1⊗ yi) = xi ⊗ 1, 1 ≤ i ≤ n.
Turning to the group G = PU(n) we take T ′ := C(T ) ⊂ PU(n) as the
preferable maximal torus, and let π and π′ be the corresponding torus fibrations
on U(n) and PU(n), respectively. Then the circle fibration C in (1.1) can be
viewed a bundle map from π to π′
S1
i
→֒ T
C′
→ T ′
‖ ∩ ∩
S1 →֒ U(n)
C
→ PU(n)
π ↓ π′ ↓
U(n)/T = PU(n)/T ′
where C induces a diffeomorphism on the base manifolds by kerC = S1. To
get a presentation of the ring E∗,∗2 (PU(n)) so that the map C
∗ on E∗,∗2 (PU(n))
become transparent, we change the basis {y1, · · · , yn} of H
1(T ) by setting
t0 := y1, ti := yi+1 − yi , 1 ≤ i ≤ n− 1.
Lemma 3.1. We have
E∗,∗2 (U(n)) = H
∗(U(n)/T )⊗ Λ(t0, t1, · · · , tn−1);
E∗,∗2 (PU(n)) = H
∗(U(n)/T )⊗ Λ(t1, · · · , tn−1),
on which
i) the map C∗ : E∗,∗2 (PU(n))→ E
∗,∗
2 (U(n)) is the inclusion
C∗(z ⊗ ti) = z ⊗ ti, z ∈ H
∗(U(n)/T ), 1 ≤ i ≤ n− 1;
ii) the differentials d2 on E
∗,∗
2 (U(n)) (resp. d
′
2 on E
∗,∗
2 (PU(n))) are
d2(1⊗ t0) = x1 ⊗ 1, d2(1 ⊗ ti) = (xi+1 − xi)⊗ 1
(resp. d′2(1⊗ ti) = d2(1⊗ ti), 1 ≤ i ≤ n− 1).
In particular, let ̟ = [x1 ⊗ 1] ∈ E
2,0
3 (PU(n)) be the cohomology class of
the d′2–cocycle x1 ⊗ 1. Then
(3.2) E∗,03 (PU(n)) =
Z[̟]
〈bn,r̟r,1≤r≤n〉
.
Proof. The group T ′ has the factorization S1× · · · ×S1 (n− 1 factors) so that
the restriction C′ of C on T is
C′(diag{eiθ1 , · · · , eiθn}) = (ei(θ2−θ1), · · · , ei(θn−θn−1)).
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In particular, the induced map C′∗ identifies H∗(T ′) with the subring
Λ(t1, · · · , tn−1) ⊂ H
∗(T ) = Λ(t0, t1, · · · , tn−1),
showing the presentations of E∗,∗2 (G) for both G = U(n) and PU(n).
As C∗ is a map of Koszul complexes properties i) and ii) are evident by
(3.1). To see (3.2) we note that condition τ ′(t) = 0, t ∈ H1(T ′), is equivalent
to x1 = · · · = xn. Therefore, we get from iii) of Lemma 2.4 that
E∗,03 (PU(n)) =
Z[x1,··· ,xn]
〈e1,··· ,en〉
|τ ′(t)=0
= Z[x1]
〈(nr)xr1,1≤r≤n〉
= Z[̟]
〈(nr)̟r ,1≤r≤n〉
(by ̟ = [x1 ⊗ 1]),
implying that the order of the power ̟r is exactly bn,r = g.c.d.{
(
n
1
)
, · · · ,
(
n
r
)
}.
In view of the decomposition by Lemma 3.1
E∗,r2 (U(n)) = E
∗,r
2 (PU(n))⊕ E
∗,r−1
2 (PU(n))⊗ t0
the map C∗ fits into the short exact sequence of Koszul complexes
(3.3) 0→ E∗,r2 (PU(n))
C∗
→ E∗,r2 (U(n))
θ
→ E∗,r−12 (PU(n))→ 0,
where, if z, z′ ∈ E∗,∗2 (PU(n)), then C
∗(z) = z ⊕ 0, θ(z ⊕ z′ ⊗ t0) = z
′.
Conversely, every element x ∈ E∗,r2 (U(n)) can be uniquely written as
(3.4) x = C∗(x1) + θ(x) ⊗ t0 with x1 ∈ E
∗,r
2 (PU(n)).
Moreover, with (1⊗ t0)
2
= 0 the map θ possesses the multiplicative rule
(3.5) θ(x · x′) = (−1)deg z
′
θ(x) · C∗(x′1) + C
∗(x1) · θ(x
′) by (3.4).
Lemma 3.2. The map C∗ induces the exact sequence
(3.6) · · · →E∗,r3 (PU(n))
C∗
→E∗,r3 (U(n))
θ
→ E∗,r−13 (PU(n))
̟
→E∗,r−13 (PU(n))
C∗
→· · ·
where, if z ∈ E∗,∗3 (PU(n)) and x ∈ E
∗,∗
3 (U(n)), then
i) θ(x · C∗(z)) = (−1)deg zθ(x) · z;
ii) ̟(z) = ̟ ∪ z.
Proof. (3.6) is the exact sequence associated to the short exact sequence (3.3)
of Koszul complexes. Formula i) is the instance x′ = C∗(z) of (3.4), while ii)
comes directly from the definition of the connecting homomorphism in the exact
sequence associated to a short exact sequence of co–chain complexes.
With respect to the formula E∗,12 (U(n)) = H
∗(U(n)/T )⊗ {t0, · · · , tn−1} by
Lemma 3.1 we construct the additive map
̂: H∗(BT ) = Z[x1, · · · , xn]→ E∗,12 (U(n))
by the following rule: for a polynomial h ∈ H∗(BT ) with the Taylor expansion
h = h(1) · x1 + h
(2) · (x2 − x1) + · · ·+ h
(n) · (xn − xn−1) (see (2.3)) we set
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ĥ := h(1) ⊗ t0 + h
(2) ⊗ t1 + · · ·+ h
(n) ⊗ tn−1.
Since d2(ĥ) = f
∗(h) by ii) of Lemma 3.1 the map ̂ can be viewed as a lift
of the Borel characteristic map f∗ with respect to the differential d2
(3.7)
E∗,12 (U(n))̂ր d2 ↓
Z[x1, · · · , xn]
f∗
−→ E∗,02 (U(n)) =
Z[x1,··· ,xn]
〈e1,··· ,en〉
.
It is the map̂that enables us to construction explicit cohomology classes
ξ′1, · · · , ξ
′
2n−1 ∈ E
∗,1
3 (U(n)) and ρ
′
3, · · · , ρ
′
2n−1 ∈ E
∗,1
3 (PU(n)),
from the Weyl invariants e1, · · · , en of the group U(n), which will be shown to
generate the cohomologies H∗(U(n)) and H∗(PU(n)) multiplicatively.
Construction 3.3. If z ∈ E∗,∗2 (G) is d2–closed (i.e. d2(z) = 0) we write
[z] ∈ E∗,∗3 (G) to denote its cohomology class.
Assume firstly that G = U(n) and r ∈ Q(n). By the diagram (3.7) the
symmetric polynomial er satisfies d2(êr) = f
∗(er) = 0, hence defines the class
(3.8) ξ′2r−1 := [êr] ∈ E
2r−2,1
3 (U(n)), r ∈ Q(n).
Let G = PU(n) and r ∈ Q+(n). We set, in view of the expansion êr =
e
(1)
r ⊗ t0 + e
(2)
r ⊗ t1 + · · ·+ e
(n)
r ⊗ tn−1, that
âr := e
(2)
r ⊗ t1 + · · ·+ e
(n)
r ⊗ tn−1 ∈ E
2r−1,1
2 (PU(n)).
Then the decomposition (3.4) of the class êr is
(3.9) êr = C
∗(ar) + θ(êr)⊗ t0 with θ(êr) = e
(1)
r =
(
n
r
)
xr−11 by (2.4).
From d2(êr) = d
′
2(âr) +
(
n
r
)
xr1 = 0 we find
(3.10) d′2(âr) = −
(
n
r
)
xr1.
In addition, by the formula (3.2) of the ring E∗,03 (PU(n)), for each r ∈ Q(n)
there exists a class δn,r ∈ E
2(r−1),1
2 (PU(n)) so that
(3.11) d′2(δn,r) = bn,rx
r
1 (recall that ω = [x1 ⊗ 1])
Assume below that the integer n has the prime factorization pr11 · · · p
rt
t . In
term of the function c : Q+(n)→ {1, p1, · · · , pt} given by (1.5) we introduce the
elements ĥr ∈ E
2(r−1),1
2 (PU(n)) by setting
(3.12) ĥr := âr +
(nr)
bn,r
· x1 · δn,r−1 if cr = 1, or
ĥr := p · âps −
n
ps−1
Σ
1≤t≤ps−ps−1
(−1)t−1xt1 · âps−t − x
ps−ps−1
1 · âps−1 ,
if cr = p ∈ {p1, · · · , pt} with r = p
s; where bn,r divides
(
n
r
)
. It is crucial to
observe that if cr = 1, then by (3.10) and (3.11)
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d′2(ĥr) = −
(
n
r
)
xr1 +
(nr)
bn,r
bn,r−1 · x
r
1 = 0;
and if cr = p > 1 with r = p
s, then by (3.10) and (2.2)
d′2(ĥr) = (−p ·
(
n
ps
)
+ n
ps−1
Σ
1≤t≤ps−ps−1
(−1)t−1
(
n
ps−t
)
+
(
n
ps−1
)
)xp
s
1 = 0.
Summarizing, the elements ĥr are all d
′
2–closed, hence define the classes
(3.13) ρ′2r−1 := [ĥr] ∈ E
2(r−1),1
3 (PU(n)), r ∈ Q
+(n).
The elements ξ′1, · · · , ξ
′
2n−1 and ρ
′
3, · · · , ρ
′
2n−1 obtained in (3.8) and (3.13)
are just what requested to present the rings E∗,∗3 (G) for G = U(n) and PU(n).
Lemma 3.4. In the exact sequence (3.6) we have
i) C∗(ρ′2k−1) = ck · ξ
′
2k−1, k ∈ Q
+(n).
ii) E∗,∗3 (U(n)) = Λ(ξ
′
1, · · · , ξ
′
2n−1);
iii) E∗,∗3 (PU(n)) = Λ(ρ
′
3, · · · , ρ
′
2n−1)⊕̟ ·E
∗,∗
3 (U(n));
where ̟ · E∗,∗3 (U(n)) denotes the ideal generated by the class ̟.
Proof. If cr = 1 then with bn,r dividing
(
n
r
)
we obtain i) from
C∗(ĥr)− êr =
(nr)
bn,r
·x1 ·δn,r−1−
(
n
r
)
xr−11 ⊗ t0 = −
(nr)
bn,r
d′2(δn,r−1⊗ t0);
If cr = p > 1 with r = p
s, the relation i) comes from
C∗(ĥr)− p · êr
= − n
ps−1
Σ(−1)t−1xt1 · âps−t − x
ps−ps−1
1 · âps−1 − p ·
(
n
r
)
xr−11 ⊗ t0
= − n
ps−1
Σ(−1)t−1xt−11 · d
′
2(âps−t ⊗ t0)− x
ps−ps−1−1
1 · d
′
2(âps−1 ⊗ t0)
by (2.2), where the sum Σ is over 1 ≤ t ≤ ps − ps−1.
The isomorphism ii) is classical (e.g. [5, 18, 26]). Set m = dimU(n)/T and
observe that the product
ê1 · · · ên = ±x2x
2
3 · · ·x
n−1
n ⊗ t1 · · · tn ∈ H
m(U(n)/T )⊗Hn(T )
generates the group Em,n2 (U(n)) = Z (see [26, 4.2.Proposition]). By (2.10) the
monomial ξ′1 · · · ξ
′
2n−1 generate E
m,n
3 (U(n)) = Z. We obtain ii) from Lemma
2.6, ξ′22r−1 = 0, together with the fact that the ring E
∗,∗
3 (U(n)) = H
∗(U(n)) is
torsion free by Borel [5].
To show the presentation iii) consider the inclusion i : SU(n) →֒ U(n) of the
special unitary group. The map
l : U(n)→ SU(n) by l(g) = diag{det(g)−1, 1, · · · , 1} · g, g ∈ U(n),
is clearly a retraction. As result the map l∗ induces the decomposition
E∗,∗3 (U(n)) = Λ(ξ
′
3, · · · , ξ
′
2n−1)⊕ ξ
′
1 · Λ(ξ
′
3, · · · , ξ
′
2n−1)
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on which i∗ annihilates the second summand, and carries the first summand
isomorphically onto the subring E∗,∗3 (SU(n)) ⊂ E
∗,∗
3 (U(n)). In addition, we
notice that the composition C ◦ i : SU(n)→ PU(n) is the universal cover of the
group PU(n) and therefore, deg(C ◦ i) = n.
Since the product ξ′3 ∪ · · · ∪ ξ
′
2n−1 generates the top degree cohomology
Em,n−13 (SU(n)) = Z, and since c2 · · · cn = n by Lemma 2.1, the calculation
i∗ ◦ C∗(ρ′3 ∪ · · · ∪ ρ
′
2n−1) = n · ξ
′
3 ∪ · · · ∪ ξ
′
2n−1 (by relation i))
forces the product ρ′3∪· · ·∪ρ
′
2n−1 to be a generator of the groupE
m,n−1
3 (PU(n)) =
Z. With ρ′22r−1 = 0 we conclude by i) of Lemma 2.6 that the torsion free part
of the ring Em,n−13 (PU(n)) is isomorphic to Λ(ρ
′
3, · · · , ρ
′
2n−1).
Finally, let z ∈ E∗,∗3 (PU(n)) be a torsion element. Since E
∗,∗
3 (U(n)) is
torsion free we must have C∗(z) = 0. By the exactness of (3.6) z = ̟ · z1 for
some z1 ∈ E
∗,∗
3 (PU(n)), showing that the torsion ideal of the ring E
∗,∗
3 (PU(n))
is ̟ · E∗,∗3 (U(n)), hence completes the proof of iii).
Theorem 3.5. With respect to the presentations of E∗,∗3 (U(n)) and E
∗,∗
3 (PU(n))
in Lemma 3.4, the operator θ in (3.6) satisfies the recurrence relations
i) θ(ξ′2k−1) =
(
n
k
)
ωk−1,
ii) θ(ξ′I) = −θ(ξ
′
Ie) · ρ2r−1 if cr = 1;
iii) θ(ξ′I) = −
1
p
θ(ξ′Ie) · ρ2r−1 +
1
p
ωr−
r
p · θ(ξ′Ie · ξ
′
2 r
p
−1) if cr = p > 1,
where I = {i1, · · · , ik} ⊆ Q(n), r = ik, I
e = {i1, · · · , ik−1, îk}.
Proof. Relation i) comes from the equality θ(êr) =
(
n
r
)
xr−11 in (3.9). With
cr = 1 formula follows from the calculation by i) of Lemma 3.2:
θ(ξI) = θ(ξIe · ξ2r−1) = θ(ξIe · C
∗(ρ2r−1)) = −θ(ξIe) · ρ2r−1.
The proof of iii) requires two additional formulas. Set
êI := Π
i∈I
êi ∈ E
∗,∗
2 (U(n)) and âI := Π
i∈I
âi ∈ E
∗,∗
2 (PU(n)).
Then êI = âI + θ(êI)⊗ t0 by (3.4). Applying d
′
2 ◦ θ = θ ◦ d2 to the relation
êI · 1⊗ t0 = âI ⊗ t0 (by (1⊗ t0)
2 = 0)
yields
(3.14) (−1)|I|θ(êI) · x1 = d
′
2(âI) on E
∗,∗
2 (PU(n)).
Next, applying θ to
êI = êIe · (âr +
(
n
r
)
xr−11 ⊗ t0)
we get by (3.5) that
(3.15) θ(êI) = −θ(êIe)) · âr +
(
n
r
)
xr−11 · âIe .
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For iii) we can assume that r = ps > 1 divides n. In (3.15) substituting
1
p
ĥr +
n
ps
Σ(−1)t−1xt1 · âps−t +
1
p
xp
s−ps−1
1 · âps−1 and
n
ps
Σ(−1)t−1
(
n
ps−t
)
+ 1
p
(
n
ps−1
)
in places of âr (see (3.12)) and
(
n
r
)
(see (2.2)), respectively, and using (3.14),
(3.15) to rewrite the resulting equality yield
θ(êI) = −
1
p
θ(êIe) · ĥr +
1
p
x
r− r
p
1 · θ(êIe · ê rp ) +
n
ps
Σ(−1)t−1xt1 · d
′
2(âIe · âps−t),
where the sums Σ are over 1 ≤ t ≤ ps − ps−1. With
θ(ξI) = [θ(êI)], ρ2r−1 = [ĥr] and ω = [x1 ⊗ 1]
by our convention, this equality on E∗,∗2 (PU(n)) implies iii).
4 The isomorphism E∗,∗3 (PU(n)) = H
∗(PU(n))
In term of the map κ in (2.9), as well as the classes ξ′2r−1 ∈ E
∗,1
3 (U(n)) and
ρ′2r−1 ∈ E
∗,1
3 (PU(n)) constructed in (3.8) and (3.13), we set
ξ2r−1 := κ(ξ
′
2r−1) ∈ H
2r−1(U(n)), r ∈ Q(n);
ρ2r−1 := κ(ρ
′
2r−1) ∈ H
2r−1(PU(n)), r ∈ Q+(n).
The extension problem from E∗,∗3 (PU(n)) to H
∗(PU(n)) is solved in the fol-
lowing result.
Lemma 4.1. For G = U(n) and PU(n) the maps π∗ and κ (in (2.8) and (2.9))
are injective, and induce the ring isomorphisms
(4.1) L : E∗,∗3 (U(n)) = H
∗(U(n)); K : E∗,∗3 (PU(n)) = H
∗(PU(n)),
where, letting J(ω) be the subring generated by the Euler class ω ∈ H2(PU(n)),
i) π∗ maps E∗,03 (PU(n)) isomorphically on to J(ω);
ii) ρ22r−1 = 0, 2 ≤ r ≤ n.
Proof. We focus on the relatively non–trivial case G = PU(n). By the formula
in iii) of Lemma 3.4 every element z ∈ E∗,∗3 (PU(n)) can be expressed as a sum
z = a0 +̟ ∪ z1 with a0 ∈ Λ(ρ
′
3, · · · , ρ
′
2n−1), z1 ∈ E
∗,∗
3 (PU(n)). By repetition
and for the degree reason, we get the expansion
z = a0 +̟ ∪ a1 +̟
2 ∪ a2 + · · · + ̟
k ∪ ak, ai ∈ Λ(ρ
′
3, · · · , ρ
′
2n−1)
implying that the ring E∗,∗3 (PU(n)) is generated multiplicatively by E
∗,0
3 and
E∗,13 . Since dk(E
∗,r
3 ) = 0 for r = 0, 1 and k > 3 the spectral sequence
E∗,∗k (PU(n)) collapse from E3–page to yield an additive isomorphism
K : E∗,∗3 (PU(n)) = H
∗(PU(n)).
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As the restrictions of the isomorphism K to E∗,03 and E
∗,1
3 the maps π
∗ and
κ have to be injective. Since π∗ preserve the degrees while ̟ ∈ E2,03 (PU(n))
and ω ∈ H2(PU(n)) are the only generators with total degree 2, we must have
π∗(̟) = ω, verifying i).
To see that the map K is indeed a ring isomorphism it suffices to show ii).
Let β2 be the mod 2 Bockstein homomorphism. On the one hand we have
ρ22r−1 ∈ Imπ
∗ = J(ω) (by Lemma 2.5 and property i));
ρ22r−1 ∈ Imβ2 (by 2ρ
2
2r−1 = 0).
On the other hand, assume that n = 2k(2b + 1). Extending the calculation of
Baum and Browder in [7, Lemma 6.7] we can show that (see Remark 4.3)
(4.2) Imπ∗ ∩ Imβ2 = {0, 2
k−t−1ω2
t
| 0 ≤ t ≤ k − 1}.
With deg ρ22r−1 = 4r − 2 and degω = 2 we obtain ii) for the degree reason.
We are ready to show Theorems 1 and 2.
Proof of Theorem 1. The relation i) of Theorem 1 has been shown in ii) of
Lemma 4.1. By the naturality of the transformation κ in (2.9) with respect to
bundle maps we have the commutative diagram
E∗,13 (PU(n))
C∗
→ E∗,13 (U(n))
κ ↓ κ ↓
H∗(PU(n))
C∗
→ H∗(U(n))
by which property ii) of Theorem 1 follows from i) of Lemma 3.4.
To verify the formulas a), b), c) in Theorem 1 we utilize the decompositions
Hr(U(n)) = ⊕
p+q=r
Ep,q3 (U(n)), H
r−1(PU(n)) = ⊕
p+q=r
Ep,q−13 (PU(n))
imposed by the isomorphisms L andK, as well as the connecting homomorphism
θ
p,q
:= θ : Ep,q3 (U(n))→ E
p,q−1
3 (PU(n))
in the exact sequence (3.6). With these convention it is clear that the operator
θ on Hr(U(n)) admits the decomposition θ = ⊕
p+q=r
θ
p,q
by which one translates
the results of Lemma 3.5 into their counterparts in Theorem 1.
Proof of Theorem 2. By the argument in first part of the proof of Lemma
4.1, the inclusions ω, ρ2r−1 ∈ H
∗(PU(n)) extends to a surjective ring map
h : Z[ω]⊗ Λ(ρ3, · · · , ρ2n−1)→ H
∗(PU(n)).
To specify its kernel we note by C∗(ω) = 0 that the exact sequence (1.2) can be
summarized as the following exact sequence with only four terms
0→ Λ(ρ3, · · · , ρ2n−1)
C∗
→ H∗(U(n))
θ
→ H∗(PU(n))
ω
→ ω ∪H∗(PU(n))→ 0,
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where the term ω ∪ H∗(PU(n)) is the ideal of H∗(PU(n)) generated by the
Euler class ω. From ω ◦ θ = 0 (by exactness) we get the presentation
H∗(PU(n)) =
Z[ω]⊗Λ(ρ3,··· ,ρ2n−1)
〈ω∪θ(x), x∈H∗(U(n))〉 (i.e. kerh = 〈ω ⊗ Im θ〉).
It is identical to (1.6) because H∗(U(n)) has the basis {1, ξI ; I ⊆ Q(n)}.
The proof of Theorem 3 will make explicit use of the prime factorization
n = pr11 · · · p
rt
t of the integer n. As in Section 1 we put
Q+(n) = {2, · · · , n}, Qpi(n) = {1, pi, · · · , p
ri
i }, 1 ≤ i ≤ t.
Lemma 4.2. For each multi–index I ⊆ Q+(n) set Ii = Qpi(n) ∩Q
+(n). Then
(4.3) θ(ξI) = a1 ∪ θ(ξI1) + · · ·+ at ∪ θ(ξIt),
(4.4) θ(ξ1 ∪ ξI) = a1 ∪ θ(ξ1 ∪ ξI1) + · · ·+ at ∪ θ(ξ1 ∪ ξIt)
where ai ∈ H
∗(PU(n)), and where if Ii =
{
pi1 , · · · , pik
}
, then
i) p|I| · θ(ξI) = 0; ii) p
|I| · θ(ξ1 ∪ ξI) = n · ρI .
Proof. We may focus to (4.3) as (4.4) comes from the same calculation. We
can also assume that |I| ≥ 2 since the case |I| = 1 is trivial by a) of Theorem 1.
The sequence I has the partition I = I0 ⊔
1≤i≤t
Ii with I0 the complement of
the union ⊔
1≤i≤t
Ii in I. The proof of (4.3) will be divided into three cases.
Case a. I1 = · · · = It = ∅. In this case we have I = I0, hence ξI = C
∗(ρI)
by ii) of Theorem 1. One obtains (4.3) from θ ◦ C∗ = 0.
Case b. Ii 6= ∅ for just one 1 ≤ i ≤ t. In this case ξI = ±C
∗(ρI0) ∪ ξIi . We
obtain θ(ξI) = ±ρI0 ∪ θ(ξIi) from (1.3).
Case c. Ii 6= ∅ for at least two 1 ≤ i ≤ t. Denote by |Ii| the cardinality of
Ii, and form the products
bI(i) := p
|I1|
1 · · · p̂
|Ii|
i · · · p
|It|
t ∈ Z, 1 ≤ i ≤ t.
Since the sequence {bI(1), · · · , bI(t)} so obtained is co–prime, there exists a
sequence {qI(1), · · · , qI(t)} of integers satisfying
Σ
1≤i≤t
qI(i) · bI(i) = 1.
Letting Ji be the complement of Ii ⊆ I and noting that bI(i) · ξJi = C
∗(ρJi) by
ii) of Theorem 1, we get from the additivity of θ and the formula (1.3) that
θ(ξI) = Σ
1≤i≤t
qI(i) · θ(bI(i) · ξI) = Σ
1≤i≤t
± qI(i) · ρJi ∪ θ(ξIi),
where the sign ± depends on the reverse order of the re–arrangement Ji ⊔ Ii of
the ordered sequence I. (4.3) is verified by setting ai = ±qI(i) · ρJi .
Finally, if Ii =
{
pi1 , · · · , pik
}
we get from C∗(ρ2r−1) = p · ξ2r−1, r ∈ Ii (by
ii) of Theorem 1) that
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pk · θ(ξJ) = θ(C
∗(ρJ )) = 0 (by (1.3) and θ ◦ C
∗ = 0);
pk · θ(ξ1 ∪ ξJ ) = θ(ξ1 ∪ C
∗(ρJ)) = n · ρJ (by (1.3) and θ(ξ1) = n).
These show the relations i) and ii), hence complete the proof.
Proof of Theorem 3. With θ(ξ2k−1) =
(
n
k
)
ωk−1 the subring J(ω) generated
by the Euler class ω has the presentation
J(ω) = Z[ω]
〈ω∪θ(ξ2k−1),1≤r≤n〉
= Z[ω]〈bn,rωr,1≤r≤n〉
(by (3.2) and i) of Lemma 4.1). Substituting this into formula (1.6) we get
(4.5) H∗(PU(n)) =
J(ω)⊗Λ(ρ3,··· ,ρ2n−1)
〈ω∪θ(ξI), I⊆Q(n), |I|≥2〉
.
Furthermore, by Lemma 2.1 the ring J(ω) admits the following decomposition
into its torsion free part and p–primary components
J(ω) = Z ⊕
p∈{p1,··· ,pt}
Jp,r(ω) (see in Theorem 3 for Jp,r(ω)).
Accordingly, the numerator J(ω) ⊗ Λ(ρ3, · · · , ρ2n−1) in the quotient (4.5) has
the decomposition into its torsion free part and p–primary components
(4.6) J(ω)⊗ Λ(ρ3, · · · , ρ2n−1) = Λn ⊕
p∈{p1,··· ,pt}
Jp,r(ω)⊗ Λn ,
where we have abbreviated the exterior ring Λ(ρ3, · · · , ρ2n−1) by Λn. It is
important to observe from Lemma 4.2 that, for every multi–index I ⊆ Q(n)
with |I| ≥ 2, the generator ω ∪ θ(ξI) of the ideal in the denominator of (4.5)
has the decomposition
ω ∪ θ(ξI) = a1 · ω ∪ θ(ξI1) + · · ·+ at · ω ∪ θ(ξIt)
in which Ii ∈ Qpi(n) = {1, pi, · · · , p
ri
i } and
ai · ω ∪ θ(ξIi) ∈ Jpi,r(ω)⊗ Λn (by i) and ii) of Lemma 4.2.)
Therefore, the quotient (4.5) has the ready made decomposition into its torsion
free part and p–primary components as
H∗(PU(n)) = Λ(ρ3, · · · , ρ2n−1) ⊕
1≤i≤t
σpi(PU(n))
where, for each pair (p, r) = (pi, ri), 1 ≤ i ≤ t,
(4.7) σp(PU(n)) =
Jp,r(ω)⊗Λ(ρ3,··· ,ρ2n−1)
〈ω∪θ(ξI ), I⊆Qp(n)〉
.
This is identical to (1.11) since if I ⊆ Qp(n) is a singleton the relation ω∪ θ(ξI)
has already been taken care of by the structure of Jp,r(ω); and if I ⊆ Qp(n)
with |I| ≥ 2, then by (1.9) and by the formula of RI in Theorem 3
ω ⊗ θ(ξI) = (−1)
k−1 1
pr−i1
(
n
pi1
)
·RI ,
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in which the multiplier (−1)k−1 1
pr−i1
(
n
pi1
)
is co–prime to p by Lemma 2.1. This
completes the proof of Theorem 3.
Remark 4.3. Assume that n = pkn′ with p a prime and (p, n′) = 1. In [6]
Borel obtained the following presentation of the algebra H∗(PU(n);Fp)
H∗(PU(n);Fp) = ∆(η1)⊗Λ(η3, · · · , η̂2pk−1, · · · η2n)⊗Fp[ω]/
〈
ωp
k
〉
,
where η21 = ω or 0 if either p = 2 and k = 1, or otherwise. In [7] Baum and
Browder studied the integral Bockstein βp : H
∗(PU(n);Fp)→ H
∗(PU(n)) and
obtained the following formula for the case n′ = 1
βp(η2p−1) = p
k−2ωp ([7, Lemma 6.7]).
With the results and constructions developed in this paper we can complete this
calculation of Baum and Browder by showing the following general formula
(4.8) βp(η2r−1) =
{
pk−t−1ωp
t
if r = pt with 0 ≤ t < k
0 otherwise.
.
When p = 2 this formula implies (4.2).
Concluding Remark. The problem of computing the cohomology of Lie
groups was raised by E. Cartan in 1929 [19], which is a focus of algebraic
topology for the fundamental role of Lie groups playing in geometry. The ap-
proach based on the Serre spectral sequence of the fibration G → G/T goes
back to Leray [18, 27, 1950], working with real coefficients who has shown that
E∗,∗3 (G;R) = H
∗(G;R). Letting Fp be the finite field of characteristic p Kacˇ
[19, 1985] has shown that E∗,∗3 (G;Fp) = H
∗(G;Fp). Further, Marlin [20, 1991]
conjectured that, if the group G is 1–connected, then E∗,∗3 (G;Z) is isomorphic
to H∗(G) additively.
Actually, we can show that the map κ and π∗ in (2.8) and (2.9) induce an
additive isomorphism
E∗,∗3 (G;Z) = H
∗(G)
for any compact connected Lie group G [9, 12]. However, as for the eventual
task of explicit construction of the cohomologies, the group G = PU(n) appears
to have number–theoretic interests: computing with the torsion elements in its
cohomology requires effective tools to deal with the arithmetic properties of the
binomial coefficients [16]. In contrast, for all the simple Lie groups G with local
types other than An, the only orders of torsion elements in their cohomologies
H∗(G) are 2, 3, 4 and 5 [9, 12].
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