In this paper we introduce a new decomposition called the pivoted QLP decomposition. It is computed by applying pivoted orthogonal triangularization to the columns of the matrix X in question to get an upper triangular factor R and then applying the same procedure to the rows of R to get a lower triangular matrix L. provided of X. The decomposition requires no more than twice the work required for a pivoted QR decomposition. The computation of R and L can be interleaved, so that the computation can be terminated at any suitable point, which makes the decomposition especially suitable for low-rank determination problems. The interleaved algorithm also suggests a new, e cient 2-norm estimator. The decomposition requires no more than twice the work required for a pivoted QR decomposition. The computation of R and L can be interleaved, so that the computation can be terminated at any suitable point, which makes the decomposition especially suitable for low-rank determination problems. The interleaved algorithm also suggests a new, e cient 2-norm estimator.
Introduction
This paper concerns the problem of locating gaps in the singular values of a matrix.
Speci cally, suppose that X is an n p matrix with n p. Then where 1 is of order m. If 2 = 0, then the column spaces of U 1 and V 1 are the column spaces of X and X T , while the column spaces of U 1 and V 1 are the null spaces of X and X T . When 2 is merely small, the columns of U and V provide useful analogues of these spaces. To x our nomenclature, we will call R(U 1 ) the right superior singular subspace, R(U 2 ) the right inferior singular subspace, R(V 1 ) the left superior singular subspace, R(V 2 ) the left inferior singular subspace, and collectively call the spaces fundamental spaces. 1 Since gaps and singular subspaces are de ned in terms of the singular value decomposition, the natural way to compute them is to compute the singular value decomposition. Unfortunately, the computation of this decomposition is expensive. For this reason, researchers have proposed many alternatives. Of these the pivoted QR decomposition is widely recommended because of its simplicity. As we shall see, however, the pivoted QR decomposition has certain drawbacks: it gives only fuzzy approximations to the singular values, and it fails to provide orthonormal bases for some of the fundamental subspaces. The purpose of this paper is to investigate the consequences of the empirical observation that if we reduce the R-factor of the pivoted QR decomposition to lower triangular form the diagonals track the singular values with considerable delity. We call this decomposition the pivoted QLP decomposition.
The paper is organized as follows. In Section 2 we introduce the pivoted QR decomposition and discuss its properties. In Section 3 we introduce the pivoted PLQ decomposition and present some numerical experiments that show its abilities to track singular values. Section 4 is devoted to the approximations to the fundamental subspaces provided by the new decomposition. In Section 5 we discuss implementation issues. It turns out that the computation of the R factor and the L factor can be interleaved, making the decomposition e cient for low rank problems. The interleaving can also be used to derive an e cient 2-norm estimator, which is the subject of Section 6. Gill Strang 11] introduced the modi er \fundamental" to describe the column, row, and null spaces of a matrix. Per Christian Hansen extended the usage to their analogues. The use of \superior" and \inferior" in this connection is new.
The paper concludes with a summary and a discussion of open problems associated with the decomposition.
Throughout this paper, k k will denote the Euclidean vector norm and the subordinate spectral matrix norm. The smallest singular value of X will be denoted by inf(X).
The pivoted QR decomposition
As above let X be an n p matrix with n p. Then where R 11 is upper triangular. Before the kth Householder transformation H k is computed, the column of X k of largest norm (along with the corresponding column of R 12 ) is swapped with the kth column. Since the norm of this column is jr kk j, the pivoting strategy can be regarded as a greedy algorithm to make the leading principal submatrices of R as well conditioned as possible by making their trailing diagonals as large as possible.
We will call the diagonals of R the R-values of X. The folklore has it that the Rvalues track the singular values well enough to expose gaps in the latter. For example, a matrix X of order 100 was generated in the form X = U V T + 0:1 50 E; This example has inspired researchers to look for other pivoting strategies under the rubric of rank revealing QR decompositions 2, 3, 4, 5, 7, 8]. There are, however, certain limitations to any pivoted QR decomposition. For example, the rst R-value is the norm of the rst column of A R . We hope this number will approximate 1 , which, however, is the spectral norm of the entire matrix A. Thus r 11 will in general underestimate 1 (this fact also follows from the minimax characterization of singular values). Similarly, jr pp j will generally overestimate p .
For example, consider the rank-one matrix X = ee T , where e is the vector whose components are all one. The norm of this matrix is p np. On the other hand, the columns of X all have norm p n. Thus if n = p = 100, the rst R-value underestimates the corresponding singular value by a factor of 10 | regardless of the pivoting strategy. Figure 2 .1 also illustrates this tendency of the pivoted QR decomposition to underestimate the largest singular value. In fact, although the R-values reveal the gap, they do not give a very precise representation of the distribution of the singular values. We now turn to a postprocessing step that seems to clean up these values.
The pivoted QLP decomposition
To motivate our new decomposition consider the partitioned R-factor R = r 11 r T 12 0 R 22 ! of the pivoted QR decomposition. We have observed that r 11 is an underestimate of kXk 2 . A better estimate is the norm`1 1 = q r 2 11 + r T 12 r 12 of the rst row of R. We can calculate that norm by postmultiplying R by a Householder transformation H 1 that reduces the rst row of R to a multiple of e 1 :
We can obtain an even better value if we interchange the largest row of R with the rst:
Now if we transpose (3.1), we see that it is the rst step of pivoted Householder triangularization applied to R T cf. The decomposition has been introduced independently by Hosoda 9] , who uses it to regularize ill-posed problems. The above examples suggest that not only does the pivoted QLP decomposition reveal gaps in the singular values better than the pivoted QR decomposition but that Thus the pivoted QLP decomposition, like the pivoted QR decomposition, furnishes orthonormal approximations to the left fundamental subspaces, but unlike the latter, it also furnishes orthonormal approximations to the right fundamental subspaces.
A nice feature of the the decomposition is that the accuracy of the approximate subspaces can be estimated from the the decomposition itself. We will measure the The bounds for the left and right inferior subspaces are the same. Although this theorem is cast in terms of quantities that are di cult to compute, inf(L 11 ) can be estimated by the L-value`m m , while kL 22 k can be estimated by`m +1;m+1 . The quantity kL 21 k can be bounded by the Frobenius norm or can be estimated by the two norm estimator described in Section 6. In Section 2 we stressed the desirability of having the left superior subspace at a gap associated with a speci c set of columns of X. For the pivoted QR decomposition we showed that the columns ofX 1 in (2.4) spanned the same space as those of Q 1 in 2.3, and henceX 1 provides such a basis. In the pivoted QRP decomposition we must replace Q byQ Q L = (Q 1Q2 Q ? ):
In general, the pivoting in the reduction to lower triangular form mixes up the columns of Q so thatQ 1 cannot be associated with a set of columns of X. However, if the partition (4.1) corresponds to a substantial gap in the R-values, it is unlikely that the pivoting process will interchange columns across Q 1 and Q 2 . In this case the column spaces of Q 1 andQ 1 are the same and are spanned by the columns ofX 1 . Thus in the applications we are most interested in, the left superior subspace will be associated with a speci c set of columns of X.
Implementation issues
An advantage of the QLP decomposition is that it can be computed with o the shelf software. The standard matrix packages have programs for computing a pivoted QR decomposition. To compute the QLP decomposition one merely applies the program twice, once to X and once to R T .
Householder triangularization requires about np 2 ? 1 3 p 3 oating point additions and multiplications. The additional work in the reduction to lower triangular form is 2 2 p 3 additions and multiplications.. Thus when n = p the pivoted QLP decomposition requires twice as much work as the pivoted QR decomposition. As n increases, the additional work becomes negligible.
It should be pointed out that when n is much greater than p the work required for calculation of the singular value decomposition of R (and hence that of X) is also negligible (e.g., see 1]). However, an important aspect of the QLP decomposition | one not shared with the singular value decomposition | is that by interleaving the computation of R and L we can terminate the algorithm as soon as it has proceeded far enough for the purposes at hand. Speci cally, at the kth step of the reduction to upper triangular form, we have
Since the rst k?1 rows of R are present in this decomposition, we can reduce them to get rst k?1 rows of L. We can then compute more rows of R, and reduce them to get the corresponding of rows of L. And so on. This process restricts the pivoting in forming L to the set of rows currently being reduced. However, as we have noted, except for contrived examples, pivoting in the formation of L does not much improve the L-values. This interleaved pivoting is especially valuable in low-rank problems, since one can stop computing the decomposition after a gap has been found, with a potentially great savings in work. In fact, since the gap revealing abilities of the R-values are themselves not negligible, one can treat the computation of R as a probe for potential gaps, which can then be con rmed by computing the corresponding rows of L. The interleaved pivoting can also be used to improve the e ciency of Hosoda's regularization algorithm 9].
A 2-norm estimator
We have see that the rst L-value in the pivoted QLP decomposition of a matrix X is generally a good estimate of kXk 2 . Since we can interleave the computation of R and L, we can estimate kXk 2 by computing a few rows of the pivoted R-factor. Usually (but not always) the norm of the largest row will be the (1; 1)-element of the pivoted L-factor | the rst L value. In this section we will describe how to implement this estimation scheme.
The basic idea is that the pivoted R-factor of X is the pivoted Cholesky factor of the cross-product matrix A = X T X. We will now show how to compute the factor row by row. We begin with the unpivoted version. Turning now to the pivoted algorithm, we must answer two questions.
1. How do we keep track of the norms to determine the pivots? 2. How do we organize the interchanges?
The answer to the rst question is that the squares of the norms that determine the pivots are the diagonals of the Schur complement. These quantities can be formed initially and downdated as we add rows. The answer to the second question is that end for j Because the rst kmax columns of X dominate the rest, the estimator will return a value of norm2est of one. But the norm of the matrix is (n?kmax )= p n.
Discussion
The pivoted QLP decomposition of an n p matrix X is computed by applying pivoted orthogonal triangularization to the columns of X to get an upper triangular factor R and then applying the same procedure to the rows of R to get a lower triangular matrix L. The 2. The decomposition provides orthonormal bases for approximations to the four fundamental subspaces from the singular value decomposition. The accuracy of these approximations can be estimated from the decomposition itself. When the decomposition is divided by at a gap, it provides a well-conditioned subset of the columns of X that span the left superior subspace.
3. The decomposition requires no more than twice the work required for a pivoted QR decomposition. The additional work decreases as n increases. 4. The computation of R and L can be interleaved. This makes the decomposition suitable for low-rank problems. It can also be used to regularize systems resulting from ill-posed problems. 5. The decomposition suggests an e cient method for estimating the 2-norm of a matrix.
Why the L-values track the singular values so well is an open question. Without pivoting, the decomposition represents the rst two steps in an iterative algorithm for computing the singular value decomposition by reducing a matrix successively to upper then lower triangular form. However, the convergence of this algorithm depends on the ratios of neighboring singular values, which in our examples are too near one to account for the behavior we have observed. The e ectiveness of the decomposition is intimately tied to the pivoting, the pivoting in the formation of R being essential and the pivoting in the formation of L being necessary to avoid certain contrived counterexamples. I conjecture that the analysis of this decomposition will not be simple.
