Abstract-This paper addresses energy consumption in multi-threaded programs. In particular, it demonstrates why synchronizations -a fundamental fabric of multi-core software -may lead to unnecessary energy consumption, and proposes a pattern-based compilation technique to improve energy efficiency. The key insight is that energy efficiency may be improved by adjusting the relative speed of individual threads participating in a synchronization, and different synchronization patterns can offer clues on how adjustments should be made.
I. INTRODUCTION
In the recent decade, the impact of multi-core architectures has clearly been felt by computer users from all walks of life. To adapt to the new hardware platform, the software community has been very active in developing novel software techniques to address a wide range of properties of multithreaded programs, such as correctness, programmability, and performance. One grand challenge that has so far received much less attention is energy consumption. As the number of cores increases, so is energy consumption. If a multi-threaded program receives a 5x speed-up through a multi-core execution, but at the same time yields a 10x increase of energy consumption (as compared with a single core execution), energy efficiency -energy consumption with regard to performance improvement -degrades as the user embraces multi-core CPUs. This challenge, if unaddressed, may have a severe negative impact on the future of multi-core technologies.
Existing solutions to achieve energy efficiency are mostly from digital circuit, architecture, and OS research communities. What remains much less explored is the softwarecentered route. After all, it is software that drives the hardware that ultimately leads to energy consumption. Energy consumption is the combined effect of software and hardware. This paper is aimed at offering insights over one fundamental research question: How can we save energy of multi-core software by tapping the knowledge of program structures?
Specifically, this paper addresses how to make synchronization green. Synchronization is a ubiquitous operation in multi-threaded programs running on multi-core platforms.
Some synchronization points are inserted for guaranteeing program correctness (e.g., Java synchronized blocks are often used to avoid data races), while others are intended for increased programmability (e.g., in a fork-join framework, the join point helps the main thread ensure the completion of the forked thread and/or query its state). When two threads synchronize, the first thread arriving at the synchronization point needs to wait for the arrival of the second. Operationally, the intuitive notion of "wait" translates to either spinning or blocking [12] of the first thread.
Unfortunately, neither spinning nor blocking is energyefficient. Spinning consumes energy with no execution throughput directly related to program code, whereas blocking increases overall CPU utilization but comes with the cost of context switch. Context switch usually leads to significant loss in CPU affinity, and the resulting cache misses are known to be one of the most expensive operations in terms of energy consumption [19] .
In a recent paper [16] , we argued that the energyefficiency of one key parallelism feature, futures [11] , may be improved by allowing the parent and future threads execute at different "paces," so that parent thread -which is dependent on the result of the future thread -"saunters" to the synchronization point whereas the future thread "sprints." In this paper, we extend the narrower focus of that work to consider the general case of synchronization. In particular, we identify 5 common synchronization patterns existing in real-world multithreaded code, and propose a distinct strategy for each category. As it turns out, futures are a particular instance in one of our categories.
The rest of the paper is structured as follows. Sec.II describes our general principles and insights. Sec. III describes each pattern and their impact on energy efficiency. Sec. IV describe several technical issues related to the design choices and implementation.
II. THE GENERAL APPROACH
Spinning or blocking consumes energy without contributing to program progress. As energy E is the accumulated effect of power (P ) over time (t), minimizing spinning or blocking time helps reduce energy consumption. To see how this can be achieved, consider an idealized case where two threads, say T 1 and T 2 , are running toward a synchronization point, and they are arriving in 2 seconds and 10 seconds respectively. This means, T 1 eventually would have to wait for T 2 for 8 seconds, either spin its lock repeatedly, or risk being scheduled off (the longer the duration, the higher the risk). Knowing the unfortunate fate, wouldn't it be better if T 1 slows itself down and "saunters" to the synchronization point, or T 2 speeds itself up and "sprints" to the synchronization point? This example leads to a key insight guiding our approach:
Insight 1: Spinning/blocking time -and the resulting energy consumption -can be reduced if participating threads run "cooperatively" in speed.
The "speed" of threads can be dynamically set by scaling up/down the frequency of the host CPU cores. The general technique, dynamic voltage and frequency scaling (DVFS) [4] , is widely supported by modern CPUs, especially those on energy-conscious devices such as laptops and mobile phones. Interestingly, DVFS is long known to be an effective energy management strategy itself. Roughly speaking, the majority of CPU's power dissipation P -the rate of energy consumption -can be computed via P = C * V 2 * F , where V is the voltage, F is the switching frequency, and C is the capacitance. Due to the innate nature of CPU VLSI design, voltage and frequency are often scaled together. In a multicore context, it is known that power has a somewhat cubic relation to DVFS scaling [13] . When Insight 1 advises a thread to run at a lower speed, the energy savings not only come from minimized spinning or blocking cost, but also from the slowed-down execution. On the flip side, when a thread is advised to speed up, the energy consumption does increase, but such consumption promotes program progress, and offsets the energy that would have been consumed by thread(s) waiting for it at synchronization point. Overall, it can be observed that Insight 2: DVFS can be used for thread speed control, and can further contribute in energy management.
The more challenging problem is which thread should be scaled up and which should be scaled down. Designing principled, precise, and widely applicable procedures -no matter through static analysis, dynamic analysis, or profiling -to predict "T 1 is going to arrive at synchronization point in 2 seconds and T 2 in 10 seconds" is notoriously hard in the general setting. As we shall see, synchronization is in fact supported by different language designs in very different fashions, and used by programmers in diverse ways as well -it might be too hard to design a "master" approach effective for all sychronizations in all programs of all languages. Interestingly, we argue that the vast majority of multi-threaded programs do use synchronizations through a small number of programming patterns, and Insight 3: Different synchronization patterns offer distinct clues on how threads can "cooperate" in speed.
III. SYNCHRONIZATION-PATTERN-BASED DVFS
We now summarize a number of synchronization patterns recurring in multi-threaded software, and sketch how each pattern can be designed to be more energy-friendly via energy saving solutions such as DVFS. The patterns are summarized in Fig. 1 .
Pattern (A): "Dependent Join": In this common pattern, there is a "parent-child" relationship between the synchronizing threads: the parent thread creates the child thread, and the synchronization point often signifies the termination of the child. The traditional Unix-style forkjoin idiom falls into this category, so are its numerous variants, such as the async-finish construct in X10 [5] and futures [11] . We propose to execute the "parent" thread at a lower voltage/frequency level than the "child" thread. This design decision takes advantage of one fundamental trait of this style of synchronizations: the child thread dies upon reaching the synchronization point. Since there is no/little spinning or blocking if it arrives first, the algorithm encourages this scenario to happen.
Pattern (B): "Counted Sync": In this pattern, threads wait for each other until an (implicit or explicit) counter indicates all have arrived; from that point, all threads continue. Unlike Pattern (A), none of the synchronizing threads die at the synchronization points (hence no "join"). The often used CountDownLatch in Java 1.5 follows this pattern, so is the more generalized scenario where a semaphore initialized with a value N is used. In this scenario, the thread(s) that reaches the synchronization point first must either spin or block. To shorten the spinning and blocking cycle, we believe a counter-based voltage/frequency scaling strategy for incrementally speeding up the synchronizing threads. All threads first start the execution at a low voltage/frequency level, and the level is scaled up every time (or every few times) the counter is decremented. The rationale behind is that the more threads are in the mode for spinning or blocking, the more energy waste there is, and the more urgent it becomes for the late comers to reach the synchronization point.
Pattern (C): "Declarative Sync": In this pattern, synchronization does not happen based on a counting of participating threads, but on the "behavioral matches" of participating threads, usually reflected by the declarative structure of the program itself. As one example, two MPI processes synchronize when one issues MPI_Send and the other issues MPI_Recv with matching source/destination addresses. As a second example, Java 1.5 introduces an Exchange mechanism, so that two threads blocks until each has provided the information the other needs. As a third example, consider C#'s Chord mechanism [2] . . . 5 
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In this example, if a thread sends a synchronous message (i.e., standard C# message) Put to the ConditionalPut object, the method body at L. 4 cannot be executed until the thread asynchronously receives a message Good (likely from a different thread). In C# terms, Put and Good forms a chord for synchronization.
The chord-like mechanism shares some resemblance to Patterns (A) and (B). Clearly, to reduce the energy cost of spinning and blocking for the Put thread, the thread sending the Good message should speed up. The unique situation here is that, unlike Pattern (A) where the child thread is created by the parent, the thread sending the Good message can very well be created before the thread executing ConditionalPut is. We propose a "lazy" form of scaling: it is only when the ConditionalPut object has received the Put message and realized the Good message hasn't arrived yet, the Good message sender thread(s) will be scaled up.
Pattern (D): "Critical Path": To guarantee correct behaviors of multi-threaded applications, there is often a need for threads to execute a block of code serially. Critical sections in procedural languages and monitors such as those in the form of Java/C# synchronized blocks are often used to achieve this form of synchronization. We propose to scale up the voltage/frequency for executions inside the "critical path." This allows the executing thread to leave the critical path as fast as possible, and in turn minimizes the energy consumption of threads waiting to enter. The strategy can be further refined, such as scaling up proportionally to the number of threads waiting to enter the "critical path."
Pattern (E): "Symmetric Join": This pattern represents the commonly used N-way barrier at the end of a divide-andconquer algorithm. For example, the MapReduce [6] framework processes a large data set in parallel by dividing the data to multiple mapper threads that are running in parallel, and the mappers are eventually synchronized to aggregate results computed by the mappers. Other common examples include how OpenMP performs loop parallelization, and how X10 [5] and Fortress [1] provide support for parallel processing of array elements.
This synchronization pattern overlaps with Pattern (A) in the sense that the potentially many threads created for divide-and-conquer also finish at the synchronization point, so it is favored that the main thread forking them running at a lower speed. In this scenario however, a strategy like in Pattern (A) is only able to play a non-essential part in energy savings, because the largest part of the energy consumption results from the many divide-and-conquer threads. The more essential question is how these more "symmetric" threads should be executed to save energy. This happens to overlap with prolific operating system research on energy-efficient scheduling [20] . In this context, one of the difficult questions is to understand the nature of the work load, especially the relative difference between different tasks and load balacing. Pattern (E) offers a very direct answer: all threads are likely to have similar loads.
IV. DISCUSSION
In this section, we discuss a number of design and implementation issues encountered through our initial exploration, an ongoing research project.
A. Incompleteness
The idea described here is inspired by design patterns [8] . Any pattern-based approach is inherently incomplete: "why are there only 5 patterns, not 50?" The answer to this question brings in several unique opportunities and challenges to our project.
First of all, the pattern-based approach here can be viewed as incremental optimization. In software methodologies, what "incompleteness" entails differs drastically in different scenarios -for instance, in language design, an incomplete type system implies some useful programs cannot be programed. Fortunately in our scenario, each pattern is an energy optimization strategy and each optimization can be performed independently. In other words, 50 patterns represent a larger optimization space (and more desirable), but implementing 5 patterns -or even 1 pattern alone -may still present benefits for optimizing energy consumption of multi-threaded software.
Second, an underlying theme of our project is to identify new synchronization patterns and design new ways of exploiting synchronization patterns to achieve energy efficiency. The patterns listed in Fig. 1 are what we find interesting so far, and the exploration is open-ended. The byproduct of the project is that it de facto offers a categorization of synchronization patterns themselves. With the rise of multi-core architectures and the flourishing of programming models for these platforms, the theme of "design patterns for synchronizations" might be an independent route interesting to the software engineering community.
Third, just as design pattern research has inspired research on anti-patterns [3] , it would be interesting to study what "anti-patterns" are for energy efficiency, i.e. a group of synchronization code patterns rather energy inefficient by design. The identification of such patterns may help programs identify "power bugs."
B. Pattern Identification
As a first step, we rely on syntactical elements to identify patterns. Each of the patterns introduced in this paper is represented by distinct syntactical elements in languages Syntax-based identification has the drawback of being only applicable to programs that use specific classes or syntactical constructs. The open question is whether inference algorithms can be designed to automatically identify patterns in programs where only the most basic multi-threading language constructs are used. For instance, a Java program can obviously exhibit Pattern (E) even though neither MapReduce libraries nor CyclicBarrier is used. We speculate at least some patterns can be identified with automated procedures with reasonable effectiveness. For instance, it is common in Java programs that a thread creation point (the instantiation of Thread objects or objects of Runnable interface, followed by invoking the start method) is nested in a loop and the initial values set to the constructor of each thread object is a divide-and-conquer of a data array. Program analyses can be designed to identify this code pattern in Java programs, a candidate for Pattern (E). As another example, what epitomizes Pattern (C) is the data dependency between coordinating threads. On the very high level, this code pattern resembles that of race conditionexcept that the former is correctly synchronized yet the latter is morbid. Program analyses for detecting race condition are numerous (e.g. [18] [7] ). Some of their techniques can serve as the basis towards suggesting candidate programs of Pattern (C).
C. Implementation Issues
To demonstrate high-level ideas, the description in Sec. III makes the oversimplified assumption that the synchronization point explicitly demonstrated in those patterns is the first one to encounter for participating threads. An obvious counterexample is that, two threads might implicitly synchronize on some shared memory locations (through locks for instance). The implicit synchronization points need to be identified by static analyses [21] . As of now, we take the simple approach that the pattern-based DVFS approach is only applied when liveness (i.e. deadlock freedom) and nonblocking (i.e. implicit synchronization freedom) is guaranteed for code fragment whose execution will be dynamically scaled.
DVFS is known to come with a small cost on performance and energy. The conventional wisdom is that the time overhead is within tens of micro-seconds in existing architectures and the energy overhead is generally ignored. Our experiments show that JNI-enabled DVFS has a higher overhead (one magnitude higher), but it still has a negligible effect considering the length of threads. Indeed, the very use of multi-threading indicates threads as units of logical tasks have a duration magnitudes longer; otherwise, the cost of thread management (creation, scheduling, etc) -which could very well go beyond micro-seconds -would have defeated the very purpose of multi-threading.
D. Related Work
To the best of our knowledge, this is the first work illustrating the importance of identifying and taking advantage of synchronization patterns to address energy efficiency of multi-threaded programs. The general problem of minimizing energy consumption in a multiple-process/thread environment through adjusting CPU speed was first addressed on the operating system level ( [20] , [22] ). In their approach, each task is independent from each other, with statically known deadlines, and scheduled in a single-CPU setting. Since then, there has been a large body of work applying DVFS to process/thread scheduling. For instance, scheduling dependent tasks with known task dependency graphs has been thoroughly studied (e.g., [10] , [23] , [24] ). The general philosophy of finding critical paths of task execution and taking advantage of slacks on non-critical paths is a shared theme. Hardware optimizations [17] exist for synchronization-intensive applications. Putting CPU into sleep state [15] has also been proposed for reducing energy consumption of synchronization.
V. CONCLUSION
In this paper, we demonstrate how energy efficiency of multi-core software can be improved through identifying synchronization patterns and applying pattern-specific DVFS strategies. In the future, we plan to validate the proposed ideas through constructing experiments on real-world multithreaded benchmarks and measuring their energy consumptions. This includes measuring the cost of energy consumption as the result of spinning or blocking, comparing the relative effectiveness of different patterns, and study the impact of different VM-level and/or OS-level thread scheduling options.
