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In the last few decades, there have been lots of activities in robotics. This period has 
been considered as the technical maturation of robots. It’s ranging from simple pick-place 
robots to more sophisticated minuscule robots that can be programmed to travel through 
the blood or eye fluids, to deliver medicines and repair damaged cells within a patient’s 
body. Although several robot assembly tasks have now become standard on the industrial 
automation, autonomous robot manipulator for human-robot assembly tasks are facing lack 
of high effectiveness. 
In human-robot assembly tasks, one of the main challenges is to develop robots that 
can interact with humans and share the same workpiece. Such an interaction can be aimed 
at assisting, helping or collaborating with the human user to perform the assigned tasks. In 
order to achieve this, the real-time object recognition process, is performed by robots, has a 
very crucial role. We propose a Deep Belief Neural Network (DBNN) based approach. It 
accommodates the computational models, which are composed of multiple layers of 
processing, to learn the representation of data with multiple levels of abstraction, similar to 
human brains. Deep Belief Neural Network discovers the complex structure from input 
data with the help of backpropagation algorithm. It shows that how the representations of 
data are changed in the layer-by-layer process (present layer to the previous layer). When a 
user requests for a specific object, by clicking on graphical user interface (GUI), the 
Universal Serial Bus (USB) camera takes a snapshot of the experimental environment. The 
captured snapshot is used as the input of DBNN based method. The DBNN method 
extracts the object features in the intermediate layers and makes the recognition system 
robust. The object recognition process is robust for real-time applications using DBNN 
method. The robot picks up the requested object and places it in the target location. In 
order to evaluate the performance of our proposed method, we compare our DBNN method 
with the existing Deep Belief Network - Deep Neural Network (DBN-DNN) method. The 
results show that proposed method outperforms the DBN-DNN method in terms of the 
success of recognition rate and training time.  
However, DBNN has many parameters that have lots of influence on the network 
performance. Therefore, a Single Objective Genetic Algorithm (SOGA) is used to optimize 
the network parameters, such as the number of hidden units, the number of epochs and 
learning rates in the hidden layers, and momentum values for first five epochs of each 
hidden layer that reduce the error rate and network time enhancing the robot performance. 
The GA searches in the solution space using the sufficient high number of iterations and 
adequate population size. A preliminary analysis shows that the genetic algorithm, due to 
its flexibility, is effective in optimizing the parameters of DBNN method. We also compare 
the optimized method with the arbitrarily selected parameters of DBNN method. It shows 
that our proposed optimized method outperforms on the assigned robot object recognition 
and grasping tasks.  
In SOGA, we combined the objectives functions in one using the weight values, which 
are not easily determined. To overcome this difficulty, we employ a Multiobjective 
Evolutionary Algorithm (MOEA) to optimize the parameters, subjects to the accuracy and 
network computation time as two conflicting objectives. It generates a set of solutions, each 
of which satisfies the objectives at an acceptable level without dominated by any other 
solution, in the Pareto optimal set. The candidate solutions generated by MOEA will lead to 
a specific DBNN trained via contrastive divergence (CD) and persistent contrastive 
divergence (PCD), followed by backpropagation operation using specific parameters. 
MOEA evolves a population of candidate solutions (accordingly their associated DBNNs) 
for the specified maximum number of generations. Finally, the best solution is applied to 
the robot for the object recognition and grasping tasks. The experimental results show that 
the proposed multiobjective optimized DBNN method is effective and efficient for robot 
applications. The optimized method has a superior performance in terms of accuracy and 
network time. 
Finally, we evaluate our proposed method quantitatively for real-time robot object 
recognition and grasping tasks. The results show good robot performance. The robot 
manipulator correctly recognizes the requested object, pick-up and place the object in the 
predetermined location.  
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ら Deep Belief Neural Network（DBNN）を用いて対象物を認識する手法を提案してい
る。申請論文は３つの内容に分けられる。第１は DBNN の構成および DBNN を用いた対
象物認識手法の提案，第２は遺伝的アルゴリズムを用いた DBNN のパラメータに最適
化，第３は提案手法を備えたロボットシステムの構築である。そして，DBNN のパラメ
ータを最適化することで認識率の向上と処理時間の短縮が図れることや，安価なカメ
ラにより入力した画像を用いて人間が指示した対象物を把持し，目標位置までハンド
リングできることなどの研究成果が纏められている。なお申請論文の研究成果は４編
の英文原著論文として国際学術専門誌に掲載されている。 
当審査委員会は，研究内容及び研究成果を慎重に吟味した結果，審査論文は，ロボ
ティクス，情報工学，人工知能の諸分野において学術的価値のある知見を与えている
と判断し，博士（工学）の学位を授与するに十分値するものと認め，合格と判断した。 
 
 
 
