The paper is concerned with the interaction between the boundary layer on a smooth body surface and the outer inviscid compressible flow in the vicinity of a sonic point. First, a family of local self-similar solutions of the Kármán-Guderley equation describing the inviscid flow behaviour immediately outside the interaction region is analysed; one of them was found to be suitable for describing the boundary-layer separation. In this solution the pressure has a singularity at the sonic point with the pressure gradient on the body surface being inversely proportional to the cubic root dp w /dx ∼ (−x) −1/3 of the distance (−x) from the sonic point. This pressure gradient causes the boundary layer to interact with the inviscid part of the flow. It is interesting that the skin friction in the boundary layer upstream of the interaction region shows a characteristic logarithmic decay which determines an unusual behaviour of the flow inside the interaction region. This region has a conventional triple-deck structure. To study the interactive flow one has to solve simultaneously the Prandtl boundary-layer equations in the lower deck which occupies a thin viscous sublayer near the body surface and the Kármán-Guderley equations for the upper deck situated in the inviscid flow outside the boundary layer. In this paper a numerical solution of the interaction problem is constructed for the case when the separation region is entirely contained within the viscous sublayer and the inviscid part of the flow remains marginally supersonic. The solution proves to be non-unique, revealing a hysteresis character of the flow in the interaction region.
Introduction
Since the end of the 1960s, when the triple-deck theory was formulated due to the efforts of Neiland (1969) , Stewartson & Williams (1969) , Stewartson (1969) and Messiter (1970) , a large number of papers devoted to the viscous-inviscid interaction have been published. These studies have been reviewed by different authors, including Neiland (1974 Neiland ( , 1981 , Stewartson (1974 Stewartson ( , 1981 , Legerstrom (1975) , Messiter (1979 Messiter ( , 1983 , Adamson & Messiter (1980) , and Smith (1982) . A detailed description of the fundamentals of the theory may be found in the monograph by Sychev et al. (1998) . It should be noted that in most publications in this field either subsonic or supersonic flows were considered, but very little is yet known about transonic viscous-inviscid interaction. The main reason is that the equations of the transonic small perturbation theory, referred to as the Kármán-Guderley equations, are nonlinear and do not allow a simple treatment. The corresponding subsonic and supersonic equations are linear and may be easily solved to produce the so-called 'interaction law' which serves to calculate the pressure induced in the inviscid flow due to the displacement effect of the boundary layer. For subsonic flows the interaction law is expressed by Cauchy's integral of the thin aerofoil theory. In supersonic flows it has an even simpler form, being given by the Ackeret formula which establishes a local relationship between the induced pressure and streamline slope angle at the outer edge of the boundary layer.
Transonic viscous-inviscid interaction may be observed, for example, in the flow past an aerofoil with small thickness τ in a uniform gas flow with the free-stream Mach number M ∞ close to one. If the Kármán parameter K = (1 − M 2 ∞ )/τ 2/3 remains an order-one quantity as τ → 0 simultaneously with M ∞ → 1, then the entire inviscid flow around the aerofoil is governed by the Kármán-Guderley equations. Alternatively, the flow might become transonic only locally as the interaction region is approached. In both cases the behaviour of the inviscid part of the flow immediately outside the interaction region may be studied based on a self-similar form of the solution of the Kármán-Guderley equations. In the classical transonic theory such solutions were extensively used for the 'far field' analysis of the flow past aerofoils or slender bodies of rotation. Here x and y are appropriately non-dimensionalized Cartesian coordinates measured along and perpendicular to the unperturbed velocity vector in front of the aerofoil, and Φ is the velocity potential. The parameter k in this solution must be less than one to ensure that the perturbations vanish as the distance from the aerofoil increases (Cole & Cook 1986) . As was found by Frankl (1947) and Guderley (1957) , the corresponding ordinary differential equation for F 0 (ξ) (F 0 − k 2 ξ 2 )F 0 − k(5 − 5k)ξF 0 + (3 − 3k)(3k − 2)F 0 = 0 has a non-trivial solution only for a particular value of the parameter k = 4/5. This solution involves a shock wave which was carefully investigated by Barish & Guderley (1953) . Our study is based on the observation that this same ordinary differential equation, but with k > 1, may be used to analyse the behaviour of an inviscid gas flow in a vicinity of the sonic point on a rigid body surface. A local solution of this type was first given by Diesperov (1980) (see also Ruban & Turkyilmaz 2000) who considered a flow which accelerates towards a sonic point situated on a rigid body surface and separates from this surface as soon as the flow speed reaches the speed of sound. It was supposed that as a result of the separation a free streamline formed along which the pressure remained constant at least in a small vicinity of the separation point. The similarity solution that describes such flow behaviour exists if the parameter k is chosen to be k = 6/5. In this solution the flow in front of the separation point is subsonic and its acceleration towards the separation point produces a favourable pressure gradient acting upon the boundary layer. Under these conditions the boundary layer cannot be expected to separate if the body surface is smooth. However, Diesperov's (1980) solution proved to be well-suited for describing transonic flow separation from convex corners. Ruban & Turkyilmaz (2000) recently returned to this problem. They noticed that as the interaction region, occupying a small vicinity of the corner point, is approached the pressure drops sharply, being proportional to the cubic root of the distance from the corner point. The pressure gradient generated in the inviscid transonic flow appears to be strong enough to cause a complete reconstruction of the boundary layer in front of the interaction region. The analysis in Ruban & Turkyilmaz (2000) revealed that the boundary layer splits into two parts, the near-wall viscous sublayer and the main body of the boundary layer where the flow is locally inviscid. Remarkably, the displacement effect of the boundary layer was found to be mainly due to the inviscid part of the boundary layer. Therefore contrary to what happens in similar subsonic (Ruban 1974) and supersonic (Neiland 1974) cases, the flow in the interaction region was found to be governed by the so called inviscid-inviscid interaction.
This example demonstrates that transonic interactive flows reveal their nature not just through the upper layer of the triple-deck structure where the Káŕmán-Guderley equations should be used instead of subsonic or supersonic interaction laws. More importantly the inviscid transonic flow in front of the interaction region proves to be capable of producing rapid variations in the flow field that might change completely the background on which the interaction between the boundary layer and external flow develops.
Earlier studies of transonic flows with the interaction were restricted to relatively simple situations when the flow outside the interaction region remains essentially unperturbed and does not influence the boundary layer approaching the interaction region. The first of these studies was performed by Messiter, Feo & Melnik (1971) who were concerned with viscous-inviscid interaction on the surface of a flat plate placed into uniform transonic flow. They found that for the transonic flow regime to hold the free-stream Mach number M ∞ should be such that
where Re is the Reynolds number. The interaction region proved to be larger than at finite values of |M ∞ − 1|. It extends along the plate surface over a distance ∆x ∼ Re −3/10 as compared to ∆x ∼ Re −3/8 for the corresponding subsonic and supersonic flows. Messiter et al. (1971) also noticed that the viscous-inviscid interaction problem could be significantly simplified if, firstly, the flow remains supersonic everywhere in the upper tier of the interaction region and, secondly, the inviscid flow is uniform immediately upstream of the interaction region. In this case the governing Kármán-Guderley equations admit a solution in the form of a simple wave analogous to the Prandtl-Meyer solution for supersonic flows. As a result a simple local (but nonlinear) interaction law is established relating the induced pressure to the streamline slope angle at the outer edge of the viscous sublayer.
Based on this formulation Brilliant & Adamson (1974) studied the process of the boundary-layer interaction with an incident shock wave. The shock was assumed weak, such that the linearized boundary-layer equations could be used in the viscous sublayer. At the same time the nonlinearity was retained in the upper tier of the interaction region by choosing M ∞ − 1 Re −1/5 . The solution of the interaction problem was found in an analytical form. However, it described only the flow regimes with a well-attached boundary layer. A fully non-linear version of the problem was considered by Bodonyi & Smith (1986) whose study was based on numerical solution of the equations of viscous-inviscid interaction. Due to the assumptions the model relied upon (supersonic flow throughout the upper tier and uniform flow upstream of the interaction region) they found that the flow behaved in very much the same way as its supersonic counterpart (see, for example, Rizzetta, Burggraf & Jenson 1978; Ruban 1978) .
Earlier Bodonyi & Kluwick (1977) were able to use this strategy to investigate the phenomenon of free interaction of the transonic flow with the boundary layer. Both compressive and expansive branches of the solution were calculated. In the former case the flow decelerates, passing smoothly through the separation point, and then further downstream a region of pressure plateau is formed. The expansive branch of the solution was found to terminate at a finite location x s on the plate surface where pressure p becomes infinite negative, p −1 = −1.46(x s − x), exactly as happens in the corresponding supersonic flow (see Neiland 1974; Stewartson 1974) . Since in the expansive free interaction the inviscid flow Mach number increases monotonically in the downstream direction, Bodonyi & Kluwick (1977) were able to extend their calculations to the case when M ∞ = 1.
The numerical technique developed by Bodonyi & Kluwick (1977) was then used to calculate expansive transonic flows over corners (Bodonyi 1979) and near the trailing edge of a flat plate (Bodonyi & Kluwick 1982) . In both cases the free-stream Mach number was assumed to be M ∞ > 1 to ensure that the flow in the upper tier is supersonic throughout the interaction region. This restriction was lifted when Bodonyi & Kluwick (1998) incorporated in their viscous-inviscid iterations a proper transonic solver, similar to the one used by Murman & Cole (1971) . The calculations performed using this solver showed, for example, that for slightly subsonic free-stream Mach number, the acceleration of the flow towards the trailing edge results in the formation of an embedded supersonic region in the upper tier. This region terminates through a shock wave situated behind the trailing edge where the wake is, apparently, capable of sustaining an abrupt pressure increase.
In this paper we will be concerned with the viscous-inviscid interaction centred at or very close to a sonic point, i.e. a point where the flow speed at the outer edge of the boundary layer coincides with the local speed of sound. As usual (see Sychev et al. 1998) we shall start the analysis by investigating local properties of the inviscid flow outside the interaction region. For this purpose self-similar solutions of the Kármán-Guderley equation will be constructed that are suitable for describing the transonic separation occurring on a smooth surface. As a part of this study some general properties of local self-similar transonic flows will be clarified.
The analysis presented in § § 2 to 5 shows that the pressure gradient acting upon the boundary layer develops a singularity as the separation point is approached. It is known that a singularity in the pressure gradient almost always leads to the interaction between the boundary layer and inviscid flow, the flow behaviour inside the interaction region being predetermined by the form of the inviscid solution outside the interaction region. With the pressure gradient given by dp dx
the boundary layer approaches the interaction region in a preseparated form, i.e. the skin friction produced by this boundary layer on the body surface is small, and therefore the interaction region appears to be significantly larger than in the previous studies of the transonic viscous-inviscid interaction. The pressure gradient (1.1) also determines a hysteresis character of the flow in the interaction region.
Inviscid similarity solution in the vicinity of sonic point
Let us consider two-dimensional flow of a perfect gas past a rigid body, say an aerofoil (see figure 1) , assuming that the Reynolds number Re is large and that the flow separates from the body surface at a point where the inviscid flow velocity |V | at the outer edge of the boundary layer is asymptotically close to the speed of sound a 0 . Two physical situations seem possible. The first one is referred to as the local separation; in this case the recirculation region forming as a result of the boundarylayer separation fits entirely within the dimensions of the region of viscous-inviscid interaction that is anticipated to form in a small vicinity of the separation point. The second possibility is when the separation region remains finite on the aerofoil scale and is semi-infinite on the scale of the interaction region. This latter case will be referred to as the global separation.
We shall start with the inviscid flow analysis to predict the flow behaviour outside the interaction region. For this purpose we shall use the Cartesian coordinate system Oxy with origin O situated at the sonic point and the x-axis tangent to the body contour (figure 1). The velocity components in these coordinates we denote by u and v respectively.
Provided that the flow upstream of the aerofoil is uniform and any shock waves that might appear in the flow are weak, which is true for all transonic flows, the inviscid flow remains potential, and the gas motion is governed by the equations
where a is the local speed of sound. In order to find the form of the asymptotic solution of equations (2.1) near the sonic point O we note that in a small vicinity of this point the velocity components are expected to differ only slightly from their values u = a 0 and v = 0 at the sonic point, i.e. u − a 0 ∼ ∆u and v ∼ ∆v, where ∆ represents a small variation of the corresponding function. Then using equation (2.1c) one can deduce that a − a 0 ∼ ∆u. From equation (2.1b) it follows that ∆u/y ∼ ∆v/x. Finally, balancing the two terms on the left-hand side of equation (2.1a) it may be found that ∆u(∆u/x) ∼ a 0 (∆v/y). Solving the above estimate equations we can find that
It should be noted that the balancing procedure used for deducing these formulae does not impose any restriction on a relationship between the coordinates x and y. Therefore, taking into account that x and y simultaneously tend to zero as the sonic point is approached, we shall write
where L is a characteristic length scale of the problem, say the aerofoil cord, and k is a positive parameter. This suggests that near the sonic point O the solution of equations (2.1) should be sought in the following self-similar form:
Equations (2.3) were first formulated by Frankl (1947) and Guderley (1957) in their studies of the far-field behaviour of transonic flows past airfoils. To ensure that the velocity field (2.2) becomes uniform as y → ∞ they had to assume that k < 1. Contrary to that, the local flow analysis presented in this paper is based on the limit y → 0, and we shall assume k > 1.
An alternative approach may be used in situations when the fluid velocity is close to the speed of sound throughout the entire flow field. This happens, for example, when an aerofoil of a small thickness τ is placed into uniform flow with the freestream Mach number close to one. In this case the solution of equations (2.1) may be represented by the asymptotic expansions
which being substituted into (2.1) lead to the Kármán-Guderley equations
Returning to the formulation based on the coordinate expansions (2.2) we shall now try to find boundary condition for equations (2.3). If the body surface near the separation point is smooth then the impermeability condition upstream of the separation may be written in the form: v = 0 at y = 0 and x → 0 − . The corresponding condition for positive x depends on the problem considered. If the separation region is local (confined within the interaction region) then we have to use again the impermeability condition v = 0 at y = 0 and x → 0 + . However, if the separation region is global then we have to consider the free streamline which separates the recirculation region from the rest of the flow. We shall assume, as usual, that the pressure is constant in the recirculation region, at least near the separation point. In this case, using the Bernoulli equation, we have to conclude that the flow velocity immediately above the free streamline is constant. Assuming further that the free streamline is tangent to the body contour at the separation point we can write the sought boundary condition in the form: u = a 0 at y = 0 and x → 0 + .
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In order to express these conditions in terms of functions F(ξ) and G(ξ) we need to find the asymptotic behaviour of the solution of equations (2.3) for large positive and negative values of ξ. Near the body surface upstream of the separation point, where the similarity variable ξ is large and negative, we have
whereĉ 0 andb 0 are arbitrary constants. Using (2.6) in (2.2) we can see that on the body surface upstream of the separation
Therefore, in order to satisfy the impermeability condition we have to setb 0 = 0, and calculating the next order term in the asymptotic expansion of G(ξ) we find that
Similar analysis of the solution behaviour downstream of the separation point shows that for the problem with local separation we have to use for (2.3) the boundary condition
while in the case of global separation it should be substituted by
Asymptotic formulae (2.7), (2.8) provide important information on the flow behaviour near the separation point. For example, in the flow with global separation substitution of (2.8b) into (2.2) yields
If we denote the angle made by the tangent to the free streamline with the x-axis by θ then due to the impermeability condition on the free streamline
We see that coefficient b 0 should be positive for the free streamline not to intersect the body surface. Therefore the flow appears to be supersonic (u > a 0 ) everywhere except on the free streamline, where it is sonic.
Solution behaviour in the phase plane
To investigate the properties of the set of equations (2.3) we shall draw its phase portrait. For this purpose it is convenient to rearrange equations (2.3) to turn them into a non-singular autonomous system. Following Barish & Guderley (1953) we note that if a pair of functions F(ξ), G(ξ) represents a solution of the set of equations
is also a solution for any value of constant α. In order to make the solution independent of the choice of the group constant α we shall introduce instead of F(ξ) and G(ξ) new functions f(ξ) and g(ξ):
Now each trajectory in the (f, g)-phase plane will represent a family of solutions for all possible values of α. Introducing further a new independent variable χ, such that
we arrive at the following non-singular autonomous system:
The independent-variable transformation (3.1) divides the phase plane into two sheets, one for ξ < 0 and another for ξ > 0. The latter differs from the former only by the direction of changing of the original coordinate ξ with respect to the new coordinate χ. Each of the sheets has a critical line f = 1 where ξ changes its direction as well. An intersection of this line by a trajectory in the phase plane corresponds to a turning point with respect to the physical coordinate ξ, and therefore the corresponding solutions have no physical meaning.
The set of equations (3.2) has three critical points, where df/dχ = dg/dχ = 0. They are A(0, 0), B(1, 2/3) and C(1/k 2 , −2/3k 3 ). Calculation of the eigenvalues λ 1,2 of (3.2) at the singular points leads to the following classification:
Critical point A represents the flow near the body surface upstream (ξ → −∞) and downstream (ξ → ∞) of the separation point. The general solution of (3.2) near the critical point A has the form (see figure 2)
where different values of constant c correspond to different trajectories in the (f, g)-plane. In the right half-plane (f > 0) the flow is supersonic while in the left half-plane (f < 0) it is subsonic. Formula (3.3) may be deduced either directly from equations (3.2) or by means of recasting (2.6) in terms of functions f and g. The particular trajectory which satisfies the impermeability condition (2.7) or (2.8a) corresponds to c = ∞ in which case instead of (3.3) we have
The solution with the free streamline (2.8b) corresponds to c = 0 and is written near point A as
The singular line f = 1 in the phase plane is an image of the so-called limiting
Phase portrait of the system (3.2) for k = 3/2 and ξ 6 0. Dashed and dash-dotted lines show the trajectories satisfying the impermeability conditions (2.7), (2.8a) and the condition on the free streamline (2.8b) respectively.
characteristic. To explain the reason for the name let us recall that through any supersonic point in the physical plane two characteristics may be drawn. If we use the notation defined by (2.4) then it may be easily deduced from (2.5) that the slopes of these characteristics in the (x 1 , y 1 )-plane are given by (see, for example, Cole & Cook 1986) 
If we consider a characteristic emerging from the sonic point (point O in figure 1 ) and suppose that it coincides with one of the coordinate lines ξ = ξ c then expressing (3.4) in terms of the similarity variables used in (2.2) we will have †
From the theory of characteristics it is known that a solution of (2.5) exists in a small vicinity of a characteristic if, and only if, the Riemann invariant
1 − v 1 is preserved along the characteristic. Written in terms of the similarity variables this condition takes the form
where its behaviour changes drastically. The main difference is that the critical point B, being the saddle point for all k < 1, changes its type to the node as k becomes greater than 1. This means that the local solution near the sonic point (point O in figure 1 ) can smoothly pass through the limiting characteristic for a range of values of k > 1, while the far-field solution is only possible for one particular k, which was found to be k = 4/5 (Guderley 1957) . Let us now consider in detail the behaviour of the solution of the set of equations (3.2) according to the phase portrait in figure 2. Keeping in mind that a trajectory can intersect the line f = 1 only at point B, where the direction of growing ξ remains unchanged after crossing this line, two types of phase trajectories for a flow without shock waves seem possible.
(a) A trajectory originates at point A (ξ = −∞) and goes into the subsonic part of the plane (f < 0). As has been already mentioned the choice of a particular trajectory emerging from A depends on the boundary condition used on the body surface upstream of the separation point O (see figure 1) . If we choose the trajectory satisfying the impermeability condition (2.7) then it will go along the dash-dotted line. A trajectory in the phase plane then approaches infinity as ξ → 0 − . As ξ crosses over to positive values function f remains unchanged while g changes its sign. This means, that the solution jumps (through 'infinity') to another trajectory by reflecting the point in the f-axis. Then the trajectory returns back to the point A which now represents ξ = +∞. As we can see, for the case when the flow upstream of the separation is subsonic flow the solution near ξ = −∞ completely determines its further behaviour up to ξ = +∞, and to satisfy one of the boundary conditions (2.8) one has to choose an appropriate value of the parameter k. This explains why locally subsonic solutions described by Diesperov (1980) (see also Ruban & Turkyilmaz 2000) exist for a unique value of k = 6/5.
(b) From point A the solution goes into the supersonic half of the plane (f > 0) along the trajectory defined by boundary condition at ξ = −∞, say the condition (2.7). When the trajectory reaches point B there is a set of trajectories to continue the solution through this point. This should be done keeping in mind the following considerations. After passing through point B a trajectory reaches an infinite point of the (f, g)-plane, which corresponds to ξ = 0. To continue the solution we have to reflect the point in the f-axis. However, all the relevant trajectories lying in the lower half-plane cross the line f = 1 which leads to a fold in the physical plane. Therefore, to have a physically meaningful solution we need to find a trajectory for which g does not change sign at ξ = 0. This is possible if we choose the trajectory on which G(ξ) is proportional to ξ as ξ → 0. In this case the solution returns to point B along the same path. It is obvious that in this case the limiting characteristics of the first and second families are symmetric with respect to ξ = 0, i.e. ξ + c = −ξ − c . Finally, to return from B to A one has to use the trajectory that satisfies one of the downstream boundary conditions (2.8). This procedure does not require the parameter k to assume a particular value, as happens in the far-field solution (Guderley 1957) and with the solution of the first type.
As already mentioned, the separation from a smooth body surface is associated with a deceleration of the flow before the separation point. Thus, we have to use the solution of the second type to describe the separation process. The results of the numerical integration of the system (2.3) representing this type of solution satisfying the impermeability condition (2.7) upstream of the separation and the free-streamline condition (2.8b) downstream of the separation are shown in figure 3 for different values of k. We see that a smooth solution is possible for all k > 3/2. The similarity parameter k specifies the form of the pressure gradient on the body surface in front of the sonic point. In terms of the similarity solution (2.2) the longitudinal velocity is expressed here as
and according to the Bernoulli equation the pressure gradient
where
The behaviour of the boundary layer exposed to the pressure gradient (3.5) with various β may be easily studied (see, for example, Sychev et al. 1998) leading to the following asymptotic expansion for the stream function: 6) where η = Re 1/2 y/(−x) 1/3 . The first term here represents the boundary layer with constant skin friction 2A and the second one represents the perturbations due to the pressure gradient (3.5). It can be seen from (3.6) that in order to describe the flow reversal in the boundary layer, characteristic of the separation, one has to choose β = −1/3 which corresponds to k = 3/2. From this point forward we will be concerned with this particular case. 
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Solutions with shocks
One of the characteristic features of transonic flows is the presence of shock waves in the flow field. So, let us now consider how our self-similar solution can be modified by introducing a shock wave. The conditions to be satisfied on the shock wave in the transonic flow can be obtained from the conservative form of the Kármán-Guderley equation (Cole & Cook 1986 ), leading to
where f = (f 1 + f 2 )/2 is the mean value of function f, [ f] = f 2 − f 1 is the jump of f across the shock, f 1 and f 2 being the value of f before and after the shock respectively. If the shock wave coincides with one of the coordinate lines of the similarity solution ξ = ξ s = const then equations (4.1) can be expressed in terms of the similarity solution (2.2) as
Two main types of the shocks are possible here. In the first category are the shocks produced by external sources of perturbations situated upstream of point O and impinging upon the wall at point O; for such shocks ξ s < 0. We will be mostly interested in the shocks of the second type, i.e. those generated by the local flow structure and propagating from the wall downstream, in which case ξ s > 0.
Let us now consider the behaviour of the solution with the shock in the phase plane for k = 3/2 (figure 4). It may be easily seen from the first of equations (4.2) that the critical line f = 1 of the phase plane always lies between the points representing the flow before and after the shock. As was explained in § 3, the region between ξ = 0 and the limiting characteristic of the first family ξ = ξ + c corresponds to the region f ∈ [1, ∞] in the phase plane. The solutions of (3.2) in this region have the form of the trajectories shown in figure 4 by the solid lines. Let us consider one of these trajectories, say the trajectory marked ξ s = 0.50 (the meaning of this marking will be explained later). When ξ increases from ξ = 0 to ξ = ξ + c the corresponding point in the phase plane moves along the trajectory in the direction shown by the arrow. From each point on the trajectory the solution can 'jump' to a point on the corresponding dashed line. The particular state of the flow before the shock S 1 must be chosen in such a way that the point S 2 representing the solution after the shock belongs to a trajectory which satisfies one of the downstream boundary conditions (2.8). In figure 4 it has been chosen to be the free-streamline condition (2.8b).
The numbers labelling the trajectory lines in figure 4 show the values of the selfsimilar coordinate ξ at the shock location ξ = ξ s the solution downstream of the shock is the trajectory satisfy the free-streamline condition (2.8b). These numbers correspond to a particular choice of the group constant α for which the limiting characteristic of the second family is ξ − c = −1. Figure 4 shows that the solution satisfying the free-streamline condition (2.8b) exists for every shock position in the interval ξ ∈ [0, 1]. We also found that for a given shock position the solution is unique. Indeed, all the dashed lines in figure 4 which show the possible solution states after the shock intersect the free streamline trajectory only once. In the case of the local separation when (2.8a) plays the role of the downstream boundary condition, we found that there is a minimum value of ξ s , say ξ * s , such that for ξ s < ξ * s the solution is not possible. On the other hand for all ξ ∈ (ξ * s , 1) two solutions exist, one with a weak and the other with a strong shock. The results of the numerical calculations for the longitudinal velocity component F(ξ) are displayed in figures 5-7. Figure 5 shows the behaviour of function F(ξ) for the solution with the free streamline. As already mentioned, this solution exists for any shock position within the interval ξ s ∈ [0, 1]. The shock, which is strongest at ξ s = 0, vanishes as ξ s approaches ξ s = 1. The solution satisfying the impermeability conditions both upstream (2.7) and downstream (2.8a) of the sonic point is displayed in figure 6 for the weak shock and in figure 7 for the strong shock. The critical value of the shock coordinate ξ * s below which the solution does not exist is about 0.37. For ξ s > ξ * s the solution becomes two-valued. Note that the shock position cannot be found based on the local flow analysis but is expected to be determined from the 'global' solution on the body scale.
Summarizing the results of the above analysis we can conclude that in transonic flow with an isolated sonic point on a smooth body surface as well as in the flow in front of the free streamline separating from the body surface at a sonic point, the pressure gradient develops a singularity. Using Bernoulli's equation we can see that dP /dx ∼ (−x) −1/3 as x → 0 − . The shock wave, being of finite strength inside the flow field, degenerates as the wall is approached. The behaviour downstream of the shock depends on the solution considered. In the solution with an isolated sonic point and the weak shock (see figure 6 ) the flow downstream of the shock is supersonic, and it accelerates downstream. In the flow with the strong shock (figure 7) the flow becomes subsonic behind the shock and decelerates further as ξ increases. Finally, in the flow with the free streamline (figure 5) the flow speed remains constant along this line and coincides with the speed of sound.
Boundary layer near the pressure singularity
Turning to the boundary-layer flow we shall introduce curvilinear coordinates, x τ measured along the aerofoil surface from the sonic point and x n in the perpendicular direction. The corresponding velocity components will be denoted by u τ and u n . The non-dimensional variables suitable for the boundary-layer analysis may be defined as follows
Here L denotes, as before, the aerofoil cord; a 0 is the speed of sound at the sonic point; T 0 , ρ 0 and p 0 are the corresponding values of absolute temperature, density and pressure; while µ w is the value of the dynamic viscosity at the bottom of the boundary layer on the aerofoil surface at the position where the inviscid flow speed coincides with the local speed of sound; this point is also chosen to be the origin O of the coordinate system. The Reynolds number is defined as
and presumed large. Omitting the overbar on the non-dimensional variables one can write the boundarylayer equations in the form
Here P r is the Prandtl number, and the non-dimensional total enthalpy H is related to the temperature T and longitudinal velocity component U via
with γ being the specific-heat ratio. The perfect gas law is written in these variables as Our interest is in a small vicinity of the sonic point where a region of viscousinviscid interaction is presumed to form. Immediately outside this region the selfsimilar solution described in § § 2-4 is valid. In particular, the boundary layer approaching the interaction region is exposed to the pressure gradient
where factor ε is related to constant d in the similarity solution (2.2) as
, withĉ 0 being the coefficient in the asymptotic formulae (2.7).
Interaction problem
Near the separation point the flow is governed by the interaction between the nearwall viscous region 3 (see figure 8 ) and inviscid potential flow in region 1 situated outside the boundary layer. The main part of the boundary layer (region 2) plays a passive role in this process; it cannot make any noticeable contribution to the slope of streamlines produced at the outer edge of region 3, and it does not change the pressure when transmitting it from region 1 to region 3.
We shall start the flow analysis in the interaction region with the viscous region 3. This region occupies a thin sublayer at the bottom of the conventional boundary layer, which is why the gas velocity in region 3 appears to be much smaller than the speed of sound. Hence, the flow in region 3 may be treated as incompressible. This result easily follows from the energy equation in (5.1) leading to the conclusion that provided the wall temperature T w is kept constant, at least locally within the interaction region, or the wall is thermally isolated, the gas temperature inside the viscous sublayer may be treated as constant, and to the leading order T coincides with the wall temperature T w . Using then the state equation we can see that the density is also constant and may be expressed as ρ = 1/T w . One more simplification comes from an observation that the dynamic viscosity µ is a function of temperature only, and due to the non-dimensionalization used, µ = 1.
The form of the solution in region 3 may be predicted based on the conventional procedure of balancing the convective terms in the momentum equation (5.1) with the pressure gradient and viscous terms. Denoting the non-dimensional longitudinal extent of the interaction region by σ and using (5.2) to estimate the pressure gradient, one can find that order-one variables for region 3 can be introduced by the equations
Here Ψ (X, Y ) is the stream function defined by equations U = ∂Ψ /∂Y , V = −∂Ψ /∂X. Substitution of (6.1) into the momentum equation in (5.1) yields
Equation (6.2) should be solved subject to the no-slip conditions on the aerofoil surface
an initial condition that should be formulated for X 3 → −∞ and a condition at the outer edge of the viscous sublayer (Y 3 → ∞). The initial condition may be formulated as follows. Matching of the pressure gradient in region 3 with the pressure gradient (5.2) immediately upstream of the interaction region shows that
Taking this into account we represent the asymptotic expansion of Ψ 3 as X 3 → −∞ in the form assumed to be an order-one quantity as X 3 → −∞. and a requirement that the solution does not grow exponentially as η → ∞ to ensure that matching with the main part of the boundary layer (region 2) is possible. It may be easily verified that the homogeneous part of equation (6.5) has a solution f n = A n η 2 satisfying all the boundary conditions. Taking this into account we have 'extracted' A n η 2 from functions f n (η) in (6.4). Due to the arbitrariness of factors A n , an additional condition f n (0) = 0 may be imposed upon the solution of equation (6.5).
According to the Fredholm alternative (Zwillinger 1998) , if a homogeneous boundary-value problem has a solution in a domain [a, b] It is interesting to notice that RHS 2 (η) as given by (6.6) satisfies the solvability condition (6.8) automatically. Therefore the expression in the brackets in the formula for RHS 3 in (6.6) gives no contribution to the integral (6.8), which means that the factor A 1 cannot affect the solvability for f 3 (η), and remains arbitrary. Based on (6.4) one can calculate the skin friction Here A 0 = 2 5/4 b 3/4 /3 3/4 = 0.3755 according to the above analytical analysis, and numerical calculations of the equation for f 3 (η) give B 1 = 0.0995. As already mentioned A 1 remains arbitrary (more precisely, it depends on the flow behaviour outside the interaction region) and represents the state of the boundary layer in front of the interaction region.
Using (6.4) it may be shown that at the outer edge of the viscous sublayer which is represented mathematically by the limit
the asymptotic expansion of stream function Ψ 3 has the form
where function E(X 3 ) represents the displacement effect of the viscous sublayer. Indeed, the streamline slope angle θ at the outer edge of region 3 may be calculated as θ = lim
Now we can turn to the inviscid potential flow in region 1. Here the solution of equations (2.1) is represented in the form
with the longitudinal length scale σ being the same as in region 3 and lateral scale ν −1/2 determined by the perturbation of the longitudinal velocity component with respect to the speed of sound.
The conditions of matching of the pressure gradient and the streamline slope angle in regions 1 and 3 are written as (6.10) Equating the coefficients in these equations we find that the perturbations of the longitudinal velocity in the inviscid region 1 are of order The equations governing the flow in region 1 are conventional Kármán-Guderley equations
They should be solved subject to the 'far-field' boundary conditions provided by the self-similar solution (2.2) † (6.12) and the matching conditions (6.10) which now may be written as
The flow in the near-wall viscous region 3 is governed by the boundary-layer equation
(6.14)
with the pressure gradient given by the second of equations (6.13). The boundary conditions for (6.14) are the no-slip condition on the aerofoil surface (6.15) the condition at the outer edge of region 3 (6.16) and the upstream condition (6.4). Equations (6.11)-(6.16), (6.4) considered together constitute the interaction problem that should be solved to study the process of separation. Note that coordinates X 3 and x 1 should be treated as identical in this formulation. The flow behaviour in the interaction region depends on a particular form of the solution of equations (2.3) used in (6.12). If the separation region is assumed to be contained fully inside the interaction region then equations (2.3) should be solved with boundary conditions (2.7) and (2.8a). If, on the other hand, the separation region is expected to be large on the scale of the interaction region then instead of (2.8a) condition (2.8b) has to be used.
In both cases the formulation of the interaction problem involves two free parameters: parameter A 1 in the upstream boundary condition (6.4) which specifies the skin friction (6.9) in the boundary layer before the interaction region, and the shock position ξ s in the solution of equations (2.3). These parameters may be thought of as the similarity parameters of the flow in the interaction region.
Finally, we note that matching of the solution inside the near-wall viscous sublayer (region 3) with the boundary layer before the interaction region is possible only if ε = 1/ ln(Re), which gives the amplitude of the pressure gradient (5.2) acting on the boundary layer on approach to the interaction region. The re-expansion of (6.4) in terms of the boundary-layer variables X and Y shows that in the boundary layer immediately upstream of the interaction region 
Numerical method
In this study we shall restrict our attention to flows with local separation regions that fit entirely inside the viscous sublayer. To simplify the numerical task further we shall also assume that the shock in the solution of equations (2.3) is weak, and the inviscid flow remains supersonic everywhere in region 1. In this case characteristic properties of the Kármán-Guderley equations (6.11) may be exploited. Introducing the Riemann invariants
we write equations (6.11) in the form
The condition of matching with the solution inside the boundary layer is written as
The boundary-layer equation (6.14) was differentiated with respect to Y 3 two times and written for the vorticity ω = ∂ 2 Ψ 3 /∂Y 2 3
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The boundary conditions for (7.2) are
The initial condition should be obtained by differentiating (6.4). The difficulty, however, is that the upstream asymptotic expansion (6.4) converges extremely slowly. For this reason we used (6.4) at a position X 3 = −2000 and calculated the boundarylayer equations (6.14) with prescribed pressure gradient dP 3 dX 3 = (−X 3 )
by marching downstream to the cross-section X 3 = X 3 min which was used as an upstream boundary for calculating the viscous-inviscid interaction problem. For different computations we used either X 3 min = −20 or X 3 min = −30. The solution we obtained in this cross-section was then used as an upstream boundary condition for the boundary-layer equation for our main problem. Equations (7.1) and (7.2) were represented in a finite-difference form, and the resulting set of algebraic equations was solved using a direct method based on Newtonian iterations (the technique is similar to that used by Korolev (1987) ; see also Sychev et al. 1998, chap. 7) . As the solution was expected to be non-unique we introduced a governing parameter
ω(x, 0) dx which was found to grow monotonically along the hysteresis curves (see figure 9, § 8) representing the family of possible solutions. The calculations were performed with gradually increasing T , and using the solution for previous value of T as an initial guess to solve the problem at T . The corresponding value of the parameter A 1 was obtained as a result of the calculation for each T .
A variable computational star was used for finite-difference representation of ∂ω/∂X 3 in the boundary-layer equation (7.2). At the mesh points where the longitudinal velocity U was positive, ∂ω/∂X 3 was approximated by a second-order backward difference, otherwise a first-order forward difference was used. To approximate equations (7.1) we used a second-order backward difference for the derivatives with respect to x 1 for both equations, while the derivative with respect to y 1 was calculated by using a backward second-order difference for the first equation and a forward second-order difference for the second one.
The main series of calculations was performed on the computational domain −20 6 x 6 20, 0 6 y 6 15 with the grid 150 × 75. We found that as parameter A 1 decreases, the size of the separation region grows, and the solution corresponding A 1 = −0.28 had a separation region that came to close to the upstream boundary of the computational domain for the flow field to be properly resolved. Therefore in order to obtain solutions for smaller values of A 1 we changed the longitudinal size of the computational domain to be −30 6 x 6 10 with the same vertical size and number of mesh points in both directions. As a result the calculations could to be continued up to A 1 = −0.33. To check the influence of the upper boundary on a solution, calculations with y max = 20 were performed for A 1 = −0.33 and the influence was found to be very small. To check the influence of the mesh size, calculations with mesh sizes 100 × 50 and 200 × 100 were also conducted. The results were compared for the skin friction using the two norms
, and are shown in table 1, which demonstrates apparent convergence of the results as the number of mesh points increases.
Numerical results and discussion
The results of the numerical solution of the interaction problem for the case of local separation and a weak shock are displayed in figures 9-11. Figure 9 shows the minimum skin friction as a function of parameter A 1 which by virtue of (6.9) or, equivalently, (6.17) controls the skin friction in the boundary layer upstream of the interaction region. The curves in figure 9 have a characteristic hysteresis form. For relatively large values of A 1 the minimum skin friction decreases with A 1 almost linearly. Then, as A 1 becomes small enough, a closed separation region forms inside the near-wall viscous sublayer, and the flow behaviour becomes essentially nonlinear. Further decrease of A 1 brings the solution into a region of non-uniqueness where it has three branches. The range of A 1 in which the non-uniqueness is observed proves to depend on the position ξ s of the external shock wave. The difference between the three possible solutions is clearly demonstrated by figure 10. It displays the distribution of the skin friction on the aerofoil surface for a number of selected points on the hysteresis curve (see figure 9) . We see that the separation region extends monotonically as the observation point moves along the hysteresis curve. It is interesting to note that the position of the reattachment point remains almost unchanged, while the separation point moves rapidly upstream.
The viscous-inviscid interaction significantly affects the flow behaviour both in the inviscid transonic region 1 and inside the near-wall viscous sublayer 3. For relatively large values of A 1 when the separation region only starts to form in the near-wall sublayer, the inviscid transonic flow remains almost unaffected by the boundary layer. For smaller values of A 1 when the separation zone increases, its influence on the inviscid flow becomes considerable. A complicated λ-structure of shock waves is observed in the inviscid flow region. The closing primary shock in this structure is due to the global flow pattern on the body scale while the secondary shock that appears some distance upstream results from the interaction process, and is situated just above the point where the flow separation takes place. When A 1 becomes even smaller (see figure 11 ) the flow pattern proves to be more complicated, with two secondary shocks generated by the rather large separation region.
Conclusions
This study has been concerned with a theoretical analysis of transonic flow separation from a smooth body surface, say an aerofoil. The flow behaviour near the separation point was studied based on the asymptotic analysis of the Navier-Stokes equations assuming the Reynolds number large. It has been shown that near the separation point the flow is governed by a strong interaction between the boundary layer and inviscid transonic flow outside the boundary layer. The inviscid flow outside the interaction region is governed by the Kármán-Guderley equations which admit self-similar solutions provided that the Mach number is close to 1 at the separation point. To study these solutions we introduced a new set of phase variables that allow one to write the governing equations in the form of a non-singular autonomous system. This formulation is significantly more convenient than the one used in the transonic theory starting with Guderley (1957) . We found that the pressure gradient acting upon the boundary layer develops a singularity as the separation point is approached. Being affected by this pressure gradient the fluid inside the boundary layer experiences a sharp deceleration. As a result the slope of the streamline inside the boundary layer increases up to a level where the displacement effect of the boundary layer starts to influence the behaviour of the inviscid flow and the viscous-invicsid interaction region forms.
It is interesting that the boundary layer enters the interaction region in a preseparated form. The skin friction upstream of the interaction region shows a characteristic logarithmic decay which determines an unusual behaviour of the flow inside the interaction region. This explains why the interaction region appears to extend along the wall over a distance ∆x ∼ ε 21/20 Re −3/10 which is significantly larger than that (∆x ∼ Re −3/10 ) in the transonic flow with an unperturbed flow field in front of the interaction region (see Messiter et al. 1971; Brilliant & Adamson 1974; Bodonyi & Kluwick 1977 , 1982 , 1998 Bodonyi 1979; Bodonyi & Smith 1986 ). The behaviour of the solution in the interaction region is also quite different as one can easily see
