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We define a discrete (integer-valued) Lyapunov function V for cyclic nearest
neighbor systems of differential delay equations possessing a feedback condition.
This extends analogous definitions for cyclic systems of ODE's, and for scalar dif-
ferential delay equations. We relate the values of V to the real parts of the Floquet
multipliers for such linear periodic systems, and thereby prove all Floquet sub-
spaces are at most two-dimensional.  1996 Academic Press, Inc.
1. Introduction
In this paper we study dynamical properties of systems of differential
delay equations, in particular systems with a cyclic feedback structure. Very
generally, this refers to systems of the form
x* i(t)=f i(t, xi&1(t&:i ), xi(t), xi+1(t&;i)), 0iN, (1.1)
where the index i is taken mod N+1. We shall impose certain relations on
the delays :i and ;i, namely that :i= &;i&1, and sign (feedback) condi-
tions on the nonlinearities f i.
Following earlier results for cyclic systems of ODE's [MP-Sm], and for
scalar differential delay equations [MP], we develop as a principal tool a
discrete (integer-valued) Lyapunov function V, which quantizes solutions
in terms of rates of oscillation. Various qualitative results are then obtained
using this Lyapunov function, which in fact extends and unifies the
analogous Lyapunov functions of [MP-Sm] and [MP] first defined in
[Sml] and [My] respectively. In particular, we obtain information on the
article no. 0036
385
0022-039696 18.00
Copyright  1996 by Academic Press, Inc.
All rights of reproduction in any form reserved.
File: 505J 303802 . By:CV . Date:26:01:00 . Time:16:01 LOP8M. V8.0. Page 01:01
Codes: 3032 Signs: 2418 . Length: 45 pic 0 pts, 190 mm
Floquet multipliers of linear, time-periodic systems; specifically, we relate the
decay rate of Floquet solutions to their rate of oscillation. These results are
analogous to ones obtained in [MP-Sm] for ODE's and in [Ch-Lu-MP]
for scalar parabolic equations, and extend earlier work on slowly oscil-
lating periodic solutions of scalar equations in [Ch-Wa], [Iv-LW-Wa],
[Ka-Yo1], [Ka-Yo2], [Wa1], [Wa2], [Wa3], and [Wa4].
Our study is motivated by several models. The simplest is the much
studied scalar equation
x* (t)=f (x(t), x(t&1)) (1.2)
with a single delay, where the nonlinearity f enjoys either a feedback condi-
tion
$y f (0, y)>0 for all y{0, (1.3)
or else a monotonicity condition
$f (x, y) is strictly increasing in y for each fixed x # R, (1.4)
and where in either case $ # [&1, 1] is a fixed quantity. (Generally, we
have $= &1, that is, negative feedback, in models of interest in applica-
tions.) A tremendous number of results are known about (1.2), mostly con-
cerning existence and qualitative properties of periodic solutions under the
feedback assumption (1.3); see, for example, the references in [MP-Nu] for
some of these results, and for some of the numerous relevant scientific
models, including the well-known Mackey-Glass equation [Ma-Gl], in
which f (x, y)= &+x++g( y). More general solutions of (1.2) were con-
sidered in [MP], where the discrete Lyapunov function was first used to
obtain a Morse decomposition of the attractor of (1.2), assuming (1.3) with
$=&1. (A Morse decomposition can be thought of, in a general sense, as
a gradient-like structure on the attractor.) Connecting orbits between some
of the Morse sets were obtained in [Fi-MP]. See also [Mc-Mi], in which
the Conley index is used to study the dynamics of (1.2), and where addi-
tional connecting orbits are obtained to complete the picture of the Morse
decomposition.
Under the monotonicity condition (1.4) (which implies (1.3) when
f (0, 0)=0), one expects much stronger results, such as a Poincare -
Bendixson theorem. Indeed, in a companion paper [MP-Se1], we use the
tools developed in the present paper to obtain this result, in fact for cyclic
delay systems.
Important classes of systems which motivate our study arise in various
models in mathematical biology. The classical Goodwin model [Go] (see
also [Ja-Mo] and [Ha-Ty-We], and the references therein) of enzyme syn-
thesis is described by a cyclic system of ODE's, and it is quite natural to
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consider such systems with delays; see, for example, [La], [Al], [MD],
[Ba-Ma], [He1], [Ma1], and [Ma2]. See also [Smt2] and some of the
references therein, as well as those in [MP-Sm], for such models. In the
theory of neural networks, cyclic systems with delays also occur; see
[Ba-At], following [At-Ba].
Let us mention the results in [Ta ], on existence of what one might call
``slowly spiraling'' periodic solutions for systems of two differential delay
equations. While different from our work, and somewhat specialized, they
are perhaps in a related spirit to our approach to systems.
We are also motivated by results for certain classes of higher order equa-
tions, namely those of the form
p(D) x(t)= f (x(t&1)) where D=
d
dt
, (1.5)
where as above either $y f ( y)>0 for all y{0, or else $f ( y) is strictly
increasing in y # R, and where p is a polynomial. The work of Hale and
Ivanov [Ha-Iv] considers equations of this sort from a singular perturba-
tion perspective, and earlier work [He2] considers the second order
equation
x (t)+(a+b) x* (t)+abx(t)=f (x(t&1)).
The paper [HLMMS] is concerned with (1.5) in the case of quadratic p
and a step-function nonlinearity f, and describes a number of scientific
models in which this class of equations arises. In particular, (1.5) occurs in
the study of mechanical systems with delayed feedback, and includes
problems such as the stabilization of ships, studies of the pupil light reflex
in the eye, and control of robotic arms in space. The results of the present
paper apply to such Equations (1.5) provided that all roots of the polyno-
mial p are real; as we note below, such a condition on p is needed so that
the Equation (1.5) can be rewritten as a system (1.1) with a cyclic
structure.
Finally, scalar differential delay equations (1.2) which possess a singular
perturbation structure, that is, with =x* (t) on the left-hand side, can give rise
to the cyclic systems of differential delay equations considered herein. This
occurs when one passes to the related boundary (or transition) layer
equations in the scaled time variable {=t=. In [Ch-Li-MP], following
[MP-Nu], an early version of the discrete Lyapunov function V defined
below was used to obtain heteroclinic solutions to such a system.
Quite generally, we consider in this paper the system of N+1 non-
autonomous nearest neighbor Equations (1.1), where the index i is taken
mod N+1. The scalar case, N=0, is included in our theory although it is
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occasionally necessary to make slight adjustments in the notation. The
delays :i and ;i are real numbers, and can be of any sign, although we do
impose the relation
:i=&;i&1 for 1iN. (1.6)
In practice, (1.6) means that for each i, either :i=;i&1=0, or else ;i&1>0
and f i is independent of the xi&1 variable. Writing (1.1), (1.6) gives a
convenient form which encompasses both these possibilities. We assume the
feedback conditions
f i(t, u, 0, v) {0 if $
i
&u0 and $
i
+v0,
0 if $i&u0 and $
i
+v0,
0iN,
where $i\ # [&1, 1] are fixed quantities satisfying
$i& =$
i&1
+ for 1iN.
Observe here that x(t)#0 is a solution of (1.1). We make two further
assumptions, namely that for the first nonlinearity f 0 in (1.1) we have that
f 0(t, u, w, v)=f 0(t, w, v) is independent of its second argument, (1.7)
and also that
r= :
N
i=0
;i{0.
(In case r=0 for the above sum, the system (1.1) is easily seen to be
equivalent to an ODE, and the results of the present paper then reduce to
those of [MP-Sm] and [El].)
With the above assumptions in place, a simple transformation reduces
the system (1.1) to the canonical form which we assume for the remainder
of the paper. Let
yi(t)=_ixi(rt&#i)
for 0iN, where
_i=(sgn r) i `
i&1
j=0
$ j+ and #
i= :
i&1
j=0
; j
for 1iN, with _0=1 and #0=0. Also set
$*=(sgn r)N+1 `
N
j=0
$ j+.
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An easy calculation now shows that
y* 0(t)= g0(t, y0(t), y1(t)),
y* i(t)= gi(t, yi&1(t), yt(t), yi+1(t)), 1iN&1, (1.8)
y* N(t)= gN(t, yN&1(t), yN(t), y0(t&1)),
where the nonlinearities gi are given by
gi(t, u, w, v)=_irf i(rt&#i, _i&1u, _iw, _i+1v)
and satisfy
g0(t, 0, v) {0 if v0,0 if v0,
gi(t, u, 0, v) {0 if u0 and v0,0 if u0 and v0, 1iN&1, (1.9)
gN(t, u, 0, v) {0 if u0 and $*v0,0 if u0 and $*v0.
Observe that all of the time delays (or advances) of (1.1) have been shifted
to the final equation in (1.8), and also that the delay has been normalized
to equal 1. We shall say the system (1.8), with the conditions (1.9), is
written in standard feedback form, and we note this form of the system
involves only the single parameter $* # [&1, 1], which indicates the nature
of the feedback, positive or negative, for the whole system.
A particular case to which the above transformation applies, is to
systems of the form
x* i(t)= f i(t, xi(t), xi+1(t&;i)), 0iN, (1.10)
with all ;i0, and ;i>0 for some i, and with the feedback conditions
$ivf i(t, 0, v)0, 0iN, (1.11)
for some choice of $i # [&1, 1]. Such systems, which in [MP-Se1] we term
unidirectional, occur in the time-delayed Goodwin models mentioned
above. The above transformation simply normalizes ;i=0 and $i=1 for
0iN&1, with ;N=1 and $N=$* # [&1, 1].
Consider also the scalar equation (1.5), where
p(D)=(D&!0)(D&!1) } } } (D&!N) (1.12)
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is a polynomial of degree N+1 with all roots !i real. Upon setting x0(t)=
x(t) and xi+1(t)=x* i(t)&!ixi(t) for 0iN&1, Equation (1.5) takes the
unidirectional form (1.10) for appropriate f i, with all ;i=0 except ;N=1.
A feedback condition $x f (x)0 on the nonlinearity in (1.5) yields the
feedback conditions (1.11) for the new system, with $i=1 for 0iN&1,
and $N=$.
Just as in the scalar case, there is a formal relation between (1.8) and a
system of ODE's. Upon discretizing the variable y0 in (1.8) by introducing
yi(t) as an approximation to y0(t+iM), for &Mi&1, for some
positive integer M, one is led to the approximating system of N+M+1
equations
y* i=&Myi+Myi+1, &Mi&1,
y* 0= g0(t, y0, y1),
(1.13)
y* i= gi(t, yi&1, yi, yi+1), 1iN&1,
y* N= gN(t, yN&1, yN, y&M).
In particular, the assumption (1.7) implies that the above system of ODE's
is a nearest neighbor system: the derivative of each yi is a function only of
yi and of its neighbors yi\1. Such systems, with the feedback assumptions,
possess a discrete Lyapunov function; see [El] and [MP-Sm].
Let us mention here that in the case $*=1 of positive feedback, our
system (1.8), (1.9) falls within the class of cooperative dynamical systems.
Following the pioneering work of Hirsch [Hi], much has been discovered
about such systems, both for ODE's and for differential delay equations;
see, for example, [Smt1], [Smt3], [Smt4], and [Sm-Th]. Cooperative
systems exhibit very regular behavior; typical solutions, for example, tend
to equilibria in the case of autonomous systems, or to periodic solutions in
the case of nonautonomous periodic systems [Smt4]. On the other hand,
when $*=&1, our systems (1.8), (1.9) above can possess attracting non-
constant periodic orbits even in the autonomous case, and can exhibit
behavior quite different from that of cooperative systems; see, for example,
[MP-Sm] for ODE's, and [MP-Se1] for differential delay equations.
One expects that generally, many of the results for cyclic systems of
ODE's, such as existence of periodic solutions, existence of a Morse decom-
position, and results on the Conley index, should have analogs for the
system (1.8). See, in particular, [Ge], [Ge-Mi], and [Mc-Mi-Mr], for
such ODE results. We conjecture, for example, that the (N+1)st order
scalar equation (1.5), with p given by (1.12), should possess a slowly
oscillating periodic solution (namely, one with V=1 for the Lyapunov
function) provided that xf (x)<0 for x{0, with f $(0)<0, provided that
the origin x=0 has at least two unstable eigenvalues, and provided also
that (1.5), (1.12) generates a dissipative dynamical system. Results in this
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direction, but under more restrictive conditions, are found in [He2] and
[Ha-Iv]. One also anticipates that rapidly oscillating solutions should
appear as the instability dimension of the origin grows, just as in [Ch-MP].
Other results for scalar delay equations, such as the existence of connecting
orbits between Morse sets (as in [Fi-MP] and [Mc-Mi]), should also carry
over to the systems considered herein.
We caution the reader that one should not expect to obtain such results
merely by approximating the system (1.1) by the ODE (1.13). Indeed, we
offer the system (1.13) above simply as a heuristic, and claim that (1.1)
must be dealt with on its own terms as a genuinely infinite dimensional
system, with issues that are peculiar to infinite dimensional systems.
Perhaps the most challenging of these involves the existence, and non-
existence, of so-called superexponential solutions, namely solutions x(t)
which approach the origin faster than any exponential function. Such solu-
tions were first considered in [MP], where they were proved not to exist
on the attractor in the scalar autonomous case; see [Ca], and also [Ar],
for later results. This result ensures that solutions on the stable manifold of
the origin are described asymptotically by the associated linearized equa-
tion, and is a crucial step in constructing a Morse decomposition of the
attractor in [MP]. Issues related to superexponential solutions arise in the
present paper, in Theorem 3.1; see in particular one of the remarks follow-
ing the statement of that theorem. In a subsequent paper [MP-Se2], we
shall more fully address the matter of superexponential solutions for cyclic
feedback systems (1.1).
A main result of this paper is that the system (1.8), (1.9) possesses an
integer-valued Lyapunov function, which provides a powerful analytical
tool to analyze such systems. As our main application of this Lyapunov
function, in this paper, we obtain information about the Floquet exponents
of time-periodic linear systems. One fully expects that our Lyapunov func-
tion would also be a principal tool used to obtain the results noted above.
We remark that in [MP-Se3], we study a suitably time-discretized version
of the system (1.8), and develop a discrete Lyapunov function for the
resulting time-iteration map.
Let us briefly describe the Lyapunov function. In fact, we define two
functions, V + and V &, where V\ is a Lyapunov function for (1.8), (1.9),
when $*= \1. The natural state space for a system of the form (1.8) is the
space C(K) of continuous functions .: K  R, where K=[&1, 0] _
[1, 2, ..., N]. At time t, the state of the solution is denoted yt # C(K), where
yt(%)=y% (t) for %=1, 2, ..., N, and yt(%)=y0(t+%) for &1%0. For
any . # C(K)"[0] let sc(.) denote the number of sign changes of .(%),
as a function of % # K. Now define the functions V\: C(K)"[0] 
[0, 1, 2, ..., ], by V\(.)=sc(.)+', where ' # [0, 1] is such that
(&1)V
\(.)=\1. (The term ' serves as a bookkeeping device to account
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for ``around the corner'' sign changes from %=N to %=&1.) Generally,
under the feedback conditions (1.9), we prove that V\ is a Lyapunov func-
tion for (1.8). Indeed, V\ is the natural infinite dimensional generalization
of the discrete Lyapunov function considered in the finite dimensional
problem in [MP-Sm].
We have chosen to develop the results in this paper in the most general
setting of Carathe odory conditions, rather than to assume more smooth-
ness. We believe that the extra effort and slight increase in technicalities
that result from this are justified by the fact that systems with
Carathe odory conditions, in particular systems with discontinuities in t,
arise naturally in several settings. First, in the study of nonautonomous
equations which are not periodic in time, it is natural to consider those
systems in the hull, that is, systems obtained by a passage to the limit
t  \ along a sequence. Even if the original equation has smooth non-
linearities, that need not be the case for equations in the hull. A second
reason for broadening our perspective to include equations with discon-
tinuities is that we wish to include systems that are piecewise constant in
time. This includes, for example, linear equations with step-function coef-
ficients. Such systems are an important and fruitful source of examples
which aid our understanding of more general systems, in part because of
the relative ease with which they can be analyzed.
We give a brief outline of this paper. Statements of all our main
theorems are given in Sections 2 and 3. In Section 2 the functions V\ are
formally defined, and the main results (Theorems 2.1, 2.2, and 2.4) on
these functions are stated. These theorems concern, respectively, the
monotonicity of V\( yt) along solutions of (1.8), (1.9); the strict mono-
tonicity at those times t at which two adjacent coordinates simultaneously
vanish ( yi(t)=yi+1(t)=0 for some 0iN, where we denote yN+1(t)=
y0(t&1)), provided that certain of the inequalities in (1.9) are strict; and
a very general condition under which V\( yt) is finite. These theorems are
proved in Sections 4, 5, and 6, respectively.
These results on the discrete Lyapunov functions are then applied to
time-periodic linear systems to obtain information about Floquet multi-
pliers. These results are stated in Section 3, and the proofs given in
Section 7. Here we study the relation between the Floquet multipliers and
the values of V\ on the Floquet subspaces, and the results parallel very
much those in [MP-Sm].
Earlier versions of this paper, with special emphasis on the scalar equa-
tion (1.2), (1.3), were presented in several lectures in the mid 1980's by
the authors. These presentations included invited lectures at: the AMS
Meeting, Anaheim, California, January, 1985; the SIAM Meeting, Tempe,
Arizona, October, 1985; the ICIAM Meeting, Paris, July, 1987; and the
AMS Meeting, Atlanta, January, 1988.
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2. The Discrete Lyapunov Functions V\
We consider two classes of differential delay systems, distinguished by
the parameter $* # [&1, 1], with systems in both classes of the form
x* 0(t)= f 0(t, x0(t), x1(t)),
x* i(t)= f i(t, xi&1(t), xi(t), xi+1(t)), 1iN&1, (2.1)
x* N(t)= f N(t, xN&1(t), xN(t), x0(t&1)).
The Equations (2.1) form a system of N+1 equations in standard feedback
form, and we assume the nonlinearities satisfy
f 0(t, 0, v) {0 if $
0v0,
0 if $0v0,
(2.2)
f i(t, u, 0, v) {0 if u0 and $
iv0,
0 if u0 and $iv0.
1iN,
where we denote
$i={1$*
if i{N,
if i=N.
(2.3)
The number $* # [&1, 1] is a fixed quantity which indicates the type
(negative or positive) of feedback in the system. We include the case N=0,
where the system (2.1) is simply the scalar equation
x* 0(t)=f 0(t, x0(t), x0(t&1)),
where
$*vf 0(t, 0, v)0
for all t and v. Generally, we shall refer to the inequalities (2.2) as the feed-
back inequalities. In contrast to our exposition in the introduction, we shall
not take the indices mod N+1. Rather, for the remainder of the paper we
shall denote
xN+1(t)=x0(t&1) (2.4)
in the right-hand side of the system (2.1).
As noted in the introduction, a broader class of systems, including
systems of the form (1.10) with (1.11), can easily by transformed to ones
in standard feedback form (2.1), (2.2), (2.3).
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The natural phase space for a system of the form (2.1) is C[&1, 0]_RN,
which we regard as
C(K)=[.: K  R | . is continuous],
K=[&1, 0] _ [1, 2, ..., N].
If x(t)=(x0(t), ..., xN(t)) satisfies (2.1), then following Hale and Verduyn
Lunel [Ha-VL] we define xt # C(K) as
xt(%)={x
0(t+%),
x%(t),
&1%0,
%=1, 2, ..., N.
(2.5)
In this section we shall define a discrete Lyapunov function V\ for the
system (2.1), in the spirit of the ones defined in [MP] for scalar delay
equations, and in [MP-Sm] for cyclic systems of ODE's. We shall also
state the main results to be proved about this function, although the proofs
are given in later sections. One advantage of the definition below over that
in [MP] is that V\ is defined directly in the phase space C(K) rather than
in an associated space of solutions.
Let IK be a nonempty subset of K, and let . # C(K) be such that .| I
is not identically zero. Define
sc(., I)=sup[k0 | there exist %i # I, for 0ik,
with %i&1<%i and .(%i&1) .(%i)<0 for 1ik],
the number of sign changes of . on I. (If . is either nonnegative every-
where on I, or nonpositive everywhere on I, then sc(., I )=0.) The quan-
tity sc(., I ) is either a nonnegative integer, or is infinity. If .| I#0 then
sc(., I ) is undefined. If %% then for simplicity we denote
sc(., %, % )=sc(., K & [%, % ]).
Define now two functions
V+: C(K)"[0]  [0, 2, 4, ..., ], V&: C(K)"[0]  [1, 3, 5, ..., ],
by
V+(.)={sc(., K)sc(., K)+1
if sc(., K) is even or infinite,
if sc(., K) is odd,
(2.6)
V&(.)={sc(., K)sc(., K)+1
if sc(., K) is odd or infinite,
if sc(., K) is even.
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Of course the functions V\ are discontinuous; we do note, however, they
are lower semicontinuous on C(K)"[0], that is,
V\(.)lim inf
n  
V\(.n) whenever .n  . # C(K)"[0].
We shall prove that when the feedback inequalities hold, with $*=\1,
then V\ is a Lyapunov function for the system (2.1). The following is a
precise statement of this result.
Theorem 2.1. Assume that the nonlinearity f=( f 0, f 1, ..., f N) in (2.1)
satisfies the Carathe odory conditions in (t, x^) # R_RN+2 where we let
x^=(x0, x1, ..., xN, xN+1), with xN+1 denoting the fourth argument in f N.
Also assume that for some $* # [&1, 1], for each x^ the feedback inequalities
(2.2) hold for almost every t, with $i as in (2.3). Finally, assume that solu-
tions of initial value problems for the system (2.1) are unique in forward time.
Let x(t) satisfy (2.1) for tt0, with x0( } ) continuous on [t0&1, t0]. Then
V\(xt), with \ denoting the sign of $*, is a nonincreasing function of tt0
for as long as xt # C(K) is not the zero function.
Recall that a nonlinearity g: R_RM  RM of an ODE y* =g(t, y) is said
to satisfy the Carathe odory conditions if g is measurable in t for each fixed
y, continuous in y for each fixed t, and for each compact set KRM enjoys
a bound | g(t, y)|#K (t) for (t, y) # R_K where #K: R  [0, ) is locally
integrable. One makes the analogous definition for differential delay
systems. We also recall here a well-known sufficient condition for unique-
ness of solutions of an ODE. Suppose a system y* =g(t, y) in RM satisfies
the Carathe odory conditions. We say the nonlinearity g satisfies the
Lipschitz-Carathe odory conditions if in addition, for each compact KRM,
there exists a locally integrable function :K : R  [0, ) such that for
almost every t # R we have
| g(t, y)&g(t, z)|:K (t) | y&z| if y, z # K.
Again, one makes an analogous definition for differential delay systems.
The following two results give sufficient conditions on a solution for the
Lyapunov function V\ to drop strictly.
Theorem 2.2. Assume the hypotheses of Theorem 2.1, and in addition
assume that f satisfies the Lipschitz-Carathe odory conditions in R_RN+2.
Also assume the inequalities (2.2) are strict for almost every t whenever v{0,
with u and v fixed and as stated. Let x(t) satisfy (2.1) for tt0, with x( } )
continuous on [t0&1, t0]. Assume for some t1t0+3 that xt1 # C(K) is not
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the zero element. Finally assume that two adjacent coordinates vanish at
t=t1, namely that
xi(t1)=xi+1(t1)=0 for some i with 0iN, (2.7)
where as usual we denote (2.4) if i=N. Then with \ denoting the sign of $*,
either
V\(xt1)<V\(xt1&3) (2.8)
or else
V\(xt1)=. (2.9)
Proposition 2.3. Assume that f and x(t) satisfy all the conditions of
Theorem 2.2, except possibly (2.7). In place of (2.7) assume that N>0 and
that
xi(t1)=0 and $ixi&1(t1) xi+1(t1)0 for some i with 1iN,
(2.10)
where $i is given by (2.3). Then the same conclusions, (2.8) or (2.9), hold.
It is important to have a sufficient condition under which the Lyapunov
function V\ is finite. At the very least we would want this for solutions in
the compact attractor of an autonomous (or periodic) dissipative system,
and also for the Floquet eigensolutions of a linear periodic system.
Theorem 2.4 below gives a useful condition; we first define an auxiliary
concept.
Suppose :, ;: R  [0, ) are locally integrable, nonnegative functions.
We inductively define 1 n(t, t0)=1 n(t, t0, :, ;) as follows:
1 0(t, t0)=1,
1 n+1(t, t0)= } |
t
t0
exp \ } |
t
s
:(r) dr } + ;(s) 1 n(s&1, t0&1) ds } ,
for all t, t0. The functions 1 n will arise naturally from repeated applications
of Gronwall's inequality. We say the pair (:, ;) possesses Property I if for
each t0 there exists =>0 such that
lim
n  
1 n(t0+=, t0)= lim
n  
1 n(t0&=, t0)=0. (2.11)
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We observe that if : and ; are bounded at &, then Property I holds, as
one has
1 n(t0\=, t0)
(B=eB=)n
n !
where B is an upper bound for both : and ; on (&, t0+=]. Also, if :
and ; are periodic functions, then Property I holds. This follows from the
absolute continuity of the integral: fix C:>0 and C;>0 such that
eC:C;<1, and let =>0 be such that
|
A
:(s) dsC: and |
A
;(s) dsC; whenever m(A)=.
Then one has
1 n(t0\=, t0)(eC:C;)n
for this =, and any t0.
Theorem 2.4. Assume the hypotheses of Theorem 2.1, and in addition
assume that f satisfies the Lipschitz-Carathe odory conditions in R_RN+2.
Also assume there exists R>0, and functions :, ;: R  [0, ) satisfying
Property I, such that for all sufficiently negative t
| f (t, x, xN+1)|:(t) |x|+;(t) |xN+1| (2.12)
whenever x=(x0, x1, ..., xN) # RN+1 and xN+1 are such that |xi|R for 0
iN+1. Then
V\(xt)< for all t # R
for all solutions defined and satisfying
|xi(t)|R, for 0iN, (2.13)
for all sufficiently negative t.
Remark. Theorem 2.4 applies in particular to the case of a periodic
solution of a periodic system, that is, a nonautonomous system which is
periodic in t. It also applies, after a simple transformation involving an
exponential function e:t, to solutions of time-periodic linear systems, which
grow at most exponentially fast as t  & (for example, the Floquet
eigensolutions).
Remark. Theorem 2.4 does not imply that V\(xt) is bounded as
t  &.
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3. Periodic Linear Systems and Floquet Multipliers
Here we use the theorems of the previous section to obtain some basic
properties of Floquet multipliers and corresponding eigensolutions of linear
periodic (and autonomous) systems. We seek to develop a theory
analogous to that of [MP-Sm] for finite dimensional systems. A complete
such theory will not be presented in this paper, but will be given in a subse-
quent paper [MP-Se2]. The reason is that a full analysis of the systems of
interest entails a technical study of superexponential solutions, to be given
in [MP-Se2]. (Recall, from the introduction, that superexponential solu-
tions are solutions which approach the origin at a rate faster than any
exponential.) Below we present only such results that can be obtained
without consideration of superexponential solutions. The proofs of the
theorems stated here will be given in Section 7.
We first review some basic properties of linear periodic systems. Con-
sider, generally, a real linear system
x* (t)=L(t, xt) (3.1)
where, following Hale and Verduyn Lunel [Ha-VL], we have
L(t, } ) # L(C, RM), and where we let L(C, RM) denote the space of
bounded linear operators from C=C([&1, 0], RM) into RM. We assume
that L(t, .) varies measurably in t for each . # C, and that the norm
|L(t, } )| in L(C, RM) is a locally integrable function of t. We assume the
periodicity condition
L(t+T, } )=L(t, } )
for some T>0.
Let S(t, t0) # L(C, C), for tt0, denote the solution map given by
S(t, t0).=xt , where x( } ) is the unique solution with xt0=.. Denote
U(t0)=S(t0+T, t0) # L(C, C),
the Floquet operator. If nT1, then U(t0)n is compact, hence all nonzero
spectral points + # _(U(t0)) belong to the point spectrum and have finite
multiplicity. The spectrum of U(t0) is also independent of t0, and we call
the nonzero points + # _(U(t0))"[0] the Floquet multipliers. Each Floquet
multiplier + corresponds to at least one nontrivial solution satisfying
x(t+T )=+x(t) for all t # R.
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Following [Ch-Di-MP] and [MP-Sm], denote
E+(t0)=ker(+I&U(t0)), G+(t0)= .

n=1
ker(+I&U(t0))n,
the (complex) eigenspace and generalized eigenspace of any complex
number +{0. Both E+(t0) and G+(t0) are finite dimensional, and
E+(t0){[0] if and only if G+(t0){[0], if and only if + is a Floquet multi-
plier. Also define the real subspaces
E\(t0)=Re 
|+|=\
E+(t0), G\(t0)=Re 
|+|=\
G+(t0),
for any \>0; these, too, are finite dimensional. If . # E\(t0) then there is
a solution of (3.1), with xt0=., of the form
x(t)=e:tq(t), (3.2)
where e:T=\ and where q( } ) is a quasiperiodic function. If . # G\(t0) then
there is a solution with xt0=. of the form
x(t)=e:t :
n&1
i=0
(t) i qi(t) (3.3)
for some n1, where (t) i represents the i th power of t, and where each
function qi( } ) is quasiperiodic. Moreover the leading term e:tqn&1(t) of
(3.3) is also a solution of (3.1).
Our interest is in linear periodic systems of the form (2.1), satisfying the
feedback inequalities (2.2). We in fact assume these inequalities are strict,
exactly as in Theorem 2.2. To be precise, we consider the system
x* 0(t)=c0(t) x0(t)+b0(t) x1(t),
x* i(t)=ai(t) xi&1(t)+ci(t) xi(t)+bi(t) xi+1(t), 1iN&1, (3.4)
x* N(t)=aN(t) xN&1(t)+cN(t) xN(t)+bN(t) x0(t&1),
of N+1 equations. We always assume that all the coefficients ai( } ), bi( } ),
and ci( } ) are locally integrable and T-periodic, as well as satisfying the
inequalities
ai(t)0 for 1iN, $ibi(t)>0 for 0iN, (3.5)
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almost everywhere. (Note the inequalities for bi( } ) are strict.) As before, the
quantities $i are given by (2.3), for some fixed $* # [&1, 1]. If N=0 then
the system (3.4) and inequalities (3.5) reduce simply to
x* 0(t)=c0(t) x0(t)+b0(t) x0(t&1),
(3.6)
$*b0(t)>0 almost everywhere.
With these assumptions we have the following result.
Theorem 3.1. Consider the system (3.4), with locally integrable T-periodic
coefficients satisfying the inequalities (3.5) almost everywhere (or just (3.6)
if N=0), and let \ denote the sign of $*. Let P(0, ) be the set of all
norms of Floquet multipliers, that is,
P=[ |+| | + # C"[0] is a Floquet multiplier of (3.4)].
Then there exists a function
J: P  [0, 1, 2, ...]
satisfying the following properties for any t0 # R:
(a) if \1<\2< } } } <\p belong to P, for some p1, and if
x(t)= :
p
i=1
xi(t)
where each xi( } ) is a solution of (3.4) with xit # G\i (t) for t # R, and if also
neither x1( } ) nor xp( } ) are the zero solution, then
lim
t  &
V \(xt)=J (\1), lim
t  
V\(xt)=J (\p); (3.7)
(b) for any integer J0 with (&1)J=$*, we have that
:
J(\)=J
dim G\(t0){2 if J>0,1 if J=0. (3.8)
In particular, (a) and (b) imply that
J(\1)J(\2) whenever \1<\2 (3.9)
for \1, \2 # P, that
V\(.)=J(\) for each . # G\(t0)"[0], (3.10)
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and that
dim G\(t0){2 if J(\)>0,1 if J(\)=0, (3.11)
for all \ # P.
Remark. We mention earlier results, for particular scalar equations and
slowly oscillating (V&=1) Floquet solutions, which are special cases of
Theorem 3.1. In particular, the results in [Ch-Di-MP], [Ch-Wa], [Iv-
LW-Wa], and [Wa1] concern the linearization around a slowly oscillating
periodic solution, and the fact that there is at most one Floquet multiplier
with |+|>1; see also [Wa4] for a more general survey.
Remark. One expects equality in (3.8), namely that
:
J(\)=J
dim G\(t0)={2 if J>0,1 if J=0, (3.12)
whenever J0 with (&1)J=$*. Indeed, this is precisely the infinite dimen-
sional analog of the ODE results obtained in [MP-Sm]. Moreover, we do
prove (3.12) for autonomous delay systems (3.4), (3.5) in Theorem 3.2
below. In a subsequent paper [MP-Se2], we shall establish (3.12) for
general time-periodic coefficients; our proof of (3.12) there will rely on
obtaining uniform lower bounds for the norms \=|+| of the Floquet mul-
tipliers in terms of the values J(\), and then making a homotopy between
the system (3.4) and an autonomous system for which (3.12) is known to
hold. The existence of such uniform lower bounds is closely related to ques-
tions involving superexponential solutions of (3.4).
Theorem 3.1 has a direct application to constant coefficient systems.
Consider
x* 0(t)=c0x0(t)+b0x1(t),
x* i(t)=aixi&1(t)+cixi(t)+bixi+1(t), 1iN&1, (3.13)
x* N(t)=aNxN&1(t)+cNxN(t)+bNx0(t&1),
where the coefficients ai, bi, and ci are constants satisfying
ai0 for 1iN, $ibi>0 for 0iN. (3.14)
We may regard (3.13) as a T-periodic system for any T>0 and apply
Theorem 3.1. In fact, we present a somewhat stronger result than what can
be obtained in this way, in Theorem 3.2 below.
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Before stating Theorem 3.2, we observe several facts about the charac-
teristic equation
det(:I&M&Qe&:)=0 (3.15)
for the characteristic exponents :. Here M is the (N+1)-by-(N+1) tri-
diagonal matrix, and Q is the (N+1)-by-(N+1) matrix with a single non-
zero entry, given by
M=\
c0 b0
+ , Q=\
0
b
0
bN
0
b
0
0
} } }
} } }
} } }
0
b
0
0+ .
a1 c1 b1
a2 c2 b2
. . .
. . .
. . .
aN&1 cN&1 bN&1
aN cN
Consider the polynomial
/(:, ;)=det(:I&M&Q;)
in two variables. One sees by expanding this determinant along its first
column that / is affine in ;, that is, /(:, ;)=/0(:)+/1(:);. Clearly
/0(:)=det(:I&M)
is the characteristic polynomial of M. It is also not difficult to see that /1(:)
is (&1)N+1 bN times the determinant of :I&M with the first column and
last row removed, and hence /1(:) is the constant &b*, where b* is the
product
b*=b0b1b2 } } } bN.
Thus /(:, ;)=/0(:)&b*;, so the characteristic equation of (3.13) may be
written (:)=0 where
(:)=/0(:)&b*e&:. (3.16)
Let us observe here that b* has the same sign as $*.
Remark. It is a standard fact about tridiagonal matrices such as M, all
of whose off-diagonal elements ai and bi are nonnegative, that all eigen-
values are real. This is easily proved in the case that all ai and bi are strictly
positive by observing that there exists a nonsingular diagonal matrix D
such that DMD&1 is symmetric. The result for the general case of non-strict
coefficients ai0 and bi0 now follows by taking limits.
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Remark. The previous remark implies that all roots of the polynomial
/0 are real. We note moreover that any such polynomial is possible,
provided only it has degree N+1 and is monic, that is, has coefficient 1 for
the leading term :N+1: one simply takes all ai=0, and chooses the roots
ci arbitrarily. The quantity b* moreover can be any real number subject
only to the sign constraint sgn b*=$*.
It is more natural here to work with the exponents : than with the
Floquet multipliers +=e:T, and with the real parts _=Re : of the
exponents than with the quantities \=|+|=e_T. For each solution : # C of
the characteristic Equation (3.15), there are associated eigenspaces and
generalized eigenspaces
E :G :C(K).
(We use the tildes here and elsewhere to denote the fact that we are dealing
with the exponents : rather than with the multipliers + as before.) Let us
denote
E _=Re 
Re :=_
E: , G _=Re 
Re :=_
G: ,
for any _ # P , where
P =[Re : | : # C satisfies (:)=0].
Then Theorem 3.1 immediately yields a nonincreasing function
J : P  [0, 1, 2, ...]
for which
V\(.)=J (_) for each . # G _"[0]
and
:
J (_)=J
dim G _{2 if J>0,1 if J=0,
for any integer J0 for which (&1)J=$*, and also for which the analogs
of (3.7) for characteristic exponents hold.
The next theorem gives a precise calculation of the dimension of the
spaces G _ . Indeed, the analog of the following results were obtained in
[MP-Sm] for a corresponding finite dimensional problem, with periodic
coefficients. We expect the analog of the following result also to hold for
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the time-periodic system (3.4), (3.5), and will consider this problem in a
subsequent paper [MP-Se2].
Theorem 3.2. With the notation and setting of this section, one has for
any integer J0 with (&1)J=$* that
:
J (_)=J
dim G _={2 if J>0,1 if J=0. (3.17)
As is well known [Le], [Ha-VL], the multiplicity of a root : of (3.15)
equals the dimension of the generalized eigenspace G: . This immediately
yields the following corollary to Theorem 3.2.
Corollary 3.3. If $*= &1, then the real parts _=Re : of the roots of
the characteristic equation (3.15) can be ordered (with multiplicity)
_0_1>_2_3>_4 } } } ,
and one has
J (_i)={i+1i
if i is even,
if i is odd.
If $*=1, then one has
_0>_1_2>_3_4> } } } ,
and
J (_i)={ii+1
if i is even,
if i is odd.
It is well-known in the scalar case N=0 that the imaginary parts of the
eigenvalues : are similarly ordered. Indeed, when N=0 the eigenvalues :i
may be ordered so that
(J (_i)&1)?<|&i|<J (_i)?,
provided J (_i)>1, and with
|&i|<? if J (_i)=1, &i=0 if J (_i)=0,
where _i=Re :i and &i=Im :i. Thus if $*=&1 then at most the first two
eigenvalues :0 and :1 are real, and
|&0|=|&1|<|&2|=|&3|<|&4|=|&5|< } } } ,
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while if $*=1 then :0 is the only real eigenvalue, and
0=|&0|<|&1|=|&2|<|&3|=|&4|< } } } .
Such a precise ordering does not in general hold in the case of the system
(3.13), (3.14). Indeed, consider the following class of examples. For
1iM (with M fixed), let !i be distinct real numbers and 'i nonzero real
numbers. With =>0 sufficiently small define the function
(:)=(:, =)= `
M
i=1
((:&!i)2&=2`i )+=2e&:
as in (3.16) with a polynomial of degree N=2M, and with b*=&=2,
where the quantities `i are given by
`i='i+Cie&!i where Ci= `
M
k=1
k{i
(!k&!i)&2.
For each i the scaled function i(%, =)=Ci=&2(!i+=%, =) is analytic even
at ==0, and a calculation reveals that i(%, 0)=%2&'i. Therefore, as
'i{0, an application of the implicit function theorem to each i shows
that the unscaled function  has roots :=!i\=('i)12+O(=2). The
arbitrariness of the choice of !i and 'i (which can be of either sign, and so
yield either real or imaginary roots :), shows that, at least for these roots
:, there is no relation between the ordering of the real and imaginary parts
as there is in the scalar case.
4. Monotonicity of V\
Here we give the proof of Theorem 2.1. We begin with several
preliminary results. In particular, Lemmas 4.1 and 4.3 below concern the
nearest neighbor system of ODE's
y* 1= g1(t, y1, y2),
y* i= gi(t, yi&1, yi, yi+1), 2iM&1, (4.1)
y* M= gM(t, yM&1, yM),
in RM. Such systems (4.1), with various values of M in the range
1MN, will arise as subsystems of (2.1) as follows. With a specific
solution x(t) of (2.1) given, we shall fix j 1 and j 2 with 0j 1j 2N;
letting M=j 2&j 1+1 we shall then set yi=x j1+i&1 for 1iM. This will
give rise to a system of the form (4.1) for appropriate gi.
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Much of this section is devoted to proving invariance properties of
certain subsets of RM for such systems, under various feedback conditions
on the nonlinearities. Quite generally, consider a system y* =g(t, y) in RM,
for which each initial value problem y({)=a has a unique solution
y(t)=y(t, {, a). If SRM, then we say the set [t0, t1)_S is positively
invariant for this system if whenever { # [t0, t1) and a # S, then y(t, {, a) # S
for all t # [{, t1). Under various conditions derived from the feedback
inequalities, we shall prove positive invariance of the sets [t0, t1)_PM and
[t0, t1)_E M for the system (4.1), where PM, EMRM are given by
PM=[ y # RM | yi0 for 1iM],
EM=[ y # RM | there exists 0 jM such that
yi0 for 1i j, and yi0 for j+1iM].
Lemma 4.1. Assume the nonlinearity g=(g1, ..., gM) in the system (4.1)
is continuous in (t, y), and C1 in y, for (t, y) # [t0, t1)_RM. Assume also
that
g1(t, 0, v)0,
gi(t, u, 0, v)0, 2iM&1, (4.2)
gM(t, u, 0)0,
if both u0 and v0, and t # [t0, t1). Then the set [t0, t1)_PM is positively
invariant for the system (4.1).
Proof. It is enough to prove positive invariance for the modified system
y* 1= g1(t, y1, y2)+=,
y* i= gi(t, yi&1, yi, yi+1)+=, 2iM&1, (4.3)
y* M= gM(t, yM&1, yM)+=,
for each =>0. To do this, suppose y({) # PM for some { # [t0, t1), for a
solution of (4.3). Then y* i({)>0 whenever yi({)=0, and so y(t) # PM for all
t>{ near {. This implies the result. K
We shall also prove, under a different set of sign conditions, that the set
[t0, t1)_EM is positively invariant for (4.1). Observe that EM is a union of
certain orthants in RM. We need to identify a certain generic subset G E
M
of the boundary EM. For 1kM let
k E
M=[ y # EM| yj=0 for exactly k indices j].
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Then kE
M is a finite union of (M&k)-dimensional cells, and EM is the
union of the sets kE
M for 1kM. Let
G E
M=1 E
M=[ y # EM | yj=0 for exactly one j], (4.4)
representing the generic (codimension one) part of the boundary. Note that
G E
M can be characterized as the collection of all y # RM with the property
that there exist j, k with 1jM and 0kM, and j{k, k+1, such
that yj=0, and also
yi>0 if 1ik and i{ j,
yi<0 if k+1iM and i{ j.
Note in particular that if 2jM&1 then y j&1y j+1>0, that is, y j&1
and y j+1 have the same sign. If j=1 then y2>0, and if j=M then
yM&1<0.
It is useful to observe that if any y # RM satisfies
yi>0 for 1ik&1,
yi<0 for k+1iM,
for some k with 1kM, then y is an interior point of EM, no matter
what the value of yk # R, including yk=0.
Now let
NGE
M=E M"G EM= .
M
k=2
kE
M,
representing the non-generic part of the boundary. The set NG E
M is a
finite union of embedded manifolds, each of dimension at most M&2. In
proving invariance of EM we need to consider solutions which do not hit
NG E
M; to this end the following result is useful. While elementary, we
include it for completeness.
Lemma 4.2. Consider the general system
y* =g(t, y) (4.5)
where g: R_RM  RM is continuous in (t, y) and C 1 in y. Suppose that
MRM is an embedded C1 manifold of dimension at most M&2. Denote
the solution of (4.5) with y({)=a by y(t, {, a), fix t0 # R, and let
S=[a # RM | y(t, t0, a) # M for some t # R].
Then S has measure zero in RM.
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Proof. Clearly S=G(R_M) where G: R_M  RM is given by
G({, b)=y(t0, {, b).
It is enough to show G is C1, for then S is the C1 image in RM of a
manifold of dimension at most M&1, hence has measure zero. Certainly G
is C 1 in its second argument. We also note that
dy({, {+h, b)
dh } h=0=&g({, b),
which follows from integrating (4.5) from {+h to {. Therefore,
G({+h, b)=y(t0, {+h, b)=y(t0, {, y({, {+h, b))
is differentiable at h=0, and one in fact sees easily that this derivative
varies continuously in ({, b). This completes the proof. K
We now give the analog of Lemma 4.1 for the set EM.
Lemma 4.3. Assume g: R_RM  RM is continuous in (t, y) and C 1 in y,
for the nonlinearity g in the system (4.1). Assume also the sign conditions
g1(t, 0, v)0,
(4.6)
gi(t, u, 0, v)0, 2iM&1,
if both u0 and v0, and assume that
gi(t, u, 0, v)0, 2iM&1,
gM(t, u, 0)0, (4.7)
if both u0 and v0, for t # [t0, t1). Then the set [t0, t1)_EM is positively
invariant for the system (4.1).
Proof. It is enough to prove positive invariance for the modified system
y* 1= g1(t, y1, y2)+=,
y* i = gi(t, yi&1, yi, yi+1)+=( yi&1+yi+1), 2iM&1, (4.8)
y* M= gM(t, yM&1, yM)&=,
for each =>0, and in fact it is enough to show y(t) # EM for t # [t0, t1),
whenever y(t0) # EM. (Of course the perturbation (4.8) is adapted to the
inequalities (4.6), (4.7), and the set EM, and so is different from that chosen
in (4.3).)
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We first note that if y({) # GEM for some { # [t0, t1) for a solution of
(4.8), then y(t) # EM for all t>{ near {. This follows upon examining the
single variable yj (t), where j is the unique index for which yj ({)=0, as in
(4.4). In particular, the sign of y* j ({){0 can be determined from the sign
of gj ({, yj&1({), 0, yj+1({)) and the signs of yj\1({) as discussed above.
It follows that y(t) # EM for all t # [t0, t1) whenever y(t0) # E M"S, where
S=[a # E M | y(t, t0, a) # NGEM for some t # [t0, t1)],
with y(t, {, a) denoting the solution of (4.8) with y({)=a. But S has
measure zero by Lemma 4.2, as NG E
M is a finite union of manifolds of
dimension at most M&2. Thus y(t) # E M for all t # [t0, t1), for all y(t0) in
a dense subset of EM. Since EM is a closed set, the conclusion holds for all
y(t0) # E M. This completes the proof. K
We are now ready to prove a weaker version of Theorem 2.1, namely, a
result which gives the same conclusion as Theorem 2.1, but with more
smoothness of f assumed. In the proof of this result we shall repeatedly use
Lemmas 4.1 and 4.3, applying them to various subcollections of the
variables xi, to get precise estimates of the number of sign changes of xt in
different regions of K=[&1, 0] _ [1, 2, ..., N]. Our approach is as follows.
Suppose x(t) satisfies the delay system (2.1) on some interval. Let 0j 1
j 2N. We define the ( j 1, j 2)-subsystem associated to the solution x( } ), to
be the nearest neighbor system (4.1) of ODE's given as follows. We set
M=j 2&j 1+1,
and, if M2, we set
g1(t, w, v)= f j1(t, xj1&1(t), w, v),
gi(t, u, w, v)= f j1+i&1(t, u, w, v), 2iM&1, (4.9)
gM(t, u, w)= f j2(t, u, w, xj2+1(t)),
at least when j 1{1; if j 1=1 we make the obvious modification and define
g1(t, w, v)=f 1(t, w, v).
If M=1, that is, j 1=j 2, we set
g1(t, w)=f j1(t, xj1&1(t), w, xj 2+1(t))
with again the obvious modifications if j 1=1.
One sees immediately the system (4.1) of ODE's, with gi defined as in
(4.9), has a particular solution yi=x j1+i&1(t) for 1iM. (Of course the
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other solutions of (4.9) are not so related to the given solution x( } ) of
(2.1).) Moreover, the feedback inequalities (2.2) imply that the hypotheses
of Lemmas 4.1 or 4.3 for the ( j 1, j 2)-subsystem (4.9), at least for
appropriate solutions x( } ).
The above construction will be used repeatedly in the proof of the
following result.
Lemma 4.4. Assume the hypotheses of Theorem 2.1, and in addition
assume that the nonlinearity f=( f 0, f 1, ..., f N) in the system (2.1) is con-
tinuous in (t, x^) # R_RN+2 and is C1 in x^, where we denote x^=
(x0, x1, ..., xN, xN+1), with xN+1 denoting the fourth argument in f N. Then
the conclusion of Theorem 2.1 holds.
Proof. In view of the lower semicontinuity of V\ it is enough to show
that there exists =>0 such that
V\(xt)V\(xt0) for t0t<t0+=.
Of course we may assume V\(xt0)<, otherwise we are done. We shall
also assume for definiteness that $*=&1, that is, we have a negative feed-
back system. (This is certainly the case of greater interest in applications.)
Only minor modifications are needed to adapt the proof below to the case
$*=1 of positive feedback. Also, for ease of notation we assume t0=0.
We shall repeatedly use Lemmas 4.1 and 4.3, applying them to various
( j 1, j 2)-subsystems of (2.1) associated to the solution x( } ), for appro-
priately chosen j 1 and j 2. To begin, assume for some j with 0jN&1
that
xi(0)=0 for 0ij, and x j+1(0){0; (4.10)
without loss assume x j+1(0)>0. Consider the (0, j)-subsystem (4.1)
associated to x( } ), for small t0. As long as x j+1(t)0, one verifies that
the system (4.1) satisfies the hypotheses of Lemma 4.1. The values (4.10) at
t=0 imply that y(0)=0, and hence y(t) # PM for t0 for as long as
x j+1(t)0. Thus xi(t)0 for 0ij and such t, and so it is easy to see
that
sc(xt , &1, j+1)=sc(x0 , &1, j+1) for small t0. (4.11)
(The conclusion (4.11) relies in particular on the fact that the evolution of
xt in [&1, 0] is given by a time translation, as in (2.5), and so no sign
changes near %=&1 # K are gained or lost for small t0. We note also
that if x0(0){0 then (4.11) with j=&1 follows immediately.)
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Suppose now there exist j 1, j 2 with 0j 1&1<j 2+1N such that
x j 1&1(0){0 and x j2+1(0){0, with sc(x0 , j 1&1, j 2+1)=1. We claim that
sc(xt , j 1&1, j 2+1)=sc(x0 , j 1&1, j 2+1) for small t0. (4.12)
Necessarily x j1&1(0) and x j2+1(0) have opposite signs; without loss assume
that
x j 1&1(0)>0 and x j2+1(0)<0.
Also assume that j 1j 2, for otherwise j 1=j 2+1 and (4.12) follows
immediately. Then the ( j 1, j 2)-subsystem (4.1) satisfies the hypotheses of
Lemma 4.3 with y(0) # EM, as one easily verifies, for as long as both
x j 1&1(t)0 and x j2+1(t)0. Therefore y(t) # E M and sc(xt , j 1&1, j 2+1)
=1 for small t0, by Lemma 4.3, proving the claim (4.12).
Now suppose j satisfying 0j&1N&1 is such that x j&1(0){0 and
sc(x0 , j&1, N)=0. We claim that
sc(xt , j&1, N)=sc(x0 , j&1, N) for small t0, if sc(x0 , K) is odd,
(4.13)
and that
sc(xt , j&1, N)&sc(x0 , j&1, N) # [0, 1]
for small t0, if sc(x0 , K) is even. (4.14)
Assume without loss that x j&1(0)>0 and consider the ( j, N)-subsystem
(4.1). If sc(x0 , K) is odd then xN+1(t)=x0(t&1)=x0(t&1)0 for small
t0, and in light of the negative ($N=$*=&1) feedback condition (2.2),
Lemma 4.1 applies. As above, y(t) # PM for small t0, which implies
(4.13). If on the other hand sc(x0 , K) is even then Lemma 4.3 applies,
and we have y(t) # EM for small t0. If yi(t)0 for all i then
sc(xt , j&1, N)=0; otherwise sc(xt , j&1, N)=1. In either case (4.14)
holds.
We can now complete the proof of the lemma, at least if x j (0){0 for
some j with 0jN. Let 0j 1<j 2< } } } <j kN be chosen so that
x j i (0){0 for 1ik, and
xi(0)=0 for 0i<j 1, if j 1>0,
sc(x0 , j i, j i+1)=1 for 1ik&1,
sc(x0 , j k, N)=0 if j k<N.
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Then for small t0 we have from above that
sc(xt , K)=sc(xt , &1, j 1)+ :
k&1
i=1
sc(xt , j i, j i+1)+sc(xt , j k, N)
=sc(x0 , &1, j 1)+ :
k&1
i=1
sc(x0 , j i, j i+1)+sc(x0 , j k, N)+'(t)
=sc(x0 , K)+'(t)
where '(t)=0 if sc(x0 , K) is odd, and '(t) # [0, 1] if sc(x0 , K) is even. It
follows immediately from this and the definition (2.6) of V & that
V &(xt)=V &(x0) for small t0. (4.15)
All that remains now is to prove the lemma in the case that xi(0)=0 for
each i with 0iN. We consider the (0, N)-subsystem, then argue very
much as in the case above where we prove (4.13) and (4.14). Assume
without loss that x0(%)0 for all % # [&$, 0], with strict inequality for
some such %, for some $>0. If sc(x0 , K) is odd then Lemma 4.1 applies,
we have y(t) # PM for all small t0, and conclude (4.13) with j=0. If
sc(x0 , K) is even then Lemma 4.3 yields y(t) # EM for small t0, which
implies (4.14) with j=0. In either case we have (4.15), completing the
proof. K
Before proving Theorem 2.1, we prove a technical lemma which allows
us to smooth out functions, and still maintain the feedback conditions.
Lemma 4.5. Assume that g: R4  R is continuous and satisfies
g(t, u, 0, v) {0 if u0 and v0,0 if u0 and v0. (4.16)
Then for any compact KR4 and ;>0, there exists g~ : R4  R continuous
in the first argument t, and C 1 in the last three arguments (u, w, v), such that
| g(t, u, w, v)&g~ (t, u, w, v)|; for (t, u, v, w) # K,
and such that (4.16) holds for all t, u, v # R, with g~ in place of g.
Proof. Let \: [0, )  [0, ) be continuous, with \(s)=0 for s8,
and \(s)=1 for s9; also let _: (&2, )_(&2, )  [0, ) be con-
tinuous with _(u, v)=0 if both u&1 and v&1, and with _(u, v)  
as u  &2 with v bounded, or v  &2 with u bounded. Now set, for any
=>0,
g^(t, u, v)=g(t, u\((u2+v2)=2), 0, v\((u2+v2)=2)),
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and let
max[ g^(t, u, v), &_(u=, v=)], if u>&2= and v>&2=,
g$ (t, u, v)={min[ g^(t, u, v), _(&u=, &v=)], if u<2= and v<2=,g^(t, u, v), otherwise.
One verifies that g$ is well-defined and continuous (in particular because
g^(t, u, v)=0 if u2+v28=2), that g$ (t, u, v)0 if u&= and v&=, that
g$ (t, u, v)0 if u= and v=, and that g$ (t, u, v) is uniformly near
g(t, u, 0, v) on compact sets, for small =. Now set
g (t, u, w, v)=\(w=) g(t, u, w, v)+(1&\(w=)) g$ (t, u, v)
and
g~ (t, u, w, v)=
1
4=2 |
u+=
u&=
|
v+=
v&=
g (t, r, w, s) dr ds.
One now easily verifies that g~ satisfies the conclusions of the lemma for
small =. K
Proof of Theorem 2.1. Fix . # C(K) and real numbers t0<t1, and let
x( } ) denote the solution of (2.1) satisfying xt0=.. In view of the lower
semicontinuity of the functions V\, it is enough to prove that for each
:>0 there exist nonlinearities f satisfying the hypotheses of Lemma 4.4,
such that
|x(t)&x~ (t)|: for t0tt1,
where x~ ( } ) is the solution of the system with nonlinearity f , and the same
initial condition x~ t0=..
Without loss f is continuous in all arguments, including t. If not, then
one may replace f with the nonlinearity f given (in coordinate form) by
f i(t, u, w, v)=
1
2; |
t+;
t&;
f i(s, u, w, v) ds
and observe that f is continuous, and that the solution x ( } ) of the system
(2.1) with f in place of f and initial condition x t0=. converges uniformly
to x( } ) in [t0, t1] as ;  0.
With f assumed continuous, one obtains f from Lemma 4.5 applied to
each coordinate function f i, with appropriate modifications when i=N in
the case of negative feedback. K
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In a similar fashion, Lemmas 4.1 and 4.3 can be generalized to systems
with Carathe odory conditions. We shall use the following results in the
next section. We omit their proofs, as they are obtained from Lemmas 4.1
and 4.3 in essentially the same way that Theorem 2.1 follows from Lemma
4.4 in the above proof.
Corollary 4.6. Assume the hypotheses of Lemma 4.1, except that the
nonlinearity g satisfies only the Carathe odory conditions in [t0, t1)_RM, and
that the inequalities (4.2) hold for almost every t # [t0, t1), whenever both
u0 and v0. Finally assume solutions of initial value problems of (4.1) are
unique in forward time. Then the conclusion of Lemma 4.1 holds.
Corollary 4.7. Assume the hypotheses of Lemma 4.3, except that the
nonlinearity g satisfies only the Carathe odory conditions in [t0, t1)_RM,
that the inequalities (4.6) hold for almost every t # [t0, t1) whenever both
u0 and v0, and that the inequalities (4.7) hold for almost every
t # [t0, t1) whenever both u0 and v0. Finally assume solutions of initial
value problems of (4.1) are unique in forward time. Then the conclusion of
Lemma 4.3 holds.
We close this section by proving a continuity result for V\ at certain
points of solutions of (2.1).
Definition. Suppose x(t) satisfies (2.1) for tt0. Let the set of stable
times
Stab(x)[t0+1, )
be defined as follows: we say t # Stab(x), if and only if tt0+1 and
(a) $ixi&1(t)xi+1(t)<0 whenever xi(t)=0, for some i with 1iN,
provided N>0;
(b) x0(t+%){0 for %=&1, 0; and
(c) x1(t+%){0 whenever x0(t+%)=0 and % # (&1, 0).
One expects that V\(xt) is locally constant for nearby solutions when
t # Stab(x), although a certain amount of care must be taken in dealing
with Carathe odory conditions; also a strict inequality involving f 0 must be
imposed. We first need a technical lemma.
Lemma 4.8. Consider the scalar ODE
y* =g(t, y) (4.17)
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where g: R_R  R satisfies the Carathe odory conditions. Assume also that
solutions of initial value problems are unique, and assume the strict inequality
g(t, 0)>0 almost everywhere. (4.18)
Then the solution to the problem y(t0)=0 satisfies
sgn y(t)=sgn(t&t0). (4.19)
Proof. We first prove the weaker inequality
y(t)0 for tt0 (4.20)
by considering the problem
y* =g(t, max[ y, 0]), y(t0)=0. (4.21)
Indeed, if y(t) is any solution of (4.21) then certainly y* (t)>0 for almost
every t for which y(t)<0. This implies (4.20) holds, and that y(t) in fact
satisfies (4.17) for tt0. Similarly one proves that y(t)0 for tt0.
We next observe there exists points t>t0 arbitrarily near t0 such that
y(t)>0. If not, then y(t) would vanish identically on an interval, contra-
dicting the strict inequality (4.18).
We finally observe that y(t1)=0 is impossible for any t1>t0. For
otherwise there would exist t* # (t0, t1) for which y(t*)=0 but y(t)>0 for
some t # (t0, t*), contradicting the results above. This proves the inequality
(4.19) for t>t0, and the result for t<t0 follows similarly. K
Proposition 4.9. Assume that f as in (2.1) satisfies the Lipschitz-
Carathe odory conditions in R_RN+2, and also the feedback conditions (2.2)
almost everywhere in t, for each fixed u, v as given. In addition, assume the
strict inequality
$0vf 0(t, 0, v)>0 for almost every t
for each v{0. Let x(t) satisfy (2.1) for tt0 with x0( } ) continuous on
[t0&1, t0], and suppose that t1 # Stab(x) for some t1t0+1. Then there
exists =>0 such that if x~ (t) satisfies (2.1) for tt0, with x~ 0( } ) continuous
on [t0&1, t0], and if
&x~ t0&xt0&C(K )<= (4.22)
then (with $*=\1)
V\(x~ t1)=V\(xt1)<.
Remark. The assumption that t1 # Stab(x) will be addressed in Section 5.
Indeed, this will be the case for almost every large t1 under quite general
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conditions, which are related to the general question of when V\(xt) drops
in value.
Proof. From continuous dependence on the initial condition, we have
immediately for some = that t1 # Stab(x~ ) whenever (4.22) holds. Moreover,
we may assume that x~ i(t1){0 has the same sign as xi(t1) whenever
xi(t1){0 and 0iN+1, and hence that sc(x~ t1 , 0, N)=sc(xt1 , 0, N). It is
enough then to ensure that
sc(x~ t1 , &1, 0)=sc(xt1 , &1, 0)<, (4.23)
for small =.
To establish (4.23), consider any %0 # (&1, 0) such that x0(t1+%0)=0,
as in (c) of the definition of Stab(x). Certainly x1(t1+%0){0; assume for
definiteness that x1(t1+%0)>0, and also, for simplicity, that $0>0. An
application of Lemma 4.8 to the (0, 0)-subsystem, that is, to the system
y* =g(t, y) with g(t, y)=f 0(t, y, x1(t)), shows that x1(t)>0 and
sgn x0(t)=sgn(t&t1&%0) for t near t1+%0, say for |t&t1&%0|:. This in
particular implies that there are only finitely many such values %0 # (&1, 0),
and therefore that sc(xt1 , &1, 0)<. For small enough = we have that
sgn x~ 1(t)=sgn x1(t)=1 for |t&t1&%0|:,
sgn x~ 0(t1+%0\:)=sgn x0(t1+%0\:)=\1.
It follows by another application of Lemma 4.8 that x~ 0(t) vanishes exactly
once for |t&t1&%0|:, changing sign at that point, and so
sc(x~ t1 , %0&:, %0+:)=sc(xt1 , %0&:, %0+:)=1.
Finally, we see the intervals
[t1+%0&:, t1+%0+:](t1&1, t1)
for the various %0 and : have disjoint interiors. By choosing = small enough
so that all zeros of x~ 0( } ) in [t1&1, t1] are contained in these intervals, we
have (4.23), as desired. K
5. Strict Dropping of V\
Before proving Theorem 2.2 and Proposition 2.3, which give sufficient
conditions for V\(xt) to drop in value, we give several more lemmas which
concern the nearest neighbor ODE system (4.1). In particular, Lemmas 5.1
and 5.3 can be thought of as converses to Corollaries 4.6 and 4.7. They say
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that solutions of (4.1) which begin at y=0 must immediately leave the
positively invariant sets PM and EM in backward time.
Lemma 5.1. Assume the hypotheses of Corollary 4.6, but instead on the
set (t1, t0]_RM; assume the Lipschitz-Carathe odory conditions for the
system (4.1). Also assume there exists a measurable set A(t1, t0] such that
A & (t0&:, t0] has positive measure for each :>0, and such that we have
the strict inequality
gM(t, u, 0)>0 if (t, u) # A_[0, )
for the last coordinate function gM. Let y(t) satisfy (4.1) in (t1, t0], with
y(t0)=0. Then
y(t)  PM for all t # (t1, t0). (5.1)
Proof. If (5.1) fails then it follows from Corollary 4.6 that there exists
t2 # (t1, t0) such that y(t) # PM for all t # [t2, t0]. If this is so then z=yM(t)
satisfies the initial value problem
z* =h(t, z), z(t0)=0, (5.2)
where h is given by h(t, z)=gM(t, yM&1(t), z) and satisfies
h(t, 0)0 for almost every t # [t2, t0], (5.3)
as yM&1(t)0. Moreover, (5.3) is a strict inequality for t # A & [t2, t0].
The inequality (5.3) and backward uniqueness of solutions of (5.2) imply
that z=yM(t)0 for all t # [t2, t0]. But y(t) # PM, so yM(t)0, and hence
yM(t)=0 for all t # [t2, t0]. This contradicts the strict inequality h(t, 0)>0,
which holds on the set A & [t2, t0] of positive measure. K
As a preliminary to Lemma 5.3, we have the following result.
Lemma 5.2. Assume the hypotheses of Corollary 4.7, but instead on the
set (t1, t0]_RM. Also assume uniqueness of solutions of initial value
problems for backward time instead of for forward time, for the system (4.1).
Finally assume M2, and let y(t) satisfy (4.1) in (t1, t0], with y(t0)=0.
Then
y(t) # RM "E M for all t # (t1, t0]. (5.4)
Proof. Let _: RM  RM be given by
_( y) i=(&1) iyi, 1iM,
417DIFFERENTIAL DELAY EQUATIONS
File: 505J 303834 . By:CV . Date:27:01:00 . Time:07:47 LOP8M. V8.0. Page 01:01
Codes: 2882 Signs: 1633 . Length: 45 pic 0 pts, 190 mm
and let w(t)=_( y(&t)). Observe that w(t) satisfies the system
w* 1=h1(t, w1, w2),
w* i =hi(t, wi&1, wi, wi+1), 2iM&1, (5.5)
w* M=hM(t, wM&1, wM),
in [&t0, &t1), where
hi(t, wi&1, wi, wi+1)
=(&1) i+1 gi(&t, (&1) i&1 wi&1, (&1) i wi, (&1) i+1 wi+1)
for 2iM&1, with analogous definitions for i=1 and M. Note that
(&1)M hM(t, wM&1, 0)0 if (&1)M wM&10,
which in particular implies that in this interval the system (5.5) satisfies the
hypotheses of Corollary 4.6 if M is even, and of Corollary 4.7 if M is odd.
Denote
P M=_(PM) and E M=_(EM);
then we have from either Corollary 4.6 or 4.7 that y(t) # P M if M is even,
and y(t) # E M if M is odd, for t # (t1, t0]. The claim (5.4) will therefore
follow by showing that
P MRM"E M if M is even, (5.6)
and
E MRM "E M if M is odd and M{1. (5.7)
Suppose y # int(P M) where M2. Then y1<0; this implies that if also
y # E M, then yi0 for all i. But then y20 hence y  int(P M). This con-
tradiction proves that int(P M)RM"E M, which implies (5.6).
Suppose y # int(E M) where M3. If y10 then y2<0 and y3>0; this
implies y  EM. If on the other hand y1<0, then in order for y # EM we
must have yi0 for all i; but this gives y  int(E M), a contradiction. In any
case we conclude that int(E M)RM"E M, and this implies (5.7). K
Lemma 5.3. Assume the hypotheses of Corollary 4.7, but instead on the
set (t1, t0]_RM. Assume also uniqueness of solutions of initial value
problems for backward time as well as for forward time, for the system (4.1),
and assume that M2. Finally assume there exists a measurable set
A(t1, t0] such that A & (t0&:, t0] has positive measure for each :>0,
and such that for t # A all the inequalities (4.6) are strict if u0 and v>0,
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and all the inequalities (4.7), including the one for gM, are strict if u0 and
v<0. Let y(t) satisfy (4.1) in (t1, t0], with y(t0)=0. Then
y(t)  EM for all t # (t1, t0). (5.8)
Proof. The conclusion (5.4) of Lemma 5.2 certainly holds. Therefore, if
(5.8) fails it follows from this and from Corollary 4.7 (the positive
invariance of EM) that y(t) # E M for all t # [t2, t0], for some t2 # (t1, t0).
This immediately implies, from the definition of EM, that for each
t # [t2, t0] there exists i, with 1iM&1, such that either
0=yi(t)<yi+1(t), (5.9)
or else
yi(t)yi+1(t)=0. (5.10)
This in turn implies that either there exists i and a set BA & [t2, t0] of
positive measure such that (5.9) holds for all t # B, or else there exists i and
such B such that (5.10) holds for all t # B.
First suppose for some i that (5.9) holds for all t # B, where
BA & [t2, t0] has positive measure. Then y* i(t)=0 for almost every t # B,
hence
gi(t, yi&1(t), 0, yi+1(t))=0 for almost every t # B. (5.11)
Now y(t) # EM, hence yi&1(t)0 whenever (5.9) holds; but this, the strict
inequality (5.9), and the fact that t # A, imply that the relevant inequality
in (4.6) is strict. Thus gi(t, yi&1(t), 0, yi+1(t))>0 whenever (5.9) holds,
and this contradicts (5.11).
It follows then that for some i and some BA & (t2, t0] of positive
measure we have (5.10). If i<M&1 then as above
gi+1(t, yi(t), 0, yi+2(t))=0 for almost every t # B, (5.12)
while if i=M&1 we have
gM(t, yM&1(t), 0)=0 for almost every t # B. (5.13)
Suppose first that i<M&1, and again recall the inequalities (4.6) and
(4.7), which are strict if v{0. If t # B is such that yi(t)=0, then (5.12) and
the strict inequalities for gi+1 force yi+2(t)=0. If on the other hand
yi(t)<0 (recall (5.10)), then since y(t) # EM we have yi+2(t)0; but then
again (5.12) and the strict inequality conditions on gi+1 force yi+2(t)=0.
In either case we conclude yi+1(t)=yi+2(t)=0 for almost every t # B, that
is, (5.10), but with i+1 replacing i, holds for almost every t # B.
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By successively increasing i as in the above paragraph, we may without
loss take i=M&1 and conclude (5.13). But yM&1(t)0 from (5.10), hence
gM(t, yM&1(t), 0)<0 for almost every t # B from the assumptions on gM.
This contradicts (5.13) and completes the proof. K
One more technical lemma, which concerns the situation of a solution of
(2.1) vanishing identically on an interval, is needed before we prove
Theorem 2.2 and Proposition 2.3.
Lemma 5.4. Assume the hypotheses of Theorem 2.1, and also assume the
feedback inequalities (2.2) are strict for almost every t whenever v{0, with
u and v as stated. Let x(t) satisfy (2.1) for tt0. Suppose for some : # (0, 1]
that
xt0+:(%)=0 for all % # [&:, 0]K,
that is, x0(t)=0 for all t # [t0, t0+:]. Then
xi(t)=0 for all t # [t0, t0+:] and 0iN+1.
If in particular :=1, then x(t)=0 for all tt0.
Proof. We induct on i; suppose then x j (t)=0 for all t # [t0, t0+:] for
each ji, where 0iN. Then the equation for xi( } ) in the system (2.1)
yields
0=f i(t, 0, 0, xi+1(t)) for almost every t # [t0, t0+:]
(with the second argument of f i absent if i=0). The hypotheses on f imply
immediately that xi+1(t)=0 on [t0, t0+:], as desired.
If :=1 then xt0+1=0 # C(K) is the zero initial condition. The
hypotheses on f imply that x(t)=0, for tt0+1, is the unique solution of
this initial value problem, so x(t)=0 for all tt0. K
Proof of Theorem 2.2. Assume that V\(xt1&2)<, as if this is not
the case we are done. Also assume for definiteness, as in the proof of
Lemma 4.4, that $*= &1; we therefore consider the function V &. Finally
assume, without loss, that t1=0.
The following proof, while somewhat lengthy and detailed, is not in prin-
ciple difficult. It involves considering a number of cases and making precise
estimates of sc(xt , %, % ), generally for t<0 near 0, and for various choices
of %<% in K. In this spirit the following preliminary observation will be
helpful. Suppose for some points %<% in K we have that
x0(%){0, and either x0(% ){0 or % =N.
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(We remind the reader here that x0 denotes the element xt # C(K) at t=0,
and is not to be confused with the scalar coordinate function x0(t).) Then
for each t<0 near 0 we have that
sc(xt , K)&sc(x0 , K)sc(xt , %, % )&sc(x0 , %, % ). (5.14)
The inequality (5.14) essentially says that upon decreasing t from 0, no sign
changes in xt outside [%, % ] are lost; thus the net increase in sign changes
in K is at least as large as the net increase in [%, % ]. The proof of (5.14)
is fairly elementary, and will not be given; it uses only the definition of the
sign-change function sc, and does not involve the differential equation (2.1)
or the feedback inequalities (2.2) as in the proof of Lemma 4.4. In the same
spirit, one can show that if x j (0){0 for some j with 0jN&1, then
sc(xt , K)&sc(x0 , K)
sc(xt , &1, 0)&sc(x0 , &1, 0)+sc(xt , j, N)&sc(x0 , j, N) (5.15)
for each t<0 near 0.
To begin the proof of the theorem, first suppose there exist j 1 and j 2
satisfying 1j 1<j 2N&1, such that
xi(0)=0 for j 1ij 2, (5.16)
x j1&1(0){0 and x j 2+1(0){0. (5.17)
Without loss assume that x j1&1(0)>0, and consider the ( j 1, j 2)-subsystem
(4.1) associated to x( } ). If x j 2+1(0)>0 then Lemma 5.1 applies to the sub-
system; we conclude that y(t)  PM for t<0 near 0 (with M=j 2&j 1+1)
and hence that
sc(xt , j 1&1, j 2+1)&sc(x0 , j 1&1, j 2+1)=sc(xt , j 1&1, j 2+1)2
(5.18)
for such t. If instead x j2+1(0)<0, then Lemma 5.3 applies (note that
M2) and we conclude that y(t)  EM for such t; in this case one sees from
the definition of EM that for each such t there exist i 1 and i 2 such that
j 1i 1<i 2j 2, and xi1(t)<0<xi2(t). Therefore sc(xt , j 1&1, j 2+1)3,
and so
sc(xt , j 1&1, j 2+1)&sc(x0 , j 1&1, j 2+1)
=sc(xt , j 1&1, j 2+1)&13&1=2. (5.19)
In either case, the inequality (5.18) or (5.19) together with (5.14) implies
that
sc(xt , K)&sc(x0 , K)2. (5.20)
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Thus V&(xt)>V&(x0) for t<0 near 0, and hence for all t<0 for which
x( } ) satisfies the differential equation. This proves the result in the case
considered.
Next suppose that (5.16), (5.17) hold where 1j 1<j 2=N; again
assume x j 1&1(0)>0, and consider the associated ( j 1, j 2)-subsystem. Now
if xN+1(0)>0 then Lemma 5.3 applies, rather than Lemma 5.1, in view of
the negative feedback $*=&1; one has y(t)  EM and so
sc(xt , j 1&1, N)&sc(x0 , j 1&1, N)=sc(xt , j 1&1, N)2 (5.21)
for t<0 near 0. This again implies the inequality (5.20), and hence the
result. If on the other hand xN+1(0)<0, then Lemma 5.1 implies that
y(t)  PM for t<0 near 0. In this case
sc(xt , j 1&1, N)&sc(x0 , j 1&1, N)=sc(xt , j 1&1, N)1, (5.22)
and we conclude merely that
sc(xt , K)&sc(x0 , K)1 (5.23)
rather than (5.20). Nevertheless, the fact that x j1&1(0)=x0( j 1&1) and
xN+1(0)=x0(&1)=x0(&1) have opposite signs implies that sc(x0 , K) is
odd, since we have
sc(x0 , K)=sc(x0 , &1, j 1&1)+sc(x0 , j 1&1, N)=sc(x0 , &1, j 1&1).
This, and (5.23), and the definition (2.6) of V&, imply that V&(xt)>
V&(x0) as desired.
We next consider the case in which (5.16) holds, and
x j 2+1(0){0
for quantities j 1, j 2 satisfying 0=j 1<j 2N. By Lemma 5.4 the function
x0( } ) does not vanish identically on [&1, 0]K. As sc(x0 , K)<, there
exists %0 # [&1, 0) such that x0(%0){0 and x0(%) is either 0 or has the
same sign as x0(%0) for each % # [%0, 0]. Without loss we assume
x0(%0)>0 and x0(%)0 for all % # [%0, 0]. (5.24)
Exactly as above, we apply either Lemma 5.1 or 5.3 to the ( j 1, j 2)-sub-
system, considering the four cases given by the two possible signs for
x j 2+1(0), and whether j 2<N or j 2=N. We make the same conclusion
(5.18), (5.19), (5.21), or (5.22), except that in these formulas j 1&1 is
replaced with %0; that is, we consider either sc(xt , %0, j 2+1) or
sc(xt , %0, N). As above, we obtain the desired conclusion V &(xt)>V &(x0)
for t<0 in each case.
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At this point we observe the theorem has been proved provided that
there exists j 2, with i<j 2N, such that x j2+1(t1){0, where i is as in (2.7)
in the statement of the theorem. Therefore, we may assume from now on
that i=N in (2.7), that is, we may assume that
xN(0)=x0(&1)=0. (5.25)
To complete the proof of the theorem, let us first assume, in addition to
(5.25), that x0( } ) does not vanish identically on [&1&:, &1] for any
:>0. Let $L # [&1, 1] be such that
$Lx0(t)0 for t&1 near &1 (5.26)
(which we know exists as V&(xt+1) is finite), and let 0j 1<j 2=N+1 be
such that (5.16) holds, and also that x j1&1(0){0 if j 1>0. For definiteness
assume
x j 1&1(0)>0 if j 1>0. (5.27)
If j 1=0 in (5.16) then assume (5.24) holds for some %0 # (&1, 0), in place
of (5.27), as before; in doing this we recall that x0( } ) is not identically zero
on [&1, 0], by Lemma 5.4. Also let
$R={ 1 if sc(x0 , K) is even,&1 if sc(x0 , K) is odd, (5.28)
and note from this and from (5.16) and (5.27) that
$Rx0(t)0 for t&1 near &1. (5.29)
Thus the quantities $L and $R describe the signs of x0(t) for t immediately
to the left and right, respectively, of t=&1. Finally, set
M=j 2&j 1=N&j 1+1;
note that M{j 2&j 1+1, in contrast to the cases above. We claim that
V&(xt)>V &(x0) for t<0 near 0 (5.30)
holds, provided that
$L=&1 or $R=&1 or M2. (5.31)
The case in which $L=$R=1 and M=1 entails special arguments to be
given later; indeed, (5.30) need not hold in this case. Let us note here that
(5.31) includes the case in which
xi(0)=0 for all i with 0iN+1, with N>0,
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as here M=N+12. Also, we caution the reader that the arguments
given below are slightly different from those earlier in the proof, even
though we again use Lemmas 5.1 and 5.3.
Let us now prove (5.30), assuming (5.31). One has directly from (5.26)
and (5.29), and our assumption that x0( } ) is not identically zero to the left
of t=&1, that
sc(xt , &1, 0)&sc(x0 , &1, 0)={0 if $
L$R>0,
1 if $L$R<0,
(5.32)
for t<0 near 0; that is, when $L$R<0 then the time translation introduces
an additional sign change near &1. This fact alone already yields the result
(5.30) if $L=1 and $R=&1, since for t<0 near 0 we have
sc(xt , K)>sc(x0 , K) hence
V&(xt)sc(xt , K)>sc(x0 , K)=V&(x0),
as sc(x0 , K) is odd by (5.28).
For the remaining cases we consider the ( j 1, N)-subsystem (which has
dimension M), and apply either Lemma 5.1 or 5.3. Here we need to note
that the set
A=[t # (&;, 0] | x0(t&1){0],
for fixed small ;>0, has the property that A & (&:, 0] has positive
measure for each :>0. We see from this that the appropriate inequalities
for gM(t, u, 0)=f N(t, u, 0, x0(t&1)) are strict for t # A, as in the statements
of these lemmas. The sign of x0(t&1) for t # A, namely the sign of $L,
determines which of these two lemmas applies. If $L=&1 then
gM(t, u, 0)>0 for t # A, so Lemma 5.1 implies that y(t)  PM for t<0 near
0, and hence
sc(xt , j 1&1, N)&sc(x0 , j 1&1, N)=sc(xt , j 1&1, N)1, (5.33)
while if $L=1 and if also M2, then Lemma 5.3 yields y(t)  EM, and so
sc(xt , j 1&1, N)&sc(x0 , j 1&1, N)=sc(xt , j 1&1, N)2 (5.34)
for t<0 near 0. (In case j 1=0 then as before one replaces j 1&1 with %0
in (5.33) and (5.34); one also replaces the third argument 0 of sc in (5.32)
with %0.) In all cases we have from (5.15) that
sc(xt , K)&sc(x0 , K)
sc(xt , &1, 0)&sc(x0 , &1, 0)+sc(xt , j 1&1, N)&sc(x0 , j 1&1, N)
(5.35)
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for such t; using (5.28), (5.32), and (5.33) or (5.34), along with the defini-
tion (2.6) of V &, one easily checks that the desired result (5.30) always
holds in the cases considered. Specifically, if $L=$R=1 and M2, or if
$L=&1 and $R=1, then sc(xt , K)&sc(x0 , K)2 from (5.35), implying
(5.30). And if $L=$R= &1 then sc(xt , K)&sc(x0 , K)1, which also
implies (5.30) as V &(x0)=sc(x0 , K) is odd.
Now assume (5.26) and (5.29) with $L=$R=1, but with M=1, so that
(5.31) fails. We still assume here that x0( } ) does not vanish identically on
[&1&:, &1] for any :>0. Here, instead of (5.30), we shall prove that
V&(xt)>V&(x&1)V &(x0) for t<&1 near &1, (5.36)
and we accomplish this by showing that one of the cases already con-
sidered above applies at time &1. To begin, let ; # [0, 1) be such that
x0(t)=0 for all t # [&1, &1+;],
but that x0( } ) does not vanish identically on any larger interval (note
that ;=0 is possible). By considering the (0, 0)-subsystem, namely
y* =f 0(t, y, x1(t)), on [&1, &1+;], one concludes using the strict feed-
back inequalities for f 0 that x1(t)=0 identically on [&1, &1+;]; in par-
ticular x1(&1)=0. (If ;=0 note that one also uses the fact that x0(t)0
for all t near &1 and concludes that x1(&1)=0.) Three subcases now
arise. First, if
xi(&1)=0 for 0ij 3 but x j3+1(&1){0
for some j 3 with 1j 3N, then we immediately conclude (5.36), as we are
dealing with a previously considered case but at time &1. A second
possibility is that
xi(&1)=0 for all i with 0iN+1, with N>0.
We again conclude (5.36) from a previously considered case (noting
M=N+12 in (5.31)), provided that we show x0(t) does not vanish
identically on [&2&:, &2] for any :>0. But this follows easily by con-
sidering the (0, N)-subsystem with initial condition y(&1)=0; if
x0(t&1)=0 for all t # [&1&:, &1], then y(t)=0 is the unique solution
of the subsystem in this interval. This contradicts the assumption that
x0(t)=y1(t) does not vanish identically on [&1&:, &1].
The third subcase occurs when N=0, that is, we have a scalar equation.
We consider the (0, 0)-subsystem, which now may be written
y* =f 0(t, y, x0(t&1))
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for t on either side of the interval [&1, &1+;]. The negative feedback
condition vf (t, 0, v)0 (which is strict for v{0 and almost every t) and
the fact that x0( } ) has only finitely many sign changes on each bounded
interval implies that
x0(t&1)0 for t &1 near &1,
and (5.37)
x0(t&1)0 for t &1+; near &1+;;
moreover, there exist t arbitrarily near &1 and &1+; at which each of
the inequalities (5.37) is strict. One again sees the problem reduces to a
previously considered case at t= &1, and that therefore (5.36) holds.
To complete the proof of the theorem, we must lastly consider the case
in which (5.25) holds, but that
x0(t)=0 for all t # [&1&:, &1], (5.38)
for some :>0. By means of a time translation we shall reduce this to a pre-
viously considered case. Suppose that : in (5.38) is maximal; then :<1, for
otherwise by Lemma 5.4 we have that x(t)=0 for all t&2. Let
t~ 1=t1&1&:; then by Lemma 5.4
xi(t~ 1)=0, 0iN+1,
and x0(t)0 in [t~ 1&;, t~ 1] for each ;>0. We claim also that
x0(t)0 in [t~ 1&1&;, t~ 1&1] for each ;>0;
this follows upon considering the (0, N)-subsystem with initial condition
y(t~ 1)=0. This yields the unique solution y(t)=0 on [t~ 1&;, t~ 1] for the
subsystem, which contradicts the fact that x0( } ) does not vanish identically
on this interval. Having now reduced the problem to a previously con-
sidered case at time t~ 1, we have, as &3<t~ 1&1, that
V&(x&3)>V&(xt~ 1&1)V&(xt~ 1)V&(x0),
proving (2.8). This completes the proof of the theorem. K
Proof of Proposition 2.3. Assume (2.10), and again take $*= &1 and
t1=0. If xi&1(0) xi+1(0)=0 then Theorem 2.2 applies directly, as either
(2.7) holds, or else (2.7) with i&1 replacing i holds. Without loss, there-
fore, assume the strict inequality $ixi&1(0) xi+1(0)>0.
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First suppose that $i=1, and for definiteness assume xi\1(0)>0.
Consider the (i, i)-subsystem
y* =f i(t, xi&1(t), y, xi+1(t));
then y(t)<0 for t<0 near 0, by Lemma 4.8. Thus for such t
sc(xt , K)&sc(x0 , K)sc(xt , i&1, i+1)&sc(x0 , i&1, i+1)=2&0=2,
and this implies the result.
In case $i=&1, and so i=N, a similar simple argument shows that
sc(xt , K)&sc(x0 , K)1; this also implies the result as sc(x0 , K) necessarily
is odd. K
We end this section by giving a general condition under which t # Stab(x)
for most values of t. In particular, this will be used, with Proposition 4.9, in
the proofs of the linear results given in Section 7.
Proposition 5.5. Assume that f satisfies the conditions of Theorem 2.2,
and let x(t) satisfy (2.1) for tt0, with x0( } ) continuous on [t0&1, t0].
Assume that xt {0 for large t, with
V\(xt)=V\(xt0)< for tt0. (5.39)
Then conditions (a) and (c) in the definition of Stab(x) hold for all tt0+4.
Moreover, all zeros of x0( } ) in [t0+3, ) are isolated sign changes, and so
all points of
[t # [t0+4, ) | t  Stab(x)]
are isolated. In particular, almost every tt0+4 belongs to Stab(x).
We remark that if instead of (5.39) we have only V\(xt0)<, then
(5.39) will in fact hold if t0 is increased to a sufficiently large value, as even-
tually V\(xt) would be constant.
Proof. Proposition 2.3 immediately implies that (a) in the definition of
Stab(x) holds for all tt0+3, for otherwise V \(xt)<V\(xt0) for some
such t. Similarly, Theorem 2.2 implies that
(xi(t), xi+1(t)){(0, 0) (5.40)
for all such t, and by taking i=0 in (5.40) one sees that (c) in the definition
of Stab(x) holds for all tt0+4.
Now suppose that x0(t)=0 for some tt0+3. Then x1(t){0 from
(5.40), so an application of Lemma 4.8 to the (0, 0)-subsystem
y* =f 0(t, y, x1(t)) shows this zero is an isolated sign change of x0( } ), as
claimed. K
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6. Finiteness of V\
The principal aim of this section is to prove Theorem 2.4, which gives
sufficient conditions for the Lyapunov function to be finite. We assume
throughout this section the feedback inequalities (2.2) for almost every t, as
well as the Lipschitz-Carathe odory conditions for the system (2.1).
Definition. Suppose x(t) satisfies the system (2.1) for tt0, with x0( } )
continuous on [t0&1, t0]. We say that {>t0&1 is an infinite oscillation
point (IOP) if there exist {n  { such that (&1)n x0({n)>0 and such that
all {n&{ have the same sign.
We note that if V\(xt)= for some t>t0 then the interval [t&1, t]
contains an IOP. And if [t&1, t] contains an IOP for some t>t0 then
V\(xs)= for every s # [t0, t).
Lemma 6.1. Assume that x(t) satisfies (2.1) for tt0, and that { is an
IOP satisfying {>t0. Then
x({)=0 and x0({&1)=0. (6.1)
Moreover, {&1 is also an IOP.
Proof. Necessarily x0({)=0. Suppose (6.1) fails; then there exists j with
0jN such that
xi({)=0 for 0ij, but x j+1({){0.
Corollary 4.6 applied to the (0, j)-subsystem, with the initial condition
y({)=0, implies that \x0(t)0 for t>{ near {, where \ denotes
$ j sgn(x j+1({)). A second application of Corollary 4.6 to the time-reversed
(0, j)-subsystem (5.5), as in the proof of Lemma 5.2, implies that
\x0(t)0 for t<{ near {, where now \ denotes $ j (&1) j+1 sgn(x j+1({)).
In any case, this implies that x0(t) does not change sign infinitely often in
a neighborhood of t={, and so { is not an IOP, a contradiction.
The above arguments also imply, in the same fashion, that {&1 is an
IOP. If {&1 were not an IOP then x0(t&1)=xN+1(t) would, on each side
of t={, have a definite sign or equal zero. Corollary 4.6, applied to the
(0, N)-subsystem and to the time reversed (0, N)-subsystem, as above,
would yield definite signs for x0(t) for t near {, again contradicting the
assumption that { is an IOP. K
Proof of Theorem 2.4. Assume that x(t) is as in the statement of the
theorem, and that V\(xt)= for all sufficiently negative t. Then there
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exist arbitrarily negative IOP's, and in particular there exits an IOP { such
that the bounds (2.12) and (2.13) hold for all t{+=, where =>0 is as in
(2.11), in the definition of Property I, but with { in place of t0. By Lemma
6.1 we have that x({&n)=0 for all integers n0, as each {&n is an IOP.
We have (writing the system (2.1) as a single vector equation) that
|x* (t)|=| f (t, x(t), xN+1(t))|:(t) |x(t)|+;(t) |x(t&1)|.
By successive applications of Gronwall's inequality in the intervals
[{&=&k, {+=&k] with a zero initial condition at t={&k, for
0kn&1, we easily obtain the bound
|x(t)|R1 n(t, {)R max[1 n({&=, {), 1 n({+=, {)]
for each n0, provided that {&=t{+=. In particular, letting n  
gives x(t)=0 for all t # [{&=, {+=]. This contradicts the fact that { is an
IOP, and completes the proof. K
7. Linear Systems: The Proofs
In this section we prove Theorems 3.1 and 3.2, and Corollary 3.3, which
concern time-periodic and autonomous linear systems. Of course, the
Lyapunov function V \ will play a prominent role. We keep the notation
of Section 3, and begin with the following lemma, which proves part of the
Theorem 3.1.
Lemma 7.1. Assume the hypotheses and notation of Theorem 3.1. Then
there exists a function
J: P  [0, 1, 2, ...],
such that for each t0 # R and \ # P,
V\(.)=J (\) for each . # E\(t0)"[0]. (7.1)
Proof. For definiteness take $*= &1. First consider a nontrivial solu-
tion of the form (3.2), with q( } ) quasiperiodic. By applying Theorem 2.4 to
the system for q( } ) obtained from (3.4) by the change of variables
q(t)=e&:tx(t), one sees that V&(xt)=V&(qt)< for all t # R. We claim
in fact that this quantity is independent of t. Indeed, fix t # R, and let
tk   be such that qtk  qt in C(K); such a sequence exists as q( } ) is
quasiperiodic. The monotonicity of V& implies that V &(qtk)V&(qt) for
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large k, while the lower semicontinuity implies that V&(qtk)V &(qt) for
large k. Thus
V&(xt)= lim
s  
V &(xs) (7.2)
is independent of t.
We next show the value (7.2) is independent of the particular solution
xt # E\(t)"[0], and so only depends on \ # P. Let J (\) denote the mini-
mum value of V&(xt) over all nontrivial solutions xt # E\(t), that is, over
all solutions of the form (3.2) with e:T=\. Fix t0 # R. Then the lower semi-
continuity of V& implies that the set
K\(t0)=[. # E\(t0)"[0] | V&(.)=J (\)]
is relatively closed in E\(t0)"[0]. We need only to show K\(t0) is open in
order to conclude that K\(t0)=E\(t0)"[0], and hence that (7.1) holds.
Let x( } ) be a solution as in (3.2), with xt0 # K\(t0). Fix t1<t0 with
t1 # Stab(x); indeed, we have t # Stab(x) for almost every t # R, by Proposi-
tion 5.5. Therefore, Proposition 4.9 implies that there exists =>0 such that
if . # U where
U=[. # E\(t1&1) | &.&xt1&1 &C(K )<=],
then we have that
V&(x~ t1)=V&(xt1)=J (\),
and hence that V&(x~ t)=J (\) for all t # R, where x~ ( } ) is the solution
through x~ t1&1=. # U. In particular, the image V=S(t0, t1&1) U of U
under the solution map is an open neighborhood of xt0 in E\(t0), since
S(t0, t1&1) is a linear isomorphism from E\(t1&1) onto E\(t0). One has
V()=J (\) for each  # V, and this implies that K\(t0) is open, as
desired. Thus we have (7.1) for each t0 # R. K
One more result is needed before giving the proof of Theorem 3.1.
Lemma 7.2. For any finite collection \i # P, with 1ip, we have the
direct sum  pi=1 G\i (t
0) for each t0.
Proof. This is a direct consequence of the fact that each G\(t0) is the
canonical eigenspace of the Floquet operator U(t0), corresponding to the
spectral set given by spectra +, with |+|=\. K
Proof of Theorem 3.1. Let \i for 1ip, and also xi(t) and x(t) be as
in (a) of the statement of the theorem, with the function J defined as in
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(7.1) in Lemma 7.1. We begin by proving (3.7); we only prove the first
equation therein, as the proof of the second is similar.
Each of the solutions xi( } ) has the form (3.3), with n=ni and :=:i with
e:iT=\i. Consider in particular x1( } ), and write this as
x1(t)=e:1t(t)n&1 (qn&1(t)+o(1)) as t   (7.3)
where qn&1( } ) is a nontrivial quasiperiodic function, and as before, (t)n&1
denotes the (n&1)st power of t. As noted, y(t)=e:1tqn&1(t) is a solution
with yt # E\1(t), and so V\( yt)=J (\1) for all t. Choose any t0 # Stab( y)=
Stab(qn&1); as in Lemma 7.1, almost any t0 will suffice. Let tk  & be
such that qn&1tk&1  q
n&1
t0&1 in C(K), and such that t
k&t0 is an integer multiple
of T, for each k, where T is the period of the coefficients of the system (3.4),
as in the statement of the theorem. The quasiperiodicity of qn&1( } ) implies
that such a sequence tk exists. Then from equation (7.3), with the sequence
}k=e&:1(tk&t0)(tk)&(n&1),
we have that
}kx1tk&1(%)=e
:1(t0&1+%)(tk)&(n&1) (tk&1+%)n&1 (qn&1(tk&1+%)+o(1))
=e:1(t0&1+%)(qn&1tk&1(%)+o(1))=e
:1(t0&1+%)(qn&1t0&1(%)+o(1))
=yt0&1(%)+o(1)
uniformly in % # K. Therefore, by Proposition 4.9, and because
(tk&t0) T &1 is an integer (and so x1(tk+}) and y0(t0+}) satisfy the same
differential equation), we have
V\(x1tk)=V
\(}kx1tk)=V
\( yt0)=J (\1)
for large k. As tk  , this establishes (3.7). Thus (a) holds.
Assume now that (3.8) in (b) fails. First suppose J>0; then one may
choose three solutions xi(t), for 1i3, with
xit # 
J(\)=J
G\(t), (7.4)
such that (by Lemma 7.2) xi0 # C(K) are linearly independent. Then there
exists a linear combination
x(t)= :
3
i=1
#ixi(t)
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such that xt is not the zero function at t=0, but such that
x0(0)=x0(1)=0. (7.5)
(If we have a scalar problem, so N=0, then we require that x0(0)=
x0(&1)=0 in place of (7.5).) By Theorem 2.2, equation (7.5) implies that
V\(x0)<V \(x&3);
this contradicts the fact that V\(xt)=J for all t # R, which follows from
(a) proved above.
Now suppose that J=0, so necessarily $*=1. Choose two solutions
(7.4) such that x10 , x
2
0 # C(K) are linearly independent. We may assume
without loss that x i0(%)0 for all % # K and i=1, 2, as V
+(xi0)=0. But
then there exists a linear combination x(t)=#1x1(t)+#2x2(t) such that xt
is not identically zero at t=0, and such that
x0(%)<0<x0(% ) for some %, % # K.
This implies that V+(x0)>0, which is a contradiction.
We finally note that the claims (3.9), (3.10), and (3.11) in the theorem
follow easily from the statements (a) and (b) already proved. K
We now consider the linear autonomous system (3.13), (3.14). To prove
Theorem 3.2 we consider the left-hand side of (3.17) as a function
4(J,q)= :
J (_)=J
dim G _
of both J0 and of the coefficients, which we denote by
q=(a1, ..., aN, c0, ..., cN, b0, ..., bN).
We denote the restrictions (3.14) on these coefficients by q # 1 \, where
1 \=[0, )N_RN+1_(0, )N_{(0, )(&, 0)
for 1 +,
for 1 &,
and also 1=1 + _ 1 &. We shall show for each integer J0 that the quan-
tity 4(J, q) varies continuously in q # 1, and hence is constant on each con-
nected component 1 + and 1 & of 1. This will imply that for each J, it is
sufficient to prove the formula (3.17) for a single choice of coefficients
q+ # 1 +, and another choice q& # 1 &.
We note that this approach is basically equivalent to a homotopy
approach, in which the coefficients are continuously varied along a path
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q(#), for 0#1, from a known system (#=0) to the given system (#=1).
Such an approach was used in [Ch-Di-MP], and also in [MP-Sm], for
the time periodic case. Indeed, one would wish to apply such a continua-
tion technique to the general time-periodic linear system (3.4), (3.5). In
order to do that, certain uniform bounds are needed for the exponents :,
in particular that the real part of an exponent :(#) does not approach &
along a curve as the parameters q(#) vary. In the more general time-
periodic case the question of obtaining such bounds is related to the
occurrence of superexponential solutions, that is solutions decaying faster
than any exponential rate as t  ; see [MP, Corollary 7.5]. We plan to
address such issues in a subsequent paper [MP-Se2].
In the present case of a constant coefficient system, the following two
lemmas furnish the necessary properties of the roots.
Lemma 7.3. Under the assumptions (3.14), the equation (3.15) has
infinitely many roots.
Proof. Suppose the left-hand side of (3.15), which is given by the func-
tion (3.16), has a finite set of roots [:i]Mi=1, and consider the classical
Weierstrass product representation of . As |(:)|2 |b*| e |:| for all
large :, the function  has order 1, and so has a representation
(:)=\`
M
i=1
(:&:i )+ eL(:)
where L is a polynomial of degree at most 1, that is, L(:)=L1:+L0. Let-
ting /*(:)=(:) e&L(:), so that /* is a polynomial, we may use (3.16) to
write
/0(:)&b*e&:=/*(:) eL1:+L0. (7.6)
Now let :   along the positive real axis; the left-hand side of (7.6) is
asymptotic to :N+1, so it necessarily follows that L1=0. But this implies
that e&: is a polynomial, a contradiction. K
The following result is of a standard sort, in which the modulus of a root
of a characteristic equation is bounded, given only a lower bound on the
real part of the root, and bounds on the coefficients.
Lemma 7.4. For each bounded subset B1, and for each R # R, there
exists R >0 such that |:|<R whenever : is a root of (3.15) such that Re
:&R, and for which q # B. In particular, for any q # 1 there are only
finitely many roots of (3.15) to the right of any vertical line in the plane.
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Proof. The lower bound on the real part of : gives an upper bound on
the modulus of e&:. This, and the fact that /0 is a monic polynomial with
bounded coefficients, easily yields the result from the formula (3.16). K
In some of the following lemmas we shall need to vary the parameters
q. We shall therefore write P (q), G _(q), J (_, q), and so on to denote the
dependence of these objects on q.
Lemma 7.5. Fix _* # P (q*) for some q* # 1, let J=J (_*, q*), and let
=>0 be such that P (q*) & I=[_*] where I=[_*&=, _*+=]. Then for all
q # 1 sufficiently near q*
:
_ # P (q) & I
dim G _(q)=4(J, q*) (7.7)
is independent of q, and
J (_, q)=J for all _ # P (q) & I. (7.8)
In particular,
4(J, q)4(J, q*) (7.9)
for such q.
Proof. Consider q # 1 near q*. By Lemma 7.4, all elements _ # P (q) & I
are obtained as real parts _=Re : of roots : of the characteristic equation
(:, q)=0 in some fixed disk |:|<R . We note by Rouche 's theorem that
the total multiplicity of such roots in the region
[: # C | Re : # I and |:|R ] (7.10)
remains constant as q varies, there being no roots of ( } , q*) on the
boundary of the set (7.10). As the multiplicity of a root : of  equals the
dimension of the corresponding eigenspace G:(q), the conclusion (7.7)
follows.
To prove (7.8), consider the space
H(q)= 
_ # P (q) & I
G _(q)
of constant dimension 4(J*, q*). This space in fact varies continuously in
q as a subspace of C(K), since it is given as the spectral subspace of the
infinitesimal generator of the associated semigroup in C(K); see [Ha-VL].
We shall first show that H(q) varies continuously as a subspace of C1(K),
where C1(K)=C1[&1, 0]_RN. Then, we shall show that for each
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.* # H(q*)"[0] there exist neighborhoods UC1(K) and V1 of .*
and q* respectively such that
V\(.)J if . # H(q) & U and q # V, (7.11)
and hence, by the lower semicontinuity of V\, that
V\(.)=J if . # H(q) & U and q # V
for a possibly smaller neighborhood U. A simple compactness argument, in
which one takes only .* in the unit sphere in H(q*), now implies from
(7.11) that V\(.)=J for all . # H(q)"[0], for all q near q*, giving (7.8).
Let S(t, q) # L(C(K), C(K)) denote the time t0 solution map of the
system (3.13); then certainly S(t, q) maps H(q) onto itself. Also, S(1, q)
maps C(K) into C1(K), and varies continuously as an element of the space
L(C(K), C1(K)). Thus H(q)=S(1, q) H(q) varies continuously in q as a
subspace of C1(K). We note further that S(t, q) extends to a group (that
is, to t<0) on H(q). In particular, for each fixed t # R the element S(t, q).
varies continuously in C1(K) as q # 1 and . # H(q) vary.
Now take .* # H(q*)"[0], and let x*(t) denote the solution of (3.13)
with coefficients q*, with x0*=.*. Fix any t0 with t # Stab(x*); by
Proposition 5.5 such t exists. The definition of Stab(x*) and the differential
equation imply that there exists a neighborhood WC1(K) of xt* such
that
V\(.0)=V \(x*t )=J for each .
0 # W. (7.12)
The continuity properties of S(t, q) noted above now imply that there
exists a neighborhood UC1(K) of .* such that
H(q) & UH(q) & S(&t, q)W (7.13)
for all q near q*, say for q # V. But then the monotonicity of V\ along
solutions, together with (7.12) and (7.13) and the fact that t0, implies
(7.11), as desired. This establishes (7.8).
Finally, (7.9) follows from (7.7), (7.8), and the definition of the function
4, as
4(J, q)= :
J (_, q)=J
dim G _(q) :
_ # P (q) & I
dim G _(q)=4(J, q*).
This proves the lemma. K
Note that the inequality (7.9) implies that the function 4 is lower semi-
continuous in q. The next result clearly shows the role of Lemma 7.3 in
establishing continuity of 4.
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Lemma 7.6. For each integer J0 the quantity 4(J, q) is locally con-
stant in q # 1, and hence constant on each connected component 1 \ of 1.
Proof. We in fact prove that for each q # 1 and J*0 there exists
J0>J* such that
:
J 0&1
J=0
4(J, q) :
J0&1
J=0
4(J, q*) (7.14)
for all q # 1 near q*. This, with the inequality (7.9) of Lemma 7.5, implies
the result.
With q* and J* fixed, let :0 be a solution of (:0, q*)=0 for which
J (_0, q*)>J* (7.15)
where _0=Re :0. Such :0 exists as ( } , q*) has infinitely many roots, by
Lemma 7.3. We may assume without loss that _0 is the rightmost point of
P (q*) satisfying (7.15), that is,
J (_, q*)J* whenever _ # P (q*) and _>_0. (7.16)
Denote J0=J (_0, q*) and note that with = as in Lemma 7.5,
_>_0+= whenever J (_, q)<J0 (7.17)
for all q # 1 near q. Indeed, the interval I=[_0&=, _0+=] contains at least
one element of P (q), as the quantity (7.7) (with J0 replacing J*) is positive.
And J (_, q)=J0 for each _ # P (q) & I, by (7.8), which implies (7.17) from
the monotonicity of J .
Using now the definition of 4, we have
:
J0&1
J=0
4(J, q)= :
J (_,q)<J 0
dim G _(q) :
_>_0+=
_ # P (q)
dim G _(q), (7.18)
where the inequality in (7.18) directly follows from (7.17). But now the
final sum in (7.18) precisely equals the number of solutions of (:, q)=0
in the right half-plane Re :>_0+=. All such roots, for all q # 1 near q*,
enjoy a uniform bound |:|<K for some K, by Lemma 7.4; that is, such
roots lie in the set
[: # C | Re :>_0+= and |:|<K]. (7.19)
Moreover the set (7.19) has no roots of  on its boundary, and so by
Rouche 's theorem the number of such roots is independent of q. For q=q*
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this number is the sum on the right-hand side of (7.14), by the choice of
_0 satisfying (7.16). This now proves (7.14), and completes the proof of the
lemma. K
Proof of Theorem 3.2. For each J0, it is enough to prove (3.17) for
a single choice of coefficients q # 1 \, where (&1)J=\1, by Lemma 7.6.
Suppose first that J>0; let |=?(J&12), and set
ai=0 for 1iN,
bi=
$i|
sin(?2(N+1))
,
ci=&| cot(?2(N+1)),= for 0iN.
One sees that (3.14) holds; it is also straightforward to verify that with
xi(t)=cos(|t+i?2(N+1)) for 0iN (7.20)
the system (3.13) is satisfied. The solution (7.20) corresponds to a pair of
complex conjugate exponents :=\i| with real part _=0, and thus dim
G 0=2 (since the dimension cannot exceed 2, by (3.11)). To calculate
sc(x0 , K), we note that xi(0)=cos(i?2(N+1))>0, and so sc(x0 , K)=
sc(x0 , &1, 0) is the number of sign changes of cos |% for &1<%<0. This
quantity is J&1 (we do not count the zero at %= &1). As $*=(&1)J, the
formulas (2.6) give in any case that V\(x0)=sc(x0 , K)+1=J. Thus (3.17)
is verified when J>0.
Let us finally consider the case when J=0, with $*=1. Set
ai=0 for 1iN,
bi=1 and ci=0 for 0iN,
and note that the characteristic equation (3.15) is (:)=0 where
(:)=(:)N+1&e&:, where (:)N+1 denotes the (N+1)st power of :. It is
easily seen that (:)=0 has exactly one positive solution :*. The corre-
sponding Floquet solution of (3.13) is given by xi(t)=(:*) ie:*t, and is
positive for all i and t. Thus V+(xt)=0, and dim G :*1. As the left-hand
side of (3.17) cannot exceed 1, by (3.8), we have dim G :*=1, and the result
is proved. K
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