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Spatially Diverse, Smart Sound Generation Using a Multi-Speaker Device Topology 
ABSTRACT 
 Many users have multiple devices, e.g., smart TVs, smart speakers, smart displays, 
smartphones, etc. in their homes. Currently, most such devices generally act independent of each 
other. For the user, this can feel like a scattered experience, especially if the user interacts with 
multiple devices in the home frequently. This disclosure describes techniques that enable 
multiple, independent audio devices at a single location to act in unison to generate context-
driven, spatially coherent sounds. Example applications include playback of speech or music, 
ambient audio, burglar deterrence, etc. 
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BACKGROUND 
Many users have multiple devices, e.g., smart TVs, smart speakers, smart displays, 
smartphones, etc. in their homes. Currently, most such devices generally act independent of each 
other. For example, the user can individually control a smart display, but is not provided 
functionality to provide a command that gets the smart display and the smart speaker to jointly 
perform a task. For the user, this can feel like a scattered experience, especially if the user 
interacts with multiple devices in the home frequently. In particular, many such devices include 
audio output speakers. These aren’t controlled in a joint fashion; each device outputs the audio 
that it is commanded to, independent of audio being output from other devices. 
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DESCRIPTION 
This disclosure describes techniques that enable multiple, independent audio devices, 
e.g., smart TVs, smart speakers, smart displays, smartphones, etc., in a home, office, or other 
location to act in unison to generate context-driven, spatially coherent sound output. The 
techniques can be used to produce sounds for use in daily life, e.g., ambient audio, home 
entertainment, home security, etc. 
 
Fig. 1: Synchronized playback of audio across multiple devices 
  Fig. 1 illustrates synchronized playback of audio from multiple devices (102a-c). 
Speakers from each device play spatiotemporally coded audio (106a-c) based on the user context 
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and location, determined with user permission. As an example, as the user moves along a path 
(104), the speaker closest to the user plays the dominant audio. As another example, each 
speaker can play a different element of the audio, changing slowly over time. In this manner, 
multiple independent devices can be used to create a three-dimensional audio field that surrounds 
the user. The audio can be ambient or natural sounds, e.g., of rainfall, flowing rivers, etc.; music; 
audiobooks; etc. The audio can support a certain mood for the user, e.g., for the mood of sitting 
on a bench near a street, multiple speakers can transfer conversations and other natural sounds in 
a time-gradual way to provide an effect as if the listener were in a street with multiple people 
walking. 
 In an example implementation, the sound waveform piped into different devices can be 
essentially the same but weighted differently based on user context and location. For example, if 
the common sound waveform is s(t), the devices 1, 2, …, N respectively output the sound 
waveforms  
s1(t) = 𝛼1s(t), 
s2(t) = 𝛼2s(t), 
… 
 sN(t) = 𝛼Ns(t), 
where the weights 𝛼1, 𝛼2, … , 𝛼N sum to unity and can vary with time, e.g., based on user context 
and location which can vary with time. 
 In another example, the sound waveform from different devices can be different, e.g., 
they can be the waveforms of different musical instruments within the same musical piece; in 
ambient music, they can be different elements of a soundscape, e.g., rainfall on rocks, crickets 
chirping, owls hooting, etc. 
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Fig. 2: Application of smart, multi-device, sound generation towards burglar deterrence 
  The context-driven, spatially coherent, multi-device sound generation described herein 
can be used in a burglar-deterrence application, as illustrated in Fig. 2. In Fig. 2(a), the user is at 
home and carries on a natural conversation with others at home or with their smart devices. In 
Fig. 2(b), the home is empty, a fact that can be detected from user-permitted factors, including 
geofencing cues. In the away-from-home mode, the devices simulate an ongoing conversation 
(202a-c) occurring at home by intelligently synthesizing and playing audio conversations to 
make it appear as though one or more occupants are in the home. Moreover, the sounds emitted 
by the speakers can be weighted to provide an impression as though a user is walking a path 
(204) through the home. 
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(a) (b) (c) 
Fig. 3: Handover of audio signals between devices as the user moves within the home 
  Fig. 3 illustrates the handover of audio signals between devices as a user moves within a 
home. There are three devices illustrated, A, B, and C. The user position is indicated by the pink 
oval. At t = 0, the user is near device A, so that device A emits the dominant audio. At t = 1, the 
user is closer to device B, so that device A gradually reduces its audio volume while device B 
proportionately increases its volume. A similar procedure occurs at t = 3, as the user moves away 
from device B and closer to device C: device B reduces its audio volume and device C increases 
its audio volume. The procedure of Fig. 3 can be used to provide ambient sounds close to the 
user’s current location within the home, or, alternatively, in the absence of the user, simulate the 
conversational sound of a person talking while moving in a natural walk trajectory. In this 
manner, audio properties can be spatially transferred across devices. 
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Fig. 4: Generative neural networks to synthesize natural, ambient sounds 
 As illustrated in Fig. 4, with user permission, generative neural networks can be used to 
realize natural, ambient sounds, e.g., the sounds of conversations in the burglar-deterrent 
application. While the user is at home, they talk to their virtual assistant frequently, and with user 
permission, such conversations can be utilized to train the virtual assistant. If the user permits, 
locally recorded real user conversations can be presented to the user for review and consent.  
For the purposes of training a generative network (406), the user can indicate the 
acceptance of certain sentences (402) and the rejection of others (404). During the away-from-
home mode, the generative network is utilized, with the accepted sentences as input, to 
synthesize artificial sentences (408b) for the purposes of playback of a synthesized conversation 
(410). Alternatively, the generative network can directly use some of the accepted sentences 
(408a). Rejected sentences can be used during training as negative examples. If the user rejects 
all presented sentences, then only synthesized audio is used in the away-from-home mode. In this 
manner, the user can train the generative neural network over such speech aspects as the normal 
7
Defensive Publications Series, Art. 4414 [2021]
https://www.tdcommons.org/dpubs_series/4414
user tone, pitch, normally used idioms, etc. such that the synthesized sentences or sounds are 
natural sounding even if they are original. 
 Other audio such as rain sounds can be synthesized by using public-domain source audio. 
Using the above-described, multi-speaker weighting protocol, spatially coherent audio can be 
generated for different applications, e.g., ambient sounds (rainy day); immersive music; etc. 
Thus, by producing spatially coherent, context-driven sounds by having many devices cooperate 
over a common user goal, the described techniques realize ambient computing to enable novel 
and enriching experiences. 
 The described techniques utilize context information (e.g., whether the user is at home or 
away) and/or other factors or user data (e.g., user preferences regarding audio playback, user’s 
audio recordings) only if specifically permitted by the user. The user is provided with options to 
selectively enable or disable use of such information. The user is provided with information on 
the specific benefits of use of such information, e.g., to provide spatially aware audio. No user 
data is accessed, stored, or utilized without user permission. Further, audio generation, as 
described above for certain use cases, is performed as chosen by the user and the user can restrict 
or disable such features. For example, the user can turn off audio recording, limit synthetic audio 
generation to specific topics or times, place other restrictions on generation of synthetic audio, or 
disable audio generation entirely. 
Further to the descriptions above, a user is provided with controls allowing the user to 
make an election as to both if and when systems, programs, or features described herein may 
enable the collection of user information (e.g., information about a user’s audio playback 
devices, a user’s audio input, a user’s preferences, context of use, or a user’s current location), 
and if the user is sent content or communications from a server. In addition, certain data is 
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treated in one or more ways before it is stored or used, so that personally identifiable information 
is removed. For example, a user’s identity may be treated so that no personally identifiable 
information can be determined for the user, or a user’s geographic location may be generalized 
where location information is obtained (such as to a city, ZIP code, or state level), so that a 
particular location of a user cannot be determined. Thus, the user has control over what 
information is collected about the user, how that information is used, and what information is 
provided to the user. 
CONCLUSION 
This disclosure describes techniques that enable multiple, independent audio devices at a 
single location to act in unison to generate context-driven, spatially coherent sounds. Example 
applications include playback of speech or music, ambient audio, burglar deterrence, etc. 
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