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In recent decades, the development and application of respective modeling and
simulation approaches for fluid-structure interaction (FSI) problems have grasped
much attention. While solving FSI problems, partitioned scheme shows its effi-
ciency by using a modular algorithm in which the equations of fluid and structure
are solved separately in an iterative manner through the exchange of suitable trans-
mission conditions at the FS interface.
The goal of this work is to verify in terms of the convergence behavior that using
structure normal stress as the boundary condition along the FS interface in the fluid
solver and hence prescribing displacement boundary condition for the structure
is actually better than the opposite approach. In fact, the opposite approach
has great numerical instabilities, especially when the iteration time step is small,
but our proposed approach can reduced this instabilities and hence has a better
convergence behavior.
Based on three different simplified models of the fluid and the structure, i.e. Heat-
wave 1D model, Stokes-algebraic generalized string 1D mode and Stokes-linear
vii
viii Summary
elasticity 2D model, we present a detailed analysis of the convergence behavior
to substantiate our claim by deriving a reduction factor at each iteration of the
partitioned algorithm. In particular, these model problems are used to highlighted
some aspects that probably will arise in the context of applying partitioned scheme
to FSI problems.
Furthermore, if we ignore the fluid domain deformation and also the convection
term in fluid equation, we can prove the geometric convergence of the iteration that
enforces the continuities of velocities and normal stresses along the FS interface.
An example of heat-wave equations coupling is also given to show an improved
convergence rate and estimate the parameters in its geometric convergence.
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Fluid-structure interaction (FSI) is the interaction of some movable or deformable
structure with an internal or surrounding fluid flow. It can also be considered as
a coupled problem, consisting of two or more domains which interact at common
boundaries. This kind of mutual influence of a flexible structure with a flowing
fluid in which it is submersed or by which it is surrounded gives rise to a rich variety
of frequently occurring physical phenomenon with applications in many fields of
engineering as well as in applied sciences. Furthermore, it is a crucial consideration
in the design of many engineering systems[33]. In recent years, it has received much
attention and has become one of the major research activities due to its growing
importance. Some of the examples are: aeroelasticity[14, 44, 29]; helicopters[37,
24]; the vibration of turbine and compressor blades; the sloshing in tanks[34];
the response of bridges and skyscrapers to winds; membranous structures[51]; the
description of the mechanical behavior of cells[13] or, more generally, the organic
fluid mechanics; acoustic problems; hemodynamics[43, 6, 22].
1
2 Chapter 1. Introduction
FSI can be either oscillatory or non-oscillatory. In the oscillatory interaction,
the strain induced in the sold structure causes it to move in such a way that
the source of strain is reduced, and then the solid structure returns to its former
position to repeat the process, while the non-oscillatory interaction simply means
the interaction is not repeatable. Failing to consider the effects of FSI oscillatory
can be sometimes very catastrophic, especially when the solid structure consists
of materials which are susceptible to fatigue. One of the most infamous examples
of large-scale failure is the Tacoma Narrows Bridge in 1940. Aircraft wings and
turbine blades can also break down due to FSI. We also know FSI is a necessary
component for the analysis of aneurysms in large arteries and artificial heart valves.
FSI problems in general are too complex to solve analytically. Therefore, in order
to understand these phenomenons, we need numerical simulation to model the
behavior of FSI. With a numerical simulation, the real behavior of a flow or a solid
can be depicted. The development and application of respective modeling and
simulation approaches for FSI have gained great attention over the past decades,
yet it is still challenging.
Two main approaches that exist for the simulation of FSI problems are the mono-
lithic approach[25, 26, 28, 7], or sometimes referred as the direct method[45], and
the partitioned approach[15, 47, 41, 39, 16, 38, 40, 32], also known as the itera-
tive method[45, 46, 5]. For the monolithic approach, the equations governing the
fluid flow and the displacement of the structure are solved simultaneously with
a single solver. While the partitioned approach is based on the coupling of one
module for solving the fluid equations and another one for solving the structural
displacement[50, 49, 52]. The monolithic approach requires a code developed for
this particular combination of FSI problems whereas the partitioned approach pre-
serves the software modularity since the latest developed solvers for either fluid
or structure can be easily incorporated and this offers significant benefits in terms
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of efficiency. Besides this advantage, the partitioned approach can also facilitate
the solution for the fluid and structure equations with various, efficient techniques
which have been developed in past decades specifically designed for either fluid
equations or structure equations. On the other hand, a significant requirement
in partitioned approach is the development of stable and accurate coupling algo-
rithm. Commonly used numerical methods for FSI calculation are finite element
method and finite volume method which are based on the solution of partial dif-
ferential equations. The area is calculated by using a computational grid, which is
divided into individual cells, where the differential equations are solved by taking
into account of appropriate boundary conditions. This results in a large system of
equations to be solved directly or iteratively.
Another point of view for partitioned approach is the coupling strength. The
coupling of the fluid and the structure comes from the continuities of velocities
and normal stresses along the FS interface. According to this we can classify the
coupling into three different categories[31, 15, 41, 47, 17], i.e.
• implicit partitioned approach(strong coupling): in every time step, the algo-
rithm couples the fluid and structure equations repeatedly until the continu-
ities of velocities and normal stresses along the FS interface are enforced.
• semi-implicit partitioned approach: in every time step, the algorithm couples
reduced fluid equations and structure equations repeatedly until the conti-
nuities of velocities and normal stresses along the FS interface are enforced.
• explicit partitioned approach(weak coupling): perform the coupling of fluid
and structure equations only once in each time step.
The continuities of velocities along the FS interface can be considered as a Dirich-
let type boundary condition, while the continuities of normal stresses along the
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FS interface can be considered as a Neumann type boundary condition. When
the fluid problem is iteratively solved with the structure velocity as a Dirichlet
boundary condition and the structure problem is solved with the fluid normal
stress as a Neumann boundary condition, we call it Dirichlet-Neumann(DN) par-
titioned procedure. In this case two sub-problems need to be solved: one for fluid
and the other for structure. On the other hand when the fluid problem is solved
with structure normal stress as a Neumann boundary condition and the structure
problem is solved with displacement as a Dirichlet boundary condition, we call it
Neumann-Dirichlet(ND) partitioned procedure.
As shown in [10, 21], the stability of partitioned approach is dictated by the amount
of added-mass effect. In other words, when the fluid and solid densities are close to
each other or the domain is slender, a strong added-mass effect in the system will
occur and hence, it gives rise to unconditional numerical instability regardless of
the discretization parameters. Thus, it often requires a large relaxation to converge
and a quite high number of iterations. A number of strategies have been proposed
in the literature in order to overcome some of these infamous numerical instabilities:
for implicit approach, please refer to [20], semi-implicit approach[3, 17, 18, 42, 48]
and explicit approach[8, 9, 23, 36].
However, we feel that at least part of this instability is a consequence of the choice
of interface conditions assigned to sub-problems. Conventionally, only DN parti-
tioned procedure is considered, but if we use Neumann boundary condition for the
fluid sub-problem and Dirichlet boundary condition for the structure(ND parti-
tioned procedure), We feel that this instability can be greatly reduced than using
the opposite approach. Although in [3, 2] it is claimed that the ND partitioned
procedure has even worse convergence properties than the DN one, no substantial
evidence was given.
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Therefore, in this thesis we focus on the implicit partitioned approach, which is
based on subsequent solutions of fluid and structure sub-problems and every sub-
problem is solved separately. Our aim is to show that the ND partitioned procedure
is a better strategy that the DN partitioned procedure.
1.2 The organization of the thesis
The outline of the thesis is as follows:
In Chapter 2, we first introduce linear elastodynamics equation for the structure
domain and incompressible Navier-Stokes equation for the fluid domain. Since the
Navier-Stokes equation is only counted for fixed domain and in real coupled FSI
problems the boundary most likely moves, so we present the arbitrary Lagrangian
Eulerian formulation of Navier-Stokes equation as it can take into account of the
moving boundaries. We also give two coupling conditions which are in need to be
enforced at the FS interface, i.e. the continuities of velocities and normal stresses.
In Chapter 3, after presenting the full FSI problem, with the time discretization we
describe the semi-implicit procedure and the implicit procedure. Next, we illustrate
the ND and DN partitioned procedure as a domain decomposition method which
is usually adopted to solve FSI problems.
In Chapter 4, we use three reduced models with suitable simplifying assumptions
to support our claim that the ND partitioned procedure is actually better than
the DN partitioned procedure. The first one is a 1D model, which consists of
heat and wave equation. The next one is a Stokes-algebraic generalized string 1D
model where the unsteady Stokes equation is used for fluid domain and a string
model for membrane is used for the structure domain. In these two 1D models,
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the FS interface moves only along the normal direction. The last one is a Stokes-
linear elasticity 2D model, where the FS interface moves along both normal and
tangential directions and the fluid part is still the Stokes equation, but the structure
part comes from elastodynamics equation. In all the cases we define a reduction
factor as a measurement for the convergence and show that this reduction factor
for the ND partitioned procedure has an order which is smaller the the opposite
approach.
In Chapter 5, we show the geometric convergence of the general ND and DN
partitioned procedure with the assumption that the fluid domain deformation and
convection in fluid equations are ignored. After that we use a heat-wave equations
coupling to show an improved convergence rate and aslo parameters in its geometric
convergence can be estimated.
Finally in Chapter 6, some conclusions based on this work are drawn and possible
future works are discussed.
Chapter2
Problem Setting
In this chapter, we present the governing equations of FSI problem, which consists


















Figure 2.1: Example of the computational fluid domain Ωft
At first, we consider a computational domain Ωt ∈ Rn where t represents the time
and n = 2 or 3. This domain is split into two subdomains Ωft and Ω
s
t respectively.
Ωft is occupied by the fluid and Ω
s
t the structure. The FS interface Σt is the common
7

















Figure 2.2: Example of the computational solid domain Ωst
boundary shared by Ωft and Ω
s
t(see Figure 2.1), i.e. Σt = ∂Ω
f





t are the artificial sections of fluid and structure. Furthermore,
nf is the outward normal on ∂Ωft and n
s is the outward normal on ∂Ωst . We know
on Σt, n
f = −ns and the initial configuration Ω0 at t = 0 is considered as the
reference one.
2.1 Structure domain
A purely Lagrangian approach is used to describe the structure kinetics. We denote
the reference configuration by Ωs := Ωs0. The structure is assumed to be a linear
elastic material and is governed by the elastodynamics equation
ρs∂ttη = ∇ · σs + g in Ωs × (0, T ) (2.1)
where η is the structure displacement, ρs is the density of the structure and g is
the external body force acting on the structure. We use linear constitutive law
2.2 Fluid domain 9
which relates η and the Cauchy stress tensor σs
σs(η) = µs(∇η +∇η>) + λs(∇ · η)I






(1 + υ)(1− 2υ)
are the Lame´ constants, E is the Young modulus, υ is the Poisson modulus, and
I is the identity tensor. In the case when the structure is incompressible, we have
υ = 0.5. Then the Cauchy stress tensor is given by
σs(η, q) = µs(∇η +∇η>)− qI
where q is the structure pressure and the governing equation (2.1) becomes
ρs∂ttη = ∇ · σs + g in Ωs × (0, T ), (2.2)
∇ · η = 0 in Ωs × (0, T ). (2.3)
2.2 Fluid domain
The fluid is normally described by the Eulerian formulation and is assumed to
be homogeneous, Newtonian and incompressible. It is governed by incompressible
Navier-Stokes equation
ρf (∂tu + u · ∇u) = ∇ · σf + f in Ωft × (0, T ), (2.4)
∇ · u = 0 in Ωft × (0, T ) (2.5)
where ρf is the density of the fluid, u is the velocity, f is the external body force
acting on the fluid and σf is the Cauchy stress tensor of the fluid given by
σf (u, p) = ρfνf (∇u +∇u>)− pI
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in which νf is the kinematic viscosity, p is the pressure and I is the identity tensor.
Ωft is the fluid domain at time t. Equation (2.4) is nonlinear, couples the velocity
and the pressure fields and is derived from the Newton’s Second Law which states
that the momentum is always conserved. Its detailed derivation can be found in
[1, 43]. Equation (2.5) comes from the continuity equation, which is arising from
the conservation of mass, i.e.
∂ρf
∂t
+∇ · (ρfu) = 0. (2.6)
Since the fluid is incompressible and the value of ρf is constant, this gives equation
(2.5).
2.3 The Arbitrary Lagrangian Eulerian(ALE) for-
mulation of the Navier-Stokes equation
In previous section we have introduced the Navier-Stokes equation in a fixed do-
main, according to the Eulerian approach where the independent spatial variable
are the coordinates of a fixed Eulerian system. However, in real coupled FSI prob-
lem, an essential feature of the problem under consideration is the motion of the
boundary of the fluid domain. The geometry of the fluid domain may change sub-
stantially with respect to time. This is obvious especially in the case when blood
flows in large arteries where the forces exerted by the flowing blood stream will
cause the vessel wall to vary significantly.
We consider a longitudinal section of the fluid domain in Figure 2.3 with the
assumption that the fluid flows into Γf,1t and comes out from Γ
f,2
t . The position of
Γf,1t and Γ
f,2







t are artificial sections and their positions should remain fixed. Clearly
in this case the Eulerian approach becomes impractical.






















Figure 2.3: A longitudinal section of the fluid domain Ωft
A possible alternative would be to use the Lagrangian approach. As we mentioned
earlier, Ω0 is the reference configuration and now we denote ΩLt to be the cor-
responding domain in the current configuration by the Lagrangian mapping Lt,
i.e.
ΩLt = Lt(Ω0) ∀t ∈ (0, T ). (2.7)
Since the fluid velocity at the boundary Σ1t and Σ
2
t is equal to the boundary velocity,
the Lagrangian mapping effectively maps Σ10 and Σ
2
0 in the reference configuration
to the correct boundary position Σ1Lt and Σ
2
Lt at each time t. However, the artificial
boundaries Γf,10 and Γ
f,2
0 in the reference configuration will be transported along the
fluid trajectories, into Γf,1Lt and Γ
f,2
Lt (see Figure 2.4). This is clearly not acceptable,
particularly if one wants to study the problem for a relatively large period of time.
Indeed, the domain rapidly becomes highly distorted.
Therefore, we want to keep the boundaries Γf,1t and Γ
f,2
t fixed when there is a
displacement of Σ1t and Σ
2
t . It is convenient to formulate the problem in the
Arbitrary Lagrangian Eulerian(ALE)[12, 27] description, which relies on a moving



































Figure 2.4: Comparison between the Lagrangian and the ALE approach. The
reference computational domain Ωf0 is mapped by (a) the Lagrangian mapping Lt
and by (b) the ALE mapping At
reference frame. It accounts for the temporal deformation of the fluid domain Ωft .
The ALE mapping can be considered as an appropriate lifting of the structure
displacement and is defined as
At : Ωf0 → ΩfAt , X → x(t,X) = At(X) (2.8)
which provides the spatial coordinates (t, x) in terms of the ALE coordinates (t,X),




At = At(Ωf0) ∀t ∈ (0, T ).
2.3 The Arbitrary Lagrangian Eulerian(ALE) formulation of the
Navier-Stokes equation 13





whose the Eulerian coordinates is expressed as
w˜(t,X) = w˜(t,A−1t (x)) = w(t, x). (2.10)
Conventionally we indicate u˜ to be the composition of u with the ALE mapping,
i.e. u˜ = u ◦ At. The ALE trajectory TX for all X ∈ Ω0 is defined as
TX = {(t, x(t,X)) , t ∈ (0, T )}, (2.11)
and the ALE derivative of u as the time derivative along a trajectory TX is
DA
Dt
u : (0, T )× Ωt → R3,
DA
Dt
u(t, x) = ∂
∂t
u˜(t,X),
X = A−1t (x).
(2.12)












· ∇u = ∂u
∂t
+ w · ∇u (2.13)
where now the gradient is expressed in terms of the x coordinates. Therefore, we






+ w · ∇u (2.14)
where ∂u
∂t
is the Eulerian derivative and w is the velocity of the points of the fluid
domain defined by the ALE map in equation (2.10). We substitute equation (2.14)





+ ρf (u−w) · ∇u = ∇ · σf + f in Ωft × (0, T ), (2.15)
∇ · u = 0 in Ωft × (0, T ) (2.16)
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2.4 Coupling conditions
Two coupling conditions are enforced at the interface: the continuity of fluid and
structure velocities, i.e.
u = ∂tη on Σt × (0, T ) (2.17)
due to the adherence condition. The other one is the continuity of normal stresses,
i.e.
σs · ns + σf · nf = 0 on Σt × (0, T ) (2.18)
which expresses the action-reaction principle.
Chapter3
Time discrete system and domain
decomposition method
In this chapter, we give the time discretized version of our FSI problem: one is
semi-implicit procedure and the other is implicit procedure. From the implicit pro-
cedure we outline the algorithm for ND partitioned procedure and DN partitioned
procedure respectively.
3.1 Full FSI problem and time discrete system
By combining the governing equations for fluid and incompressible structure, and
their coupling conditions at the interface, we have the full FSI problem in the
strong form, i.e.
1. Fluid structure problem: find the fluid velocity u, the pressure p, and the
15
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structure displacement η such that
ρs∂ttη = ∇ · σs + g in Ωs × (0, T ),




+ ρf (u−w) · ∇u = ∇ · σf + f in Ωft × (0, T ),
∇ · u = 0 in Ωft × (0, T ),
u = ∂tη on Σt × (0, T ),
σs · ns + σf · nf = 0 on Σt × (0, T ),
(3.1)
with suitable boundary conditions on the artificial sections and initial condi-
tion in Ω0.
2. Geometry problem: given the interface structure displacement η|Σt , find a
map At : Ωf0 → ΩfAt , e.g., through a harmonic extension Ext[2] of the bound-
ary displacement
At(x0) = x0 + Ext(η|Σ0)
such that Ωft = At(Ωf0).
A detailed description of this harmonic extension is in[2]. The position of the
FS interface is an unknown of the coupled problem. It introduces a geometrical
nonlinearity. The convective term of the fluid problem is nonlinear and, in case of
using an ALE formulation, also depends on the velocity of the fluid domain.
As we can see here, FSI problem is a system of highly nonlinear partial differential
equations. This kind of nonlinearity can be treated numerically in several ways,
either explicitly, where extrapolation from previous time step is adopted, or im-
plicitly, where at each time step the FSI problem is solved by Picard, Newton,
or quasi-Newton iterations[19, 35].Whatever strategies are adopted, a sequence of
linearized FSI problems, which are coupled through the continuities of velocities
and normal stresses on the FS interface, has to be solved.
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Let ∆t be the time step size and tn = n∆t for n = 0, 1, . . . , N . We denote fn
to be the approximation of a time dependent function f at time level tn. We use
backward Euler time discretization for the fluid equation (3.1) 3 and continuity
equation (3.1) 5, and first order backward differentiation formula(BDF) scheme
for the structure equation (3.1) 1, we obtain the following system of equations for
semi-implicit scheme[4, 2] and implicit scheme[36, 2].
3.1.1 Semi-implicit scheme
In this case we use suitable extrapolations Ωf∗ , u
∗ and w∗ for the fluid domain, the
fluid velocity and the fluid domain velocity respectively. Given un, ηn, ηn−1, and
Ωfn, for each n
1. Find a suitable extrapolation Ωf∗ of the domain Ω
f
n+1





= ∇ · σs(ηn+1, qn+1) + gn+1 in Ωs,




+ ρf (u∗ −w∗) · ∇un+1 = ∇ · σf (un+1, pn+1) + fn+1 in Ωf∗ ,





σs(ηn+1, qn+1) · ns + σf (un+1, pn+1) · nf = 0 on Σ∗,
(3.2)
with suitable boundary conditions on the artificial sections.
3. Update the fluid domain
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We can take a simple choice of first order extrapolation by setting Ωf∗ = Ω
f
n,
u∗ = un and w∗ = wn.
3.1.2 Implicit scheme
In implicit scheme we treat implicitly the fluid domain and the convective term
and embed the previous FS scheme into a fixed point loop on the position of the
fluid structure interface Σ∗. Denote k to be the sub-iteration index and given un,
ηn, ηn−1, and Ωfn, for each k = 0, 1, . . ., do until convergence.




= ∇ · σs(ηn+1k , qn+1k ) + gn+1 in Ωs,




+ ρf (un+1k−1 −wn+1k−1) · ∇un+1k = ∇ · σf (un+1k , pn+1k ) + fn+1 in Ωf,k−1n+1 ,







k ) · ns + σf (un+1k , pn+1k ) · nf = 0 on Σk−1n+1,
(3.3)
with suitable boundary conditions on the artificial sections.
2. Update the fluid domain






Partitioned procedures provide a solution for such a linearized problem as parti-
tioned strategies are capable of splitting the linear FSI problem into two separate
sub-problems. This is very appealing from a computational point of view, since it
allows one to reuse the codes that have been developed for each field separately.
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This is the motivation of the partitioned procedures we are going to introduce in
the next section.
3.2 Domain decomposition method
We know that partitioned procedure is able to solve the linearized FS system by
separate evaluations of fluid and structure sub-problems. It can guarantee the con-
tinuities of the velocities and the normal stresses at the interface Σ, thus achieving
a perfect energy balance. Actually these iterative algorithms are motivated from a
domain decomposition viewpoint[11]. The most widely used partitioned procedure
are Dirichlet-Neumann(DN) partitioned procedure and Neumann-Dirichlet(ND)
partitioned procedure, which we have briefly introduced in Chapter 1. Referring
to the implicit procedure in (3.3), we recall their definitions and illustrate with the
followings, i.e.
ND partitioned procedure: the fluid sub-problem problem is iteratively solved with
structure normal stress as a Neumann boundary condition and the structure sub-






n, ηn, ηn−1, ηn+1k−1 and q
n+1












+ ρf (un+1k−1 −wn+1k−1) · ∇un+1k = ∇ · σf (un+1k , pn+1k ) + fn+1 in Ωf,k−1n+1 , (3.4)
∇ · un+1k = 0 in Ωf,k−1n+1 , (3.5)
σs(ηn+1k−1 , q
n+1
k−1 ) · ns + σf (un+1k , pn+1k ) · nf = 0 on Σk−1n+1. (3.6)
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(structure sub-problem)
ρs
ηn+1k − 2ηn + ηn−1
∆t2
= ∇ · σs(ηn+1k , qn+1k ) + gn+1 in Ωs, (3.7)






At time level n:
1. Calculate the structural boundary traction σs(ηnk−1, q
n
k−1) along the interface
Σk−1n .
2. Solve the fluid equations to obtain unk and p
n
k under the consideration of the
structural boundary traction σs(ηnk−1, q
n
k−1).
3. Obtain the fluid velocity unk along the interface.
4. Compute the structural displacement ηnk at the interface to serve as Dirichlet
boundary condition.
5. Solve the structure equations to obtain the new displacement ηnk .
6. Update the mesh displacement to have Ωf,kn .
7. If the desired accuracy is met, proceed with next time level n+ 1, otherwise go
to step 1.
DN partitioned procedure: the fluid sub-problem is iteratively solved with the
structure velocity as a Dirichlet boundary condition and the structure sub-problem






n, ηn, ηn−1, ηn+1k−1 and q
n+1







k until convergence such that





+ ρf (un+1k−1 −wn+1k−1) · ∇un+1k = ∇ · σf (un+1k , pn+1k ) + fn+1 in Ωf,k−1n+1 , (3.10)







ηn+1k − 2ηn + ηn−1
∆t2
= ∇ · σs(ηn+1k , qn+1k ) + gn+1 in Ωs, (3.13)
∇ · ηn+1k = 0 in Ωs, (3.14)
σs(ηn+1k , q
n+1
k ) · ns + σf (un+1k , pn+1k ) · nf = 0 on Σk−1n+1. (3.15)
DN partitioned procedure
At time level n:
1. Calculate the structural displacement ηnk−1 at the interface Σ
k−1
n .
2. Compute the fluid velocity unk at the interface to serve as Dirichlet boundary
condition.
3. Solve the fluid equations to obtain unk and p
n
k .
4. Obtain the fluid boundary traction σf (unk , p
n
k) along the interface.
5. Solve the structure equations for the new displacement ηnk under the consider-
ation of the fluid boundary traction σf (unk , p
n
k).
6. Update the mesh displacement to have Ωf,kn .
7. If the desired accuracy is met, proceed with next time level n+ 1, otherwise go
to step 1.
For both ND and DN partitioned procedures, once the convergence is reached, we
go to next iteration step for n. In next chapter, we are going to present some
simplified models to illustrate that the ND partitioned procedure performs better
than the DN partitioned procedure when ignoring the fluid domain deformation,
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i.e. Ωf is fixed. If we take a close look at the discretized version of the interface
condition (2.17) which enforces the continuity of fluid and structure velocities: in




as a boundary condition for solving the fluid sub-problem. When ∆t is small,
un+1k will tend to blow up. On the contrary, in the ND partitioned procedure, the
equation (3.9) gives ηn+1k = ∆tu
n+1
k +η
n, which serves as a boundary condition for
solving the structure sub-problem. The small ∆t will not cause the same problem
as in the DN partitioned procedure. Therefore, we can somehow feel that the ND
partitioned procedure is better.
Chapter4
Convergence analysis of simplified
problems
In this chapter we introduce suitable simplifying assumptions and reduced models
of FSI problems. Based on a reduction factor, we show the ND partitioned proce-
dure indeed works better than the DN partitioned procedure for each of the model
we present here. In particular, in all the convergence analysis, we consider a fixed
FSI domain.
4.1 Heat-wave(HW) 1D model
This 1D model consists of heat and wave equations
ρfut = ν
f∆u in [−F, 0], (4.1)
ρsvtt = µ
s∆v in [0, S] (4.2)
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where Σ := {x = 0} is their fixed interface. The heat and wave equations are
coupled through the following two equations along the interface Σ, i.e.
∂nu = ∂nv, (4.3)
u = vt. (4.4)
We apply the backward Euler time discretization to the heat equation (4.1) and the
boundary condition (4.4), and the first order BDF scheme to the wave equation,




= νf∆un+1 in [−F, 0], (4.5)
ρs
vn+1 − 2vn + vn−1
∆t2
= µs∆vn+1 in [0, S], (4.6)
∂nu
n+1 = ∂nv
n+1 on x = 0, (4.7)
vn+1 − vn
∆t
= un+1 on x = 0. (4.8)
Given un, vn and un−1, we solve for un+1 and vn+1.
4.1.1 ND partitioned procedure
The ND partitioned procedure approach we used to solve (4.5) and (4.6) for un+1





= νf∆um+1 in [−F, 0], (4.9)
∂nu
m+1 = ∂nv
m on x = 0, (4.10)
ρs
vm+1 − 2vn + vn−1
∆t2
= µs∆vm+1 in [0, S], (4.11)
vm+1 − vn
∆t
= um+1 on x = 0 (4.12)
4.1 Heat-wave(HW) 1D model 25
where m is an iteration index. The iteration stops when um and vm converges.
Define emu = u













= µs∆em+1v in [0, S], (4.15)
em+1v
∆t
= em+1u on x = 0. (4.16)





and we have the following theorem.























which is independent of the iteration m. When ∆t is small, ρHW(ND) = O(
√
∆t).



























We take the boundary condition at x = −F and x = S to be Dirichlet type
boundary condition, i.e.
em+1u |x=−F = 0 and em+1v |x=S = 0. (4.21)
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µs∆t = 0. (4.23)
















































































































































which is independent of the iteration m. If ρHW(ND) is small than 1, then this scheme
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4.1.2 DN partitioned procedure




= νf∆um+1 in [−F, 0], (4.35)
vm − vn
∆t
= um+1 on x = 0, (4.36)
ρs
vm+1 − 2vn + vn−1
∆t2
= µs∆vm+1 in [0, S], (4.37)
∂nu
m+1 = ∂nv
m+1 on x = 0. (4.38)
Notice that comparing to ND partitioned procedure, the interface conditions for
the iteration are switched. By perfoming the same process as ND partitioned





























It tells that, the reduction factor for the DN partitioned procedure tends to blow
up when ∆t goes small, but for the ND partitioned procedure, the reduction factor
goes to 0. Therefore, we can see that the ND partitioned procedure is actually
better than the DN partitioned procedure.
4.2 Stokes-algebraic generalized string(SAGS) 1D
model
We consider a rectangular structural domain Ωs = [0, S]×(0, 2pi) and a fluid domain
Ωf = [−F, 0]× (0, 2pi). Both domains are with periodic boundary conditions. The












Figure 4.1: Schematic representation of the computational domain




3 and Σ(see Figure 4.1), where Σ has
length L = 2pi and corresponds to the FS interface at x = 0. In this simplified
model, the structural domain Ωs is such that Ωs = Σ which means the structural
domain coincides with the interface. Let n be the unit outward normal vector on
∂Ωf .
4.2.1 The structural problem
For the structure, we use an algebraic generalized string model[43], which is de-
rived from the theory of linear elasticity for a cylindrical tube with sufficiently
small thickness, under the assumption of membrane deformations and neglecting
structure acceleration. The reference configuration is a cylinder of radius R and
this cylinder has only displacement along its radius, while the longitudinal and
angular displacement is neglected. In our 1D model case here, we take a cross
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section of this cylinder along a diameter and have the following equation for the




= f in Ωs × (0, T ) (4.41)
where a = Ehs
R2(1−υ2) , E being the Young’s modulus, hs the thickness of the structure
and υ the Poisson coefficient, b = κTGhs, G being the shear stress modulus and κT
the Timoshenko shear correction factor, and f is the external forcing term coming
from the fluid. Furthermore, the problem (4.41) has to be completed with initial
conditions and with boundary conditions.
4.2.2 The fluid problem
For the fluid, we use unsteady Stokes model. The deformation η of the struc-
ture is assumed to be very small, so that the fluid domain Ωf can be considered
fixed.Our fluid problem reads: find the fluid velocity u = (u(x, y, t), v(x, y, t)) and
the pressure p = p(x, y, t) such that
ρf∂tu = ρ
fνf∆u−∇p+ f , ∇ · u = 0 in Ωf (4.42)
where ρf is the fluid density, νf is the kinematic viscosity and f is the external
body force acting on the fluid. The problem (4.42) has to be completed with initial
conditions and with boundary conditions.
4.2.3 Fluid-structure interaction





f = ρfνf∂xu− p on Σ. (4.44)
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The first equation (4.43) is the kinematic compatibility condition, where we have
used the geometrical assumption that Ωf does not change with respect to time. The
second condition (4.44) transfers the pressure load from the fluid to the structure
as a volume force, this enforces the continuity of the normal stress at the interface
along the normal direction. ρfνf∂xu− p comes from the fact that the fluid stress
tensor is given by σf (u, p) = ρfνf (∇u +∇u>)− pI and the normal component of
the normal stress at the interface Σ is n> · σfn = ρfνf∂xu − p. We can see that
the structure displacement is along the x direction, which is the normal direction
to the FS interface.
4.2.4 ND partitioned procedure
Assume the solutions are of the form u = (u(x, t), v(x, t))eiky, p = p(x, t)eiky and
η = η(x, t)eiky where k ∈ Z. Let v˜ = iv, and for simplicity of notation we rename
v˜ by v. Then the solutions of following coupled Stokes-algebraic generalized string
model:
ρf∂tu = ρ
fνf∆u−∇p+ f in Ωf , (4.45)
∇ · u = 0 in Ωf , (4.46)
u = ∂tη on Σ, (4.47)
ρfνf∂xu− p = aη − b∂yyη on Σ, (4.48)
reduce to a family of 1D problems given by
ρfut + px = ρ
fνf (uxx − k2u) + f1 in Ωf , (4.49)
ρfvt − kp = ρfνf (vxx − k2v) + f2 in Ωf , (4.50)
ux + kv = 0 in Ω
f , (4.51)
u = ∂tη on Σ , (4.52)
ρfνfux − p = aη + bk2η on Σ. (4.53)
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By applying backward Euler time discretization to the above equations (4.49)-




+ pn+1x = ρ




− kpn+1 = ρfνf (vn+1xx − k2vn+1) + fn+12 in Ωf , (4.55)
un+1x + kv





ρfνfun+1x − pn+1 = aηn+1 + bk2ηn+1 on Σ. (4.58)
When solving for un+1, vn+1, pn+1 and ηn+1, we already have un, vn, pn, ηn. The ND
partitioned procedure we use to solve for un+1, vn+1, pn+1 and ηn+1 that enforces





+ pm+1x = ρ




− kpm+1 = ρfνf (vm+1xx − k2vm+1) + fn+12 in Ωf , (4.60)
um+1x + kv
m+1 = 0 in Ωf , (4.61)






where m is an iteration index. The iteration stops when um, vm, pm and ηm con-
verges. Define emu = u
m−un+1, emv = vm−vn+1, emp = pm−pn+1 and emη = ηm−ηn+1,
then we have the error equations





+ (em+1p )x = ρ




− kem+1p = ρfνf ((em+1v )xx − k2em+1v ) in Ωf , (4.65)
(em+1u )x + ke
m+1
v = 0 in Ω
f , (4.66)










and we have the following theorem.
Theorem 4.2. The reduction factor of iterations (4.64)-(4.68) is given by
ρSAGS(ND) =



















[(λ− k)ekF+λF − (λ+ k)ekF−λF ] + k. (4.73)
When ∆t is small, ρSAGS(ND) = O(∆t
2).
Proof. The divergence-free condition on u allows us to rewrite the fluid problem
(4.45) in the unknown pressure
∆p = 0 in Ωf . (4.74)
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Substitute p = p(x, t)eiky into (4.74), we obtain the following ordinary differential
equation for the pressure:
(em+1p )xx − k2em+1p = 0 in Ωf (4.75)




kx + Am+12 e
−kx (4.76)
for suitable Am+11 := A
m+1




2 (k). Hence, equations (4.64) and
(4.65) can be rearranged to become







kx − Am+12 e−kx), (4.77)







kx + Am+12 e
−kx), (4.78)
having noticed that (em+1p )x = k(A
m+1
1 e
kx − Am+12 e−kx). The homogeneous so-
lutions of these two equations are: em+1u,1 = B
m+1
1 e




for suitable Bm+11 := B
m+1













−λx for suitable Cm+11 := C
m+1





λ is given by (4.71). The particular solutions for (4.77) and (4.78) are: em+1u,par =
k∆t
ρf
(−Am+11 ekx + Am+12 e−kx) and em+1v,par = k∆tρf (Am+11 ekx + Am+12 e−kx). Adding this

















kx + Am+12 e
−kx) (4.80)




λx + (kCm+12 − λBm+12 )e−λx = 0 (4.81)
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(−Am+11 ekx + Am+12 e−kx). (4.83)
Now we add in the boundary conditions at x = −F , i.e.
em+1u |x=−F = 0, (4.84)
em+1v |x=−F = 0, (4.85)
so that we can express Cm+11 and C
m+1












e−λF [(−λ+ k)Am+11 e−kF + (λ+ k)Am+12 ekF ]. (4.87)
From the interface condition for the velocity v = 0 at x = 0, we have em+1v = 0 at








2 ) = 0. (4.88)
Inserting (4.86) and (4.87) in (4.88) leads to
PAm+11 +QA
m+1
2 = 0 (4.89)
where P and Q are given by (4.72) and (4.73). Furthermore, we can write Am+12
in terms of Am+11 : A
m+1
2 = −PQAm+11 . Let us compute the value of em+1u and
ρfνf (em+1u )x − em+1p at the FS interface:











(Am+12 − Am+11 )
= −k∆t
λρf
[((k − λ)e−kF−λF − k)Am+11 + ((k + λ)ekF−λF − k)Am+12 ]
+k∆t
ρf
(Am+12 − Am+11 )
= −k∆t
λρf
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ρfνf (em+1u )x − em+1p |x=0 = ρfνf (−kCm+11 − kCm+12 + k
2∆t
ρf













since em+1v |x=0 = 0. Owing to (4.90) and (4.91), the interface conditions (4.67) and






























((k − λ)e−kF−λF − k)− 1
λ
((k + λ)ekF−λF − k)P
Q







and we notice that
ρSAGS(ND) =





which is independent of the iteration m. If ρSAGS(ND) is small than 1, then this scheme
converges. When ∆t is small and k is assumed to be relatively small comparing to
1
∆t
, then λ goes large and we can see that P
Q
≈ −e−2kF , 1
λ
((k−λ)e−kF−λF − k) and
1
λ
((k + λ)ekF−λF − k)P
Q
tend to 0. Therefore, we can conclude that
ρSAGS(ND) = O(∆t
2). (4.96)
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4.2.5 DN partitioned procedure
The DN partitioned procedure we use to solve for un+1, vn+1, pn+1 and ηn+1 that





+ pm+1x = ρ




− kpm+1 = ρfνf (vm+1xx − k2vm+1) + fn+12 in Ωf , (4.98)
um+1x + kv






ρfνfum+1x − pm+1 = aηm+1 + bk2ηm+1 on Σ (4.101)
where m is an iteration index. The iteration stops when um, vm, pm and ηm con-
verges. Define emu = u
m−un+1, emv = vm−vn+1, emp = pm−pn+1 and emη = ηm−ηn+1
and obtain the error equations, then perform the same as the ND partitioned proce-
dure. We are able to obtain the reduction factor for the DN partitioned procedure
ρSAGS(DN) =




((k − λ)e−kF−λF − k)− 1
λ
((k + λ)ekF−λF − k)P
Q





which is independent of the iteration m. If ρSAGS(DN) is small than 1, then this scheme





It tells that, the reduction factor for the DN partitioned procedure tends to blow
up when ∆t goes small, but for the ND partitioned procedure, the reduction factor
goes to 0. Therefore, we can see that the ND partitioned procedure is actually
better than the DN partitioned procedure.
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4.3 Stokes-linear elasticity(SLE) 2D model
Based on SAGS 1D model, we keep the fluid problem the same, but modify the
structure part to have our SLE 2D model. The structural domain does not coincides
with the interface anymore, but with a thickness S. Now the interface moves in
both the normal and tangential directions. Taking the structure equation in (2.1),
we simplify σs to σs = νs∇η to get
ρs∂ttη = µ
s∆η + g (4.104)
where η = (η(x, y, t), ζ(x, y, t)) is assumed of the form η = (η(x, t), ζ(x, t))eiky.
Combining with the fluid problem from previous section and interface conditions
(2.17) and (2.18), the solution of following coupled Stokes-linear elasticity 2D
model:
ρf∂tu = ρ
fνf∆u−∇p+ f in Ωf , (4.105)
∇ · u = 0 in Ωf , (4.106)
ρs∂ttη = µ
s∆η + g in Ωs, (4.107)
u = ηt on Σ, (4.108)
v = ζt on Σ, (4.109)
ρfνfux − p = µsηx on Σ, (4.110)
ρfνfvx = µ
sζx on Σ, (4.111)
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reduce to a family of 1D problems given by
ρfut + px = ρ
fνf (uxx − k2u) + f1 in Ωf , (4.112)
ρfvt − kp = ρfνf (vxx − k2v) + f2 in Ωf , (4.113)
ux + kv = 0 in Ω
f , (4.114)
ρsηtt = µ
s(ηxx − k2η) + g1 in Ωs, (4.115)
ρsζtt = µ
s(ζxx − k2ζ) + g2 in Ωs, (4.116)
u = ηt on Σ, (4.117)
v = ζt on Σ, (4.118)
ρfνfux − p = µsηx on Σ, (4.119)
ρfνfvx = µ
sζx on Σ, (4.120)
where we have assumed the interface is parallel to y−axis so that the normal vector
is (1, 0). Therefore the in time discretization for the above equations of 2D SLE




+ pn+1x = ρ




− kpn+1 = ρfνf (vn+1xx − k2vn+1) + fn+12 in Ωf , (4.122)
un+1x + kv
n+1 = 0 in Ωf , (4.123)
ρs
ηn+1 − 2ηn + ηn−1
∆t2
= µs(ηn+1xx − k2ηn+1) + gn+11 in Ωs, (4.124)
ρs
ζn+1 − 2ζn + ζn−1
∆t2









ρfνfun+1x − pn+1 = µsηn+1x on Σ, (4.128)
ρfνfvn+1x = µ
sζn+1x on Σ. (4.129)
4.3 Stokes-linear elasticity(SLE) 2D model 39
When solving for un+1, vn+1, pn+1, ηn+1 and ζn+1, we already have un, vn, pn,ηn
and ζn.
4.3.1 ND partitioned procedure
The ND partitioned procedure we use to solve un+1, vn+1, pn+1, ηn+1 and ζn+1 that





+ pm+1x = ρ




− kpm+1 = ρfνf (vm+1xx − k2vm+1) + fn+12 in Ωf , (4.131)
um+1x + kv
m+1 = 0 in Ωf , (4.132)
ρfνfum+1x − pm+1 = µsηmx on Σ, (4.133)
ρfνfvm+1x = µ
sζmx on Σ. (4.134)
structure problem
ρs
ηm+1 − 2ηn + ηn−1
∆t2
= µs(ηm+1xx − k2ηm+1) + gn+11 in Ωs, (4.135)
ρs
ζm+1 − 2ζn + ζn−1
∆t2









where m is an iteration index. The iteration stops when um, vm, pm, ηm and ζm
converges. Define emu = u
m−un+1, emv = vm−vn+1, emp = pm−pn+1, emη = ηm−ηn+1
and emζ = ζ
m − ζn+1, then we have following error equations





+ (em+1p )x = ρ




− kem+1p = ρfνf ((em+1v )xx − k2em+1v ) in Ωf , (4.140)
(em+1u )x + ke
m+1
v = 0 in Ω
f , (4.141)
ρfνf (em+1u )x − em+1p = µs(emη )x on Σ, (4.142)
(em+1v )x = µ





























Then we have the following theorem.
Theorem 4.3. The reduction factor of iterations (4.139)-(4.147) is given by
ρSLE2D(ND) =
∥∥∥∥ µs∆tθ(1 + e2θS)(1− e2θS)(S1S4 − S2S3)
 T1S4 − T2S3 −T1S2 + T2S1
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R1 = (k − λ)e−kF−λF − (λ+ k)e−kF+λF , (4.153)
R2 = (λ− k)ekF+λF + (λ+ k)ekF−λF , (4.154)
R3 = (λ− k)e−kF−λF − (λ+ k)e−kF+λF , (4.155)
R4 = (λ− k)ekF+λF − (λ+ k)ekF−λF . (4.156)
When ∆t is sufficient small, ρSLE2D(ND) = O(
√
∆t).
Proof. At first, we want to solve the fluid problem (4.139)-(4.141). They
are exactly the same as (4.64)-(4.66) in SAGS 1D model. We perform the same




































e−λF [(−λ+ k)Am+11 e−kF + (λ+ k)Am+12 ekF ]. (4.161)
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Therefore, we can calculate
em+1p |x=0 = Am+11 + Am+12 . (4.162)










((λ− k)ekF+λF + (λ+ k)ekF−λF ) + 1]Am+12 .
(4.163)










((λ− k)ekF+λF − (λ+ k)ekF−λF ) + k]Am+12 .
(4.164)
(em+1u )x|x=0 = −kCm+11 − kCm+12 + k
2∆t
ρf











((λ− k)ekF+λF − (λ+ k)ekF−λF ) + k]Am+12 .
(4.165)
(em+1v )x|x=0 = λCm+11 − λCm+12 + k
2∆t
ρf










((λ− k)ekF+λF + (λ+ k)ekF−λF )− k2]Am+12 .
(4.166)
We solve the structure problems (4.144) and (4.145) with the assumption em+1η |x=S =








θx − e2θSe−θx). (4.168)
Evaluate the value of em+1η , (e
m+1




ζ )x at x = 0, i.e.
em+1η |x=0 = Mm+11 (1− e2θS), (4.169)
(em+1η )x|x=0 = θMm+11 (1 + e2θS), (4.170)
em+1ζ |x=0 = Nm+11 (1− e2θS), (4.171)
(em+1ζ )x|x=0 = θNm+11 (1 + e2θS). (4.172)
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Owing to (4.162)-(4.166) and (4.169)-(4.172) , the interface conditions (4.142),





 µsθMm1 (1 + e2θS)












where all the S and T are given by (4.151) to (4.152). We assume the matrices in
































 T1S4 − T2S3 −T1S2 + T2S1





Therefore, the reduction factor at the mth iteration for ND partitioned procedure
is
ρSLE2D(ND) =
∥∥∥∥ µs∆tθ(1 + e2θS)(1− e2θS)(S1S4 − S2S3)
 T1S4 − T2S3 −T1S2 + T2S1




We notice that the reduction factor is independent of the iteration m. If ρSLE2D(ND)
is small than 1, then this scheme converges. Next, we try to give an estimation of
this reduction factor when ∆t is sufficient small and k is assumed to be relatively
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small comparing to 1
∆t
. First, we look at S1S4 − S2S3, i.e.













(R1 −R2) and νf∆tλ2 (R1 −R2). Hence,
S1S4 − S2S3 ≈ k3(νf )2∆t22 (R3 +R4) + k
2(νf )2∆2λ
2
(R1 −R2) + νf∆tλ2 (R1 −R2)
≈ k3(νf )2∆t2
2
(ekF − e−kF )λeλF + k2(νf )2∆t2λ
2




(−ekF − e−kF )λeλF
≈ (k3(νf )2∆t2(ekF−e−kF )
2






where (ekF − e−kF )λeλF is the approximation of R3 + R4 and −(ekF + e−kF )λeλF
is the approximation of R1 − R2 when ∆t is sufficient small. Similarly, we obtain
the approximations for the others,








)(ekF − e−kF )λeλF . (4.179)





(e−kF + ekF ) +
kνf∆t
2







(e−kF +ekF )λeλF− k
2
2
(ekF−e−kF )λeλF ]. (4.181)
− T3S2 + T4S1 ≈ ∆t
2ρf
(e−kF + ekF )λeλF . (4.182)






(e−kF + ekF ) +
1
2
(ekF − e−kF ))λeλF . (4.183)
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4.3.2 DN partitioned procedure
The DN partitioned procedure we use to solve for un+1, vn+1, pn+1, ηn+1 and ζn+1





+ pm+1x = ρ




− kpm+1 = ρfνf (vm+1xx − k2vm+1) + fn+12 in Ωf , (4.186)
um+1x + kv











ηm+1 − 2ηn + ηn−1
∆t2
= µs(ηm+1xx − k2ηm+1) + gn+11 in Ωs, (4.190)
ρs
ζm+1 − 2ζn + ζn−1
∆t2
= µs(ζm+1xx − k2ζm+1) + gn+12 in Ωs, (4.191)
ρfνfum+1x − pm+1 = µsηm+1x on Σ, (4.192)
ρfνfvm+1x = µ
sζm+1x on Σ, (4.193)
where m is an iteration index. The iteration stops when um, vm, pm, ηm and ζm
converges. Define emu = u
m−un+1, emv = vm−vn+1, emp = pm−pn+1, emη = ηm−ηn+1,
emζ = ζ
m − ζn+1 and obtain the error equations, then perform the same as the ND
partitioned procedure. We are able to obtain the reduction factor for the DN
partitioned procedure
ρSLE2D(DN) =
∥∥∥∥ (1− e2θS)µs∆tθ(1 + e2θS)(T1T4 − T2T3)
 −T3S2 + T4S1 T1S2 − T2S1
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which is independent of the iteration m. If ρSLE2D(DN) is small than 1, then this
scheme converges. When ∆t is small, we perform the same estimation as the ND
partitioned procedure and get
ρSLE2D(DN) =
∥∥∥∥












It tells that, the reduction factor for the DN partitioned procedure tends to blow
up when ∆t goes small, but for the ND partitioned procedure, the reduction factor
goes to 0. Therefore, we can see that the ND partitioned procedure is actually
better than the DN partitioned procedure.
Chapter5
Geometric convergence of domain
decomposition method
Based on the work by Liu[30], in this chapter we will show the geometric conver-
gence of the ND and DN partitioned procedures for the general fluid and structure
equations, but with the assumption that fluid domain deformation and the convec-
tion in fluid equations are ignored. In addition, we also add a relaxation parameter




= ∇ · σf (un+1k , pn+1k ) + fn+1, ∇ · un+1k = 0 in Ωf , (5.1)
σs(ηn+1k−1 , q
n+1
k−1 ) · ns + σf (un+1k , pn+1k ) · nf = 0 on Σ, (5.2)
ρs
ηn+1k − 2ηn + ηn−1
∆t2
= ∇ · σs(ηn+1k , qn+1k ) + gn+1, ∇ · ηn+1k = 0 in Ωs, (5.3)
ηn+1k = θ(η
n + ∆tun+1k ) + (1− θ)ηn+1k−1 on Σ. (5.4)
Define ek = u
n+1
k −un+1, rk = pn+1k −pn+1, dk = ηn+1k −ηn+1 and lk = qn+1k −qn+1,
we obtain the error equations corresponding to (5.1)-(5.4)
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= ∇ · σf (ek, rk), ∇ · ek = 0 in Ωf , (5.5)




= ∇ · σs(dk, lk), ∇ · dk = 0 in Ωs, (5.7)
dk = θ∆tek + (1− θ)dk−1 on Σ. (5.8)
Here we only consider the time step ∆t to be small. Because of this, θ∆tek term in
the equation (5.8) will be small. Therefore, we can somehow expect that dk on Σ
converges geometrically with the rate roughly close to 1− θ, which is independent
of the discretization time step. When dk = 0 on Σ, the errors inside will also reach
0 as well. This approach seems reasonably good and stands in contrast to the DN








+ (1− θ)un+1k−1 on Σ, (5.10)
ρs
ηn+1k − 2ηn + ηn−1
∆t2
= ∇ · σs(ηn+1k , qn+1k ) + gn+1, ∇ · ηn+1k = 0 in Ωs, (5.11)
σs(ηn+1k , q
n+1
k ) · ns + σf (un+1k , pn+1k ) · nf = 0 on Σ (5.12)












= ∇ · σs(dk, lk), ∇ · dk = 0 in Ωs, (5.15)
σs(dk, lk) · ns + σf (ek, rk) · nf = 0 on Σ. (5.16)
When ∆t is small, the θdk−1
∆t
term in equation (5.14) will tend to blow up. It
actually play a bad role and will affect its geometric convergence.
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5.1 Geometric convergence for ND partitioned
procedure
In this section, we show the geometric convergence of ND partitioned procedure.
Denote a = f or s and δ = ∆t or ∆t2. We define the extension operator
(Eaδ , P
a
δ ) : H
1
2 (Σ)→ H1(Ωa)× L2(Ωa)
as the solution of
δ−1ρaEaδg = ∇ · σa(Eaδg, P aδ g), ∇ · (Eaδg) = 0 in Ωa, (5.17)
Eaδg = g on Σ. (5.18)
Denote γΣ to be a function which takes the boundary values over domain Ω
a. Due
to (5.18), we have
Ef∆tγΣek = ek and E
s
∆t2γΣdk = dk. (5.19)
Next, we define the energy norm
Haδ (w)




where w ∈ Rn, ∇w ∈ Rn×n and by definition










where tr is the trace of a matrix. If A, B are n×n matrix and A = A>, B = −B>,
then
tr(AB) = tr(−A>B>) = tr(−B>A>) = −tr((AB)>) = −tr(AB).
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Therefore tr(AB) = 0 and



















2 ≤ Ha∆t2(w)2 ≤ ∆t−1Ha∆t(w)2. (5.26)
Lemma 5.1. There are constants C1,∆t, C1,∆t2, C2,∆t and C2,∆t2 that only depend















2 ≤ ∆t−1Hf∆t(Ef∆tg)2. (5.29)
Proof. The inequality (5.27) is actually the consequence of the isomorphism
between the boundary data and the solution of equation (5.17) and (5.18). The
proof for (5.28) and (5.29) is the same and we just proof one of them. Denote
w1 = E
s
∆tg, w2 = E
s
∆t2g and q2 = P
s
∆t2g. From (5.17) we have
∆t−2ρsw2 = ∇ · σs(w2, q2), ∇ ·w2 = 0. (5.30)
From (5.18) have
w1|Σ = w2|Σ = g|Σ. (5.31)
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Next, we multiply (5.30) by w2 −w1 ∈ H10 (Ωs) and integrate over the domain Ωs
to have
〈∆t−2ρsw2,w2 −w1〉s
= 〈∇ · σs(w2, q2),w2 −w1〉s
= 〈σs(w2, q2) · n,w2 −w1〉Σ − 〈σs(w2, q2),∇(w2 −w1)〉s
= −〈σs(w2, q2),∇(w2 −w1)〉s
= −〈σs(w2, 0),∇(w2 −w1)〉s
(5.32)
where in the last step we have used the following fact, i.e.
〈σs(w2, q2),∇w2〉s
= 〈σs(w2, 0),∇w2〉s − 〈q2I,∇w2〉s
= 〈σs(w2, 0),∇w2〉s − 〈q2, tr(I∇w2)〉s
= 〈σs(w2, 0),∇w2〉s − 〈q2,∇ ·w2〉s
= 〈σs(w2, 0),∇w2〉s − 〈q2, 0〉s
= 〈σs(w2, 0),∇w2〉s.
(5.33)
The rearranging of last equality in (5.32) gives us





〈∇w2 +∇w>2 ,∇w2 +∇w>2 +∇w2 −∇w>2 〉s
= t−2ρs〈w2,w1〉s + µs2 〈∇w2 +∇w>2 ,∇w1 +∇w>1 +∇w1 −∇w>1 〉s
Since ∇w2 + ∇w>2 = (∇w2 + ∇w>2 )>, ∇w2 − ∇w>2 = −(∇w2 + ∇w>2 )> and
∇w1 −∇w>1 = −(∇w2 +∇w>1 )>, by (5.23),
〈∇w2 +∇w>2 ,∇w2 −∇w>2 〉s = 0,





〈∇w2 +∇w>2 ,∇w2 +∇w>2 〉s
= t−2ρs〈w2,w1〉s + µs2 〈∇w2 +∇w>2 ,∇w1 +∇w>1 〉s.
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Now we are ready to finish the proof, i.e.
Hs∆t2(w2)
2




= t−2ρs〈w2,w1〉s + µs2 〈∇w2 +∇w>2 ,∇w1 +∇w>1 〉s
≤ t−2ρs(1
2

























2 ≤ Hf∆t(ek)2 ≤ C−11,∆t∆t−1Hs∆t2(dk−1)2 (5.34)
Proof. Multiply (5.5) by ek and integrate over the domain Ω
f , we have
∆t−1ρf‖ek‖2f = 〈∇ · σf (ek, rk)〉f = 〈σf (ek, rk) · nf , γΣek〉Σ − 〈σf (ek, rk),∇ek〉f .
Similar to (5.33), we have
〈σf (ek, rk),∇ek〉f = 〈σf (ek, 0),∇ek〉f .
Hence,
〈σf (ek, rk),∇ek〉f








〈∇ek +∇e>k ,∇ek +∇e>k 〉f + ν
f
2




〈∇ek +∇e>k ,∇ek +∇e>k 〉f




‖∇ek +∇e>k ‖2f = 〈σf (ek, rk) · nf , γΣek〉Σ (5.35)




= 〈σf (ek, rk) · nf , γΣek〉Σ
= −〈σs(dk−1, lk−1) · ns, γΣek〉Σ
= −〈σs(dk−1, lk−1) · ns, Es∆tγΣek〉Σ
= −∆t−2ρs〈dk−1, Es∆tγΣek〉s − 〈σs(dk−1, lk−1),∇Es∆tγΣek〉s

























































where we have used (5.33) in the fifth step, (5.26) in the third last step, (5.27) in
the second last step and (5.19) in the last step. Therefore,
Hf∆t(ek)
2 ≤ C−11,∆t∆t−1Hs∆t2(dk−1)2.





= ∇ · σs(dk−1, lk−1)




‖∇dk−1 +∇d>k−1‖2s = 〈σs(dk−1, lk−1) · ns, γΣdk−1〉Σ (5.37)
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and also similar to what we have done in (5.36), we have
Hs∆t2(dk−1)
2
= 〈σs(dk−1, lk−1) · ns, γΣdk−1〉Σ
= −〈σf (ek, rk) · nf , γΣdk−1〉Σ
= −〈σf (ek, rk) · nf , Ef∆t2γΣdk−1〉Σ
= −∆t−1ρf〈ek, Ef∆t2γΣdk−1〉f − 〈σf (ek, rk),∇Ef∆t2γΣdk−1〉f
































































This completes the left half of (5.34) and we are done with this proof.





∆tγΣek = ek (5.39)
and
∆t−2ρs〈dk−1,wk〉s + 〈σs(dk−1, lk−1),∇wk〉s = −Hf∆t(ek)2, (5.40)
Hs∆t2(wk)
2 ≤ C−11,∆tC−11,∆t2∆t−2Hs∆t2(dk−1)2. (5.41)





= ∇ · σs(dk−1, lk−1)
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with wk and integrate over Ω
s to have
〈∆t−2ρsdk−1,wk〉s
= 〈∇ · σs(dk−1, lk−1),w〉s
= −〈σs(dk−1, lk−1),∇wk〉s + 〈σs(dk−1, lk−1) · ns,wk〉Σ
= −〈σs(dk−1, lk−1),∇wk〉s − 〈σf (ek, rk) · nf ,wk〉Σ
= −〈σs(dk−1, lk−1),∇wk〉s − 〈σf (ek, rk),∇Ef∆tγΣwk〉f
−〈∇ · σf (ek, rk), Ef∆tγΣwk〉f
= −〈σs(dk−1, lk−1),∇wk〉s − 〈σf (ek, rk),∇Ef∆tγΣwk〉f
−∆t−1ρf〈ek, Ef∆tγΣwk〉f
= −〈σs(dk−1, lk−1),∇wk〉s − νf〈∇ek +∇e>k ,∇ek〉f
−∆t−1ρf〈ek, ek〉f
= −〈σs(dk−1, lk−1),∇wk〉s −∆t−1ρf〈ek, ek〉f
−νf
2
〈∇ek +∇e>k ,∇ek +∇e>k +∇ek −∇e>k 〉f




= −〈σs(dk−1, lk−1),∇wk〉s −Hf∆t(ek)2
(5.42)
where we have used (5.33) in the sixth step. This finishes the proof of (5.40), and













where we have used (5.27) in the second step, (5.29) in the third step and (5.34)
in the last step. Hence, we have completed the proof.
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∈ (0, 1) (5.44)
where the constants C.,. are from (5.27).
Proof. Firstly by applying Es∆t2 to both sides of equation (5.8) to have
Es∆t2(γΣdk) = θ∆tE
s
∆t2(γΣek) + (1− θ)Es∆t2(γΣdk−1).
Let wk = E
s
∆t2(γΣek), then
dk = θ∆twk + (1− θ)dk−1.
Since similar to (5.33), we have




= ∆t−2ρs〈dk,dk〉s + µs2 〈∇dk +∇d>k ,∇dk +∇d>k 〉s




〈∇(θ∆twk + (1− θ)dk−1) +∇(θ∆twk + (1− θ)dk−1)>,
∇(θ∆twk + (1− θ)dk−1) +∇(θ∆twk + (1− θ)dk−1)>〉s




(θ2∆t2‖∇wk +∇w>k ‖2s + (1− θ)2‖∇dk−1 +∇d>k−1‖2s
+2θ(1− θ)∆t〈∇wk +∇w>k ,∇dk−1 +∇d>k−1〉s)








+2θ(1− θ)∆t(∆t−2ρs〈wk,dk〉s + µs2 〈∇dk−1 +∇d>k−1,∇wk +∇w>k 〉s)
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= θ2∆t2Hs∆t2(wk)
2 + (1− θ)2Hs∆t2(dk−1)2
+2θ(1− θ)∆t(∆t−2ρs〈wk,dk〉s + µs2 〈∇dk−1 +∇d>k−1,
∇wk +∇w>k +∇wk −∇w>k 〉s)
= θ2∆t2Hs∆t2(wk)
2 + (1− θ)2Hs∆t2(dk−1)2
+2θ(1− θ)∆t(∆t−2ρs〈wk,dk〉s + 〈µs(∇dk−1 +∇d>k−1),∇wk〉s)
= θ2∆t2Hs∆t2(wk)
2 + (1− θ)2Hs∆t2(dk−1)2
+2θ(1− θ)∆t(∆t−2ρs〈wk,dk〉s + 〈σs(dk−1, 0),∇wk〉s)
= θ2∆t2Hs∆t2(wk)
2 + (1− θ)2Hs∆t2(dk−1)2
+2θ(1− θ)∆t(∆t−2ρs〈wk,dk〉s + 〈σs(dk−1, lk−1),∇wk〉s)
= θ2∆t2Hs∆t2(wk)
2 + (1− θ)2Hs∆t2(dk−1)2 − 2θ(1− θ)∆tHf∆t(ek)2
≤ (θ2C−11,∆tC−11,∆t2 + (1− θ)2 − 2θ(1− θ)∆tC−12,∆t2)Hs∆t2(dk−1)2
where we have used (5.40) in the second last step, (5.41) and left half of (5.34) in
the last step. Hence,
Hs∆t2(dk)





















y = 1− 2(1 + ∆tC−12,∆t2)θ + (1 + C−11,∆tC−11,∆t2 + 2∆tC−12,∆t2)θ2,
and differentiate y with respect to θ. Equate dy
dx
= 0 and solve for θ . Then we will
obtain the value of θ, which is (5.44). The second derivative of y with respect to
θ is greater than 0. It tells us that the θ we obtained here is its optimal choice.
Hence, the convergence rate RND is also optimal.
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5.2 Geometric convergence for DN partitioned
procedure
In this section, we show the geometric convergence for DN partitioned procedure.






2 ≤ Hs∆t2(Es∆t2g)2 (5.45)
The idea of the proof for Lemma 5.5 is the same as (5.28), hence we will not show






2 ≤ Hf∆t(ek)2 ≤ C−11,∆t∆t−1Hs∆t2(dk)2. (5.46)
Lemma 5.3 becomes





∆t2γΣdk−1 = dk−1 (5.47)
and
∆−1t ρ
f〈ek−1,wk−1〉s + 〈σf (ek−1, rk−1),∇wk−1〉f = −Hs∆t2(dk−1)2 (5.48)
Hf∆t(wk−1)
2 ≤ C−12,∆tC−12,∆t2Hf∆t(ek−1)2. (5.49)
Proof. The proof for (5.48) is similar to (5.40) and hence is skipped. To proof















where we have use (5.27) in the second step, (5.45) in the third step and (5.46) in
the last step.
Theorem 5.8. The DN partitioned procedure (5.9) to (5.12) converges geometri-
cally with rate
RDN = 1− (1 + C1,∆t)
2





1 + C2,∆tC2,∆t2∆t−2 + 2C1,∆t
∈ (0, 1) (5.51)
where the constants C.,. are from (5.27).
Proof. Firstly by applying Ef∆t to both sides of equation (5.14) to have
Ef∆t(γΣek) = θ∆t
−1Ef∆t(γΣdk−1) + (1− θ)Ef∆t(γΣek−1).




−1wk−1 + (1− θ)ek−1.
Since similar to (5.33), we have
〈σf (ek, rk),∇ek〉f = 〈σf (ek, 0),∇ek〉f .




= ∆t−1ρf〈ek, ek〉f + νf2 〈∇ek +∇e>k ,∇ek +∇e>k 〉f




〈∇(θ∆t−1wk−1 + (1− θ)ek−1) +∇(θ∆−1twk−1 + (1− θ)ek−1)>,
∇(θ∆t−1wk−1 + (1− θ)ek−1) +∇(θ∆−1twk−1 + (1− θ)ek−1)>〉f




(θ2∆t−2‖∇wk−1 +∇w>k−1‖2f + (1− θ)2‖∇ek−1 +∇e>k−1‖2f
+2θ(1− θ)∆t−1〈∇wk−1 +∇w>k−1,∇ek−1 +∇e>k−1〉f )








+2θ(1− θ)∆t−1(∆t−1ρf〈wk−1, ek−1〉f + νf2 〈∇ek−1 +∇e>k−1,∇wk−1 +∇w>k−1〉f )
= θ2∆t−2Hf∆t(wk−1)
2 + (1− θ)2Hf∆t(ek−1)2
+2θ(1− θ)∆t−1(∆t−ρf〈wk−1, ek−1〉f + νf2 〈∇ek−1 +∇e>k−1,
∇wk−1 +∇w>k−1 +∇wk−1 −∇w>k−1〉s)
= θ2∆t−2Hf∆t(wk−1)
2 + (1− θ)2Hf∆t(ek−1)2
+2θ(1− θ)∆t−1(∆t−1ρf〈wk−1, ek−1〉f + 〈νf (∇ek−1 +∇e>k−1),∇wk−1〉f )
= θ2∆t−2Hf∆t(wk−1)
2 + (1− θ)2Hf∆t(ek−1)2
+2θ(1− θ)∆t−1(∆t−1ρf〈wk−1, ek−1〉f + 〈σf (ek−1, 0),∇wk−1〉f )
= θ2∆t−2Hf∆t(wk−1)
2 + (1− θ)2Hf∆t(ek−1)2
+2θ(1− θ)∆t−1(∆t−1ρf〈wk−1, ek−1〉f + 〈σf (ek−1, rk−1),∇wk−1〉f )
= θ2∆t−2Hf∆t(wk−1)




2 + (1− θ)2Hf∆t(ek−1)2 − 2θ(1− θ)C1,∆tHf∆t(ek−1)2
where we have used (5.48) in the second last step, (5.49) and right half of (5.46)
in the last step. Hence,
Hf∆t(ek)
2 ≤ (1− 2(1 + C1,∆t)θ + (1 + C2,∆tC2,∆t2∆t−2 + 2C1,∆t)θ2)Hf∆t(ek−1)2.
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1 + C2,∆tC2,∆t2∆t−2 + 2C1,∆t
∈ (0, 1),
then we obtain the geometric convergence with convergence rate
RDN = 1− (1 + C1,∆t)
2
1 + C2,∆tC2,∆t2∆t−2 + 2C1,∆t
< 1.
Let
z = 1− 2(1 + C1,∆t)θ + (1 + C2,∆tC2,∆t2∆t−2 + 2C1,∆t)θ2,
and differentiate z with respect to θ. Equate dz
dx
= 0 and solve for θ . Then we will
obtain the value of θ, which is (5.51). The second derivative of z with respect to
θ is greater than 0. It tells us that the θ we obtained here is its optimal choice.
Hence, the convergence rate RDN is also optimal.
Take note that RDN can be very close to 1 when ∆t is small and C.,. = O(1). We
still don’t know how the constants C1,∆t, C2,∆t, C1,∆t2 and C2,∆t2 that appears in
Theorem 5.4 and 5.8 depend on ∆t. In ideal situation, we want to show there
are independent of ∆t. However, so far we are not able to prove it, except for a
simplified model of heat-wave equations, which we will discuss in the next section.
5.3 Parameter estimation and improved conver-
gence rate for the case of heat-wave equa-
tions coupling
Ideally, we wish to show that C1,∆t, C2,∆t, C1,∆t2 and C2,∆t2 in (5.27) can be chosen
in such a way that independent of ∆t, but only depend on other physical parameters
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< 1− (1 + C1,∆t)
2
1 + C2,∆tC2,∆t2∆t−2 + 2C1,∆t
= RDN .
(5.52)
It tells us that ND partitioned procedure converges faster and hence performs better
than DN partitioned procedure. However, so far we are not able to prove it for
general Navier-Stokes and linear elasticity coupling problem, but in the next part
we will use a simplified heat and wave equations coupling case to illustrate that
those constants C.,. can be explicitly estimated to ensure the geometric convergence.
Firstly, we consider
au− ν∆u = 0 in Ω (5.53)
where Ω = [0, b]× [0, pi] and with the following boundary conditions
u(x = 0) = g(y), u(x = b) = 0, u(y + 2pi) = u(y). (5.54)



























(k−l)iy = 2piuk(0) when
l = k, we have
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By putting (5.55) into (5.53), we have
(a+ νk2)uk − ν d
2
dx2
uk = 0, uk(0) = gk, uk(b) = 0. (5.59)
Lemma 5.9. Suppose v satisfies av − vxx = 0 on [0, b] with boundary conditions

















Proof. By solving av − vxx = 0 to have v = g1ea˜x + g2e−a˜x where g1 and
g2 are just constants. Plus the boundary conditions, g = v(0) = g1 + g2 and
0 = v(b) = g1e
a˜b + g2e
−a˜b, we obtain g1 = − ge−a˜bea˜b−e−a˜b and g2 = ge
a˜b
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u∆t − ν∆u∆t = 0 = 1∆t2u∆t2 − ν∆u∆t2 in Ω





































































νf + (νf )2k2
.
5.3 Parameter estimation and improved convergence rate for the case of
heat-wave equations coupling 65










































































like (5.28) and (5.29) can be improved.







independent of ∆t such















2 ≤ ∆t− 12Hf∆t(Ef∆tg)2. (5.65)















this results (5.64) and (5.65).






∆tγΣek = ek and
Hs∆t2(wk)



























where we have used (5.63) in the second step, (5.65) in the third step and (5.34)
in the last step.
Next, we will prove the geometric convergence for the ND partitioned procedure
of the heat-wave equations coupling case. Firstly by applying Es∆t2 to both sides
of the equation (5.8) to have
Es∆t2(γΣdk) = θ∆tE
s
∆t2(γΣek) + (1− θ)Es∆t2(γΣdk−1).
Let wk = E
s
∆t2(γΣek), then
dk = θ∆twk + (1− θ)dk−1.
Since similar to (5.33), we have




= ∆t−2ρs〈dk,dk〉s + µs2 〈∇dk +∇d>k ,∇dk +∇d>k 〉s




〈∇(θ∆twk + (1− θ)dk−1) +∇(θ∆twk + (1− θ)dk−1)>,
∇(θ∆twk + (1− θ)dk−1) +∇(θ∆twk + (1− θ)dk−1)>〉s




(θ2∆t2‖∇wk +∇w>k ‖2s + (1− θ)2‖∇dk−1 +∇d>k−1‖2s
+2θ(1− θ)∆t〈∇wk +∇w>k ,∇dk−1 +∇d>k−1〉s)
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+2θ(1− θ)∆t(∆t−2ρs〈wk,dk〉s + µs2 〈∇dk−1 +∇d>k−1,∇wk +∇w>k 〉s)
= θ2∆t2Hs∆t2(wk)
2 + (1− θ)2Hs∆t2(dk−1)2
+2θ(1− θ)∆t(∆t−2ρs〈wk,dk〉s + µs2 〈∇dk−1 +∇d>k−1,
∇wk +∇w>k +∇wk −∇w>k 〉s)
= θ2∆t2Hs∆t2(wk)
2 + (1− θ)2Hs∆t2(dk−1)2
+2θ(1− θ)∆t(∆t−2ρs〈wk,dk〉s + 〈µs(∇dk−1 +∇d>k−1),∇wk〉s)
= θ2∆t2Hs∆t2(wk)
2 + (1− θ)2Hs∆t2(dk−1)2
+2θ(1− θ)∆t(∆t−2ρs〈wk,dk〉s + 〈σs(dk−1, 0),∇wk〉s)
= θ2∆t2Hs∆t2(wk)
2 + (1− θ)2Hs∆t2(dk−1)2
+2θ(1− θ)∆t(∆t−2ρs〈wk,dk〉s + 〈σs(dk−1, lk−1),∇wk〉s)
= θ2∆t2Hs∆t2(wk)
2 + (1− θ)2Hs∆t2(dk−1)2 − 2θ(1− θ)∆tHf∆t(ek)2
≤ (θ2c−21 ∆t
1
2 + (1− θ)2 − 2θ(1− θ)∆tc−12 )Hs∆t2(dk−1)2
where we have used (5.40) in the second last step, (5.66) and left half of (5.34) in
the last step. Hence,
Hs∆t2(dk)
2 ≤ (θ2c−21 ∆t
1
2 + (1− θ)2 − 2θ(1− θ)∆tc−12 )Hs∆t2(dk−1)2.
When ∆t < (ν
f
µs
)4, we can take θ = 1, this gives
Hs∆t2(dk)
2 ≤ Hs∆t2(dk−1)2
and we have verified our claim.
Chapter6
Conclusion
In this work we have presented a mathematical contribution to explain that the
numerical instabilities encountered using time-partitioned procedures in the simu-
lation of FSI problems to a certain extend is due to the choice of boundary condi-
tions at the interface for the fluid and structure solver. The convergence analysis
for the ND and DN partitioned procedures of respective above-mentioned reduced
models has been done by using a defined reduction factor at the FS interface. The
dependence of the partitioned schemes especially on the iteration time step has
also been highlighted. We can see that in all proposed models, when time step
is small, the reduction factor for the DN partitioned procedure tends to blow up,
but for the ND partitioned procedure it tends to zero. Therefore, these models
substantiate our claim that using structure normal stress as the boundary condi-
tion along the FS interface in the fluid solver and hence prescribing displacement
boundary condition for the structure is actually better than the opposite approach.
We have only theoretically proved that the ND partitioned procedure exhibits
enhanced convergence behavior with respect to the DN partitioned procedure. In
next phase of our work, we are going to focus on the numerical tests and enforce
our claim using numerical experimentation. Most current existing partitioned FSI
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solvers use the classical DN partitioned procedure, but it is negatively affected by
the add-mass effect. Therefore, for FSI applications where this effect is important,
DN needs a strong relaxation and its convergence is very slow. We are also going
to include the added-mass effect in our models and further test the efficiency and
convergence behavior for the ND partitioned procedure.
Our results here are derived based on implicit scheme. We do not expect similar
conclusions to hold for other schemes such as the explicit scheme. This is because
for implicit scheme, the iteration will only go to next step when the interface
conditions between the fluid and the structure are enforced. In other words, it
guarantee the fluid and the structure to reach same interface position for each
iteration step. However, the explicit approach do not hold this property and the
iteration will probably become unstable.
In our geometric convergence analysis, ideally we would like to show that C., .
can be chosen independent of time step ∆t, but only depend on other physical
parameters. Therefore, when the time step is small, the ND partitioned procedure
converges faster than the DN one. However, for some technical reason reasons, we
are not able to do that, only for a simplified heat-wave equations coupling model.
Further work will be put in to explore this part.
Every design of a numerical scheme for FSI problems hopes to achieve converges
without any relaxation and moreover, the convergence is insensitive to the added-
mass effect. There are many aspects to be considered in the modeling and simula-
tion of FSI problems. However, in this work we focus on the choice of the boundary
condition for the fluid and the structure solvers. We believe that the discussion in
this work also applies to FSI problems encountered in other applications as well and
can provide some insights for the modeling of and simulation of FSI problems. The
consideration of numerical instabilities plays a crucial role in devising stable and
70 Chapter 6. Conclusion
efficient coupling schemes for FSI problems and it deserves future investigation.
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