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Abstract
We introduce a class of auto-encoder neural net-
works tailored to data from the natural exponen-
tial family (e.g., count data). The architectures
are inspired by the problem of learning the filters
in a convolutional generative model with spar-
sity constraints, often referred to as convolutional
dictionary learning (CDL). Our work is the first
to combine ideas from convolutional generative
models and deep learning for data that are natu-
rally modeled with a non-Gaussian distribution
(e.g., binomial and Poisson). This perspective
provides us with a scalable and flexible frame-
work that can be re-purposed for a wide range of
tasks and assumptions on the generative model.
Specifically, the iterative optimization procedure
for solving CDL, an unsupervised task, is mapped
to an unfolded and constrained neural network,
with iterative adjustments to the inputs to account
for the generative distribution. We also show that
the framework can easily be extended for dis-
criminative training, appropriate for a supervised
task. We demonstrate 1) that fitting the genera-
tive model to learn, in an unsupervised fashion,
the latent stimulus that underlies neural spiking
data leads to better goodness-of-fit compared to
other baselines, 2) competitive performance com-
pared to state-of-the-art algorithms for supervised
Poisson image denoising, with significantly fewer
parameters, and 3) gradient dynamics of shallow
binomial auto-encoder.
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1. Introduction
Learning shift-invariant patterns from a dataset has given
rise to work in different communities, most notably in signal
processing (SP) and deep learning. In the former, this prob-
lem is referred to as convolutional dictionary learning (CDL)
(Garcia-Cardona & Wohlberg, 2018). CDL imposes a linear
generative model where the data are generated by a sparse
linear combination of shifts of localized patterns. In the
latter, convolutional neural networks (NNs) (LeCun et al.,
2015) have excelled in identifying shift-invariant patterns.
Recently, the iterative nature of the optimization algorithms
for performing CDL has inspired the utilization of NNs
as an efficient and scalable alternative, starting with the
seminal work of (Gregor & Lecun, 2010), and followed
by (Tolooshams et al., 2018; Sreter & Giryes, 2018; Sulam
et al., 2019). Specifically, the iterative steps are expressed
as a recurrent NN, and thus solving the optimization simply
becomes passing the input through an unrolled NN (Hershey
et al., 2014; Monga et al., 2019). At one end of the spectrum,
this perspective, through weight-tying, leads to architectures
with significantly fewer parameters than a generic NN. At
the other end, by untying the weights, it motivates new
architectures that depart, and could not be arrived at, from
the generative perspective (Gregor & Lecun, 2010; Sreter &
Giryes, 2018).
The majority of the literature at the intersection of generative
models and NNs assumes that the data are real-valued and
therefore are not appropriate for binary or count-valued data,
such as neural spiking data and photon-based images (Yang
et al., 2011). Nevertheless, several works on Poisson im-
age denoising, arguably the most popular application in-
volving non real-valued data, can be found separately in
both communities. In the SP community, the negative Pois-
son data likelihood is either explicitly minimized (Salmon
et al., 2014; Giryes & Elad, 2014) or used as a penalty term
added to the objective of an image denoising problem with
Gaussian noise (Ma et al., 2013). Being rooted in the dic-
tionary learning formalism, these methods operate in an
unsupervised manner. Although they yield good denois-
ing performance, their main drawbacks are scalability and
computational efficiency.
ar
X
iv
:1
90
7.
03
21
1v
4 
 [c
s.L
G]
  2
8 J
un
 20
20
Convolutional dictionary learning based auto-encoders for natural exponential-family distributions
In the deep learning community, NNs tailored to image
denoising (Zhang et al., 2017; Remez et al., 2018; Feng
et al., 2018), which are reminiscent of residual learning,
have shown great performance on Poisson image denoising.
However, since these 1) are not designed from the generative
model perspective and/or 2) are supervised learning frame-
works, it is unclear how they can be adapted to the classical
CDL, where the task is unsupervised and the interpretability
of the parameters is important. NNs with a generative flavor,
namely variational auto-encoders (VAEs), have been ex-
tended to utilize non real-valued data (Nazábal et al., 2018;
Liang et al., 2018). However, these architectures cannot be
adapted to solve the CDL task.
To address this gap, we make the following contributions1:
Auto-encoder inspired by CDL for non real-valued data
We introduce a flexible class of auto-encoder (AE) archi-
tectures for data from the natural exponential-family that
combines the perspectives of generative models and NNs.
We term this framework, depicted in Fig. 1, the deep convo-
lutional exponential-family auto-encoder (DCEA).
Unsupervised learning of convolutional patterns We
show through simulation that DCEA performs CDL and
learns convolutional patterns from binomial observations.
We also apply DCEA to real neural spiking data and show
that it fits the data better than baselines.
Supervised learning framework DCEA, when trained in a
supervised manner, achieves similar performance to state-of-
the-art algorithms for Poisson image denoising with orders
of magnitude fewer parameters compared to other baselines,
owing to its design based on a generative model.
Gradient dynamics of shallow exponential auto-encoder
Given some assumptions on the binomial generative model
with dense dictionary and “good” initializations, we prove in
Theorem 7.2 that shallow exponential auto-encoder (SEA),
when trained by gradient descent, recovers the dictionary.
2. Problem Formulation
Natural exponential-family distribution For a given ob-
servation vector y ∈ RN , with meanµ ∈ RN , we define the
log-likelihood of the natural exponential family (McCullagh
& Nelder, 1989) as
log p(y|µ) = f(µ)Ty+ g(y)−B(µ), (1)
where we have assumed that, conditioned onµ, the elements
of y are independent. The natural exponential family in-
cludes a broad family of probability distributions such as
the Gaussian, binomial, and Poisson. The functions g(·),
B(·), as well as the invertible link function f(·), all depend
on the choice of distribution.
1The code can be found at https://github.com/ds2p/dea
Convolutional generative model We assume that f(µ)
is the sum of scaled and time-shifted copies of C finite-
length filters (dictionary) {hc}Cc=1 ∈ RK , each localized,
i.e., K  N . We can express f(µ) in a convolutional form:
f(µ) =
∑C
c=1 hc ∗ xc, where ∗ is the convolution opera-
tion, and xc ∈ RN−K+1 is a train of scaled impulses which
we refer to as code vector. Using linear-algebraic notation,
f(µ) =
∑C
c=1 hc ∗ xc = Hx, where H ∈ RN×C(N−K+1)
is a matrix that is the concatenation of C Toeplitz (i.e.,
banded circulant) matrices Hc ∈ RN×(N−K+1), c =
1, . . . , C, and x = [(x1)T, . . . , (xC)T]T ∈ RC(N−K+1).
We refer to the input/output domain of f(·) as the data and
dictionary domains, respectively. We interpret y as a time-
series and the non-zero elements of x as the times when
each of the C filters are active. When y is two-dimensional
(2D), i.e., an image, x encodes the spatial locations where
the filters contribute to its mean µ.
Exponential convolutional dictionary learning (ECDL)
Given J observations {yj}Jj=1, we estimate {hc}Cc=1
and {xj}Jj=1 that minimize the negative log-likelihood∑J
j=1 l(xj) = −
∑J
j=1 log p(yj |{hc}Cc=1,xj) under the
convolutional generative model, subject to sparsity con-
straints on {xj}Jj=1. We enforce sparsity using the `1 norm,
which leads to the non-convex optimization problem
min
{hc}Cc=1
{xj}Jj=1
J∑
j=1
l(xj)︷ ︸︸ ︷
−(Hxj)Tyj +B(f−1(Hxj))+λ‖xj‖1,
(2)
where the regularizer λ controls the degree of sparsity. A
popular approach to deal with the non-convexity is to mini-
mize the objective over one set of variables, while the others
are fixed, in an alternating manner, until convergence (Agar-
wal et al., 2016). When {xj}Jj=1 is being optimized with
fixed H, we refer to the problem as convolutional sparse
coding (CSC). When H is being optimized with {xj}Jj=1
fixed, we refer to the problem as convolutional dictionary
update (CDU).
3. Deep convolutional exponential-family
auto-encoder
We propose a class of auto-encoder architectures to solve
the ECDL problem, which we term deep convolutional
exponential-family auto-encoder (DCEA). Specifically, we
make a one-to-one connection between the CSC/CDU steps
and the encoder/decoder of DCEA depicted in Fig. 1. We
focus only on CSC for a single yj , as the CSC step can be
parallelized across examples.
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yj y˜jt αHT Sb xjt xjT H
Hf−1(·)
DecoderEncoder
-
Repeat T times
Figure 1. DCEA architecture for ECDL. The encoder/decoder
structure mimics the CSC/CDU sequence in CDL. The encoder
performs T iterations of CSC. Each iteration uses working observa-
tions (residuals) y˜jt obtained by iteratively modifying yj using the
filtersH and a nonlinearity f−1(·) that depends on the distribution
of yj . The dictionary H is updated through the backward pass.
3.1. The architecture
Encoder The forward pass of the encoder maps the in-
put yj into the sparse code xj . Given the filters {hc}Cc=1,
the encoder solves the `1-regularized optimization problem
from Eq. (2)
min
xj
l(xj) + λ‖xj‖1 (3)
in an iterative manner by unfolding T iterations of the prox-
imal gradient algorithm (Parikh & Boyd, 2014). For Gaus-
sian observations, Eq. (3) becomes an `1-regularized least
squares problem, for which several works have unfolded
the proximal iteration into a recurrent network (Gregor &
Lecun, 2010; Wang et al., 2015; Sreter & Giryes, 2018;
Tolooshams et al., 2020).
We use Sb ∈ {ReLUb,Shrinkageb} to denote a proximal
operator with bias b ≥ 0. We consider three operators,
ReLUb(z) = (z− b) · 1{z≥b}
Shrinkageb(z) = ReLUb(z)− ReLUb(−z),
(4)
where 1 is an indicator function. If we constrain the entries
of xj to be non-negative, we use Sb = ReLUb. Otherwise,
we use Sb = Shrinkageb. A single iteration of the proximal
gradient step is given by
xjt = Sb
(
xjt−1 − α∇xj
t−1
log p
(
yj |{hc}Cc=1,xjt−1
))
= Sb
(
xjt−1 + αHT(y− f−1
(
Hxjt−1
)︸ ︷︷ ︸
y˜jt
)
)
,
(5)
where xjt denotes the sparse code after t iterations of un-
folding, and α is the step size of the gradient update. The
term y˜jt is referred to as working observation. The choice
of α, which we explore next, depends on the generative dis-
tribution. We also note that there is a one-to-one mapping
between the regularization parameter λ and the bias b of Sb.
We treat λ, and therefore b, as hyperparameters that we tune
to the desired sparsity level. The matrix HT effectively com-
putes the correlation between y˜jt and {hc}Cc=1. Assuming
that we unfold T times, the output of the encoder is xjT .
The architecture consists of two nonlinear activation func-
tions: Sb(·) to enforce sparsity, and f−1(·), the inverse of
the link function. For Gaussian observations f−1(·) is linear
with slope 1. For other distributions in the natural exponen-
tial family, the encoder uses f−1(·), a mapping from the
dictionary domain to the data domain, to transform the input
yj at each iteration into a working observation y˜jt .
Decoder & training We apply the decoder H to xjT to
obtain the linear predictor HxjT . This decoder completes
the forward pass of DCEA, also summarized in Algorithm
2 of the Appendix. We use the negative log-likelihood
Lunsup.H =
∑J
j=1 l(xj) as the loss function applied to the
decoder output for updating the dictionary. We train the
weights of DCEA, fully specified by the filters {hc}Cc=1, by
gradient descent through backpropagation. Note that the `1
penalty is not a function of H and is not in the loss function.
3.2. Binomial and Poisson generative models
We focus on two representative distributions for the natural
exponential family: binomial and Poisson. For the bino-
mial distribution, yj assumes integer values from 0 to Mj .
For the Poisson distribution, yj can, in principle, be any
non-negative integer values, although this is rare due to the
exponential decay of the likelihood for higher-valued ob-
servations. Table 1 summarizes the relevant parameters for
these distributions.
The fact that binomial and Poisson observations are integer-
valued and have limited range, whereas the underlyingµj =
f−1(Hxj) is real-valued, makes the ECDL challenging.
This is compounded by the nonlinearity of f−1(·), which
distorts the error in the data domain, when mapped to the
dictionary domain. In comparison, in Gaussian CDL 1) the
observations are real-valued and 2) f−1(·) is linear.
This implies that, for successful ECDL, yj needs to assume
a diverse set of integer values. For the binomial distribution,
this suggests that Mj should be large. For Poisson, as well
as binomial, the maximum of µj should also be large. This
explains why the performance is generally lower in Poisson
image denoising for a lower peak, where the peak is defined
as the maximum value of µj (Giryes & Elad, 2014).
Practical design considerations for architecture As the
encoder of DCEA performs iterative proximal gradient steps,
we need to ensure that xjT converges. Convergence analysis
of ISTA (Beck & Teboulle, 2009) shows that if l(xj) is con-
vex and has L–Lipschitz continuous gradient, which loosely
means the Hessian is upper-bounded everywhere by L > 0,
choosing α ∈ (0, 1/L] guarantees convergence. For the
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Table 1. Generative models for DCEA.
yj f−1(·) B(z) y˜jt xjt
Gaussian R I(·) zTz yj −Hxjt−1 Sb
(
xjt−1 + αHTy˜
j
t
)
Binomial [0..Mj ] sigmoid(·) −1T log(1− z) yj −Mj · sigmoid(Hxjt−1) Sb
(
xjt−1 + αHT( 1Mj y˜
j
t )
)
Poisson [0..∞) exp(·) 1Tz yj − exp(Hxjt−1) Sb
(
xjt−1 + αHT
(
Elu(y˜jt )
))
Gaussian distribution, L is the square of the largest singular
value of H (Daubechies et al., 2004), denoted σ2max(H), and
therefore α ∈ (0, 1/σ2max(H)]. For the Binomial distribu-
tion, L = 14σ2max(H), and therefore α ∈ (0, 4/σ2max(H)].
The gradient of the Poisson likelihood is not Lipschitz con-
tinuous. Therefore, we cannot set α a priori. In practice,
the step size at every iteration is determined through a back-
tracking line search (Boyd & Vandenberghe, 2004), a pro-
cess that is not trivial to replicate in the forward pass of
a NN. We observed that the lack of a principled approach
for picking α results, at times, in the residual assuming
large negative values, leading to instabilities. Therefore, we
imposed a finite lower-bound on the residual through an
exponential linear unit (Elu) (Clevert et al., 2016) which,
empirically, we found to work the best compared to other
nonlinear activation units. The convergence properties of
this approach require further theoretical analysis that is out-
side of the scope of this paper.
4. Connection to unsupervised/supervised
paradigm
We now analyze the connection between DCEA and ECDL.
We first examine how the convolutional generative model
places constraints on DCEA. Then, we provide a theoretical
justification for using DCEA for ECDL by proving dictio-
nary recovery guarantees under some assumptions. Finally,
we explain how DCEA can be modified for a supervised
task.
4.1. Constrained structure of DCEA
We discuss key points that allow DCEA to perform ECDL.
- Linear 1-layer decoder In ECDL, the only sensi-
ble decoder is a one layer decoder comprising H and a
linear activation. In contrast, the decoder of a typical AE
consists of multiple layers along with nonlinear activations.
- Tied weights across encoder and decoder Although our
encoder is deep, the same weights (H and HT) are repeated
across the layers.
- Alternating minimization The forward pass through the
encoder performs the CSC step, and the backward pass, via
backpropagation, performs the CDU step.
4.2. Theory for unsupervised ECDL task
Here, we prove that under some assumptions, when training
the shallow exponential-family auto-encoder by approxi-
mate gradient descent, the network recovers the dictionary
corresponding to the binomial generative model. Consider
a SEA, where the encoder is unfolded only once. Recent
work (Nguyen et al., 2019) has shown that, using observa-
tions from a sparse linear model with a dense dictionary,
the Gaussian SEA trained by approximate gradient descent
recovers the dictionary. We prove a similar result for the bi-
nomial SEA trained with binomial observations with mean
f(µ) = Ax∗, i.e., a sparse nonlinear generative model with
a dense dictionary A ∈ Rn×p.
Theorem 4.1. Suppose the generative model satisfies (A1) -
(A14) (see Appendix). Given infinitely many examples (i.e.,
J → ∞), the binomial SEA with Sb = ReLUb trained by
approximate gradient descent followed by normalization
using the learning rate of κ = O(p/s) (i.e., w(l+1)i =
normalize(w(l)i − κgi)) recovers A. More formally, there
exists δ∈(0, 1) such that at every iteration l, ∀i ‖w(l+1)i −
ai‖22 ≤ (1− δ)‖w(l)i − ai‖22 + κ ·O(max(s
2,s3/p
2
3+2ξ)
p1+6ξ ).
Theorem 7.2 shows recovery of A for the cases when p
grows faster than s and the amplitude of the codes are
bounded on the order of O( 1
p
1
3+ξ
). We refer the reader
to the Appendix for the implications of this theorem and its
interpretation.
4.3. DCEA as a supervised framework
For the supervised paradigm, given the desired output (i.e.,
clean image, yjclean, in the case of image denoising), we
relax the DCEA architecture and untie the weights (Sreter
& Giryes, 2018; Simon & Elad, 2019; Tolooshams et al.,
2020) as follows
xjt = Sb
(
xjt−1 + α(We)T(y− f−1
(
Wdxjt−1
)
)
)
, (6)
where we still use H as the decoder. We use {wec}Cc=1
and {wdc}Cc=1 to denote the filters associated with We
and Wd, respectively. We train the bias vector b, un-
like in the unsupervised setting where we tune it by grid
search (Tolooshams et al., 2020; Tasissa et al., 2020). Com-
pared to DCEA for ECDL, the number of parameters to
learn has increased three-fold.
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Although the introduction of additional parameters implies
the framework is no longer exactly optimizing the param-
eters of the convolutional generative model, DCEA still
maintains the core principles of the convolutional generative
model. First, DCEA performs CSC, as We,Wd, and H
are convolutional matrices and Sb ensures sparsity of xjT .
Second, the encoder uses f−1(·), as specified by natural
exponential family distributions. Therefore, we allow only
a moderate departure from the generative model to balance
the problem formulation and the problem-solving mecha-
nism. Indeed, as we show in the Poisson image denoising of
Section 5, the denoising performance for DCEA with untied
weights is superior to that of DCEA with tied weights.
Indeed, the constraints can be relaxed further. For instance,
1) the proximal operator Sb can be replaced by a deep
NN (Mardani et al., 2018), 2) the inverse link function
f−1(·) can be replaced by a NN (Gao et al., 2016), 3) Wd,
We, and H can be untied across different iterations (Her-
shey et al., 2014), and 4) the linear 1-layer decoder can
be replaced with a deep nonlinear decoder. These would
increase the number of trainable parameters, allowing for
more expressivity and improved performance. Nevertheless,
as our goal is to maintain the connection to sparsity and the
natural exponential family, while keeping the number of
parameters small, we do not explore these possibilities in
this work.
5. Experiments
We apply our framework in three different settings.
- Poisson image denoising (supervised) We evaluate
the performance of supervised DCEA in Poisson image
denoising and compare it to state-of-the-art algorithms.
- ECDL for simulation (unsupervised) We use simulations
to examine how the unsupervised DCEA performs ECDL
for binomial data. With access to ground-truth data, we
evaluate the accuracy of the learned dictionary. Addi-
tionally, we conduct ablation studies in which we relax
the constraints on the DCEA architecture and assess how
accuracy changes.
- ECDL for neural spiking data (unsupervised) Using
neural spiking data collected from mice (Temereanca et al.,
2008), we perform unsupervised ECDL using DCEA. As
is common in the analysis of neural data (Truccolo et al.,
2005), we assume a binomial generative model.
5.1. Denoising Poisson images
We evaluated the performance of DCEA on Poisson image
denoising for various peaks. We used the peak signal-to-
noise-ratio (PSNR) as a metric. DCEA is trained in a super-
vised manner on the PASCAL VOC image set (Everingham
et al., 2012) containing J = 5,700 training images. Sb
is set to ReLUb. We used two test datasets: 1) Set12 (12
images) and 2) BSD68 (68 images) (Martin et al., 2001).
Methods We trained two versions of DCEA to assess
whether relaxing the generative model, thus increasing the
number of parameters, helps improve the performance: 1)
DCEA constrained (DCEA-C), which uses H as the con-
volutional filters and 2) DCEA unconstrained (DCEA-UC),
which uses H, We, and Wd, as suggested in Eq. (6). We
used C = 169 filters of size 11 × 11, where we used con-
volutions with strides of 7 and followed a similar approach
to (Simon & Elad, 2019) to account for all shifts of the
image when reconstructing. In terms of the number of pa-
rameters, DCEA-C has 20,618 (= 169 × 11 × 11 + 169)
and DCEA-UC has 61,516 (= 3× 169× 11× 11 + 169),
where the last terms refer to the bias b. We set α = 1.
We unfolded the encoder for T = 15 iterations. We initial-
ized the filters using draws from a standard Gaussian dis-
tribution scaled by
√
1/L, where we approximate L using
the iterative power method. We used the ADAM optimizer
with an initial learning rate of 10−3, which we decrease
by a factor of 0.8 every 25 epochs, and trained the net-
work for 400 epochs. At every iteration, we crop a random
128×128 patch, yjclean, from a training image and normalize
it to µj,clean = yjclean/Qj , where Qj = max(y
j
clean)/peak,
such that the maximum value of µj,clean equals the desired
peak. Then, we generate a count-valued Poisson image with
rate µj,clean, i.e., yj ∼ Poisson(µj,clean). We minimized the
mean squared error between the clean image, yjclean, and its
reconstruction, Qjµ̂j = Qj exp(Hx
j
T ).
We compared DCEA against the following baselines. For a
fair comparison, we do not use the binning strategy (Salmon
et al., 2014) of these methods, as a pre-processing step.
- Sparse Poisson dictionary algorithm (SPDA) This
is a patch-based dictionary learning framework (Giryes &
Elad, 2014), using the Poisson generative model with the
`0 pseudo-norm to learn the dictionary in an unsupervised
manner, for a given noisy image. SPDA uses 400 filters of
length 400, which results in 160,000 parameters.
- BM3D + VST BM3D is an image denoising algorithm
based on a sparse representation in a transform domain,
originally designed for Gaussian noise. This algorithm
applies a variance-stabilizing transform (VST) to the
Poisson images to make them closer to Gaussian-perturbed
images (Makitalo & Foi, 2013).
- Class-agnostic denoising network (CA) This is a
denoising residual NN for both Gaussian and Poisson
images (Remez et al., 2018), trained in a supervised manner.
Results Table 2 shows that DCEA outperforms SPDA and
BM3D + VST, and shows competitive performance against
CA, with an order of magnitude fewer parameters. Fig. 2
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Table 2. PSNR performance (in dB) of Poisson image denoising for five different models on test images for peak 1, 2, and 4: 1) SPDA, 2)
BM3D+VST, 3) Class-agnostic, 4) DCEA constrained (DCEA-C), and 5) DCEA unconstrained (DCEA-UC).
Man Couple Boat Bridge Camera House Peppers Set12 BSD68 # of Params
Peak 1
SPDA . . 21.42 19.20 20.23 22.73 19.99 20.39 · 160,000
BM3D+VST 21.62 21.14 21.47 19.22 20.37 22.35 19.89 · 21.01 N/A
Class-agnostic 22.49 22.11 22.38 19.83 21.59 22.87 21.43 21.51 21.78 655,544
DCEA-C (ours) 22.03 21.76 21.80 19.72 20.68 21.70 20.22 20.72 21.27 20,618
DCEA-UC (ours) 22.44 22.16 22.34 19.87 21.47 23.00 20.91 21.37 21.84 61,516
Peak 2
SPDA . . 21.73 20.15 21.54 25.09 21.23 21.70 · 160,000
BM3D+VST 23.11 22.65 22.90 20.31 22.13 24.18 21.97 · 22.21 N/A
Class-agnostic 23.64 23.30 23.66 20.80 23.25 24.77 23.19 22.97 22.90 655,544
DCEA-C (ours) 23.10 2.79 22.90 20.60 22.01 23.22 21.70 22.02 22.31 20,618
DCEA-UC (ours) 23.57 23.30 23.51 20.82 22.94 24.52 22.94 22.79 22.92 61,516
Peak 4
SPDA . . 22.46 20.55 21.90 26.09 22.09 22.56 · 160,000
BM3D+VST 24.32 24.10 24.16 21.50 23.94 26.04 24.07 · 23.54 N/A
Class-agnostic 24.77 24.60 24.86 21.81 24.87 26.59 24.83 24.40 23.98 655,544
DCEA-C (ours) 24.26 24.08 24.25 21.59 23.60 25.11 23.68 23.51 23.54 20,618
DCEA-UC (ours) 24.82 24.69 24.89 21.83 24.66 26.47 24.71 24.37 24.10 61,516
(a) Original (b) Noisy peak= 1 (c) DCEA-C (d) DCEA-UC
Figure 2. Denoising performance on test images with peak= 1. (a) Original, (b) noisy, (c) DCEA-C, and (d) DCEA-UC.
shows the denoising performance of DCEA-C and DCEA-
UC on two test images from Set12 (see Appendix for more
examples). We summarize a few additional points from this
experiment.
- SPDA vs. DCEA-UC DCEA-UC is significantly more
computationally efficient compared to SPDA. SPDA takes
several minutes, or hours in some cases, to denoise a sin-
gle Poisson noisy image whereas, upon training, DCEA
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Figure 3. Simulated results with DCEA. (a) Example rate functions, µj , for two different groups. (b) Initial (blue), true (orange), and
learned (green) filters for binomial data. (c) err(hc, ĥc) over 1, 000 epochs. (d) Total runtime for inference for DCEA and BCOMP.
performs denoising in less than a second.
- CA vs. DCEA-UC DCEA-UC achieves competitive per-
formance against CA, despite an order of magnitude differ-
ence in the number of parameters (650K for CA vs. 61K
for DCEA). We conjecture that given the same number of
parameters, DCEA-UC would outperform CA. For example,
we found that replacing the linear decoder with a nonlin-
ear two-layer decoder (≈ 120K number of parameters) in
DCEA-UC resulted in an increase in PSNR of ∼0.2 dB.
- DCEA-C vs. DCEA-UC We also observe that DCEA-UC
achieves better performance than DCEA-C. As discussed in
Section 4.3, the relaxation of the generative model, which
allows for a three-fold increase in the number of parameters,
helps improve the performance.
5.2. Application to simulated neural spiking data
5.2.1. ACCURACY OF ECDL FOR DCEA
We simulated time-series of neural spiking activity from
J = 1,000 neurons according to the binomial generative
model. We used C = 3 templates of length K = 50 and,
for each example j, generated f(µj) = Hxj ∈ R500,
where each filter {hc}3c=1 appears five times uniformly
random in time. Fig. 3(a) shows an example of two dif-
ferent means, µj1 , µj2 for j1 6= j2. Given µj , we simu-
lated two sets of binary time-series, each with Mj = 25,
yj ∈ {0, 1, . . . , 25}500, one of which is used for training
and the other for validation.
Methods For DCEA, we initialized the filters using draws
from a standard Gaussian, tuned the regularization parame-
ter λ (equivalently b for Sb) manually, and trained using the
unsupervised loss. We place non-negativity constraints on
xj and thus use Sb = ReLUb. For baseline, we developed
and implemented a method which we refer to as binomial
convolutional orthogonal matching pursuit (BCOMP). At
present, there does not exist an optimization-based frame-
work for ECDL. Existing dictionary learning methods for
non-Gaussian data are patch-based (Lee et al., 2009; Giryes
& Elad, 2014). BCOMP combines efficient convolutional
greedy pursuit (Mailhé et al., 2011) and binomial greedy
pursuit (Lozano et al., 2011). BCOMP solves Eq. (2), but
uses ‖xj‖0 instead of ‖xj‖1. For more details, we refer the
reader to the Appendix.
Results Fig. 3(b) demonstrates that DCEA (green) is able
to learn {hc}3c=1 accurately. Letting {ĥc}3c=1 denote the
estimates, we quantify the error between a filter and its
estimate using the standard measure (Agarwal et al., 2016),
err(hc, ĥc) =
√
1− 〈hc, ĥc〉2, for ‖hc‖ = ‖ĥc‖ = 1.
Fig. 3(c) shows the error between the true and learned filters
by DCEA, as a function of epochs (we consider all possible
permutations and show the one with the lowest error). The
fact that the learned and the true filters match demonstrates
that DCEA is indeed performing ECDL. Finally, Fig. 3(d)
shows the runtime for both DCEA (on GPU) and BCOMP
(on CPU) on CSC task, as a function of number of groups
J , where DCEA is much faster. This shows that DCEA,
due to 1) its simple implementation as an unrolled NN and
2) the ease with which the framework can be deployed to
GPU, is an efficient/scalable alternative to optimization-
based BCOMP.
5.2.2. GENERATIVE MODEL RELAXATION FOR ECDL
Here, we examine whether DCEA with untied weights,
which implies a departure from the original convolutional
generative model, can still perform ECDL accurately. To
this end, we repeat the experiment from Section 5.2.1 with
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DCEA-UC, whose parameters are H, We, and Wd. Fig. 4
shows the learned filters, ŵec, ŵdc , and ĥc for c = 1 and 2,
along with the true filters. For visual clarity, we only show
the learned filters for which the distance to the true filters are
the closest, among ŵec, ŵdc , and ĥc. We observe that none
of them match the true filters. In fact, the error between the
learned and the true filters are bigger than the initial error.
This is in sharp contrast to the results of DCEA-C (Fig. 3(b)),
where H = We = Wd. This shows that, to accurately
perform ECDL, the NN architecture needs to be strictly
constrained such that it optimizes the objective formulated
from the convolutional generative model.
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Figure 4. The learned (green) and true (orange) filters for DCEA-
UC, when the weights are untied.
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Figure 5. Dictionary error, err(hc, ĥc), as a function of number of
trials Mj per group for the (a) Binomial and (b) Gaussian models.
Each point represents the median of 20 independent trials.
5.2.3. EFFECT OF MODEL MIS-SPECIFICATION ON ECDL
Here, we examine how model mis-specification in DCEA,
equivalent to mis-specifying 1) the loss function (negative
log-likelihood) and 2) the nonlinearity f−1(·), affects the
accuracy of ECDL. We trained two models: 1) DCEA with
sigmoid link and binomial likelihood (DCEA-b), the correct
model for this experiment, and 2) DCEA with linear link
and Gaussian likelihood (DCEA-g). Fig. 5 shows how the
error err(hc, ĥc), at convergence, changes as a function of
the number of observations Mj .
We found that DCEA-b successfully recovers dictionaries
for large Mj (>15). Not surprisingly, as Mj , i.e. SNR, de-
creases, the error increases. DCEA-g with 200 observations
achieves an error close to 0.4, which is significantly worse
than the 0.09 error of DCEA-b withMj = 30. These results
highlight the importance, for successful dictionary learning,
of specifying an appropriate model. The framework we
propose, DCEA, provides a flexible inference engine that
can accommodate a variety of data-generating models in a
seamless manner.
5.3. Neural spiking data from somatosensory thalamus
We now apply DCEA to neural spiking data from somatosen-
sory thalamus of rats recorded in response to periodic
whisker deflections (Temereanca et al., 2008). The objective
is to learn the features of whisker motion that modulate
neural spiking strongly. In the experiment, a piezoelectric
simulator controls whisker position using an ideal position
waveform. As the interpretability of the learned filters is
important, we constrain the weights of encoder and decoder
to be H. DECA lets us learn, in an unsupervised fashion,
the features that best explains the data.
The dataset consists of neural spiking activity from J = 10
neurons in response to periodic whisker deflections. Each
example j consists of Mj = 50 trials lasting 3,000 ms, i.e.,
yj,m ∈ R3000. Fig. 6(a) depicts a segment of data from a
neuron. Each trial begins/ends with a baseline period of 500
ms. During the middle 2,000 ms, a periodic deflection with
period 125 ms is applied to a whisker by the piezoelectric
stimulator. There are 16 total deflections, five of which are
shown in Fig. 6(b). The stimulus represents ideal whisker
position. The blue curve in Fig. 6(c) depicts the whisker
velocity obtained as the first derivative of the stimulus.
Methods We compare DCEA to `0-based ECDL using
BCOMP (introduced in the previous section), and a general-
ized linear model (GLM) (McCullagh & Nelder, 1989) with
whisker-velocity covariate (Ba et al., 2014). For all three
methods, we let C = 1 and h1 ∈ R125, initialized using
the whisker velocity (Fig. 6(c), blue). We set λ = 0.119 for
DCEA and set the sparsity level of BCOMP to 16. As in the
simulation, we used Sb = ReLUb to ensure non-negativity
of the codes. We used 30 trials from each neuron to learn h1
and the remaining 20 trials as a test set to assess goodness-
of-fit. We describe additional parameters used for DCEA
and the post-processing steps in the Appendix.
Results The orange and green curves from Fig. 6(c) depict
the estimates of whisker velocity computed from the neural
spiking data using BCOMP and DCEA, respectively. The
Convolutional dictionary learning based auto-encoders for natural exponential-family distributions
0
20
T
ri
al
s
(a) Spikes
500 750 1000
Time [ms]
0
5
10
S
ti
m
u
lu
s
(b) Stimulus
0 50 100
Time [ms]
-0.2
-0.2
0
0.1
0.2
(c) h1
1000 2000
Time [ms]
0
5
10
15
20
25
(d) x1
0.0 0.5 1.0
Quantiles
0.0
0.2
0.4
0.6
0.8
1.0
(e) KS plot
BCOMP
DCEA
GLM
Figure 6. A segment of data from a neuron and result of applying DCEA and BCOMP. (a) A dot indicates a spike from the neuron. (b)
Stimulus used to move the whisker. (c) Whisker velocity covariate (blue) used in GLM analysis, along with whisker velocities estimated
with BCOMP (orange) and DCEA (green) using all 10 neurons in the dataset. The units are mm10 per ms. (d) The estimated sparse codes
(onset of whisker deflection). (e) Analysis of Goodness-of-fit using KS plots. The dotted lines represent 95% confidence intervals.
figure indicates that the spiking activity of this population of
10 neurons encodes well the whisker velocity, and is most
strongly modulated by the maximum velocity of whisker
movement.
Fig. 6(d) depicts the 16 sparse codes that accurately capture
the onset of stimulus in each of the 16 deflection periods.
The heterogeneity of amplitudes estimated by DCEA and
BCOMP is indicative of the variability of the neural re-
sponse to whisker deflections repeated 16 times, possibly
capturing other characteristics of cellular and circuit re-
sponse dynamics (e.g., adaptation). This is in sharp contrast
to the GLM–detailed in the Appendix–which uses the ideal
whisker velocity (Fig. 6(c), blue) as a covariate, and assumes
that neural response to whisker deflections is constant across
deflections.
In Fig. 6(e), we use the Kolmogorov-Smirnov (KS) test
to compare how well DCEA, BCOMP, and the GLM fit
the data for a representative neuron in the dataset (Brown
et al., 2002). KS plots are a visualization of the KS test for
assessing the Goodness-of-fit of models to point-process
data, such as neural spiking data (see Appendix for details).
The figure shows that DCEA and BCOMP are a much better
fit to the data than the GLM.
We emphasize that 1) the similarity of the learned h1 and
2) the similar goodness-of-fit of DCEA and BCOMP to the
data shows that DCEA performs ECDL. In addition, this
analysis shows the power of the ECDL as an unsupervised
and data-driven approach for data analysis, and a superior
alternative to GLMs, where the features are hand-crafted.
6. Conclusion
We introduced a class of neural networks based on a gener-
ative model for convolutional dictionary learning (CDL)
using data from the natural exponential-family, such as
count-valued and binary data. The proposed class of net-
works, which we termed deep convolutional exponential
auto-encoder (DCEA), is competitive compared to state-of-
the-art supervised Poisson image denoising algorithms, with
an order of magnitude fewer trainable parameters.
We analyzed gradient dynamics of shallow exponential-
family auto-encoder (i.e., unfold the encoder once) for bino-
mial distribution and proved that when trained with approxi-
mate gradient descent, the network recovers the dictionary
corresponding to the binomial generative model.
We also showed using binomial data simulated according
to the convolutional exponential-family generative model
that DCEA performs dictionary learning, in an unsupervised
fashion, when the parameters of the encoder/decoder are
constrained. The application of DCEA to neural spike data
suggests that DCEA is superior to GLM analysis, which
relies on hand-crafted covariates.
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Appendix for convolutional dictionary learning based auto-encoders
for natural exponential-family distributions
7. Gradient dynamics of shallow exponential auto-encoder (SEA)
Theorem 7.1. (informal). Given a “good” initial estimate of the dictionary from the binomial dictionary learning problem,
and infinitely many examples, the binomial SEA, when trained by gradient descent through backpropagation, learns the
dictionary.
Theorem 7.2. Suppose the generative model satisfies (A1) - (A14). Given infinitely many examples (i.e., J → ∞), the
binomial SEA with Sb = ReLUb trained by approximate gradient descent followed by normalization using the learning rate
of κ = O(p/s) (i.e., w(l+1)i = normalize(w
(l)
i − κgi)) recovers A. More formally, there exists δ∈(0, 1) such that at every
iteration l, ∀i ‖w(l+1)i − ai‖22 ≤ (1− δ)‖w(l)i − ai‖22 + κ ·O(max(s
2,s3/p
2
3+2ξ)
p1+6ξ ).
Theorem 7.3. Suppose the generative model satisfies (A1) - (A13). Given infinitely many examples (i.e., J → ∞), the
binomial SEA with Sb = HTb trained by approximate gradient descent followed by normalization using the learning rate of
κ = O(p/s) (i.e., w(l+1)i = normalize(w
(l)
i − κgi)) recovers A. More formally, there exists δ∈(0, 1) such that at every
iteration l, ∀i ‖w(l+1)i − ai‖22 ≤ (1− δ)‖w(l)i − ai‖22 + κ ·O(max(s
2,s3/p
2
3+2ξ)
p1+6ξ ).
In proof of the above theorem, our approach is similar to (Nguyen et al., 2019).
7.1. Generative model and architecture
We have J binomial observations yj =
∑Mj
m=1 1
j
m where yj can be seen as sum of Mj independent Bernoulli random
variables (i.e., 1jm). We can express σ
−1(µ) = Ax∗, where σ(z) = ez1+ez is the inverse of the corresponding link function
(sigmoid), A ∈ Rn×p is a matrix dictionary, and x∗ ∈ Rp is a sparse vector. Hence, we have
E[yj ] = µ = e
Ax∗
1 + eAx∗ = σ(Ax
∗). (7)
In this analysis, we assume that there are infinitely many examples (i.e., J → ∞), hence, we use the expectation of the
gradient for backpropagation at every iteration. We also assume that there are infinite number of Bernoulli observation for
each binomial observation (i.e., Mj →∞). Hence, from the Law of Large Numbers, we have the following convergence in
probability
lim
Mj→∞
1
Mj
yj = lim
Mj→∞
1
Mj
Mj∑
m=1
1jm = µ = σ(Ax∗), (8)
We drop j for ease of notation. Algorithm 1 shows the architecture when the code is initialized to 0. W ∈ Rn×p are the
weights of the auto-encoder. The encoder is unfolded only once and the step size of the proximal mapping is set to 4 (i.e.,
assuming the maximum singular value of A is 1, then 4 is the largest step size to ensure convergence of the encoder as the
first derivative of sigmoid is bounded by 14 .
Algorithm 1 SEA.
input y,W,b
output c2
c1 = 4WT(y− 12 )
x = Sb(c1)
c2 = Wx
For Theorem 7.2, Sb(z) is an element-wise operator where Sbi(zi) = ReLUbi(zi) = zi · 1|zi|≥bi , and 12 = σ(0) appears in
the first layer as of the initial code estimate is 0. From the definition of ReLU, we can see that x = Sb(c1) = 1x6=0(c1 −b)
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where 1x6=0 is an indicator function. For Theorem 7.3, Sb(z) is an element-wise operator where Sbi(zi) = HTbi(zi) =
zi · 1|zi|≥bi , and x = Sb(c1) = 1x 6=0c1.
7.2. Assumptions and definitions
Given the following definition and notations,
(D1) W is q-close to A if there is a permutation pi and sign flip operator u such that ∀i ‖u(i)wpi(i) − ai‖2 ≤ q.
(D2) W is (q, ε)-near to A if W is q-close to A and ‖W−A‖2 ≤ ε‖A‖2.
(D3) A unit-norm columns matrix A is η-incoherent if for every pair (i, j) of columns, |〈ai,aj〉| ≤ η√n .
(D4) We define column i of W as wi.
(D5) wi is τi-correlated to ai if τi = 〈wi,ai〉 = wTi ai. Hence, ‖wi − ai‖22 = 2(1− τi).
(D6) From the binomial likelihood, the loss would be limM→∞ LW(y,Wx) = limM→∞− 1M
(
Wx
)Ty + 1Tn log (1 +
exp
(
Wx
))
.
(D7) We denote the expectation of the gradient of the loss defined in (D6) with respect to wi to be gi = E[limM→∞ ∂LW∂wi ].
(D8) W\i denotes the matrix W with column i removed, and S\i denotes S excluding i.
(D9) [z]d denotes zd (i.e., the dth element fo the vector z).
(D10) [p] denotes the set {1, . . . , p}, and [p]\i denotes [p] excluding i.
(D11) For A ∈ Rn×p, AS ∈ Rn×s indicates a matrix with columns from the set S. Similarly, for x∗ ∈ Rp, x∗S ∈ Rs
indicates a vector containing only the elements with indices from S.
we assume the generative model satisfies the following assumptions:
(A1) Let the code x∗ be s-sparse and have support S (i.e., supp(x) = S) where each element of S is chosen uniformly
at random without replacement from the set [p]. Hence, pi = P (i ∈ S) = s/p and pij = P (i, j ∈ S) =
s(s− 1)/(p(p− 1)).
(A2) Each code is bounded (i.e., |xi| ∈ [Lx, Cx]) where 0 ≤ Lx ≤ Cx and Cx = O( 1
p
1
3+ξ
), and ξ > 0. Then ‖x∗S‖2 ≤√
sCx. For the case when Sb = ReLUb, we assume the code is non-negative.
(A3) Given the support, we assume x∗S is i.i.d, zero-mean, and has symmetric probability density function. Hence,
E[x∗i | S] = 0 and E[x∗SxTS | S] = νI where ν ≤ Cx.
(A4) From the forward pass of the encoder, supp(x) = supp(x∗) = S with high probability. We call this code consistency,
a similar definition from (Nguyen et al., 2019). This code consistency enforces some conditions (i.e., based on Lx
and Cx for ReLU and Lx for HT) on the value of b which we do not explicitly express. For when Sb = ReLUb,
Wx = WSxS = 4WSWTS(y− 12 )−WSbS , and for when Sb = HTb, Wx = 4WSWTS(y− 12 ).
(A5) We assume ∀i ‖ai‖2 = 1.
(A6) Given s < n ≤ p, we have ‖A‖2 = O(
√
p/n) and ‖AS‖2 = O(1).
(A7) W is (q, 2)-near A; thus, ‖W‖2 ≤ ‖W−A‖2 + ‖A‖2 ≤ O(
√
p/n).
(A8) A is η-incoherent.
(A9) wi is τi-correlated to ai.
(A10) For any i 6= j, we have |〈wi,aj〉| = |〈ai,aj〉+ 〈wi − ai,aj〉| ≤ η√n + ‖wi − ai‖2‖aj‖2 ≤ η√n + q.
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(A11) We assume the network is trained by approximate gradient descent followed by normalization using the learning rate of
κ. Hence, the gradient update for column i at iteration l is w(l+1)i = w
(l)
i − κgi. At the normalization step, ∀i, we
enforce ‖wi‖2 = 1. Lemma 5 in (Nguyen et al., 2019) shows that descent property can also be achieved with the
normalization step.
(A12) We use the Taylor series of σ(z) around 0. Hence, σ(z) = 12 +
1
4z +∇2σ(z¯)(z)2, where 0 ≤ z¯ ≤ z and ∇2 denotes
Hessian.
(A13) To simplify notation, we assume that the permutation operator pi(.) is identity and the sign flip operator u(.) is +1.
(A14) When Sb = ReLUb, at every iteration of the gradient descent, given τi, the bias b in the network satisfies |ντi(τi −
1) + b2i | ≤ 2τi(1− τi).
7.3. Non-negative sparse coding with Sb = ReLUb
7.3.1. GRADIENT DERIVATION
First, we derive gi when Sb = ReLUb. In this derivation, by dominated convergence theorem, we interchange the limit and
derivative. We also compute the limit inside σ(.) as it is a continuous function.
lim
M→∞
∂LW
∂wi
= lim
M→∞
∂c1
∂wi
∂LW
∂c1
+ ∂c2
∂wi
∂LW
∂c2
= ∂c1
∂wi
∂x
∂c1
∂c2
∂x
LW
∂c2
+ ∂c2
∂wi
∂LW
∂c2
=
[0, 0, . . . , 4(µ − 12), . . . , 0]︸ ︷︷ ︸
n×p
diag(S ′b(c1))︸ ︷︷ ︸
p×p
WT + 1xi 6=0(wTi 4(µ −
1
2)I− biI)

×
(
−σ(Ax∗) + σ(4WSWTS(µ −
1
2)−WSbS)
)
=
(
S ′bi(c1,i)4(µ −
1
2)w
T
i + 1xi 6=0(wTi 4(µ −
1
2)− bi)I
)(
σ(4WSWTS(µ −
1
2)−WSbS)− σ(Ax
∗)
)
.
(9)
We further expand the gradient, by replacing σ(.) with its Taylor expansion. We have
σ(Ax∗) = 12 +
1
4Ax
∗ + , (10)
where  = [1, . . . , n]T, d = ∇2σ(ud)([Ax∗]d)2, and 0 ≤ ud ≤ [Ax∗]d. Similarly,
σ(4WSWTS(µ −
1
2)−WSbS) =
1
2 +WSW
T
S(µ −
1
2)−
1
4WSbS + ˜, (11)
where ˜ = [˜1, . . . , ˜n]T, ˜d = ∇2σ(u˜d)([4WSWTS(µ − 12 )−WSbS ]d)2 , and 0 ≤ u˜d ≤ [4WSWTS(µ − 12 )−WSbS ]d.
Again, replacing µ with Taylor expansion of σ(Ax∗), we get
σ(4WSWTS(µ −
1
2)−WSbS) =
1
2 +WSW
T
S(
1
4Ax
∗ + )− 14WSbS + ˜. (12)
By symmetry, E[ | S] = E [˜ | S] = 0. The expectation of gradient gi would be
gi = E[1xi 6=0
(
(Ax∗ + 4)wTi + (Ax∗ + 4)I− biI
)
(14(WSW
T
S− I)(Ax∗)−
1
4WSbS +(WSW
T
S− I)+ ˜)]. (13)
7.3.2. GRADIENT DYNAMICS
Given the code consistency from the forward pass of the encoder, we replace 1xi 6=0 with 1x∗i 6=0 and denote the error by γ as
below which is small for large p (Nguyen et al., 2019).
γ = E[(1x∗
i
6=0−1xi 6=0)
(
(Ax∗ + 4)wTi +wTi (Ax∗ + 4)I− biI
)
(14(WSW
T
S−I)(Ax∗)−
1
4WSbS+(WSW
T
S−I)+˜)].
(14)
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Now, we write gi as
gi = E[1x∗
i
6=0
(
(Ax∗ + 4)wTi +wTi (Ax∗ + 4)I− biI
)
(14(WSW
T
S−I)(Ax∗)−
1
4WSbS+(WSW
T
S−I)+ ˜)]+γ.
(15)
We can see that if i /∈ S then 1x∗
i
= 0 hence, gi = 0. Thus, in our analysis, we only consider the case i ∈ S. We decompose
gi as below.
gi = g(1)i + g
(2)
i + g
(3)
i + γ, (16)
where
g
(1)
i = E[
1
4w
T
i (Ax∗ + 4)(WSWTS − I)Ax∗]. (17)
g
(2)
i = E[
1
4(Ax
∗ + 4)wTi (WSWTS − I)Ax∗]. (18)
g
(3)
i = E[
(
(Ax∗ + 4)wTi +wTi (Ax∗ + 4)I
)
((WSWTS − I) + ˜)]. (19)
g
(4)
i = E[(−bi)((WSWTS − I) + ˜)]. (20)
g
(5)
i = E[(−bi)(
1
4(WSW
T
S − I)(Ax∗)−
1
4WSbS)].
(21)
g
(6)
i = E[
(
(Ax∗ + 4)wTi +wTi (Ax∗ + 4)I
)
(−14WSbS)]. (22)
We define
g
(1)
i,S = E[
1
4w
T
i (Ax∗ + 4)(WSWTS − I)Ax∗ | S]. (23)
g
(2)
i,S = E[
1
4(Ax
∗ + 4)wTi (WSWTS − I)Ax∗ | S]. (24)
g
(3)
i,S = E[
(
(Ax∗ + 4)wTi +wTi (Ax∗ + 4)I
)
((WSWTS − I) + ˜) | S]. (25)
g
(4)
i,S = E[(−bi)((WSWTS − I) + ˜) | S]. (26)
g
(5)
i,S = E[(−bi)(
1
4(WSW
T
S − I)(Ax∗)−
1
4WSbS) | S]. (27)
g
(6)
i,S = E[
(
(Ax∗ + 4)wTi +wTi (Ax∗ + 4)I
)
(−14WSbS) | S]. (28)
Hence, g(k)i = E[g
(k)
i,S ] for k = 1, . . . , 6, where the expectations are with respect to the support S.
g
(1)
i,S = E[
1
4w
T
i (Ax∗ + 4)(WSWTS − I)Ax∗ | S]
=
∑
j,l∈S
E[ 14w
T
i ajx∗j (WSWTS − I)alx∗l | S] + E[wTi (WSWTS − I)Ax∗ | S]
= 14νw
T
i ai(WSWTS − I)ai +
∑
l∈S\i
1
4νw
T
i al(WSWTS − I)al + e1 =
1
4νw
T
i ai(WSWTS − I)ai + r1 + e1.
(29)
We denote r1 =
∑
l∈S\i
1
4νwTi al(WSWTS − I)al and e1 = E[wTi (WSWTS − I)Ax∗ | S]. Similarly for g(2)i,S , we have
g
(2)
i,S =
1
4νaiw
T
i (WSWTS − I)ai + r2 + e2. (30)
We denote r2 =
∑
l∈S\i
1
4νalwTi (WSWTS − I)al, e2 = E[wTi (WSWTS − I)Ax∗ | S], e3 = g(3)i,S , and e4 = g(4)i,S . We
compute g(5)i,S and g
(6)
i,S next.
g
(5)
i,S = E[(−bi)(
1
4(WSW
T
S − I)(Ax∗)−
1
4WSbS) | S] =
1
4b
2
iwi +
1
4bi
∑
j∈S\i
wjbj (31)
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g
(6)
i,S = E[
(
(Ax∗ + 4)wTi +wTi (Ax∗ + 4)I
)
(−14WSbS) | S] = 0 (32)
We denote β = E[r1 + r2 + e1 + e2 + e3 + e4] + γ. Combining the terms,
gi = E[
1
4νw
T
i ai(WSWTS − I)ai +
1
4νaiw
T
i (WSWTS − I)ai +
1
4b
2
iwi +
1
4bi
∑
j∈S\i
wjbj ] + β
= E[−12ντiai +
1
4ντi
∑
j∈S
wjwTjai +
1
4νaiw
T
i
∑
j∈S
wjwTjai +
1
4b
2
iwi +
1
4bi
∑
j∈S\i
wjbj ] + β
= E[−12ντiai +
1
4ντ
2
i wi +
1
4ντi
∑
j∈S\i
wjwTjai +
1
4ντi‖wi‖
2
2ai
+ 14ν
(
aiwTi
) ∑
j∈S\i
wjwTjai +
1
4b
2
iwi +
1
4bi
∑
j∈S\i
wjbj ] + β
= −14piντiai + pi
1
4(ντ
2
i + b2i )wi + ζ + β,
(33)
where ζ =
∑
j∈[p]\i
1
4pijντiwjwTjai +
1
4pijνaiwTiwjwTjai +
1
4pijbibjwj . We continue
gi =
1
4piντi(wi − ai) + v, (34)
where we denote v = 14pi(ντi(τi − 1) + b2i )wi + ζ + β.
Lemma 7.4. Suppose the generative model satisfies (A1)− (A14). Then
‖v‖2 ≤ 14piτiνq‖wi − ai‖2 +O(max(C
3
xs
√
s, C4xs
2)) (35)
Proof.
‖ζ‖2 = ‖
∑
j∈[p]\i
1
4pijντiwjw
T
jai +
1
4pijνaiw
T
iwjwTjai +
1
4pijbibjwj‖2
= ‖14pijντiW\iW
T
\iai +
1
4pijνaiw
T
iW\iWT\iai +
1
4pijbiW\ib\i‖2
≤ 14pijντi‖W\i‖
2
2‖ai‖2 +
1
4pijν‖wi‖2‖W\i‖
2
2‖ai‖22 +
1
4pij |bi|‖W\i‖2‖b\i‖2
= 14O(ντis
2/(np)) + 14O(νs
2/(np)) + 14O(
√
p
n
s2/p2) = O(s2/(np)).
(36)
‖E[r1]‖2 = ‖E[
∑
l∈S\i
1
4νw
T
i al(WSWTS − I)al]‖2 = ‖E[
∑
l∈S\i
1
4νw
T
i alWSWTSal −
∑
l∈S\i
1
4νw
T
i alal]‖2
=‖
∑
l 6=j 6=i
pijl
1
4νw
T
i alwjwTjal +
∑
j 6=i
pij
1
4νw
T
i ajwjwTjaj + pil
1
4νw
T
i alwiwTi al −
∑
l 6=i
pil
1
4νw
T
i alal‖2 ≤ O(s2/(np)).
(37)
where each terms is bounded as below
‖
∑
l 6=j 6=i
pijl
1
4νw
T
i alwjwTjal‖2 =
1
4ν(s
3/p3)‖W\i‖2 ≤ O(s3/(pn
√
n)). (38)
where zj =
∑
l 6=i,j wTi alwTjal, hence, ‖z‖2 ≤ O(p
√
p
n ).
‖
∑
j 6=i
pij
1
4νw
T
i ajwjwTjaj‖2 = ‖
1
4ν(s
2/p2)‖W\iz‖2 ≤ O(s2/(np)). (39)
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where zj = wTi ajwTjaj , hence, ‖z‖2 ≤ O(
√
p√
n
).
‖
∑
l 6=j 6=i
pijl
1
4νw
T
i alwjwTjal‖2 =
1
4ν(s
3/p3)‖W\i‖2 ≤ O(s3/(pn
√
n)). (40)
‖pil 14νw
T
i alwiwTi al‖2 ≤ O(s2/(np2)). (41)
Following a similar approach for r2, we get
‖E[r2]‖2 = ‖E[
∑
l∈S\i
1
4νalw
T
i (WSWTS − I)al]‖2 = ‖E[
∑
l∈S\i
1
4νalw
T
i (WSWTS)al −
∑
l∈S\i
1
4νalw
T
i al]‖2
= ‖
∑
l 6=j 6=i
pijl
1
4νalw
T
iwjwTjal +
∑
j 6=i
pij
1
4νajw
T
iwjwTjaj + pil
1
4νalw
T
iwiwTi al −
∑
l 6=i
pil
1
4νw
T
i alal‖2
= ‖
∑
l 6=j 6=i
pijl
1
4νalw
T
iwjwTjal +
∑
j 6=i
pij
1
4νajw
T
iwjwTjaj‖2 ≤ O(s2/(np)).
(42)
Next, we bound ‖‖2. We know that Hessian of sigmoid is bounded (i.e., ‖∇2σ(ut)‖2 ≤ C ≈ 0.1). We denote row t of the
matrix A by a˜t.
‖‖2 ≤
n∑
t=1
‖(a˜Tt,Sx∗S)2∇2σ(ut)‖2 ≤
n∑
t=1
‖a˜Tt,Sx∗S‖22‖∇2σ(ut)‖2 ≤ ‖AS‖22‖x∗S‖22‖∇2σ(ut)‖2 ≤ O(C2xs). (43)
Following a similar approach, we get
‖˜‖2 ≤
n∑
t=1
‖[4WSWTS(µ−
1
2)−WSbS ]
2
t∇2σ(ut)‖2 ≤ (‖4WSWTS(µ−
1
2)‖
2
2 + ‖WSbS‖22)‖∇2σ(ut)‖2
≤ O(C‖WS‖22‖ASx∗S + ‖22) ≤ O(C2xs)
(44)
So,
‖wTi (WSWTS − I)Ax∗‖2 ≤ ‖wi‖2‖‖2(‖WTS‖22 + 1)‖AS‖2‖x∗S‖2 ≤ O(C3xs
√
s). (45)
Hence,
‖E[e1]‖2 ≤ O(C3xs
√
s). (46)
Similarly, we have ‖E[e2]‖2 ≤ O(C3xs
√
s).
‖ ((Ax∗ + )wTi +wTi (Ax∗ + )I) ((WSWTS − I) + ˜)‖2
≤ 2(‖AS‖2‖x∗S‖2 + ‖‖2)‖wi‖2
(
(‖WTS‖22 + 1)‖‖2 + ‖˜‖2
)
= O((‖x∗S‖2 + ‖‖2)‖‖2) ≤ O(max(C3xs
√
s, C4xs
2)).
(47)
Hence,
‖E[e3]‖2 ≤ O(max(C3xs
√
s, C4xs
2)). (48)
We have
‖(−bi)((WSWTS − I) + ˜)‖2 ≤ O(C2xs) (49)
Hence,
‖E[e4]‖2 ≤ O(max(C2xs). (50)
Using the above bounds, we have
‖β‖2 ≤ O(max(C3xs
√
s, C4xs
2)). (51)
Using (A14), we get
‖v‖2 = ‖14pi(ντi(τi − 1) + b
2
i )wi + ζ + β‖2 ≤
1
4pi|ντi(τi − 1) + b
2
i |‖wi‖2 + ‖ζ‖2 + ‖β‖2
≤ 14pi(2ντi(1− τi)) + ‖ζ‖2 + ‖β‖2 ≤
1
4piντiq‖wi − ai‖2 + ‖ζ‖2 + ‖β‖2
≤ 14piντiq‖wi − ai‖2 +O(max(C
3
xs
√
s, C4xs
2)).
(52)
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Lemma 7.5. Suppose the generative model satisfies (A1)− (A14). Then
2〈gi,wi − ai〉 ≥ (14ντis/p)(1− 2q
2)‖wi − ai‖22 +
1
( 14ντis/p)
‖gi‖22 −O(C6xpmax(s2/τi, C2xs3/τi)). (53)
Proof. From Lemma 7.4, we have
‖v‖2 ≤ 14piτiνq‖wi − ai‖2 +O(max(C
3
xs
√
s, C4xs
2)). (54)
Hence,
‖v‖22 ≤ 2(
1
4τiνqs/p)
2‖wi − ai‖22 +O(max(C6xs3, C8xs4)). (55)
We have gi = 14piντi(wi − ai) + v. Taking the norm,
‖gi‖22 = (
1
4piντi)
2‖wi − ai‖22 + ‖v‖22 + 2(
1
4piντi)〈v,wi − ai〉. (56)
2〈v,wi − ai〉 = −(14piντi)‖wi − ai‖
2
2 +
1
( 14piντi)
‖gi‖22 −
1
( 14piντi)
‖v‖22. (57)
2〈gi,wi − ai〉 = 14piντi‖wi − ai‖
2
2 +
1
( 14piντi)
‖gi‖22 −
1
( 14piντi)
‖v‖22
≥ (14ντis/p)(1− 2q
2)‖wi − ai‖22 +
1
( 14ντis/p)
‖gi‖22 −O(C6xpmax(s2/τi, C2xs3/τi)).
(58)
Intuitively, Lemma 7.5 suggests that the gradient is approximately along the same direction as wi − ai, so at every iteration
of the gradient descent, wi gets closer and closer to ai. Given Lemma 7.5, rigorously, from the descent property of Theorem
6 in (?), we can see that given the learning rate κ = maxi( 11
4ντis/p
), letting δ = κ( 14ντis/p)(1− 2q2) ∈ (0, 1), we have
the descent property as follows
‖w(l+1)i − ai‖22 ≤ (1− δ)‖w(l)i − ai‖22 + κ ·O(C6xpmax(s2/τi, C2xs3/τi)). (59)
Lemma 7.6. Suppose ‖w(l+1)i −ai‖22 ≤ (1−δ)‖w(l)i −ai‖22+κ·O(C6xpmax(s2/τi, C2xs3/τi)) where δ = κ( 14ντis/p)(1−
2q2) ∈ (0, 1) and O(C4xp2max(s,C4xs2)
τ2
i
(1−2q2) ) < ‖w
(0)
i − ai‖22. Then
‖w(L)i − ai‖22 ≤ (1− δ/2)L‖w(0)i − ai‖22. (60)
Proof. Performing the gradient update L times,
‖w(L)i − ai‖22 ≤ (1− δ)L‖w(0)i − ai‖22 +
1
( 14ντis/p)(1− 2q2)
O(C6xpmax(s2/τi, C2xs3/τi))
≤ (1− δ)L‖w(0)i − ai‖22 +O(
C6xp
2 max(s, C2xs2)
τ2i (1− 2q2)
).
(61)
From Theorem 6 in (?), if O(C
6
xp
2max(s,C2xs
2)
τ2
i
(1−2q2) ) < ‖w
(0)
i − ai‖22, then we have
‖w(L)i − ai‖22 ≤ (1− δ/2)L‖w(0)i − ai‖22. (62)
Corollary 7.6.1. Given (A2), the condition of Lemma 7.6 is simplified to O(max(s,s
2/p
2
3+2ξ)
p6ξτ2
i
(1−2q2) ) < ‖w
(0)
i − ai‖22.
The intuition behind the bound on the amplitude of x∗ in (A2) is that as Cx gets smaller, the range of σ(Ax∗) is concentrated
around the linear region of the sigmoid function (i.e., around σ(0)); thus , which is the difference between σ(Ax∗) and the
linear region of sigmoid 12 +
1
4Ax∗, is smaller. Hence, the upper bound on ‖v‖2 would be smaller and O(max(s,s
2/p
2
3+2ξ)
p6ξτ2
i
(1−2q2) )
would get smaller.
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7.4. Sparse coding with Sb = HTb
7.4.1. GRADIENT DERIVATION
This is section, we derive gi for the case when Sb = HTb following a similar approach to the previous section.
lim
M→∞
∂LW
∂wi
= lim
M→∞
∂c1
∂wi
∂LW
∂c1
+ ∂c2
∂wi
∂LW
∂c2
= ∂c1
∂wi
∂x
∂c1
∂c2
∂x
LW
∂c2
+ ∂c2
∂wi
∂LW
∂c2
=
[0, 0, . . . , 4(µ − 12), . . . , 0]︸ ︷︷ ︸
n×p
diag(S ′b(c1))︸ ︷︷ ︸
p×p
WT + 1xi 6=0wTi 4(µ −
1
2)I
(−σ(Ax∗) + σ(4WSWTS(µ − 12))
)
=
(
S ′b(c1,i)4(µ −
1
2)w
T
i + 1xi 6=0wTi 4(µ −
1
2)I
)(
σ(4WSWTS(µ −
1
2))− σ(Ax
∗)
)
.
(63)
We further expand the gradient, by replacing σ(.) with its Taylor expansion. We have
σ(Ax∗) = 12 +
1
4Ax
∗ + , (64)
where  = [1, . . . , n]T, d = ∇2σ(ud)([Ax∗]d)2, and 0 ≤ ud ≤ [Ax∗]d. Similarly,
σ(4WSWTS(µ −
1
2)) =
1
2 +WSW
T
S(µ −
1
2) + ˜, (65)
where ˜ = [˜1, . . . , ˜n]T, ˜d = ∇2σ(u˜d)([4WSWTS(µ − 12 )]d)2 , and 0 ≤ u˜d ≤ [4WSWTS(µ − 12 )]d. Again, replacing µ
with Taylor expansion of σ(Ax∗), we get
σ(4WSWTS(µ −
1
2)) =
1
2 +WSW
T
S(
1
4Ax
∗ + ) + ˜. (66)
By symmetry, E[ | S] = E [˜ | S] = 0. The expectation of gradient gi would be
gi = E[
(
1xi 6=0(Ax∗ + 4)wTi + 1xi 6=0wTi (Ax∗ + 4)I
)
(14(WSW
T
S − I)(Ax∗) + (WSWTS − I) + ˜)]. (67)
7.4.2. GRADIENT DYNAMICS
Given the code consistency from the forward pass of the encoder, we replace 1xi 6=0 with 1x∗i 6=0 and denote the error by γ as
below which is small for large p (Nguyen et al., 2019).
γ = E[(1x∗
i
6=0 − 1xi 6=0)
(
(Ax∗ + 4)wTi +wTi (Ax∗ + 4)I
)
(14(WSW
T
S − I)(Ax∗) + (WSWTS − I) + ˜)]. (68)
Now, we write gi as
gi = E[1x∗
i
6=0
(
(Ax∗ + 4)wTi +wTi (Ax∗ + 4)I
)
(14(WSW
T
S − I)(Ax∗) + (WSWTS − I) + ˜)] + γ. (69)
We can see that if i /∈ S then 1x∗
i
= 0 hence, gi = 0. Thus, in our analysis, we only consider the case i ∈ S. We decompose
gi as below.
gi = g(1)i + g
(2)
i + g
(3)
i + γ, (70)
where
g
(1)
i = E[
1
4w
T
i (Ax∗ + 4)(WSWTS − I)Ax∗]. (71)
g
(2)
i = E[
1
4(Ax
∗ + 4)wTi (WSWTS − I)Ax∗]. (72)
g
(3)
i = E[
(
(Ax∗ + 4)wTi +wTi (Ax∗ + 4)I
)
((WSWTS − I) + ˜)]. (73)
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We define
g
(1)
i,S = E[
1
4w
T
i (Ax∗ + 4)(WSWTS − I)Ax∗ | S]. (74)
g
(2)
i,S = E[
1
4(Ax
∗ + 4)wTi (WSWTS − I)Ax∗ | S]. (75)
g
(3)
i,S = E[
(
(Ax∗ + 4)wTi +wTi (Ax∗ + 4)I
)
((WSWTS − I) + ˜) | S]. (76)
Hence, g(k)i = E[g
(k)
i,S ] for k = 1, . . . , 3 where the expectations are with respect to the support S.
g
(1)
i,S = E[
1
4w
T
i (Ax∗ + 4)(WSWTS − I)Ax∗ | S]
=
∑
j,l∈S
E[ 14w
T
i ajx∗j (WSWTS − I)alx∗l | S] + E[wTi (WSWTS − I)Ax∗ | S]
= 14νw
T
i ai(WSWTS − I)ai +
∑
l∈S\i
1
4νw
T
i al(WSWTS − I)al + e1 =
1
4νw
T
i ai(WSWTS − I)ai + r1 + e1.
(77)
We denote r1 =
∑
l∈S\i
1
4νwTi al(WSWTS − I)al and e1 = E[wTi (WSWTS − I)Ax∗ | S]. Similarly for g(2)i,S , we have
g
(2)
i,S =
1
4νaiw
T
i (WSWTS − I)ai + r2 + e2. (78)
We denote r2 =
∑
l∈S\i
1
4νalwTi (WSWTS − I)al, e2 = E[wTi (WSWTS − I)Ax∗ | S], and e3 = g(3)i,S . We also denote
β = E[r1 + r2 + e1 + e2 + e3] + γ. Combining the terms,
gi = E[
1
4νw
T
i ai(WSWTS − I)ai +
1
4νaiw
T
i (WSWTS − I)ai] + β
= E[−12ντiai +
1
4ντi
∑
j∈S
wjwTjai +
1
4νaiw
T
i
∑
j∈S
wjwTjai] + β
= E[−12ντiai +
1
4ντ
2
i wi +
1
4ντi
∑
j∈S\i
wjwTjai +
1
4ντi‖wi‖
2
2ai +
1
4ν
(
aiwTi
) ∑
j∈S\i
wjwTjai] + β
= −14piντiai + pi
1
4ντ
2
i wi + ζ + β,
(79)
where ζ =
∑
j∈[p]\i
1
4pijντiwjwTjai +
1
4pijνaiwTiwjwTjai. We continue
gi =
1
4piντi(wi − ai) + v, (80)
where we denote v = 14piντi(τi − 1)wi + ζ + β.
Lemma 7.7. Suppose the generative model satisfies (A1)− (A13). Then
‖v‖2 ≤ 18piντiq‖wi − ai‖2 +O(max(C
3
xs
√
s, C4xs
2)) (81)
Proof.
‖ζ‖2 = ‖
∑
j∈[p]\i
1
4pijντiwjw
T
jai +
1
4pijνaiw
T
iwjwTjai‖2 = ‖
1
4pijντiW\iW
T
\iai +
1
4pijνaiw
T
iW\iWT\iai‖2
≤ 14pijντi‖W\i‖
2
2‖ai‖2 +
1
4pijν‖wi‖2‖W\i‖
2
2‖ai‖22 =
1
4O(ντis
2/(np)) + 14O(νs
2/(np)) = O(s2/(np)).
(82)
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‖E[r1]‖2 = ‖E[
∑
l∈S\i
1
4νw
T
i al(WSWTS − I)al]‖2 = ‖E[
∑
l∈S\i
1
4νw
T
i alWSWTSal −
∑
l∈S\i
1
4νw
T
i alal]‖2
=‖
∑
l 6=j 6=i
pijl
1
4νw
T
i alwjwTjal +
∑
j 6=i
pij
1
4νw
T
i ajwjwTjaj + pil
1
4νw
T
i alwiwTi al −
∑
l 6=i
pil
1
4νw
T
i alal‖2 ≤ O(s2/(np)).
(83)
where each terms is bounded as below
‖
∑
l 6=j 6=i
pijl
1
4νw
T
i alwjwTjal‖2 =
1
4ν(s
3/p3)‖W\i‖2 ≤ O(s3/(pn
√
n)). (84)
where zj =
∑
l 6=i,j wTi alwTjal, hence, ‖z‖2 ≤ O(p
√
p
n ).
‖
∑
j 6=i
pij
1
4νw
T
i ajwjwTjaj‖2 = ‖
1
4ν(s
2/p2)‖W\iz‖2 ≤ O(s2/(np)). (85)
where zj = wTi ajwTjaj , hence, ‖z‖2 ≤ O(
√
p√
n
).
‖
∑
l 6=j 6=i
pijl
1
4νw
T
i alwjwTjal‖2 =
1
4ν(s
3/p3)‖W\i‖2 ≤ O(s3/(pn
√
n)). (86)
‖pil 14νw
T
i alwiwTi al‖2 ≤ O(s2/(np2)). (87)
Following a similar approach for r2, we get
‖E[r2]‖2 = ‖E[
∑
l∈S\i
1
4νalw
T
i (WSWTS − I)al]‖2 = ‖E[
∑
l∈S\i
1
4νalw
T
i (WSWTS)al −
∑
l∈S\i
1
4νalw
T
i al]‖2
= ‖
∑
l 6=j 6=i
pijl
1
4νalw
T
iwjwTjal +
∑
j 6=i
pij
1
4νajw
T
iwjwTjaj + pil
1
4νalw
T
iwiwTi al −
∑
l 6=i
pil
1
4νw
T
i alal‖2
= ‖
∑
l 6=j 6=i
pijl
1
4νalw
T
iwjwTjal +
∑
j 6=i
pij
1
4νajw
T
iwjwTjaj‖2 ≤ O(s2/(np)).
(88)
Next, we bound ‖‖2. We know that Hessian of sigmoid is bounded (i.e., ‖∇2σ(ut)‖2 ≤ C ≈ 0.1). We denote row t of the
matrix A by a˜t.
‖‖2 ≤
n∑
t=1
‖(a˜Tt,Sx∗S)2∇2σ(ut)‖2 ≤
n∑
t=1
‖a˜Tt,Sx∗S‖22‖∇2σ(ut)‖2 ≤ ‖AS‖22‖x∗S‖22‖∇2σ(ut)‖2 ≤ O(C2xs). (89)
Following a similar approach, we get
‖˜‖2 ≤
n∑
t=1
‖[4WSWTS(µ−
1
2)]
2
t∇2σ(ut)‖2 ≤ ‖4WSWTS(µ−
1
2)‖
2
2‖∇2σ(ut)‖2
≤ O(C‖WS‖22‖ASx∗S + ‖22) ≤ O(C2xs)
(90)
So,
‖wTi (WSWTS − I)Ax∗‖2 ≤ ‖wi‖2‖‖2(‖WTS‖22 + 1)‖AS‖2‖x∗S‖2 ≤ O(C3xs
√
s). (91)
Hence,
‖E[e1]‖2 ≤ O(C3xs
√
s). (92)
Similarly, we have ‖E[e2]‖2 ≤ O(C3xs
√
s).
‖ ((Ax∗ + )wTi +wTi (Ax∗ + )I) ((WSWTS − I) + ˜)‖2
≤ 2(‖AS‖2‖x∗S‖2 + ‖‖2)‖wi‖2
(
(‖WTS‖22 + 1)‖‖2 + ‖˜‖2
)
= O((‖x∗S‖2 + ‖‖2)‖‖2) ≤ O(max(C3xs
√
s, C4xs
2)).
(93)
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Hence,
‖E[e3]‖2 ≤ O(max(C3xs
√
s, C4xs
2)). (94)
Using the above bounds, we have
‖β‖2 ≤ O(max(C3xs
√
s, C4xs
2)). (95)
Hence,
‖v‖2 = ‖14piντi(τi − 1)wi + ζ + β‖2 ≤
1
4piντi|(τi − 1)|‖wi‖2 + ‖ζ‖2 + ‖β‖2
≤ 14piντi(
1
2q‖wi − ai‖2) + ‖ζ‖2 + ‖β‖2 ≤
1
8piντiq‖wi − ai‖2 +O(max(C
3
xs
√
s, C4xs
2)).
(96)
Lemma 7.8. Suppose the generative model satisfies (A1)− (A13). Then
2〈gi,wi − ai〉 ≥ (14ντis/p)(1−
q2
2 )‖wi − ai‖
2
2 +
1
( 14ντis/p)
‖gi‖22 −O(C6xpmax(s2/τi, C2xs3/τi)). (97)
Proof. From Lemma 7.7, we have
‖v‖2 ≤ 18piντiq‖wi − ai‖2 +O(max(C
3
xs
√
s, C4xs
2)). (98)
Hence,
‖v‖22 ≤ 2(
1
8τiνqs/p)
2‖wi − ai‖22 +O(max(C6xs3, C8xs4)). (99)
We have gi = 14piντi(wi − ai) + v. Taking the norm,
‖gi‖22 = (
1
4piντi)
2‖wi − ai‖22 + ‖v‖22 + 2(
1
4piντi)〈v,wi − ai〉. (100)
2〈v,wi − ai〉 = −(14piντi)‖wi − ai‖
2
2 +
1
( 14piντi)
‖gi‖22 −
1
( 14piντi)
‖v‖22. (101)
2〈gi,wi − ai〉 = 14piντi‖wi − ai‖
2
2 +
1
( 14piντi)
‖gi‖22 −
1
( 14piντi)
‖v‖22
≥ (14ντis/p)(1−
q2
2 )‖wi − ai‖
2
2 +
1
( 14ντis/p)
‖gi‖22 −O(C6xpmax(s2/τi, C2xs3/τi)).
(102)
Lemma 7.8 suggests that the gradient is approximately along the same direction as wi − ai, so at every iteration of the
gradient descent, wi gets closer and closer to ai. Given Lemma 7.8 from the descent property of Theorem 6 in (?), we can
see that given the learning rate κ = maxi( 11
4ντis/p
), letting δ = κ( 14ντis/p)(1− q
2
2 ) ∈ (0, 1), we have the descent property
as follows
‖w(l+1)i − ai‖22 ≤ (1− δ)‖w(l)i − ai‖22 + κ ·O(C6xpmax(s2/τi, C2xs3/τi)). (103)
Lemma 7.9. Suppose ‖w(l+1)i −ai‖22 ≤ (1−δ)‖w(l)i −ai‖22+κ·O(C6xpmax(s2/τi, C2xs3/τi)) where δ = κ( 14ντis/p)(1−
q2
2 ) ∈ (0, 1) and O(C
4
xp
2max(s,C4xs
2)
τ2
i
(1− q22 )
) < ‖w(0)i − ai‖22. Then
‖w(L)i − ai‖22 ≤ (1− δ/2)L‖w(0)i − ai‖22. (104)
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Proof. Performing the gradient update L times,
‖w(L)i − ai‖22 ≤ (1− δ)L‖w(0)i − ai‖22 +
1
( 14ντis/p)(1− q
2
2 )
O(C6xpmax(s2/τi, C2xs3/τi))
≤ (1− δ)L‖w(0)i − ai‖22 +O(
C6xp
2 max(s, C2xs2)
τ2i (1− q
2
2 )
).
(105)
From Theorem 6 in (?), if O(C
6
xp
2max(s,C2xs
2)
τ2
i
(1− q22 )
) < ‖w(0)i − ai‖22, then we have
‖w(L)i − ai‖22 ≤ (1− δ/2)L‖w(0)i − ai‖22. (106)
Corollary 7.9.1. Given (A2), the condition of Lemma 7.9 is simplified to O(max(s,s
2/p
2
3+2ξ)
p6ξτ2
i
(1− q22 )
) < ‖w(0)i − ai‖22.
8. BCOMP algorithm
We implement binomial convolutional orthogonal matching pursuit (BCOMP) as a baseline for ECDL task, as mentioned in
the Experiments section. BCOMP solves Eq. (2) with `0 psuedo-norm ‖xj‖0, instead of ‖xj‖1, and combines the idea of
convolutional greedy pursuit (Mailhé et al., 2011) and binomial greedy pursuit (Vincent & Bengio, 2002; Lozano et al.,
2011). BCOMP is a computationally efficient algorithm for ECDL, as 1) the greedy algorithms are generally considered
faster than algorithms for `1-regularized problems (Tropp & Gilbert, 2007) and 2) it exploits the localized nature of hc to
speed up the computation of both CSC and CDU steps.
The superscript g refers to one iteration of the the alternating-minimization procedure, for g = 1, · · · , G. We assume
sparsity level of T for BCOMP, which means that there are at most T non-zeros values for xj , set differently according to
the application. The subscript t refers to a single iteration of the CSC step, where additional support for xj is identified. The
setRt contains indices of the columns from H that were chosen up to iteration t. The notation Hi refers to the ith column
of H. The index njc,i denotes the occurrence of the ith event from filter c (the nonzero entries of xj corresponding to filter c)
in the jth observation. The optimization problems in line 10 and 17 are both constrained convex optimization problems that
can be solved using standard convex programming packages.
9. DCEA architecture
We found that BCOMP converged in G = 5 alternating-minimization iterations in the simulations, and G = 10 iterations in
the analyses of the real data. After convergence, the CSC step of the BCOMP can be used for inference on the test dataset,
similar to using the encoder of DCEA for inference. Algorithm 3 shows the forward pass of the DCEA architecture. For
notational convenience, we have dropped the superscript j indexing the J inputs.
Implementation of the DCEA encoder We implemented the DCEA architecture in PyTorch. In the case of 1D, we
accelerate the computations performed by the DCEA encoder by replacing ISTA with its faster version FISTA (Beck &
Teboulle, 2009). FISTA uses a momentum term to accelerate the converge of ISTA. The resulting encoder is similar to the
one from (Tolooshams et al., 2020). We trained it using backpropagation with the ADAM optimizer (Kingma & Ba, 2014),
on an Nvidia GPU (GeForce GTX 1060).
Hyperparameters used for training the DCEA architecture in using the simulated and real neural spiking data In
these experiments, we treat λ as hyperparameter where b = αλ. λ is tuned by grid search in the interval of [0.1, 1.5].
Following the grid search, we used λ = 0.38 in the simulations and λ = 0.12 for the real data. The DCEA encoder performs
T = 250 and T = 5,000 iterations of FISTA, respectively for the simulated and for the real data. We found that such large
numbers, particularly for the real data, were necessary for the encoder to produce sparse codes. We used α = 0.2 in the
simulations and α = 0.5 for the real data. We used batches of size 256 neurons in the simulations, and a single neuron per
batch in the analyses of the real data.
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Algorithm 2 ECDL by BCOMP
input {yj}Jj=1 ∈ RN , {h(0)c }Cc=1 ∈ RK
output {xj,(G)}Jj=1 ∈ RC(N−K+1), {h(G)c }Cc=1 ∈ RK
for g = 1 toG do
(CSC step)
for j = 1 to J do
R0 = ∅, xj,(g−1)1 = 0
for t = 1 to T do
y˜jt = y
j
t − f−1
(
H(g−1)xj,(g−1)t−1
)
c∗, n∗ = arg maxc,n{(h(g−1)c ? y˜jt )[n]}C,N−K+1c,n=1
i = c∗(N −K + 1) + n∗
Rt = Rt−1 ∪H(g−1)i
xj,(g)t = arg minxj − log p(yj |{h(g−1)c }Cc=1,xj), s.t.
{
xj [n] ≥ 0 for n ∈ Rt
xj [n] = 0 for n /∈ Rt
end for
end for
(CDU step)
for j = 1 to J do
for c = 1 to C do
for i = 1 to N jc do
Xj,(g)c,i =
(
0nj
c,i
×K xc,(g)[n
j
c,i] · IK×K 0(N−K−nj
c,i
)×K
)T
end for
end for
end for
{h(g)c }Cc=1 = arg min{hc}Cc=1 −
∑J
j=1 log p(yj |{hc}Cc=1, {Xj,(g)c,i }c,i,j=1), s.t. ||hc||2 = 1
end for
Algorithm 3 DCEA(y,h, b): Forward pass of DCEA architecture.
input y,h, b, α
output w
for t = 1 to T do
xt = Sb
(
xt−1 + αHT
(
y− f−1(Hxt−1)))
end for
w = HxT
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Processing of the output of the DCEA encoder after training in neural spiking experiment The encoder of the DCEA
architecture performs `1-regularized logistic regression using the convolutional dictionary H, the entries of which are highly
correlated because of the convolutional structure. Suppose a binomial observation yj is generated according to the binomial
generative model with mean of µj = f−1
(
Hxj
)
, where f−1(·) is a sigmoid function. We observed that the estimate xjT
of xj obtained by feeding the group of observations to the DCEA encoder is a vector whose nonzero entries are clustered
around those of xj . This is depicted in black in Fig. 7, and is a well-known issue with `1-regularized regression with
correlated dictionaries (Bhaskar et al., 2013). Therefore, for the neural spiking data, after training the DCEA architecture,
we processed the output of the encoder as follows
1. Clustering: We applied k-means clustering to xjT to identify 16 clusters.
2. Support identification: For each cluster, we identified the index of the largest entry from xjT in the cluster. This yielded
a set of indices that correspond to the estimated support of xj .
3. Logistic regression: We performed logistic regression using the group of observations and H restricted to the support
identified in the previous step. Note that this is a common procedure for `1-regularized problems (?Mardani et al.,
2018). This yielded a new set of codes xj that were used to re-estimate H, similar to a single iteration of BCOMP.
The outcome of these three steps is shown in red circle in the supplementary Fig. 7.
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Figure 7. Output of the the DCEA encoder before and after post-processing.
10. Generalized linear model (GLM) for whisker experiment
In this section, for ease of notation, we consider the simple case of Mj = 1 (Bernoulli). However, the detail can be
generalized to the binomial generative model.
We describe the GLM (Truccolo et al., 2005) used for analyzing the neural spiking data from the whisker experiment (Ba
et al., 2014), and which we compared to BCOMP and DCEA in Fig. 4. Fig. 4(b) depicts a segment of the periodic stimulus
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used in the experiment to deflect the whisker. The units are in mm10 . The full stimulus lasts 3000 ms and is equal to zero
(whisker at rest) during the two baseline periods from 0 to 500 ms and 2500 to 3000 ms. In the GLM analysis, we used
whisker velocity as a stimulus covariate, which corresponds to the first difference of the position stimulus s ∈ R3000. The
blue curve in Fig. 4(c) represents one period of the whisker-velocity covariate. We associated a single stimulus coefficient
β stim ∈ R to this covariate. In addition to the stimulus covariate, we used history covariates in the GLM. We denote by
βjH ∈ RLj the coefficients associated with these covariates, where j = 1, · · · , J is the neuron index. We also define aj to
be the base firing rate for neuron j. The GLM is given by
yj [n] ∼ Bernoulli(pj [n])
s.t. pj [n] =
(
1 + exp
(− aj − β stim · (s[n]− s[n− 1])︸ ︷︷ ︸
whisker velocity
−
Lj∑
l=1
βjH [l] · yj [n− l]
))−1 (107)
The parameters {aj}Jj=1, β stim, and {βjH}Jj=1 are estimated by minimizing the negative likelihood of the neural spiking data
{yj}10j=1 with Mj = 30 from all neurons using IRLS. We picked the order Lj (in ms) of the history effect for neuron j by
fitting the GLM to each of the 10 neurons separately and finding the value of ≈ 5 ≤ Lj ≤ 100 that minimizes the Akaike
Information Criterion (Truccolo et al., 2005).
Interpretation of the GLM as a convolutional model Because whisker position is periodic with period 125 ms, so is
whisker velocity. Letting h1 denote whisker velocity in the interval of length 125 ms starting at 500 ms (blue curve in Fig.
4(c)), we can interpret the GLM in terms of the convolutional model of Eq. 8. In this interpretation, H is the convolution
matrix associated with the fixed filter h1 (blue curve in Fig. 4(c)), and xj is a sparse vector with 16 equally spaced nonzero
entries all equal to β stim. The first nonzero entry of xj occurs at index 500. The number of indices between nonzero entries
is 125. The blue dots in Fig. 4(d) reflect this interpretation.
Incorporating history dependence in the generative model GLMs of neural spiking data (Truccolo et al., 2005) include
a constant term that models the baseline probability of spiking aj , as well as a term that models the effect of spiking history.
This motivates us to use the model
log p(y
j,m | {hc}Cc=1,xj ,xjH)
1− p(yj,m | {hc}Cc=1,xj ,xjH)
= aj +Hxj +YjxjH , (108)
where yj,m ∈ {0, 1}N refers to mth trial of the binomial data yj . The nth row of Yj ∈ RN×Lj contains the spiking
history of neuron j at trial m from n− Lj to n, and xjH ∈ RLj are coefficients that capture the effect of spiking history
on the propensity of neuron j to spike. We use the same Lj estimated from GLM. We estimate aj from the average firing
probability during the baseline period. The addition of the history term simply results in an additional set of variables to
alternate over in the alternating-minimization interpretation of ECDL. We estimate it by adding a loop around BCOMP or
backpropagation through DCEA. Every iteration of this loop first assumes xjH are fixed. Then, it updates the filters and xj .
Finally, it solves a convex optimization problem to update xjH given the filters and xj . In the interest of space, we do not
describe this algorithm formally.
11. Kolmogorov-smirnov plots and the time-rescaling theorem
Loosely, the time-rescaling theorem states that rescaling the inter-spike intervals (ISIs) of the neuron using the (unknown)
underlying conditional intensity function (CIF) will transform them into i.i.d. samples from an exponential random variable
with rate 1. This implies that, if we apply the CDF of an exponential random variable with rate 1 to the rescaled ISIs, these
should look like i.i.d. draws from a uniform random variable in the interval [0, 1]. KS plots are a visual depiction of this
result. They are obtained by computing the rescaled ISIs using an estimate of the underlying CIF and applying the CDF
of an exponential random variable with rate 1 to them. These are then sorted and plotted against ideal uniformly-spaced
empirical quantiles from a uniform random variable in the interval [0, 1]. The CIF that fits the data the best is the one that
yields a curve that is the closest to the 45-degree diagonal. Fig. 4(e) depicts the KS plots obtained using the CIFs estimated
using DCEA, BCOMP and the GLM.
12. Image denoising
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(a) Original (b) Noisy peak= 4 (c) DCEA-C (d) DCEA-UC
Figure 8. Denoising performance on test images with peak= 4. (a) Original, (b) noisy, (c) DCEA-C, and (d) DCEA-UC.
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(a) Original (b) Noisy peak= 2 (c) DCEA-C (d) DCEA-UC
Figure 9. Denoising performance on test images with peak= 2. (a) Original, (b) noisy, (c) DCEA-C, and (d) DCEA-UC.
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(a) Original (b) Noisy peak= 1 (c) DCEA-C (d) DCEA-UC
Figure 10. Denoising performance on test images with peak= 1. (a) Original, (b) noisy, (c) DCEA-C, and (d) DCEA-UC.
