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Criteria for boundedness, asymptotic stability of sample paths given by solutions 
to nonlinear stochastic-evolution equations are presented. The analysis is based on 
a functional It6 formula, Liapunov and related functionals, and generalization of 
methods developed in finite dimensions. Applications to parabolic It8 equations are 
given. 
1. INTR~OUCTION 
We are mainly interested in the stability of certain partial differential 
equations of evolution type under a random-parametric excitation. These 
equations will be modeled as stochastic-evolution equations of It6 type in 
Banach space as follows: 
Let V be a real, reflexive Banach space and H a real, separable Hilbert 
space such that the inclusions Vc H c U = V’, the dual of V, are densely 
defined and continuous. Consider the Ito’s equation in U, 
du =A@) df + B(u) dW,, 40) = uo > (1.1) 
where the mappings A : V + U and B: V+ Y(K, H) are bounded, continuous, 
and ip(K, H) denotes the space of bounded linear operators from the Hilbert 
space K into H. The process { W,) is a K-valued Wiener process defined over 
(Q,T, P), with mean zero and a nuclear covariance operator Q on K 
defined by the inner product 
(Qk, 2 4 = EW, 9 k,)W,, k,), Vk,,k,EK. (1.2) 
The existence, uniqueness, and regularity of sample solution of (1.2) were 
investigated by Bensoussan-Temam [l] and Pardoux [2] under suitable 
assumptions. A Martingale approach introduced by Stroock-Varadhan [ 3 ] 
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was generalized by Viot [4] to Eq. (1.1). For other works, one is referred to 
the articles by Chow [5] and Dawson [6]. 
In studying the stability of (1.1) suppose that u = u^ is a steady-state (or 
equilibrium) solution of the unperturbed equation 
which satisfies 
du/dt = A(u), (1.3) 
A(u^)=O. (1.4) 
We wish to study the stability and the asymptotic stability of the equilibrium 
state u = u^ under a state-dependent white-noise perturbation. 
The asymptotic stability of linear stochastic-evolution equation was 
treated by Haussmann [7]. In this paper, we shall develop a Liapunov 
method for stability criteria pertaining to the, generally, nonlinear stochastic 
equation (1.1). Our approach generalizes ome results of Pinsky [8] for a 
stochastic equation in R” to that in a Banach space. This extension enables 
us to study the stability of some partial differential equations, such as a 
system of reaction-diffusion equations. Included here are some results in the 
linear case treated by Haussmann. Applications of the theory to parabolic 
It6 equations will be discussed. 
Specifically, Section 2 contains some mathematical preliminaries uch as a 
functional Ito’s formula and the notion of harmonic and Liapunov 
functionals. Two results on almost surely (as.) bounded and unbounded 
solutions are given by Theorems 3.1 and 3.2 in Section 3. Section 4 contains 
the main results of the paper. The criteria for asymptotic stability with 
probabilities close to one and equal to one are stated in Theorems 4.1 and 
4.2, respectively, while in Theorem 4.3 an estimated growth rate of 
unbounded solutions is given. Some special results for linear and nonlinear 
equations satisfying a coercivity condition are presented in Section 5. 
Finally, in Section 6, applications to some parabolic Iti, equations are 
discussed. 
2. PRELIMINARIES 
For simplicity, the stability analysis will be carried out with respect o a 
Hilbert-space norm. The theory can be generalized to a Banach-space setting 
by some minor technical modifications. 
The differential equation (1.1) by definition, is equivalent to the 
stochastic-integral equation 
f 
t 
ut = ug + A@,) ds + 
0 I 
’ B(u,) dW,, (2.1) 
0 
where U, = u(t). 
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Since we shall confine ourselves to stability questions, one will assume 
there exists a sample solution U, of Eq. (2.1) and U, E V as in the work of 
Pardoux (21. 
More precisely, let ]] . ]I, I . I and ]] . ]I* denote the norms in V, H, and U, 
respectively; (., .) and (., +), the inner product in H and the duality between 
V and U, respectively. For any Banach space X, define dP(T; X), p > 1, to 
be the space of nonanticipating X-valued processes &, t E [O, T], which are 
jointly measurable in (t, o) and is T-measurable a.e. t E [O, T] such that 
E ]t ]I&]]! dt < co. Assume that, for any U, E L’(Q; H), Eq. (2.1) has a 
solution u E Jp(T, V) nL2{R; C(T, H)}, where C(T, H) denotes the space 
of H-valued continuous functions on [0, T]. 
Since the Ito’s formula plays an important role in the subsequent stability 
analysis, we shall give a version of it suitable for our purpose without proof. 
LEMMA 2.1. Let 4 be a continuous, locally bounded functional defined on 
H satisfying: 
(i) 4 is twice (Frechet) differentiable in H, and the derivatives 4’ and 
4” are locally bounded from H into H and Y(H), respectively. 
(ii) 4’(v) E V, Vv E V, and VW E U, the mapping: v + (w, 4’(v)) is 
continuous from V into R. Further 3K > 0 such that 
li4’(vN <KC1 + Ilvll), VVE v. 
(iii) VTE P’(H), the mapping: v-t Tr[Q”(v)], from V into R, is 
continuous. 
Suppose that the operators A and B are such that: 
(i) A: V+ U and B: V+ P2(K, H) are locally bounded and con- 
tinuous, 
(ii) Vu, E LP(T; V), p > 1, A@,) E Lq(T; U), (l/p) + (l/q) = 1, 
(iii) VU, E H, Eq. (2.1) has a solution uI which belongs to 
,Hp(T; V)n L2{B; C(T; H)}. 
Then the following Ito’s formula holds: 
c&) = Q&J + ,( ~dk) ds + !o’ (4’04, B(u;) dws), a.s., (2.2) 
where 
Y@(v) = (A(v), 4’(v)) + i Tr{#“(v) B(v) QB*(v)), Vu E V. (2.3) 
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Remarks. (1) Under the assumptions of Lemma 2.1, the stochastic 
integral Ib (#‘(us), B(u,) dW,) is a continuous, local Martingale. The proof of 
the lemma may be found in [2,4]. 
(2) The assumptions on $ in the above lemma are too restrictive in 
application. Sometimes 4 is defined only in a bounded subset of H. The 
following modified version of Ito’s formula will be useful. 
LEMMA 2.2. Let 4 be a continuous functional defined in a bounded, open 
subset G c H. Assumptions (i)-(iii) are satisfied with H replaced by G, V by 
V n G, whenever is appropriate. If u0 E G, then the Ito^‘s formula (2.2) holds 
with t replaced by (tA z), where 5 is the first passage time, 
r = inf{s > 0: u,, e G, u, & G}. (2.4) 
Remark. As is the case for Lemma 2.1, the proof can be given based on 
the Ito’s formula in finite dimensions by the Galerkin method. 
Let 4, w be functionals in H satisfying the assumptions of Lemma 2.2. In 
particular the following functionals will be of interest o us: 
DEFINITION 2.1. A functional 4 on G c H is said to be an P- 
superharmonic if 
g#(u) < 07 VuEGnV, 
an Y-subharmonic if the inequality is reversed. 
DEFINITION 2.2. A functional 4 defined in G, c H containing the origin, 
is called a Liapunou functional if it is Y-superharmonic and (strictly) 
positive definite, i.e., g(h) > 0 if h # 0; 4(O) = 0. 
DEFINITION 2.3. A functional v defined on H’ = H - (0) is called a F- 
functional if it is .P-superharmonic in H’ and y/(h) -+ a~ as ] h) -+ co. 
Throughout the paper, all functionals 4, w,..., are assumed to satisfy the 
conditions for the Ito’s Lemma 2.2 in their respective domains without 
further repetition. 
3. BOUNDEDNESS OF SOLUTION 
Let uh,t denote a solution of Eq. (1.1) or, equivalently, Eq. (2.1) with 
u0 = h E H, and let rh = rh[rl, rz] be the first passage time defined by 
rh = inf{t > 0: h E S(r,, rz), uh.t @ S(r, , rz)), (3.1) 
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where 
Let 
bi = ,h’IlT (IQ), i= 1, 2. (3.2) 
r, 
LEMMA 3.1. If there exists a Liapunov functional $ dej%ed in a 
neighborhood G, of the origin and a untformly positive-definite locally 
bounded-continuous functional p on G, such that 
F$(v> < -P(V), tivEG,nV, 
then, for any h E S(r, , rJ c G, and a suf$ciently small r, , 
Ph,,rhl = r,i ,< (4(h) - b,>/(bz - b,)- 
(3.3) 
(3.4) 
If there exists a Ffunctional v (see Definition 2.3) satisfying (3.3) with G, 
replaced by H - (O}, then, for any h E S(r ,, rJ and a sufficiently large rz 
P(Iuh& = rI I 3 (b, - +W>>/(b2 - b,). (3.5) 
Proof To prove (3.4), we first show the first passage time sr,[rl, rz J 
defined by (3.1) is finite a.s., for S(r,, r2) c Go. Let r, = thlr,, r2J A II, 
which is a Markov time. By Ita’s Lemma 2.2, 
Upon taking expectation and noting (3.3), we get 
Since p is bounded and (uniformly) positive definite, 
Thus (3.6) yields 
or 
POET,, < 4th) -E&+,,r,) < 4(h) 
Et, < su p ‘IClh <‘Z GYPo < 00, 
(3.7) 
since, by assumption, 4 is bounded on S(r,, r2). 
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&Jr,, $1 < 00, 
which implies 
405 
P{r,[r,, r,] < co} = 1. 
Consider the functional 
VI = (Tw) - bl>/(b -bJ- (3.8) 
By applying Lemma 3.2 to 0, 
ecu ,t,rh) = 0th) + (” ~%,s) ds + [” (@(u/w), Wd dw,). 
Since 
‘0 ‘0 
for a sufficiently small r-r, we conclude that 
Now clearly, 
But, in view of definition (3.2) and (3.8) 
,jgr, w = 0 and ,in=f 2 e(h) = 1. r 
Noting (3.9) and (3.1 I), relation (3.9) implies 
PII %Th I = 4 < w = (4(h) - w/(4 - w > 0 
for a suffkiently small rr, as to be shown. 
To verify (3.5), we let 
e(h) = (b, - 9ww2 - 4) 
and proceed in a similar manner. I 
(3.9) 
(3.10) 
(3.11) 
THEOREM 3.1. If there exists a Liapunov functional 4 which satisfies the 
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assumptions of Lemma 3.1, with G, = H, then every solution uh,, of Eq. (2.1) 
with u0 = h E H, is bounded a.s., i.e., 
P{sup Iu& < co} = 1. 
t>o 
Proof: By (3.4) of Lemma 3.1, we ,have 
P{I Utl,T,$ I = 12 1 < (4(h) - bJ/& - b,). 
Since 
and b, = 0 as rl 1 0, we have 
Letting r2 + co, one has b, + co so that the above result shows 
wph,tl=~I=o 
or 
wg I %tl < co 1 = 1 as asserted. I 
To give a complement to Lemma 3.1, let 4 be defined in H - {O} and 
bounded for 1 h I > E, VE > 0. Define 
di = ,:yfr, O(h), i= 1,2. I 
LEMMA 3.2. Let 4 be iP-subharmonic in H’ = H - (0). Assume that 4 is 
bounded on G,=(hEH:Ihl>e}, V’E>O, and g(h)-+-co as Ih(-+O. 
Furthermore, let there exist a continuous functional q on H’ with 
inf,,,,, v(h) = B(E) # 0, such that 
.ip$Hv) 2 V(V)> vu E v- (0). 
Then, for a suflciently small rl 
PiI uh,rhl = r21 > (9(h) - 4>/(d2 - 4). 
The proof of this lemma is similar to that of Lemma 3.1 and will be 
omitted. With the aid of this lemma, we can easily verify the following 
unboundedness theorem: 
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THEOREM 3.2. If there exists an iP-subharmonic functional as given in 
Lemma 3.2, then the solution u,,( of Eq. (2.1) becomes unbounded, or 
P{sup IuJ = co) = 1. 
t>o 
ProoJ Clearly, we have 
By Lemma 3.2, it follows that 
First taking rl 1 0, then letting rz -+ co, one has the desired result 
Remark. So far we consider only the autonomous system. The boun- 
dedness theorems can also be stated for a nonautonomous ystem. For 
example, as a generalization of Theorem 3.1, let there exist a time-dependent 
Liapunov functional #(t, u) for a nonautonomous version of Eq. (2.1), such 
that 
W(t, VW) + 99% v> < -P(V), VVE v 
and other properties of $ in the theorem hold uniformly in t. Then, again, we 
can assert that P{su~,,~ Ju~,~] <co} = 1. 
4. ASYMPTOTIC BEHAVIOR AND STABILITY 
For convenience, let u^ = 0 be an equilibrium solution of Eq. (2.1), whose 
stability is under consideration. From a practical viewpoint, one observes 
only sample paths. Therefore, we shall be mainly concerned with the 
pathwise-asymptotic stability in two different notions. 
DEFINITION 4.1. The equilibrium solution u” z 0 is said to be 
stochastically stable if V/E, cl > 0, 36(~, cl) > 0 3 
WUP I Uh,ll > &I 1 < EY 
t>o 
whenever Ihl < 6. 
It is asymptotically, stochastically stable if, V’E > 0, 38(~) > 0 3 
P{ fit j u~,~I =0) > 1 - E, whenever I h I < 6. 
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DEFINITION 4.2. The null solution u^ = 0 is said to be U.S. stable if. 
Ve > 0, G(E) > 0 3 
pisup I%,rl > sJ = 1 for Ihl < 6. 
I>0 
If the null solution is a.s. stable and satisfies the condition 
P( lim Iu~,~~ = 0) = 1 
Ma3 
for every h with Ih I < 6, 
the solution is said to be a.s. asymptotically stable. 
In the above definitions, if a designated probability is attained for every 
h E H, the stability is said to be global. 
To prove a.s. asymptotic results, we need a few lemmas. 
LEMMA 4.1. Let there exist a Liapunov functional 4 defined in a 
neighborhood G, c H of the origin such that condition (3.3) in Lemma 3.1 is 
satisfied. Then V/E, r > 0, 36 > 0 3 
P{lu,,,l>rforsomet>O)<e whenever I h 1 < 6. 
Remark. By Definition 4.1, the null solution u^ z 0 is stochastically 
stable. 
LEMMA 4.2. Zf there exists a Y-functional I+ then, for h & B = (h E H: 
Ihl < r}, we have 
P{u,,, E B for some t > 0) = 1. 
The proof of the above lemmas follow from Lemma 3.1. For the first 
lemma, for r > 0, take h E S(r,, r) for some r, < r = r2. By (3.4) in Lemma 
3.1, we get, as r, + 0 
P{/ u~,~I > r for some t > 0) < #(h)/b, < E for any E > 0 
if we choose 6 < r such that 4(h) < b, E for (h I < 6. 
The second lemma is a simple consequence of (3.5) with r = r,, as 
rz-+ co. 
LEMMA 4.3. Let the functional 4 and the operator B be given as in 
Lemma 2.2. Zf 
SUP E IB*bJ 4’bJ12 G a, S>I” 
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then 
P 
I- 
,“; f j-’ (d’(u,,,), B(uh,S) dW,) = 0 = 1. 
. to I 
This is a strong law of large number. The proof is the same as that for the 
R”-case (see, e.g., [9, p. 1251). 
With the aid of the above lemmas, the following a.s. stability theorem can 
be proved: 
THEOREM 4.1. Suppose there exists a Liapunov functional 4 in a 
neighborhood G, c H containing the origin such that 
Pk(u) < -Q(u) VvEG,nV andsome k>O. (4.1) 
Then the equilibrium solution 12 = 0 is a.s. asymptotically stable, i.e., there 
exists a ball B(6) c G, with radius 6 > 0 such that 
P{ ,“; ]u~,~] = 0) = 1, Vh E B(6). 
Proof: The proof is adopted from that of Pinsky [8, Theorem 2.51 for 
global stability with a slight modification. 
Let B,={hEH:jhl<r,}, i-1,2, such that B,cB,cG,. By Lemma 
4.1, for h E g, with r, > 0 sufliciently small, we have 
P{]u,,J>rr,forsomet>O} (5. (4.2) 
For h E B,, define a sequence of hitting times: 
r, = inf{t > 0: u,,~ ‘.Z B,}, u1 = inf{t > rr: u~,~ E aB,}, 
r2 = inf{t > u,: u~,~ E B,} ,..., 
t, = inf{t > cr-r: u~,~ E B,}, cr, = inf{t > t,: u*,~ E 3B,}. 
Thus, Vh E B,, 
P{o, < co} = P{u,*, hits 3B, after hitting B,} 
= WbL*,t hits aB,l x,~,<~~L h, = uh,q, 
< jP{r, < 00) by (4.2) 
<t, 
410 PAO-LIU CHOW 
where x. denotes the indicator function. In general, we have, 
P{u, < co } = P{u,,, hits aB, for some t > r,,) 
= Wbr”,, hits 8B, for some t > 0) x,~,<~, 1, 
where h, = u,, * n E Hi. Noting (4.2) and the fact u”-, < r,,, one obtains 
P{o, < coo) < ppJ,-, < 00) < <;y by induction. 
Hence, by the Borel-Cantelli lemma, 
P{u, < 00 i.o.} = 0. 
For each w, let N= N(w) be the largest integer for which un < 03 and 
u~,~ E B,, t > u,,,. Apply the Ito’s formula to 4 for t > uN, 
< (Ed + eZt) - k [’ #(u,,,) ds 
“0, 
a.s. 
by Lemma 4.3 and an assumption on 4, where E, = ~up,,,,~~~ 4(h). There- 
fore, by the Gronwall’s inequality, lim,,, )(u~,~) = 0 a.s. or 
P(lim,,,lu,,,l=O}= 1,providedthatIhl <6<r,. [ 
Remark. In the proof, condition (4.1) was used only in the last step to 
ensure 1 uhS,l + 0 as t -+ co. Dropping this condition, one would have a.s. 
stability instead of a.s. asymptotic stability. 
COROLLARY 4.1. If the Y-jiinctional 4 satisfies P#(v) < -p(v) for 
v E G, f7 V as in Lemma 3.1, the null solution is a.s. stable, i.e., YE > 0, 
38(~) > 0 such that, 
p’yy~ IU/t,rl > El = 1, whenever 1 h / < 6. 
For global stability, we need a Y-functional. If such a functional exists, 
then for any h E H, Lemma 4.2 implies the probability of uh,, hitting B(6) 
equals one. Once entering the neighborhood B(6), by Theorem 4.1, we get 
1 u~,~I + 0 a.s. Thus, we have the following global stability theorem: 
THEOREM 4.2. If there exists an P-functional 4, as in Theorem 4.1 and a 
F-functional w, then the equilibrium solution u” = 0 is a.s. globally, 
asymptotically stable. 
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In case that the solution is unbounded, 
it is desirable to estimate its growth rate, if possible. To this end, let Q be a 
smooth, positive functional on H. Then the following growth theorem holds: 
THEOREM 4.3. Let # be a positive, smooth functional 4 on H so that the 
Ito^ formula holds and 4(h) --f co as (hi + 00. Furthermore, the following 
conditions are satisfied: 
!ig LY(t(v)>a>O, 
IUI’~ 
;y P*(v) #‘(VI < MT 
vEV forsome a and M>O. 
Then, if 
Proof. In view of the It6 formula (2.2), it suffices to show 
P 
I J 
,“z f 
-t 
1 ($‘(u,,,), B(u,J dw,) = 0 = 1 
I 
and 
P ,““, f 
I J 
A Jf#(u,,J ds > a = 1. 
* 0 I 
The former is true by Lemma 4.3. Since 
lim I If Ud(u,,,) ds > lim L 1’ lim 
I’m t 0 :-+a) t 0 I”Fco 
4pd (v) ds > a as., 
the latter follows. I 
5. STABILITY AND COERCIVITY 
In proving the existence of solution to an evoluational equation, a coer- 
civity condition is commonly assumed. It will be shown that the stability is 
closely related to the coercivity condition, if we take the Liapunov functional 
to be quadratic. 
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DEFINITION 5.1. The operator A: V-t U is siad to be coercive if there 
exist constants a > 0 and 1 3 
(~(~),~),<~l~12-~Il~llP, VVE v (p> 1). (5.1) 
For a stochastic equation, we have the following generalization [2 ] : 
DEFINITION 5.2. The perturbed stochastic equation (1.1) is called 
coercive if there exist constants a > 0 and A, y 3 
2(~(~),v)+T~[~(v)Q~*(~)]~~+~l~12-~ll~llP, Vu E I’. (5.2) 
Let us first consider the linear case, i.e., the operators A and B are linear 
in (1.1). Suppose that A generates a strongly continuous semigroup 
(T,,t>O} on H. We define 
Vh E H, (5.3) 
where P E Y(H) is strictly positive. In particular, we take P to be the 
solution of the operator equation 
,.m 
P= ) TT[Z+A(P)] T,dt, 
-0 
(5.4) 
where A(P) is defined by 
(A(P) u, u> = Tr[PB(u) QB*(u>], Vu,vE v. 
The existence of a unique positive solution P was shown in 171 under the 
conditions 
IlT~llv<~e-4’ for some M, /I > 0 (5.5) 
and 
.a T;A(Z) T,dt 
0 I/ 
< 1, VP E Y(H). (5.6) 
Y 
It is easy to check that, for Q = (Ph, h) 
94(v) = 2(Av, Pv) + Tr[PB(u) QB*(v)] = -(u, v) < --/z(Pv, v>, 
where A = ]] PIlip’, if P satisfies (5.4). So there exists A > 0 such that 
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Clearly, 0 given by (5.3) satisfies the assumptions of Theorem 4.2. As a 
corollary, we have 
THEOREM 5.1. Let A: V-r U and B: V+ Y(K, H) be bounded linear 
operators. Suppose that A generates a exponentially stable semigroup 
{T,, t > 0} such that (5.5) and (5.6) are satisfied. Then the null solution of 
the linear equation (1.1) is a.s. asymptotically stable. 
Remark. In contrast with the corresponding theorem [7, Theorem 61 by 
Haussmann, our proof is entirely different. 
In general, we consider the nonlinear case. Let 4 be the simplest possible 
functional 
Yw) = IW (5.7) 
Then 
9~4~) = W(v), Q) + Tr[W) W*(u)] 
~Y+~l~lz-~Il~llp, P> 1, VVE v, 
if Eq. (1.1) satisfies the coercivity condition (5.2). Thus if I = 0 and y < 0, 
we have 
~~~~>~-~Il~lIP~-~~l~lP, 
since there exists a constant /I > 0 such that 
II~II 2Pl4. (5.8) 
By Theorem 3.1 with p(h) = a/l I hlP, the null solution is bounded w.p.1. If 
A < 0, Y < 0, 
According to Theorem 4.2, we have the a.s. asymptotic stability. But, if 
1 > 0, then 
For p > 2, clearly, 1 + lhlP > IhI*, we have 
609/89/2-S 
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if 
aP+y<O and 6=a/?--1>0. 
In the above two cases, again, the null solution is a.s. asymptotically stable. 
Let us summarize the results. 
THEOREM 5.2. Let stochastic equation (1.1) satisfy coercivity condition 
(5.2) with constants a > 0, A, y and /3 is the scale constant in (5.8). Then 
(1) P{sup,>,Iu,,,I < cc)= 1 VhEH, ifA=O, y<O; 
(2) PPm,,, Iu~.~/ = 0) = 1 Vh E H, if either one of the following 
holds: 
(i) A < 0, Y<O, 
Remark. The special choice of the Liapunov functional (5.7) is generally 
known as an energy method. In this case, coercivity condition (5.2) may be 
regarded as a stability criterion. 
6. APPLICATIONS TO PARABOLIC 1~6 EQUATIONS 
In this section, we shall give a few examples of parabolic Ito equations to 
which our previous results are applicable. 
EXAMPLE 1. Consider the problem arising from turbulent diffusion [ lo]: 
&(t, x)/at = vAu - [&,x, o) . V] U, XEDCR’, (6.1) 
u(O, x) = &l(x), (6.2) 
au/an + bu jaD = 0, (6.3) 
where ((t, x, o) denotes the random-drift velocity, v and b are positive 
constants, and a/an is the outward-normal derivative on the boundary aD. 
Let H = L’(D), V = HA(D) be a Sobelev space with elements atisfying 
bounday condition (6.3), U = (HA)*. For a generalized solution [ 111, we 
may define A = VA: V+ U and B(.)= [V(.) .I: V-+P(K,H), where 
K = (L,(D)}3. Suppose that 
&, x, w> = w, x, w> 
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is a white noise, a formal derivative of a K-valued Wiener process with the 
bounded, continuous-covariance functions qij(x, y) so that 
<QU>ij (x) = I, qij(X, V> U(Y) do, i, j = 1, 2, 3. (6.4 > 
Clearly, we can now rewrite system (6.1)-(6.3) in the form (1.1). If the 
boundary is smooth, say C2, then (-A) = (-+A) generates a strongly 
continuous semigroup {r,} [ 121. In fact (-A) has a complete set of 
orthonormal set of eigenfunctions {ei} with eigenvalues 0 < Ai <A, < 
A,<*-*<&<‘**, with finite multiplicity, so that Vu E H, 
(T,u)(x) = 9 vie,(x) e-l”, 
i=l 
(6.5) 
where 
ui = (u, ei> = ja U(X) e,(x) dx. 
So, condition (5.5) is obviously satisfied. 
Let 
Then for f, g E H, 
R(u) = B(u) QB*(u). (6.6) 
(R(u).Lg)=jnjD i$, qijtxyY)y a;;' z&(Y) g(x) dx 44 , 
so that 
where 
40 = o Syyc 3 I qijCx)l * 
XED 
In (5.6), Vu E H, 
7’;A(Z) T,u dt, u *O” (A(Z) Ttu, 7’,u) dr 
0 
.cc 
= 
J 
Tr R(T,u) dt noting (5.4) and (6.6) 
0 
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G40 . JJ .m IVT,u(x)l’ dx dt by (6.7) D 0 
= (qo/v) Ju” (-AT, u, 7; v) dt 
= (qo/v) lgl 1:: Aiufe-2Ait dr 
= (qo/v) 2 $I; 
i=I 
= (q,Pv) I u I29 
or 
.m T;kA(I) Tt dt 
II 
< qop. 
0 P(H) 
Thus condition (5.6) is satisfied if 
qo < 2v. 
Then in view of Theorem 5.1, the null solution of problem (6.1)-(6.3) is a.s. 
asymptotically stable Vu, E L,(D), via the Liapunov functional (5.3). 
Remark. This result can be easily generalized to linear system of random 
parabolic equations, where A may be an uniform-elliptic operator. 
EXAMPLE 2. Consider the model equation in population biology [2]: 
au@, x)/at = vdu + (u/( 1 + 1 u I)) Gqt, x), t>O, xEDcIR” 
@A x) = q-l(x), u lBD = 0. (6.8) 
Let H = L*(D), V = H;(D), A = VA: V+ U, B: u(x) + (u(x)/( 1 + I v(x)l)) 
from V into H, and W(t, x) is a H-valued Wiener pocess with a bounded 
continuous-covariance function q(x, y). It is easy to verify that 
2(-4u, u) + Tr[B(u) QB*(u)] 
= -2vI 
D 
IV4x)12 dx +~Dq(x,x) ,1:‘;&,2 dx 
< -2v lV?g + (qv, v). 
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Thus the following coercivity condition holds 
WV, u) + Tr[B(v) QB*(u)] < (-MO + qo) Iu12. 
Invoking Theorem 5.2, we conclude that the null solution of the system (6.8) 
is a.s. asymptotic stable provided that q. < 2vJ,. 
EXAMPLE 3. A variation of Eq. (6.8) is the following [4]: 
au(t, x)/at = VAU - O(U/(l + lu]) + ulP(t, x), 
t>o, XEDEIR” (6.9) 
which satisfies the same initial-boundary conditions as before. In contrast 
with the previous example, A(v) = vAv - (v/(1 + /VI)) is nonlinear, B(v) = 
v(x), and 
W(u), 0) + T@(u) QB*(u)] 
dx+ . q(x,x)v2(x)dx 
! D 
< -(2v& + 2a - 40) / u I*, 
where I, and q. are given in the previous example. Therefore, by Theorem 
5.2 the null solution of (6.9) is a.s. asymptotically stable if q. < 2(v,lo + a). 
Remark. For other stochastic-model equations in population biology, 
one is referred to [13, 141. 
EXAMPLE 4. Consider the nonlinear-diffusion problem in lR3: 
&(t, x)/i2 = vAu + F(u) - [((t, x, w) . V] U, t>O, xED, (6.10) 
subject to the same innitial-boundary conditions and a random perturbation 
as in Example 1. 
Suppose there exists a smooth Liapunov function E(u) for the related 
ordinary differential equation 
du/dt = F(u), 
such that E”(u) = d2E/du2 > 0 and lim,,, E(t) = +co. 
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Suppose V=LP(D)nHA, p > 1, H= L’(D), and a solution of (6.9) 
exists in MP(T, V)nL*{Q; C(T, H)}. As shown in 1151, the functional $ 
defined by 
4(u) = JD E[4x)l dX> VVE v, 
can be made a Liapunov functional. In fact, letting A(v) = vdv + I;(v), 
B(u) = (VU) . , we get 
= -v I’ E”[u(x)] IVv(x)l’dx + 1’ Flu(x)] E’[u(x)] dx 
-D -D 
Since F(v) E’(u) < 0 as a property of E, the above gives 
ip#(u) < -(v - qo/2) I’ E”[u(x)] /VU(X)/~ dx < 0 if q. < 2v. (6.11) 
-n 
Thus, applying Theorem 3.1, for every u0 E H, the solution of (6.10) is 
bounded a.s. 
For asymptotic stability, we need to impose further conditions on E. There 
exist positive constants /I, E such that E(t) ,< j3t’ and E”(t) > E, Vt E R. Then 
(6.10) becomes 
yw> Q -@ - 4cm &I Iv I2 < -(v - 40/2)&49 O(v), 
where, as before 
Now we can assert he a.e. asymptotic stability of the null solution if q. < 2v, 
by Theorem 4.2. 
Remark. Here the examples are confined to the scalar case. Applications 
to systems of reactionaiffusion equations are of independent interest and 
will be discussed in detail, elsewhere. 
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