We prove that a simple, separable, nuclear, purely infinite, classifiable C * -algebra is weakly semiprojective if and only if its K-groups are direct sums of cyclic groups.
Introduction
The first definition of semiprojectivity for C * -algebras was given by Effros and Kaminker in the context of noncommutative shape theory ( [EK] ). A more restrictive definition was given by Blackadar in [B1] . Loring introduced a third definition, which he termed weak semiprojectivity, in his investigations of stability problems for C * -algebras defined by generators and relations ( [Lo] ). Recently Neubüser has introduced a slew of variants, the most important being what he called asymptotic semiprojectivity ( [N] ). Using the authors' initials to represent the above notions, the implications among them are: B ⇒ N ⇒ EK, L.
All versions of semiprojectivity are of the following form: * -homorphisms into inductive limit C * -algebras can be lifted (in some sense) to a finite stage of the limit (the precise definitions may be found in section 1, and in the references). As a consequence, among the first (and easiest) examples for which semiprojectivity was established are the Cuntz-Krieger algebras. This drew attention to the class of separable, simple, purely infinite, nuclear, classifiable C * -algebras, for which Kirchberg and Phillips have shown that K-theory is a complete invariant ( [Ki] , [P] ). Blackadar proved in [B2] that for such algebras, finitely generated K-theory is necessary for semiprojectivity in the sense of [EK] . He conjectured that for these algebras finitely generated K-theory is sufficient for semiprojectivity in the sense of [B1] , and proved this for the case of free K 0 and trivial K 1 . Further progress was made in [Sz] and [Sp2] , and the conjecture is now known in the case of free K 1 , but remains open in general. The methods used in all work on the conjecture rely upon explicit models for these algebras, constructed from directed graphs. In another direction, Neubüser used abstract methods to show that (for the algebras under consideration,) finitely generated K-theory is equivalent to asymptotic semiprojectivity.
In this paper we study weak semiprojectivity for separable, simple, purely infinite, nuclear, classifiable C * -algebras. Our main result, Theorem 3.17, is that such an algebra is weakly semiprojective if and only if its K-groups are direct sums of cyclic groups. The key difficulty lies in dealing with torsion in K 1 , where we are forced to use tensor products of known semiprojectives. Semiprojectivity is badly behaved with respect to tensor products, and we rely on Neubüser's result to get started. Our contribution is thus in extending to the case where the K-theory is not finitely generated. Another crucial technical aid is an alternate characterization of weak semiprojectivity, due to Eilers and Loring ([EL] ).
Our method of proof involves constructing explicit models for the C * -algebras, which we feel is worthy of independent interest. We present them first as groupoid C * -algebras, which makes it easy to establish their structural properties. We then define them by generators and relations, and use this presentation to compute their K-theory. Our construction uses a hybrid object which is partly a directed graph and partly a 2-graph (in the sense of [KP] ).
The outline of the paper is as follows. In section 1 we prove the necessity in the main theorem. This involves a kind of finite approximation property for abelian groups. In section 2 we construct the groupoid whose C * -algebra has as K-theory a specified direct sum of cyclic groups. The general theory of graph C * -algebras (e.g. from [Sp1] ) and of higher rank graphs (in [KP] ) does not apply, so we proceed from scratch. In section 3 we prove the presentation by generators and relations, blending the Cuntz-Krieger relations for 1-graphs and 2-graphs, and finish the proof of the main theorem.
During the final stages of writing this paper we learned of Huaxin Lin's preprint [Li] , where the same theorem is proved by different means.
Direct Sums of Cyclic Groups
The definition of weak semiprojectivity that follows is not Loring's original one, but was proved to be equivalent to it in [EL] , Theorem 3.1.
Definition 1.1. The C * -algebra A is called weakly semiprojective if given a C *algebra B with ideals I 1 ⊆ I 2 ⊆ · · · ⊆ I = ∪ k I k , a * -homomorphism π : A → B/I, a finite set M ⊆ A, and ǫ > 0, there exists n and a * -homomorphism φ :
where ν n : B/I n → B/I is the quotient map. It is sometimes convenient to replace the increasing sequence of ideals by a directed family.
We remark that if M and ǫ are omitted, and it is required that π = ν n • φ, then we recover Blackadar's definition of semiprojectivity. Neubüser's definition of asymptotic semiprojectivity can be obtained by omitting M and ǫ, and replacing φ by a point-norm continuous path φ t such that for every
Definition 1.2. An abelian group G has Property C (for cyclic -see Proposition 1.5 below) if for every finite set F ⊆ G there exists a finitely generated abelian group K, and homomorphisms α :
Lemma 1.3. Let A be a simple, separable, nuclear, purely infinite, classifiable C * -algebra. If A is weakly semiprojective, then K * (A) has Property C.
Proof. By [Ki] , A = ∪A n , A n ⊆ A n+1 , where each A n is simple, separable, nuclear, purely infinite, and classifiable with finitely generated K-theory. We modify the mapping telescope construction slightly (see, e.g., [Lo] ). Let
Lemma 1.4. Let G be a countable abelian group with Property C. Then G/G tor is free.
Proof. By [Ka] , Exercise 52, it suffices to show that every finite rank subgroup of G/G tor is free. So let H ⊆ G/G tor be a subgroup of finite rank. Put H = π −1 (H), where π is the quotient map of G onto G/G tor . Let e 1 , . . . , e r be a basis for H. Then we may write Z r ⊆ H ⊆ Q r (relative to this basis). Let e 1 , . . . , e r ∈ H with π(e i ) = e i , 1 ≤ i ≤ r. Let K, α : G → K and β : K → G be as in Property C, with β • α(e i ) = e i for 1 ≤ i ≤ r.
We claim that ker α H ⊆ G tor . To see this, let y ∈ ker α H . Choose N ∈ Z such that N π(y) ∈ Z r . We may write
But since β • α(G tor ) ⊆ G tor , we may apply π to the last equation to get
It follows that c i = 0 for all i, so that N y = z ∈ G tor . Hence y ∈ G tor .
Next we claim that ker π K • α H = G tor , where π K is the quotient map of K onto K/K tor . To see this, first note that the containment ⊇ is obvious. For the other containment, let y ∈ ker π K • α H . Then α(y) ∈ K tor , so N α(y) = 0 for some N ∈ Z \ {0}. Then N y ∈ ker α H , so N y ∈ G tor by the previous claim. Hence y ∈ G tor .
Finally, it follows from the last claim that π K • α H induces an injection H → K/K tor , which implies that H is free.
Proposition 1.5. Let G be a countable abelian group. Then G has Property C if and only if G is a direct sum of cyclic groups.
Proof. It is clear that a direct sum of cyclic groups has Property C. Conversely, by Lemma 1.4, G ∼ = G tor ⊕ G/G tor , where G/G tor is free, and hence a direct sum of (infinite) cyclic groups. Since G tor = ⊕ p G p , where G p is the p-primary component of G tor , it suffices to prove that G p is a direct sum of cyclic groups. By [Ka] , Theorem 11, it suffices to prove that G p contains no element of infinite height. To see this, let x ∈ G p \ {0}. Choose K, α : G → K, and β : K → G as in Property C so that β • α(x) = x. We have α(x) ∈ K p , the p-primary component of K. Let n be the maximal height of elements of K p . Now if x = p j y in G, then
Therefore j ≤ n, and so x is of finite height.
Corollary 1.6. Let A be a simple, separable, nuclear, purely infinite, classifiable C * -algebra. If A is weakly semiprojective, then K * (A) is a direct sum of cyclic groups.
Groupoid Models for C * -algebras
We now wish to prove the converse of Corollary 1.6, establishing weak semiprojectivity for any simple, separable, nuclear, purely infinite, classifiable C * -algebra whose K-theory is a direct sum of cyclic groups. To accomplish this we need to construct suitable models for such algebras.
The results of [Sp2] on semiprojectivity were obtained by using graph C *algebras as models for the C * -algebras under consideration. We follow a similar strategy in this paper. However we must use different models in order to deal with C * -algebras exhibiting torsion in K 1 . Nevertheless our point of departure will be graph C * -algebras, and we wish to briefly recall the main facts about them (see [Sp1] ).
A directed graph E consists of two sets, E 0 (the vertices) and E 1 (the edges), together with two maps o, t : E 1 → E 0 (origin and terminus). A path of length n in E is a string e 1 e 2 · · · e n of edges with t(e i ) = o(e i+1 ), 1 ≤ i < n. We let E * denote the set of finite paths; the origin and terminus maps extend to E * in the obvious way. We let O(E) denote the C * -algebra of E. It is the universal C * -algebra defined by generators P a a ∈ E 0 and S e e ∈ E 1 with the Cuntz-Krieger relations:
S e S * e o(e) = a , for a ∈ E 0 . (These are a variant of the relations given in [Sp1] , Theorem 2.21.)
The relationship between the C * -algebras of a graph and a subgraph are crucial to our methods. This is treated in detail in [Sp1] , but the important point for this paper is the following. Let E be a graph and let F be a subgraph of E. Suppose that whenever the vertex a of F emits an edge in E that is not also an edge in F , then a emits infinitely many edges in E. Then the obvious identification of generators defines an injective *
There are infinite directed graphs H n for 2 ≤ n ≤ ∞, and H ∞ , having a unique vertex with infinite degree and satisfying conditions (a) and (b) of [Sp2] , such that
Proof. We give the graphs H n and H ∞ above, in Figures 1 and 2. The graph H ∞ is given in Figure 3 of [Sp2] . That the K-theory is as claimed may be verified by the reader in the same manner as in [Sp2] , section 2.
We will construct a model for a separable, simple, nuclear, purely infinite, classifiable C * -algebra having as K-theory a prescribed direct sum of cyclic groups. Let G i = (G i 0 , G i 1 ) for i = 1, 2, . . . , where for each i, one of G i 0 , G i 1 is a cyclic group and the other is the zero group. By the Künneth formula ( [RS] 
Our goal is to embed the summands in a simple C * -algebra having the same K-theory. To do this we will consider the 2-graphs E i × F i , as studied by Kumjian and Pask in [KP] . However we will 'splice together' these 2-graphs with bits of (ordinary) graph in order to build an object whose C *algebra is simple. Since neither the results of [KP] nor of [Sp1] directly apply in this situation, we will carry out the necessary constructions in detail. Figure 3 ).
We consider the graph shown in Figure 3 . Let v i , respectively w i , be the unique vertex of infinite valence in E i , respectively F i . We will identify u i in Figure 3 with the ordered pair (
The product E i × F i is a 2-graph; however, we will merely use it as a way of organizing ordered pairs of paths in E i and F i . The product E i × F i is attached to the graph in Figure 3 at u i = (v i , w i ). The entire object pictured in Figure 3 , comprising the graphs D i and the 2-graphs E i × F i will be referred to as Ω.
Definition 2.3. By a vertex we mean an element of
where we identify u i and (v i , w i ). By an edge we mean an element of
If (p, q) and (p ′ , q ′ ) are path elements of type (E i , F i ) we say that (p, q) extends (p ′ , q ′ ) if p extends p ′ and q extends q ′ in the usual sense of paths in a directed graph.
A finite path is either a vertex, or a finite string r 1 . . . r k of finite path elements such that (i) t(r i ) = o(r i+1 ), and (ii) r i and r i+1 are of different types.
An infinite path is either one of the vertices u i , an infinite string of finite path elements satisfying the conditions (i) and (ii) above , or a finite sequence r 1 . . . r k+1 such that
We let X denote the set of all infinite paths. We will use the notation r s to indicate that the path s extends the path r.
We wish to define a topology on X making it a locally compact metrizable space. First we will define the length function on paths.
(In the right hand side above we have used the symbol ℓ also for the usual length function on paths in a 1-graph. There should be no confusion resulting from this usage.) If µ = r 1 . . . r k is a finite path, we define
We also will use the extension of ℓ to infinite paths, with values in Z + ∪ {∞} 2 , defined in the obvious way.
Lemma 2.6. ℓ is additive with respect to concatenation of paths.
Proof. The proof is left to the reader.
Definition 2.7. Let µ = r 1 . . . r k be a finite path. We define various subsets of X indexed by µ.
We note that if B and C are not both empty, then the notation
Proof. It is easily verified that the collection is a base for a topology on X. Since the collection is countable, the topology will be second countable. Hence metrizability will follow from local compactness and the Hausdorff property.
First we prove the Hausdorff property. Let x 1 and x 2 be distinct elements of X. If x 1 and x 2 have initial parts x ′ 1 , x ′ 2 neither of which extends the other, then V (x ′ 1 ) and V (x ′ 2 ) are disjoint neighborhoods of x 1 and x 2 . Otherwise it must be the case that one of x 1 and x 2 extends the other; say x 1 extends x 2 . Then it must be the case that ℓ(x 2 ) < ℓ(x 1 ). For definiteness we suppose that ℓ(x 2 ) = (m, n), ℓ(x 1 ) = (m ′ , n ′ ), and m < m ′ . Then x 2 = r 1 . . . r k where r k is an infinite path element. It follows that either r k = (p, q) is a finite path element ending at u i , or that
In the sequel we will find it useful to extend one of the notations introduced in [Sp1] . We recall that if y is a vertex in a directed graph we let ∆ 1 (y) denote the set of (directed) edges having y as origin. For (y, z)
To check local compactness we let A ∈ B be covered by a collection U ⊆ B. We must show that U admits a finite subcover of A. We may assume that U contains every element of B that is a subset of an element of U. Suppose that A is not finitely covered by U. We will construct a sequence
properly extends µ j , and A j is not finitely covered by U. As a matter of convenience, we assume that (0, 0) < ℓ(µ j+1 ) − ℓ(µ j ) ≤ (1, 1) (i.e. that µ j+1 extends µ j by at most one edge in each coordinate). We further assume that if µ j+1 properly extends µ j in only one coordinate, then it is not possible to extend in the other, in the following sense. If
, then for every edge e ∈ ∆ 1 (v i ) \ B j we have that V µ(e, z); ∅, C j is finitely covered by U. An analogous constraint holds in the other coordinate.
We let A = A 1 and suppose inductively that we have constructed A 1 , . . . , A j−1 . There are three cases.
Since A j−1 is not finitely covered by U, the same must be true for at least one of the sets in the above union. We let such a set be A j .
is a finite union, there must be at least one set in this union which is not finitely covered by U, and we may take such a set as A j . On the other hand, if no such e exists, then since
is a finite union, one of the sets in this union is not finitely covered by U, and may be taken for A j
. We know that µ ′ µ j−1 . Suppose first that µ j−1 properly extends µ ′ in both coordinates, in the sense that ℓ(µ j−1 ) ≥ ℓ(µ ′ )+(1, 1). It then follows from the fact that µ j−1 ∈ A ′ that A j−1 ⊆ A ′ , contradicting the assumption that A j−1 is not finitely covered by U.
Secondly, suppose that µ j−1 = µ ′ . We then have
Since A j−1 is not finitely covered by U, one of the sets in the above union must not be finitely covered by U. Suppose, for definiteness, that V µ j−1 (e, w i ); ∅, C j−1 is not finitely covered by U for some e ∈ B ′ \ B j−1 . If there exists f ∈ ∆ 1 (w i ) \ C j−1 such that V µ j−1 (e, f ) is not finitely covered by U, we may take it as A j . If every such set is finitely covered by U, we set A j = V µ j−1 (e, w i ); ∅, C j−1 .
Finally, suppose that µ j−1 properly extends µ ′ in just one coordinate, say the first. Then µ j−1 ∈ V (µ j−1 ; ∅, C ′ ) ⊆ A ′ . Thus we may replace A ′ by V (µ j−1 ; ∅, C ′ ), and we are back in the previous case.
. For all large enough j we have µ ′ µ j . If for some j we have that µ j properly extends µ ′ in both coordinates, then it follows that A j ⊆ A ′ , contradicting the fact that A j is not finitely covered by U. Therefore it must be the case that for all large enough j, µ j extends µ ′ in the same one coordinate, say the second. Choose such a large j. If t(µ j ) = (v i , z), then
The last of our inductive hypotheses now implies that each set in the above union is finitely covered by U, contradicting our assumption that no A j is finitely covered. This contradiction finishes the proof of the Lemma.
Our next goal is to define a groupoid having X as unit space. Since Ω is not a higher rank graph, the space X of paths does not have the factorization property (Definition 1.1 of [KP] ). However we do have the following simple observation.
Lemma 2.9. Let q and q ′ be finite paths, and let α, β be infinite paths, with qα = q ′ β. Then there are a finite path s and an infinite path γ such that qα = sγ, and such that s has factorizations: s = qt = q ′ t ′ .
Proof. We have ℓ(q), ℓ(q ′ ) ≤ ℓ(qα). Therefore ℓ(q) ∨ ℓ(q ′ ) ≤ ℓ(qα) (where ∨ represents the usual lattice join in Z 2 ). It follows that there is a finite path s with q, q ′ s qα.
Definition 2.10. Let G be the set of triples (x, n, y) in X × Z 2 × X such that there exists z ∈ X and decompositions x = rz, y = sz with ℓ(r) − ℓ(s) = n.
Lemma 2.11. G is a groupoid with the operations (x, n, y)(y, m, z) = (x, n + m, z) (x, n, y) −1 = (y, −n, x)
Proof. It suffices to show that if (x, n, y) and (y, m, z) are in G then so are (x, n + m, z) and (y, −n, x). It is clear that (y, −n, x) ∈ G. Let x = pα, y = qα = q ′ β, and z = rβ, where α, β ∈ X and p, q, q ′ , r are finite paths with ℓ(p) − ℓ(q) = n and ℓ(q ′ ) − ℓ(r) = m. Let s, t, and t ′ be as in Lemma 2.9. Then qα = sγ = qtγ, so α = tγ. Similarly we have β = t ′ γ. Hence x = pα = ptγ, z = rβ = rt ′ γ, and
Definitions 2.12. Consider the collection of subsets of G of the form
where p 1 , p 2 are finite paths with t(p 1 ) = t(p 2 ). We will let U (p 1 , p 2 ; B, C) denote this subset of G. We will also write U (p 1 , p 2 ) for U (p 1 , p 2 ; ∅, ∅). It is easy to check that this collection is a base (of compact-open sets) for a locally compact, Hausdorff, totally disconnected topology making G into an r-discrete groupoid. The map c : (x, n, y) ∈ G → n ∈ Z 2 is clearly a continuous cocycle.
Definitions 2.13. For j ≥ 1 we let Ω j denote the subobject of Ω comprising D 1 , . . . , D j , E 1 × F 1 , . . . , E j × F j . We let E i,j and F i,j denote the finite subgraphs of E i and F i consisting of all vertices and edges in the first j rows (see the figures in Lemma 2.1). Then we let Ω j,j denote the subobject of Ω j comprising D 1 , . . . , D j ,
Lemma 2.14. c −1 (0) is an AF equivalence relation.
Proof. We will refer to elements of c −1 (0) by means of their projections into X × X. Thus a typical element of c −1 (0) is (px, qx), where p and q are finite paths, x ∈ X, t(p) = t(q) = o(x), and ℓ(p) = ℓ(q). We let Ω * j,j denote all finite paths lying in Ω j,j . We now define for j ≥ 1
is the set of y ∈ X such that the origin of y lies in Ω 0 j,j .) For y ∈ Q (0) j we let M j (y) = (p, q) ∈ Ω * j,j × Ω * j,j t(p) = t(q), ℓ(p) = ℓ(q) ≤ (j, j), and q y .
It is clear that M j (y) is a finite set. We claim that M j (y) is locally constant in y. To see this, fix y ∈ Q
j . If ℓ(y) ≥ (j, j) then y = rx where ℓ(r) ≥ (j, j). Then U = V (r) × V (r) ∩ c −1 (0) is a compact-open neighborhood of y such that M j (y ′ ) = M j (y) for all y ′ ∈ U . Suppose next that ℓ(y) = (k, m) with k, m < j. Then t(y) = (v i , w i ) for some i. Let B denote the set of edges between vertices in the first j rows of E i , and C the set of edges between vertices in the first j rows of F i . Then U = V (y; B, C) × V (y; B, C) ∩ c −1 (0) is the required neighborhood of y. The cases where ℓ(y) is less than j in just one coordinate is handled in an analogous way, and we omit further details. We now cover Q (0) j with finitely many disjoint neighborhoods U of the above form. Then each such U is invariant for Q j , and the restriction of Q j to such a U is of the form (finite groupoid) × U.
Lemma 2.15. G is topologically free, minimal, and locally contractive.
Proof. The proof is virtually identical to the (easy) proofs for graph algebras in [Sp1] . Corollary 2.16. C * r (G) is simple and purely infinite. Proof. This follows from [R] and [A] (see also [LS] ).
Generators and Relations
For a finite path p we let s p ∈ C c (G) denote the partial isometry s p = χ U(p,t(p)) .
Lemma 3.1. C * (G) is generated by the set of all s p .
Proof. We claim that χ U(p1,p2;B,C) lies in the * -subalgebra generated by the s p . Let t(p 1 ) = t(p 2 ) = (a, b). It is easy to check (using Definitions 2.12) that
It follows that U (p 1 , p 2 ; B, C) = U p 1 , (a, b) ; B, C · U p 2 , (a, b); B, C −1 ,
so that χ U(p1,p2) = s p1 s * p2 . In the sequel we will let A denote C * (G). We wish to give a presentation of A by generators and relations. For this we recall the hybrid graph structure of Ω given in Definition 2.3.
Definition 3.2. We let S denote the set of symbols P x x is a vertex ∪ S y y is an edge .
We let R denote the following set of relations on S: (i) P x is a projection for every vertex x, S y is a partial isometry for every edge y.
(ii) For every a ∈ E 0 i , the projections for {a} × F 0 i and the partial isometries for {a} × F 1 i satisfy the Cuntz-Krieger relations corresponding to the graph F i (see the discussion at the beginning of the section 2). (We remark that (iii) and (iv) mean that the projections and edges for D i satisfy the relations for the Toeplitz graph algebra T O(D i , {a i , a i ′ }) (see [Sp1] ).)
We let Θ = C * S, R denote the universial C * -algebra given by these generators and relations. For a finite path p we let S p denote the product of the edges making up p (it follows from the relation (v) that this is unambiguous). It follows from the relations that Θ is spanned by elements of the form S p S * q for which t(p) = t(q), that S p → s p determines a surjective * -homomorphism, π, of Θ onto A, and that there is an action, β, of T 2 defined by β z (S 
1 z m2 2 ). We next define the gauge action of T 2 on A.
Definition 3.3. The gauge action α : T 2 → Aut C * (G) is dual to the cocycle c.
We note that π is equivariant for β and α. For any r-discrete groupoid G with continuous cocycle c taking values in a discrete abelian group, and α the inuced action of the dual group on C * (G), it is a fact that C * (G) α = C * c −1 (0) . Hence A α is AF, by Lemma 2.14.
We make some elementary computations in Θ × β T 2 . By means of the surjection π we see that the analogous results hold in A × α T 2 . The elements (in C(T 2 , Θ) ⊆ Θ × β T 2 ) of the form ζ m S p S * q , where p and q are finite paths, make up a total subset of Θ × β T 2 . The fixed-point algebra Θ β sits inside Θ × β T 2 as the closed linear span of the constant functions S p S * q for which ℓ(p) = ℓ(q). A short computation shows that Θ β is a hereditary subalgebra of Θ × β T 2 . The definition of β is: β n (f )(z) = ζ n (z) f (z), for f ∈ C(T 2 , Θ), from which we find
Lemma 3.4. Let r, r ′ , p, and q be finite paths with t(p) = t(q), t(r) = o(p), and t(r ′ ) = o(q), and such that ℓ(rp) = ℓ(r ′ q). Then ζ ℓ(r ′ ) S p S * q = S * r · S rp S * r ′ q · ζ ℓ(r ′ ) S r ′ , where · represents multiplication in Θ × β T 2 .
Proof. Let m = ℓ(r ′ ). We compute:
Let I 0 denote the ideal in Θ × β T 2 generated by Θ β . Note that it follows from Lemma 3.4 that ζ ℓ(r ′ ) S p S * q ∈ I 0 , where p, q, and r ′ are as in the statement.
Corollary 3.5. β (1,1) (I 0 ) ⊆ I 0 .
Proof. It suffices to show that β (1,1) (Θ β ) ⊆ I 0 . So let p and q be finite paths with t(p) = t(q) and ℓ(p) = ℓ(q). Let r and r ′ be finite paths with ℓ(r) = ℓ(r ′ ) = (1, 1), t(r) = (p), and t(r ′ ) = o(q) (r and r ′ exists since edges in D i map to (1, 1) under c). Then we have
We will let I n = β n (1,1) (I 0 ) for n ∈ Z. We have a composition series:
Lemma 3.6. Θ × β T 2 = n∈Z I n .
Proof. Let m ∈ Z 2 and finite paths p, q with t(p) = t(q) be given. We will show that there exists k ∈ Z such that ζ m S p S * q ∈ I −k . Choose k ∈ Z with m + (k, k) ≥ (1, 1), and ( * ) m + (k, k) + ℓ(q) ≥ ℓ(p) + (1, 1). ( * * ) It follows from ( * ) that there exists a finite path r ′ with t(r ′ ) = o(q) and ℓ(r ′ ) = m + (k, k) (this is because every vertex is the terminus of a path of length (1, 1) with origin in E i × F i for some i). Then it follows from ( * * ) that there exists a finite path r with t(r) = o(p) and ℓ(r) = ℓ(r ′ ) − ℓ(p) + ℓ(q). We have
It follows that ζ m S p S * q ∈ I −k . Since A α is AF, so are the π(I n ), and hence so is A × α T 2 .
Theorem 3.7. C * (G) is simple, purely infinite, nuclear and classifiable.
Proof. Since A × α T 2 is AF, it follows that
is nuclear and classifiable, and that C * (G) = C * r (G). Simplicity and pure infiniteness follow from Corollary 2.16.
Corollary 3.8. The * -homomorphism π is injective, and so A ∼ = C * S, R .
Proof. We first note that π Θ β is injective. This follows from the fact that Θ β is AF, and the minimal projections in the finite dimensional approximating algebras have nonzero image under π in A α . It follows that π : Θ × β T 2 → A × α T 2 is injective, since it is so on the ideals I n . Therefore π :
The result now follows from Takesaki-Takai duality.
We may now omit the use of the * -isomorphism π, and identify A with Θ.
It follows from the fact that the ideals I n are AF that the inclusion of I n into A × α T 2 induces an injection in K 0 . We let φ denote the automorphism α (1,1) * of K 0 (A × α T 2 ). We have
We let W = K 0 (A× α T 2 ) and W n = K 0 (I n ). Thus W n ⊇ W n+1 and W = ∪ n∈Z W n . We let B denote the subalgebra of A generated by the edges of Ω in ∪ i E i × F i . Thus B is isomorphic to the direct sum of the algebras C * (E i ) ⊗ C * (F i ). We note that B is invariant under α. The crossed product B × α T 2 is an AF subalgebra of A × α T 2 , and is isomorphic to a direct sum of tensor products of AF algebras:
Proof. By repeated application of φ it suffices to show that i * : K 0 (B α ) → K 0 (A α ) is injective. A α and B α are AF algebras. We will find approximating systems of finite dimensional subalgebras, A α = ∪ j A α j and B α = ∪ j B α j , such that B α j ⊆ A α j , and such that this inclusion induces an injection in K 0 . This will prove the lemma.
Recall the objects Ω j,j from Definitions 2.13. Let X j be the set of all finite paths p lying in the union of Ω j,j such that ℓ(p) ≤ (j, j). Then let X (0) j be the set of paths in X j lying in the union of E 1,j × F 1,j , . . . , E j,j × F j,j . We set
We will identify the simple summands of A α j and B α j by their (equivalence classes) of minimal projections. We define certain defect projections corresponding to the fact that the vertices v i and w i emit edges not in E i,j and F i,j . (Note that v i and w i are the only vertices with this property. This is due to the special nature of the graphs E i and F i -see [Sp2] , Condition (a).)
The minimal projections in A α j are of four types: (i) s p s * p , where p ∈ X j is maximal. (We remark that if t(p) = a i or a ′ i in D 0 i , then a maximal path might have length (j, j − 1), (j − 1, j), or (j, j), while otherwise the length must be (j, j).)
, for some z ∈ F 0 i,j , and p is maximal in the second coordinate but not the first.
(iii) s p (y ⊗ ǫ i )s * p , where p ∈ X j , t(p) = (y, w i ), for some y ∈ E 0 i,j , and p is maximal in the first coordinate but not the second.
(iv) s p γ i s * p , where p ∈ X j with t(p) = u i and ℓ(p) ≤ (j − 1, j − 1). The minimal projections in B α j are of types (i), (ii), (iii) above, and also of type
Minimal projections in A α j (respectively B α j ) corresponding to paths p and q are equivalent if and only if ℓ(p) = ℓ(q) and t(p) = t(q). No minimal projection belongs to two different types. Note that minimal projections in B α j of types (i), (ii), and (iii) are also minimal in A α j . A minimal projection of type (iv') is not minimal in A α j : s p γ (0) i s * p = s p γ i s * p + θ 1 + · · · + θ µ , where θ 1 , . . . , θ µ are minimal projections in A α j corresponding to paths strictly longer than p. This observation has the following consequence. Choose bases for K 0 (A α k ) and K 0 (B α k ) consisting of classes of minimal projections as above. If the bases are ordered by increasing length of the underlying paths, then the matrix of the map K 0 (B α k ) → K 0 (A α k ) induced from inclusion is lower triangle, with 1's on the diagonal. Thus the map is injective.
By Lemma 3.10 we may identify Y with i * (Y ) ⊆ W . We now give a key lemma, that is based on the fact that the (ordinary) graphs D i connecting the 2-graphs
So we may assume that x ∈ W 0 . Since W 0 = K 0 (A α ) is generated by elements of the form [s p s * p ] for finite paths p, we may assume that x = [s p s * p ].
Case (i). Suppose t(p) ∈ E 0 i × F 0 i for some i. Since the K 0 -class of the projection is unchanged if the path is replaced by a new path with the same length and terminus, we may assume that p ∈ (E i × F i ) * , and so that x ∈ Y . Case (ii). Suppose t(p) ∈ D 0 i for some i. For the remainder of this argument, we will omit the subscript i. Then t(p) = a or a ′ . For definiteness we suppose t(p) = a. Then we may assume that p = qβ m for some m ≥ 0 and some path q with t(q) = a. We note that
The preceding and following lemmas will allow us to show that the K-theory of A × α T 2 × φ Z is given by the subalgebra B. We let ψ = α (1,0) * , so that φ and ψ generate the action of Z 2 on W . We note that since B is invariant for α, Y is invariant for ψ as well as for φ.
Lemma 3.13. W/(id − φ)W ∼ = Y /(id − φ)Y , and the isomorphism is equivariant for ψ.
Proof. First we show that
We will show that Y ∩ (id − φ)W = (id − φ)Y , which will conclude the proof. The containment "⊇" is clear. For the containment "⊆", let y ∈ Y with y = (id − φ)(x) for some x ∈ W . Then φ(x) = y + (2φ − id)(x) ∈ Y , by Lemma 3.11. It follows that x ∈ Y , so that y ∈ (id − φ)Y .
Theorem 3.14. K * (A) ∼ = K * (B).
Proof. Lemma 3.12 and Lemma 3.13, and the Pimsner-Voiculescu exact sequence, show that K * (A × α T 2 × φ Z) and K * (B × α T 2 × φ Z) are isomorphic, equivariantly for ψ. Another application of Pimsner-Voiculescu, together with Takai-Takesaki duality, gives a commuting diagram of long exact sequences:
It follows from the five lemma that K * (A) ∼ = K * (B).
Theorem 3.15. Let G i 0 and G i 1 be cyclic groups for i = 1, 2, . . . , such that for each i at least one of G * 0 and G i 1 is zero. Then the (unique) non-unital simple, separable, purely infinite, nuclear, classifiable C * -algebra with K j ∼ = ⊕ i G i j has the presentation C * S, R , as in Definition 3.2.
Proof. This follows from Theorem 3.7, Corollary 3.8, and Theorem 3.14. (The uniqueness is a result of Zhang, [Z] .)
We are now ready to prove the converse of Corollary 1.6.
Lemma 3.16. The C * -algebra A = C * S, R defined in Definition 3.2 is weakly semiprojective.
Proof. Recall the subobjects Ω n of Ω from Definitions 2.13. Theorem 3.15 applies to Ω n as well as to Ω. Hence if we let A n denote the C * -algebra of A generated by the elements s p for paths p lying in Ω n , then A n is the C * -algebra obtained from Ω n as in Theorem 3.15. Thus A n is a simple, separable, purely infinite, nuclear classifiable C * -algebra with finitely generated K-theory. By Satz 6.12 of [N] , A n is uniformly asymptotically semiprojective. It follows from Theorem 3.1 of [EL] that A n is weakly semiprojective.
Let B be a C * -algebra with ideals I 1 ⊆ I 2 ⊆ · · · ⊆ I = ∪ k I k , and let π : A → B/I be a * -homomorphism. Let M ⊆ A be a finite set, and let ǫ > 0. Choose n, and a finite set M ′ ⊆ A n−1 , such that d(x, M ′ ) < ǫ/2 for all x ∈ M . Since A n is weakly semiprojective there is k, and a * -homorphism φ 0 : A n → B/I k , such that
where ν k : B/I k → B/I is the quotient map. We will construct a * -homomorphism φ : A → B/I k extending φ 0 An−1 . Then it will follow that π(x) − ν k • φ(x) < ǫ for x ∈ M, concluding the proof.
Let p = P un+1 and q = P un , the projections in A corresponding to the vertices u n+1 and u n . The hereditary subalgebra pAp of A contains a hereditary subalgebra, C, isomorphic to A. (This follows easily from the pure infiniteness of A. See, e.g., the proof of Theorem 3.12 in [Sp2] .) Let ψ 1 : A → C be a * -isomorphism. Since the inclusion of C into A induces the identity in K-theory, it follows that ψ 1 * is an automorphism of K * (A). It follows from Theorem 4.2.1 of [P] that there is a * -automorphism, α, of A with α * = ψ 1 * . Let ψ 2 = ψ 1 • α −1 . Then ψ 2 : A → C is a * -isomorphism, and ψ 2 * is the identity in K-theory. Let x ∈ A be a partial isometry with x * x = q and xx * = ψ 2 (q). Increasing k if necessary we may find a partial isometry z ∈ B/I k with z * z = φ 0 (q) and zz * = φ 0 • ψ 2 (q). We define φ : A It is easy to see that the elements φ(s y ) satisfy the relations R of Definition 3.2, and hence φ defines a * -homomorphism.
Theorem 3.17. Let A be a simple, separable, nuclear, purely infinite, classifiable C * -algebra. Suppose that K * (A) is a direct sum of cyclic groups. Then A is weakly semiprojective.
Proof. As in the proof of Theorem 3.12 of [Sp2] , it suffices to prove that if A is unital and K ⊗ A is weakly semiprojective, then A is weakly semiprojective. (We are relying on the classification theory of [Ki] and [P] , as well as the theorem of [Z] that nonunital separable, simple, purely infinite C * -algebras are stable.) Let u 1 , u 2 , . . . ∈ A with u * i u j = δ ij . Put A 0 = span u i Au * j .
Then A 0 is isomorphic to K ⊗ A. Let A = B/I, where I is the closure of a directed family of ideals, L, of B. (Since A is simple we may dispense with the homomorphism π of Definition 1.1.) We let π : B → B/I, π J : B → B/J for J ∈ L, denote the quotient maps. Put B 0 = π −1 (A 0 ). We will use [EL] , Theorem 3.1. So let F ⊆ A be a finite set, and let ǫ > 0. We may assume that ǫ < 1 and that 1 ∈ F . Choose γ < 1 such that 3γ x < ǫ for all x ∈ F . Since A 0 is weakly semiprojective by hypothesis, there is a * -homomorphism ψ 00 : A 0 → B/J such that π • ψ 00 (x) − x < γ for x ∈ u 1 F u * 1 .
In particular, we have π • ψ 00 (u 1 u * 1 ) − u 1 u * 1 < γ. Choose v ∈ B with π(v) = u 1 . By increasing J, if necessary, we may assume that π J (v) is an isometry. Since π(vv * ) − π • ψ 00 (u 1 u * 1 ) < γ,
