Characteristics of workstations for use in digital radioIogical imaging have been investigated for many years. However, much of this investigation has focused on the workstation in isolation, and has often been directed almost entirely at user interface issues. Certainly these issues are critical, but with the increasing use of commercial workstations it is important to Iook at the workstation in the context of the medical information environment and examine some important underlying characteristics required to meet the demands of digital radiology. This article examines the role of storage components in these workstations both architecturally and operationally. Both aspects are viewed with consideration of their impact on the internals of the workstation and its interaction with the external information system. By considering these aspects of the workstation ir is apparent that local storage and image preloading are required to support diagnostic viewing. Additional operational and architectural strategies are required to efficiently manage information within the workstation.
THE MEDICAL INFORMATION ENVIRONMENT
Five categories of information required in the medical environment have been definedl: (1) patient data; (2) medical knowledge; (3) communications between hospital entities; (4) information for patients; and (5) administrative/management information. These types of data and information exist in a variety of formats that may be standardized across hospitals, within a hospital, or not at all. Even today most of this information is likely to consist of hand written text on forros with perhaps tire carbon copies.
Other formats include plots (eg, EEG or EKG), dictation tapes, and images on film. 2 It is important to note that although "data" and "information" are often synonymous, from an information systems point of view "data" refers to physically collected raw values and "information" refers to the meaning attributed to those values by a user.
The increasing application of computer technology in the medical environment has brought about the discipline of medical informatics. This discipline is concerned with applying computers as a source of c[inical information by developing techniques that a[low the clinician to quickly locate specific relevant information. This task is made especially difficult by the proliferation of computer-based information systems in medicine. These systems range from departmental information systems and research databases, to bibliographic retrieval systems and image management systems.
Organizational Considerations
Modern hospitals are an aggregation of many semiautonomous entities that provide very specific services. These services may involve direct patient care or they may be indirect support services. Each of these entities requires information as input (eg, an examination request forro) and may generate additional information. This additional information may be directly used by another entity or may be supporting information that is archived by the producing entity but not distributed.
Each of these service entities may use computer-based information systems to support their operation, especially departments such as the clinical laboratory, pathology, and radiology. Such systems provide functions that may include patient tracking, examination scheduling, collection of demographic information, and report processing.
Hospital Information Systerns
The concept of an "integrated" hospital information system (HIS) has existed for more than 20 years. In such a system, information would reside in a central database, stored in a coherent format that allows integration of data generated by different applications. Information would be easily accessed by all users with appropriate security clearance.
The HIS would provide efficient means to support operation and management, hospital personnel needs, patient needs, and clinical research.
The task of developing a single system to support the information needs of an entire hospital has proven easier to imagine than to imp[ement. Asa result, most HIS implementations are actually a collection of independent information systems serving individual entities) These systems have a limited amount of coupling between systems to forro an "integrated" information system. Typically, the capabilities to exchange data between systems is very limited.
THE INTEGRATED INFORMATION SYSTEM
ClearIy the vision of medicaI informatics is to provide an integrated information system in which all of the types of data described above are available, easily and quickly, to appropriate health care workers where they work. This vision remains unrealized for reasons that fall into two basic categories: nontechnical (or sociopolitical) reasons and technical reasons.
Nontechnical lssues
A common question arises in many large organizations with information intensive activities. The question is whether to implement centralized or distributed information management. There has been a long standing debate in the information management community about the relative merits of these two strategies and there is no clear indication that one is better than the other. Often, the relative merits are blurred by issues of control. 4,5 Although centralized data management may be more efficiently implemented, some departments may resist relinquishing control over "their" information. In the medical information environment, the application of information systems in many hospitals has historically come about as the implementation of stand-alone departmental systems. Attempts to transfer control of these systems to a centralized information department may encounter resistance.
In hospitals with a central information systems department having responsibility for operating information systems on the behalf of other departments, integration may present another problem. The field of medicine is very strongly divided into specializations, each of which maintain tight control over the information or knowledge that justifies their existence. Providing an integrated information system that alters the flow of information, or makes it possible to bypass existing specialized providers of information, ate certain to meet with end user resistance.
Technical Issues
Technical problems in integrating information systems are usually easy to define and are commonly underestimated. These problems range from the mundane questions of connector compatibility to state-of-the-art questions of whether the technology exists to process, transfer, and store information as required by the application. Technology includes not just hardware but also software built on the capabilities of the hardware. For applications in the medical information environment another critical technological issue is that of standardization. To achieve the integrated HIS, a wide range of applications must communicate. The availability of widely supported" communications and applications standards have a significant impact on the ability of software developers to realize the system.
RADIOLOGICAL IMAGING
A typical radiology department is a service entity within the hospital. The service provided by the department is the generation of a diagnostic report of, increasingly, an interactive consultation with other physicians. Services are performed asa result of consultation requests sent to the department by other physicians. In a hospital with an associated medical school, the department will have the additional missions of providing teaching and conducting research. 6 
The Radiological Inforrnation Environrnent
In many respects, the information environment of the radiology department is simply a microcosm of the medical information environment. The radiology department consists of several divisions (eg, diagnostic radiology, ultrasound, nuclear medicine, film library, etc), each of which use different imaging techniques. There is a flow of information between these divisions as well as between the radiology department and external entities.
The radiology information system. The goals of applying computer-based information systetas to radiology are similar to those of the HIS. Both systems aim to maintain a coherent store of information, make information available to qualified users at their location of work in a timely fashion, and to present the information to the users in the format required by the user. However, there are very challenging differences that have limited the effective application of information systems technology in radiology. Radiology deals with distinct categories of data: text, graphics, and images. The text and graphics information is similar in content to that found in other hospital entities. It consists of reports, demographic information, scheduling information, charts, curves, etc. Typically this information is organized in units of a few hundred ora few thousand bytes. In the past, the technical requirements for the broad application of computer-based systems to imaging were impossible to meet and only the textual information needs were addressed in the development of radiology information systems (RIS). Today, the technology is much closer to meeting the challenge of imaging; however, the distinction between RIS and image management systems is likely to remain long into the future.
Most large hospitals use an RIS in an essentially stand-alone operation. Integration with the HIS is either nonexistent or consists of a very limited exchange of data. The limited integration that can be found is generally a serial link, or personal computer-based gateway.
Radiological images and their management.
When we include images in our consideration of information management in radiology, the magnitude of technical challenge increases dramatically. In the existing context, radiology must deal with the physical logistics of processing, handling, storing, and retrieving thousands of films every year. Current management protocols are oriented around the physical handling and storage of film, with films collected into physical jackets that are then collected into a library. Management of film requires a large amount of expensive floor space and personnel. Current procedures may also result in slow film retrieval or lost films. 7
In the context of digital radiology, image information requires the handling of billions of bytes of information and presents enormous problems for storage, communication, and presentation. The situation for image management systems is even less advanced than that for the RIS because of the prototypical nature of most existing systems. Individually, most of these problems are technology-based and should be solved by near term advances. However, the integration of individual components into a full-scale image management and communication system that can replace the film-based system is still a very difficult problem.
The Image Management and Comrnunication Systern
The image management and communication system (IMACS) is envisioned asa completely computer-based system for managing image information from acquisition to diagnostic display, fully integrated with the RIS and HIS. This environment will provide the radiologist with a wealth of information to improve the accuracy of diagnosis, thus improving the quality of patient care and increasing the efficiency with which the department provides service. The problems and expense of the cumbersome film-based system will disappear, s This is certainly ah optimistic goal for IMACS. However, given the lack of integrated HIS, the poor coupling between RIS and HIS, and the technical challenges of image information management, a more realistic short-term goal would be to match the capabilities of the current filmbased system at a reasonably similar cost. The remainder of this article will focus on successively smaller pieces of the IMACS puzzle to look at the requirements for components that are critical to even this simpli¡ goal.
Components, An IMACS is built from the following high level component systems: (1) image acquisition systems, (2) image archiving systems, (3) image display systems, and (4) the communications network. Each of these components may have subtypes. Because these components themselves are systems, they are each comprised of individual components. Each of these high level systems provide their own set of requirements and challenges (Fig 1) .
Architectures. In addition to the components, a critical questions is presented: "How do we connect these components to make an IMACS?" The architecture of the IMACS is very closely related to the communications network component; however, it is a broader issue that includes not just consideration of physical connections but also protocol issues, global software architecture, and integration with external systems. The system architecture feeds back requirements and design constraints to the component systems. For example, the system architecture will influence the choice of centralized or distributed archiving systems. The architecture of the IMACS can reflect the structure of the department, or it can force a restructuring of the department. Additionally, the choices for architectures will be highly constrained by the capabilities of the system components. 
THE RADIOLOGICAL IMAGING WORKSTATION
If we were to select the single most critical component of IMACS, we have no alternative but to choose the image display workstation that is used for diagnosis. The service provided by a radiology department is centered around the diagnostic interpretation of images. In IMACS, the workstation becomes the tool by which this interpretation is accomplished. If this component is not accepted by the radiologist, the entire system will not accomplish its goals, regardless of the capabilities of the other components. In this section, we will reduce the workstation to its components and look at a few common architectures for arranging these components.
Components
The workstation mus.t satisfy the primary mission of displaying high resolution images for diagnostic interpretation. Support for that mission requires components to communicate with external systems, store information, perform required processing, and interface with the human user. Note that the human computer interface must provide for display of information to the user and acceptance of commands from the user. There is a great variety of technology available for each of these components. However, the criteria for selecting technology for the radiological imaging workstation is simple: we must choose the leading-edge technology. We require the highest perfor-mance in terms of capacity, resolution, and transfer rates.
Architectures
As with the IMACS itself, givcn the components we must choose an architecture for connecting them into a system. In the case of the workstation, there are fewer options for interconncction. Most typically, the system architecture follows that of general purpose computers with components interconnected by a shared bus such as VMEbus or Multibus. To achieve the higher performance required when dealing with large images, it is also common to find secondary buses dedicated to image transfer.~l-l.~ In these systems, the control operations are performed using the standard bus, but image transfers take place over special data paths that have higher bandwidth. This additional bandwidth is provided by using higher speeds, wider paths, or both. component. The storage component must consist of one or more selections from the memory hierarchy. The memory hierarchy spans the continuum from magnetic tape to high-speed registers. We are generally concerned with randoro access memory (RAM) and magnetic disks. How we use these two forros of storage depends on the architecture of the workstation and the design philosophy of the IMACS.
One strategy for workstation design would use no disk storage at the workstation. The only storage at the workstation would be the RAM used for the frame buffer(s). Each time an image is to be displayed, the information is fetched from the archive across the communications network. This philosophy has very important implications. First, the communications interface is inserted into the s.p.d, pathway because the storage components (the disk and the RAM) are now connected by the external network (Fig 4) . Second, the requirements for the communications network escalate dramatically, both in terms of capacity and transmission bandwidth. Third, the performance requirements for the archive components are much greater because the response time of the archive is in the critical path for every image access at every workstation served by that archive. This strategy simplifies workstation design but greatly complicates the overall IMACS design and does not really reflect film-based operation.
An alternate strategy would be to more closely emulate the current system. In the current film-based system, local image storage is associated at each viewing location. Images are typically fetched before the scheduled reading time. The number of requests for images in the library (archive) is small. This strategy decouples the communications network from the s.p.d, pathway, results in lower instantaneous demand on the network, and eases the response time requirements of the archive. Determination of the set of images to be prefetched can be accomplished by an image retrieval expert system. 14 The resulting increase in complexity and cost of the workstation is more than offset by the benefits to the overall IMACS design. The following sections will focus on workstation storage requirements assuming selection of this strategy. 
General Requirements
To determine the general requirements for workstation storage, we must have an idea about the operational characteristics of the workstation. These characteristics are determined primarily by the task requirements of a radiology department. However, there are many modalities and types of reading tasks, such as alternator-based reading, outpatient reading, and wet reading. ~5-17 To determine general requirements fora workstation in a complete IMACS environment, it will be sufficient to use the most stringent requirements. Ir these can be met, those of less demanding tasks should follow. In terms of storage requirements, the most demanding type of reading is alternator based. Capacities and performance. Relationship to other system components. The storage subsystem must actas a sink for data arriving through the external communications component. We would prefer the disk not to be a bottleneck, but there are several available communications technologies that are easily capable of overwhelming even the fastest available disk subsystems. It is apparent that the available throughput of both disk and communications channel will continue to increase for some time. However, the gap can be expected to widen because communications technology can be photonic-based and provide much greater bandwidth than disk technology which is limited to electronics for the foreseeable future.
Operational issues.
The storage subsystem must actas a source for the image processor and display components. Generally, we can expect that the storage subsystem will consist of RAM and magnetic disk, and that the image data which is currently available for display will reside in the RAM. This division offers performance advantages that will be discussed later. Higher speed disk technology that would negate the need for a RAM buffer may only be a few years away.
In addition to the components of the s.p.d. pathway, the storage subsystem will typically have to interact with the central processing unit (CPU). This interaction will primarily consist of exchanges of command and status information. If we use the same disks for storage of all data, then there will be data accesses by the CPU, and possibly other components, to store/retrieve text, programs, graphics or other data. Whether such accesses occur or not depends on the logical storage architecture.
In bus architectures. Such as those shown in Fig 5, a shared bus path or higher transfer rate. These busses may also be oriented toward block mode transfers that move large amounts of data efficiently. An important disadvantage of bus oriented architectures is contention. Because the bus is shared, any concurrent activity between system components must contend for the shared bus. This contention is worse in the single-bus architecture, but it is still a factor in dual-bus architectures. As an example, we may soon be able to initiate the display of a case from disk when a message arrives at the network interface. Interactions between the CPU and the network interface (eg, interrupt processing) contend with the disk controller for the use of the bus. In the dual-bus architecture contention with components not on the s.p.d, pathway is notan issue. However, contention will still prevent overlapping of input/output (I/O) and processing because we cannot move an image from disk to memory while the processor is accessing memory to move an image to the display (Fig 6) .
The pipelined architecture eliminates contention between components of the s.p.d, pathway. However, these paths impose more restrictive requirements on the components that may make it difficult to use standard commercial equipment and limit the choice of components that can be interconnected. It also requires the components, such as the memory, to have multiple ports. This architecture will support concurrent operations that can decrease the time required to display a case. However, we must still deal with contention (now in the memory) which will prevent us from realizing the ideal overlap of I/O and processing operations.
Operational issues. The digital workstation must support the same throughput as the alternator to be accepted by the radiologist. Figure 6 shows the serial processes involved in displaying an image. Several of the major timing factors are indicated in the diagram (Fig 7) .
In a simple scenario of serial operation, the typical case described above (six images totaling 50 MBytes) the best time to display the image will be given by: even though we have only 12 significant bits of data, we have to move around a 16-bit word. We could compact the data, but unless the compacting/uncompacting.function is provided by hardware, we will paya very heavy penalty in data transfer performance. It is also assumed that image data is stored contiguously on disk to optimize performance so we only require a single seek per image. Because these results are based on maximum available performance, the only way to decrease the time to display a case is to overlap operations. If we can move an image from memory through the processor to the display as soon as the image is transferred from disk, we can bury nearly all of the processing time (Fig 8) .
It is important to realize that the values for the various timing factors may be modified by interaction of the components. For example, we may be tempted to simply plug in the manufacturer's value for sustained disk transfer rate and the size of the image to compute TXdm. However, we have to make sure that the path connecting the disk to the memory will sustain that transfer rate and that the memory will sustain that transfer rate. Otherwise, as some have found, the realized performance of the system will not match the calculated performance.11
Relationship between storage subsystem components. Now that we have looked at the storage subsystem relative to other components of the workstation and considered some operational issues, we can look in closer detail at the relationship between storage subsystem components. This section will discuss both architectural and operational issues.
Storage subsystem components that support a pipelined architecture clearly offer the greatest potential for providing high throughput. Given such an architecture, what are the implications for hardware and how can we operate that hardware to maximize its performance?
The most obvious implications ate the requirements for dual porting. We must provide dual porting of the memory to allow concurrent access of the the memory by the disk controller and the image processor. However, in predicting performance we must be aware that the transfer rates specified in vendor literature may not be accurate for simultaneous accesses at both ports. We may also require dual porting of the disk controller with ports to the memory and to the network interface. This is not as critical of a requirement given our strategy of prefetching image from the archive before scheduled reading. However, the same caveats apply with regard to advertised transfer rates of dual ported disks as apply to dual ported memory.
In addition to how we connect the physical components it is important to carefully consider how we operate them. An important issue is the format of image storage on the disks. To effectively use high-speed paths we must optimize data storage toward fast movement of image data. This means we should separate image data from other information such as text and graphics, and especially operating systems storage such as programs, paging files, etc. The maximum separation can be made by putting nonimage data on a completely separate disk. This prevents contention between disk access for image data and other types of disk accesses that are less critical. An additional technique for optimizing image transfer concerns the organization of the data on the disk. Image data should be stored contiguously. This ensures that we can use the full bandwidth of the disk to memory path and will not waste bandwidth waiting for the disk to seek each segment of a noncontiguous file. These techniques are critical to effectively using the bandwidth of the s.p.d, data path. However, they imply that we may not be able to use the general purpose file system for image storage to achieve efficient image transfer.
Relationship to the Archive
Now that we have examined the details of the storage subsystem in the workstation, it is necessary to step back upa level and reexamine the relationship of the workstation to the other components of the IMACS. Given that we now understand the storage subsystem of the workstation, we should consider higher level relationships to the archive system components of the IMACS.
Operational issues. We have chosen a strategy of prefetching images and storing them at the workstation. This strategy provides greater opportunity to meet response time requirements at the workstation and lowers performance criteria for both the communications network and the archive(s). Now, we must consider how this will impact the operational characteristics of the archive itself. The strategy will have minimal impact when we treat the workstation and its storage asa simple data sink. The archive is a centralized database. The archive is instructed to send specific images to the workstation, once transferred, the fact that they are available at the workstation is of no concern to the archive. Database management software operates only with knowledge of the local state of the archive. In this case the system and component software is simpler and presumably less expensive. However, a centralized database also presents a potential single point of failure.
On the other hand, the strategy will have maximal impact if we consider the workstation to be an active participant in a distributed database system. In this case, the archive must keep track of the fact that images are residing in several locations around the system, including its local disk storage. The database management may have to operate with knowledge of the global state of the entire IMACS. This requires much more sophisticated (ie, expensive) database management software and movement of data between systems to maintain necessary state information. A distributed data base provides greater fault tolerance. However, this strategy would introduce a great deal of unnecessary toad on the workstation, particu-larly because we anticipate very little image update activity originating from the workstation2 ~ Certainly there are varying degrees of interaction between these two end points, in which the archive may maintain partial state information. The choice of storage strategy at the workstation impacts the choices available for operation of the archive, which in turn influences operational requirements of the workstation.
Management issues. The choices we make at the workstation also impact how the archive interacts with the workstation. For optimal image transfer we should choose to segregate image and nonimage information at the workstation. Ir the archive does not follow such a segregation policy, then separation of the different types of information will have to be done, either at the archive before transmission or at the workstation after receipt. In either case, the associated processing will affect the time it takes to load a case. For prefetched images this time will not interfere with the reading process. In the very rare cases in which an image is called from the archive during reading, the radiologist will have to wait for this process. Maintaining image and nonimage data separately will also make it easier for the workstation to communicate with the RIS/HIS in the situation in which the workstation has direct communications with those systems. This choice also works well for virtual database integration. 3 The choice of architecture in the workstation also directly affects data management software on the workstation and indirectly affects the database management software on the archive(s). General purpose database management software will not necessarily be optimal for management of image data under the constraints of segregated, contiguous image data. The data management software on the workstation must be highly tuned to the physical con¡ uration of the hardware. General purpose database software should only be used to manage pointers to image data and should be invisible to the user. Requiring a radiologist to enter sequential query language (SQL) queries to access images would negate optimization of the s.p.d. pathway. However, the data management software will have to understand how to communicate with the archive(s), and will essentially act asa client. The extent of this communication will depend on whether the workstation is part of a distributed database or just a data sink. Using the workstation as an active element of the archive in a distributed database will introduce a great deal of processing overhead.
An important related, but nontechnical issue, concerns changes in the type of personneI required to support an IMACS. Implementation of computerized image handling systems, whether centralized of distributed, will require a transition from physically oriented film library clerks to higher skilled database administrators. Although the number of personnei supporting the image database may decrease, the cost may not. In addition, there may arise contention concerning which department should operate an IMACS database. This contention may arise between an information management department and the radiology department concerning which department will control the systems associated with the image handling system.
CONCLUSIONS
In this article we have examined the general and specific information environments in which a diagnostic radiology workstation will operate. We have considered the operational goals of an IMACS and it is apparent that the single most critical factor in the success of the IMACS is the ability of the system to support diagnostic reading of images. It is clear that the single most critical component of the IMACS is the workstation. We can choose operational strategies to ease the technical requirements of the archive and the communications network. These choices are based on understanding the functioning of the existing ¡ process. This operational strategy of choice is preloading of images on the workstation. This strategy requires that we have about 1 GByte of storage available at the workstation.
Given the low frequency of access to films that are not preloaded, once we have moved the images to the workstation our ability to match the throughput of film-based reading is limited solely by architectural and operational features of the workstation. By examining the s.p.d. pathway from both architectural and operational viewpoints, we can see that a pipelined architecture, with the s.p.d, pathway distinct from general purpose system buses, and the use of overlapped I/O and processing will provide the raw data rates necessary to meet our throughput goals. This architecture requires the availability of dual-ported disk controllers that can provide a sustained data rate of approximately 15 MBytes/s, and dual-ported memories that can accept data at that rate.
We have also considered local organization and management of the image information required to make the most of the capabilities of the s.p.d, pathway in our architecture. Here we see that contiguous storage of image data is necessary to optimize image movement from disk to memory. Segregation of image data and nonimage data between physically and logically distinct disk storage is necessary to eliminate contention between image access and disk accesses required for routine system operation. Additionally, we can ensure the optimal use of our architectural design ir we use general purpose data management software to manage pointers to image data and use highly tuned special purpose procedures to move images to and from disk. Consideration of global management has shown that we will introduce less overbead to the workstation if we operate as a simple data sink, with respect to the archive.
