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Abstract
This study compares and contrasts the changes in efficiency and other exogenous 
Underlying Energy Demand Trends (UEDT) in estimated energy demand functions for 
South Korea and Indonesia. This is to answer the key research questions, which are to 
investigate: (1) the similarities and differences in the relative trends and movements of 
the per capita energy consumption and energy intensities for both countries (2) the best 
method for estimating the price and income elasticities of demand for energy, and the 
UEDT in all sectors of countries (3) the similarities and differences in the magnitudes of 
price and income elasticities of demand, and their likely implications (4) the similarities 
and differences of the shapes of the UEDT for all sectors of both countries.
A comparison of the trends in the per capita energy consumption shows that the 
relative trends in energy consumption for the two vary significantly for all the sectors 
except the residential sector. South Korean energy consumption was more than three 
times that of Indonesia. However, the relative energy intensities reveal that in South 
Korea this was generally lower than in Indonesia. Also, the decline in energy intensity 
was faster in the former than in the latter.
The Johansen’s Cointegration and Harvey’s structural time series models are used 
to estimate the energy demand functions. Generally, the results suggest that the STSM is 
the preferred approach given they are more statistically robust and consistent with 
underlying economic theory. Therefore, the STSM results reveal that for both countries 
energy demand was more sensitive to changes in income than real energy prices. The 
analysis suggests that the trends in energy imports and per capita energy consumption 
require additional efforts to curb growing energy imports and consumption. They also 
suggest the need to promote energy conservation and efficiency. Significant increases in 
energy prices and taxes are also needed in order to get the desired responses. Moreover, 
there is the need for other policies to complement the market-based policies
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Chapter 1: Introduction and Background to the Study
1.1. Introduction
The trends in commercial energy consumption in developing countries 
have recently become the focus of increasing concern and attention for both the 
international community at large and the developing countries themselves. The 
consumption of commercial energy in these countries has increased substantially over 
the past three decades. According to Pesaran et al (1998), this rising trend has been 
particulai'ly pronounced among the developing East and South East Asian countries, 
and was likely to continue well into this century. This is consistent with the lEA (1996; 
2006) which shows that, the share of developing countries in global commercial energy 
consumption has increased from 16% in 1971 to 29% in 1993 and 50% in 2004. 
Furthermore, the lEA (2004) suggests that two-thirds of future increase in global 
energy demand between 2002 and 2030 will come from developing countries.
One major problem created by the increase in energy demand in developing 
countries is the issue of energy security. An increase in energy consumption in Asian 
developing countries is inevitable due to rising population, economic growth, rapid 
industrialization and urbanization. Furthermore, energy resources are scarce and subject to 
depletion. Measures to deal with future energy demand and supply need to be sought 
among the developing countries of Asia.
The future rise in energy consumption in these countiies could, arguably, 
have the potential to impose a heavy economic burden. In particular, the investment 
required in the energy supply sector to meet the anticipated increase is likely to be 
enormous. It requires a mobilisation of both domestic and foreign resources, given that in 
some of these countries there is a high debt burden and a decline in the level of foreign 
investment due to low energy prices (LEA, 1994).
A study by the Asia and Pacific E ner^  Centre (APEC 2006), has expressed 
concern over the issue of energy security. This is considered an important issue for policy­
makers in the member-countries. According to the study, from 2002 to 2030 energy
demand in the Asia Pacific region is expected to increase by nearly threefold, growing at an 
annual rate of 2.1%. This, according to the study, will result to an increase in net import 
dependence from 36% in 2002 to 52 % in 2030.
APEC’s study shows long term energy security (in terms of the availability 
and accessibility of energy at affordable prices) is becoming a great concern among 
member countries. In addition to the concerns about energy security, the role of Asian 
developing countries in environmental degradation as a result of energy related activities in 
their countries is becoming a major issue for the international community. Since the early 
1980s, there have been growing concerns, both in the domestic and the international 
communities, over the increasing rate of global environmental degradation in developing 
countries. The share in global emissions of carbon dioxide of those developing countries 
outside the Organisation for Economic Cooperation and Development (OECD) is projected 
to increase from 33% in 1993 to around 44% by 2010. By contrast, Pesaran et al, (1998), 
suggest that the shai e of OECD countries is expected to decline over the same period.
Furthermore, the lEA forecast that developing countiies will be responsible 
for 70 % of the increases in global emission of CO2 from 2002 to 2030. Developing 
countries are expected to overtake the OECD countries as the leading contributors to global 
emissions early in the 2020s (2004: 76).
1.1.1. Why South Korea and Indonesia
Given their characteristics and the data availability^ South Korea and 
Indonesia are chosen in order to undertake a comparison between an energy importer and 
exporting country.
As far as energy is concerned, South Korea and Indonesia are among the 
major actors in Asian developing countries. South Korea is heavily dependent on energy 
imports. The country is number two in global imports of coal and Liquid Natural Gas 
(LNG) and number five in the importation of crude oil worldwide (lEA, 2006). Indonesia, 
on the other hand, is abundantly endowed with energy resources, both hydrocarbons and
' Both characteristics and data availability are discussed fully latter in the thesis.
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renewable. It is among the leading energy exporters and is the third biggest exporter of coal 
and second biggest exporter of LNG worldwide. The country was also an exporter of oil. 
Indonesia is the only member of OPEC in the South East Asia region.
South Korea and Indonesia are among the rapidly growing economies 
(although at different rates) of tliis region. Both experienced rapid industrialization and an 
increase in economic activity during the last four decades of the twentieth century, leading 
to an accelerating use of energy. While South Korea is a relatively small country in terms 
of geographical area and population (in 2003 it had a population of about 47.46 million 
people). On the other hand, Indonesia is a very large country with a population in 2003 of 
about 218.5 million. In addition, the South Korean economy relies heavily on the activities 
of industries such as steel and shipbuilding, as a source of income as well as a substantial 
resource used for the importation of energy. Conversely, over the years, a substantial 
amount of Indonesia’s revenue has been generated from hydiocarbon exports. For example, 
in 2003, 23.8% of Indonesia’s foreign revenue was sourced from the export of oil and gas 
(Petroleum Reports of Indonesia, 2006: 51). During the past three decades (from the 1970s 
to 2000) both South Korea and Indonesia have witnessed an approximately fivefold 
acceleration in commercial energy consumption
According to APEC (2006) over the past two decades in South Korea the 
added value of the energy intensive manufacturing sector has grown more than tenfold, due 
to an expansion in production capacity in industries such as steel, cement, shipbuilding and 
petrochemicals. These factors have led to a significant rise in energy consumption by the 
manufacturing sector. In the same way, over the past two decades, income growth, 
improvements in living standards, the expansion of residential suburbs and the development 
of vehicle manufacturing industries have all contributed to a more than tenfold increase in 
the stock of vehicles. In turn, this has resulted in an approximately fivefold increase in 
gasoline and diesel consumption in South Korea.
In Indonesia, the industrial and transportation sectors reveal different trends; 
the former recorded a relatively low annual growth of energy consumption during the 
decade of 1980s to 2000s. This was due in part to a shift in the industrial structure from
energy intensive to non-energy intensive industries,^ a shift which will also lead to a 
lowering of future growtli in this sector’s energy demand. In the transportation sector, 
APEC (2006) suggests that energy consumption has grown at a rate of 6.3 % annually over 
the past two decades. The report identified the road sub-sector as the major driver of energy 
consumption. This area accounted for about 87 % of the incremental growth in the 
transportation sector. According to the study, gasoline consumption for passenger vehicles 
and motorcycles increased twofold; the use of diesel for buses and trucks increased by a 
similar amount.
Finally, a study by APEC (2006) has identified some factors which are 
among the drivers of energy consumption in the residential sector in Indonesia. These 
include the growth in incomes, the number of households and improvements in living 
standards. The study shows that residential energy consumption in Indonesia has grown at 
an average rate of 2.1 % annually over the past two decades. However, energy consumption 
in the Indonesian residential sector is expected to grow at an annual rate of 1.1 % over the 
period to 2030 due to an anticipated switching from traditional to commercial sources of 
energy (APEC,2006).
There have been concerted efforts in terms of both policies and progr ams by 
governments of both South Korea and Indonesia to promote energy conservation and the 
efficient use of energy. For example, since 1979, the government of South Korea has been 
engaged in the promotion of both demand management and supply-side policies to 
encourage energy conservation and the efficiency of energy in all end-user sectors of tlie 
economy. These policies include the Rational Use of Energy Act of 1979 (a national basic 
plan for energy policies) and energy labelling and audits. The Indonesian government has 
also been very active in promoting supply-side policies like energy diversification and 
intensification, as well as demand-side policies such as energy conservation and efficiency 
in energy use. It is hoped that these measures will promote energy security and reduce 
overall energy consumption in both countries.
 ^According to APEC (2006) Indonesia’s industrial sector’s share to total value o f output declined 
from 60 percent in 1980 to 56 percent in 2003, while that for the service sectors increased from 40 
percent to 44 percent. The share of energy intensive industries within industrial value added also 
declined from 66 percent to 46 percent.
In spite of the efforts of the two countries, commercial energy consumption 
has continued to increase rapidly. It can be argued that improved technical efficiency has a 
major role to play in promoting energy conservation and efficiency of energy There is, 
therefore, a vital need for modelling and estimating energy demand relationships by 
attempting to examine the effects of both economic factors (real income and real energy 
prices) and a range of other factors that are also important in determining energy 
consumption (including changes in economic structure, consumer lifestyles and improved 
energy efficiency).
The above illustrates how South Korea and Indonesia, given data constrains 
are suitable choice for the study being undertaken here. Furthermore, as far as is known, 
there is no previous study that has attempted to address these issues by making a 
comparative study of energy import dependent and exporting developing countries. This 
work is perhaps one of the earliest attempts to make a comparative study of the effects of 
improved technical efficiency and exogenous factors in energy demand in energy 
dependent South Korea and energy exporting Indonesia at aggregate and sectoral levels.
Based on the major differences between South Korea and Indonesia 
highlighted in the previous paragraphs, the expected estimated demand energy elasticities 
from this study are likely to differ. Furthermore, it could be argued that South Korea is 
likely to be more energy efficient than Indonesia. This is because the former is an energy 
dependent country which is expected to pursue more vigorous policies to promote energy 
efficiency than Indonesia, an energy abundant country. In addition, as stated earlier, South 
Korea is more technologically advanced. It may, therefore, use more energy-efficient 
technology than Indonesia. Here, as stated above, as far as is known, the first systematic 
comparison of the energy demands relationships between net energy importing country 
and energy exporter.
1.2 Objectives of the Study
This study aims to achieve the following broad objectives:
• To provide an overall review of the price and income elasticities of energy 
demand in previous empirical econometric studies of energy demand in 
developing countries, in both the whole economy and the sub-sectors.
• To compar e and contrast the trends and patterns of energy consumption 
data in South Korea and Indonesia.
• To use two econometric methods (co-integration and structural time 
series model) to estimate the price and income elasticities in the whole 
economy and sectoral demand for energy and the annual growth of 
autonomous energy efficiency, as well as to compare and contrast the 
estimated elasticities.
• To draw conclusions and policy implications from the results obtained in
the study.
1.3 Research Questions
The important feature of this study is that it will conduct a comparative 
examination into two countries with different economic structures (for example, the level 
of GDP, the population level and the level of industrialization, as well as energy
endowments and domestic energy policies). The results obtained may assist in
understanding the nature and characteristics of energy demand in South Korea and 
Indonesia. It may also serve as a benchmark for comparing these results with studies on 
countries and sectors with similar characteristics. Therefore, this research is aimed at 
answering the following questions:
Questionl. What are the similaiities and differences in the relative trends and 
movements of the per capita energy consumption and energy intensities for South 
Korea and Indonesia during the study period?
Question 2. What is the best method (co-integration or structural time series 
model) for estimating the price and income elasticities of demand for energy and 
effects of improved energy efficiency and exogenous factors in all sectors of both 
South Korea and Indonesia?
Question 3. What are the similarities and differences in the magnitudes of price 
and income elasticities of demand and their likely implication for both the whole 
economy and the sub-sectors for South Korea and Indonesia?
Question 4. What are the similarities and differences of the shapes of the UEDT for 
all sectors of South Korea and Indonesia? And what are the likely implication of 
these shapes for future energy consumption for South Korea and Indonesia?
1.4 Scope of the Study
The study will cover the period from 1973 to 2003. This period embraces the 
time of the two global oil shocks of 1973 and 1979, the global recessions which followed 
the oil shocks and the beginning of major economic reforms in many developing countries 
(including South Korea and Indonesia), It also includes the currency crisis in South East 
Asia, where both South Korea and Indonesia were affected.
Although this is relatively short period, due to the data constiaints, it is 
sufficiently long enough to give a clear picture and understanding of the trends in energy in 
both countries, as well as indicating the effectiveness or otherwise of energy policies and 
programs formulated and implemented by both countries during this time.^
1.5 Contribution of the Study
By providing answers to these research questions, this thesis makes the 
following general contribution to the existing studies on the demand for energy in 
developing countries.
• This is the first attempt to explicitly compare and contrast the energy
demand functions and the effects of improved technical efficiency and exogenous
 ^ The choice o f this period is necessitated by constraints imposed on the study by the availability o f time 
series data, particularly on energy prices.
factors in them across all sectors of developing countries. In particular, energy 
import dependent and energy export developing country.
• The study also constructs a time series energy prices for South Korea and 
Indonesia for the whole energy and sub-sectors from 1973-2003. To do this, it 
draws data from variety of sources and in different units,
• Furthermore, this is the first study that compares the results from co­
integration and structural time series model using the data from developing 
countries.
• This study complements other studies by using its results to assess energy
policies in South Korea and Indonesia. This is of particular importance, as we 
shall see South Korea is a severely energy-import developing country and 
Indonesia is a net energy exporter.
1.6 Outline of the Study
This study consists of seven chapters. Chapter one discuses a general 
introduction and background to the study, its objectives, research question, scope of the 
study and its contribution. This is followed by chapters two, which presents a general 
comparison of the energy profiles of South Korea and Indonesia, including energy 
endowments, comparison and contrast of the trends and movement of energy data in these 
two countries.
Chapter three presents a general review of past studies on energy demand in 
developing countries, and the issues of the modelling of improved technical efficiency and 
exogenous factors in energy demand. This follows by the discussion of the methodology 
and models specification as well as estimation procedure which are presented in chapter 
four. The results of the empirical analysis for whole economy and sub-sector for South 
Korea and Indonesia are presented in chapters five and six respectively. The final chapter 
summarises the research, draws conclusion and discuses the implication of the results.
Chapter 2: Comparison of the Energy Profiles of 
South Korea and Indonesia
2.1. Introduction
This chapter conducts a review of the energy profiles of South Korea and 
Indonesia. The review includes a brief background of each country’s economy, an 
analysis of its energy data and a review of the domestic energy policies of both South 
Korea and Indonesia over the period 1973 to 2003. It ends with a comparison of the two 
countries.
2.2. Data Description and Sources
The data on energy consumption analysed in this chapter are the quantities 
of petroleum products, gas, coal and electricity in the various units converted to million 
tons of oil equivalents (Mtoe) and then divided by the population to give the per capita 
series in tons of oil equivalents. The data on intensity are the energy consumption for the 
whole economy and sub sectors divided by the GDP in US dollars at 1973 constant 
prices. However, for the industrial sector the energy consumption is divided by the 
industrial production in metric tons.
Finally, the data for real energy prices are based on the prices of 
commercial energy. These include petroleum products, gas, coal and electricity paid by 
end-user sectors in Won for tons of oil equivalents (toe) for South Korea and Rupiah for 
tons of oil equivalents for Indonesia. The nominal prices are deflated by an implicit GDP 
deflator to give the real prices. The end-use energy prices data are in various units; 
(electricity in Won and Rupiah /Kwh, natural gas in Won and Rupiah / terra joule, coal 
and petroleum products in Won and Rupiah /toe; all converted into Won/and Rupiah toe 
and deflated by the GDP implicit deflator to give the real values for the aggregate and 
sub-sectoral prices).
The time series data on energy consumption and real GDP are obtained 
from the International Energy Agency Energy Statistics and Balances 2008 edition. Data
on industrial output are sourced from IMF International Financial Statistics 2007. End 
use energy prices from 1973 to 1993 are sourced from Key Indicators of Developing 
Asia n and Pacific Countries from 1993 to 2003, and are from various editions of 
International Energy Agency Energy Prices and Taxes. The data on industrial output 
from 1973 to 1979 are sourced from the Asian Development Bank and Asian 
Development Outlook (various issues).
2.3. Energy Profile of South Korea
Figure 2 .3/The Political Map of South Korea
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Figure 2.1 shows that South Korea is located in Eastern Asia and occupies 
the Southern half of the Korean peninsular. Bordering the Sea of Japan and the Yellow 
Sea, the country has a land area of about 98,000 square kilometres. The peninsular is an 
ancient volcanic outcrop and is very rugged and mountainous (EIA, 2007).
In 2003, the total population of South Korea was just under 50 million 
people. The country is highly urbanized, with nearly three quarters of the population 
living in cities. This is due to migration from the countryside during the country's rapid 
economic expansion between the 1970s, and the 1990s. The capital city of South Korea,
10
Seoul, is the country's largest city and chief industrial centre. In 2003 it had over 10 
million inhabitants, making it one of the largest cities in the world (EIA, 2007; Seoul 
Times^ June 18, 2006). The rapid economic expansion of the South Korean economy 
during the past three decades has brought important changes in the republic’s energy 
sector. These changes include both the amount of energy consumed and the structural 
changes in the way that it is consumed'*.
South Korea is highly dependent on imported energy. In 2003, over 75% 
of its primary energy supply was sourced from imports. Based on this. South Korea is 
ranked as the world’s fifth largest oil importer and the second largest importer of both 
coal and natural gas (World Energy Outlook, 2004). Consequently, the energy needs of 
South Korea have to be met by imports. Korea also exports refined petroleum products. 
Detailed discussions of the energy data of South Korea will follow.
2.4. Primary Energy Resource Endowments
2.4.1. Coal
As of 2003, low-quality anthracite coal was the only energy resource 
available in South Korea. Furthermore, according to the lEA (2006) at the current rate of 
production the anthracite coal in the country is expected to last for only 19 years. This 
fuel was historically used for domestic heating and electricity generation. But, recently 
coal was surpassed by LPG and kerosene for domestic heating (World Energy Outlook, 
2004).
2.4.2. Petroleum
Similarly, at the time of writing. South Korea has no proven resei*ves of 
oil. Offshore possibilities in the Yellow Sea and on the continental shelf between Korea 
and Japan yielded nothing tliroughout the 1980s. However, exploration continues. 
Therefore, with no domestic reserves, it must import all its domestic oil requirements. As 
stated by the EIA (2006) South Korea is ranked as the ninth largest oil consumer and the 
fifth largest net oil importer worldwide. Most of the country’s oil imports come from the
Detailed discussions o f  these changes w ill be made in an examination o f  the energy data later.
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Persian Gulf region, with Saudi Arabia supplying about one-third of its imports. 
Nevertheless, despite the fact that South Korea is a major oil importer, the country is one 
of the major exporters of refined petroleum products in the South East Asian region 
(lEA, 2002).
2.4.3. Natural Gas
Finally, South Korea relies heavily on imported liquefied natural gas 
(LNG) for its natural gas needs. The importation of natural gas began in 1986, after the
founding of the state-owned monopoly natural gas importer the Korean Gas Company 
(KOGAS). According to the EIA (2006) South Korea imports the bulk of its LNG from 
Qatar, Indonesia, Malaysia and Oman. In 2003, natural gas accounted for about 11% of 
its primary energy consumption. The country is also ranked as the second largest 
importer of LNG worldwide, behind Japan (EIA, 2006).
2.5. General Overview of Energy Demand and Supply
We now turn to the detailed analysis of energy data, which begins with an
overview of the current energy situation in South Korea. This is conducted through an 
analysis of energy balances in 2003 (in Mtoe) in Table 2. 1. This is followed by a 
discussion of the trends and average annual growth of per capita energy consumption, 
energy intensity and movement of real energy prices during the period from 1973 to 
2003 for the whole economy and sub sectors.
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Table2.1: Energy Balance Table for South Korea 2003
Enersv sunn ied basis: million tons of oil equivalents (Mtoe)
Source; Coal Oil and Natural Electricity TotalPetroleum Gas
Indigenous Production 1.41 0.50 NIL 36.03 37.94Imports 46.79 136.70 22.73 NIL 206.22
Exports NIL -28.63 NIL NIL -28.63
Marine Bunkers NIL -6.63 NIL NIL -6.63
Stock Changes 0.29 -1.66 -0.73 NIL -2.1
Primarv SuddIv 48.49 99.76 22.00 37.53 206.80
Statistical Difference 0.26 1.66 3.20 5.02 -0.01
Primarv Demand: 48.23 97.15 18.80 42.55 206.79
Transfers and 38.36 5.6 4.80 8.35 57.11Own Use and Losses -0.83 -4.79 NIL ■2.60 -8.22
Final Consumntion 9.04 86.76 14.00 31.65 141.45
Industry 8.48 9.00 3.74 17.57 38J9Transport NIL 33.77 0.13 0.20 34.12
Residential 0.56 3.78 8^4 5.14 17.92
Other Consumers NIL 11.06 1.65 8.74 21.54
Non Energy Use NIL 29.15 NIL NIL 29T5
Data Sources: lEA 2008. Note: Electricity production includes nuclear, hydro, solar, combustible and 
renewable and industrial waste.
Table 2.1 shows that the total primary energy supply of South Korea in 
2003 was just 206Mtoe, which comprises indigenous production and imports minus 
energy exports and marine bunkers. From the total primary energy supply, indigenous 
production comprises anthracite coal and nuclear, as well as renewable for primary 
electricity generation. The indigenous production also includes a small amount of 
petroleum products. This production is dominated by nuclear and renewable energy 
used for electricity generation, which is about 36Mtoe. It is followed by coal (about 
l.l/2Mtoe) and petroleum products (about l/2Mtoe).
From the table, out of the 206Mtoe energy imports in 2003, petroleum is 
137Mtoe. This is followed by coal, 47Mtoe, and LNG 23Mtoe. The table also indicates 
total energy exports during the year 2003 of 28Mtoe, showing that only petroleum 
products were exported during that year.
As regards the shares of energy consumption by individual subsectors in 
2003, Table 2.1 shows that the industrial sector was leading in terms of energy
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consumption during the period. The industrial sector’s share of total energy consumption 
was just under 40Mtoe, (representing about 27%) followed by the transportation sector 
of 34Mtoe (about 24%). The residential sector was almost ISMtoe, (corresponding to 
approximately 13%) and other users were about 20Mtoe (representing about 15%). 
Finally, non energy use was just under 30Mtoe, corresponding to 21%.
The outcome of the above shows clearly that South Korea is highly 
dependent on imported energy to meet over 75% of its domestic energy requirements. 
Oil is the most important fuel in South Korea, constituting almost 50% of the primary 
energy supply. Similarly, the demand for coal, which is used mostly for electricity 
generation, is also very strong. Nuclear and gas are also very significant in the primary 
energy mix, but the contribution of renewable is negligible. Finally, the review suggests 
that industry is the leading sector in energy consumption, followed by transportation and 
the residential sector. The next section presents a detailed analysis of the trends over 
time for the whole economy and individual sub sectoral energy data from 1973 to 2003.
Fig. 2. 2: Total Annual Energy Imports and Final Energy Consumption by Sectors
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Panel (a) in Figure 2.2 presents the trends in South Korea’s annual 
imports of commercial energy for the period 1973 to 2003. It shows annual imports of 
energy continued to increase steadily throughout the period of the study. In 1973, 
imports of commercial energy were about 14.74Mtoe. This figure increased by more 
than tenfold to more than 191 Mtoe in 1997. However, energy imports slowed down to 
just less than 182Mtoe in 1998. They finally increased to reach a maximum of more 
than about 205Mtoe by 2003.
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Panel (b) of the Figure presents the final commercial energy use sub sectors in 
Mtoe for South Korea for the period 1973 to 2003. It is clear from this that throughout 
the period of the study the industrial sector remained the leading sector in commercial 
energy consumption. The industrial sector’s energy consumption as a share of total 
energy consumption increased from just more than 6Mtoe in 1973 to almost lOMtoe in 
1983. This increased further to more than almost 22Mtoe in 1993, and finally to 
28Mtoe in 2003. The relative share of energy consumption for the transportation sector 
was also significant during the period of the study. The transportation sector’s 
consumption increased fiom just below 3Mtoe in 1973 to almost 6Mtoe in 1983. Its 
share of energy consumption increased further to 21 Mtoe in 1993 and to more than 
34Mtoe in 2003.
Finally, the relative share of the residential sector’s energy consumption 
declined significantly during the study period. In 1973 it was just above 6Mtoe. This 
increased modestly to more than lOMtoe in 1983. However, the energy consumption in 
the residential sector showed a downward trend to just 9Mtoe in 1993. Thereafter, it 
increased to almost 18Mtoe in 2003.
This brief overview shows the increasing role of the industrial and 
transportation sectors in energy consumption in tlie South Korean economy during the 
past three decades. It can be argued that this growth is a reflection of the changing 
structure of the country’s economy. It moved from a rural agrarian economy which 
depended mainly on biomass, to an industrial, highly urbanised and motorized economy 
that relied heavily on commercial energy. The structural changes which took place 
during the three decades saw the grovrth of heavy and energy-intensive industries such as 
steel, building, paper and pulp, chemicals and shipbuilding, which are all energy- 
intensive industries (Akiyama and Ishinguro, 1995)
Similarly, the trend in the transportation sector’s energy consumption could 
also be a reflection of the transformation that has taken place in South Korea during the 
past three decades. This shows an increasing personal ownership of the means of 
transportation, leading to a motorized economy. In turn, this has led to traffic congestion 
in big cities. For example, according to KEEI (2006) the total number of vehicles 
registered in South Korea increased from 427,650 in 1991 to 1, 246,629 in 2003. 
Another study conducted by the Economic and Social Commission for Asia and the
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Pacific in 2004 compared motorization and vehicle density in some selected countries. It 
shows that during the year 1998 in Japan the number of vehicles per thousand persons 
was 403.9, and vehicle density per route kilometre was 61. Similarly, in the same period 
in Australia the number of vehicles per thousand persons was 504.8 and the 
corresponding density per kilometre route was 14. In contrast, in South Korea during that 
the same period, the number of vehicles per thousand persons was 167.3 and vehicle 
density per kilometre route was 127. It can be argued that, as a consequence of this 
phenomenon, the consumption of energy has accelerated.
Finally, the decline in residential sector energy consumption may perhaps be 
attributed to an increase in the efficiency of energy use in the residential sector, leading 
to a general reduction in energy use in that sector. This trend could also reflect the shift 
from the use of traditional biomass energy to more efficient electricity and gas in 
households. It could also be a positive response by household owners to government 
residential sector efficiency policies.
Figure 2.3: South Korean Whole-economy Energy Data
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Figure 2.3 presents the whole economy energy data for South Korea during the 
period 1973 to 2003. Panel (a) of the figure shows that per capita whole economy 
energy consumption accelerated throughout the study period, except for a slight
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slowdown in 1998 (the period of currency crisis in South Korea). Energy consumption 
increased more than fivefold from 0.51 Toe in 1973 to just below 3Toe in 1997. 
Thereafter, it declined to 2.40Toe in 1998, and finally increased to reach a peak of 
more than 3Toe in 2003. The trend in energy consumption clearly shows the structural 
transformation that has taken place in South Korea during the last four decades. These 
structural changes affected all the energy consuming sectors of South Korea^.
Panel (b) shows the trends in per capita GDP in thousands of U.S dollars. 
From the figures, the per capita GDP grew exponentially from less than $4 thousand in 
1973 to more than $15 thousand in 1997. The per capita GDP slowed down to just less 
than $14 thousand in 1998, but recovered later and increased to over $18 thousand in 
2003. Growth in the per capita GDP during this period is attributable to a remarkable 
transformation in the South Korean economy. It moved from a poor agrarian economy 
in 1960s to the world's fastest growing major advanced economy, comparable to some 
members of the OECD. According to Gentry et al. (2006) South Korea has been the 
world's second fastest growing economy for over four decades.
The trends in the whole economy energy intensity in South Korea, 
measured as a ratio of energy consumption per real GDP during the period 1973 to 2003, 
is presented in panel (c). The energy intensity declined steadily from 0.13 in 1973 to 
0.098 in 2003. However, lEA (2006) showed that the energy intensity in South Korea is 
still higher than that of most OECD countries. For example, it showed that the energy 
intensity in South Korea is nearly 50% percent higher than that in Japan.
Panel (d) shows the movement in average real energy prices in Won/toe 
for the South Korean whole economy over the period 1973 to 2003. These increased 
from 15.54Won/toe in 1973 to 269.05Won/toe in 1984. However, real energy prices 
decreased to 191.81 Won/toe in 1993. Finally, they increased to 278.40Won/toe in 2003.
 ^Specific changes affecting each sector will be discussed in the sector-specific analyses.
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Figure 2.4: The South Korean Industrial Sector Energy Data
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Figure 2.4, panel (a) presents the trends in industrial sector energy 
consumption in Mtoe for the period from 1973 to 2003. In 1973 it amounted to 
6.42Mtoe. This increased to over 21 Mtoe in 1997. However, during the currency crisis 
of 1998 energy consumption slowed down to below 29Mtoe. Thereafter, it increased to 
over 38Mtoe in 2003. This rapid growth in the South Korean industrial sector’s energy 
consumption is due to the dominance of highly energy intensive industries like steel 
and shipbuilding in the industrial sector of the South Korean economy. For example, 
South Korea is regarded as the world's largest shipbuilding nation, producing over half 
of the world's ships in 2008^.
The trends in South Korean industrial output in metric tons are depicted in 
panel (b). Industrial output grew almost fivefold, from less than 8Mt in 1973 to more 
than 73Mt in 1997, However, industrial output slowed down during the currency crisis to 
less than 70Mt in 1998. It later recovered, and increased to more than 114Mt in 2003.
 ^http://www.strai2 htstocks.Gom/investin2 -in-asia-stocks/south-korea-dommates- 
shipbiiilding-industrv/
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From Figure 2.4, the energy intensity for the South Korean industrial sector 
showed a decline during greater part of the study period. Industrial energy intensity 
declined from 0.86 in 1973 to 0.59 in 1977. Thereafter, it increased slightly to 0.74 in 
1979. Subsequently, energy intensity declined steadily until the end of the study period, 
when it reached a value of 0.31. This relative decline in industrial energy intensity is due 
to oil (and later electricity) replacing coal, , in the industrial sector (Ishiguro and 
Akiyama, 1995: 21)
Panel (c) shows that South Korean real industrial sector energy prices 
increased from 41.35Won/toe in 1973 to 105.11 Won/toe in 1983. Real average industrial 
energy prices thereafter decreased to 84.20Won/toe in 1993. Finally, the country’s 
industrial sector real energy prices increased steadily to 112.85Won/toe in 2003.
Figure 2.5: South Korean Transportation Sector Energy Data
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Figure 2.5 presents the 
South Korean transportation 
sector’s energy data for the period 
from 1973 to 2003. Panel (a) shows 
that in 1973, the per capita 
transportation energy consumption 
was O.OSToe. This increased to 
0.65Toe in 1997. Thereafter, it 
trended downwards to 0.55Toe in 
1998. Finally, it increased to reach 
a maximum of 0.72Toe in 2003. It 
has been noted that the growth in 
the transportation sector’s energy 
consumption is probably a 
reflection of growing per capita 
income and consumer preference 
for increased mobility. The lEA (1994) attributed this to a positive link between 
growing per capita income and vehicle ownership, as well as car size and fuel 
economy. The average distance driven per passenger car declined from 21,774 km/year
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in 1990 to about 17,873km/year in 1993, and was expected to decline further. 
Similarly, KIEE (2006) argues that one factor explaining the decline in kilometres 
driven per car is the increasing congestion on South Korea’s highways, especially 
around the capital. Improved fuel economy, caused by a gradual shift in fleets towards 
smaller and generally more fuel-efficient cars, partially offset the impact of reduced car 
use and congestion.
The trend in energy intensity for the transportation sector in South Korea 
is indicated in panel (b) of the figure. It indicates that energy intensity decreased from 
0.22 in 1973 to a minimum of 0.19 in 1976. Thereafter, it increased steadily to 0.31 in 
1979. From that value, the intensity trended downwards to 0.21 in 1981 It then increased 
steadily to reach a maximum of 0.43 in 1995, remaining stable until 2003 at an average 
of 0.39. From the figures, it can be seen that from 1997 onwards energy intensity started 
declining from its historic peak value in 1995. The reason perhaps is the total 
liberalisation of fuel prices by the South Korean govermnent. It can then be argued that 
this complete deregulation in 1997 started to have positive effects by reducing the 
intensity of energy in this sector. On the other hand, the high intensity of energy use in 
the South Korean transportation sector during the period preceding 1997 can perhaps be 
attributed to factors such as the growth in the country’s gasoline consumption as a result 
of an increase in the stock of vehicles in the countiy. This was higher than the growth in 
the number of vehicles in the 1980s, which meant that the overall energy efficiency of 
cars had decreased. The reason for this was probably that larger and more powerful 
passenger cars had been introduced into the market during that period (Ishinguro and 
Akiyama, 1995:104).From panel (c) in 1973 real South Korean transportation energy 
prices were 17.97 Won/toe. These prices increased to 71.97Won/toe in 1983, and a 
further steady increase occurred to 77.32Won/toe in 1993. Finally, real transport energy 
prices increased to reach a historic peak of 125.87Won/toe in 2003.
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Figure 2.6; South Korean Residential Sector Energy Data
a) Residential Enersv Consumption
b) Residential En erg} Intensity
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As regards the per capita residential 
sector’s energy consumption. Figure 2.6 
panel (a) gives the trend in the per capita 
residential sector energy consumption in 
Toe for the period 1973 to 2003. In 1973, 
this consumption was O.lSToe. It increased 
to 0.24Toe in 1997, but declined to 0.22Toe 
in 1998, finally increasing to reach a peak of 
0.38Toe in 2003. Arguably, one of the most 
important factors contributing to South 
Korea’s increased residential sector energy 
demand has been the increase in the market 
share of household appliances. This was 
triggered by a rise in demand for housing, 
especially in and around Seoul where 
several new satellite cities have been built 
(lEA, 1993). As an example of this 
tendency, the ownership of refrigerators increased by 156% between 1981 and 1991. 
The sale of air conditioners rose by 900% and televisions by 747% during the same 
period (Sun Keun Lee, 2000).
In the South Korean residential sector, climate is one of the factors which 
determine household energy consumption patterns. According to Akiyama and Ishiguro 
(1995; 117) space heating absorbed almost 70% of total household energy demand in 
1986. In that year cooking only absorbed 14% of total household energy demand, whilst 
water heating accounted for an insignificant amount of household energy consumption.
Panel (b) presents the trend in energy intensity for the South Korean 
residential sector for the period 1973 to 2003. The trend clearly suggests that energy 
efficiency in this area increased during the greater pai*t of the study period. The graph 
maintained a steady decline from 0.53 in 1973 to a value of 0.45 in 1983. A further
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decline occurred to minimum of 0.15 in 1996. Thereafter, it stabilised and remained flat 
up to 2003, at an average of 0.20.
The decline in residential sector’s energy intensity can possibly be 
attributed to the role of district heating, an energy-efficient means of heating homes and 
industries, and to government efficiency measures. According to the lEA (2006) South 
Korea is the world leader in district heating technology, and since 1985 (when the South 
Korean government established district heating corporations) the demand for this type of 
heating has rapidly expanded. Since 1993, the South Korean government has also been 
actively engaged in promoting energy efficiency for household appliances through 
efficiency standards and labelling. The decline in residential energy intensity might 
therefore be attributed to the response of household appliance users to the energy 
efficiency policies of the South Korean government.
The movements in the weighted average of residential sector real energy 
prices (as measured in Won/toe) are presented in Figure 2.6 panel (c). According to this, 
they increased from 151.54Won/toe in 1973 to 189.57Won/toe in 1983. They then 
trended upwards to 212.02Won/toe in 1993, and, finally, to 217.18Won/toe in 2003.
2.6. South Korean Energy Policies
2.6.1. Introduction
From the above analysis of the energy profile of South Korea, it can be 
contended that it is desirable for an energy-dependent country like South Korea to rely 
heavily both on demand-management policies that encourage conservation and 
efficiency of energy use. Supply-side policies that can promote energy security through 
diversification of energy sources, and a reduction in over-dependence on imported 
energy are also necessaiy.
Considering its place in global energy imports and consumption discussed 
earlier (as well as the experience of two global oil shocks) for the past four decades 
South Korea has given a high priority to energy conservation, security of energy supply 
and environmental policies (KEEI, 2006). As we shall see, these policies were
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formulated and pursued vigorously through the enactment of several laws, the 
establishment of agencies and financial incentives, and enlightenment programmes to 
achieve the goals.
The first effort towards achieving the objectives of these policies, 
according to Kin-Young (2000) was the establishment in 1978 of the Ministry of Energy 
Resources. Furthermore, in December 1979, the government of South Korea also 
promulgated the Rational Energy Utilization Act (REUA). This act serves as the bedrock 
and the legal basis for subsequent energy policies in South Korea. It is the instrument 
through which various energy policies are enforced and implemented. In addition, in 
1980, the government established the Korea Energy Management Corporation 
(KEMCO) as a non-profit making organization established for the implementation of 
energy efficiency and conservation policies and programmes designed by MOCIE. 
According to the lEA (2006) KEMCO has an important role to play in achieving Korea’s 
research and development policy goals for energy efficiency, energy conservation, clean 
energy and renewable energy technologies.
Later, in 1981, the Ministiy of Energy Resources was incorporated into 
the Ministry of Commerce Industry and Energy (MOCIE). Its exclusive brief was to 
administer the planning and enforcement of national energy policies. Furthermore, in 
2001, as part of the effort to liberalise the electricity industry, the South Korean 
govermnent established the Korean Electricity Commission (KOREC) to take charge of 
the regulation of the electric power sector. The Commission is responsible for regulating 
generation, transmission, distribution and independent power producers. KOREC is 
controlled by MOCIE. However, decision-making on issues such as the authorization 
and licensing of electricity businesses is done separately, and is not affected by ministry 
intervention.
According to the lEA (2006) initially South Korea’s overall energy 
policies were focused on ensuring stable energy supplies to sustain economic growth and 
maintain a high quality of life-style for Korean citizens. Recently, the focus of the 
overall energy policies has shifted to achieving sustainable development through energy 
security, energy efficiency and enviromnental protection. The broad energy policies of
23
South Korea comprise energy conservation/ efficiency, and energy security and pricing / 
taxation policy.
2.6.2. Energy Conservation and Efficiency Policies
Energy conservation and efficiency policies are an integral part of the 
overall economic policies and programmes of South Korea. Being a major energy- 
dependent nation (as well as a leading energy consuming nation) South Korea regards 
the promotion of energy conservation and efficiency as an ingredient for long-term 
economic growth and development (Korean Energy Master Plan, 2005).
The broad objectives of the efficiency and conservation policies in South 
Korea are to improve the general efficiency of energy end use, productivity and 
economic competitiveness, as well as to improve energy security and environmental 
quality through the reduced use of resources. These policies are directed towards 
overcoming the obstacles to the market realising conservation oppoitunities (lEA, 2007).
The energy efficiency and conservation policies of South Korea are 
formulated and implemented on the basis of the Rational Energy Utilization Act (REUA) 
of 1979. The Ministiy of Commerce Industry and Energy is responsible for the 
formulation of energy efficiency and conservation policies and programmes, while the 
Korea Energy Management Corporation oversees the implementation of these policies 
and programmes.
To achieve the above objectives, the government of South Korea uses 
financial incentives. It also employs indirect methods through legislation directed at all 
end-user sectors to help them to implement the policies and programmes. Specific 
measures are applied for each end-user sector. These policies and programmes will now 
be discussed.
In the industrial sector, efficiency and conservation policies are 
implemented through voluntary agreements between the government and companies. 
Under these agreements, industries are expected to submit proposals, containing 
efficiency targets and implementation strategies to the government.
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Based on these proposals, the government provides support, either 
through financial incentives or tax holidays. In addition, the government inspects the 
industries periodically to ensure that they meet its proposed efficiency targets. However, 
there is no penalty for companies that fail to comply with the agreements. They can only 
be blacklisted by the government, and this will result in future loss of incentives.
Similarly, in the transportation sector. South Korea has veiy 
comprehensive schemes for improving energy efficiency and conservation, with the 
objective of reducing overall energy consumption. These schemes include passenger 
vehicle programmes, a car shift system, fuel efficiency labelling, mileage rating and the 
encouragement of the purchase of small cars. In addition. South Korea has an agenda for 
public transport, and fleet and freight transportation activities.
Initially, energy efficiency improvements in the transportation sector were 
voluntary. They were implemented through fuel efficiency labelling by domestic 
manufacturers and importers of vehicles. However, in January 2006 the government 
made it mandatory for both vehicle importers and domestic manufacturers to meet 
certain minimum fuel efficiency standards. In addition, it also provided financial 
incentives to manufacturers who achieved targeted standards of fuel efficiency.
The South Korean government also has a policy for promoting the use of 
public transport. For instance, private companies are given fiscal incentives to 
discourage their employees from driving to work. Government employees, on the other 
hand, aie required to leave their cars at home on one out of five working days. Finally, 
tolls are being introduced in heavily congested traffic areas. According to the Economic 
and Social Commission for Asia and the Pacific (ESCAP, 2004) the energy efficiency 
and conservation policies of South Korea are among the most comprehensive in the 
South East Asian and Pacific region.
In the residential and commercial sectors, conservation policies are 
implemented through giving incentives to owners of buildings to improve insulation. 
This will reduce energy use, as well as promoting efficiency in the use of appliances 
through labelling and minimum efficiency perfbimance standards.
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The residential sector policies involve both buildings and household 
appliances. Since 1979, any new building under construction has been inspected to 
ensure that standard insulation products and thicknesses have been used. Furthermore, 
since 1985, any application for a building permit for a large building has to be 
accompanied by an energy-saving plan.
South Korea also has policies on household appliances, popularly referred 
to as ‘minimum efficiency performance standards’ (MBPS) and labelling programmes. 
These were introduced in 1981 and the legislation has been reviewed several times. The 
approach involves ranking electrical appliances according to five grades. The most 
energy-efficient models of appliances receive a Grade 1 rating, and the least efficient 
receive a Grade 5. Generally, Grade 1 products can produce an energy saving of between 
30 and 40% compared with Grade 5 products.
Finally, energy conservation policies in the public sector involve the 
public procurement of certified high-energy efficiency equipment, and the obligatory use 
of this equipment in the new and extended construction of public buildings.
2.6.2.1. Assessment and Critique
According to the South Korea National Energy Plan (2005) the overall 
energy conservation policies have yielded some positive results. Energy intensity in the 
residential sector has decreased continuously since 1997 because of these policies. In 
addition, the report shows that energy intensity in the manufacturing sector has been 
rapidly improving since 1998.
Arguably, there is an appreciable improvement in energy conservation 
/efficiency in South Korea. This is clearly manifested in the relative trends and average 
annual growth of overall energy intensity for the whole economy and its sub sectors. The 
overall intensity trend has decreased during the period of this study, and the general 
decline in the whole economy and sectoral intensity may perhaps be attributed to a 
positive response to government conservation policies.
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However, it can be argued that there is still potential for reducing overall 
energy intensities in South Korea to reflect the developments in other lEA member 
countries. For example, a report by the lEA (2002:23) indicated that energy intensity in 
South Korea is still relatively higher than that in Japan and other lEA member countries.
To improve on its existing gains in the general decline in energy 
consumption and intensities, it may be desirable for South Korea to take deliberate 
measures to curb the ever-growing consumption of energy in all sectors of the economy. 
In the long run, South Korea may find it desirable to restructure its industrial sector and 
encourage a shift from energy-intensive industries to industries that are less energy- 
intensive. Although this could be a long-term goal, in the short and medium term 
governments may intensify their existing demand management policies by encouraging 
energy efficiency measures. These might include energy housekeeping and other 
measures that will improve energy efficiency in this sector. After all, a modest 
percentage gain would mean large energy savings in absolute terms.
In both the transportation and residential sub sectors it might help 
considerably if the government improved its present demand management policies. 
Active measures could be pursued to encourage the use of bicycles, walking to work, 
more energy-efficient cars and a better public transport system, and to discourage private 
car ownership. In the residential sector, the governmenf s present policy on buildings 
and appliances (such as energy efficiency labelling and standards for household 
equipment and appliances, as well insulations standards for both private and public 
buildings) could be pursued more vigorously.
2.6.3. Energy Security Policies
The energy security policies of South Korea are aimed at increasing 
energy self-sufficiency and reducing the country’s over-dependence on imported energy. 
This is especially so for oil, whose supply and prices are very vulnerable.
These policies have been formulated in three phases: short-term policies 
whose objective is to guard against sudden and unforeseen disruptions in the energy 
supply (for example, during the Gulf crisis); mid-term measures for realising the
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objective of a stable energy supply; and long-term strategies, where the objective is to 
achieve permanent self-reliance on energy supplies through the diversification of the 
supply base and conservation of energy.
Two other measures have been taken in order to achieve South Korea’s 
energy security policy objectives. Firstly, since 1993 when it joined the lEA, the 
government has maintained oil reserves of not less than 90 days of her import 
requirements. Secondly, through its international project development the government 
has secured over 700 million barrels of overseas oil reserves (lEA, 2006: 38). The aim of 
the international project development and strategic stocks is to guard against any 
interruption in supplies and fluctuations in international prices.
Gas supplies are also part of the energy security policy. Being a net 
importer of natural gas. South Korea has secured over 90 million tons of gas as part of 
this development. This is equivalent to about four years of its annual LNG imports. The 
country is also working to improve natural gas security through additional storage 
capacity (lEA, 2007). The energy security policy also aims at encouraging energy 
resource development through the exploitation of the East Sea gas field for commercial 
use. Joint development of the continental shelf with Japan has been pursued, as has 
participation in foreign resource exploration and development. Among South Korea’s 
other energy security policy goals are: the enhancement of natural gas and electricity 
supplies through the expansion of the gas supply infrastructure; the construction of 
power generation facilities; and preparation for measures to secure the electricity supply 
after the restructuring of the electricity industry
The government of South Korea also has policies on coal and renewable 
energy. To enhance the security of coal supplies it maintains a subsidy on the production 
and consumption of domestic anthracite coal. On renewable energy, according to 
lEA/ASEAN (2003) the government planned to increase the share of renewable energy 
in primary energy consumption up to 3% by 2006, and 5% by 2011.
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2.6.3.1, Assessment and Critique
It can be argued that, in order to reduce over-reliance on foreign sources, 
the government of South Korea has made concerted efforts to achieve its energy security 
objectives through the diversification of its energy base. This can be seen in the 
introduction of natural gas (in 1986) and nuclear energy (in 1977) into the domestic 
primary energy mix. This diversification has achieved a reduction in dependence on oil. 
For example, according to the National Energy Plan (2005) the oil dependence ratio 
declined from 61.1% in 1985, to 53.8% in 1990 and to 48.9% in 2002.
However, the country’s overall energy dependence continues to increase. 
This observation is supported by lEA/ASEAN (2003). According to their report, the 
overall external energy dependence of South Korea increased from 76.2% in 1985 to 
97.3% in 2003. This phenomenon, if allowed to persist, may neutralize the gains from 
the energy diversification instrument in the energy security policy. Therefore, the 
government of South Korea should intensify its efforts to encourage domestic supplies of 
energy such as renewable.
2.6.4. Energy Pricing and Taxation Policy
According to the lEA (2006) initially the main objective of South Korea’s 
energy policies was the maintenance of low energy prices to support economic growth. 
The government was directly involved in fixing energy prices to ensure that the energy 
sector was controlled in such a way as to provide low-cost energy supplies to industries 
and households. Later, it realised that this policy conflicted with the efficiency and 
conservation policy objectives discussed earlier. This was because there were some 
trade-offs between lower energy prices and the promotion of efficiency in energy use, as 
well as an increase in private investment in the energy sector. Gradually, the government 
has either paitially or completely deregulated energy prices. It now has specific pricing 
and taxation policies, depending on the type of energy.
As regards petroleum products, since 1997 these have been completely 
liberalized by the government. In addition, taxes imposed by the government have varied 
between products. For example, tax on unleaded gasoline makes up slightly less than
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60% of the retail price. By contrast, tax on diesel fuel constitutes about 50% and tax on 
LPG 45% of their respective final retail prices.
The pricing and taxation of natural gas in South Korea is based on cost- 
based rates that are normally set according to imported LNG prices by KOGAS. 
However, the price charged for gas is different for industry and for residential 
consumers. For industrial consumers, the rates are reviewed bimonthly, while for 
residential consumers prices are fixed annually.
As regards coal, prices are not fixed by the government but by importers 
and coal miners. According to the lEA (2006) up to 2005 there was no import duty on 
bituminous coal. However, for reasons of social equity, the Korean government still 
maintains a price ceiling on domestically-produced anthracite coal. This fuel (whether 
domestic or imported) is not subject to VAT.
At the time of writing, the price of electricity in South Korea is set by 
KEPCO according to cost-based principles. This is subject to the approval of MOCIE, 
and the price varies for industrial, household and commercial users. In addition, some 
groups of people such as war veterans and low income consumers pay subsidised rates. 
According to the lEA (2002) electricity prices in South Korea have long been below the 
average prices paid in the OECD and the OECD Pacific regions. For example, in 1998 
industrial consumers paid prices those were 76 % and 44% of the average prices in the 
OECD and the OECD Pacific regions respectively.
2.6.4.I. Assessment and Critique
It can be argued that the efforts of South Korean governments to 
deregulate the energy sector, to remove distortions and to encourage competition deserve 
commendation. These efforts include the gradual removal of the subsidy on petroleum 
products (which the government started in 1997) and moves to privatise the electricity, 
gas and district heating sectors in order to activate the market system. This also aims at 
increasing the efficiency of the monopolized and regulated energy industry, by 
encouraging a competitive environment in the electricity and gas industries, after the 
external opening and price liberalization of the oil industry.
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Despite these tremendous achievements, one could suggest that the 
government of South Korea could move further in its pricing policies. This is obvious, 
considering the level of the country’s dependence on external sources of energy. Much 
still needs to be done. For example, from the data on real energy prices analysed earlier, 
although energy prices are increasing, the price of energy in South Korea is still below 
the average of OECD Pacific countries. One option would be the total withdrawal of all 
forms of subsidy on energy prices. This would reflect international markets, as well as 
the other OECD Pacific countries. Alternatively, energy prices could be charged 
according to the long run marginal cost of supply and other external costs.^ Such a move 
would be likely to encourage efficiency in energy use and remove all distortions in 
energy markets. A second option would be regulatory reform. This is very important for 
meeting the dual objectives of greater efficiency and attracting foreign investors. The 
government of South Korea may consider removing all forms of barriers to foreign direct 
investment by a total deregulation of the electricity sub sector. This is a policy which the 
United Kingdom pursued, and it is one which provides a good example of success in the 
deregulation of the energy sector for South Korea.
2.7. The Energy Profile of Indonesia
This section will undertake an analysis of the energy profile of Indonesia. 
This includes a brief background of the Indonesian endowments, an analysis of energy 
data and a review of Indonesian energy policies over the period from 1973 to 2003.
Figure 2.7: The Political Map of Indonesia
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’ For example, environmental and long run security of supply costs.
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The map in Figure 2.7 shows that Indonesia is a country composed of 
groups of archipelago these comprise 17,500 islands that stretch about 3,200 miles from 
East to West, and are located in South East Asia between the Indian and Pacific Oceans. 
Indonesia has an area of about 1,919,440 sq km, of which land is about l,826,440sq km 
and water 93,000 sq km. Indonesian land is extremely fertile, with rich volcanic soil and 
a favourable tropical climate. In addition, Indonesia is endowed with abundant energy 
resources^ and a diversity of maritime and other resources (Barnes, 1993; 1). In July, 
2003, according to the EIA (2005) Indonesia had an estimated population of over 245 
million people. This makes it the fourth largest population in the world, behind China, 
India and the United States.
The capital of Indonesia, Jakarta, is located on the island of Java, where 
about 60% of the population and the bulk of industrial activity and energy consumption 
are found. Java is said to be one of the most densely populated islands in the world. 
Jakarta, with a population of over 10 million people, is its largest city. It is located in a 
coastal plain in north-western Java.
2.8. Primary Energy Resource Endowments
Indonesia is an energy rich country. It is endowed with a large and 
diverse energy resource base, including both hydrocarbons (such as coal, crude oil, and 
natural gas) and renewable energy such as geothermal and hydro power.
The country’s recoverable coal reserves are estimated to be up to 4.9 
billion metric tonnes. Furthermore, according to a survey by the World Energy Council 
in 2005, Indonesia has proven and potential reserves amounting to about 1.5 billion tons, 
of which proven reserves are 756 million tons. In addition, the country has natural gas 
resources of about 6,050 billion cubic metres, of which 1,800 billion cubic metres are 
proven reserves. Similarly, it has estimated oil reserves of about 8.6 billion barrels, of 
which 4.3 billion are proven and 4.3 billion are probable. Finally, the geothermal
’ A detailed discussion of energy resources will be conducted later in this chapter
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reserves of Indonesia are estimated at 10,000 MW. A detailed discussion of the energy 
endowments of Indonesia is given below.
2.8.1. Coal
Coal is one of Indonesia’s most important exports, as well as a valuable 
domestic energy resource. The country has an estimated 4.9 billion metric tons of 
recoverable coal reserves, of which 58.6% is lignite, 26.6% is sub-bituminous, 14.4% is 
bituminous and 0.4 % is anthracite (EIA, 2006).
Indonesia’s coal reserves are located in 11 district basins on the four 
major portions of the archipelago that comprise the country. Sumatra contains roughly 
two-thirds of Indonesia’s total coal reserves, with the balance located in Kalimantan, 
West Java, and Sulawesi. On the other hand, 75% of production takes place in East 
Kalimantan; the remainder takes place in South and West Sumatra (U.S Embassy, 
Jakarta, 2000). More than three-quarters of Indonesia’s coal production is exported 
armually, primarily to Japan, Taiwan, South Korea, the Philippines and Hong Kong. 
With coal exports from China declining over the last two years, Indonesia is now the 
world’s second-largest exporter of hard coal (EIA, 2006). In 2002, Indonesia exported 
55mt of coal to Japan, South Korea and Chinese Taipei (lEA, 2002: 328).
2.8.2. Natural Gas
Indonesia has advanced from producing barely 1 billion cubic metres of 
natural gas per annum in the early 1970s (all of which was used locally) to become the 
world largest exporter of liquefied natural gas (LNG).It supplied nearly 40 % of the 
world’s natural gas in the 1980s and 1990s (Barnes, 1993: 107). The gross revenue from 
sales of LNG exceeded $4 billion in both 1991 and 1993. This represented 14% of the 
country’s export earnings generated from hydrocarbons. Furthermore, the revenues from 
gas exports increased to $8.1 billion in 2004, representing 11 % of Indonesia’s export 
earnings.
According to the Petroleum Report of Indonesia (2006:.32) the country 
has now almost 190 tiillion cubic feet of natural gas reserves, both proven and probable.
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This is the thirteenth largest in the world. In 2004, Indonesia produced 3.03 trillion cubic 
feet of gas, ranking it eighth in the world for gas production. Gas reserves in Indonesia 
are said to be equivalent to almost four times its oil reserves. Additionally, gas can 
supply the country for 62 years at current production rates. According to the government 
of Indonesia, over 71% of natural gas reserves are located offshore, with the largest 
reserves found off Natuna Island (28.8%) East Kalimantan (25.2%) South Sumatra 
(13%) and Irian-Jaya(12.8 %).
2.8.3. Oil and Petroleum Products
The history of oil in Indonesia is a long one. It can be traced back to 1884, 
when the first drilling for oil was undertaken in East Java by a Dutch plantation manager 
(Barnes, 1993: 4). By 1885, the first commercial volumes of oil were being produced. 
With interest in the region’s oil increasing rapidly, the Royal Dutch Company was 
formed in 1890 for the production and refining of oil. Another early company was the 
Shell Transport and Trading Company, which found oil in East Borneo and set up a 
small refining company in Balikpapan in 1894. By 1907 the two companies had merged 
into the Royal Dutch / Shell group of companies. By 1911 Shell’s domination of 
Indonesia’s oil industry, through its operating company BIPM, was completed by the 
purchase of the remaining independent producers {Financial Times, December 1994).
With the participation of new foreign interests (especially the USA, Great 
Britain and Japan) production and refining activities expanded rapidly. This was despite 
the fact that up to the time of independence in 1945 oil had never being a major source 
of government revenue. However, because of the strategic location of Indonesia in East 
Asia, and the growing demand for oil by foreign countries (especially Japan and 
Australia) Indonesian oil became a very important factor. This was particularly so for 
Japan during the Second World Wai* (Barnes, 1993).
The decades of the 1970s and 1980s were a turning point in the history 
of the Indonesian oil industry. In the 1970s revenues from oil were already growing in 
importance as the basis for development. By the year 1970 the value of oil exports had 
doubled that of a decade earlier, and oil’s share of exports had already reached 40% by
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1975. Hydrocarbon exports were well over 70% of total exports, and were to reach their 
peak of nearly 80% in 1981 (Barnes, 1993: 19).
However, the successes achieved during previous decades, due to 
windfalls from the production and sale of oil, were not to last for ever. The progressive 
weakening of international oil markets from the end of 1981, the depletion of oil and an 
increasing population (leading to rising domestic consumption) imposed increasingly 
severe constraints on the Indonesian economy. This led to a decline in export earnings 
and a fall in revenues from exports. For example, in 1982 the Indonesian GDP grew by 
only 2.2% after having grown by 7.9% in the previous year. This reduction was partly 
due to a sharp fall in oil production from 1.6 million barrels per day to 1.3 million 
barrels per day.
Furthermore, crude oil production and the contribution of oil to 
government revenues continued to decline. Crude oil production fell from 1.434 million 
barrels per day in 1995 to 1.013.0 million barrels per day in 2003. In addition, the 
contribution of oil to revenue dropped from 31.4% in 1993 to 23.6% in 2003.
These developments are consistent with a statement made by the former 
Indonesian president at the OPEC meeting in Bali in November 1994. President Suharto 
told the assembly of delegates that oil no longer played an important role in the 
Indonesian economy. Nonetheless, according to him, the country’s continued 
development and the well-being of its people were still very closely linked to the 
fortunes of oil and gas, and would remain so into the next century.
Indonesia is gradually becoming a net importer of both crude and refined 
oil products. In 1995, the country imported 68.326.9 million barrels of crude oil and 
50,765.0 million baiTels of refined products. In 2003, the volume of imports of both 
crude and refined products increased significantly: to 135,237.9 billion barrels for crude 
imports and 106,381.2 billion barrels of refined products (Petroleum Report of 
Indonesia, 2006). The lEA projected that by 2030 Indonesia will become a net-importer 
of oil (2002: 323). The country’s imports volume is projected to reach 0.4 billion barrels 
per day in 2030.
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2.9. General Overview of Energy Supply and Demand
The analysis of energy data begins in Table 3.1, with an overview of the 
current energy situation in Indonesia, through the analysis of energy balances in 2003.
Table 2.2: Energy Balances for Indonesia 2003
Energy supplied basis: million tons of oil equivalents (Mtoe)
Source: Coal Oil and 
Petroleum
Natural Gas Electricity Total
Indigenous Production 72.55 60.50 66.10 57.43 256.58
Imports 0.02 33.37 NIL NIL 33.39
Exports -56.40 -35.10 -33.47 -0.11 -125.08
Marine Bunkers NIL -0.49 NIL NIL -0.49
Stock Changes NIL -0.006 NIL NIL -0.006
Primai-y Supply 16.17 58.27 32.63 57.32 164.39
Statistical Difference -0.64 -0.31 -0.1 5.84 4.99
Primaiy Demand: 16.81 58.58 32.52 51.48 159.40
Transfers and 12.08 8.01 4.62 -7.77 16.94
Transformation NIL -2.74 -15.50 -1.94 20.18
Final Consumption 4.73 47.83 12.41 57.31 122.27
Industry 4.72 8.07 6.01 10.37 29.16
Transport NIL 23.94 0.01 NIL 23.95
Residential 0.01 9.53 0.01 45.17 54.71
Other Consumers NIL 3.66 0.03 1.77 5.46
Non Energy Use NIL 2.63 6.34 NIL 8.99
Source: lEA, 2008. Note: Electricity production includes hydro solar and 
combustible and renewable.
Table 2.2 presents the energy balances for Indonesia in 2003. From the 
table, it is clear that the Indonesian energy sector is characterized by a substantially 
higher indigenous production of energy when compared to primary energy demand. The 
total primary energy supply in Indonesia in 2003 was more than 164Mtoe. Indigenous
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production was just below 257Mtoe, energy imports were below 33Mtoe and exports 
were roughly 125Mtoe. Out of this total energy production, coal represented over 
16Mtoe, oil and petroleum products just over 58Mtoe, natural gas was slightly below 
33Mtoe and electricity was more than 57Mtoe.
From the table, the totals of energy consumption by the sub sectors were 
as follows: the industrial sector was just above 30Mtoe; the transportation sector was 
slightly below 24Mtoe; the residential sector consumed less than 55Mtoe; other 
consumers were slightly above SMtoe; and non-energy use was almost 9Mtoe.
This section will analyse in detail the energy data for Indonesia over the 
period 1973 to 2003. The analysis includes trends for the aggregate whole economy, the 
energy consumption of the sub sectors, and the energy intensities and movements of real 
energy prices.
Figure 2.8: Indonesian Total Energy Imports and Final Energy Consumption by Sectors
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Figure 2.8 panel (a) presents the trends in Indonesian commercial energy 
imports in Mtoe for the period 1973 to 2003. In 1973, total energy imports for Indonesia 
were just below 8Mtoe. Energy imports had increased over twofold by 1983, to above 
20Mtoe. However, these slowed down to minimum historical values of below 7Mtoe in
 ^ It is worth pointing out that all energy imports in that year were refined 
petroleum products.
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1985. From 1985 onwards, commercial energy imports maintained a steady increase: 
15Mtoe in 1993, and then peaking at more than 33Mtoe in 2003.
From the data, all the energy imports for Indonesia during the periods are 
of single fuel: petroleum products. Although Indonesia is an oil exporting country, it has 
to rely on imports to meet some part of its domestic demand for refined products. The 
reason is connected to the decline in investment in new refining capacity, compounded 
by rising demand brought about by the increase in motorization as well as subsidies on 
the products.
According to the Petroleum Report of Indonesia (2006: 25) the country 
remains a significant importer of oil. In 2005 Indonesia imported an unofficial 118 
million barrels. In 2004 it imported 148.5 million bairels, an average of 406.9 thousand 
barrels per day. Furthermore, oil product imports rose to an unofficial 160 million 
barrels in 2005, up from 154 million barrels in 2004 and 106 million barrels in 2003. So, 
Indonesia became a net importer of petroleum on a monthly basis in 2004. As a result, its 
oil trade deficits reached 29 million barrels per day in 2004.
The relative shares of sectoral energy consumption during the period of 
study are presented in Figure 2.8 panel (b). From this, in 1973 the relative share of 
industrial sector energy consumption was just below 2Mtoe. By 1983, industrial sector 
energy consumption had increased by over threefold to more than 8Mtoe. It further 
increased to 1 SMtoe in 1993 and to a peak of 29Mtoe in 2003.
Increases were also evident in the relative share of the transportation and 
energy sectors’ energy consumption. In 1973, the formers share was just below 3Mtoe. 
This increased by more than twofold to 7Mtoe in 1983. The transportation sector’s share 
of energy consumption continued to increase to 14Mtoe in 1993 and to a historic peak of 
24Mtoe in 2003. As regards the relative share of the residential sector’s energy 
consumption, in 1973 this was just over 29Mtoe. It showed a slight increase to just 
above 37Mtoe in 1983, then increased further to 44Mtoe in 1993, and finally to just 
above 55Mtoe in 2003.
38
Figure 2.9: Indonesian Whole Economy Energy Data
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Figure 2.9 panel (a) presents the per capita whole economy energy 
consumption (in Toe) in Indonesia over the period 1973 to 2003. Energy consumption 
maintained an upward trend throughout the period. It increased steadily from just 
0.2.7Toe in 1973 to 0.43Toe in 1997. Thereafter, the whole economy energy 
consumption slightly decreased to 0.42Toe in 1998. However, it increased to a 
maximum historic value of 0.48Toe in 2003.
The trends in real per capita GDP for Indonesia during the period from 
1973 to 2003 are presented in Figure 2.9 panel (b). The trend is characterized by rapid 
growth during the period from 1973 to 1997. In 1973, real Indonesian per capita GDP 
was just $1.03thousand dollars. This increased to $1.69 thousand dollars in 1984 and 
rose further to $3.29 thousand dollars in 1997. The per capita real GDP plummeted to 
just $2.81 thousand dollars in 1998 (this period corresponds to the era of the currency 
crisis in Indonesia). Thereafter, it recovered from the previous downturn, and increased 
to 3.16 thousand dollars in 2003.
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Panel (c) indicates the whole economy energy intensity for the country 
from 1973 to 2003. From the figures, energy intensity maintained a steady downward 
trend during most of the study period. It declined from 0.26 in 1973 to 0.13 in 1996. 
Thereafter, the intensity increased to 0.15 in 2003.
Panel (d) presents the movements of the weighted average of whole 
economy real energy prices (in Rupiah/toe) over the period of the study. From the 
figures, in 1973 average real energy prices for Indonesia were 86.15Rupiah/toe. This 
figure increased to 217.65Rupiah/toe in 1983, and further to 279.15Rupiah/toe in 
1993.However, real energy prices slowed down to 155.51Rupiah/toe in 1999, then 
increased to reach a peak of 482.55Rupiah/toe in the year 2003.
Figure 2.10: Indonesian Industrial Sector Energy Data
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Figure 2.10 panel (a) indicates the trend in industrial sector energy 
consumption (in Mtoe) during the period 1973 to 2003. In 1973, it was just 1.7Mtoe. 
This increased more than fivefold, to 24Mtoe in 1997. However, in 1998 (the year of the 
currency crisis in Indonesia) the industrial sector’s energy consumption slowed down to
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16Mtoe. Thereafter, it recovered, increasing to 29Mtoe in 2002. The trend in the 
Indonesian industrial sector’s energy consumption is consistent with an earlier study by 
UNECEP which shows that it increased tremendously from about 22.872Ktoe in 1990 to 
about 40.848Ktoe in 2000 (2001:54).
The values of Indonesian industrial output in metric tons (Mt) are 
presented in panel (b). In 1973, Indonesian industrial output was just below 15Mt. This 
increased to slightly above 39Mt, and then rose further to 108Mt in 1992. However, 
industrial output plummeted to just below 95Mt in 1996 and to less than 92Mt in 2000. 
Thereafter, it recovered to just above 114Mt in 2003. Although it can be argued that the 
industrial sector of Indonesia is not dominated by highly energy intensive industries, 
nevertheless (according to APEC, 2007) energy efficiency in some energy intensive 
industries in Indonesia is far below those for other Asia and Pacific countries. For 
instance, the lEA (2008; 83) shows that actual energy intensity in the Indonesian iron 
and steel industry is about average for APEC countries. Nevertheless, in terms of best 
practice, Indonesia has a large percentage gap. This highlights an opportunity for about 
40% savings in energy. Consequently, this study ranks Indonesia as poorly as Russia and 
China in terms of energy efficiency in iron and steel. Similarly, APEC (2007: 75) reveals 
that in iron and steel manufacturing the lowest energy efficiencies are recorded in the 
Russian Federation, China and Indonesia. In these countries, a larger share of production 
is undertaken in older, smaller scale furnaces, where low energy costs have reduced 
incentives for steel makers to invest in energy saving technologies.
Panel (c) of the figure shows the energy intensity in Indonesia’s industrial 
sector. Industrial energy intensity increased from 0.14 in 1973 to 0.23 in 1979. The 
intensity flattened until 1983, thereafter declining to reach a minimum of 0.10 in 1996. 
From there onwards it trended upwards, reaching a maximum historic value of 0.26 in 
2002 .
Panel (d) indicates the country’s real industrial sector energy prices during 
the study period. It shows that in 1973 real industrial energy prices were 70.88 
RupiaMoe. This figure decreased to 47.13Rupiah/toe in 1981. However, real prices
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increased to reach a peak of 155.88Rupiah/toe in 1984, but decreased to 49.93Rupiah/toe 
in 2000. Finally, real industrial energy prices increased to 75.53Rupiah/toe in 2002.
Figure 2.11: Indonesian Transportation Sector Energy Data
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The trends in the transportation 
sector’s per capita energy consumption for 
the period 1973 to 2003 are presented in 
panel (a) of Figure 2.11. In 1973, the 
consumption was 0.03Toe. This increased 
to O.llToe in 1997. However, the 
transportation sector’s energy consumption 
plummeted to O.lOToe in 1998. Thereafter, 
it increased to reach a maximum historic 
value of 0.11 Toe in 2003.
Indonesian transportation energy 
intensity maintained an upward trend 
during greater part of the study period. In 
1973 it was 0.025. This figure increased to 
0.031 in 1982 and to 0.037 in 2001. There 
was then a slight decline to 0.036 in 2003.
Dahl and Kurtubi (2001) attributed 
the growth of petroleum demand in 
Indonesia to growth in incomes. Relatively 
low oil prices are another factor that encouraged increases in the consumption of oil in 
Indonesia. Over the years, as a deliberate policy, prices of petroleum products have been 
heavily subsidized by the government of Indonesia. For example, even with the rapid 
depletion of domestic petroleum resources, the Indonesian government in 2003 spent Rp 
30 trillion in petroleum subsidies. This increased to Rp 59.2 trillion in 2004 (Petroleum 
Report of Indonesia, 2006: 26).
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In addition to the economic factors outlined above, structural factors such 
as population growth and urbanization also play an important role in petroleum 
consumption in Indonesia. Apart from having the fourth-largest population in the world, 
Indonesia is among the countries in Southeast Asia that have witnessed a rapid growth in 
urban areas due to migration from rural areas to cities. Today, Jakarta has more people 
than any other city in Southeast Asia. These factors have led to a shift from non­
motorized transportation, such as walking and cycling, to an increase in demand for 
motorized transportation in these areas. Some studies show that these factors have led to 
an unprecedented rise in the stock of vehicles in Indonesia (particularly in Jakarta) over 
the years. Among these studies, APEC (2005:19) shows that the number of vehicles per 
1000 population in Indonesia has increased from 5 to 16 (about 5.4% annually) during 
the period from 1980 to 2004. This ratio, particularly for Jakarta, was nine times higher 
than that of Indonesia as a whole. During the same period, the ratio of veliicles per 1000 
population in Jakarta increased from 34 to 143 (about 6.7% annually).
A study by Medlock and Soligo (2002) shows that in 1995 the ratio of 
vehicles in Indonesia was 10/1000 population; this is forecast to increase to 41/1000 
population in 2015. Similarly, an interesting illustration of this matter can be found in a 
study by Dargay, Gately and Stommer (2007). This study shows how urbanization and 
population density in some countries (including Indonesia) has led to a rapid increase in 
the stock of vehicles. It also makes a forecast for the future increase in the stock of 
vehicles up to year 2030. In Indonesia, it has been shown that the stock of vehicles 
increased from 2.1/1000 population in 1960 to 29/1000 population in 2002 (representing 
an average annual growth rate of 6.4%). Similarly, the forecast by Dargay, Gately and 
Stommer shows that by 2030 the stock of vehicles by number of population will increase 
from 29/1000 in 2002 to 166/1000 in 2030. This issue was earlier highlighted by 
Ishiguro and Akiyama (1995:101) who argue that the Indonesian government has been 
actively involved in promoting efficiency in the transportation sector. Nevertheless, 
some factors such as growing traffic congestion in the city areas and the increasing 
number of luxury cars with high fuel consumption tend to weaken the impact of this 
policy.
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The movements in the Indonesian transportation sector’s real energy 
prices in Rupiah/toe are shown in Figure 2.11 panel (a). In 1973, average real energy 
prices for the Indonesian transportation sector were 85.78 Rupiah/toe. These fluctuated 
to reach a maximum value of 167.94 Rupiah/toe in 1985, but decreased to 46.45 
Rupiah/toe in 1999. This figure increased to 114.53 Rupiah/toe in the final year of this 
study.
Until recently, the Indonesian government has controlled the price of 
petroleum products. For example, tiirough government regulation the price of diesel has 
been kept lower than that of gasoline, because diesel oil is used mainly by commercial 
cars, buses, and trucks. Nevertheless, recently the government of Indonesia, through its 
energy conservation policy, has started deregulating the prices of diesel and gasoline.
Figure 2.12: Indonesian Residential Sector Energy Data
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Figure 2.12 panel (a) shows the trend 
in per capita energy consumption for the 
residential sector in Toe during the period 
1973 to 2003. In 1973, the residential sector’s 
total per capita energy consumption was 
0.26Toe. This rose to 0.26Toe in 1981. 
Subsequently, it declined slightly to a value of 
0.23Toe in 1987, finally reaching a maximum 
of0.04Toe in 2003.
Panel (b) indicates the trend in 
energy intensity for the Indonesian residential 
sector during the period 1973 to 2003. This 
maintained a steady decline throughout the 
period of the study. It trended downwards 
from 0.26 in 1973 to 0.07 in 1997. After this, 
it rose slightly to 0.08 in 2003. The decline in 
residential energy intensity in Indonesia is 
consistent. For instance, The World Bank
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(2005) reports that about 70% of the Indonesian population are not connected to 
electricity. Similarly, over 80% of the Indonesian population lived in rural areas. 
Therefore, arguably, over 65% of Indonesia’s households rely on biomass sources of 
energy for cooking and lightning.
A World Bank study (1981) shows that over 92% of Indonesian 
households do not have access to electricity. In the same line, Sathaye and Goldman 
(1991) show that only about 28% of Indonesians lived in cities in 1989. Urban 
households consume an average of four times more commercial fuels and 15 times more 
electricity than average rural households. In addition to this, in 1985 about 75% of the 
urban population had no access to electricity in Indonesia. Hence, they depend heavily 
on kerosene for both cooking and lighting needs. These two needs aie the largest energy 
consumers in households in Indonesian urban areas. Cooking accounts for about 85 % of 
average household fuel use (including biomass) and 1% of average electricity use. 
Lighting accounts for about 53 % of average household electricity use and 5 % of fuel 
use for households (World Bank, 1990).
The movements in the residential sector’s average real energy prices in 
Rupiah/toe from 1973 to 2003 are presented in panel (c). Average residential energy 
prices in 1973 were 80.35 Rupiah/toe. They increased to 412.84 Rupiah/toe in 1984, and 
thereafter decreased to 379.41Rupiah/toe in 1993. Finally, real energy prices increased to 
471.90 RupiaMoe in 2003.
The Indonesian residential sector depends almost exclusively on only two 
sources of commercial energy; electricity and kerosene. The relative share of electricity 
in this market is far below that of kerosene. This is because the majority of the 
population lives in rural areas. Consequently, for welfare reasons, the government of 
Indonesia has a deliberate policy of subsidising kerosene.
Until recently, the Indonesian government continued to administer energy 
prices in the residential sector as a matter of great priority. This was because of the 
political sensitivity of the issue. However, the government has now started to pursue a 
policy of reducing fuel subsidies by increasing fuel prices Nevertheless, the price of 
kerosene, a fuel which is used by the majority of Indonesian households, is still heavily
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subsidized by the government. Therefore, if the government of Indonesia could reduce or 
phase out the subsidy on kerosene, it would promote efficiency in household energy use 
by encouraging a switch to electricity and LPG. These are both more efficient sources of 
energy.
2.10. Indonesian Domestic Energy Policies
From the above analysis of the energy profile of Indonesia, it can be 
argued that comprehensive and consistent energy policies are vital for sustainable growth 
and development in the Indonesian energy sector and the Indonesian economy at large. 
Arguably, like South Korea, it may be desirable for the government of Indonesia to 
pursue both demand management policies that encourage conservation and efficiency in 
energy use, and supply-side policies that will promote diversification and reduce over­
reliance on oil as the major source of revenue and energy. This is especially so now that, 
due to its rapid depletion, oil is rapidly losing its position in the Indonesian economy. It 
is a viable option, since Indonesia is endowed with vast energy resources (both 
hydrocarbons and renewable). The following section will discuss Indonesia’s domestic 
energy policies.
Over recent decades, the Indonesian government has accorded a high 
priority to the energy sector as the ‘main engine’ of growth for its economy. Article 33 
of the 1945 Indonesian constitution states that, “All natural resources in the soil and in 
the waters o f  the country are under the jurisdiction o f the state and shall be used for the 
greatest benefit and welfare o f  the people. ” (Barns, 1992) This clause in the Indonesian 
constitution clearly shows the important role of the state in the energy sector. The article 
also serves as the main foundation on which subsequent energy policies were built.
Since independence in 1945, the government of Indonesia (GOI) has 
always played a central role in the country’s energy sector. Although private companies 
actively participate in the energy sectors, their activities are strictly regulated by the 
state. According to the Indonesian oil law of I960, only national enterprises may exploit 
petroleum and natural gas. To this end, energy activities dealing with petroleum and gas 
fall under the jurisdiction of the Ministry of Energy and Mineral Resources, which is 
charged with the responsibility for creating and implementing Indonesia’s energy policy.
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According to Barnes (1995) the central and consistent theme of Indonesian energy policy 
since independence has been the need for the state to own oil and gas revenues, and to 
exercise full control over the development of these industries.
The first comprehensive energy policy in Indonesia was formulated in the 
third five-year development plan of 1979/80 to 1983/84. The National Energy 
Coordinating Board was established by the government to coordinate all energy 
programmes at a national level. According to the United Nations (1991) Indonesian 
national energy policy consists of the following main elements: energy diversification 
and intensification of exploration for energy sources. The Bank of Indonesia (2006) 
identified energy conservation, energy prices and the environment as part of the recent 
energy policies of the country.
2.10.1. The Energy Supply and Intensification Policy
This policy was initiated in 1982. The aim is to encourage efforts to 
increase energy resources through exploration and related activities. The primary 
objectives of this policy are to maintain an aggressive exploration and development 
programme for oil and gas, and also to make energy available at affordable rates.
According to Indarti (2001) energy exploration is carried out through 
continual surveys for energy, either from domestic or foreign sources, with the aim of 
increasing energy reserves, in particular oil, natural gas and coal. The search for energy 
sources is focused on areas that have not yet been surveyed. The areas giving some 
prospect of success will need further exploration to establish their status. To achieve 
these goals, the government of Indonesia participates actively in the energy sector. The 
self-stated reason for government participation in this sector is to ensure the affordability 
and security of energy supplies to the population. The government also hopes that this 
will contribute to welfare, employment generation and a maximum contribution to 
government revenues.
As with other developing countries, the GOI’s role in the energy sector 
aims at contributing towards national development by providing energy services to as
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many people as possible as cheaply as possible. According to the GOI, regulation is 
necessary in this sector since it is fundamental to the society’s well-being.
Rifkin (2002) maintains that the Indonesian people do not want to be fully 
dependent on other countries’ investment and technology. Nor do they wish to be 
dependent on multinational companies, as in Azerbaijan. This statement is in line with 
what Kleveman (2003) reminded the rest of the world (citing a former BP spokesman). 
He said that countries should avoid the situation in Azerbaijan. This countiy would 
collapse if BP pulled out from the Baku field.
2.10.2. The Energy Diversification Policy
The major objective of the energy diversification policy was to reduce 
over-dependence on oil as the major source of energy, and to encourage the use of other 
sources of energy in Indonesia. This policy was implemented through the use of other 
sources of energy, including coal, natural gas, hydro, geothermal and nuclear energy. 
The Indonesian government considered the use of natural gas, hydro and geothermal 
energy as short and medium-term strategies, while the production of nuclear energy was 
a long-term objective. This was in line with the framework of the optimization of energy 
supplies and a reduction in the rate of depletion of hydrocarbon resources. The aim was 
to maximise the net benefits while sustainable development was implemented (Indarti, 
2001). As regards the use of alternative energy (including renewable energy) the GOI 
placed it among its energy diversification strategies in order to shift from oil intensive 
use and oil dependency. It therefore argued for the use of energy alternatives such as 
coal, LPG, bio-fuel and electricity (Syarifuddin, 2006: 10).
A recent energy diversification initiative by the GOI involves using coal 
and renewable energy. According to Syarifuddin (2006: 35) coal is the most abundant 
energy reserve in Indonesia. Renewable energy is undoubtedly essential to ensuring 
sustainable energy in the future. In recognition of this, the GOI is setting up a roadmap 
for the more intensive use of these two energy sources. It is also conducting research 
into other energy sources such as geothermal, biomass, hydro and nuclear.
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2.10.3.1. Assessment and Critique
According to the government of Indonesia, its energy diversification 
policy has helped to reduce overdependence on oil as its major source of revenue. 
However, to improve on existing trends the government may find it usefiil to update the 
existing natural gas infrastructure, as well as to deregulate both the upstieam and 
downstream sectors of the oil industry. This will encourage inflows of foreign 
investments, as well as increase domestic private paiticipation.
The energy diversification policy has proceeded steadily. It has resulted in 
a decline in the role and share of oil in both the primaiy energy mix and share of national 
income. For example, the share of oil in the national income has declined from 64% 
during the period 1973-81 to 23.8% in 2003. However, the numerous problems of the 
gas sub sector (which the government planned to be a close substitute for oil) include the 
under-development of gas infrastructures and the low the price of oil products. The 
latter serves as a bottle-neck, which prevents gas penetrating the market effectively. It 
has been argued earlier that low prices for oil products and a poor infrastructure are 
among the factors that hinder the development of natural gas, which should be a 
substitute for oil. It might be that the GOI needs to do more to encourage competition in 
both the upstream and downstream of oil by removing the monopoly power given to 
Pertamina in the oil and gas sectors.
2.10.3. Energy Efficiency/Conservation policy
The objectives of the energy efficiency and conservation policy are: to 
promote energy efficiency, improve the quality of services, abolish the monopoly by 
introducing competition in the sector, define the new role of the state and improve 
public-private partnerships.
According to the GOI, the principle of conservation will be applied at all 
stages of energy utilization, from energy use at its source through to its end use. This 
will ensure that the energy needs of future generations are met. The conservation efforts 
will be applied to both upstream and downstream sides. Upstream energy conseiwation 
will be implemented through increasing the efficiency of the extraction of energy
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sources. Downstream conservation will be implemented through increasing the 
efficiency of energy end use in all sectors.
The policy instruments which will be implemented include information, 
regulation, incentives and energy pricing, as well as the creation of maikets for 
renewable energy and the promotion of energy efficiency. Additionally, the conservation 
policies will be implemented through information dissemination, regulation, provision of 
incentives, pricing and tariffs. Energy Efficiency and Economics models (ENEFECON) 
have also been developed to facilitate a follow-through assessment. These will cover 
the technical aspects and macroeconomic impacts of energy efficiency, and enable the 
assessment of various policy scenarios.
Recently, the GOI enacted new laws and undertook some major reforms 
in the energy sector to support its energy conservation policies. The new regulations are: 
Government Regulation (GR) No. 42/2002, concerning Natural Oil and Gas Upstream 
Business Activities Executive Body (BP Migas); GR No. 67/2002, concerning the 
Regulatory Body for Oil Fuel Supply and Distribution, and the Business of Transporting 
Natural Gas through Pipelines (BPH Migas); and GR No. 53/2003, concerning the 
Electricity Market Supervisory Body (EMSB) for competitive areas.
2.10.3.1. Assessments and Critique
It can be argued that recent attempts by the GOI to promote energy 
conservation and general efficiency in energy use are commendable. However, 
comparing these objectives with the trends in per capita energy consumption and energy 
intensities in all end-user sectors, it is clear that the Indonesian government needs to go 
further. It may find it helpful to incorporate demand-side management and pricing 
policies as part of these conservation policies.
A proper pricing of energy is undoubtedly an important tool for the 
encouragement of investment and the future efficiency of energy use. It is important that 
Indonesia should have proper pricing of energy as part of its long-term planning. The 
government may opt for the gradual deregulation of all energy prices (including 
petroleum products and electricity) with the long-term target of equating them with
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international prices (or at least not letting them fall below their marginal cost of 
production). This will encourage efficiency in energy use and private investment in the 
energy sector.
Alternatively, since the majority of the population in Indonesia lives in 
rural areas and depends heavily on traditional biomass and kerosene, the GOI could 
consider a complete withdrawal of all forms of subsidy on gasoline and diesel. It could 
also place tariffs on the industrial use of electricity to finance subsidies on kerosene and 
the use of electricity in households. The only possible problem with over-subsidizing 
kerosene is that it might provide an incentive to divert kerosene products towards other 
uses, such as in industry and transportation.
Demand management policies will also complement the present efforts of 
the Indonesian government to achieve an efficient energy system. These include: energy 
efficiency labelling, public enlightenment on the importance of energy efficiency, energy 
efficiency legislation and incentives such as tax holidays.
2.10.4. Energy Pricing Policy
The government of Indonesia had always deliberately controlled the 
domestic prices of energy through providing subsidies to both Pertamina and PLN. 
Fuels, including gasoline, diesel, and kerosene, as well as electricity, were highly 
subsidised and were below both international prices and the marginal cost of production. 
According to the Petroleum Report of Indonesia (2006) the issue of subsidies always 
remains a matter of great political sensitivity. Consequently, the government of 
Indonesia continues to administer petroleum product prices. Annually, trillions of 
Rupiah are spent on subsidies. For example, in 2003, Rp 30 trillion were spent in this 
way.
Recently, the GOI has gradually started liberalizing the energy market 
through the withdrawal of subsidies on all forms of energy. It has also encouraged 
private participation in the downstream sector (which used to be an exclusive monopoly 
of Pertamina). Additionally, the restructuring of energy prices through a gradual 
elimination of subsidies and the promotion of conservation programmes has been
initiated (National Energy Policy Review, 2004: 22). Based on this plan, the average 
price is set in a deliberate way, and will be adjusted so that it will increasingly follow 
market mechanisms. However, it will take into account a number of aspects, including 
the optimization of energy utilization, increasing economic competitiveness, protection 
of consumers and the principle of equitable distribution.
210.4.1. Assessment and Critique
From the review of energy pricing policy, it can be argued that Indonesia 
has taken a giant stride towards a sustainable energy system. There is, therefore, a need 
for the GOI to encourage greater use of natural gas and LPG through a more realistic 
approach to pricing policy. In general, a more confident approach through the removal of 
all forms of subsidy on fuel uses (in particular by the electricity utilities) will probably 
stimulate the more efficient and careful use of energy by all end-user sectors. In addition, 
the complete removal of subsidies would probably result in a saving of revenue, and 
might also encourage competition through private participation in the energy supply 
industiy.
More importantly, Indonesia is now gradually becoming an energy 
importer, importing energy at international markets rates. It is therefore clear that to 
encourage energy efficiency, higlier energy costs cannot be avoided. However, they can 
be contained by letting prices rise to reflect the cost. It might be argued that the higher 
costs of energy, if properly managed, need not have severe effects on the general welfare 
and on people’s lifestyles. The government needs to allow the price of energy to rise to 
reflect economic reality.
2.10.5. Environmental Policy
In Indonesia, the development of energy is planned to be implemented in 
support of environmentally sound and sustainable development. For this to be achieved, 
the GOI argues that the environmental damage and degradation of the eco-system which 
accompanies energy development need to be continually decreased. This can be 
achieved by decreasing negative environmental impacts (either local or global) related to 
the production, transportation and end-use of energy (Indarti, 2001).
52
2.11. Comparison of the Energy Profiles of South Korea and Indonesia
211.1. Introduction
In the previous two sections, the energy profiles of South Korea and 
Indonesia were individually discussed in detail. This chapter will compare and contrast 
the energy profiles of South Korea and Indonesia. The discussion will include whole 
economy and sectoral per capita energy consumption, energy intensities, and the 
movements of real energy prices.
Figure 2.13: Comparison of South Korea and Indonesia Whole economy Data
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Figure 2.13 panel (a) shows that the relative trends of energy imports for 
South Korea and Indonesia vary considerably. During the study period, annual 
energy imports grew faster in South Korea than in Indonesia. Similarly, energy 
imports for South Korea were laiger than for Indonesia throughout the period of 
the study. The relative trends show that towards the end of the period the import 
gap between South Korea and Indonesia continued to increase in size.
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It can be seen from the figure that whilst in 1973 total commercial energy 
imports for South Korea were almost 1 SMtoe, by 2003 there had been a steady increase 
to just above 207Mtoe. In contrast, total commercial energy imports for Indonesia during 
the year 1973 were below SMtoe. This increased appreciably to just above 33Mtoe in 
2003.
From a comparison of the levels of energy imports. South Korean imports 
were higher than Indonesian imports throughout the study period. However, the average 
annual growth of energy imports for South Korea declined considerably more than 
Indonesia’s during the last part of the period. In South Korea’s case, the reason is 
probably the response of the country’s energy sector to energy conservation and security 
policies. In contrast, for Indonesia the reasons are likely to be the rapid depletion of 
petroleum resources and the decline in refining capacity in the country^®.
The relative trend of per capita whole economy energy consumption for 
South Korea and Indonesia during the study period is presented in panel (b). With energy 
imports, the level of South Korean whole economy energy consumption was greater than 
that of its Indonesian counterpart. In addition, the relative trend shows that throughout 
the study period, the per capita energy consumption for the South Korean whole 
economy was almost three times that of Indonesia. In 1973, the per capita energy 
consumption for the South Korean whole economy was 0.51 Toe. This figure increased 
to 0.84Toe by 1983, reaching a peak of 3.02Toe in 2003. In contrast, the Indonesian per 
capita energy consumption was just 0.27Toe in 1973. It increased moderately to 
0.34Toe in 1983 and more dramatically to 0.57Toe in 2003.
The relative trends of per capita real GDP for South Korea and Indonesia 
are compared in panel (c). It is clear that the South Korean per capita GDP grew faster 
than its Indonesian counterpart during the study period. In 1973, the South Korean real 
per capita GDP was about $3.41 thousand, this increased by almost twofold to about
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$6.23 thousand in 1984. The per capita real GDP further increased to about $15.11 
thousand in 1997. The per capita real GDP in South Korea slowed down to $13.99 
thousand in 1998, but recovered to about $18.38 thousand in 2003. In contrast, the figure 
for Indonesian per capita real GDP was $1.03 thousand in 1973, This increased 
moderately to about $ 3.29 thousand in 1997, but declined to about $2.81 thousand in 
1998. However, it improved to about $3.16 thousand in 2003. In contrast to the whole 
economy per capita energy consumption, the trend for the whole economy energy 
intensity shows that during the greater parts of the study period the Indonesian whole 
economy energy intensity was greater than that of its South Korean counterpart. 
However, during the period from 1993 to 1998 the Indonesian whole economy recorded 
lower energy intensity than that of South Korea.
From panel (c) in 1973 the South Korean whole economy intensity was 
1.49, but it declined steadily to 1.44 in 1976. Thereafter, the intensity trended steadily 
upwards to a value of 1.70 in 1980. Subsequently, there was a steady decline to a 
minimum historic value of 1.55 in 1991. It increased to 1.62 in 1999 and remained stable 
until the final year of the study, 2003. By contrast, in 1973 the Indonesian whole 
economy energy intensity was 2.69 and this figure steadily trended downward to a value 
of 2.27 in 1982. There was a progressive decrease to 1.99 in 1990, and a further fall to 
1.76 in 1993. Finally, maintaining a decreasing but almost stable trend, it reached 1.75 in 
2003..
Panel (d) is a comparison between the relative trends in average whole 
economy real energy prices for South Korea and Indonesia in local currencies per ton of 
oil equivalents over the period 1973 to 2003. From the above figures, the average whole 
economy real energy prices for South Korea (in Won/toe) increased from 15.54Won/toe 
in 1973 to 269.05Won/toe in 1984. However, they decreased to 191.81 Won/toe in 1993, 
finally increasing to 278.40Won/toe in 2003. The Indonesian counterpart of these 
average real whole economy energy prices (in Rupiah/toe) were 86.15Rupiah/toe in 
1973, 217.65Rupiah/toe in 1983 and 279.15Rupiah/toe in 1993. This trend was reversed 
to 155.5Rupiah/toe in 1998, but changed again to reach a peak of 482.55Rupiah/toe in 
2003
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Figure 2.14: Comparisons of the Industrial Sectors’ Energy Data
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Figure 2.14 panel (a) presents the relative trends of the per capita energy 
consumption for the South Korean and Indonesian industrial sectors (in Toe) for the 
period 1973 to 2003. From the figures, similar trends to those in the whole economy can 
be detected. In fact, the relative gap between the South Korean industrial sector and its 
Indonesian counterpart is even larger than the gap for the whole economy energy 
consumption.
In 1973, industrial sector energy consumption for South Korea was just 
over 6Mtoe. This steadily increased to lOMtoe in 1983. Thereafter, it increased further to 
over 25Mtoe in 1993 and finally reached a peak of 3 SMtoe in 2003. In 1973, the energy 
consumption of the Indonesian industrial sector counterpart was just below 2Mtoe. This 
increased modestly to slightly above 7Mtoe in 1983 and steadily increased to just below 
17Mtoe in 1993. The final decade saw an increase to slightly above 29Mtoe in 2003
A comparison of the two countries’ growth in industrial energy 
consumption during the period shows that South Korean annual average growth was 
fastest during the period 1983 to 1993. On the other hand, the decade from 1993 to 2003
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recorded the lowest annual average gi'owth for the industrial sector’s energy 
consumption. For Indonesia, the average annual growth of industrial energy 
consumption was fastest between 1973 and 1983, and the lowest average growth was 
recorded from 1993 to 2003.
The relative trends in South Korean and Indonesian industrial output, as 
depicted in panel (b) of the figure, suggest that both were initially moving at the same 
rate. However, Indonesian industrial output grew faster than the South Korean output 
towards the end of study period. In 1973, South Korean industrial output was just below 
7Mt. This increased to more than 22Mt in 1984 and increased further to 58Mt in 1994 
and to 75Mt in 1997. However, there was a decline to below 69Mt in 1998. Finally, an 
increase to just below 11 SMtoe was recorded in 2003. In contrast, Indonesian industrial 
output figures show that it was just below ISMt in 1973. This increased to 41Mt in 1984, 
and further to just below 126Mtoe in 1994. This output declined to below 98Mt in 1998, 
and later increased to 114Mt in 2003.
In contrast to industrial energy consumption, the trends and relative annual 
growth of energy intensity show that throughout the period of the study Indonesian 
energy intensity is far below its South Korean counterpart. Panel (c) indicates that the 
South Korean industrial sector’s energy intensity declined steadily from 0.62 in 1973 to 
0.21 in 1983. However, it increased slightly to 0.31 in 1993 and to 0.33 in 2003.The 
Indonesian industrial sector’s energy intensity declined from 0.109 in 1973 to 0.085 in
1983. Thereafter, it fell further to reach a minimum of 0.05 in 1994. From 1994 onwards, 
the industrial energy intensity fluctuated between 0.05 (in 1995) and 0.024 (in 2000) 
finally, settling at average of 0.21 in 2003.
Panel (d) shows a comparison of the movements in the industrial sectors’ 
real energy prices for South Korea and Indonesia in local currencies/toe. From the 
figures. South Korean real industrial sector energy prices increased from 41.35Won/toe 
in 1973 to 105.11 Won/toe in 1983. Real average industrial energy prices thereafter 
increased further to 84.20Won/toe in 1993 and to 112.85Won/toe in 2003. Conversely, 
Indonesian real industrial sector energy prices were 70.88 Rupiah/toe in 1973 and fell to
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47.13 Rupiah/toe in 1981. There was a steady increase to 155.88Rupiah/toe in 1984. In 
the final decade prices fluctuated, with a maximum of 75.53 Rupiah/toe in 2002.
Figure 2.15: Comparison of the Transportation Sectors’ Energy Consumption
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A comparison of the relative 
trends in per capita energy consumption 
in the transportation sector of the two 
countries over the period 1973 to 2003 is 
presented in Figure 2.15. From the above 
figures, during the period 1973 to 1983 
the gap between per capita consumption 
in the South Korean transportation sector 
and its Indonesian counterpart was 
moderate. However, from 1984 onwards 
the relative gap widened up to the end of 
the study period. From 1984 onwards, 
South Korea’s per capita energy 
consumption tended to grow faster than 
that of Indonesia..
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reach a peak of 072Toe in 2003. 
Indonesian per capita consumption in 
the same area grew moderately from 
0.03Toe in 1973 to reach a peak of O.llToe in 2003. Panel (b) of Figure 2.15 shows a 
comparison between the relative trends of the South Korean and Indonesian 
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The South Korean transportation sector’s energy intensity decreased from 
0.22 in 1973 to a minimum of 0.19 in 1976. Thereafter, it increased steadily to 0.31 in 
1979, but trended downwards to 0.21 from then until 1981. Subsequently, the energy 
intensity steadily increased to reach a maximum of 0.43 in 1995. It remained stable until 
2003 at an average of 0.39. Initially, the Indonesian transportation energy intensity was 
higher at 0.25 in 1973, a figure which increased to 0.27 in 1976. Subsequently, the 
transportation sector’s energy intensity steadily increased to 0.30 in 1995 and to 0.35 in 
1998. It then almost stabilised at that level until 2003.
Comparing and contrasting the relative growth of transportation energy 
consumption and intensity indicates that throughout the period of the study the annual 
average growth of the South Korean transportation sector’s energy consumption was 
faster than that of Indonesia. In fact, during the period 1983 to 1993 the average annual 
growth of energy consumption for South Korean transportation was more than twice that 
of Indonesia. On the other hand, a comparison of the average annual growth of energy 
intensity shows that during the period 1973 to 1993 it was faster for South Korea than 
for Indonesia. However, for the period 1993 to 2003, the average annual decline in 
energy intensity was faster for the South Korean transportation sector than for the 
Indonesian sector. The fact that the relative decline in transportation energy intensity in 
South Korea was more rapid than that in Indonesia suggests that energy efficiency 
improvements were greater in South Korea than in Indonesia.
Panel (c) shows a comparison between the relative trend in transportation 
sector real energy prices for South Korea and Indonesia in local currencies per toe. 
From the figures, in 1973 real South Korean transportation energy prices were 
17.97Won/toe. These increased to 71.97Won/toe in 1983 and to 77.32Won/toe in 1993. 
They reached a historic peak of 125.87Won/toe in 2003. In contrast, the real energy 
prices for the Indonesian transportation sector in 1973 were 85.78Rupiah/toe. They 
increased to 167.94Rupiah/toe in 1985. Then they slowed to 46.45Rupiah/toe in 1999; 
but increased to 114.53Rupiah/toe in the final year of this study.
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Figure 2.16: Comparisons of the Residential Sector Energy Data
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Figure 2.16 presents a 
comparison between the residential 
sector’s per capita energy consumption 
in South Korea and Indonesia over the 
period 1973 to 2003. This shows that 
fi’om 1973 to 1980 Indonesian 
residential per capita energy 
consumption was relatively larger than 
that in South Korea. However, from 
1981 to 1993 the South Korean 
residential sector’s energy consumption 
tended to grow faster than that of its 
Indonesian counterpart. For the period 
1993 to 1999 the reverse was true, but 
from 2000 onwards South Korea’s 
residential sector energy consumption 
grew faster than Indonesia’s.
From the graph, the per capita
energy consumption in the South Korean residential sector maintained a steady increase 
from 1973 to 1988. Thereafter, per capita energy consumption steadily declined to reach 
a minimum value in 1993. It then trended upwards until the final year of the study. In 
contrast, the Indonesian residential sector’s per capita energy consumption maintained a 
stable trend throughout the period of the study.
In 1973, the South Korean residential sector per capita energy 
consumption was 0.18Toe.This climbed steadily to 0.32Toe in 1986. Thereafter, it 
trended downwards to a minimum value of just 0.19Toe in 1994. From 1994 onwards, 
this consumption increased steadily to reach a maximum historic value of 0.38Toe in 
2003. In contrast, Indonesia’s residential sector per capita energy consumption increased 
from 0.23Toe in 1973 to 0.24Toe in 1983. By 1988, however, this figure had slightly
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decreased to 0.22Toe. Finally, the energy consumption in Indonesia’s residential sector 
increased to reach a historic maximum of 0.26Toe in 2003.
Panel (b) indicates the relative trends of residential sector energy 
intensities for South Korea and Indonesia over the period of this study. From these, it 
can be seen that the intensity of energy use for both South Korea and Indonesia was 
declining during most of the period. Nevertheless, the South Korean residential sector 
intensity was far below that of its Indonesian equivalent. The latter appears to have 
declined relatively faster than that of South Korea. Studied in more detail, in 1973 the 
South Korean residential sector energy intensity was 0.53. This figure decreased slightly 
up to 1987, to 0.39. From 1988 until the end of the study period it maintained its 
downward trend, reaching a rate of 0.20 in 2003. The energy intensity for the Indonesian 
residential sector also maintained a downward trend throughout the period. In 1973 it 
was 2.26, declining to 1.45 in 1983 and to 0.84 in 1993. It remained almost flat until the 
final year (2003) when it was 0.80.
Finally, panel (c) presents a comparison of the relative movements of 
residential sector real energy prices (in local currencies per ton of oil equivalents) for 
South Korea and Indonesia over the period 1973-2003. From this, in 1973 residential 
real energy prices for South Korean were 151.54Won/toe. These prices trended upwards 
to reach 189.57Won/toe in 1983 and 212.02Won/ toe in 1993.There was a slight 
slowdown to 217.18Won/toe in 2003. By contrast, in Indonesia in 1973, residential 
sector real energy prices were 80.35Rupiah/toe. This increased to 412.84Rupiah/toe in 
1984, thereafter declining to 379.41 Rupiah/toe in 1993 and increasing to 
471.90Rupiah/toe in 2003.
2.12. Summary
This chapter has compared the relative trends of energy data for South 
Korea and Indonesia for the period from 1973 to 2003. It has compared the trends of 
energy imports, per capita energy consumption, energy intensities and movements of 
real energy prices
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It can be argued that the accelerated growth in commercial energy imports 
into South Korea during the period of this study can be attributed to a combination of 
many factors such as domestic energy endowments*^ and the increasing importance of 
energy intensive sectors. In contrast, the trend towards energy imports for Indonesia can 
probably be attributed to the rapid depletion of petroleum, a dearth of refineries and an 
increasing demand for petroleum products because of increased urbanization and 
motorization*^. As regai ds the relative decline of energy imports into South Korea during 
the decade 1993 to 2003, this was probably a positive response by the South Korean 
energy sector to the energy conservation and security and energy efficiency policies of 
the South Korean government.
Similarly, a comparison of the relative trends in per capita energy 
consumption for the two countries reveals that throughout the period of this study the 
South Korean sectors tended to consume more energy. In terms of the relative average 
annual growth of energy consumption, the South Korean sectors tended to grow faster 
than their Indonesian counterparts. However, the relative trends in energy intensities 
show that, with the exception of the industrial sector, energy intensities are generally 
lower for the South Korean sectors than for the Indonesian sectors.
Comparisons of the relative trends in energy consumption and intensity of 
energy for the industrial sector suggest that the Indonesian industrial sector is probably 
less energy intensive and perhaps more efficient than that in South Korea. However, 
comparisons of the relative trends and growth/decline of per capita energy consumption 
and intensity show that the South Korean transportation sector has been less energy 
intensive, particularly during the last decade of the study. The relative trends suggest that 
the South Korean transportation sector is probably more energy efficient than that in 
Indonesia.
Throughout the period o f the study, South Korea imported over 75% of her primary energy 
supplies.
All energy imports for Indonesia during the period were refined petroleum products.
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Energy consumption and intensity comparisons suggest that although the 
South Korean residential sector tended to be less energy intensive during the study 
period than the residential sector in Indonesia, the average annual decline of ener^  
intensity was faster in Indonesia than in South Korea. Nevertheless, the conclusion is 
that the South Korean residential sector is less energy intensive and perhaps more energy 
efficient.
The summaiy of the data analysed shows that for both South Korea and 
Indonesia average annual growth in energy consumption and intensity has been faster 
than in the aggregate whole economy and the sub sectors. Similarly, the average annual 
growth of both energy consumption and intensity was slower in the South Korean and 
Indonesian residential sectors than in other sectors. Finally, for both South Korea and 
Indonesia the greater part of the decline in relative consumption and intensity was 
recorded during the last part of the decade to 2003. This is probably due to the positive 
effects of energy conservation and efficiency policies in the two countries.
The summary of the overall results for South Korea suggests that the 
average annual growth of energy consumption was faster in the industrial sector than in 
all other sectors, including the aggregate whole economy. On the other hand, the decline 
in energy intensity was faster in the residential sector than in all other sectors. For 
Indonesia, by contrast, the transportation sector recorded the fastest average annual 
growth during the period of study. This was more than all other sectors, including the 
aggregate whole economy. On the other hand, during the study period the Indonesian 
industrial sector recorded a faster decline in energy intensity than all other sectors.
2.13. Conclusion and Policy Implications
Comparisons in energy data for the two countries show a clear difference 
in the trends and (probably) the influence of particular end-user sectors on overall 
aggregate energy consumption. In South Korea, for example, the industrial sector 
remained the leading sector in energy consumption throughout the study period. This is 
followed by the transportation and residential sectors. A comparison with Indonesia 
shows that this country’s residential sector had been the leader in energy consumption
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throughout the period of the study. This is followed by the transportation and industrial 
sectors.
As regards the per capita energy consumption data, it can be argued that 
the size and the rate of growth of energy intensive industries such as chemicals and steel 
are likely to have an overall impact on energy consumption and intensity in South Korea. 
In Indonesia, the growth of residential sector per capita energy consumption has 
probably being affected by a number of factors. These include population and the 
continued low prices of kerosene and electricity, which encourage the household 
consumption of energy.
In considering the whole economy energy intensities, it is clear that for 
the whole economy and the residential sector energy intensities were lower for South 
Korea than for Indonesia. By comparison, in the industrial sector Indonesian industrial 
energy intensities were generally lower than those in South Korea throughout the 
period of the study.
Comparisons in the movements of real energy prices for the two countries 
show that generally these were higher in Indonesia than in South Korea. However, as 
mentioned earlier, the exchange rate values of the currencies differ a great deal. Unless a 
single unit of currency is used, we cannot conclude that energy prices are higher in 
Indonesia than in South Korea.
The above comparisons of the energy profiles give a clear view of the 
economic prospects for both Indonesia and South Korea. They perhaps show how the 
effects of economic factors (such as real energy prices and real per capita incomes) as 
well as non-economic aspects (such as structural and behavioural factors) can influence 
the long run energy price and income elasticities which will be estimated in Chapters 
five and six.
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Chapter 3: Review of Empirical Studies on 
Energy Demand
3.1. Introduction
In the previous chapter, a comparison of energy profiles of South Korea 
and Indonesia were undertaken; this chapter will present a general review of the previous 
empirical studies on energy demand. The chapter is sub-divided into two sections; the 
first part will conduct a review of previous empirical studies on energy demand in non- 
OECD developing countries in both whole economy and sub-sectors. Under this section, 
the focus is only on the reported price and income elasticities of the demand for energy 
in developing countries, and to some extent on their relevance to this study. This section 
will also to a certain extend, evaluate the strengths and weakness of the method used in 
previous studies where necessary.
The objectives of this section are firstly, to demonstrate the range of price 
and income elasticities of demand reported by the previous studies which could also 
serve as a benchmark to be compared with the estimated elasticities in this study. 
Secondly, the review will also identify the existing gap in previous studies and where 
this study is likely to fit. Here, as will be shown later, there is no single previous study 
that attempted to address the issues of improved technical energy efficiency and 
exogenous factors in energy demand in developing countries.
The second part of this chapter discusses the role of improved technical 
energy efficiency in energy demand, as well as conducting a review of the previous 
studies on the role of improved technical energy efficiency and exogenous factors (such 
as changes in economic structure and consumer’s taste) in energy demand*^. The 
objective of this section is to highlight how improved technical efficiency and exogenous 
factors can affect the long run energy demand, as well as to discuss the recent debate
’ In the second part of the literature review, since most of the studies on technical energy efficiency in energy demand are concentrated on developed OECD countries, the review concentrates on tlie Studies in OECD developed countries. Furtliermore, tills section does not review die estimated price and income elasticities of energy demand. The section concentrates on issues relating to improved teclmical efficiency in energy demand.
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over the proper way of modelling this phenomenon. The empirical review begins with 
the studies on whole economy energy demand then follows with studies on sub sectors.
3.1.1. Whole economy Energy Demand
This section begins the review of the study of developing countries whole 
economy energy demand witli the study conducted by Pesaran et al (1998). The study 
used the Autoregressive Distributed Lag Model (ARDL) approach to Co integration models 
as the method of their analysis. This, according to the authors, is a major advance in 
econometi'ic techniques. The reseaich covered the period from 1973 to 1990 in eleven 
Asian developing countries: Bangladesh, China, India, Indonesia, South Korea, Malaysia, 
Pakistan, the Philippines, Sri Lanka, Taiwan, and Thailand.
Pesaran et al used a pool of time series and cross sectional data of real 
energy prices in local currency per ton of oil equivalents (toe) real GDP per capita at 
international prices, and the population of each country to estimate their long and short run 
price and income elasticities. The authors conducted their analysis in stages. The first stage 
concentrated on aggregate level. Under the aggregate whole economy energy demand, 
Pesaran et al estimated the demand for energy in these countries based various 
specifications; under, ARDL (1,0,0), the long run elasticities ranged from 0.84 (Philippines) 
to 1.56 (Indonesia) and the estimates of the long run price elasticities extend from -0.05 
(Pakistan) to -0.49 (Indonesia) with an average estimate of -0.22. Similarly, Under ARDL 
(1,1,1), the estimates of adjustment coefficients fall outside the (0, -1) range in the case of 
three countries: India, Sri Lanka and Taiwan (where it is very close to zero). An adjustment 
coefficient close to zero this sheds doubt on the validity of implied estimates of the long run 
coefficient close to zero. Finally, the results of estimates for the ARDL (1, 0, 0) 
specification indicates an estimated average long-run income elasticity of 1.2 and a price 
elasticity of -0.3. The PMG estimates are close to MG estimates, and the dynamic fixed 
effects (DFE) estimates are rather lai’ger. According to Pesaran et al the standard errors of 
both the PMG and the DFE are very much smaller than those of the MG; and pooling 
sharpens the estimates considerably. Pooling leads to a much smaller estimated speed of 
convergence to equilibrium: of around 50 per cent a year, of which the PMG constitutes 30 
% and the DFE about 20 per cent.
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Evidence from the reported elasticities suggests that the reported elasticities 
for all countries are within a similar range. However, within this range the results suggest 
that countries like Korea and Thailand (which are highly energy dependent and perhaps 
more advanced in technology) tend to have larger price elasticities and smaller income 
elasticities than others countries that are energy endowed.
The ARDL approach to co integration analysis used by the authors has some 
desirable advantages over the traditional Engel-Granger and other co integration models; in 
that in the former, approach is applicable irrespective of whether the all the series are 1(0) 
or integrated 1(1) . However, since the publication of their work there are some sti'uctural 
changes that are likely to affect energy consumption in these countries occurred, therefore 
the need to be updated. Similarly, Pesaran et al could have considered the effects of 
exogenous factors such as technical efficiency in energy demand and the effects of 
urbanization and motorization in the demand for energy. Such an extension of the research 
could probably have made the work more plausible, by separating the effects of such 
factors from the effects of income and energy prices.
Ishiguro and Akiyama (1995) conducted another study earlier on five Asian 
developing countries: China, India, South Korea, Indonesia, and Thailand. However, this 
study placed more emphasis on descriptive statistics, and used a simple static econometric 
model for estimating long run price and income elasticities. Ishiguro and Akiyama first 
discuss the energy profile of those countries in detail. Their review showed that there is 
some divergence in the energy endowments, as well as energy consumption, among the 
countries studied.
In China, the total final energy consumption (TFEC) grew from 323Mtoe in 
1980 to 413 Mtoe in 1985 and to 512Mtoe in 1990. On the other hand, in India, the TFEC 
was 75Mtoe in 1980, which trended upward to 98Mtoe and 125Mtoe between 1985 and 
1990. As regards Korea and Indonesia, the TFEC profile shows that in the former energy 
consumption increased significantly from barely 14Mtoe in 1971 to 34Mtoe, 43Mtoe and 
71 Mtoe in 1980, 1985 and 1990 respectively. Similarly, in Indonesia the TFEC increased 
from 20Mtoe to 23Mtoe and finally to 34Mtoe for 1980,1985 and 1990, respectively.
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In addition, the authors reviewed the energy conservation and pricing 
policies of each country. The review revealed that there is a spectrum of differences in the 
policies pursued by each country, depending on the resource endowments and other 
objectives. For example, in South Korea, as we saw in chapter two energy policy is centred 
on energy security (which can be achieved through energy diversification) and conseiwation 
(through demand management policies). By contrast, in Indonesia energy policies were 
centred more on diversification (to establish a more balanced energy use considering 
resource endowments) as well as supply intensification (to encourage efforts to increase 
energy resources thiough explorations and other related activities) as discussed earlier in 
chapter two. By contrast, the review shows that in countries like China, Thailand and India 
energy policies reflect government concern over the scarcity of energy, particularly oil. 
Hence, the main energy strategy in these countries is to reduce over- dependence on oil as 
well as energy conservation and the substitution of domestic energy resources (for example, 
coal for oil).
The study by Ishinguro and Akiyama is relevant to this work. South Korea 
and Indonesia are among countries covered in their study. Their study discussed and 
analysed the characteristics of energy consumption in each end-user sector of all the 
countries. Furthermore, an analysis of energy demand, as well as prospects for efficiencies 
in energy use and potentials for energy conservation in each sector, were identified. Their 
study also identified the factors responsible for the high level of energy intensity in each 
sector of the five countries. However, the study gives more emphasis to descriptive studies 
and less to rigorous econometric analysis. In addition, even the econometric model that was 
used in their study (a simple static model) is likely to be spurious, especially so because the 
authors did not test for the properties of the variables used in the study.
A1 Mutairi and Eltony (1996) used two econometric models, the Engel- 
Granger two-step co-integration and a simultaneous equation model in the annual time 
series data to estimate the price and income elasticities of demand for aggregate energy in 
Kuwait for the period 1965 to 1989. The results from co-integration model show the short 
and long run price elasticity of demand estimates are -0.23 and -0.12 for the short and long 
run income elasticities of demand are 0.8 and 1.21. In contrast, the results of the 
simultaneous equation model reveal the short and long run price elasticities are -0.21 -0.43
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and the income elasticity of 0.54 as well as 1.13 in short and long run . Although the study 
is relevant for the fact that Kuwait is (like Indonesia) an oil producing and exporting 
developing countiy. It can be argued that the study would have been more robust if the 
Johansen procedure had been used because of its superiority. In addition, the researchers 
do not consider the issues of exogenous factors like technical energy efficiency and factors 
such as urbanization and motorization in Kuwait and energy pricing policies of that 
country.
Galli (1998) investigated the evidence of a long run relationship between 
energy consumption and income in ten Asian developing countries, and projected the 
demand for energy to the year 2000 in the countries studied. The study used two models: 
the random effect model (REM) and fixed effect model (FEM) for the period from 1970 to
1990. In the study, the author categorised the countries into the following groups: newly 
industrialized countries (Taiwan and South Korea); developing economies (Thailand and 
Malaysia); less developed countries (Philippines, Indonesia, Bangladesh, Sri Lanka and 
Pakistan); and India.
The results of the analysis show that countries with faster rates of economic 
growth have higher energy intensities: Korea 6.6%; Indonesia 6.1%; Bangladesh 5.5%; 
Taiwan 5.3%; Malaysia 4.8%; and Thailand 4.4%. The specific countiy results show that, 
because of the average change in energy use over the years, energy intensify fell in the 
newly industrialized countries of Taiwan and South Korea, especially from 1981 to 1990 
(Probably due to their shift from highly energy intensive to less energy intensive 
industrialization). In contrast, for the developing economies studied, the results reveal that 
energy intensify was almost constant over the period in Malaysia and Thailand. However, it 
rose in the later part of the period. All the same, the intensify was still lower when 
compared with Taiwan and Sri Lanka: 0.37 toe per capita in Thailand and 0.75 % in 
Malaysia, whereas in Taiwan and South Korea it was 1.64 per cent.
Furthermore, the result of the average short run income elasticity is 0.55 
under RCM and 0.53 under FEM. By contrast, average short run price elasticities are -0.13 
under RCM and -0.16 under FEM. In both cases the price elasticities are significantly 
negative. Similarly, the average long run income and price elasticities show that the long
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run income and squared income coefficients aie only significant in the FEM, with estimates 
of 5.42 and -0.27 respectively.
The study by Galli is relevant to this research, particularly because the study 
includes South Korea and Indonesia among the countiies covered. Furthermore, Galli had 
shown the role of technological differences and economic structure how these affect the 
pattern of energy consumption in the countries studied. However, the study needs to be 
updated, given the structural changes that are likely to take place in these countries, which 
will likely influence pattern of energy consumption in these countries.
Earlier, Ibrahim and Hurst (1990) estimated aggregate energy and oil 
demand in some oil importing and exporting less developed countries for the period 1970 to
1984. The study used the partial adjustment model to estimate income elasticity of demand 
for energy in these countries. The study grouped these countries into two; the first group is 
oil importing countries comprising Brazil, India, the Republic of Korea, Morocco, Pakistan, 
The Philippines, Taiwan and Thailand. The second group is oil exporting countries: 
Algeria, Egypt, Indonesia, Mexico and Saudi Arabia.
The estimated results of the price elasticity estimates reveal that the average 
elasticities are low; both the short and long run elasticities range between -0.11 and -0.27 
for all countries, with the exception of Taiwan where the elasticity is -0.24 in the short run 
and -0.53 in the long run. The result of the oil demand shows that income elasticities for 
the first group range from 0.13 for Thailand to 1.33 for Taiwan. The results of the study 
indicate that oil price elasticities ranged from -0.14 to -0.75. According to the authors, these 
results seem to be unsatisfactoiy. This raised some doubts as to whether the short run or the 
long run is being measured. However, it has been observed tliat income elasticities of 
demand for oil differ much more among countries than elasticities of aggregate energy 
demand.
The estimated oil and energy demand in oil exporting countries shows a 
significant difference from those of oil importing countries. The elasticities in the former 
group range from 0.81 to 1.27. The results show that Algeria and Egypt had the lowest 
elasticity, implying that having domestic petroleum reserves does not imply that a relatively 
higher growth in energy demand needs to occur. These results are not surprising, because
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most oil exporting countries subsidise the price of oil heavily. On the other hand, oil 
importing countries have very high price elasticity because of the high cost of importing oil. 
This is reflected in the domestic price of oil in these countries.
Despite the relevance of this study, the study would have been more 
plausible if factors like the effects of technical energy efficiency and the influence structural 
differences such as urbanization and motorization in petroleum consumption in these 
counti ies were addressed in the paper.
Dahl (1994) conducted a comprehensive survey of studies on price and 
income elasticities of demand for energy in developing countries covering the period 1976-
1991. According to Dahl, most of the models used in those studies are static or lagged 
endogenous variable, and few include lagged income or lagged price variables. In addition 
to a lagged endogenous variable, it has been observed that other explanatory variables, 
which usually measure industrial production or car stock, have been included in the demand 
equations in some of the studies surveyed.
Dahl divides her paper into two stages. It begins with a survey at the most 
aggregated level, and finishes with a discussion at the sectoral level. The findings of her 
study at the aggregate level show that total energy demand in developing countries is most 
likely to be price inelastic and income elastic in the long run, with average point estimates 
of -0.33 and 1.27 respectively. Dahl suggests that oil exporters are likely to have low price 
elasticities and high-income elasticity of energy demand. On the other hand, at the sectoral 
level the survey suggests that estimates of the industrial demand for energy may be less 
income elastic than the overall energy demand. The intermediate price elasticities for 
individual industries averaged -0.50, compared to -0.36 for total energy and -0.35 for 
aggregate industry. However, transport demand appeared to be more income elastic than 
total energy demand. The commercial sector demand for energy appeared to have higher 
income elasticity than the industrial and transport sectors.
The work of Al-Sahlawi (1997) is among the few existing empirical studies 
conducted on Saudi Arabia. The author used annual time-series data over the period 1971- 
1995 to estimate a lagged log-linear model, the results of the estimates show that in the 
short run the price elasticity of aggregate demand for gasoline is -0.16, for diesel -0.09, for
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jet oil -0.51 and for aggregate -0.27 and the short run income elasticities are 0.30, 0.29, 0.45 
and 0.18 respectively. This result suggests that both aggregate energy and individual 
demand for oil products are income and price inelastic in the short run. On the other hand, 
the long run elasticity results show that gasoline and diesel aie less price elastic at -0.8 and - 
0.26 respectively. Jet fuel presents a unitary elasticity, and there was high price elasticity for 
aggregate oil product demand. This is estimated to be 3.0 for income elasticities in the long 
run. Only gasoline and aggregate demand showed figures of more than one, at 1.5 and 2.0. 
Arguably, this paper could have been more plausible if factors such as motorization and the 
effects of the technical efficiency of vehicles had been incorporated into the study.
Chakravorty et al (2000) also earlier conducted an econometric study of 
domestic demand for petroleum products in the ten member countries of OPEC. The 
study estimated demand for the following products: LPG, gasoline, kerosene, gas/diesel 
oil and fuel oil. It used a pool of cross section and time series data for the period 1972 to 
1993. In the data analysis, the authors used a log-linear functional form.
The overall results show that the average income elasticity for LPG 
ranging from 0.52 for Libya, to 0.30 for Iraq. Conversely, the results for the kerosene 
model are found to be inconsistent with the other models. The income elasticities for 
kerosene are well below unity for most countries except Algeria (0.091) and UAE (0.87) 
indicating general income inelastic domestic demand. The reason for the poor 
performance of the kerosene model, according to the authors, can be lai gely attributed to 
the availability of substitutes for kerosene (for example, LPG and electricity) and high 
subsidies given by some countries (for example, Iran). It has been argued that Iran has 
the cheapest price for kerosene worldwide.
The authors also forecast future consumption of petroleum products in 
OPEC countries based on projected income levels, as well as domestic price levels. The 
projection showed that Algeria is expected to maintain an average annual GDP growth 
rate of 3.5% in spite of political and economic upheavals in the countiy. Iraq, despite the 
international oil embargo, is expected to have an annual GDP rate of 1.6%.
The use of a dynamic equation in the model definitely rules out the 
possibility of serial correlation in the results. However, one may not discard the possibility
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of a specification bias: these countries have different levels of structural and technological 
development; exclusion of the effects of technical energy efficiency, or factors like 
urbanization or motorization in energy demand may possibly lead to an over-estlmation of 
income effects or an under-estimation of price impact.
Dahi and Erdogan (1997) employed annual time series data for Turkey’s 
aggregate whole economy, the Turkish manufacturing sector, the mining sector and the 
total industry sector for the period 1970 to 1993 to estimate demand for energy. The 
variables used in their estimation are: energy consumption, real GDP, real energy prices 
and a linear time trend as a proxy for technical change. The variables are estimated by three 
sets of equations: the simple static model, the lag adjustment and the Almon lag model. All 
the estimated results are compared before arriving at a conclusion as to which model is the 
best.
The study by Dahl and Erdogan is very relevant to this research for two 
reasons: first, it is one of the few available studies to use time trends as a proxy for technical 
energy efficiency in developing countiies (which is a focus of my research). Secondly, 
Turkey is like South Korea in the sense that it is a middle income energy dependent 
developing countiy.
The study found that, on average, income and price elasticities in the demand 
for energy were somewhat similai" for die aggregate economy, industry and the 
manufacturing sector. Both price and income elasticities were found to be in the inelastic 
range. For the whole economy, the short run price elasticity was found to be very small at a 
value of 0.02, and the long run response was less elastic (-0.11). in contrast, the long run 
income elasticity is 0.56 respectively. The results for the coefficient of time trend (a proxy 
for technical change) show that the trends for all sectors are positive, implying an increase 
in autonomous energy consumption in all sectors. Finally, Dahl and Erdogan attempt to 
measure inter factor substitution in the context of a simple model. However, this was 
unsuccessful.
Dahl and Kurtabi (2001) used the Johansen co-integiation and lagged 
endogenous models to estimate the demand for six petroleum products (fuel oil, diesel oil, 
kerosene, gasoline and aviation fuel) in Indonesia during the period 1970-1995. The
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estimated results from co-integration were later compared with the estimates from the 
lagged endogenous model. The study by Dahl and Kurtubi is relevant, because Indonesia is 
one of the countries of case study in this research and Johansen’s ML estimation of co­
integration one of the methodologies of this research. However, the study did not include 
the effects of technical efficiency and structural changes on energy demand in Indonesia.
Dahl and Kurtubi’s results for jet fuel show that the short run price elasticity 
of -0.84 and the long run price impact of -1.95, and the income elasticity of 0,19 in the short 
run and 0.63 in the long run. Furthermore, for gasoline, the results show the long run 
income elasticity of demand for gasoline is 1.29 and the price impact is -0.63. The authors 
did not report the short run elasticities. In addition, the paper also studied the impacts of 
prices and incomes on the consumption of kerosene in Indonesia. The estimated short and 
long run elasticities are both significant with the short and long run price elasticity of 
demand at -0.091 and -0.73 respectively. The short run activity elasticity is not significant, 
but the long run impact is 0.71. The reported estimates for short and long run income 
elasticities for automotive diesel indicate that both are statistically significant at a 1% level. 
However, the coefficients are unusually high, with a short run income elasticity of 2.15 and 
a long run of 2.16. But the short run price elasticity is not significant, hence not reported. 
In contrast, the long run price impact is -0.67 and is statistically significant at 1%. Another 
fuel demand studied is the industrial diesel. The estimated results show that both short and 
long run elasticities of demand for industrial diesel are statistically significant at one and 
10% respectively. The magnitudes of price impact are -1.15 in the long run and -0.27 in the 
short run. On the other hand, both short and long run income elasticities are significant at a 
1% level, and are elastic within the range of 1.73 for the short run and 3.32 for long run. 
The last fuel estimated in study is petroleum products as a whole with respect to price and 
income. The estimated price elasticity shows that in the short run the impact of price is 
insignificant, but in the long run tlie reported price elasticity is -0.59. On the other hand, 
both the short and long run income elasticities are statistically significant. The short run 
income elasticity of 0.92, suggests that in the short run, a 1 % increase in income will lead 
to a corresponding 0.92 % increase in the demand for total petroleum products. In addition, 
the long run income elasticity is 1.35, which is above unity.
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Finally, Dahl and Kurtubi use a pailial adjustment model to estimate both 
price and income elasticities of demand for all products and compare the result with the 
results obtained from error correction models. The comparison shows that in the short run 
both the partial adjustment model and the error correction technique suggest that all fuel 
demand is price elastic, with jet and aviation fuels being the least price elastic. However, 
the error correction model shows a wider range of elasticities than the partial adjustment 
model. Similarly, the short run income elasticity shows much more divergence between the 
two techniques, particularly for automotive and industrial diesel fuel. The fact that 
automotive diesel is almost as income elastic in the short run as in the long run provides 
some further doubt concerning the short run elasticity of error correction models.
3.1.2. Industrial Demand for Energy
The role of technical energy efficiency (either embodied or disembodied) 
is vital in the structure and process of production, as well as in the analysis of the 
manufacturing sector’s demand for energy. For instance, Pindyck (1979) points out that 
the effects of GNP and changing fuel prices on the industrial demand for energy depends 
on the substitutability of energy and other factors of production, and on the 
substitutability of fuel within the energy aggregate*"*.
An examination of past studies into industrial sector demand for energy in 
developing countries shows very few which attempted to address the role of technical 
energy efficiency in manufacturing sector energy demand. Some of these studies include 
Siddayao et al (1987), Sterner (1989) and Erdogan and Dahl (1997). This section will 
review the available studies on manufacturing sector demand for energy in developing 
countries.
The study by Siddayao et al (1987) is one of the earliest on the 
manufacturing/industrial sector’s demand for energy in developing countries that 
addresses the important role of technical energy efficiency in the manufacturing sector of 
developing countries. This study examines the relationship between energy and other 
production inputs in tlie textile and food processing industries of Bangladesh, Thailand
This clearly stressed non-neutral technical energy efficiency
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and the Philippines. Some manufacturing industries are also examined. The study covers 
the periods 1970 to 1980 for Bangladesh, 1970 to 1977 for Thailand and 1970 to 1978 
for the Philippines.
The estimated own-price elasticities for the food processing industries in 
the Philippines show that the price elasticities are -0.63 for capital and, -0.98 for labour. 
Own-price elasticities for energy are -0.52; the estimation period covers 1970 to 1978. In 
contrast, the average estimated own-price elasticities for the Thailand food processing 
industry shows that the price elasticity for capital is -0.34, for labour it is-1.20 and for 
energy it is -2.20.
Fmthermore, the results of own-price elasticities for inputs in the textile 
industries of tliree countries revealed that for Bangladesh (1970-80) own-price elasticity 
for capital is -1.99, for labour it is -0.48 and for energy -0.31. The estimated own-price 
elasticities for inputs into the Philippines textile industry is -0.14 for labour and -1.25 for 
energy. However, capital had a wrong expected sign (of 0.20.) Finally, the own-price 
elasticities of inputs in the Thai textile sector are -0.52 for capital, -1.24 for labour and 
-1.17 for energy.
The overall findings of the study are consistent, considering the 
differences in technology. The higher elasticity of demand for capital in the Philippines’ 
food processing industry compared to that of Thailand can be attributed to the 
differences in the level of mechanization as well as the type of technology in this 
industry in the two countries. Dissimilarities in policies that may affect the cost of capital 
in the two countries, for example energy pricing policies, may also be factors which 
make a difference.
This study is relevant to my study, given that the former covers Asian 
developing countries, and that both South Korea and Indonesia (my case study countries) 
are developing countries. Furthermore, South Korea like Bangladesh, Thailand and the 
Philippines is an energy dependent countiy (though the stage of development of the other 
three is not the same as South Korea’s). In addition, this study is among the few which 
attempts to show the effects of technical energy efficiency in developing countries. The 
only possible shortcoming of the study is the use of a static model to capture the
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beliaviom* of dynamic phenomena. However, study, could have been more plausible if 
the evolutions in the structure of economies of these countries are taken into cognisance. 
Finally, this study needs to be updated considering the dynamics of the industi'ial sectors 
of these countries.
Samboja’s (1994) is another study of the industrial sector’s demand for 
energy in developing countries. The study is entitled “A Dynamic Model for Industrial 
Demand for Energy in Kenya”, and it uses a dynamic econometric model to analyse the 
effects of price movements, technical changes, capacity utilization and dynamic 
mechanisms on energy demand in Kenyan industries. This paper is relevant to my research 
in that, like South Korea, Kenya is an energy import-dependent developing country 
(although their levels of industrial development are not the same). Secondly, this is among 
the few available studies in developing countries that attempt to study the relevance of 
technical change in industrial sector demand for energy in developing countries. Samboja 
uses annual time series data on a two-digit international standard for industrial classification 
(ISIC) of Kenyan industries for the period 1961 to 1988, and estimates his model by the 
iterative Zellner generalized least square method of estimation.
The results of the study indicate the long run own-price elasticity of demand 
for total industry, mines and quarries, as well as the aggregate manufacturing sector are less 
than unity for all inputs. This indicates that, with the exception of aggregate manufacturing, 
input demand in aggregate industry production is inelastic.
Other fuels are also found to be more price responsive than electricity in all 
the industrial sectors. In the case of the aggregate manufacturing sector, electricity and 
other fuels the price elasticities are less than unity, while labour and capital are greater than 
unity. This shows that demand for value added inputs is elastic. Labour is found to be the 
most price sensitive in the aggregate manufacturing, food and beverages, tobacco, and 
building and construction industry sectors. Those results suggest that relative input price 
movements have a significant influence on energy use in the industry sector in Kenya.
Similarly, the reported results of short run output elasticity indicate that all 
reported values have positive signs, with low asymptotic standard errors. The results 
demonstrate the importance of the relationships between var iations of variable inputs and
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outputs over time. Variations in electricity demand in all aggregate industry sectors seem to 
be highly sensitive to variations in output. The elasticity of electricity with respect to 
output in the foods, beverages and tobacco industries approaches unity. This may suggest 
that the sector uses electricity intensive production technology. Finally, the reported results 
of the trends in technical change show that the simple means of the average rate of technical 
change is negative, with relatively high asymptotic standard errors indicating large 
variability in input savings.
Pitt (1985) applied a tobit model to a lar ge panel time series of firms for two 
industries (food processing and metal fabrication) of Indonesia for the period 1976-78. He 
included four petroleum products and electricity and found that except for fuel oil, all 
estimated own-price elasticities of demand were negative, significant at the 5% level and 
well over 1 in absolute value. The range of own-price elasticity in each industry varies from 
near -4 to less than -1. Cross price elasticities most often suggest substitutability in both 
industries in which the coefficient suggests, complementarities is not significant. The 
significant cross elasticities vary from 0.37 to 3.47, but the majority are inelastic. Pitt’s 
model has the advantage of obtaining cross price elasticities for fuels. However, since the 
share equations are estimated, there are no income elasticities, the scope of the study is 
limited to two industries and the data are now more than three decades old, it must be 
concluded, therefore, that this study needs to be updated.
Sterner (1989) conducted a study on the effects of energy efficiency and 
capital embodied technical change in Mexican cement manufacturing. This study is 
relevant because technical energy efficiency is the focus of my study and Mexico, like 
South Korea, is among the major energy-import dependent developing countries in the 
world.
The results of his study show that in the period 1960-80 the input 
coefficient for fuel in the Mexican cement industry fell from 1700 to just over 1100 
MCals/ton. By comparison, the corresponding coefficients decreased from 
approximately 1830 to 1450 MCals/ton in the US, from 1620 to 1050 in the UK, from 
1230 to 820 in Germany and from 1450 to 820 in Japan. According to Sterner, the ‘best’ 
kilns in the world operate at around 750 MCals/ton. Going back to the pre-1960 period.
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the author found that the kilns in Mexican cement factories are small and require larger 
inputs of energy and, above all, labour input per unit of output. Finally, the issue of 
substitution between energy and labour is also examined by Sterner. The study shows 
that capital embodied technical progress and short run substitution of labour for energy 
turn out to be of rather limited importance, compared to the change in the energy input 
coefficient due to capital embodied technical progress.
Mahmud (2000) also studied the nature of energy demand in the 
manufacturing sector of Pakistan, with a view to examining the possibilities of inter-fliel 
substitution between energy and non-energy factors, as well as between different types of 
fuels in a partial equilibrium model. The study used a partial equilibrium generalised least 
square model, where energy is directly introduced into the production function as a factor 
input beside capital and labour.
In addition, the author used a translog sub-model to examine the substitution 
possibilities between energy components. The results of the translog specification indicate 
that there is a significant substitution possibility between electricity and gas. The results 
suggest that an appropriate demand management policy at a time of an external energy 
shock can be partially absorbed by controlling the gas price increase during the period. The 
limited substitution possibilities of energy and non-energy inputs may suggest that energy 
price shocks will lead to a substantial increase in the cost of production in the sector.
Kim and Laby (1988) investigate the long run sensitivities of energy 
demand to changes in prices, as well as inter-factor and inter-fuel substitution in the 
manufacturing sector of South Korea for the period 1960 to 1981. they used a static 
translog model at disaggregated end-use for their analysis. The empirical results from 
the study show that all the own-price elasticities are negative in 1980 and range between 
-0.16 and -1.01,
This result of the study also show that non-metallic and basic metal 
industries had the highest share of energy consumption, with low values of own-price 
elasticities in the range of -0.40 and -0.50. In contrast to food, beverages and tobacco, 
paper printing and publishing, as well as machinery equipment had a low cost share and 
higher elasticity values ranging from 0.56 to 0.63. Furthermore, the result of the study
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also reveals that energy and capital are weak substitutes in the energy intensive 
industries of the Korean manufacturing sector. In contrast, energy and labour are found 
to be complementaiy. Besides, very few of the estimated elasticities exceed unity, which 
implies there are extremely limited opportunities for the substitution of both capital and 
labour inputs for energy.
The study also used another formulation to assess the possibilities of inter­
fuel substitution in the Korean manufacturing sector: the translog cost-share equation for 
the three fuels (coal, oil and electricity). The empirical results of the estimated 
parameters show that coal exhibits very high price elasticity in the mining, 
manufacturing and government sub sectors. This suggests that coal consumption could 
be doubled without having any significant impact on the consumption of other fuels. On 
the other hand, all own-price elasticities of oil were price inelastic with elasticities 
ranging from -0.12 to -0.53. With regard to oil/coal relationships, there is a consistent 
pattern showing that coal and oil were substitutes, with cross price elasticities ranging 
from -0.23 to -0.55. Thus, coal was becoming more rapidly substitutable in 
manufacturing but less substitutable in non-manufacturing industries. This tends to 
make coal more price sensitive than oil.
Their study is relevant this research because South Korea is one of the 
case study countries of this work. Therefore, the outcome of his estimates would 
probably be relevant to my estimates in the manufacturing sector’s demand for energy in 
South Korea. However, the study did not highlight the influence of industrial structure in 
industrial energy consumption, particularly; the industrial sector of South Korea is 
dominated by highly energy intensive industries like ship building and steel 
manufacture. Furthermore, this study needs to be updated.
Mahmud, and Chishti, (1990), use annual time series data from 1960 to 
1980 to estimate the demand for energy in the large-scale manufacturing sector in 
Pakistan, with a view to examining the extent of inter-fuel substitution between energy 
and non-energy inputs. The results of the estimation show that the price elasticity for 
electricity and oil were significant at 5%, but the price elasticity for gas is found to be 
insignificant at a 5% level. In addition, cross-price elasticity between electricity and gas
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is negative but insignificant. The price elasticities of oil and gas are also found to be 
similar, electricity and gas found to be substitutes; however, the degree of the 
substitutability is very low.
Burankunaporn and Oczkowski (2007) used annual time series data for 
the period 1979-1999 in a dynamic translog function to study the inter fuel and inter 
factor demand for energy in Thailand manufacturing sector. The authors estimated the 
demand for fuel oil, LPG, electricity, coal and lignite. They also estimated energy share 
equations for these fuels except for coal and lignite.
The result of their study shows that majority of the estimated parameters 
are statistically significant and all the models fit the data fairly well, suggesting that the 
entire diagnostics are passed by the models. The result did not show any significant 
evidence for energy-capital complementarity, however, there is an evidence to support 
labour-capital complementarity and energy-labour substitutability, indicating increase in 
capital led to a decrease in the use of labour, and an increase in the price of labour led to 
an increase in the use of aggregate energy. The authors also examined the influence of 
technical change in the manufacturing sector of Thai, which they suggest that, the 
significant influence of technical change has been to reduce the use of aggregate energy.
Finally, the result of estimated price elasticities show that all fuels are 
significant with respect to changes in their own prices, fuel oil, 0.078, diesel oil, 0.023, 
and electricity 0.238, respectively. Similarly, the result shows significant cross price 
elasticity between fuel oil and diesel oil, between fuel oil and electricity, diesel oil and 
LPG, diesel oil and electricity and between LPG and electricity.
3.1.3. Transportation sector Demand for Energy
In energy demand studies for developing countries, the transportation 
sector has not received much attention in terms of studies of the role of technical energy 
efficiency; In fact, this area has gone more or less unnoticed (Walker and Whirl, 1993). 
Moreover, most of the studies attempt to estimate price and income elasticities of 
demand for oil in developed OECD countries. There are some studies of energy demand 
in the transport sector of non-OECD developing countries. However, these studies hardly
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refer to the effects of this phenomenon. Most of them try to estimate price and income 
elasticities of demand for petroleum products. Therefore, this section has conducted a 
general review of the studies of the estimated long and short run price and income 
elasticities of the demand for energy in the transportation sector.
Dapice (1984) makes one of the earliest studies of demand for gasoline in 
Indonesia. The study estimates the demand for gasoline in the country, using data on prices 
and incomes for the period from 1970 to 1983. However, the drawback in his model is that 
he does not look at the effects of energy efficiency or some other factors such changing 
structure and its influence on Indonesian economy. Factors like urbanization and 
motorization may likely have effects on the transportation demand for energy in Indonesia. 
In addition, the study, is almost out of date considering the likely structural and policy 
changes that took place in Indonesia after the study period, the study needs to be updated 
now. The study used the price for gasoline and the lagged gasoline price to estimate price 
elasticity of demand for petroleum products. His long run gasoline own-price elasticity is 
similar to the own-price elasticities for kerosene and fuel oil of between -0.4 and -0.5, but is 
more elastic than that for diesel fuel at -0.7.
McRae (1994) presents econometric estimates of the transportation sector 
demand for motor gasoline in eleven Asian developing countries: Bangladesh, Hong 
Kong, India, Indonesia, South Korea, Malaysia, Pakistan, the Philippines, Sri Lanka, 
Taiwan and Thailand. In the study, the author estimates the price and income elasticities 
for each country separately. He also used efficiency variables to capture the distance 
travelled per unit of gasoline.
In estimating motor vehicle demand for gasoline, McRae used the data 
covering all the eleven countries listed above for the period 1973 to 1987 on real per 
capita incomes, the real prices of gasoline and gasoline consumption. The reported 
results of the short run price elasticities range from -0.03 to -0.50, averaging -0.28. 
Similarly, the short run income elasticities span from 0.02 to 2.91, averaging 1.01. The 
coefficient of the vai iable representing the number of vehicles per capita is negative in 
all eleven countries, but statistically insignificant in five of them. McRae also reports the 
results for pooling the data for all the eleven countries. The long run price elasticity is -
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0.26, the activity elasticity is 0.66, and elasticity with respect to vehicle per person is - 
0.31.
In addition, the author divided the countries into two sets: the middle 
income countries of South Korea, Malaysia, Philippines, Taiwan, and Thailand; and the 
low income countries of Bangladesh, India, Indonesia, Pakistan and Sri Lanka. However, 
Hong Kong is not included in this classification because, according to the author, its 
income level is extremely high. This study is important because of the inclusion of 
efficiency of energy issues relate to the focus of this thesis. However, the study did not 
attempt to address the effects of structural factors such as urbanization and motorization 
on fuel consumption at country specific level. The issue of pricing policy difference 
which was ignored by the study is also likely to be important in demand for petroleum 
products in these countries.
Ramanathan (1999) conducted a similar study on transportation demand 
for gasoline in India using a log linear equation estimated by the Engel-Granger co­
integration and error correction approach. The study used annual time series data for the 
period 1972-94 to estimate short and long run income and price elasticities. The results of 
the long run income and price elasticities obtained are 2.68 for long run income and 0.32 
for long run price elasticity. On the other hand, the estimated short run elasticities of price 
and income are 1.18 for income and 0.29 for short price elasticity. Finally, the error 
correction term is -0.28, suggesting a relatively slow rate of adjustment from the deviation 
in the long run relationship.
The study is significant, because India, like South Korea, is an energy 
import- dependent developing country. However, both the methodology used and the 
reported results have some drawbacks: firstly, the strength of the Engel- Granger co­
integration has been contested by some scholars. Secondly, from the reported elasticities, 
both short and long run income and price elasticities are either unusually high or the 
reported signs are wrong. Additionally, the study would probably be more plausible if 
factors like the effects of motorization and vehicle efficiency as well as the effects of 
pricing policy were considered in the study.
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Al Faris (1993) formulated a dynamic log linear model of gasoline 
demand which was assumed to be a function of the relative prices of gasoline, a measure 
of household income, the total stock of cars, and the lagged values of past gasoline 
demand to estimate long run price and income elasticities of the demand for gasoline in 
the Gulf Cooperation Council (GCC) countries.
The estimated average price elasticity in the short run is -0.15, with a 
range of estimates varying from -0.04 for Egypt to -0.40 for Iraq. The estimated average 
long run price elasticity is -0.68, with a range of estimates from -0.26 for Libya to -2.10 
for Bahrain. From the estimated short and long run price and income elasticities for the 
eleven countries, it is apparent that the short run income elasticities range between 0.02 
for Saudi Arabia and 0.37 for Syria, with an average of 0.12. In the long run they range 
between 0.07 for Saudi Arabia and 0.89 for Kuwait, with an average of 0.45.
From the above results one can observe some diversity in price and 
income elasticities among countries. These variations can to a certain extent be 
attributed to variations in countries in terms of per capita income, the size of the country, 
the energy pricing policy in each countiy, and, most importantly, the levels of efficiency 
of the transportation sector in each country. For example it was shown that income 
elasticities for countries with high per capita incomes (Saudi Arabia, Qatar, Kuwait, 
UAE and Libya) are much smaller than their counterparts with relatively lower per 
capita incomes (Iraq, Egypt, Syria, Algeria and Tunisia). This probably suggests that the 
latter are more energy efficient than the former.
Similarly, Eltony and Al-Mutairi (1995) use time series data for the 
period 1970 to 1989 to estimate the demand for gasoline in the transport sector in 
Kuwait, using the Engel-Granger two-step procedure. The estimated results of the study 
reveal the long and short run price and income elasticities of demand for gasoline in 
Kuwait’s transport sector are -0.3 and -0.46 for price. On the other hand, the income 
responsiveness was found to be 0.47 in the short run and 0.92 in the long run. However, 
the use of EG co-integration techniques has some shortcomings. This includes 
observational bias, especially the fact that the period of study was not very long. In
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addition, the authors do not include the effects of car efficiency in their model. If 
included, this could likely to change the magnitudes of the elasticities.
Eltony (1996) conducted a similar study used annual time-series data to 
estimate the transport sector demand for gasoline in the GCC countries of Saudi Arabia, 
Kuwait, UAE, Qatar, Bahrain and Oman for the period 1975 to 1993. He first discussed 
the gasoline consumption profile in the ti ansport sectors of these countries. The profile 
showed that gasoline consumption grew rapidly in the period. Saudi Arabia alone 
accounted for 67% of the total consumption in 1993, followed by Kuwait and the UAE 
with about 12.4% and 8.9% respectively. The values of the estimated long and short run 
price and income elasticities from the study show a long run price of -0.17 and short run 
o f -0.11. On the other hand, the long and short run income elasticity of demand was 0.48 
in the short run and 0.31 in the long run. These results suggest that gasoline demand in 
the transport sector of the GCC countries was both income and price inelastic.
In order to further understand the structure of gasoline demand in the 
transport sector of these countries, Eltony divided the countries into two broad groups. 
The first group comprised Bahrain, UAE and Oman. These countries are less energy 
endowed as well not very urbanized. Additionally, countries from this group pursue 
market-based energy pricing policies as well as having lower per capita income 
compared to group two. Group two consisted of Saudi Arabia, Kuwait and Qatar. This 
group of countries pursue an administered energy pricing policy, whereby prices of 
gasoline aie highly subsidised. In addition, those countries are comparatively more 
developed with higher per capita incomes.
Baneszak et al (1999) studied the demand for gasoline and diesel in the 
transport sectors of Taiwan and South Korea between 1973 and 1993. Their aim was to 
make a comparison and forecast fuel consumption to the year 2010. The authors also 
considered the supply-demand implications of alternative policies in the two countries. 
In estimating the demand for energy in the transport sector of Korea and Taiwan, 
Baneszak et al applied a multi-equation model which allowed them to draw a 
comparison between the gasoline and diesel demand systems. The authors estimated the 
market share of one of the two fuels (gasoline) out of the total consumption as a function
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of the estimated price of fuel, the real price of substitutes, the real per capita GDP and 
the share of that fuel in the previous year’s consumption.
The authors used the iterative non-linear three-stage least square 
procedure to estimate price and income elasticities. The estimates appear to have correct 
signs and are significant at the 95% confidence level. On one hand, the price elasticities 
are found to be -0.12 and -0.38 in the short run, and -0.52 and -0.87 in the long run for 
Taiwan and Korea respectively. On the other hand, the income elasticities are found to 
be 0.23 and 0.44 in the short run, and 0.98 and 0.99 in the long run for Taiwan and South 
Korea respectively.
From the reported elasticities, it is clear that the demand for transportation 
fuels is more responsive to both changes in price and income in South Korea than in 
Taiwan. This result would probably be more plausible if the authors had included the 
effects of energy efficiency in the transportation sector’s demand for fuels in both 
countries in their study as well as stiuctural factors like motorization in these countries..
In another study, Eltony (2003) used annual time series data for the 
period 1975 to 2000 to estimate the demand for energy in the transport sector of Kuwait. 
In doing so, he subdivided the sector into road, marine and air transport. According to 
the author, this is based on the type of energy consumed by each sub sector. The author 
simulated the estimated equations from the first study to forecast the future demand for 
energy in each sub sector to the year 2010 under three scenarios. This was done to 
assess the possible impacts of future energy consumption in each scenario for policy 
purposes.
The gasoline demand equation yielded short run price and income 
elasticities of -0.040 for price and income elasticity of 0.037. This result suggests that 
gasoline demand is both price and income inelastic. In addition, it shows that gasoline 
demand per car use is inelastic to a change in the average number of cars per household. 
Conversely, the demand for diesel in the transport sector is price inelastic in the short 
run, with an elasticity value of only -0.02. However, the long run price elasticity is - 
1.29. Additionally, the demand for diesel is income inelastic in the short run, but 
perfectly elastic in the long run with an elasticity of 1.04.
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The results of the aviation fuel demonstrate that the demand for aviation 
fuel in Kuwait is price inelastic in the short mn. They also show that the demand is 
perfectly elastic with respect to the number of flights landing. In other words, the 
demand for aviation fuel is more responsive to the changes in the number of flights than 
to the price of aviation fuel.
In the second part of his study, Eltony projected the demand for energy in 
the transport sector of Kuwait by generating three different scenarios: baseline, moderate 
and extreme. Under each scenario he projected the possible increase/decrease in energy 
consumption as well as the factors that would lead to it. The results of the three scenarios 
show that energy consumption is expected to grow from its 2000 levels by 4% by the 
year 2010. On the other hand, under the moderate scenario, energy consumption is 
expected to drop due to expected rises in the price of energy. Finally, under the extreme 
scenario it is projected that by 2010 energy consumption in this sector will fall to about 
15.6 million barrels from its level of 18.6 million barrels: a decrease of more than 16%. 
Eltony’s findings of 2003 are similar to earlier (1996) findings, and those of Eltony and 
AL Mutairi (1997) and A1 Faris (1993).
The inclusion of the effects of fuel efficiency in his estimation is relevant 
to this research, because one of its objectives is to examine the effects of energy 
efficiency in the transport sector in Indonesia, which (like Kuwait) is also energy 
producing countiy.
Aldnbaode et al (2008), employed annual time series data for South Africa 
over the period 1978-2005 in ARDL approach to co-integration to estimate price and 
income elasticities of demand for gasoline in South Africa. In the paper, the authors first 
reviewed the past studies on gasoline in demand, where the authors show that in addition to 
price and income, previous studies also used variables such as technical energy efficiency, 
stock of vehicles and motorization identified among the determinants of oil demand. The 
study yields the long run price and income elasticities are -0.47 and 0.36 respectively. This 
paper is relevant because South Africa is a middle income developing country like South 
Korea, however, the authors failed to address issues like energy efficiency and motorization
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in the demand for gasoline, despite the fact that in their review they show that these factor 
were among the variables used in previous studies.
Muzraati (2008) used annual time series data over the period 1970-2005 to 
study the demand for gasoline in Iran. This paper is very relevant because the authors used 
both economic variable such as income and real prices of gasoline and non-economic 
variable including vehicles efficiency and road congestion among the explanatory variables 
in his model.
The author initially extensively discussed the characteristics of Iran’s 
transport sector, where he shows that the share of transport sector in real GDP increased 
from less than 4% in 1990 to about 10% in 2005; in this increase, road transport is 
identified as the major contributor to the transportation sector demand for oil in Iran. The 
author also highlighted that despite successive moves by the Iranian government and the 
parliament to remove subsidy on oil, due to political reasons the price of oil has to be 
subsidized by the government; as a result of this, the subsidy on oil reached about $12.4 
billion in 2005 from about $3.6 billion in 1996. Furthermore, Muzraati showed that during 
the last three decades, the stocks of vehicles in Iran has increased sharply to reach about 
five million in 2003, and was expected to reach eight million in 2006. Furthermore, factors 
such as average fuel efficiency; age of vehicles, technology, traffic jams and age of vehicle 
are identified as among factors affecting the consumption of oil in Iran.
In modelling the demand for oil in Iran, Muziaati estimated two separate 
equations; the first is the vehicles ownerships equation in which vehicle ownership per 
1000 inliabitants is estimated as a function of per capita income, length of road and a 
dummy variable representing structural changes in the trends of vehicles ownerships. The 
estimated result in this equation show that the elasticity of income is 1.2, suggesting that 
1% increase in per capita income leads to 1.2% increase in vehicle intensity and the 
elasticity of the length of road is 0.86.
The second equation is the oil demand equation, where oil demand is 
estimated as a function of fuel prices, per capita income, car efficiency, fleet age and 
vehicle ownership. The estimated result of this model shows that, in addition to per capita 
income, vehicles ownerships and efficiency of cars have major impact on oil demand. From
the result, the elasticities are; 0,3, for income, 1.1 for cai" efficiency, 0.8 for fleet age, 1.3 for 
vehicle ownership and -0.2 as the price elasticity.
3.1.4. Residential Sector Demand for Energy
The studies of the residential sector demand for energy in developing 
countries are relatively few when compared to those on the aggregate whole-economy or 
other end-user sectors. Even within the available studies, most try to estimate the 
residential demand for electricity, sometimes including factors such as urbanization or 
changes in household appliance use as additional explanatory variables. Consequently, 
the issue of efficiency of energy use is haidly discussed in most of the studies on 
developing countries.
This section begins with the work of Holtedahl and Joutz (2004) that 
used a co-integration and error correction procedure in time series data for the period 
1955 to 1995 to estimate electricity demand function for residential sector of Taiwan. In 
modelling, the authors used the general to specific modelling to estimate a Vector 
Autoregressive Regression (VAR) system to test for the appropriate lag length of the 
system, including residual diagnostic tests and tests for model / system stability. Finally, 
the authors examine the potential for co-integration relationship(s) and interpreted the 
co-integrating relationships and weak exogeneity.
The long and short run price and income elasticities of electricity demand 
in the residential sector in Taiwan shows that income elasticity is slightly greater than 
unity (1.04). Also, an increase in 1% in urbanization leads to a nearly 4% (3.9) increase 
in residential electricity demand. Finally, a 1% increase in electricity price leads to a 
decline in electricity consumption of 0.16%. On the other hand, the results of the short 
run error correction model reveal a short run activity variable of 0.23 and an urbanization 
variable of 1.61. This shows that the long run elasticities are consistently higher than 
expected. Finally, the short run own-price elasticity of electricity was found to be 
inelastic-0.15
Holtedahl and Joutz’s study is relevant because their methodology is 
similar to the methodology of this research. Moreover, the use of a time trend to capture
the effects of urbanization is very important. As it has been pointed out earlier, most of 
studies in the residential sector use this factor to capture the effects of technical progress 
in residential energy demand studies.
Koshal et al (1999) used annual time series data for the period 1950 to 1993 
to study the demand for kerosene in the household sector in Indonesia. The authors used a 
log-linear equation estimated by the Johansen maximum likelihood method. The results of 
the co-integration test indicated two co-integration relationships between the individual 
variables. However, they did not report the values of income and price elasticities. 
According to them, the result shows that kerosene is a normal product in Indonesia. The 
outcome of this study do not contradict the argument by Pitt (1985) who author suggested 
that about 81% of all Indonesian households consume kerosene, this fuel was used mainly 
for lighting, and has no close substitute.
Eltony and Hajeeh (1999) also studied households’ energy demand in 
Kuwait using an integrated two level approach. They estimated the demand for two 
fuels; electricity and oil products in the household sector in Kuwait. In this study the 
authors first used a log linear functional form, from which an input share equation is 
derived. In the second step, the first equation is used to construct an aggregate price 
index, which was used to estimate the long and short run aggregate demand function 
through co-integration and error correction techniques.
The result of the cross price elasticity of demand with respect to the oil 
price was only -0.035. This implies that electricity and oil are weak substitutes in the 
residential demand for electricity.
The authors also use co-integration to estimate relationship between 
energy consumption and prices, as well as income, in the household sector of Kuwait. 
The results of the estimated co-integration equation show that long run income elasticity 
was about 0.38 and price elasticity -0.53 and the coefficient of error correction was 
0.32 and statistically significant.
Eltony and Hajeeh also made a forecast for the growth rate in energy 
demand in the residential sector to 2010. In the forecast, they created three scenarios to
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solicit the model’s response to changes in the key variables. The three scenarios are 
baseline, moderate and extreme. An analysis of the results shows that under the baseline 
scenario, the consumption of energy by the household sector is expected to increase 
significantly to about 13.2mboe in 2010 from 7.4mboe in 1995. This is due to an 
anticipated decline in energy prices. Electricity, which was anticipated to be the fastest 
growing energy source in this sector, was projected to sustain most of the growth 
throughout the forecast period. Its use was anticipated to rise by 4.2% annually as 
consumers were expected to switch from LEG to electricity for cooking.
Under the moderate scenario, energy consumption in the household sector 
is projected to increase to about 9.5mboe from 7.4mboe, a slower annual growth rate of 
1.7% in response to increases in real energy prices in the household sector. Under this 
scenario, electricity consumption is projected to sustain most of the decline. However, it 
is projected that consumers will still switch from petroleum products to electricity for 
cooking.
Finally, under the extreme scenario the study projected the energy 
consumption in the household sector in Kuwait to be lower than the other two scenarios 
at about 7.4 Mboe in 2010. This amounted to an annual reduction rate of about 0.05 per 
cent. Under this scenario, electricity was expected to decline by 0.1% annually 
throughout the forecasting period. In addition, consumers were expected to switch from 
electricity to LPG, which is a cheaper fuel for cooking. Hence, LPG demand is expected 
to grow by 0.4 % from its 1995 level.
Ziramba (2008), used the South African annual data for the period 1978- 
2005 in Bounds test approach to co-integration to study the demand for electricity 
residential sector of South Africa. The paper begins by a review of the major 
developments in both electricity and energy indicators in South Africa. Finally, the 
author estimated long run price and income elasticities of electricity demand using two 
models; the ordinary least squares and autoregressive distributed lags models. The result 
reveal a long run price and income elasticities of 0.31 and -0.04 under ARDL model and 
0.87 as long run income and -0.01 as long run price elasticity in OLS model. The 
findings of this result suggest that residential electricity demand is a normal good in
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South Africa; this according to the author, price increase alone will not likely to 
discourage electricity consumption in the residential sector of South Africa. Although 
ARDL approach to co integration has some desirable advantages over the traditional 
Engel-Granger procedure. The author did not considered the effects of structural and 
behavioural factors that are likely to be important in residential demand for electricity.
Holicoglu (2007), used annual time series data for the period 1968-2005 
to study the demand for electricity in Turkey’s residential sector. In this study, the author 
used the autoregressive distributed lags approach to co-integration analysis to estimate 
the short and long run income and price elasticities. Additionally, the author also 
conducted a test for Granger causality relationship among energy consumption, income, 
energy prices and urbanization. In implementing the ARDL co-integration test, 
Holicoglu estimated four different specifications and compared the result of the 
diagnostics and estimated elasticities from the specifications to choose the best among 
them. The estimated long run price and income elasticities under the preferred 
specification are 0.70 as long run income and -0.52 as price elasticity, in addition, the 
coefficient of the urbanization is 0.04. This is consistent to the earlier argument in 
Holtedahl and Joutz (2004) that electricity consumption and urbanization are among the 
indicators of economic development or part of the process.
Eltony and Al-Awadhi (2007) used annual time series data over the 
period 1975-2005 in co-integration model to estimate price and income elasticities and 
forecast the demand for energy in Kuwaiti residential sector. The paper first discussed 
the residential sector demand for energy; it has been shown that the structural changes 
that took place during the period of 1940s due to revenues from oil exports induced that 
rapid increase in residential demand for energy. For example, the residential demand for 
energy increased from 2 million barrels of oil in 1975 to about 14.5 million barrels of oil 
in 2005, representing an average annual growth of about 7%.
In modelling and estimating the elasticities of demand for energy, the 
authors first formulated a translog cost function to construct aggregate price index for 
residential sector, the index are then used as one of the explanatory variables in 
estimation of demand elasticities. The authors estimated the residential demand for
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energy as a function of per capita income, index of energy prices, number of households 
and a dummy variable representing the period of Iraqi invasion.
All the estimated elasticities are statistically significant with coiTect 
expected signs. The estimated long price and income elasticities are -0.56 and 0.32, the 
coefficients of households and dummy variable are also statistically significant, 
household coefficient have a positive sign and dummy negative sign. Similarly, the 
dynamic model has passed all the diagnostic tests and error correction term has a value 
of error correction terms is -1.05, suggesting a very rapid adjustment towards the long 
run equilibrium in the first year. The forecast of residential demand for energy under the 
baseline scenario indicate that the demand is expected to grow at annual rate of about 
5.4%, leading to an increase to about 24.5mboe by 2015. However, under the moderate 
scenario, residential energy consumption is projected to increase to about 14.7mboe by 
the year 2015 from 14.5mboe in 2005; under this scenario electricity consumption is 
expected to grow faster than petroleum products (kerosene and LPG). Under the extreme 
scenario, the demand is projected to decline to about 10.2mboe from 14.5mboe in 2005, 
under this scenario, electricity consumption is expected to decline by an average of - 
3.4% annually and petroleum product projected do decline by about -4.6% annually.
3.2. Summary and Conclusion
Studies on the demand for energy in developing countries are relatively 
recent, when compared to studies on developed OECD countries can be traced back to 
the 1950s^ .^ Even within the available studies, the importance of technical energy 
efficiency in energy demand is either ignored, or at best proxied, by the linear trend in a 
dynamic or a static equation.
Even though there are extensive studies on the nature and characteristics 
of energy demand in developing countries over the last five decades, most of these 
estimated long and short run price and income elasticities of demand for energy in a 
given sector. This was done either by completely ignoring the role of technical energy
For example, Houthakker (1951) estimated the residential electricity demand in UK using cross 
sectional observation on 42 provincial towns for 1937-38.
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efficiency in energy demand or, at best, approximating it with a simple linear trend. 
Similarly, these studies did not addressed some salient features of developing countries 
such as structural rigidities, dominance of informal sector as well as subsidization of 
energy prices and data constraints which are all important in energy demand in these 
countries. This created a gap in previous studies.
This chapter conducted a general review of econometric studies of energy 
demand in developing countries, both at aggregated whole economy and sectoral levels. 
In the initial stage of the chapter, the review was conducted in the long run price and 
income elasticities in the whole economy and, the sub sectors. The second section of this 
chapter discussed the role of technical efficiency (and exogenous factors) in energy 
demand, and reviewed the on-going debate on the proper way of estimating the effects of 
technical efficiency (and exogenous factors) in energy demand.
Evidence from the summary of the studies listed in Table 3.1 at the end of 
this chapter shows that the econometric techniques used in all sectors of studies in 
developing countries are virtually similar. For example, most of the studies before 1980 
in all sectors used log-linear models, estimated by either a static or a dynamic equation. 
However, from the 1980s onwards, the attention of most of the studies focused on co­
integration and error correction techniques.
The critical views of this study on the reviewed studies are as follows:
• The log linear specification has been widely used in most of the studies 
for both aggregated and disaggregated individual sub-sectors in the studies 
reviewed; the size of price and income elasticities in these studies varies 
among developing countries. Also, there is a great deal of difference between 
elasticities in energy exporting and energy dependent countries. For example, 
for energy exporting countries, long run income elasticities are on average 
within the range of 0.9 to 1.5, and their long run price elasticities are on 
average within the range of -0.02 to -0.20. On the other hand, the long run 
income elasticities for energy importing developing countries are on average 
on the range of 0.75 to 1 and their long run price elasticities are within the 
range of -0.30 to -0.65. Those vaiiations in the price and activity elasticities
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can be attributed to factors such as: difference in models used; types of data; 
regions; time periods; differences in functional forms and econometric 
techniques; and domestic energy policies. This study also used a log-linear 
functional form in the estimation of energy demand functions in both countries, 
however, in this study, a trend variable is included in the estimation, and 
therefore, it is not unlikely that the estimated elasticities might slightly be 
lower than the previous elasticities from the studies reviewed. This is because 
this study isolated the influence of autonomous energy efficiency improvement 
and exogenous factors from long run price and income effects.
The empirical studies for aggregated whole economy and individual 
sectoral studies support the conclusion that the demand for energy in 
developing countries is more sensitive to changes in income than real energy 
prices; therefore, income elasticities are much larger than the own-price 
elasticities. Therefore, real incomes and energy prices are an important 
determinant of the amount of energy consumed and the form in which it is 
consumed. Apart from income and price, other factors such as urbanization, 
industrialization, climate, and so on are found to be equally important in 
determining the demand for energy. According to some authors who included 
them, the exclusion of such factors will probably result in error in the omitted 
variable, leading to biased results. This study also follows the same line of 
argument that exclusion of autonomous energy improvements and exogenous 
factors in energy demand function may likely to lead to over or under 
estimation of long run income and price elasticities. Hence, these factors are 
addressed in this study.
Finally, in the issue of technical energy efficiency, the majority of the 
studies in developing countries tended to overlook the role of energy efficiency 
in energy demand. There are few available studies on developing countries that 
use a linear time trend to approximate technical efficiency or the level of 
urbanization. Among those that attempt to examine the effects of technical 
energy efficiency in the demand for energy in developing countries are the 
studies by Siddayao et al (1987), Sterner (1989) and Erdogan and Dahl (1997). 
Although these three studies mention included linear trend in their models, this
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study is study is a step further , in the sense that, apart from an attempt to 
address the issue of technical energy efficiency in energy demand function; it 
also investigates on what is the best way of capturing these factors in energy 
demand; linear or stochastic trend?
3.3. Improved Technical Efficiency and Exogenous Factors in Energy 
Demand
3.3.1. Introduction
The first part this section will discuss the role of improved technical 
efficiency (and exogenous factors) in energy demand. The later part will concentrate on 
the debate over the issue of the most appropriate ways of modelling improved technical 
efficiencies in energy demand.
The demand for energy by firms and individual households is essentially a 
derived demand; firms’ demand for energy as input is derived from the demand for 
firms’ output. Therefore, energy, together with other firms’ inputs (such as raw materials 
and labour) typically enters into their production process as bundles. Hence, firms 
choose the bundle of inputs (including energy) that minimizes its production costs for a 
given levels of desired output.
The derived demand for inputs, including energy, depends to a great 
extent on the technical characteristics of plants and equipment. This will determine the 
substitution possibilities among inputs (for example, energy and capital or labour) as 
well as the embedded technology in the plant and equipment used in the production 
process.
It can be argued that, in the short-term, the level of services individual 
firms obtain from energy-using plant and equipment largely depends on the technology 
embedded in such plant and equipment at that prevailing time. Therefore, in the short 
run, individual firms are locked to fixed long-life capital stock and equipment. 
However, in the long run, as a result of a combination of exogenous and endogenous 
factors, the nature of plant and equipment may be altered by remodelling, retrofitting the
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existing ones or the introduction of new technology. Also, advances in knowledge may 
occur, which will bring about energy-saving devices and techniques. All this will 
improve the efficiency of energy-using plant, and equipment, thereby changing the level 
of energy use by individual firms.
Like firms, the demand of individual households for energy is also a 
derived demand. Household demand for energy is derived from the demand for services 
like heating and cooling obtained from using appliances and equipment (such as heaters, 
air conditioners, motor vehicles and motor cycles).Therefore, the utility obtained from 
energy-using equipment depends on the technology embedded in such equipment and 
appliances.
Furthermore, in the short-term, since individual households are tied to 
fixed equipment and appliances, they are constrained in the services they obtain from 
using them. However, in the long run, due to progress in knowledge such as the learning 
of new energy demand management including ways of driving vehicles to save fuel, and 
timing appliances for switching thermostats etc on or off this will bring about an 
appreciable increase in energy efficiency. Furthermore, the modification of existing 
appliances and introduction of new ones into the market will change the technical 
characteristics of the appliance and equipments which can also bring about energy 
efficiency Therefore, technical energy efficiency can be either the result of research and 
development that will bring about the modification of existing plant and equipment 
(embodied) or an improvement in knowledge of how to better use existing appliances 
and equipment to save energy (disembodied).
If technical progress is disembodied in capital stocks and equipment, then 
its effects do not depend in any way on the rate of investment in new capital. On the 
other hand, technical progress is entirely embodied in the design and operating 
characteristics of new capital plant and equipment. The energy saving effects of 
embodied technical progress will therefore depend critically on the rate at which new 
investment goods are diffused into the economy. This subject is discussed in detail 
below.
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3.3.2. Embodied Technical Progress
In energy studies, embodied technical progress refers to additional 
investment that will lead to a change in the technical characteristics of existing energy 
consuming plants and equipment. It could be an outcome of a new engineering design, 
or innovations that are only embodied in new energy-using capital equipment and 
appliances, or the modification of existing ones. Older equipment and appliances cannot 
be made to function in economically more efficient ways than new ones, unless they are 
remodelled and retrofitted to such an extent that technical progress is embodied in them 
(Berndte^a/, 1993).
Embodied technical progress, therefore, involves either the introduction of 
new machines and equipment or the modification of existing equipment. Whatever is the 
case, the effects of embodied technical progress on costs and production depends 
critically on the rate of diffusion of new equipment, which in turn depends on investment 
and the resulting vintage of composition of suiviving capital.
Embodied technical progress can be endogenous if it is induced by factors 
such as price or income changes. For example, Pesaran et al (1988) argue that: The 
reduction in the energy intensity in the rich countries is the result o f  a mix o f factors 
including changing in the industrial structure away from the traditional energy-intensive 
heavy industries as well as increase in efficiency in response to higher prices and as a 
result o f technological change, (p. 23). This case is an example of embodied technical 
progress that is induced by endogenous factor energy prices. However, it is important to 
realize that embodied technical progress does not necessarily move smoothly: it takes 
ages to be realized. This is because embodied technical progress is the outcome of 
research and development which cannot be achieved overnight. For example, Berndt et 
al, (1993) point out that, if energy-saving can be realized only by changing the energy- 
using characteristics of long lived capital stock, it will take a considerable time to 
achieve energy efficiency goals.
Arguably, the observation made by Berndt et al does not contradict the 
later argument advanced by Hunt et al. the latter stress that:
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Technical progress can come about as a result o f  increase in income or output. In the 
short run, this will bring about increase in energy demand with a given appliances and 
capital stock. Overtime, however, new and more efficient appliances will be installed 
and existing appliances replaced faster than they would otherwise (2003: 142).
Simpson is of the same view that new machinery and processes are rarely 
truly novel, consisting rather of combinations of existing technologies (1999:.4), 
Furthermore, new technology seldom transforms an industry overnight. The process of 
technological adoption is typically gradual, with improvements resulting from synergies 
with other technologies.
Whatever the source of embodied technical progress, when it is achieved 
it’s immediate and remote effects improve energy efficiency through the introduction of 
new equipment and appliances or the retrofitting and remodelling of existing ones. When 
achieved, the expected outcome is an inward shift in the energy demand curve.
3.3.3. Disembodied Technical Progress
However, it is not a priori that technical progress will always occur as a 
result of the introduction of new technology or the redesigning of existing equipment. 
Technical progress can also be achieved tlirough an increase in human capital and long 
term experience in operating such plant and equipment. This is known as disembodied 
technical progress.
Disembodied technical progress lies not in stock of capital, but in labour 
or user knowledge. Berndt et al (1990) describe disembodied technical progress as the 
process of learning by doing. It is, therefore, a product of advances in knowledge and 
long term experience that makes the use of energy in factories and houses more efficient. 
This might be an engineering technique for the efficient use of equipment and appliances 
(in either the manufacturing or household sector) to save energy. It might also be a 
demand management policy to reduce energy wastages in factories thi ough the adoption 
of scientific management, such as changing plant layout. Changes in the ways of driving 
vehicles to avoid the excessive use of energy by cars, efficient ways of using household
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appliances, and electricity load management to save energy might also be included as 
disembodied technical progress.
Therefore, in its pure form, disembodied technical progress proceeds 
independently of the vintage structure of capital stock. A common example of 
disembodied technical progress is the notion of learning curves, in which it has been 
found that for a wide variety of production processes and products. As cumulative 
experience and production increases, learning occurs with ever decreasing unit costs.
Like embodied technical progress, disembodied technical progress can 
be endogenous. For example, a rapid and sustained increase in energy prices may force 
management to look for ways of saving energy without necessarily replacing or altering 
the technical characteristics of existing plant and equipment. This could be achieved 
through improved production management, which will result in an increase in output for 
the same level of energy use; for example, changing plant layout or ensuring the proper 
timing or switching on/off of electricity. Disembodied technical progress also does not 
necessarily move at a constant rate over time.
Furthermore, disembodied technical progress can also be exogenous. 
Here, irr espective of changes in prices and income, a certain level of energy efficiency is 
expected to be attained through long term experience and new knowledge, without 
necessarily replacing or altering the technical characteristics of the existing capital stock.
In either case, technical progress has policy implications. If technical 
progress is embodied, policies like tax credits for investment in new energy-efficient 
equipment could provide an incentive to realize its effects more quickly than if technical 
progress were disembodied. However, under embodied technical progress, energy 
savings can be realized only by changing the energy-using characteristics of long lived 
capital stock, whereas under disembodied technical progress, the effectiveness of the 
entire capital stock is augmented regardless of its vintage composition.
Whatever the form of technical progress (embodied or disembodied) 
according to Hunt et al (2003:141) it is normally the outcome of either exogenous or
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endogenous fa c to rs .T h e  outcome of such is a decrease in overall energy consumption 
by shifting the demand curve for energy inwards, and moving the production isoquants 
and individual indifference curves outwards.
3.3.4. Drivers of Endogenous Technical Progress
It has been argued earlier that endogenous technical progress is induced 
by a persistent and sustained increase in energy prices or, as suggested by Hunt et al 
(2000) induced by price ‘shocks’ above the ‘normal bounds’ of price changes. Walker 
and Whirl (1993) also suggest that the price change must not only be large enough, but at 
the same time permanent (or at least sustained for a sufficiently long period of time). A 
temporary increase in the price of energy gives little incentive for research and 
development to promote energy efficiency. They further argue that a combination of 
factors may shift the demand curve inward. These include: consumers’ lifestyle 
adjustments and conservation; the availability of technological improvements such as an 
increase in the mileage consumption of cars across all different categories; and the 
substantial reduction in electricity consumption for television, computers, cleaning and 
lighting.
However, if the price falls, the demand curve is not likely to move back to 
its original position, since technologically determined shift in demand behaviour is more 
or less irreversible. In any case, Jones (1994) strongly emphasizes the importance of 
distinguishing between normal price effects (as measured by price elasticity of demand) 
and endogenous technical progress effects (which are not necessarily the outcome of 
change in price alone).
3.3.5. Exogenous Factors in Energy Demand
From the foregoing discussion, pure technical energy efficiency (either 
exogenous or endogenous) will arguably lead to an increase in the efficiency of energy- 
using stocks of capital and equipment, thereby shifting the long run energy demand 
curve inwards.
Factors such as a prolonged rise in energy prices and increase income or environmental 
regulations.
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However, it is instructive to point out that at times some non-pure 
technical energy efficiency exogenous factors also affect the levels of energy 
consumption. In fact, sometimes the influence of these factors tends to outweigh the 
positive effects of pure technical energy efficiency. This leads to increases in energy 
consumption, thereby shifting the long mn demand curve outwards.
Hunt et al (2003: a & b) identified two non-technical energy efficiency 
exogenous factors that tend to work in opposite directions and neutralise the effects of 
pure technical energy efficiency. These factors are classified as changes in economic 
structure and changes in consumer taste (consumer lifestyle).
3.3.5.I. Changes in Economic Structure
Changes in economic structure could bring about the substitution of 
labour and capital for energy in manufacturing sectors; it could also lead to a shift from 
the use of the traditional biomass to commercial energy. Those factors are likely to bring 
about increase in commercial energy use. For example, it is a well-known fact that many 
economies, paiticularly in developed OECD countries, have undergone a significant 
transformation in their industrial sectors since the Industrial revolution, leading to a shift 
from highly labour intensive manufacturing to the capital and energy intensive 
manufacturing sectors. Furthermore, most of these countries have shifted from high 
energy intensive manufacturing industries to lighter, information-based sectors. While 
the former led to an increase in commercial energy use in these countries, the latter led to 
a decline in energy intensity in most of them. The above shift is not necessarily the result 
of increases in energy prices or rises in incomes. The change may come as a result of the 
different stages in economic development. Furthermore, in non-OECD developing 
countries, changes in economic structure have led to a shift from the use of traditional 
biomass energy to commercial energy.
In the transport sector, the last four decades has seen a breakthrough in 
technology, leading to increased efficiency in new cars. However, the efficiency of fuel 
consumption can also be linked to other factors such as the weight and power of engines. 
An increase in engine size allows for more rapid speed changes, making it possible to 
reach higher speeds and, more generally, making it difficult to achieve optimal running
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conditions (thus, lessening efficiency). It almost invariably leads to an increase in levels 
of fuel consumption (Chateau and Lapillonne, (1991.95).
Additionally, traffic congestion in big cities increases idling times and the 
distance covered at low speeds because of the frequent stopping and starting of engines. 
This may also increase fuel consumption. In developing countries, the poor quality of 
roads also leads to higher energy intensity for vehicles using them.
However, it is important to stress that structural change in an economy 
will not always lead to an increase in energy consumption. Sometimes structural change 
can also lead to a decline in the volume of energy use in an economy. For example, there 
are sometimes economic structural changes that lead to major movements in the 
composition of the economy in the end-use sectors. In the industrial sector, for example, 
a shift in manufacturing emphasis from energy intensive industries such as primary 
metal, chemicals, and forest products, to less energy-intensive industries such as 
transportation equipment or food, would cause a decline in overall energy use.
Furthermore, if the population shifts to warmer climates, both commercial 
and residential heating intensity in the winter will decline, but air-conditioning intensity 
in the summer is likely to increase. Similarly, if the number of people in a household 
changes, the overall energy use will probably change. This could lead to either an 
increase or decrease in energy use.
3.3.S.2. Changes in Consumer Tastes/Lifestyles
Apart from changes in economic structure, consumers’ tastes or lifestyles 
may also change, which ceteris paribus will lead to an increase in energy consumption. 
An increase in income could motivate an individual consumer, formerly using public 
transport, to own a private car. It may also induce travel for leisure and other personal 
journeys such as taking children to school (Hunt et al, 2000). All will lead to an increase 
in energy consumption. In addition, households formally using traditional biomass for 
cooking or coal-fired boilers for heating in their houses may decide to switch to more 
eco-friendly gas or electric cookers and heaters.
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It is also important to note that changes in consumer tastes do not 
necessarily always lead to an increase in energy use. A shift from using more polluting 
coal-fired boilers or generators to more efficient and environmentally friendly gas-fired 
ones will probably reduce overall energy use, since tlie latter is more energy efficient 
than the former.
3.3.6. Technical Progress Debate
From the foregoing discussion, it can be argued that pure-technical energy 
efficiency (either embodied or disembodied) and non-technical progress exogenous 
factors in energy demand are important. They therefore need to be properly captured in 
modelling and estimating long run energy demand.
However, since early 1980, the issue of what is the best way of modelling 
these factors generated some controversies, leading to a debate among energy demand 
modellers. This issue of the most appropriate way of capturing the effects of technical 
energy efficiency is very controversial. Nevertheless, it is one of the most pressing yet 
to be amicably and universally settled by energy demand modellers. For example, Kouris 
argues that the issue of technical progress (improved technical energy efficiency) in 
estimating energy demand factors cannot really be tackled unless a satisfactory way of 
measuring this phenomenon can be found (1983: .210).
This disagreement on how to capture the effects of teclmical energy 
efficiency (and exogenous factors) in energy demand has led to different assumptions by 
researchers. When modelling technical efficiency in energy demand, the overall 
outcomes of such divergent assumptions are different estimates of price and income 
elasticities in the field.
Consequently, this issue has led to the emergence of two opposing views. 
On the one hand, some scholars hold the opinion that to capture the effects of technical 
progress in energy demand analysis, what is needed is only to append a simple linear 
deterministic time trend as a proxy for teclmical energy efficiency (and perhaps 
exogenous factors) in an equation. On the other hand, the other school of thought 
strongly argues against the use of the simple linear trend to proxy technical energy
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efficiency, given the way technical progress evolves over time. Hence, they argue in 
favour of a stochastic trend as a proxy for technical progress (and perhaps exogenous 
factors).
One of the earliest studies stressing the need to capture the effects of 
technical progress in energy demand is a paper written by Beenstock and Willcocks 
(1981). In their paper, entitled; “Energy consumption and economic activity in 
industrialized countries”, they use time series data for the period 1950 to 1978 in a 
dynamic equation to estimate the long run price and income elasticities of demand for 
energy in some industrialized countries. The study uses international oil prices and 
simple time trends as proxies for energy prices and technical progress respectively. In 
their argument for using a simple linear trend as a proxy for technical progress they 
assert that proxying time trends for technical progress in this way was never very 
satisfactory, though they acknowledge that it has long been in practice.
On the other hand, according to Beenstock and Willcocks, to ignore 
teclmical progress for want of a superior representative would amount to model 
misspecification, given that there is little doubt about the existence of technical progress 
in energy usage. In their words, to ignore technical progress would tend to induce a 
downward bias in estimating income, since output has tended to grow over time. This 
would further lead to an upward bias in the technical progress coefficient and a 
downward bias in the price elasticity.
In their argument for using a simple linear trend as a proxy for technical 
progress, Beenstock and Willcocks in no way insist that the use of a simple linear trend 
is the most appropriate way of capturing the technical energy efficiency. However, 
going by their arguments, the use of a linear trend was necessitated by the lack of a 
superior method.
Beenstock and Willcocks’ argument for the appropriateness of the use of a 
simple linear trend as a proxy for technical progress was sharply challenged by Kouris 
(1983). Kouris did not object to the desirability of accounting for technical progress 
separately from long run price effects. However, he does not believe that technical 
progress can be measured by simple linear deterministic time trend. He argues that the
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inclusion of such trend in a dynamic econometric model will typically cause the 
estimates of price elasticity to be biased downwards and income elasticity to be biased 
upwards. Kouris presumes that in Beenstock and Willcocks’ model, the price elasticity 
is biased, and argues that, “a variable, however, which takes the clumsy values 1, 2, 3„„ 
etc over time will not do the trick” (1983:207). Here again, according to his arguments, 
looking at the way technical progress evolves overtime, a simple linear trend cannot 
appropriately capture its effects..
Kouris further argues that a great part of technical progress is related to 
price. When price rises, a speeding up of technical progress should be expected. These 
two factors are very difficult to separate. The total conservation and price induced 
elements from autonomous elements due to technical progress. Kouris strongly argue 
that only if technical progress can be measured properly, can a specification that contains 
both long time price reaction and technical progress capture the two elements of 
conservation in an unbiased way.
In another article, Kouris goes further on his stand against the use of a 
simple linear trend to proxy technical progress. According to him, technical progress, 
although an important factor, has always been very difficult to express in quantitative 
terms. Many researchers use a time trend as an additional independent variable, but this 
would hardly be expected to capture the dynamic impacts of technical progress.
Welsch (1989: 290) has acknowledged the lack of harmony among 
scholars on the proper way to account for technical progress in energy demand 
modelling. However, he argues that researchers who exclude a time trend and ignore 
any long run income effects in their models (such as Kouris and Prosser) are implicitly 
assuming that all improvements in energy efficiency are price-induced and accounted for 
by price changes. In addition, he argue that, Kouris’ approach to accounting for 
technical progress only through long run price elasticities carries with it the rather 
unsettling implication that declining energy prices could lead to negative technical 
progress.
In his contribution to the debate, Jones (1994) emphasizes the need to 
separate the effects of long-term increases in the price of energy. These will naturally,
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according to him, reduce energy consumption (short mn movement along the current 
energy demand curve). He believes that price increases, if sustained, can also provide 
necessary incentives for energy users to find new ways of increasing energy 
productivity. Therefore, such price-induced technical progress has the long run effect of 
reducing future energy consumption levels by slowly shifting the energy demand curve 
to the left over time. The annual rate of technical progress, therefore, measures the 
secular growth rate of energy productivity over time. Jones points out that the annual 
reduction in aggregate energy demand due to technical progress is distinct from the 
standard long run adjustments to price increase (price asymmetry) that energy consumers 
make as they gradually replace their energy-using capital stocks and slowly change their 
energy consumption habits and patterns.
The other school of thought is the opinion held by Harvey and his co­
workers at Cambridge University, and the researchers at the Surrey Energy Economics 
Centre. The view of this school is that, considering the way in which technical progress 
evolves over time, it is imprudent and inappropriate to proxy technical energy efficiency 
(and exogenous factors) with a simple linear deterministic trend. Hence, they propose the 
modelling of technical progress through the use of stochastic trend (in a structural time 
series model developed by Harvey and his associates. According to this school of 
thought, the introduction of a structural time series puts to rest the issue of the most 
appropriate way of modelling technical progress, an issue that has generated controversy 
over the years.
Harvey et al (1986) suggest that stochastic trends offer an intuitively 
more appealing way of modelling variables like productivity and technical progress. 
Thus, they offer a way out of the problem caused by constraining them to be 
deterministic. They further point out that it is unreasonable to assume that technical 
progress has been going on in an unchanging manner. They argue that linear trends are a 
restricted case of a stochastic tiend, and stochastic trends are all encompassing. The 
latter represent technical progress and some unobseivable factors like consumer taste and 
fashion. Therefore, stochastic trends are the most appropriate way of modelling 
technical progress, (you will need to check the sentences in this argument very carefully
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-  I have made considerable amendments to them and you will need to ensure that the 
ai'gument is a sound one)
In addition to the above, Harvey and Shephard (1993) assert that the fact 
that structural time series models are set up in terms of components which have a direct 
interpretation means that it is possible to employ a model selection methodology which 
is similar to that proposed in the econometrics literature. This has the characteristics of a 
good model: parsimony, data coherence, consistency with prior knowledge, data 
admissibility, structural stability and encompassing.
Additionally, Hunt et al (2000) state that there is specific role for a 
general model of energy demand that allows for both short and long run price and 
income elasticities and the most ‘general’ or ‘flexible’ form of technical progress 
possible. This will ensure that the model captures the underlying technical progress 
effects, avoiding the upward-bias of long run price elasticity and the downward-bias of 
long run income elasticity. They further point out that any restriction on the general 
form, such as zero long run income elasticity or a linear deterministic trend, should 
therefore only be imposed if accepted by the data. The authors further argue that “if  
technical energy efficiency (and exogenous factorsf^ are not included or modelled 
inadequately, these factors will be forced to be picked by the activity and price variables, 
resulting in either an upward bias o f price elasticity or a downward bias o f estimated 
income elasticitÿ\
Hunt et al (2000, 2003) employ a structural time series model developed 
by Haivey et al (1986) to model the Underlying Energy Demand Trends (UEDT) in an 
estimation of energy demand in the UK. The structural time series model enables them to 
allow for more flexible non-linear stochastic trend. The results of the work of Hunt et 
a l’s structural time series were compared with co-integration. A linear deterministic 
trend is appended in co-integration as a proxy for technical progress. The estimated 
results show that the structural time series is more efficient and plausible.
In most cases, UEDT is substituted with technical energy efficiency (and exogenous factors) 
since they are referring to the same thing.
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3.3.7. Summary and Conclusion
The last part of this chapter stressed the importance of isolating the effects 
of improved technical efficiency (and exogenous factors) from the effects of real energy 
prices and income when modelling and estimating energy demand function. The section 
also highlighted on the recent debate on the most appropriate way of capturing this 
phenomenon (linear deterministic or stochastic trend). In the next chapter, the two 
methods of analysis used in this study will be discussed, the chapter will also show who 
the effects of autonomous energy efficiency improvements and exogenous factors in 
energy demand functions will be incorporated in both co integiation and the structural 
time series model.
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Table 3.1; Some Selected Energy Demand Studies in Developing Countries
Study/Year Sector/Area Tcchniquc/model Data used Estimated I 
Price
iastlcities
Income
Remarks
Ibrahim & Aggregate Log linear some Annual In some
Hurst energy with lagged (1970-1985) equations
(1990) dependent some
variable(for Brazil -0.27 1.16 additional
some India na 1.56 variables were
estimations South Korea -0.24 1.22 included, such
there are short Morocco na 1.03 as the level of
run elasticities) Pakistan -0.25 1.33 foreign
Philippines -0.17 1.14 transfer, and
Taiwan -0.53 1.24 the proportion
Thailand -0.15 1.08 o f GDP
Average -0.27 1.22 coming from
agriculture.
Egypt -0.89 0.89 manufacturing
Algeria -0.27 0.85 and non-oil
Indonesia na 1.19 energy prices
Mexico -0.12 1.27
Saudi Arabia -0.24 1.23
Average -0.38 1.08
Gain, R. Aggregate Quadratic Annual 10
(1998) energy (RCM) Asian
Quadratic(FEM) countries
Linear (FEM)
Average -0.27 1.60
Pesaran et Aggregate Energy share Annual
0/(1998) energy equations, (1974-1990)
ARDL
Bangladesh -0.10 1.86
India -0.18 1.09
Indonesia -0.21 1.17
South Korea -0.11 0.92
Malaysia 0.48 0.55
Pakistan 0.08 1.17
Philippines -0.31 0.75
Sri Lanka 0.07 0.05
Taiwan 0.08 0.80
Thailand 0.29 1.07
Diabi Log-linear Annual Prices of
(1998) FEM,REM (1980-92) appliances
Saudi Arabia -0.015 0.09 and
-0.14 0.20 urbanization
-0.004 0.49 are included
-0.012 0.11 in demand
equation
Chan and Aggregate Log-linear Annual
L ee(1996) demand Johansen (1953-93)
only China -0.91 0.84
Eltony and Aggregate Co-integration, Annual ECM has a
Al-Mutairi energy ECM, OLS (1965-89) better
(1996) SEM,2SLS Kuwait -0.23 1.21 prediction
power than
SEM
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study /Year Sector/Area Tcclinique/model Data used Estimate(
Price
Elasticities
Income
Remarks
Ibrahim & Aggregate Log linear some Annual In some
Hurst energy with lagged (1970- equations
(1990) dependent 1985) some
variable(for some Brazil -0.27 1.16 additional
estimations there India na 1.56 variables were
are short run S. Korea -0.24 1.22 included, such
elasticities) Morocco na 1.03 as the level of
Pakistan -0.25 1.33 foreign
Philippines -0.17 1.14 transfer, and
Taiwan -0.53 1.24 the proportion
Thailand -0.15 1.08 of GDP
Average -0.27 1.22 coming from
Egypt -0.89 0.89 agriculture.
Algeria -0.27 0.85 manufacturing
Indonesia na 1.19 and non-oil
Mexico -0.12 1.27 energy prices
S. Arabia -0.24 1.23
Average -0.38 1.08
Gain, R. Aggregate Quadratic (RCM) Aimual 10
(1998) energy Quadratic(FEM) Asian
Linear (FEM) countries
Average -0.27 1.60
Pesaran et Aggregate Energy share Annual
al (1998) energy equations, ARDL (1974-
1990)
Bangladesh -0.10 1.86
India -0.18 1.09
Indonesia -0.21 1.17
South -0.11 0.92
Korea 0.48 0.55
Malaysia 0.08 1.17
Pakistan -0.31 0.75
Philippines 0.07 0.05
Sri Lanka 0.08 0.80
Taiwan 0.29 1.07
Thailand
Diabi Log-linear Annual 0.015 0.09 Prices of
(1998) FEM,REM (1980-92) -0.14 0.20 appliances
Saudi -0.004 0.49 and
Arabia -0.012 0.11 urbanization
are included
in demand
equation
Chan and Aggregate Log-linear Annual
Lee (1996) demand Johansen (1953-93)
only China -0.91 0.84
Eltony and Aggregate Co-integration, Annual ECM has a
Al-Mutairi energy ECM, OLS (1965-89) better
(1996) SEM,2SLS Kuwait -0.23 1.21 prediction
power than
SEM
I l l
Table 3 .1  continued
Study
/Year
Sector/Area Technique/model Data used Estimated
Price
Elasticities
Income
Remarks
Dahl Aggregate A survey. [-0.1,- [0.8,1.7]
(1995b) energy Average of 35 0.65]
static & 15
dynamic
equations
Dahl Total oil A survey Developing [-0.16,- [0.85,2.20] Studies on
(1993) countries 0.34] southern
(1979-2001) European
countries
included
in the
survey
Kianian Gasoline Linear (lagged Annual -0.59 0.56
(1993) Kerosene dependent (1960-1989) -0.22 0.67
Diesel variable) SURE Iran -0.63 0.44
Fuel oil -0.24 0.69
Total
products -0.44 0.65
Eltony and Electricity: Log-linear with Annual GCC
Muhammad lagged dependent
(1999) Residential variable -0.14 0.20
Industrial OLS -0.20 2.37
Commercial -0.41 0.89
Balbanoff Aggregate Log-linear with Annual The trend
(1994) Energy lagged dependent (1970-1990) is
variable and trend significant
Brazil -0.15 1.16 in the
India na 1.56 demand
Morocco na 1.03 equations
Philippine -0.17 1.14 o f Brazil
Taiwan -0.24 1.24 and
Ecuador
Oil Brazil -0.90 0.60
India na 1.39
Morocco -0.04 1.63
Philippine -0.10 1.83
Taiwan na 1.33
Aggregate Algeria -0.89 0.89
Energy Egypt -0.27 0.85
Indonesia na 1.19
Mexico -0.12 1.27
Saudi Arabia -0.24 1.23
Oil Algeria -0.26 0.84
Egypt -0.24 0.67
Indonesia na 1.03
Mexico na 1.46
Saudi Arabia 0.19 1.26
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Table 3 .1  continued
Study Sector/Area Techniquc/model Data used Estimated Elasticities Remarks
/Year
Price Income
Diabi Aggregate Log-linear Annual -0.015 0.09 Prices of
(1998) electricity FEM, REM (1980-92) -0.140 0.20 appliances and
Saudi -0.004 0.49 urbanization
Arabia -0.120 0.11 are included in 
the demand 
equation
Dahl Aviation Survey Annual [-0.31,- [1.30. Ave. o f 9 ests.
(1994a) fuel developing 0.63] 1.99]
A survey countries Ave. of 12
Date of Kerosene 1979-92 [-0.25, - [0.61, ests.
earliest 0.32] 0.70]
1979 Gasoline Ave. of 11
Date of [-1.25,- [0.35, ests.
most Diesel Fuel 0.88] 1.12]
recent oil Ave. of 43
1993
LPG
[-0.70 - 
0.85]
[-0.25,.
2.7]
[0.72,1.43]
[1.33,
1.61]
ests.
Ave. of 8 ests.
Al- Agg. energy Log-linear Annual -3.00 2.0
Salilawi Gasoline equation with (1971- -0.80 1.5
(1997) Diesel lagged dependent. 1995) -0.26
Jet fuel OLS -1.00 0.88
Pega and Aggregate Log-linear with Annual
Birol oil lagged dependent (1971-91)
(1994) variable Argentina
Colombia
Mexico
Brazil
India
S. Korea
Taiwan
Thailand
Average
-0.15
-0.03
-0.20
-0.15
-0.57
-0.57
-0.43
-0.18
-0.25
0.79
0.70
0.73
1.44
0.39
0.97
0.53
1.10
0.83
Hunt et al Petroleum Engel-Granger Honduras -0.236 1.578 Long-run
(1999) Electricity Co-integration na 0.786 population
elasticity=1.33,
S/R=0.61,
EC:-0.83
International
oil prices used
instead of
domestic
petroleum
prices, EC=-
0.235
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Table 3 .1  continued
Study Sector/Area Technique/model Data used Estimated I 
Price
Jasticities
Income
Remarks
Al-Faris, Log linear Annual
A.F equation with (1970-91)
(1997) lagged dependent
variables
Gasoline Saudi Arabia -0.32 0.11
LPG -0.85 0.46
Kerosene na na
Jet fuel -0.43 0.57
Diesel -2.47 1.2
Fuel oil -0.68 0.24
Gasoline UAE -0.28 0.97
LPG -1.39 0.74
Kerosene -1.85 2.96
Jet fuel -1.11 1.06
Diesel -1.11 1.33
Fuel oil -0.95 3.83
Gasoline Kuwait -1.67 1.17
LPG -0.4 3.09
Kerosene -0.22 0.02
Jet fuel -0.43 0.30
Diesel -2.4 0.08
Fuel oil na na
Gasoline Oman -1.21 1.13
LPG na na
Kerosene -2.09 1.04
Jet fuel -1.46 1.07
Diesel -0.93 0.82
Fuel oil na na
Gasoline Qatar -0.70 0.10
LPG -0.23 0.25
Kerosene -0.32 0.28
Jet fuel -0.28 0.07
Diesel -0.11 0.11
Fuel oil na na
Gasoline Bahrain -1.78 1.22
LPG -0.20 0.11
Kerosene -0.09 0.09
Jet fuel -0.22 0.73
Diesel -0.26 0.60
Fuel oil -7.27 0.19
Diesel -0.26 0.83
Jet fuel -1.00 0.88
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Table 3 .1  continued
Study/Year Sector/Area Technique/model Data used Estimât
Price
ed Elasticities 
Income
Remarks
Chakxavorty Log-linear Annual (72-
et a l (2000) Kerosene 92)
Algeria 1.43 0.75
Indonesia -0.79 0.54
Iran 0.06 0.06
Iraq -0.21 0.50
Kuwait -0.13 0.21
Libya 0.30 0.45
Qatar 0.82 0.32
S.Arabia 0.71 0.74
UAE 3.03 5.50
Gasoline Venezuela 0.84 -0.43
Algeria -0.86 0.45
Indonesia -1.44 0.86
Iran -0.57 -0.03
Iraq -0.73 0.30
Kuwait -2.45 0.10
Libya -0.12 0.39
Qatar -1.67 1.10
S. Arabia -0.52 0.66
UAE 0.08 0.46
Diesel Venezuela -0.06 0.12
Algeria -0.54 0.20
Indonesia -20 9.70
Iran -0.42 0.17
Iraq -0.08 -1.39
Kuwait -1.05 0.27
Libya 0.19 0.50
Qatar -0.26 0.77
S. Arabia -2.63 0.06
UAE -0.31 0.32
LPG Venezuela -0.22 -0.18
Algeria -0.64 0.17
Indonesia na na
Iran na na
Iraq 0.34 0.36
Kuwait 0.60 1.4
Libya -1.74 0.69
Qatar -0.17 0.66
S. Arabia -0.55 -1.01
UAE -7.25 0.31
Venezuela -0.12 -0.02
Fuel Oil Algeria -0.60 3.68
Indonesia -0.79 0.48
Iran -0.53 0.33
Iraq 7.64 -0.56
Kuwait na na
Libya -1.44 0.05
Qatar na na
S. Arabia -0.35 1.49
UAE 3.28 -0.02
Venezuela 0.02 0.17
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Table 3 .1  continued
Study/Year Sector/Area Technique/model Data used Estima
Price
ted Elasticities 
Income
Remarks
Masih and
Masih
(1996)
Aggregate
Coal
Log-linear Annual
1953-1993
China
-0.99 1.07 Johansen’s 
ML used 
to test for 
co­
integration
Al-Sahlawi 
M. A (1997)
Aggregate
energy
Gasoline
Log-linear 
equation with 
lagged dependent, 
OLS
Annual
(1971-
1995)
Saudi
Arabia
-3.0
-0.80
2.0
1.5
Beenstock et 
al
(1999)
Residential
electricity
Industrial
electricity
DRM
Engel-Granger 
Johansen ML 
DRM
Engel-Granger 
Johansen ML
Quarterly
(1973-94)
Israel
-0.52
-0.58
-0.24
-0.31
-0.44
-0.02
1.00
1.09
1.06
1.12
0.99
1.28
Nasr et al 
(2000)
Total
electricity
Log-linear with 
lagged dependent 
variable OLS
Lebanon -0.5 0.71
Dahl and 
Kurtubi 
(2001)
Gasoline 
Kerosene 
Jet fuel 
Auto Diesel 
Indust. Diesel 
Fuel oil 
Total products
Johansen
Co-integration
Annual
(1970-
1995)
Indonesia
-0.63
-0.73
-1.19
-0.67
-1.15
na
-0.59
1.29
0.70
0.63
2.16
1.73
na
1.35
Dahl (1993) Residential/
Commercial
A survey Developing
countries
-0.33 1.27 35 static
equations
15
dynamic
equations
Dalil 
(1994b) 
Earliest 
1976, most 
recent 1991
Residential
Commercial
Total
A survey Developing
countries
-0.88
-0.57
-0.13
1.34
1.30
1.50
Eltony and
Hajeeh
(1999)
Household/ 
Total Energy
Log-linear, OLS Kuwait -0.53 0.38
Wohlgemuth
(1998)
Veh.stock/cap
Gasoline
Diesel
Aviation fuel
Passenger cars 
Freight
Passenger car s 
Freight 
Aviation fuel 
Gasoline 
Diesel
Aviation fuels
Model not 
specified
Middle
East
China
India
East Asia
na
-0.25
na
na
na
na
-0.90
-0.07
-0.15
-0.41
-0.25
-0.16
0.32
0.99
0.89
0.95
0.95
0.91
1.70
1.39
0.80
0.55
0.80
1.10
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Table 3 .1 continued
Study
/Year
Sector/Area Technique/model Data used Estima
Price
ted Elasticities 
Income
Remarks
Pesaran Total Energy Annual
et al Commercial (1974-90)
(1998) ARDL(1,0,0) Bangladesh 0.04 1.98
India -0.07 1.01
Indonesia -0.49 1.56
S. Korea -0.14 1.07
Malaysia -1.16 2.22
Pakistan 0.05 1.32
Philippines -0.43 0.84
Sri Lanka 0.06 0.22
Taiwan -0.13 0.90
Thailand -0.34 1.17
ARDL(1,00) The 10
MG Asian -0.26 1.23
PMG countries -0.34 1.18
DFE -0.37 1.30
SFE, Bangladesh -0.07 1.01
India
Residential Indonesia -0.04 1.25
S. Korea -0.01 1.64
Malaysia -0.54 1.19
Pakistan 0.20 1.00
Philippines -0.29 2.95
Sri Lanka -0.33 2.95
Taiwan 0.35 1.65
Thailand -0.36 0.38
ARDL(1,00) -0.19 0.81
MG The 10 -0.11 1.63
PMG Asian
Residential DFE countries -0.14 1.31
SFE, -0.48 0.95
-0.27 1.09
-0.06 0.98
Banaszak Transportation Log-linear/Share S. Korea
et al Gasoline and OLS Taiwan 0.86 0.989
(1998) Diesel (1973- -0.52 0.977
1993)
Pesaran Transportation Log share Annual
et al Total Energy equations, (1970-
(1998) ARDL(1,0,0) 1993) 0.00 1.63
Bangladesh -0.03 0.44
India -0.32 1.29
Indonesia -0.20 1.39
S. Korea -1.75 3.32
Malaysia 0.16 1.42
Pakistan -1.39 1.19
Philippines 0.10 0.59
Sri Lanka -0.01 1.04
Taiwan -0.38 1.47
ARDL(1,00) Thailand
MG -0.38 1.38
PMG The 10 -0.36 1.41
DFE Asian -0.44 1.45
SFE countries -0.14 1.19
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Table 3 .1  continued
Study
A'ear
Sector/Area Tcchniquc/modcl Data used Estiin
Elasti
Price
ated
:ities
Income
Remarks
Eltony
(1996b)
Transportation
Gasoline
Log-linear, with 
lagged dependent 
variable 
OLS
(1975-93) 
GCC 
Group 1 
Group 2
-0.17
-0.30
-0.05
0.48
0.28
0.43
Group 1 oil- 
importing 
countries; Group 2 
is oil-exporting 
countries.
Eltony
(1994)
Transportation
Gasoline
Log-linear, with 
lagged dependent 
variable 
OLS
Annual 
(1975-89) 
GCC 
Group1 
Balirain 
UAE 
Oman 
Group2 
S. Arabia 
Kuwait 
Qatar
-0.11
■0.13
-0.50
-0.30
-0.11
-0.05
0.23
0.48
0.12
0.42
0.42
0.34
Eskeland 
et al 
(1997)
Gasoline 
Car ownership
Log-linear Pooled
cross
section
time series
from 31
states
(1982-88)
-1.39
-0.05
0.84
NA
Eltony
M.N
(1995)
Transportation
Gasoline
Co-integration
ECM
OLS
Annual
(1970-98)
Kuwait
-0.46 0.92
Al-Faris
(1993) Gasoline
Log linear with 
lagged dependent 
variable 
OLS
Annual
(1970-90)
S. Arabia
UAE
Kuwait
Bahrain
Qatar
Iraq
Egypt
Syria
Algeria
Libya
Tunisia
Average
-0.30
-1.23
-0.78
-2.10
-0.78
-0.41
-0.11
-0.43
-0.33
-0.26
-0.75
-0.68
0.07
0.46
0.89
0.20
0.33
0.24
0.44
0.59
0.78
0.30
0.67
0.45
Stock o f cars is 
included in the 
demand function 
except for Kuwait, 
Bahrain, Qatar and 
Tunisia
Dahl
(1993)
Transportation 
Total Energy
18 static 
equations
Developing
countries
Survey
-0.09 111
Dalil
(1993b)
Transportation 
Total Energy
Log-linear 
Log linear per 
capita
specification
Developing
countries
Survey
-0.42
-0.42
-1.02
-0.24
1.64
1.65
1.89
0.69
Date of earliest 
1976
Date most recent 
1991
Eltony
&A1-
Mutairi
(1995)
Transportation
Gasoline
Co-integration &
ECM
OLS
Annual
(1970-89)
Kuwait
-0.46 0.92
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Tables. 1 continued
Study
/Year
Sector/Area Technique/model Data used Estims
Elastic
Price
ited
itics
Income
Remarks
Dahl Indush'ial 35 static Developing -0.45 0.89 Date of
(1993) equations countries Earliest 1979
Total Energy 15 dynamic Survey -0.33 1.27 Date most
equations recent 1993
Dynamic Static
Erdogan Industrial: Static equation Annual -0.02 0.36 The
and Dahl Total Energy (1970-1993) population
(1997) Turkey and time trend
Manufacturing -0.03 0.45 are added to
Total Energy Static equation the
manufacturing
Mining -0.04 1.95 demand, both
Total Energy Static equation time trend and
population
Industrial: -0.04 0.59 have positive
Total Energy Lagged dependent coefficients
Manufacturing -1.11 1.79
Total Energy Lagged dependent
Mining -1.57 2.56
Total Energy Lagged dependent
Industrial:
Total Energy Almon lag, OLS -0.21 0.69
Manufacturing
Total Energy Almon lag, OLS 0.02 0.69
Mining
Total Energy Almon lag, OLS -0.74 1.96
Pesaran Industrial Annual
et al Total Energy (1970-1993)
(1998)
Log linear ARDL Bangladesh 0.01 1.96
India -0.27 1.16
Indonesia -0.70 1.51
South Korea -0.52 1.09
Malaysia -0.38 1.60
Pakistan -0.18 1.68
Philippines -1.01 0.19
Sri Lanka -0.30 -0.01
Taiwan -0.41 0.81
Thailand -0.56 1.24
ARDL(1,00)
MG 10 Asian -0.43 1.12
PMG Countries -0.52 1.24
DFE -0.57 1.29
SFE -0.16 1.03
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Chapter 4: Methods of Analysis, Model 
Specifications and Data
4.1. Introduction
In the previous chapter, energy demand studies for developing countries 
were reviewed. It was shown, that the majority of these studies do not address the issues 
of autonomous energy efficiency improvements and exogenous factors in developing 
countries; therefore, arguably, there is a gap in previous studies. This study is therefore, 
an attempt to address these issues that were previously neglected. This chapter will 
therefore discuss the methods of analysis used in this study as well as the models 
specifications and their estimation procedures and strategies. The chapter begins with a 
discussion of Co-integration and error correction methods. This will be followed by a 
discussion of the structural time series model and concludes with a description of the 
estimation procedure and strategy.
The demand for energy in the South Korean and Indonesian whole 
economy, industrial, transportation and residential sector during the study period is 
specified as follows:
(&1)
Where et is the natural log of per capita energy consumption for individual 
sector of a particulai* country at the time t, yt is the per capita GDP at 1973 constant 
prices in case of whole economy, transportation and residential sector (but for the 
industrial sector it is the index of industr ial production), pt is the index of the weighted 
average energy prices at 1973 constant prices and pt is the UEDT (linear under co­
integration and stochastic under structural time series model)
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4.2. Co-integration and Error Correction
The idea of the co-integration relationship was first introduced in
econometric analysis by Granger (1981) and Granger and Weiss (1983). They show that 
components of the vector of Xt are said to be co-integrated o f the order d,b, denoted by 
\{d,b), if (1) all components of Xt are 1(^0; there exists a vector (%(?^0) so that zt = a  Xt
~I(d-b), b>0. The vector a  is called the co integrating vector. The above idea was
later extended and popularized in the celebrated paper by Engel and Granger (1987). In 
this, they show that if time series variables such as Yt and Xt that shared the same 
stochastic trends, precisely, 1(1). If one is regressed against the other, the linear 
combinations of the variables such as Yt-aiXt=£t will also be 1(1). Similarly, if the 
variables are I (2), the linear combinations of the two will also be 1(2). So that the 
variables are tied together, in any direction Yt moves Xt will also move towards the same 
direction and, vice versa. Given the time for adjustments to a short run changes, then it is 
possible that although Yt and Xt are 1(1), the linear combination of the two will be 
integrated at lower order, i.e. 1(0). If so, then the series are said to be co-integrated; 
hence, there is a long run Co-integration relationships between them.
In their formulation, Engel and Granger show that although non-
stationarity is a necessary condition for long run co-integration between the variables, for 
co-integration to exist there most be a valid error correction mechanism that linlcs the 
realised values of say Yt with the targeted values of Y*t this keeps the long mn 
relationship moving together.
Since the publication of Engel and Granger’s paper, co-integration and 
error correction has attracted the attention of many econometricians. Most of them have 
devoted their time and energies to testing for the unit roots and the co-integration 
relationship between variables. From 1987 to date thousands of research articles and 
seminar papers have been presented using this methodology.
Later, further tests were proposed to test for co-integration and dynamic 
error correction among time series variables. Among the tests, one of the most popular is
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the Johansen Maximum Likelihood estimation of VAR (1988, 1991). This study uses the 
Johansen ML procedure, since it is regarded as superior to the Engel-Granger approach.
In energy studies as well, this methodology gained overwhelming 
acceptance, leading to a plethora of studies that seek to estimate and interpret 
relationships between energy consumption and other related variables such as income, 
employment and energy prices. For example, two surveys by Dahl 1993 and 1994 show 
that many studies in energy in developing countries used the procedure.
Since the stationarity of the series and sharing of common intergrational 
properties are the necessaiy conditions for co-integration, this section will first discuss 
the issues of stationarity and the procedure used for testing for stationarity of the series in 
this study. This will be followed by a discussion of the procedure for testing the co­
integration relationship.
4.2.1. Characteristics of a Stationary and non Stationary Series
A series is weakly stationary if it has a constant mean, a constant variance 
and autocovariances (and autocorrelations) which depend only upon the difference in the 
time index, and not on the location in time. A non-stationary time series is one in which 
one or all of those conditions do not hold. If a non-stationary series become stationary 
after being differenced once it is said to be integrated of order one, and is denoted by 
1(1). If a series has to be differenced twice to become stationary, it is said to be 
integrated of order two, and is denoted by 1(2). In general, a series which is stationary 
after being differenced d  times is said to be integrated of order d, denoted by 1(d). A 
series which is stationaiy without differencing is said to be I (0). The test for stationarity 
is that of whether the series are consistent with the unit root hypothesis. A series which is 
1(1) is said to have one unit root, and a series which is 1(d) has d  unit roots. A series that 
is 1(0) is said to have no unit root. 1(0) and 1(1) have different characteristics and they 
behave differently, which will have different implications for the interpretation of the
The advantages of Johansen test over the Engel-Granger test will be discussed later.
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series and statistical inferences. One of the major differences between 1(0) stationary and 
1(1) non-stationary series is that, in stationary 1(0) series shocks will be temporary and 
over time their effects will be eliminated as the series reverts to its long-run mean values. 
On the other hand, the effect of shock is permanent in a non-stationary 1(1) series. 
Table 4.1 describes the difference between stationaiy 1(0) series and non-stationary 1(1) 
series.
4.2.1. Unit Root Rests
Several tests have been developed for testing a null hypothesis of unit root 
against the alternative of stationarity. This study only considers Dickey-Fuller 
/Augmented Dickey-Fuller and Philip-Peron tests for unit roots, given that they are the 
most popular and most widely used tests for unit root.
4.2.11. Dickey-Fuller
The Dickey-Fuller (DF) test, developed by Fuller (1976) and Dickey and 
Fuller (1979) is the single most widely used test for unit root. It is used to test for the null 
hypothesis of unit root 1(1) against the alternative hypothesis of stationary 1(0). This test 
assumes that the error terms are uncorrelated. The procedure for the DF test is based on 
independently identically distributed error terms. The DF-test statistics is the value for 
the lagged dependent variable If the DF statistical value is smaller than the critical 
value then reject the null hypothesis of a unit root and conclude that the series is 
stationary 1(0). Three possible forms of DF test are given by the following equations:
AX, = ç  + ^  + )X,_  ^+ £, (6. 2)
A X ,^ ç )  +fX,_^+s, (6.3)
AX, = )X,_  ^+ 8, (6. 4)
The t statistic in the DF test does not follow the normal standard t distribution. Therefore a 
special t statistic was developed by MacKinnon (1991). This is used as the critical values for the 
DF test.
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Where £, -  I ,  ,T are assumed to have zero mean and are
independently and identically distributed, s, ~ iid (Ocr^) normality is not required for the
validity of the Dickey-Fuller tests. A is the difference operator. The difference between 
the tliree equations concerns the presence of the deterministic elements (p and ^ . The 
deterministic elements (trend and intercept) are included in the equation to give power to 
the alternative hypothesis of trend stationaiy. In testing for the unit root of the series the 
procedure involves first estimating the most general model equation (6.2) with drift and 
trend first obseiwe whether y-0 if the unit root hypothesis is rejected, there is no need to 
proceed, just conclude that the series does not contain unit root. In contrast, if the null 
hypothesis is not rejected in the first, then determine if the deterministic trend variable is 
significant, if the trend is insignificant, and then conclude that the trend is inappropriately 
included in the equation. The next stage is to estimate equation with drift term and no 
trend; that is equation (6.3), if the unit root hypothesis is rejected stop here, if opposite is 
the case, check if the drift term is statistically significant, if in is not significant, then 
proceed to estimate the most restricted model with no trend and no drift term in equation 
(6.4), if the unit root hypothesis is rejected, conclude that the series is 1(0), if opposite is 
the case, the conclude that the series contain a unit root.
4.2.I.2. Augmented Dickey-Fuller Test
The possible extension of the standard Dickey-Fuller test is the parametric 
test which based on the augmentation of the DF test (Maddala and Kim, 1998:47) with a 
lagged dependent variable (such as SAX,_  ^ the new equation is now referred to as
Augmented Dickey-Fuller (ADF) test. The augmentation of the DF test is to account for 
the serial correlation in the former and make the errors white noise. In this test, if the sign 
on the coefficient of the ô is smaller (more negative) than the critical value at levels 
form, then the null hypothesis of unit root is rejected then conclude that the series is 
stationary 1(0). However, if the unit root hypothesis is not rejected, the test is repeated at 
first differences to see if the series are consistent with the unit root hypothesis i.e. if they 
are 1(1) . This test can also be applied on general to specific procedure.
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4.2.I.3. The Phillips-Perron Test
The second variant of test for unit root which is also referred to as the 
extension of DF test considered in this study is the non parametric test developed by 
Phillips (1987) and Phillips and Perron (1988). The major difference between this test 
and the DF test is that the former allows for the disturbance term not to be s, ~ iid(0 cr^). 
This test is popularly referred to as the generalization of the DF test in which the error 
terms are serially correlated. The PP test adds a correction terra to the DF test 
statistics to make the residuals white noise.
Both PP and ADF tests usually reach the same conclusions. In fact, the PP 
test is regarded as a generalized test that modifies the DF test, and takes account of the 
less restrictive nature of the error process. Basically, the critical values for both ADF and 
PP are the same.
Both tests have desirable features. The PP test has the advantage of 
allowing for weaker sets of assumptions concerning the err or process. In addition, Monte 
Carlo studies have found that the PP test has a greater power to reject the false null 
hypothesis of unit root. On the other hand, it has been argued that the ADF test is more 
desirable when the model contains negative moving average terms (Enders, 1995: 242- 
245). Nevertheless, the choice of the most appropriate test can be difficult since the data 
generating processes might not be known. So, arguably, it is safer to apply both tests; if 
they arrive at similar conclusions one can have confidence in the results. This is the main 
motivating factor for using both tests in this study.
4.2.2. Johansen’s VAR Approach to Co-integration Analysis
A major advantage of the Johansen approach is that it overcomes some of 
the drawbacks of the Engel-Granger test. The latter assumes only one Co-integration 
vector, while the Johansen test allows a test for Co-integration rank (number of co- 
integrating vectors) to estimate the linear restrictions of these vectors and tests on the 
vectors using standard asymptotic inference. Because of these advantages over the 
Engel-Granger test, this study implements the Johansen procedure.
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The Johansen procedure, proposed by Johansen (1988, 1991) and 
Johansen and Juselius (1990) is based on a maximum likelihood estimation of a vector- 
autoregressive system (VAR). This procedure relies heavily on the relationship between 
the rank of a matrix and its characteristic roots. Therefore, the Johansen method is based 
on the following p-values of the VAR model Xt with Gaussian errors. The Co­
integration equation can be written in the form of a matrix as follows:
X , = 111 + ■— + (6.6)
Where Xt is a (P x 1) vector of non-stationary 1(1) variables such as 
natural logs of energy consumption, real energy prices and real GDP. The n  matrices 
are of the order (k x k) and contains the VAR parameters. Each and every variable in this 
model is explained by the p-lagged values of itself and all the other variables in the 
system, s, is the white noise error term. Therefore all the variables in the model are
regarded as endogenous (unlike in the Engel-Granger approach, where only the 
dependent variable is regarded as endogenous). The above equation can be transformed 
into an error correction formulation as follows:
AX, = 2  E/AYi_^  + TilY,_i (6.7)
The vector obtained from the Co-integration tests represents the long run 
relationship among the variables. On the other hand, the short run relationships will be 
modelled by an error correction mechanism. The error correction framework modelled 
the variables in differences; the coefficients on differenced variables correspond to short 
run elasticities. In addition, the model contained the error correction term {ecm). The 
error correction term is the deviation from the long run equilibrium and its coefficient 
measures the speed of adjustment in current energy consumption from the deviation in 
the long run equilibrium relationship. The error correction framework in model (6.7) can 
be reformulated in a more general form as follows:
AX, = (% + % +  .^ / f= l , f (6. 8)
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Where X is a dependent variable, Z is a vector of explanatoiy variables 
and ecm is the error correction term. This model is estimated in first differences. In 
estimating the error correction model, a general to specific modelling is applied. This 
approach also begins with a general over parameterized model; the model is then 
narrowed down by testing for simplification on a general model. In estimating the co­
integration and error correction models the first step is to tests for the properties of the 
series thi ough unit root-based tests in which augmented ADF and PP tests are applied.
In the unit root test, the general-to-specific procedures are followed. First, 
a variable will be estimated with a trend, intercept and four augmentation lags. This 
variable is estimated at levels forms through testing-down and re-estimation by 
eliminating the most insignificant lags on the dependent variable until all the 
insignificant lags are eliminated. This process also involves determining whether the 
trend and intercept included are statistically significant. If they are found to be 
insignificant, then they are dropped.
Thiough the first process, if the variable is found to be non-stationary at 
levels forms, then the variable is estimated at first differences to test if it is consistent 
with the unit root hypothesis: that is if the variable is I  (1). This process will be applied to 
all the series used for the co-integration analysis, to see if all the series shares the same 
intergrational properties. This is the necessary condition for co-integration relationship.
After testing for the intergrational properties of the series, a VAR will be 
constructed for the optimal lag selection. This will be used for testing for the co­
integration ranks as well as long run vectors. At this stage, it is important to stress that 
the results of the tests can be quite sensitive to the number of lags chosen
There are many approaches to optimal lag lengths selections. The most 
widely used among these approaches is to choose q lag lengths that minimize some 
information criteria, for example, Akaike information criteria (AIC), proposed by Akaike 
(1973), the Swartz information criteria (SIC), suggested by Swartz (1978) and HQI 
Suggested by Hannan-Quinn (1979). Stock and Watson (2003) suggest two important 
considerations to be used when comparing the two information criteria. First, according 
to them, in the case of autoregression all the models must be estimated over the same
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sample. That is, the number of observations used to estimate the model T must be the 
same for both models. Secondly, when there are multiple predictors, all regressors in
both models should have the same lags. That is, to require that p = qi= =qk, so that
only pmax +1 model need to be compared. In addition to this, it is important to subject the 
lag chosen to diagnostics test to check for non-normality and serial correlation.
The next step is for the chosen lag to be used for Maximum Likelihood 
testing for co-integration ranks and long run Co-integration vectors. Two tests are 
proposed for the ranks, fl, r, based on the maximum Eigenvalues and the trace statistics
(L in a x  and L tr a c e ) '
L m a x ~ - y  In(l-X r+l)
Ltrace— S  In(\ —X,');=r+l
In L m a x  test, the null hypothesis is r cointegrating vectors against the 
alternative of r+1 vector. In Ltrace test, the null hypothesis is, at most, r Co-integration 
vectors against the alternative of more than r Co-integration vectors. Both maximum 
Eigenvalues and trace statistics are used, although the maximum Eigenvalues test is 
generally considered as more powerful. This is because the latter tries to improve the 
power of the test by limiting the alternative hypothesis to a Co-integration rank just one 
more than under the null hypothesis.
In either case, the procedure is first to test the hypothesis r  = 0
againstr > 0. If the null is not rejected, then this implies that there is no Co-integiation. 
If, on the other hand, the null is rejected, then there is at least one co-integrating vector. 
In this case, the hypothesis r -  1 against r > 1 is tested. If the null is rejected, then the 
next step is to test r = 1 against r> 2  and so on. This procedure continues until the null 
is not rejected. At this point, the order of r is determined.
In testing for co-integration ranks, an intercept and trend (but no trend in 
VAR) will be included in the co-integration relationship. Furthermore, the normalised 
co-integration equation will be interpreted as the long run vectors and the coefficient of
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the trend will be interpreted as the annual percentage growth of linear trend^° in that 
sector of country concerned. In addition, the first normalised co-integration equation will 
be used in testing for the short run dynamic vector error correction model.
The vector error correction will be estimated by OLS at differences which 
involve estimating a general over-parameterized model, with generous lags for both the 
dependent and explanatory variables. Then the insignificant lags are eliminated then the 
model is re-estimating until a simple parsimonious model is obtained. The results of the 
estimated coefficients from the vector error correction model are the short run elasticities 
of income and price. In addition, coefficient of the error correction term shows the 
annual speed of adjustment from the deviation in the long run equilibrium relationship. 
Similarly, in the model, a dummy variable will also be included to capture the effects of 
the 1998 currency crisis in the two countries. If the dummy variable is found to be 
statistically insignificant or rendering the error correction term not significant, it will be 
dropped. Finally, the vector error correction model will be subjected to a batteiy of 
diagnostic tests to determine the robustness of the model. These will be discussed later.
4.2.3. Estimation Procedure
In order to test for the presence of unit root, and hence establish the order 
of the integration of the variables in the series, Dickey-Fuller (DF) Augmented Dickey- 
Fuller(ADF) and Philip Perron (PP) test statistics are applied, based on general to 
specific procedures. The results of the test are presented in Chapters seven and eight.
After establishing that all the series are integrated of the same order, a 
VAR is constructed for the optimal lag order selection. The VAR model includes all the 
variables in levels (non-differenced data). This VAR is estimated for four lags, and then 
reduced down by re-estimating the model for one less. In each model, the values of AIC 
and SBC criteria are examined, and diagnostics tests for autocorrelation and normality of 
residuals are conducted In general, in all sectors studied, a model that minimizes AIC
Specifically referring to annual growth o f  autonomous energy consumption.
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and SBC and HQIC is selected as the one with optimal lag length.^^ Where there arise 
conflicting lags suggested by the information criteria, the lags suggested by SIC would 
give preference; because SIC is assumed to be more powerful when the sample size is 
small. For example, Hooten (1995), have verified that SIC offers a greater consistency 
than other information criteria in identifying the appropriate model. The results of the 
optimal lag selection aie presented in Chapters seven and eight.
Furthermore, before testing for co-integration rank, an appropriate model 
is chosen for the deterministic components. For each sector studied, an intercept is 
included in the Co-integration equation and VAR, linear trend in co-integration equation 
and no trend in VAR. under this; the trend included in a co-integration equation is in 
order to take into account the exogenous technical progress (and perhaps UEDT). Based 
on this deterministic specification. The Johansen (1988) approach is used to determine 
the number of co-integration ranks and long run co-integration vectors between non- 
stationary variables, using a maximum likelihood procedure. Finally, when one 
Cointegration vector is found, the first normalised co-integration vector is used to 
estimate a short run vector error correction model based on the general to specific 
procedure. The estimated vector error correction model is subjected to the following 
diagnostics tests to test for the robustness of the model. The diagnostics tests are as 
follows. The software used of estimation is EViews 5.1 by Quantitative micro software.
• R  ^is the coefficient of determination.
• The DW-statistic test for first order autocorrelation.
• The Lagrange multiplier (LM) test for serial correlation based on
Breusch-Pagan-Godfrey(1979). This test is a large sample test which is 
defined as n-p %*R^ , which follows a distribution with P degrees of 
freedom. In application, if (n-p) R  ^ exceeds the critical value of the ^  
value at a given level of significance, the null hypothesis is rejected.
• The Jarque-Bera (1987) test for non-normality. The J-B test for normality 
is also based on a large sample test on the residuals of the least-squares 
This is to test whether the residuals are asymptotically normally
The chosen optimal lag is tested for serial correlation and non-normality
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distributed. In this test, the null hypothesis is that the residuals are 
normally distributed. The J-B test also follows a distribution with 2 
degrees of freedom. If the computed P-values of J-B statistics are very 
different from zero, the null hypothesis is rejected. If otherwise, the null is 
accepted.
• The Autoregressive Conditional Heteroscedasticity (ARCH) test is based 
on the Breusch-Pegan (1979) test for conditional heteroscedasticity. It 
also follows a distribution. If the computed value of the test exceeds the
at chosen levels of significance, the null hypothesis of homoscedasticity 
is rejected.
• The CUSUM test for model stability. This is visually illustrated with two 
range lines of 5% at both sides. When the CUSUM does not cross either of 
the two range lines, the model is stable over the estimation period. 
Summary
The first part of this chapter discussed the co-integration and error 
correction methods of analysis. The section briefly highlighted the importance of 
stationarity of data in co-integration analysis by discussing the difference between the 
stationary 1(0) and non-stationary 1(1) series. Furthermore, the two most popular methods 
of testing for stationarity (A(DF) and PP) were highlighted. The section also briefly 
introduced the concepts of co-integration and error correction methods of analysis, and 
finally the estimation procedure and diagnostics tests were highlighted.
4.3. Structural Time Series analysis
Structural time series econometric analyses were developed by Harvey 
and his co-researchers in Cambridge University. One of the major differences between 
co-integration and structural time series is that, the later do not depend on the stationarity 
of the series; therefore, the variables do not need to share the same intergrational 
properties.
In estimating the energy demand functions and the effects of improved 
energy efficiency and exogenous factors in them; as in the case of this study, using the 
structural time series analysis one may consider a classical decomposition in which the
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series is seen as a sum of trends and irregular components. A model could therefore be 
formulated as a regression with explanatory variables consisting of a time trend and some 
unobserved components.
The key to handling structural time series models is the state space form, 
with the state of the system representing the various unobserved components such as 
trends. The estimation of unobservable state can be updated by means of o. filtering 
procedure as new observations become available. Predictions are made by extrapolating 
those estimated components into the future, while smoothing algorithms give the best 
estimates of the state at any point within the sample.
4.3.1. Structural Time Series Model (STSM)
The STSM has flexibility in estimating both the short and long run 
elasticities, as well as allowing for the unobseiwable trend components to vary 
stochastically over time. The demand for energy in the South Korean and Indonesian 
aggregate whole economy and sub-sectors during the period of this study is therefore 
specified as follows
a{L)e, f{L)y,  + 5 {L)p, + e, (6.9)
Where et is the natural logarithm of per capita energy consumption for a 
particular sector, yt is the natural logarithm of per capita real GDP, (for industrial sector 
is index of industrial output) pt is the natural logarithm of the weighted average of real 
prices of energy, and p, is the stochastic trend component represents the UEDT. a{L)
is a polynomial lag operator of the form, l-(piL-q>2L? /?(L) is a polynomial lag
operator of the form, and difS) is a polynomial lag operator of
the order, Ào+ X}L+ XplF. fi(L)/a(L) and ô(L)/a(L) are the long term income and 
price elasticities,
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Trend Components
The trend component p, is assumed to have the following stochastic process: 
//,-] + A -i (6.10)
A  = A-i (6.11)
Wliere rj, ~A7D(0,cr^) and ~ATD(0,crJ).
Equations (6.10) and (6.11) represent the level and the slope of the trend 
respectively. The exact form of the trend depends upon whether the variances cr^  and/or
cr^  (which ar e known as the hyperparameters) ar e non-zero. If they are, the trend is said
to be stochastic. However, if both hyperparameters are zero, then the trend is linear and 
the model reverts to a traditional deterministic linear trend.
4.3.2. Estimation Procedure
Equation (6.9) together with equations (6.10) and (6.11) are estimated by 
the Maximum Likelihood method of estimation and the disturbance terms are assumed to 
be independently distributed and are not coiTelated with each other. The hyperparameters 
crj and <j ^ are the building blocks of the model, and they have an important role to play
in the properties of the model. The hyperparameters are estimated by the Kalman filter, 
representing the latest estimates of the level and slope components of the trend.
To evaluate the adequacy of the estimated model, the equation residuals 
(similar to ordinary regression residuals) and the set of auxiliary residuals are estimated. 
The auxiliary residuals include the estimates of equation disturbances (known as the 
irregular residuals) the estimates of level disturbances (known as level residuals) and the 
estimates of slope disturbances (known as slope residuals). The software used for the 
estimation is STAMP 6.3 (Koopman et al, 2000).
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In estimation, the preferred models are obtained through testing down 
from a general unrestricted model of equation (6.9) and applying a range of diagnostic 
tests on both the residuals of the main equation and the auxiliary residuals of the trend 
and slope components of the model. This is to ensure that the preferred model has passed 
the test for non-normality, serial correlation and heteroscedasticity. In addition, the 
auxiliary residuals are tested to ensure that no significant outliers or structural breaks 
exist. Where a problem is detected, impulse dummies and /or level or slope dummies 
may be introduced. Table 4.2 below shows the alternative models to be estimated under 
structural time series.
Table 4.1 C lassifications o f  Possible Trends Com ponents
Slope Fixed Level Stochastic Level
2Lvl^O,©  ^=0 2Lvlÿ^ O,o 5^ 0n
No Slope
2Slp=0,o^ =0
(i)Conventional regression 
with constant but no time 
trend
(vi)Local Level Model 
(random walk with noise)
Fixed Slope 
glp#,o^ =0
(ii)Conventional regression 
rHIi a constant and a time 
^end
(v)Local Level Model 
m h  Drift
Stochastic Slope (iii)Smooth Trend Model (iv)Local Trend Model
Source: Hunt et al, 2003.
There are six alternative models which can be estimated as follows:
2 2(Iv) LvlfO,o #0, Slp;t0;O #0. This is referred to as local trend model in which n q
both level and slope components of the model are non-zero. It is 
represented by cell vi. This model is the most general model, so that the
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hyperparameters of both the levels and slope components of the model vary
stochastically over the sample period.
2 2(v) LvlîsO, *0, Slp^O,G  ^=0. This model is called local level with drift. In it,
the level component is stochastic but the slope component is fixed. This 
model is represented by cell v, and is a restricted version of the general 
model
2 2(vi) Lvl^ iO,o^  *0, Slp=0,o^ =0. This model is called the local level model
random walk with noise. In it, the level component is stochastic but the 
slope component is zero. The model is represented by cell number vi. This 
model is also a restricted version of the general model.
2 2(ii) Lvl#0,a^ =0, SIp^O^o  ^=O.This model is called a conventional regression
model with constant and time trend. It is similar to an estimation of OLS 
with a linear time trend. This model is represented by cell number ii, is a
restricted version of the general model and can be estimated by OLS.
2 2(III) Slp#0,a^ #0, Lvl#O,0  ^ =0. This model is known as the smooth trend
model. In it, the slope component is stochastic and the level component is 
fixed. It is also a restricted version of the general model.
4.3.3. Model Selection Criteria
Selecting the preferred model and the methodology for this study 
involves two stages. The first entails selecting the preferred model among the vaiious 
model listed earlier under structural time series analysis. Under this the general model 
(iv) is first estimated and suitable restricted model from the other models is selected by 
testing down from overparameterized model, this involves testing for parameter 
restriction; including testing for deterministic restriction. In addition, a battery of 
diagnostic tests is carried out to ensure the statistical properties of the model are 
generally robust. The preferred model among the various stochastic formulations is 
selected based on the following criteria are going to be used.
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• The residuals of the preferred model should be entirely white noise, free 
from autocorrelation, heteroscedasticity or non-normality.
• Consistency, the coefficients of the preferred model should be consistent 
with the underlying economic theory. That is the coefficient must have 
correct expected signs (positive income elasticity and negative price 
elasticity).
• Parsimony, the preferred model should at least be the simplest one (with 
little explicit variables). Furthermore, the preferred model is going to be 
selected based on the following diagnostics tests
• Standard error of the estimate which is the standard deviation of the
dependent variable values about the estimated regression
• Bowman-Shenton normality test statistics which is approximately 
distributed as distribution
• Skewness statistics of the residuals which is approximately distributed as 
xV) distribution
• Heteroscedasticity test approximately distributed as having F distribution 
with (h h) degrees of fi-eedom.
• Serial correlation test at and lags
• DW statistic which is a test for the first order autocorrelation
• is the coefficient of determination
• CUSUM test for the stability of the model. This is visually illustrated with 
two range lines of 10% at both sides. When the CUSUM did not cross any 
of the two range lines, the model is stable over the estimation perio
Finally, the strategy for the selection of the preferred STSM equation will
be based on the following criteria:
• The preferred model among the various models is the one that passes all
the diagnostic tests.
• In case where all the specifications have passed the entire diagnostics, the
models that have all its estimated coefficients consistent to the underlying 
economic theory will be chosen as the preferred one.
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• Finally, if all the specifications have the estimated coefficients consistent 
to the underlying economic theory, then the model with the smallest value 
of AIC will be selected as the preferred model.
The final stage is the interpretation of the results of the selected STSM 
specification based on the criteria mentioned above.
4.3.4. Summary
The second part of this chapter discussed the second method of analysis 
for this thesis, the Structural time series (STSM) models. The discussion includes the 
difference between this model and the co-integration model, the role slope and level 
components in STSM, the alternative stochastic specifications. The section also 
highlighted on the estimation procedure, diagnostic tests and concluded with the model 
selection strategies.
The final stage is the comparison of the results from the two methods of 
analysis (the co-integration and STSM) in order to choose the best method for estimating 
the energy demand functions for both countries. At this stage the following criteria are 
used.
• Statistical ground, the preferred method must pass the entire diagnostics 
test discussed earlier.
• Consistency, the chosen method should be consistent with the underlying
economic theory. The estimated coefficients of the model should have 
corrected expected signs.
4.4. Summary and Conclusion
This chapter discussed the two methods of analysis and estimation
procedure for each method used in this study. The first method discussed in this chapter 
is the Co-integration approach where the issues of stationaiity of the data are briefly 
highlighted; this follows the discussion of Co-integration and error correction procedure. 
Under this procedure, a linear trend will be used as a proxy for autonomous energy 
efficiency improvements and exogenous factors in energy demand. Under this model,
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annual energy efficiency improvement is assumed to grow at constant rate per annum. 
The second part of the chapter discussed the structural time series analysis and the 
estimation procedure under the model, in structural time series models, a stochastic trend 
is used as a proxy for autonomous energy efficiency improvements, which as assumed to 
be a time variant trend, which increases and /or decreases with time.
4.5. Data
The series used in this study are annual obsei*vations over the period 1973- 
2003 for both South Korea and Indonesia. The data discussed in chapter two are used for 
the estimation of both co-integration and structural time series models. Per capita Real 
income is GDP at 1973 constant prices (billion of local currencies) divided by the 
population. Industrial output in thousands metric tons, per capita aggregate whole- 
economy final energy consumption is the sum of secondary energy (oil, coal, electricity 
and gas) in various units converted into million tons of oil equivalents consumed by the 
end-user sectors (industrial, residential and transportation sector) during the period of 
this study divided by the population. Index of the weighted average of real energy prices 
is the price of commercial energy in local currencies per ton of oil equivalent paid by the 
end-user sectors deflated by the CPI and indexed to 1973 as base year.
The data on end use aggregate whole-economy energy consumption are 
sourced from Beyond 2020 Energy Balances and Statistics for Developing Member and 
non-Member Countries of the lEA/OECD. The data on end use energy prices from 1973 
to 1992 are sourced from Energy Indicators for Member Countries of Asian Developing 
Countries published by the World Bank, (1993). On the other hand, the energy prices 
from 1993 to 2003 are taken from the Energy Prices and Taxes (various editions) 
published by lEA/OECD. Finally the data for the annual GDP and consumer price index 
(CPI) are collected from The Key Indicators for Asia and the Pacific (various editions)
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Chapter 5: South Korean Energy Demand 
Analysis
5.1. Introduction
As pointed out earlier (in the chapter on methodology) this chapter will 
present the results of the analysis of energy demand for the South Korean whole 
economy and sub sectors, including the industrial, transportation and residential sectors, 
based on the co-integration and the structural time series models, The analysis begins 
with a study of the whole economy, followed by the sectoral analysis. In each sector 
studied, the analysis starts with the co-integration approach. This is followed by the 
structural time series approach and a comparison between the two results. Finally, it 
concludes by comparing the results from the two models to choose which model is the 
best for the analysis of each sector.
5.1.1. The South Korea Whole Economy Analysis 
Table 5.1; Unit Root Test for South Korea Whole Economy
Variable ADF Levels ADF Difference. PP Levels PP Difference Remarks
LE 1.84 [0] -4.03**[0,C] -1.00 [0,C] -4.07**10,C] 1(1)
LY 7.09 [0] -4.53** 10,C] -0.96 [0] -4.49** 10,C] 1(1)
LP 0.98 [01 -6.50** [0] 0.93 [0] -6.50** 10,C] 1(1)
Note: signs in square brackets indicate the number of lags and whether constant or trend is included in 
the test, ** indicate significant at 1% level of significance.
The unit root test for the properties of the series used for the South Korean 
whole economy data are presented in Table 5.1. For both the ADF and PP tests, the unit 
root hypotheses are accepted for all the series; they are therefore all integrated I (1).
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Table 5.2; Selection of Lag Lengths for Co-integration Test 
Number of lags Akaike Criterion Schwartz Criterion HQ Criterion1 -10.56* -9.99* -10.39*
2 -10.22 -9.21 -9.92
3 -10.27 -8.83 -9.85
Note: * indicates the number of lags selected.
The optimal length of lag selection for the co-integration test, based on the 
tliree information criteria, is reported in Table 5.2. From the table, all the three 
information criteria, the AIC, HQ and SIC, suggest that one lag length is optimal for the 
test. Consequently, the lag of one is used for the test of co-integration ranks based on all 
three criteria.
Table 5.3: Results o f Test for Co-integration Ranks
No ofCE(s) r^ncB 95% 95%
None * 48.13 42.91 26.25 25.82
At most 1 22.07 25.87 19.05 19.38
At most 2 5.14 12.51 10.57 12.51
* indicating that null hypothesis is rejected at 5%
From the results in Table 5.3, both the maximum Eigenvalues and trace 
statistics rejected the null hypothesis of no co-integration in the whole economy series. 
Both the maximum Eigenvalues and trace statistics indicate that there is only a single 
valid co-integration equation at 5% level of significance.
Table 5.4: Estimated Long Run Go-integrating Vector
Variable Coefficients T-statistics
LY 2.57 3.95
LP -0.34 -0.73
Trend -0.079 -0.17
The result of the estimated long run co-integration vector is reported in 
Table 5.4. This indicates that the estimated coefficients of both long run price and 
income elasticities have the correct expected signs. However, the coefficient of the trend
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variable and long run price elasticity are not statistically significant. The estimated long 
run price elasticity is -0.34 and the long run income elasticity is 2.57. On the other hand, 
the estimated coefficient of the linear trend is -0.079. Since real energy prices and trend 
variables are not statistically significant, an attempt was made to test whether isolating 
these two variables from the equation would make some difference by re-estimating 
another model with no trend and price. However, it was found that when these two 
variables were isolated from the model, there was no valid co-integration relationship 
among the series; therefore, both price and trend are retained.
Table 5.5: Estimated Short Run Dynamic Equation
Variable Coefficients T-statistics
Ecmj.i -0.082 -4.20
ALE(-l) 0.49 2..12
ALY(-1) -1.19 -3.86
ALY(-2) 0.55 3.59
ALP(-l) 0.21 3.18
Di998 -0.14 -3.88
Diagnostic
Test Statistics P-valnes
R-squarcd 0.66
DW-stat 2.03
LM test 0.93 0.40
ARCH test 2.08 0.16
Jacque-Bera 1.21 0.54
Figure 5.1: CUSUM Test for South Korea Whole Economy
The diagnostic tests in Table 5.5 suggest that the data fits the model very 
well. This is because there is no evidence of any diagnostics problem. Therefore, the 
statistical properties of the model are generally satisfactory. From the dynamic model, 
the estimated error correction term indicates a veiy slow annual speed of adjustment of
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about 8.2% per annum. Furthermore, the estimated coefficient for the lagged dependent 
variable is 0.49. Whilst the coefficient for the short run change in income is significant 
at the first and second lags, the price elasticity is significant at the first lag, but has a 
positive sign with the value of 0.21. The dummy variable is also significant and has a 
negative sign. Finally, it is important to stress that although the model has passed the 
entire diagnostics, the estimated short run price and income variables have wrong signs. 
The estimated coefficient for the long run income elasticity of 2.57 in this study is twice 
as large as the 1.07 reported by Pesaran et al (1998) for South Korea. Galli (1998) also 
reported 1.18 as the long run income elasticity in his study. However, the estimated long 
run price elasticity for the whole economy is also slightly larger than -0.24 reported by 
Ibrahim and Hurst (1990) in their estimation. However, they used a different method of 
analysis.
Table 5.6: Results o f Structural Time Series Analysis for the Whole economy
1 2 3 4 5Estimated Stocli.Lvl Stoch. Lvl. Stoch. Lvl. Fixed Lvl Fixed Lvl.
Coefficient Stoch.Sip Fixed Sip. No Sip. Stoch. Sip Fixed Sip.
LP. 0.18 0.14 (2.58) 0.08 (2.28)
LPm -0.16 (-3.31) -0.09 (-1.66)
LP,-2 -0.11 (-3.38) -0.11 (- -0.09 (-2.51) -0.11(4.96)
LY 1.15 (9.38) 1.52 (9.05) 1.23 (8.74) 1.3 (10.49) 0.98 (5.82)
LY.-1 -0.61 (-3.02) -0.81 (-2.79)
LY..2 0.37 (2.49) 0.21 (2.51)
LEn 0.43 (3.02) 0.87 (9.26)
Dummy slpl980:-0.079 Lvl 1977:0.099 slpl980:.065
LR elasticity
Price -0.11 0.07 -0.19 -0.03 -0.69
Income 1.15 1.89 1.08 1.58 1.31
Hyperpaiameters
Irregular 0.0103 0.000 0.00022 1.9537 0.02822
Level 0.0047 0.0248 0.00029 N/A N/A
Slope 0.0138 N/A N/A 0.00023 N/A
Estimated
Level -1.58 -4.76 -0.55 -3.30 0.14
Slope -0.01 -0.04 N/A -0.03 0.0016
Diagnostic Tests
Residuals
Std.Error 0.02 0.02 0.02 0.02 0.03
Normality 1.60 1.21 0.39 0.20 0.80
Kurtosis 1.60 0.64 0.06 0.00 0.00
H8 1.23 0.15 0.43 0.61 0.32
r(l) -0.04 0.50 -0.14 0.03 0.03
r(8) -0.07 -0.19 -0.33 0.26 -0.19
R' 0.99 0.99 0.99 0.99 0.99
DW 2.02 0.87 2.25 1.93 1.86
Q(8,6) 1.49 11.61 3.89 3.70 18.26
Auxiliary
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Table 5.6 Cont.
Irregular ^
Normality 0.26 0.78 0.06 2.82 0.68
Skewness 0.13 0.68 0.05 1.02 0.06
Kurtosis 0.13 0.11 0.02 1.80 0.61
Level
Normality 3.30 0.41 1.32 N/A N/A
Skewness 3.27 0.03 0.68 N/A N/A
Kurtosis 0.03 0.38 0.65 N/A N/A
Slope
Normality 1.70 N/A N/A 0.23 N/A
Skewness 1.70 N/A N/A 0.20 N/A
Kurtosis 0.00 N/A N/A 0.03 N/A
AIC -7.08 -7.10 -7.01 -7.71 -6.92
PEV 0.00051 0.00047 0.00048 0.00024 0.00065
Growth o f the trend -1.50% -4.41% 0 -2.65% -0.16%
Figure 5.2: The Shape of UEDT and CUSUM Test for South Korea Whole Economy
UEDT CUSUM
y —
From Table 5,6, it can be observed that all five specifications pass all the 
diagnostic tests. Therefore, all the specifications have passed the first criterion for the 
selection of the preferred model. However, the estimated long run elasticity for model (2) 
has a positive sign, so is rejected. From the remaining models for the whole economy, 
local level with drift model with a stochastic slope and fixed level is preferred since it has 
the lowest value of AIC.
The preferred model requires a slope dummy for 1980 to ensure the 
normality of the slope component, probably capturing the effects of the 1979/80 global 
energy shock caused by the Iranian revolution.
The estimated long run price elasticity is -0.03 and the long run income 
elasticity is 1.58. The long run income elasticity from this study is slightly larger than the
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1.27 reported by Ibrahim and Hurst. However, the price elasticity from this sector is 
almost half of that reported by Ibrahim and Hurst. Similarly, Galli (1998) reported long 
run income elasticity of 1.18, which is also smaller than this result. The price elasticity of 
-0.32, is significantly different from this result. Finally, Pesaran et al (1998) reported 
long run income elasticity of 1.18 and price elasticity of -0.4 for the South Korean whole 
economy. The reported long run income elasticity from their study is also smaller than 
the long run income elasticity obtained from the South Korean whole economy in this 
study. Nevertheless, it is important to stress that none of these studies (when compared 
with the present study) included a trend variable in their models. Nor did they employ a 
similai* methodology to this one. Additionally, all these studies were over a period of ten 
or more years. This probably accounts for the slight difference between the estimates 
from this study and other reported elasticities.
From Figure 5.2, the shape of the UEDT is stochastic and displays 
different characteristics over time. Initially, from 1973 to 1980, the trend is upwards. 
This suggests that the South Korean economy was becoming more energy intensive 
during that period. The UEDT then falls steadily from 1981 until 1989, suggesting an 
increase in efficiency of equipment and appliances. Thereafter, until 2000, the trend is 
upwards. The likely reason is that the effects of the exogenous factors such as structural 
and behavioural factors (like changes in consumer’s taste leading to increase in the 
stocks of appliances and equipment) outweighed the effects of improved technical energy 
efficiency in equipment and appliances. Finally, it falls at the end of the study period, 
suggesting increased autonomous energy efficiency in the whole economy energy 
demand. Arguably, this is in response to the total deregulation of energy prices in South 
Korea. To sum up, the shape of the UEDT is generally negative during the greater part of 
the estimation period. From the shape of the UEDT, it can be argued that from 1982 to 
1989 there was a significant increase in autonomous energy efficiency. From 1989 to 
1996, the non-technical energy efficiency exogenous factors tended to outweigh the 
effects of improved energy efficiency. Finally, from 2000 onwards the UEDT started 
trending downwards. The estimated value of the level component of the end of the study 
period is -1.59 and the slope component is -0.0101. Finally, the growth of the trend at the 
end of the estimation period is 2.65%.
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5.2.1. Comparison of the Results from the Two Models
Comparisons of the two models show that the coefficient of the lineai* 
trend is negative. It is clear from the shape of the UEDT that the underlying trend is 
generally negative during the greater part of the estimation period, suggesting that the 
energy demand curve had shifted inwards during the period. Secondly, the estimated 
results from the two models have passed the entire diagnostics test, so that there is no 
evidence of any diagnostic problems in either model. Hence, the statistical properties of 
both the models are sound.
The large values of long run income elasticity from the two models 
suggest that the energy demand in the South Korean whole economy during the study 
period is more responsive to changes in income than in real energy prices. It could, 
therefore, suggest that increases in real income tend to accelerate the replacement of 
existing inefficient appliances with new and more efficient ones, which again increase 
the efficiency of the new stock of appliances. Conversely, the results of the estimated 
price elasticities suggest that energy prices still have little impact on energy 
consumption. Holding the effects of income and energy prices constant, the results from 
the two models indicate that while the linear trend is negative, the stochastic alternative 
has been generally downward sloping during greater part of the estimation period. This 
implies that the autonomous energy efficiency in the whole economy has increased 
during the period of study, and thereby shifted the energy demand curve inwards.
Finally, apart from the rejecting the deterministic restriction from a 
consideration of the underlying economic theory, all the estimated coefficients in the 
structural time series model has the correct expected signs. The long run price elasticity 
and linear trend from co-integration are both statistically not significant. In addition, all 
the estimated coefficients of the short run elasticities in this model have the wrong signs. 
Furthermore, the long run income elasticity is unusually high. Arguably, therefore, the 
long run income is over-estimated by the co-integration model. It can therefore, be 
argued that this result suggests that the structural time series model performed better than 
the co-integration model in estimating the South Korean whole economy data.
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5.1.2. The South Korean Industrial Sector Energy Demand Analysis 
Table 5.7: Unit Root Test for Industrial Sector
Variable ADF Levels ADF Difference. PP Levels PP Difference Remarks
LE -1.51 [0,1] -2.12 [0,C]** -0.43 [0,C] -3.52* [0,C] 1(1)
LY 6.44 [0] -5.37*[0,C,T] 3.3310,C] -5.60* [0,C,T] 1(1)
LP 0.80 [0] -7.67* [0] 0.76 [0] -7.41* [0] 1(1)
Note: signs in squared brackets indicate the number of lags and whether constant or trend is included in the test., * 
indicate significant at 1% and **at 5% level o f significance. LY indicates logs of industrial output.
There are clear-cut results in this case. For all the variables, none of the 
tests reject the null hypothesis of unit root at various levels of significance. Furthermore, 
for LY both the trend and drift aie statistically significant, while for LE only the drift 
term is statistically significant, and is therefore included. All the variables are therefore 
integrated 1(1).
Table 5.8: Selection of Lag Length for Co-integration Test
Number of lags Akaike Criterion Schwartz Criterion HQ Criterion
1 -7.82* -7.25* -7.64*
2 -7.74 -6.74 -7.44
3 -7.60 -6.18 -7.17
Note: * indicates the number of lags selected
The results of the optimal lag selection, based on three information 
criteria, are shown above. One lag length is chosen for the co-integration test, based on 
all the information criteria.
Table 5.9: Results of Test for Co-integration Ranks
No of CE(s) Lrnice 95% 95%
None * 79.18 42.91 43.75 25.82
At most 1* 35.42 25.87 26.33 19.38
At most 2 9.08 12.51 9.08 12.51
Note:* indicates rejection of null hypothesis at 5% level of significance.
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Table 5.9 presents the results of the test for co-integration ranks for the 
South Korean industrial sector. The results indicate that both the maximum Eigenvalues 
test and trace statistics reject the null hypothesis, indicating two co-integration equations 
at 5% levels of significance. It is not uncommon under the Johansen procedure to have 
more than one co-integration relationship in a system of more than two variables like 
this. In fact, one of the advantages of the Johansen procedure over the Engel-Granger 
method is the ability of the former to identify a number of co-integrations among series, 
particularly, if there is more than one. Therefore, the results suggest that there are two 
independent equilibrium relationships between the series. However, under these 
circumstances, interpreting these results is somewhat complex. Some researchers revert 
to a system with one co-integration vector, choose one with the largest Eigenvalues or 
choose the theoretically plausible co-integration relationship (Baharumshah, 2001: 301).
Table 5.10: Estimated First and Second Long Run Co-integrating Vector
First Co-integrating Vector Second Co-integrating Vector
Variable Coefficients T-stat Variable Coefficients T-stat
LY 0.04 0.38 LY -0.28 -1.58
Trend 0.01 6.68 Trend 0.02 0.06
Table 5.10 reports the results of the first and second estimated long run co- 
integrating vector for the South Korean industrial sector. From the table, only the long 
run income and trend variables are reported. The reason is clear: the first co-integration 
equation normalized on LE. Therefore, the relationship is between LE and LY and the 
second co-integration normalized on LP. This suggests that the second co-integration 
relation is between LP and LY. Therefore, the result suggests that there is no long run 
equilibrium relationship between LE and LP. The results of the first co-integrating 
vector show that activity elasticity has a correct sign but is statistically insignificant. 
However, the coefficient of the linear trend is statistically significant with a positive sign. 
Conversely, the result of the second co-integration vector indicates that the long run 
activity variable is significant at 10%, but has a wrong expected sign. In addition, the 
trend variable is not statistically significant.
147
Table 5.11: Estimated Short Run Dynamic Equation
Variable Coefficients T-statistics
Ecmt.i -0.33 -6.67
Ecm ,.2 -0.20 -6.92
ALY-1 0.17 1.57
Diagnostics Test
Test Statistics P-values
R-squarcd 0.73
DW-stat 2.48
LM test 1.53 0.23
ARCH test 1.44 0.24
Jacque-Bera 2.16 0.33
Figure 5.3: CUSUM Test for South Korean Industrial Sector
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From Table 5.11, the dynamic error correction model has passed the entire 
diagnostic tests, suggesting that there is no problem of serial correlation, non-normality 
or autoregressive conditional heteroscedasticity in the model. In addition, the error 
correction terms for both the first and second co-integration equations are statistically 
significant with negative signs. The error correction term for the first co-integration 
equation is -0.33, indicating a 33% annual adjustment from the deviation in the long run 
equilibrium relationship between LE and LY. The second error correction term suggests 
a 20% annual adjustment in the relationship between LP and LY. The results also 
indicate that the lagged dependent variable is also significant at 10% level of 
significance. However, both short run income and price elasticities are not significant.
It can be observed from the results of the two co-integration vector that all 
the estimated long run co-integrating vectors are not statistically significant. In addition, 
LY from the second co-integrating vector has a wrong expected sign. Therefore, we
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reverted to a system with one co-integrating vector, as suggested by Bahaiumshah 
(2001). The results of the one co-integration vector and its dynamic equation are reported 
in Table 7.12.
Table 5.12: Estimated Long-run Co-integration Vector
Variable Coefficient T-statistics
LY
LP
Trend
0.09
-0.44
0.01
3.78
-4.31
6.68
Table 5.12 reports the results of the estimated long run co-integrating 
vector for the South Korean industrial sector. All the estimated coefficients are 
statistically significant. The long run output elasticity and price elasticities are 0.09 for 
output and -0.44 for price elasticity. Finally, the estimated coefficient of linear trend is 
0.01. The estimated long run output elasticity in the industrial sector is smaller than the 
0.45 output elasticity reported by Dahl and Erdogan (1997) and the 0.89 average for 
developing countries reported by Dahl (1994). Similarly, the long run price elasticity is 
smaller than those reported by both Dahl (1994) and Pesaran et al (1998). Nevertheless, 
Dahl and Erdogan reported a positive sign on the coefficient of linear trend which is 
similar to the result from the industrial sector
Table 5.13: Estimated Short-run Dynamic Equation
Variable Coefficient T-Statistics
Ecmt-i -0.29 -4.41
ALE-1 0.27 2,06
ALY-2 0.33 4.43
Diagnostics Test
Test Statistics P-values
R-squarcd 0.31
DW-stat 2.02
LM test 1.97 0.16
ARCH test 0.81 0.37
Jacque-Bera 1.48 0.47
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Figure 5. 4: Cusum Test for South Korea Industrial First Co-integration Equation
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The results of the diagnostic test for the industrial sector’s dynamic 
equation are presented in Table 5.13. They indicate that the model fits the data well, 
suggesting that there is no diagnostic problem. The estimated coefficient of the error 
correction term is -0.29, indicating about a 29% annual adjustment from the deviation in 
the long run relationship. Furthermore, the lagged dependent var iable is also significant, 
with a value of 0.27. Additionally, the change in output elasticity is significant at the 
second lag with an estimated value of 0.33.
Table 5.14: Structural Time Series Results for the Industrial Sector^
I 2 3 4
Estimated Stoch. Lvl Stoch.Lvl. Fixed Lvl Fixed Lvl.
Coefficients Fixed Sip. No Sip. Stoch.Sip Fixed Sip.
LP,., -0.25 f-3.881 -0.30 (-4.11) -0.19 (1.96) -0.38 (-11.95)
LPt-2 -0.11 (-2.28)
LY 0.34 (2.99) 0.20 (2.87) 0.33 (-2.97)
LYt-i -0.31 (-2.28)
LYt.3 -0.13 (-3.70)
LE,.2 0.44 (3.23) 0.54 (3.99) 0.62 (10.26)
LR elasticity
Price -0.64 -0.65 -0.19 -1.0
Income 0,05 0.43 0.33 -0.34
Hyperparameters
Irregular 0.00 0.00 0.00054 0.00143
Level 0.0017 0.0027 N/A N/A
Slope N/A N/A 0.00081 N/A
Level 2.15 0.17 -1.25 3.66
Slope 0.042 N/A 0.020 0.051
From the Table, the stochastic level stochastic slope specification is not reported. This is because the 
variance of the slope component was so close to zero, STAMP defaulted to the stochastic level fixed slope 
specification. Therefore, the stochastic level stochastic slope results are not reported. This specification is 
selected from among the four reported alternative specifications.
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Table 5.14 Continuée
Residuals
Std.Error 0.034 0.044 0.048 0.034
Normality 0.29 1.21 0.51 0.96
Skewness 0.02 0.25 0.36 0.06
Kurtosis 0.29 0.96 0.15 0.90
H8 1.65 1.46 1.49 1.26
r(l) -0.09 0.02 -0.08 0.11
r(8) 0.001 0.03 -0.17 0.21
0.99 0.99 0.99 0.99
DW 2.08 1.91 2.07 1.67
Q(x,n) 3.25 0.71 3.81 6.17
Auxiliary Residuals
Irregular
Normality 1.00 1.57 2.00 0.96
Skewness 0.06 0.96 1.03 0.06
Kurtosis 1.00 0.60 0.97 0.90
Level
Normality 0.56 1.17 N/A N/A
Skewness 0.006 0.17 N/A N/A
Kurtosis 0.56 0.99 N/A N/A
Slope
Normality 1.32 N/A 1.24 N/A
Skewness 0.56 N/A 0.63 N/A
Kurtosis 0.77 N/A 0.60 N/A
AIC -6.06 -5.89 -5.68 -6.35
PEV 0.0009 0.0019 0.0021 0.0012
Growth of the trend 4.27% 0 2.0% 5.1%
Figure 5. 5: Shape of the UEDT and CUSUM Test for South Korea Industrial Sector
UEDT CUSUM
The results of the structural time series estimates for the South Korean 
industrial sector energy demands are presented in Table 5.11. It is clear that all the 
models fit the data well, since they all pass all the diagnostic tests. Therefore, the 
statistical properties of all the models are sound. From the estimated coefficients of the 
long run elasticities, model (1) has both its long run elasticities with negative signs; the 
model is therefore rejected. From the remaining models, Model (1) is chosen as the 
preferred model for the industrial sector; since it has the smallest AIC value. The 
preferred model for the industrial sector is therefore local level with drift, with fixed
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slope but stochastic level. That is, while the hyperparameters of the level components are 
non-zero, the slope component is fixed.
The estimated value of the level is 2.15, and the slope component is 0.042. 
The shape of the UEDT is positive throughout the estimation period. This therefore 
suggests that this sector has become more energy intensive during the period of 
estimation. Furthermore, the stochastic variations in the model are not very large. 
Arguably, the model could be estimated by a deterministic specification. Finally, the 
percentage growth of the UEDT at the end of the estimation period is 4.27%.
There are some element dynamics in the model which come through 
energy consumption, output and price. The estimated long run price elasticity is -0.65, 
and the long run output elasticity is 0.05. The estimated long run price elasticity from this 
model is close to the -0.52 reported by Pesaran et al (1998) for South Korea. Similarly, 
though eai'lier, Siddayao et al (1987) reported a long run price elasticity of -0.52. Finally, 
Dahl (1994) reported average long run price elasticity for developing countries in the 
range between -0.35 and -0.45. The estimated long run price elasticity from this model is 
slightly larger than the average for developing countries reported by Dahl. It is important 
to stress that all the studies except Siddayao, failed to include a trend variable in their 
models. Dahl and Erdogan (1997) reported long run output elasticity of 0.45, which is 
larger than the estimated result from this study.
5.1.21. Comparison of the Results from the Two Models
The results of both the co-integration and structural time series models 
reveal the UEDT is generally positive, as indicated by the positive sign on the coefficient 
of the linear trend and the general upward slope of the stochastic trend during most part 
of the estimation period. After controlling for the effects of energy prices and industrial 
output, the energy demand curve for the industrial sector shifted outwards during the 
study period. This is probably because the effects of the exogenous factors outweighed 
the technical efficiency achieved in the sector during the study period. Both the models 
passed the entire diagnostics test; hence the statistical properties of both are sound
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The preferred specification under the structural time series estimated both 
the short run price and output elasticities with correct expected signs. On the other hand, 
the co-integration model indicates two valid co-integration equations. This is consistent 
with economic theory. However, whilst the long run output elasticity from the first co- 
integration vector is not statistically significant, the long run output from the second co­
integration equation has a negative sign. Therefore, the long run output elasticities from 
the two co-integration equations are theoretically inconsistent. In addition, the short run 
dynamic equation failed to capture the effects of both short run output and price 
elasticities. Therefore, based on these grounds, the structural time series model is 
preferred for the industrial sector.
5.1.3. The South Korean Transportation Sector Analysis 
Table 5.15: Unit Root Test for the Transportation Sector
Variable ADF Levels ADF Difference. PP Levels PP Difference Remarks
LE 2.43[1,C,T] -3.87* [0,C] 2.60[0,C] -3.80* [0,C] 1(1)
LY 7.09 [0] -4.53* 10,C] -0.96 [01 -4.49* [0,C] 1(1)
LP 1.84 [0] -6.15* 10,C] 3.41 [0,C1 -6.15* [0] 1(1)
Note: signs in squared brackets indicate the number of lags and whether constant or trend is included in 
the test* indicate significant at 1% and **at 5% level of significance.
The stationarity tests for all the variables used in the transportation sector 
analysis are shown in the above table. Trend and constant terms are included in these 
tests. The estimated statistics of log levels shows that the non-stationarity cannot be 
rejected at level forms. However, non-stationarity can be rejected for the variables at 
first difference. Furthermore, LE has a deterministic trend and a drift term. Therefore, it 
has an element of 1(1) and a deterministic trend and a drift term. In addition, other 
variables are random walk with drift.
Table 5.16: Selection of Lag Length for Co-integration Ranks
Number of lags Akaike Criterion Schwartz Criterion HQ Criterion
1 -7.27 -6.70* -7.10*
2 -7.02 -6.02 -6.72
3 -7.39* -5.96 -6.95
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Table 5.16 presents the order of lags based on the three information 
criteria: the Akaike criterion, the Schwartz Criterion and the Hannan Quinn criterion, to 
determine the optimal lag length. The Schwartz Criterion and the Hannan Quinn 
information criterion suggest that an optimal lag of one is suitable for the test for the co­
integration ranks. However, in estimating the error correction model with lag of one, the 
coefficient of the error correction term was found to have a value of 1.3. Therefore, given 
the Akaike information criteria suggests a lag of three, this is used instead, the results are 
reported below.
Table 5.17: Results of Test for Co-integration Ranks
N oofC E (s) Lfrnce 95% 95%
None * 59.99 42.91 34.22 25.82
At most 1 25.77 25.87 15.78 19.38
At most 2 9.99 12.51 9.99 12.51
Note:* indicates rejection of null hypothesis at 5% level of significance.
Table 5.17 reports the results of the estimated co-integration ranks for the 
transportation sector. From it, both Eigenvalues test trace statistics show only one valid 
co-integration equation at 5% level of significance.
Table 5.18: Estimated Long Run Co-integrating Vector
Variable Coefficients T-statistics
LY 1.59 11.00
LP -0.018 -2.99
Trend -0.104 -4.70
Estimated long run price and income elasticities, together with the 
estimated coefficient of the linear trend for the South Korean transportation demand for 
energy are reported above. The transportation demand for energy is shown to be highly 
income elastic in the long run. The long run price elasticity is significantly different 
from zero, but its estimated value is close to zero. Additionally, the linear trend is 
statistically significant and has a negative sign. The estimated price elasticity for South
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from zero, but its estimated value is close to zero. Additionally, the linear trend is 
statistically significant and has a negative sign. The estimated price elasticity for South 
Korea is smaller than the results reported by earlier studies such as Banaszak et al (1999) 
Pesaran et al (1998) and Eltony and A1 Mutairi (1995). On the other hand, the long run 
income elasticity is close to that reported by Dahl (1994 b).
Table 5.19 Estimated Short Run Dynamic Equation
Variable Coefficients T-statistics
Ecmt-1 -0.59 -6.58
ALE-1 0.33 2.94
ALE-2 0.40 3.16
ALP-2 -0.20 -2.61
Di998 -0.21 -3.63
Diagnostic
Tests Statistics P-values
R-squared 0.72
DW-stat 1.55
LM test 1.36 0.27
ARCH test 2.9 0.09
Jacque-Bera 0.89 0.63
Figure 5.6: CUSUM Test for South Korea Transportation Sector
The results of the estimation of the vector error correction model are also 
presented in the table. These show that the model has passed all the diagnostic tests. The 
error correction term is statistically significant with a value of 0.59, indicating 
approximately a 59% annual adjustment in the long run disequilibrium. The dependent 
variable is significant at first and second lags. Additionally, the short run price elasticity 
is also significant, with a correct sign. Also, the dummy variable is statistically
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significant with a negative sign, suggesting that the model has captured the effects of the 
1998 currency crisis in the transportation sector in South Korea
Table 5.20: Structural Time Series Results for Transportation Sector
Estimated 1 2 3 4 5Coefficients Stoch. Lvl. Stoch.Lvl. Stoch.Lvl. Fixed Lvl Fixed Lvl.
Stoch. Sip. Fixed Sip. No Sip. Stoch.Sip Fixed Sip.
LP.., -0.33 (-3.041 -0.33 (-5.87) -0.42 (- -0.13(-4.98) -0.19 (-3.12)LP,-3 0.21 (4.72) 0.21 (4.97) 0.27 (7.80) 0.17(4.60) 0.16 (3.52)
LY 1.32 (4.51) 1.33 (5.95) 1.08 (7.78) 1.23(4.57) 1.41 (5.08)
LY,-3 0.76 (2.14)LEn 0.23 (2.42)LEt.3 0.22 (3.21)
Dummy levl:1993 lvl,1979:0.10 sip 1979
LR Elasticities 1993:0.22 0.16;irl981:
Price -0.12 -0.12 -0.19 0.04 -0.036
Income 1.32 1.33 1.37 1.23 2.39
Hyperparameters
Irregular 0.00047 0.00 0.00056 0.000254 0.0027Level 0.00 0.00219 0.00041 N/A N/A
Slope 0.00054 N/A N/A 0.00077 N/A
Estimated
Level -6.17 -2.91 -1.92 -3.87 -5.59Slope -0.037 0.012 N/A -0.014 -0.059
Diagnostics Test
Residuals
Std.Error 0.042 0.041 0.031 0.045 0.45Normality 8.90 0.24 2.24 0.083 0.083
Skewness 4.51 0.24 2.04 0.080 0.080
Kurtosis 4.39 0.0036 0.201 0.0027 0.0027
H(8) 0.21 0.55 2.24 0.21 0.21
r(l) -0.11 0.13 0.098 0.028 0.39
r(8) -0.18 -0.15 0.03 0.02 0.21
0.99 0.99 0.99 0.99 0.99DW 2.04 1.48 1.66 1.82 1.14
Q(x,n) 4.91 2.34 6.44 13.03 6.08
Auxiliary Residuals
Irregular
Normality 4.10 1.11 0.47 0.46 0.51
Skewness 0.20 0.11 0.23 0.45 0.10
Kurtosis 3.89 0.99 0.23 0.02 0.40
Level
Normality 2.83 0.50 2.29 N/A N/A
Skewness 0.39 0.50 2.21 N/A N/A
Kurtosis 2.44 0.05 0.08 N/A N/A
Slope
Normality 3.67 N/A N/A 0.49 N/A
Skewness 3.01 N/A N/A 0.31 N/A
Kurtosis 0.66 N/A N/A 0.17 N/A
AIC -5.82 ^:85 -6.36 -6.01 -5.67PEV 0.0017 0.0017 0.00097 0.0013 0.0020
Growth of the trend -3.7% 1.2% 0 -1.4% 5.9%
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Figure 5.7: Shapes of the UEDT and CUSUM Test for South KoreanTransportation
Sector
CUSUMUEDT
For the structural time series results for the transportation sector of South 
Korea given in Table 5.20, all estimated models have passed all the diagnostic tests. 
Secondly, all the models except model (4) have their long elasticities with the expected 
signs. Therefore, based on underlying economic theory, model (4) is rejected. From the 
remaining models, model (3): the smooth trend model with stochastic level but no slope 
is preferred given it has the smallest value of AIC.
This model includes LY for the income variable and Pt-i and P^ t^-3 for short 
run price elasticities. The estimated long run income elasticity is 1.37 and the long run 
price counterpart is -0.19. The value of the long run income elasticity from this model is 
similar to the average value for developing countries reported by Dahl (1994). It is 
slightly higher than that of Pesaran et al (1998) for South Korea and Banaszak et al 
(1999). On the other hand, the long run price elasticity is similar to Al-Faris (1993) for 
Egypt and Eltony (1996) for GCC. They both reported a long run price elasticity o f -11. 
Again, it is important to point out that none of these studies includes a trend variable in 
their models and there are variations in the estimation period between this study and 
those mentioned.
pt-3 has a positive sign.
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The shape of the UEDT given in Figure 5.7 is stochastic during the study 
period, and is almost the same shape as that of the transportation sector energy intensity 
discussed in Chapter two. The preferred specification based on the selection criteria 
accepts the retained as the preferred model, since the deterministic restriction is also 
rejected by the tests. The shape of the UEDT shows that from 1973 to 1980 the trend was 
upward sloping. But from 1981 to 1993 the UEDT steadily trended downwards, 
suggesting improvements in the autonomous energy efficiency. Thereafter; the UEDT 
steadily trended upwards until 1998. This is probably caused by factors such as an 
increase in personal car ownership as well as other factors like an increase in personal 
travel, including leisure and taking children to school. Finally, from 1997 onwards, the 
UEDT steadily sloped downwards until the end of the study period in 2003. This period 
was the beginning of the total deregulation of energy prices in this sector. Therefore, it 
can be argued that the downward slope of the trend is a response of the sector to the total 
deregulation of energy prices leading to an increase in autonomous energy efficiency.
5.I.3.I. Comparison of the Results from the Two Models
A comparison of the results in the two models shows that while the 
coefficient of the linear trend has a negative sign, the slope of the stochastic alternative is 
generally negative during the initial and last parts of the estimation period. Additionally, 
both passed all diagnostic tests, indicating that the statistical properties of the models are 
generally adequate. The lai'ge values of the estimated long run income elasticity from the 
two models clearly suggest that energy consumption in the transportation sector in South 
Korea during the estimation period is more responsive to changes in per capita income 
than real energy prices. Arguably, as incomes increase, the replacement of existing 
vehicles accelerates. This, in turn, increases the efficiency of the new vehicles. Holding 
constant the effects of income and energy prices, the results suggest that the underlying 
energy demand curve shifted inwards during the last part of the period of study.
The estimated long run elasticities comparison reveals that the long run 
income elasticity from the co-integration model is slightly larger than that from the 
structural time series one. On the other hand, the estimated long run price elasticities are 
very similar. However, the co-integration model failed to capture the effects of the short
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run activity in the transportation sector energy consumption. Furthermore, the data failed 
to accept the deterministic restriction. It can therefore be concluded that, based on 
statistical grounds and restriction considerations, the structural time series model is 
preferred to the co-integration model for the transportation sector.
5.1.4. The South Korean Residential Sector Analysis 
Table 5.21: Unit root Test for the Residential Sector
Variable ADF Levels ADF Difference. PP Levels PP Difference Remarks
LE -2.38 [0] -3.71 [0,Cl* -1.96 [0] -3.71 [0,C1* 1(1)
LY 7.09 ID] -4.53 [0,C]* -0.96 [OJ -4.49 [0,C]* 1(1)
LP -3.05 [0,C]* -4.13[0] -2.88[0,C]** -4.13 [0]* 1(0)
N ote: signs in squared brackets indicate the number o f  lags and whether constant or trend is included in 
the test * indicate significant at 1% and **at 5% level o f  significance.
A review of the above table for the residential sector in South Korea 
indicates that both ADF and PP tests reveal that LE and LY are integrated I (1). 
Therefore, they are non-stationary at their level forms, but stationary at their first 
differences. However, LP is stationary at levels 1(0). In addition, while the drift term is 
statistically significant levels for LP, for LY and LE the intercept is significant at first 
differences. These results highlight some difficulties, while LE and LY are 1(1), LP is 
1(0). Therefore, the series are integrated of different orders. Consequently, the co­
integration relationship between the series might not exist in the Johansen (1988) co­
integration procedure. Nevertheless, an attempt will be made to test for the co-integration 
between the series, by isolating the price variable to test for a co-integration relationship 
between LE and LY.
Table 5.22: Selection of Lag Length for Co-integration test
Number of lags Akaike Criterion Schwartz Criterion HQ Criterion
1 -8.28* -7.70* -8.10*
2 -8.13 -7.12 -7.83
3 -8.00 -6.56 -7.58
* indicates lag order selected by the criterion.
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The results of the lag-lengths selection criteria for the co-integration test 
are shown in the above table. All three information criteria favoured an optimal lag of 
one for the residential sector. Based on this, an optimal lag of one will be used in the 
estimation of co-integration ranks.
Table 5.23: Results of Tests for Co-integration Ranks
No ofCE(s) T^race 95% 95%
None 33.39 42.91 21.80 25.82
At most 1 15.53 25.87 15.53 25.87
At most 2 3.72 12.51 3.72 12.51
Note:* indicates rejection of null hypothesis at 5% level of significance.
These tests for co-integration ranks show that the null hypothesis cannot 
be rejected under both the maximum Eigenvalues test and the trace statistics However, it 
is important to stress that in the initial selection of the co-integration ranks for this sector, 
one optimal lag was chosen based on the three information criteria. Nevertheless, the 
results of both trace statistics and maximum Eigenvalues show that the null hypothesis 
cannot be rejected. An attempt has been made to isolate real energy prices and test if 
there is a valid co-integration relationship between energy consumption and real GDP. 
However, there was no co-integration relationship found, even when the trend variable 
was not included. Therefore, it is concluded that the equation is likely to be a spurious 
regression in the Granger and Newbold (1974) sense, since there was no valid co­
integration relationship found in this sector. Consequently, no result is reported for co- 
integrating vectors.
Table 5.24: Structural Time Series Results for the Residential Sector
EstimatedCoefficients. 1Stoch.Lvl 
Fixed. Sip.
2Stoch.Lvl. 
No Sip.
3. Fixed Lvl 
. Stoch. Sip
4Fixed Lvl. 
Fixed Sip.
LP,_, -0.32 M .841 -0.067 (-4A2) -0.28 (-2.19) -0.2 (-2.11)LY 1.14 (3.30) 0.93 (3.15)
LYf, -1.47 (-3.36) -1.00 (-2.86) -0.96 (-3.12) -1.51 (-5.20)
LEm 0.49 (3.23) 0.41 (2.38) 0.74 (9.51)
Dummy slpl994 0.18
LR Elasticities
Price -0.62 -0.11 -0.28 -0.96
Income -2.88 0.23 -0.03 -5.80
Hyperparameters
Irregular 0.00105 0.00 0.00090 0.0041
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Table 5.24 Cont.
Level 0.004001 0.0062 N/A N/A
Slope
Estimated Component
N/A N/A 0.00099 N/A
Level 5.70 -0.58 0.82 5.73
Slope
Diagnostic Test 
Residuals
O.IO NA 0.069 0.098
Std.Error 0.07006 0.071 0.056 0.058
Normality 0.39 0.31 0.16 0.65
Skewness 0.024 0,309 0.072 0.39
Kurtosis 0.36 0.002 0.087 0.26
H(8) 0.877 0.80 0.34 0.72
r(l) -0.074 0.037 0.0059 0.098
r(8) -0.233 -0.29 -0.107 -0.022
0.86 0.85 0.90 0.99
DW 1.93 1.82 1.72 1.63
Q(x,n)
Auxiliary Residuals 
Irregular
6.77 2.15 7.37 3.35
Normality 2.13 1.04 0.64 2.27
Skewness 1.49 0.21 0.03 1.22
Kurtosis
Level
0.64 0.83 0.61 1.05
Normality 0.30 0.06 N/A N/A
Skewness 0.01 0.00 N/A N/A
Kurtosis
Slope
0.29 0.06 N/A N/A
Normality N/A N/A 0.35 N/A
Skewness N/A N/A 0.041 N/A
Kurtosis N/A N/A 0.31 N/A
AIC -4.88 -5.43 -5.24 -5.31
Pev 0.0049 0.0051 0.0032 0.0034
Growth o f the trend 10% 0 6.9% 9J%
Figure 5.8: Shape of the UEDT and CUSUM Tests for the South Korean Residential 
Sector
UEDT
1  T t m i  L K I M S E C I
CUSUM
For the residential sector structural time series results given in Table 5.19 
all models pass all diagnostics test hence, all are statistically satisfactory. Therefore, no
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diagnostic problem or structural break is observed. However, models (1), (3) and (4) 
have long run income elasticities with negative signs; hence they are rejected on 
underlying economic theory grounds. The preferred model estimating for the UEDT is 
therefore model (2). This is a local trend model with drift, in which the level components 
of the model are non-zero, but the slope component is fixed. This model is selected on 
underlying economic theory grounds by having all its estimated coefficients with the 
correct expected signs. Furthermore, this model has the smallest value of AIC.
This sector is the most complex of all the sectors. The dynamics for all the 
models have some inconsistencies in regard to short run income elasticities. The 
dynamics in this model come through energy, income and price. But LYn has a negative 
sign. The estimated long run activity elasticity is 0.23 and the long run price elasticity is - 
0.11, suggesting that energy consumption in the residential sector is both income and 
price inelastic in the long run. Estimated long run income elasticity is smaller than the 
average of 1.27 for developing countries reported by Dahl (1993) and the 1.09 reported 
by Pesaran et al (1998) for the average residential /total energy for ten Asian countries 
including South Korea.
The shape of the UEDT shows that from 1975 to 1986, the trend 
fluctuated, but was generally upward sloping. Thereafter, from 1985, it steadily trended 
downward until 1995. This clearly suggests that there was a substantial increase in 
autonomous energy efficiency in tlie residential sector of South Korea. Finally, from 
1996 onwards, the UEDT remained positive until the end of the estimation period. This 
perhaps indicates exogenous factors such as an increase in the stock of household 
appliances and equipment in the residential sector. The shape of UEDT is similar to the 
trend in the residential sector demand for energy discussed earlier in Chapter two. 
Finally, the shape suggests that in this sector UEDT cannot be approximated by simple 
linear trend.
5.I.5.I. Comparison of the Results from the Two Models
Comparing the results suggests that there aie no valid co-integration relationships 
between the series. It has therefore been concluded that the structural time series model is 
preferred to the co-integration model.
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5.2. Comparison of the Individual Long Run Estimates 
Table 5.25: Summary of Estimated Long Run Elasticities
Co-integration Structural Time Series
Sector Income Price Trend Income Price UEDT at the end of Period
Whole economy 2.57 -0.034 -0.079 1.58 -0.03 2,65%
Industrial 0.09 -0.49 0.01 0.05 -0.64 4.27%
Transportation 1.59 -0.018 -0.104 1.37 -0.19 0
Residential N/A N/A N/A 0.23 -0.11 0
Table 5.25 reports the summary of the estimated long run price and 
income elasticities for the South Korean aggregated whole economy and the thiee sub­
sectors (the industiial, transportation and residential sectors). The comparison are from 
the estimated elasticities in both the co-integration and structural time series models, and 
the results of the estimated UEDT in both methods of analysis.
As regards the estimated long run price and income elasticities, it is clear 
from the two methods that there are some disparities between most of the estimated 
elasticities. The differences are more pronounced in the long run income elasticities. In 
the whole economy estimates, there is a substantial disparity between the estimated long 
run elasticities in the two models, particularly in the long run income elasticities. The 
long run income and price elasticities from the co-integration model are 2.57 for income 
and -0.34 for price elasticity. On the other hand, the estimated long run income elasticity 
from the structural time series model is 1.58 and the long run price elasticity is -0.03. 
Finally, for the co-integration model, the coefficient of the linear trend has a negative 
sign with a value of -0.079 and the percentage growth of the UEDT for the structural 
time series model at the end of the estimation period is -2.65%.
The analysis of the industrial sector reveals that the long run output and 
price elasticities in the co-integration model are 0.09 for output and -0.49 for energy 
price elasticity for the first equation and 0.04 for long run output elasticity for the second 
equation. For the structural time series the estimated long run price elasticity is -0.64 and 
the long run output elasticity is 0.05. The linear trend has a positive coefficient with a 
value of 0.01, and the stochastic trend slopes upward, with a percentage growth in the
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trend at the end of the study period equal to 4.25%. However, the stochastic specification 
is retained.
In the transportation sector, the disparities between the long run estimates 
are not very large, particularly in the long-run activity elasticity. The estimated long run 
income elasticity in the co-integration model is 1.59 and the long run price elasticity is - 
0.018. By contrast, the long run income elasticity in the structural time series model is 
1.38 and the long run price elasticity is -0.19. Both models reveal that linear and 
stochastic trends are negative. While the estimated coefficient of the linear trend is - 
0.0010, the growth of the UEDT at the end of estimation period is 0. However, the 
UEDT is generally negatively sloped during greater part of the estimation period.
Concerning the residential sector estimates, since there is no valid co­
integration relationship found, the structural time series model is retained as the only 
model for this sector. Consequently, no comparisons are made for this sector.
The shapes of the UEDTs for the whole economy and sub-sectors are also 
compared. From the shapes of the UEDTs analysed in the previous section, it is clearly 
shown that from 1973 to the early 1980s the whole economy, industrial and 
transportation and residential sectors have a positive slope in their trends. These clearly 
suggest that the influence of structural and behavioural exogenous factors in these three 
sub sectors influenced the whole economy demand more than the improved energy 
efficiency. Similarly, during the period from 1984 to 1993, both the transportation and 
residential sectors of South Korea show a decline in their UEDT. However, the industrial 
sector shows a positive ti end in its UEDT. The results of the whole economy UEDT also 
indicate a negative trend. This therefore suggests that the increase in autonomous energy 
efficiency in the transportation and residential sectors clearly influenced the behaviour of 
autonomous energy consumption in the whole economy. In contrast, the industrial sector 
displayed a positive trend during this period. Finally, in the last part of the estimation 
period (1990-2003) only the transportation sector reveals a downward sloping trend in its 
UEDT. This also reflects the trend in the UEDT for the whole economy. It therefore 
suggests that the transportation and industrial sectors recorded an increase in autonomous 
energy efficiency improvements which influenced the whole economy energy demand.
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However, the UEDT for the industrial and the residential sectors show a positive trend, 
perhaps due to behavioural and structural factors.
A comparison of the results from these models and those from previous 
studies on South Korea and developing countries reveals that there is no significant 
difference between the estimated results of the two. Where slight differences exist, this is 
probably due to the inclusion of a trend variable in this study which was not included in 
previous studies. Such differences might also be caused by the different lengths of the 
study periods as well as the difference in methods of analysis adopted
A general conclusion that may be drawn from the results of the whole 
economy and sub-sectors is that for all sectors studied (except the industrial sector) the 
autonomous energy efficiency improved during the greater part of the estimation period. 
On the other hand, the estimated long run elasticities from the two models were not 
significantly different from the elasticities reported previously for developing countries. 
When the two models are compared for all sectors, the structural time series with its 
stochastic trend performed better than the co-integration model. For this reason, on 
underlying economic theory grounds as well as statistical considerations, the preferred 
model for South Korea is the structural time series, and the stochastic trend is the best 
proxy for the UEDT. On underlying economic theory considerations, in the whole 
economy analysis the short run price and income elasticities have wrong signs. Similarly, 
in the industrial sector the long run income elasticity in the second co-integrating vector 
is not statistically significant, and short run income and price elasticities have wrong 
signs. Finally, in the residential sectors it was found that there were no valid co­
integration relationships between the series. There, the regression was found to be a 
spurious one. The superiority of the structural time series over the co-integration results 
in this study is consistent with earlier studies by Hunt et al (2003) and the argument by 
Harvey et al (1991). These all show that the stochastic trend is a better proxy for 
technical progress in energy demand than the linear deterministic trend.
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Chapter 6: Indonesian Energy Demand Analysis
6.1. Introduction
In the previous chapter, the whole economy and sectoral energy demand 
analysis for South Korea was conducted. This chapter presents the results of the 
empirical analysis for the Indonesian whole economy and the three sub sectors (the 
industiial, transportation and residential sectors). The analysis begins with a study of the 
aggregated whole economy. This is followed by the sectoral analysis. In each sector 
studied, the analysis starts with the co-integration approach, followed by a structural time 
series analysis. The results from the two models are then compared, leading to a selection 
of the best method of analysis for the Indonesian data.
6.1.1. The Indonesia Whole-economy Analysis
Table 6.1: Test for Unit Root for the Indonesian Whole Economy
Variable ADF Levels ADF Difference PP Levels PP Difference Remarks
LE -2.371C,T,1] -3.60** 10,C] -1.15 [C] -3.60** [0,C] 1(1)
LY -1.71 [0] -3.99** [0,C] -1.71 [0] -3,99** [0,C] 1(1)
LP 1.44 [0] -4.42** [0] 1.39 [0] -4.43** [0] 1(1)
N ote: signs in squaie brackets indicate the number o f  lags and whether constant or trend is included in  
the test, ** indicate significant at 1% level o f  significance
The results of the ADF and PP tests for the stationary properties of the 
variables are presented in Table 6.1. It shows that the estimated statistics for all the 
variables are greater than their critical values at 5% levels of significance from the ADF 
and PP tests. Thus, the results show that the unit root hypothesis cannot be rejected, 
suggesting that all the variables are non-stationary at their levels. Furthermore, the LE 
drift term and deterministic trend variables at one lag are included in the equation. For 
LY, the intercept term is statistically significant. It is therefore also included in the 
equation.
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Table 6.2: Selection o f  Lag -lengths for C o-integration Test
Number of lags Akaike Criterion Schwartz Criterion HQ Criterion
1 -7.41* -6.51* ■7.10*
2 -7.08 -6.41 -6.90
3 -7.33 -5.90 -6.90
Note: * indicates the number of lags selected
Table 6.2 shows the results of the three information criteria used for 
testing for co-integration ranks. From the table, all three information criteria (SIC, AIC 
and HQ) suggest a lag length of one as the optimal lag for the co-integration test. Based 
on this, one lag length is used in the test for co-integration
Table 6.3: Results o f T est for C o-integration R anks
No of CE(s) ^racc 95% 95%
None * 47.05 42.91 29.90 25.82
At most 1 17.15 25.87 11.94 19.38
At most 2 5.21 12.51 5.21 12.51
Note:* indicates rejection of null hypothesis at 5% level of significance.
Table 6.3 presents the results of Johansen’s maximum likelihood 
estimation of the co-integration vectors for the Indonesian aggregate whole economy. 
From the table, both Eigenvalues and trace statistics reject the null hypothesis of a no co­
integration relationship, in favour of a single co-integration equation at a 5% level of 
significance.
Table 6.4: Long Run C o-integrating V ectors
Variable Coefficient T-statistics
LY -0.55 -1.37
LP -1.25 -4.62
Trend 0.04 1.38
The estimated long run price elasticity is statistically significant with a 
negative sign. However, the coefficient of income and linear trend are not significant. In
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addition, the sign on the coefficient of income is negative. The long run price elasticity is 
-1.25 and the income counterpart is -0.55. The coefficient of linear trend has a positive 
sign with a value of 0.04. The estimated long run income elasticity is significantly 
smaller than those reported by Pesaran et al (1998) Ibrahim and Hurst (1990) and Dahl 
(1998). All reported long run income elasticity above unity. On the other hand, the long 
run price elasticity in this study is relatively larger than previously reported for 
developing countries, including Indonesia.
Table 6.5: Short Run Dynamic Equation
Variable Coefficient T-statistics
Ecm,.i -0.017 -2.08
ALP(-l) -0.17 -3.83
Di998 -0.11 -2.74
Diagnostic Tests
Tests Statistics P-values
R-squared 0.47
DW-stat 1.80
LM test 0.46 0.63
ARCH test 0.02 0.97
Jacque-Bera 0.08 0.95
Figure 6.1: CUSUM Test for the Indonesian Whole economy
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The diagnostics on the vector error correction model suggest that the 
statistical properties of the model are generally satisfactory. Therefore, based on 
statistical grounds, it is robust. From Table 6.5, the error correction term is statistically 
significant, with an estimated value of -0.017 (signifying a very slow adjustment 
process). Similarly, the coefficient of change in the short run price is also significant at 
the first lag. Finally, the dummy variable is also significant with a negative sign.
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Table 6.6; Structural Time Series Results for the Whole economy
1 2 3 4 5Estimated Stoch. Lvl. Stoch. Lvl. Stoch.Lvl. Fixed Lvl. Fixed Lvl.
Coefficients. Stoch. Sip. Fixed Sip. No Sip. Stoch.Slp. Fixed Sip.
Pt -0.16(4.08) -0.15(-4.38) -0.16(-4.85) -0.15(-4.85)Pt-2 0.09(3.77) -0.11(-2.28)
Yt -0.36(-2.34) -0.33(-3.24) -0.35(-2.90) -0.37(-3.19)
Yt-1 0.21(2.60) 0.26(3.06) 0.32(2.69) 0.27(2.61)
Et-1 0.55(4.36) 0.74(5.80) 1.05(12.2) 0.41(12.2) 0.83(8.56)
Dummy irr90.075
lvl.98-0.16
irrl990:0.087 irrl990:0.
LR elasticity
Price -0.35 -0.58 -1.4 -0.44 -0.88
Income 0.47 -0.38 -0.2 -1.35 -0.59
Hyperparameter
Irregular 6.16 0.0004 0.0013 0.00056 0.0010
Level 0.007 0.00 0 N/A N/A
Slope 0 N/A N/A 0.000 N/A
Estimated
Level -0.044 0.61 0.61 1.18 N/A
Slope 0.018 0.02 N/A 0.073 N/A
Diagnostic Test
Residuals
Std.Error 0.026 0.02 0.03 0.033 0.03
Normality 0.31 0.99 2.68 1.84 0.08
Skewness 0.05 0.04 1.99 0.24 0.06
Kurtosis 0.26 0.95 0.69 1.59 0.02
H9 0.62 0.71 0.69 0.62 0.50
r(l) -0.01 0.01 0.00 0.13 0.079
r(8) -0.25 0.25 - -0.24 -0.32
0,99 0.99 0.99 0.99 0.99
DW 1.90 1.89 1.94 1.65 1.74
0(7.6) 3.20 3.22 10.3 2.67 7.87
Auxiliary
Irregular
Normality 0.39 0.70 0.52 0.89 0.18
Skewness 0.12 -0.36 0.10 0.88 0.04
Kurtosis 0.27 0.47 0.42 0.006 0.14
Level
Normality 0.23 1.29 1.44 N/A N/A
Skewness 0.03 0.31 0.95 N/A N/A
Kurtosis 0.19 0.98 0.49 N/A N/A
Slope
Normality 2.41 N/A N/A 1.42 N/A
Skewness 2.02 N/A N/A 0.36 N/A
Kurtosis 0.39 N/A N/A 1.05 N/A
AIC -6.64 -6.56 - -6.26 -6.68
Pev 0.0007 0.00 0.00 0.001 0.0008
Growth of the trend 1.88% 2.41 0 7.35% 1.89%
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Figure 6.2: Shape of the UEDT and CUSUM Test for the Indonesian Whole economy
UEDT CUSUM
The statistical properties of all five models are generally satisfactory. 
Hence, there is no evidence of any diagnostic problem. As shown in Table 6.6 for the 
whole economy structural time series results. However, all the models except model (1) 
have negative signs for their estimated long run income elasticity. Therefore based on the 
underlying economic theory, the preferred specification is model (1), the local trend 
model with a stochastic level and stochastic slope. This specification allowed the 
hyperparameters of both the level and slope components to evolve stochastically over the 
study period. Therefore, the hyperparameters of both the components of the model did 
not grow at a constant rate throughout the period of the study. The estimated level 
component is -0.04 and the slope component is 0.02. However, the model requires an 
impulse dummy for 1990 and a levels dummy for 1998.
The preferred specification requires some lags for energy consumption 
and income. The long run income elasticity is below unity, with a value of 0.47, and the 
long run price elasticity is -0.35. The estimated long run price elasticity in this model is 
significantly higher than the -0.19 reported by Tzeng (1989). Furthermore, Ibrahim and 
Hurst (1990) reported long run income elasticity for Indonesia equal to 1.19. The long 
run income elasticity reported by Ibrahim and Hurst is significantly larger than the 
estimated income elasticity from this study. However, it is important to stress that these 
studies did not included trend variables in their models, and both studies are almost 
twenty years old. It can therefore be argued that these differences are consistent.
It is clear from Figure 8.1 that the UEDT is generally upwards sloping 
from 1973 up to 2000. This clearly suggests that the Indonesian whole economy has
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become highly energy intensive during that period. However, from 2001 until the end of 
the estimation period, the UEDT started to show a decline in trend, which can arguably 
be attributed to a positive response in the sector to the deregulation of energy prices in 
Indonesia, begun in 1999. The shape of the whole economy UEDT is similar to the trend 
of the Indonesian whole economy per capita energy consumption discussed in Chapter 2. 
The percentage growth in the trend at the end of the estimation period is 1.88%.
6.1.1.1, Comparison of the Estimated Results from the Two Models
From the results of the analysis, the statistical properties of both the 
models are generally satisfactory. Hence, there is no evidence of any diagnostics problem 
in either of the models. Similarly, the coefficient of the linear trend in co-integration 
model has a positive sign. Also, the shape of the UEDT in the structural time series 
model is generally upwards sloping during the greater part of the estimation period. The 
results suggest that the exogenous factors discussed earlier outweighed the effects of 
energy efficiency during the study period. Holding the effects of income and real en e r^  
prices constant, the results indicate that the energy demand curve shifted outwards during 
the study period.
Finally, from underlying economic considerations, the structural time 
series model performed better than the co-integration model because some of the
estimated coefficients of the latter have wrong signs. The structural time series is
therefore chosen as the best method for the Indonesian whole economy analysis.
6.1.2. The Indonesian Industrial Sector 
Table 6.7: U nit R oot T est for the Industrial Sector
Variable A D F Levels ADF D ifference. PP Levels PP D ifference Rem arks
LE -0.90 [OJ -6.54** 10] -0.65 [0] -6.54** 10] 1(1)
LY 8.15 [0] -4.56 **[0,C] 5.93 [0] -4.53** 10,C] 1(1)
LP -2.49 [0,C] -7.86** [0] -2 .5110 ,C] -8.12** 10] 1(1)
The full sample tests from the ADF and PP tests in Table 6.7 show no 
evidence against the null hypothesis that all the series contain unit root at levels.
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Nevertheless, the data clearly reject the idea that there is unit root at difference in all the 
series. Therefore, the conclusion from both ADF and PP tests is that all the variables are 
integrated in a 1(1) process. Furthermore, the intercept term is found to be statistically 
significant in LE and LP equations.
Table 6.8; Selection o f Lag Length for Co-integration Test
Number of lags Akaike Criterion Schwartz Criterion HQ Criterion
1 -3.46* -2.88* -3.28*
2 -3.45 -2.46 -3.15
3 -3.35 -1.92 -2.91
Table 6.8 reports the results of the optimal lag length selection for co­
integration tests. From the table, all the three information criteria suggest one optimal lag 
for the co-integration test. Therefore, a lag length of one was used for the co-integration 
test.
Table 6.9: Results o f  T est for C o-integration Ranks
No ofCE(s) ^race 95% 95%
None * 44.13 42.91 20.61 25.82
At most 1 23.51 25.87 15.10 19.38
At most 2 8.41 12.51 8.41 12.51
N o te :*  in d ica tes rejection  o f  n u ll h y p o th es is  at 5%  le v e l o f  s ig n if ica n ce .
The Johansen tests in Table 6.9 indicate that the null hypothesis of no co­
integration can be rejected at a 5% level of significance, based on trace statistics. 
However, the maximum Eigenvalues failed to reject the null hypothesis of a no co­
integration relationship. Therefore, it has been assumed that there is only one valid co­
integration equation.
Table 6.10: Long Run C o-integrating V ectors
Variable Coefficient T-statistics
LY 0.35 1.03
LP -0.49 -4.10
Trend 0.02 0.83
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The results of the long run co-integration vector show that all the long run 
coefficients have correct signs. But it can be obseiwed from the table that only long run 
price elasticity is statistically significant: activity elasticity and the coefficient of the 
linear trend vaiiable are not significant. An attempt was made to estimate another model 
excluding the LY and trend. There was a valid co-integration found between these series, 
but the error correction term from the dynamic equation was found not to be statistically 
significant. Hence, the model was discarded. The estimated long run output elasticity of 
0.35 is significantly smaller than the 0.89 and 1.51 reported earlier by Dahl (1993) and 
Pesaran et al (1998). However, it is close to the 0.45 reported by Dahl and Erdogan
(1997). On the other hand, the -0.45 long run price impact is close to the -0.38 reported 
by Dahl(1993) and the -0.43 reported by Pesaran et al (1998) as the average for ten Asian 
developing countries, including Indonesia. Finally, Dahl and Erdogan (1997) reported a 
positive sign on the coefficient of linear trend in their study.
Table 6.11: Short-Run Dynamic Equation
Variable Coefficient T-statistics
Ecmt-i -0.47 -5.05
ALE(-l) 0.54 3.23
ALE(-2) 0.32 2.39
ALY(-3) -0.24 -1.34
Diagnostic
Tests Statistics P-values
R-square 0.58
DW-stat 1.87
LM test 0.43 0.65
ARCH test 0.03 0.84
Jacque-Bera 0.10 0.94
Figure 6,3: CUSUM Test for Indonesia Industrial Sector
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The results of the battery of diagnostics on the short-run dynamic error 
correction model presented in Table 6.11 indicate that the statistical properties of the 
model are generally sound. There is no evidence of any diagnostic problem. Furthermore, 
the adjustment coefficient is significant with a value of -0.47, indicating an annual 
adjustment of about 47%. However, the short run change in output is only significant at 
10% and has a negative sign. The change in price variable is not statistically significant, 
therefore it is not reported. Finally, the lag of energy is significant at both first and 
second lags.
Table 6.12; Structural Time Series Results for Indonesian Industrial Sector
Estimated
coefficients
1Stoch. Lvl. 
Stoch.Slp.
2Stoch.Lvl. 
Fixed Sip.
3Stoch.Lvl. 
No Sip.
4Fixed Lvl. 
Stoch Sip.
5Fixed Lvl. 
Fixed Sip.
PP., -0.08 f-2.n -0.11 1-2.57) -0.11 f2.54) -0.08 (-2.05) -0.04 (-1.71)
Y..,
Et-,
Et-2
E,-3
LR elasticity
0.23 (1.28) 0.26 (1.44) 
0.32(1.72)
0.39 (2.24) 
0.50 (3.08)
0.21(1.18) 0.09 (1.32) 
0.77 (7.05)
Price -0.08 -0.16 -0.22 -0.08 -0.13
Income
Hyperparameters
0.23 0.38 0.78 0.21 0.27
Irregular 0.000 0.000 0.000 0.0010 0.0056
Level 0.0034 0.0069 0.0074 N/A N/A
Slope
Estimated
0.0014 N/A N/A 0.0026 N/A
Level -2.34 -1.60 -1.84 -2.26 -0.46
Slope
Diagnostic Test
Residuals
-0.014 0.04 N/A -0.044 0.009
Std.Error 0.074 0.075 0.079 0.077 0.068
Normality 0.78 1.39 0.48 1.03 2.56
Skewness 0.24 1.37 0.09 0.77 2.51
Kurtosis 0.53 0.02 0.38 0.26 0.05
H(8) 1.39 1.42 1.16 1.36 0.79
r(l) -0.01 0.25 0.32 -0.03 0.21
r(8) -0.081 -0.03 0.05 -0.31 -0.16
0.97 0.98 0.98 0.97 0.98
DW 1.79 0.99 2.6 1.21
Q(6,7)
Auxiliary Residuals 
Irregular
2.31 4.9 8.56 3.43 1.92
Normality 1.11 2.04 2.40 0.18 3.98
Skewness 0.00 1.97 2.39 0.061 1.99
Kurtosis
Level
1.10 0.06 0.01 0.12 1.99
Normality 1.53 0.30 0.43 N/A N/A
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Table 6.12 Coni.
Skewness 0.16 0.14 0.09 N/A N/A
Kurtosis 1.37 0.15 0.35 N/A N/A
Slope
Normality 1.22 N/A N/A 0.73 N/A
Skewness 0.00 N/A N/A 0.59 N/A
Kurtosis 1.22 N/A N/A 0.13 N/A
Log likelihood 60.26 56.48 59.37 54.96 53.36
AIC -4,76 -4.73 -4.70 -4.62 -4.99
Pev 0.0055 0.0057 0.0063 0.0059 0.0047
Growth o f the trend -1,4% 4.0% 0 4.4% 0.09%
Figure 6.4: Shape of the UEDT and CUSUM Test for the Indonesian Industrial Sector
UEDT CUSUM
For the structural time series models for the industrial sector given in 
Table 6,12, all the estimated specifications have passed the diagnostic tests. Similarly, all 
the estimated coefficients have correct expected signs. This therefore suggests that, based 
on both statistical and underlying economic theory grounds, all the models have passed 
these criteria. However, only model (3) the smooth trend model has all its estimated 
coefficients statistically significant. Therefore, based on this consideration, this model is 
chosen as the preferred model for industrial sector energy demand analysis. This model 
requires some couple of lags, suggesting that there are some elements of adaptive 
expectation in energy consumption in this sector.
The estimated long run output elasticity is 0.78, with a correct expected 
sign. The long run price elasticity also has the conect expected sign, with a value of - 
0,22. In comparison to previous studies on developing countries, Pesaran et al (1998) 
reported a long run price elasticity of demand for energy in the Indonesian industrial 
sector equal to -0,20, and a long run activity elasticity equal to 1,51, Dahl (1994) 
reported an average long run price elasticity of -0,35 and a long run output elasticity of
175
0.89 for developing countries. The present result is consistent with these studies, 
considering that they did not include a trend variable in their models and that their study 
is now more than ten years old.
The slope of the UEDT is generally upwards. Although it fluctuates during 
the period 1975 to 1995, thereafter it trends upwai'ds until 2000. This may suggest that 
this sector has become more energy intensive during these years. However, from 2000 
the UEDT steadily trended downwards until the end of the estimation period. This is 
probably a response to energy price deregulation in Indonesia. After controlling for 
output and real energy prices, the use of energy in the industrial sector increased, 
particularly from 1995 to 2000. The shape of the UEDT is similar to the trend in 
Indonesian industrial sector energy consumption in Chapter two.
6.I.2.I. Comparison of Estimated Results from the Two Models
Comparing the two models reveals that while the long run income 
elasticity and trend variable are not statistically significant in the co-integration model, 
the short run output elasticity has a negative sign as well as being statistically 
insignificant. It has only been retained to avoid the problem of serial coiTelation in the 
dynamic equation. Conversely, the structural time series has passed all the diagnostic 
tests, with all its estimated coefficients having correct signs. Consequently, on both 
underlying economic theory and statistical grounds, the structural time series model 
outperformed the co-integration model. It is has therefore been accepted as tlie best 
method of analysis for the Indonesian industiial sector.
6.1.3. The Indonesian Transportation Sector
Table 6.13: Unit Root Test for Transportation Sector 
Variable ADF Levels ADF Difference. PP Levels PP Difference Remarks
LE -1.11 [0] -5.14** [0] -1.11 [0] -5.14** [O] 1(1)
LY -1.79 [0,C] -4.27** [0,C] -1.84 IO,C] -4.22** [0,C] 1(1)
LP -0.25 [0] -3.67** [0,C] 3.71 [0,C] -8.98** [0] 1(1)
176
Table 6.13.reports stationarity tests for ail the variables. An intercept is 
included in the equation for the logs of per capita income and real energy prices. As 
shown in the table, the estimated statistics of the log level of the variables are less than 
the critical values at the 1% level. Consequently, non-stationarity carmot be rejected. 
However, non-stationarity can be rejected for all the variables at the 1% level when first 
differenced data are used.
Table 6.14: Selection of Lag Length for Co-integration test
Number of lags Akaike Criterion Schwartz Criterion HQ Criterion
1 -7.22 -6.65* -7.04
2 -7.48* -6.48 -7.18*
3 -7.31 -5.88 -6.87
From Table 6.14, while AIC and HQ information criteria suggest lags of 
two for the Indonesian transportation sector co-integration test, the Schwartz criterion 
indicates that a lag length of one is the optimal lag. In regard to the sample size and the 
number of observations, a lag of one was used for the co-integration test. This is stated in 
chapter four, in the discussion of estimation procedure.
Table 6.15: Results of Test for Co-integration Ranks
NoofCE(s) Lrrace 95% Xma, 95%
None * 46.65 42.91 24.95 25.82
At most 1 21.70 25.87 19.06 19.38
At most 2 2.63 12.51 2.63 12.51
The Johansen co-integration test, based on trace statistics and maximum 
Eigenvalues, is presented in Table 6.14. The results reveal that whilst the trace statistics 
indicate one co-integrating vector at a 5% level of significance, the maximum 
Eigenvalues failed to reject the null hypothesis at a 10% level of significance. The 
conclusion is that there is one co-integration equation among the series.
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Table 6.16: Long -Run Co-integrating Vector
Variable Coefficient T-statistics
LY 0.61 2.62
LP -0.65 -5.54
Trend -0.18 7.15
All the estimated coefficients of the long run co-integrating vector are 
statistically significant, with the correct expected signs. The estimated long run activity 
elasticity is 0.61 and price impact is -0.65. The linear trend is -0.18. Compaiing the 
estimated elasticities from this sector with previous studies reveals that Alfaris (1993) 
reported a long run price and income of -0.68 and 0.45 respectively. Dahl (1993) 
reported an average long run price elasticity of -0.09 and a long run income elasticity of 
1.11.
Table 6.17: Short Run Dynamic Equation
Variable Coefficient T-statistics
Ecmt-i -0.37 -4.85
ALE-1 0.30 2.28
ALY-1 -0.11 -1.51
Diagnostic
Tests Statistics P-values
R-squared 0.57
DW-stat 1.77
LM test 0.41 0.66
ARCH test 2.59 0.11
Jacque-Bera 0.24 0.88
Figure 6.5: CUSUM Test for Indonesian Transportation Sector
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The results of the diagnostic tests on the error correction model show that 
the model has passed all the diagnostics at their respective probability values. Therefore, 
it is concluded that the statistical properties of the model are adequate. The estimated 
error correction term is -0.37 and the lag of energy is 0.30. The change in income has a 
negative sign with a value of-0.11. An attempt was made to remove the change in income 
from the dynamic equation, but this led to the problem of serial correlation. For this 
reason the variable was retained.
Table 6.18: Results of Structural Times Series for Transportation Sector
1 2 3 4
Estimated Stoch. Lvl. Stoch.Lvl. Stoch.Lvl. Fixed Lvl. Fixed Lvl.
Coefficients Stoch.Slp. Fixed Sip. No Sip. Stoch.Slp. Fixed Sip.
P -0.072 (-2.10)
P.-1 -0.065 (- -0.092 (- -0.047 (-206)
Pt-2 -0.07 (-7.06) -0.06 (-3.11)
Y 0.25(1.69) 0.29 (2.99) 0.41 (4.05) -0.25 (- 0.59 (8.62)
Yt-2 0.15 (2.31) -0.76 (-3.92)
E,., 0.52(3.96) 0.62 (9.70) 0.63 (5.35) 0.78 (9.67) 0.85 (8.62)
Dummy lvll998> Lvl 1998- Lvll998-0.25
LR elasticity
Price -0.13 -0.21 -0.16 -0.45 -0.79
Income 0.52 0.76 1.10 -0.41 -1.13
Hyperparameters
Irregular 0.000 0.00029 0.000 0.00051 0.00074
Level 0.026811 1.28 0.27 N/A N/A
Slope 0.000 N/A N/A 0.000 N/A
Nature of the
Estimated
Level 2.43 1.95 1.61 1.97 N/A
Slope 0.02 0.0185 N/A 0.030 N/A
Diagnostic Tests
Residuals
Std.Error 0.023 0.015 0.025 0.021 0.023
Normality 0.81 1.58 0.34 1.15 0.12
Skewness 0.81 1.58 -0.12 1.06 0.07
Kurtosis 0.00076 0.004 -0.21 0.09 0.05
H(8) 1.37 0.47 0.97 0.52 0.23
r(l) 0.083 0.083 0.04 0.048 0.021
r(8) -0.023 -0.106 -0.006 -0.24 0.17
DW 1.69 1.76 1.75 1.85 1.83
0.99 0.99 0.99 0.99 0.99
Q(7,6) 7.11 12.48 4.62 10.24 5.59
Auxiliary
Irregular
Normality 0.80 0.78 Oj# 0.33 0.37
Skewness 0.60 0.66 OJl 0.25 0.33
Kurtosis 0.19 0.12 0.18 0.07 0.05
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Table 6.18 C ont.
Level
Normality 0.58 1.12 0.58 N/A N/A
Skewness 0.44 0.21 0.20 N/A N/A
Kurtosis 0.13 0.90 0.37 N/A N/A
Slope
Normality 0.45 N/A N/A 2.09 N/A
Skewness 0.24 N/A N/A 1.52 N/A
Kurtosis 0.20 N/A N/A 0.56 N/A
AIC -6.91 -6.55 -6.94 -6.72 -6.95
Log likelihood 84.47 84.70 80.83 73.62 73.53
Pev 0.00057 0.00025 0.0063 0.00067 0.00057
Growthof the 2.0% 1.85% 0 3.02% 2.1%
Figure 6.6: Shape of the UEDT and CUSUM Tests for the Transportation Sector
UEDT CUSUM
All of the structural time series for the transportation sector reported in 
Table 6.18 fit the data well .Therefore, the statistical performances of the entire models 
are generally satisfactory. There is no evidence of any diagnostics problems in either the 
residuals of the equation or the auxiliary residuals of the components. Some models 
required some levels dummies due to a slight problem of non-normality in the residuals 
of the level components of these modes. This was probably caused by the 1998 currency 
crisis in Indonesia.
The long run income elasticity for models (4) and (5) have the wrong 
expected signs. Consequently, based on underlying economic theory grounds, these two 
models are rejected. The preferred model for the transportation sector is the model (3) the 
local level with drift with stochastic level and fixed slope. This model is chosen because 
it has the lowest value of AIC among the remaining models. The model allows for 
stochastic movements in the underlying trend in energy consumption, with the 
hyperparameters of the level component non-zero and that of the slope component 
remaining fixed. Therefore, all the stochastic variation comes through the level
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components of the underlying trend. The percentage growth of the UEDT at the end of 
the estimation period is 0%.
The preferred model requires some dynamics. The long run income 
elasticity is 1.10 and price elasticity is -0.16. The estimated long run income elasticity is 
smaller than that of McRae (1994) who reported 1.69 for Indonesia, and Pesaran et al
(1998) who estimated a long run income elasticity of 1.28 for Indonesia. Similarly, the 
long run price elasticity of -0.16 is slightly smaller than -0.20 and -0.23. The reason for 
these differences may be that previous studies did not separate the UEDT from the long 
run income and price effects. It can therefore be argued that the result is consistent.
Figure 6.6 illustrates that from 1975 to 1980 the UEDT sloped upwards, 
suggesting that the sector became energy intensive, probably due to low energy prices in 
Indonesia. Thereafter, it trended downwards until 1985, suggesting a slight increase in 
autonomous energy efficiency. However, the UEDT remained positive up to 1990, 
probably due to the influence of exogenous factors such as motorization and high traffic 
congestion in the big cities of Indonesia. Thereafter, it trended downwards until the end 
of the estimation period. This coincided with the beginning of price deregulation in that 
sector. To sum up, the UEDT generally sloped downwards during the greater part of the 
estimation period. Furthermore, the shape of the transport sector’s UEDT is similar to the 
trends in the transportation sector’s energy intensity, as discussed in Chapter two. It is 
clear that the trend is stochastic and cannot therefore be approximated by a simple linear 
trend.
6.I.3.I. Comparisons of Co-integration and Structural Time Series Estimates
The results from both the co-integration and structural time series models 
show that both the models passed the entire diagnostics tests, although the change in the 
income variable with a wrong sign had to be included for the co-integration model to 
pass the test for serial correlation. Additionally, all the estimated coefficients of the 
structural time series are statistically significant with correct expected signs. On the other 
hand, some of the coefficients of the dynamic error correction model have wrong signs. 
For this reason, the structural time series is regarded as the best model for this sector, 
based on both statistics and conformity to underlying economic theory.
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6.1.4. The Indonesian Residential Sector Analysis 
Table 6.19: Unit Root Test for the Indonesian Residential Sector
Variable ADF Levels ADF Difference PP Levels PP Difference Remarks
LE -1.40 [0] -7.21** [0] -1.34 [0] -7.28 **[0] 1(1)
LY -1.79 [0,C] -4.27** [0,C] -1.84 [0,C] -4.22** 10,C] 1(1)
LP -1.40 [0] -4.95** 10] -1.51 [0] -5.13** 10] 1(1)
As can be seen from Table 6.19, it is clear that there is sufficient evidence 
to suggest that all the series are integrated in a 1(1) process. Therefore, the conclusion 
from both ADF and PP is that all the series are non-stationary at levels, but stationary at 
their first differences
Table 6.20: Selection of Lag Length for Co-integration Test
Number of lags Akaike Criterion Schwartz Criterion HQ Criterion
1 -9.36 -8.79* -9.19
2 -9.60* -8.60 -9.30*
3 -9.50 -8.08 -9.07
The results of the lag selection for the co-integration test are presented in 
Table 6.20. From the table, both the Akaike and HQ, information criteria suggest that 
lags of two are appropriate for the residential sector co-integration test. However, 
Schwartz information criteria suggests a lag of one year, this therefore is used here.
Table 6.21: Results of Test for Co-integration Ranks
N oofC E(s) Lrrate 95% Xmax 95%
None * 43.08* 42.91 26.04* 25.82
At most 1 17.04 25.87 9.24 19.38
At most 2 7.79 12.51 7.79 12.51
Table 6.21 present the results of the tests for co-integration ranks, based 
on trace statistics and a maximum Eigenvalues test. They indicate that both tests rejected 
the null hypothesis of no co-integration. Both tests indicated a single co-integration 
equation at a 5% level of significance.
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Table 6.22: Long Run C o-integrating V ector
Variable Coefficient T-statistics
LY 0.49 2.23
LP -0.018 -0.16
Trend -0.02 -0.20
Table 6.22 shows that the estimated long run price elasticity and 
coefficient of the trend variable are not statistically significant, but that the estimated 
long run income elasticity is statistically significant. The long run income elasticity is 
0.49, the price elasticity is -0.018 and the estimated coefficient of the trend variable is - 
0.02. The estimated long run income elasticity from this model is significantly smaller 
than Pitt (1985) and Pesaran et al (1998) who reported long run income elasticity of 1.00 
and 1.19 respectively the for Indonesian residential sector. Since the long run price and 
trend variables are not statistically significant, another model is estimated without price 
and trend variables to check if the co-integration relationship is between LE and LY.
Table 6.23: Results of Test for Co-integration Ranks between LE and LY
No ofCE(s) Lrracc 95% 95%
None * 20.97 15.49 19.51 14.26
At most 1 1.46 3.84 1.46 3.84
The maximum Eigenvalues and trace statistics in Table 6.23 suggest that 
the null hypothesis can be rejected at 5% levels of significance. This indicates that there 
is at most one co-integrating equation between LE and LY.
Table 6.24: Long Run Co-integrating Vector
Variable Coefficient T-statistics
LY 0.16 2.51
From Table 6.24, the estimated long run income elasticity is 0.16. It is 
both statistically significant and has the correct expected sign. However, it can be 
observed that the coefficient of long run income in this model is unusually low as 
compared to the former. Since from the other model the long run price elasticity is found
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to be insignificant, in this model, the dynamic equation will be estimated to include the 
changes in real energy prices. This will be done to observe if there is a short run price 
effect in residential energy consumption.
Table 6.25: Short Run Dynamic Equation
Model 1 Model 2
Variable Coefficient T-statistics Variable Coefficient. T-statistics
Ecnit-i -0.16 -2.82 Ecm,.i -0.13 -4.19
ALY(-1) 0.37 5.04 ALY(-l) 0.48 4.72
ALP(-2) -0.09 -2.65 ALY(-2) 0.36 3.34
ALP(-2) -0.11 -3.27
Diagnostics
Tests Statistics P-values Tests Statistics P-values
R-squared 0.48 R-squared 0.63
DW-stat 1.51 DW-stat 1.65
LM test 0.90 0.41 LM test 0.05 0.82
ARCH test 0.01 0.93 ARCH test 0.02 0.87
Jacque-Bera 0.29 0.86 Jacque-Bera 0.04 0.97
Figure 6.7: CUSUM Test for Indonesian Residential Sector
Model 1
CU SU M
Model 2
82 84 86
CU SU M  Slgnlflosrtco^
The results of the diagnostic test on both models indicate that there are no 
diagnostic problems. Arguably, therefore, the data fits the models fairly well. However, it 
can be observed that Model 2 has higher R-squared DW statistics and the CUSUM chart
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fits well than in Model 1. Therefore, it can be argued that the second model is more 
stable than the first one.
All the estimated elasticities from both models have the correct expected 
signs and are statistically significant. Neither model captured the effects of past energy 
consumption. The adjustment mechanism in Model 1 is -0.16, indicating an annual 
adjustment of 16%. The estimated short run income elasticity is slightly below the long 
run. The short run price elasticity is similar to that of the long run; although the long run 
is not statistically significant.
The results of the second model indicate the annual adjustment to the long 
run equilibrium is 13%. However, changes in income are significant at lags one and two. 
Similarly, changes in price are significant at the second lag. Comparing the results of the 
two models suggests that the effects of energy prices in the residential sector are only 
significant in the short run, and there is not much difference between the long run and 
short run income effects.
Table 6.26: Results of Structural Times Series for Residential Sector
I 2 3 4
Estimated Stoch.lvl. Stoch. LvI. Fixed LvI. Fixed Lvl.
Coefficients Fixed Sip. No Sip. Stoch.Slp Fixed Sip.
P -0.13f-6.04)
Pt-2 -0.09 (-2.94) -0.09 (-2.89) -0.09 (-2.75)
Y
Ym 0.25 (3.02) 0.20 (3.17) 0.35 (3.52) 0.26 (5.68)
Y,-2 0.23 (2.25)
Et.1 0.49(4.11) 0.46 (4.11) 0.71 (10.38)
Dummy irr1989:0.068 irr1989:0.066 irrl989:0.097
LR elasticity
Price -0.18 -0.16 -0.09 -0.45
Income 0.49 0.37 0.58 0.89
Hyperpai-ameters
Irregular 0.000 0.000 0.0128 0.029
Level 0.03133 0.0311 N/A N/A
Slope N/A N/A 0.0265 N/A
Estimated coefficients
Level -1.43 -1.49 -3.32 -0.61
Slope -0.0076 N/A -0.0606 -0.016
Diagnostic Tests
Residuals
Std.Error 0.280 0.028 0.034 0.026
Normality 0.54 0.10 0.32 0.94
Skewness 0.45 0.06 0.07 0.77
Kurtosis 0.10 0.04 0.25 0.17
H(8) 0.86 0.84 0.83 1.75
r(l) 0.16 0.22 0.01 0.24
185
Table 6.26 Cont.
r(8) -0.02 0.01 0.12 0.040.97 0.98
0.98
DW 1.35 1.49 1.77 1.50
Q(x,n) 631 8.09 9.83 7.50
Auxiliary Residuals
Irregular
Normality 0.58 0.56 0.20 0.27
Skewness 0.29 0.19 0.16 0.19
Kurtosis 0.29 0.36 0.04 0.07
Level
Normality 0.04 0.02 N/A N/A
Skewness 0.04 0.01 N/A N/A
Kurtosis 3.09 0.00 N/A N/A
Slope
Normality N/A N/A 0.79 N/A
Skewness N/A N/A 0.09 N/A
Kurtosis N/A N/A 0.70 N/A
AIC -6.67 -6.71 -6.85 -6.32
Pev 0.0007 0.0008 0.0011 0.00069
Log likelihood 79.92 84.79 80.23 76.47
Growth o f the trend -0.76% 0 -6.06% -1.58%
Shape of UEDT and CUSUM Test for the Indonesian Residential Sector
UEDT CUSUM
The residential sector structural time series results in Table 6.26 shows 
that they all fit the data well with no evidence of diagnostic problems or structural breaks 
in any of the models. Consequently, based on statistical considerations, all the models 
passed the criteria. Similai’ly, all four models have estimated coefficients consistent with 
the underlying economic theory that is, all income elasticities have positive signs and all 
price elasticities have negative signs. Therefore Model (3) is selected as the preferred 
model, given it has smallest AIC value. Interestingly, in the model formulation process, 
the variance of the levels component is close to zero. STAMP has deflected to the 
stochastic slope fixed level specification, and consequently the result of the stochastic 
level stochastic slope is not reported.
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This model includes some dynamics for both real energy prices and GDP. 
All the estimated elasticities are statistically significant with correct signs. The long run 
income and price impacts are 0.58 for income and -0.09 for price. The estimated 
elasticities from this study are significantly smaller than Pitt (1985) who reported a long 
run income elasticity of 1.00 and long run price elasticity of -0.54. Similarly, the 
elasticities are also different from those reported by Ramcharran (1990). He estimated a 
long run price elasticity o f -0.11 and long run income elasticity of 1.21. Neither of these 
studies includes a trend variable and both aie almost two decades old now. Therefore, it 
can be argued that the result is not inconsistent.
The shape of the UEDT given in Figure 8.8 is characterised by a 
downward slope thi'oughout the estimation period. The likely reason for the downwards 
sloping of the residential sector UEDT is that the residential sector of Indonesia is 
dominated by biomass energy, as discussed in Chapter two. Furthermore, the shape of 
the UEDT is similar to the trend of the residential sector energy intensity discussed in 
Chapter two. However, it is clear that the shape is stochastic with some distinct 
fluctuations that might not be picked up from a linear trend. Holding constant the effects 
of energy prices and real income, the shape of the UEDT suggests that the autonomous 
energy efficiency of the residential sector has improved during the estimation period. 
This led to an inward shifting of the demand curve.
6.I.4.I. Comparisons of the Co-integration and Structural Time Series 
Estimates
From the results of the two models, it can be observed that they passed all 
the diagnostic tests. However, the long run price and linear trend variables from the co­
integration model are not statistically significant. Furthermore, exclusion of these two 
variables reveals that the initial co-integration relation is between LE, LP and trend. 
Therefore, based on this it can be argued that stmctural time series is the best 
methodology for the residential sector.
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6.2. Comparison of the Individual Long Run Estimates 
Table 6.27: Summary of Estimated Long Run Elasticities
Co-integration Structural Time Series
Sector Income Price Trend Incom Price UEDT at the end of Period
Whole economy -0.55 -1.25 0.04 0.47 -0.35 1.88%
Industrial 0.35 -0.49 0.02 0.78 -0.22 0.
Transportation 0.61 -0.65 0.018 0.76 -0.21 1.85%
Residential 0.49 -0.018 -0.02 0.58 -0.09 -0.68
The concluding part of this chapter consists of a comparison of the 
estimated long run price and income elasticities obtained from the co-integration and 
structural time series models for all the sectors analysed
Comparisons between the whole economy and sectoral elasticities show 
that there is not much divergence between the long run elasticities in both the 
methodologies and between the sectors, particularly the long run income elasticities.
In the whole economy, the estimated long run income and price elasticities 
from the structural time series model are almost twice the elasticities from the co­
integration model. The long run income and price impact in the structural time series 
model are 0.86 and -0.53 for income and price. Under the co-integration model they are 
0.32 and -0.21 respectively. Furthermore, the percentage growth in the stochastic trend at 
the end of the estimation period is -0.52% and the coefficient of linear trend is -0.08.
Similarly, the estimated elasticities from the structural time series model 
are significantly larger than those of the co-integration model in the industrial sector. 
From the table, the estimated long rim output and price elasticity from the structural time 
series model are 0.78 and -0.22. On the other hand, the results of the industrial sector 
estimates from the co-integration model are 0.35 for output and -049 for price. Finally, 
the coefficient of the linear trend is 0.02.
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Comparisons of the estimated long run elasticities in the transportation 
sector follow similar patterns. The long run income and price elasticity under the 
structural time series model are 0.76 and -0.21. In the co-integration model they are 0.61 
for income and -0.65 for price. Additionally, the percentage growth in the stochastic 
trend at the end of the estimation period is 1.85% and the estimated coefficient of the 
linear trend is -0.18.
The results of the residential sector show that the disparities in the 
elasticities of the two models are not very large. While the long run income and price 
elasticity under the structural time series model are 0.58 and -0.09, under the co­
integration model they are 0.49 and -0.018 (although the long run price elasticity under 
co-integration is not statistically significant). Similarly, the percentage growth of the 
stochastic trend at the end of the estimation period is -6.08% and the estimated 
coefficient of linear trend is -0.02 (the coefficient of the linear trend is not significant 
statistically).
A comparison of the overall estimated elasticities in this study with 
previous studies on Indonesia and other developing countries reveals that the estimated 
elasticities in this study from both the structural time series and co-integration models are 
within the range of the reported elasticities in other studies. There are, however, some 
slight differences, indicating that the estimated elasticities from this study are generally 
smaller than those of previous studies on Indonesia and average developing countries. 
These differences are consistent, because previous studies did not include a trend 
variable in their models. In addition, the difference in methodologies as well as the 
lengths of the study periods is likely to account for the differences observed.
Finally, answering the two basic research questions, a comparison of the 
overall results from the two models shows that out of the four sectors analysed both the 
structural time series and co-integration models reveal that the autonomous energy 
efficiency has improved in the whole economy and the residential sector energy demand 
during the period of the study. Conversely, for the transportation and industry sectors, 
there is evidence to suggest that the driving force in energy demand in these sectors is 
not only real energy prices and activity variables. Some exogenous factors, such as traffic
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congestion and the dominance of energy intensive industries outweighed the effects of 
improved energy efficiency in these sectors during the study period.
In conclusion, the shapes of the UEDT for the sub sectors are compared 
with that for the whole economy. The shape of the UEDT for the industrial sector shows 
a positive slope from 1975 to 1998. However, for the transportation and residential 
sectors the UEDT reveals a positive shape from 1975 to 1980. Comparing these with the 
UEDT for the whole economy shows that the latter’s UEDT is positive from 1975 to 
1995. This therefore suggests that the influence of exogenous factors such as structural 
and behavioural factors in these sectors were transmitted to the whole economy energy 
consumption. Furthermore, during the period 1996 to 2003, the UEDT for the whole 
economy shows a negative slope. Similar results are seen for the industrial and 
transportation sectors which show declining trends from 1990 to 2003, and for industrial 
sector from 1999 to 2003. Finally, the UEDT for the residential sector remains negative 
from 1981 to 2003.
To sum, a comparison of the shapes of the UEDT discloses that during the 
initial part of the estimation period all the sectors reveal a positive shape. This could 
suggest that they are highly energy intensive. However, from 1996, onwards, all sectors 
show a negative shape to their UEDT, which could suggest an increase in autonomous 
energy efficiency improvements, probably in response to energy price deregulation in 
Indonesia during that period. Finally, the shapes of the UEDTs for all the sectors 
resemble the trends in energy intensities for their respective sectors in one way or 
another, as discussed in Chapter two.
Comparisons of the robustness of the two models clearly suggest that for 
all the sectors the structural time series model performed better than the co-integration 
model. This is based on both statistical grounds and the consistency of the underlying 
economic theory. From the whole economy analysis, co-integration is rejected on 
statistical grounds because the lag dependent variable has a negative sign. Similarly, in 
the industrial sector’s results both long run output elasticity and linear trend are not 
statistically significant. The transportation sector’s results show that the change in the 
short run income is not only statistically insignificant, but also has negative sign. An
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attempt was made to remove the variable from the model and this led to problems of 
serial correlation. Finally, the results of the co-integration model in the residential sector 
show that there is a valid co-integration between LE, LP and trend. Therefore, another 
equation has to be estimated which shows that there is only a relationship between LE 
and LY. Consequently, based on these factors, the structural time series model is 
accepted as the best for answering the third research question for the Indonesian data.
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Chapter 7: Summary and Conclusion
7.1. Introduction
This study used time series data over the period from 1973-2003 to 
compare and contrast energy demand in the whole economy and sub sectors (industrial, 
transportation and residential) of an energy dependent developing country, South Korea, 
and an energy exporter developing country, Indonesia. The study initially compared the 
trends in energy data for the two countries; tliis was followed by the application of two 
econometric methods (Johansen’s co-integration and Harvey’s structural time series 
analysis) to estimate energy demand functions in these countries. In particular, the study 
examined the effects of improved energy efficiency and exogenous factors (UEDT) on 
energy demand in these countries. The results from the two countries and two models 
were compared with a view to answering the research questions of this thesis stated in 
Chapter one. This chapter therefore, summarises the previous chapters, answers the 
research questions, disuses the policy implications of the results, and looks to areas of 
possible future research
7.2. Summary
In the first chapter, the need for comparative studies of the two countries 
with different economic backgrounds, energy resources endowments and technological 
progress were emphasized. The chapter also spelt out the objectives of this study, the 
research questions it sought to answer and the contribution of the study. The main 
research questions of the study and their answers will be revisited in a later section of 
this chapter.
Chapter two compares the energy profiles of South Korea and Indonesia. 
The discussion included the energy resources endowments of both South Korea and 
Indonesia. It was shown that while South Korea had to depend on external sources for 
over 75% of its primary energy supply. From its energy profile, it was demonstrated that 
South Korea is the second largest importer of coal and natural gas as well as the fifth 
major importer of oil worldwide. In contrast, Indonesia is among the leading producers
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of coal and natural gas worldwide and is among the major exporters of crude oil in the 
South East Asian region. From the 2003 Indonesian energy data, about 57% of the 
Indonesian primary energy supply is sourced from domestic production and about 14% 
from imports "^*.
The trends of the energy import for South Korea during the study period 
revealed that annual energy imports grew by more than fourteen times from 1973-2003. 
Similarly, the per capita energy consumption data shows that in both the whole economy 
and sub-sectors of South Korea the levels of per capita energy consumption accelerated 
during the period from 1973 to 2003. For example, during the period of the study, the per 
capita whole economy energy consumption increased by more than fivefold. In the same 
way, the industrial sector energy also increased by more than fourfold. Furthermore, the 
trend in the transportation sector’s energy consumption shows that the per capita energy 
consumption grew by almost tenfold from in 1973 to 2003. Finally, the per capita 
residential sector’s energy consumption increased moderately by about twofold during 
the period of the study. Contrary, it was shown that the energy imports for Indonesia 
increased moderately by about fourfold between the periods from 1973 to 2003. 
Similarly, the whole economy per capita energy consumption also grew by only about 
twofold in the same period. However, the, the industrial sector energy consumption 
accelerated by almost tenfold during the study period. Similarly, the Indonesian per 
capita transportation sector energy consumption increased by more than fourfold during 
the study period. Finally, the residential energy consumption increased marginally during 
the study period. In contrast, the energy intensity data shows that in all the sectors, 
except the transportation sector, the overall energy intensities declined appreciably 
during the period of the study. Like South Korea, in Indonesia the relative trends of the 
per capita energy consumption and energy intensity clearly suggest that there was a 
significant improvement in energy efficiency in all sectors of the Indonesian economy.
Finally, in answering the first research question, the comparison and 
contrast in the trends of per capita energy consumption and intensities between South 
Korea and Indonesia show that throughout the study period energy consumption was
AH energy imports for Indonesia are refined petroleum products.
193
higher in South Korea than Indonesia. In contrast, the levels of energy intensities were 
lower in South Korea than Indonesia, particularly in the whole economy, transportation 
and residential sectors.
Chapter three is divided into two parts. The first part reviewed past 
studies in energy demand in developing countries; the review concentrated only on 
reported elasticities from these studies. From the literature review, it was found that the 
log linear specification was widely used in most of the studies for both aggregated and 
disaggregated individual sub-sectors. Furthermore, the size of price and income 
elasticities varied among developing countries. There was also a substantial difference 
between the elasticities in energy exporting and energy dependent countries. For 
example, for energy exporting countries, long run income elasticities aie on average 
within the range of 0.9 to 1.5, and long run price elasticities are on average within the 
range of -0.02 to -0.20. On the other hand, the long run income elasticities for energy 
importing developing countries are on average within the range of 0.75 to 1.0 and long 
run price elasticities are within the range of -0.30 to -0.65.
The second part of Chapter thee discussed the need for separating the 
effects of improved energy efficiency and exogenous factors in energy demand 
functions. In addition, the chapter debated the most appropriate way of capturing the 
effects of this phenomenon in energy demand. It also highlighted how these 
controversies led to the birth of two opposing schools of thoughts. On one side, papers by 
Beenstock andWilcocks and by Jones used the linear trend to proxy the effects of 
technical progress in energy demand. On the other side, Harvey and his co-workers at 
Cambridge University and Researchers at the Surrey Energy Economics Centre strongly 
opposed the use of a simple linear trend in favour of the alternative stochastic trend.
The chapter also explained the two methods of analysis used in this study, 
the co-integration and structural time series and the estimation procedures for each 
method. The first part provided discussion on the co-integration method, beginning with 
the procedure for the augmented Dickey-Fuller and Philip-Perron test for stationaiity. 
This was followed by discussions on the procedure for the selection of the lag-lengths for 
the co-integration test, the Johansen test for co-integration vectors, vector error
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correction and the diagnostics test on the vector eiTor correction model. The second part 
of the chapter discussed the structural time series analysis, including the model selection 
and diagnostics tests on the residual and auxiliary residuals of the model. The concluding 
part of the chapter discussed the procedure for selecting the better method of analysis of 
the two for this study.
7.3. Answering Research Questions and Conclusions
In essence, this thesis is one of the earliest attempts to conduct a 
comprehensive comparative study of whole economy and sectoral energy demand 
functions and look at the effects of improved technical efficiency and exogenous factors 
in energy demand in developing countries. In addition, as far as is known, it is also the 
first study to compare and contrast the effects of this phenomenon in two developing 
countries with different backgrounds in terms of energy resources, population and 
technological advancement. Similarly, it is the first study to compare the results from co­
integration analysis and structural time series model using the data of developing 
countries.
7.4. Research Questions revisited:
Question 1. What are the similarities and differences in the relative trends and 
movements o f the per capita energy consumption and energy intensities for South 
Korea and Indonesia during the study period?
From the comparison of the relative trends in chapter two, it is clear, that 
the per capita energy consumptions for all sectors of the two countries increased 
significantly during the study period. However, the relative magnitudes differs, it has 
been shown that for all sectors, except the residential sector, the South Korean energy 
consumption was more than four-fold that of Indonesia. In addition, as time moves 
towards the end of the study period, the gap between the two broadens. Conversely, the 
relative trends in energy intensities show that in all sectors except transportation sector 
both South Korea and Indonesia energy intensities declined considerably during the 
study period. However, the levels of intensities were smaller in South Korea. Similarly, 
the relative decline was faster in South Korea, except the industrial sector.
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From the relative trends of energy consumption and intensities in chapter 
two, South Korean sectors consumed more energy and has relatively lower energy 
intensity, in particular whole-economy, transportation and residential sectors.
Question 2, What is the best method (co-integration or structural time series 
model) for estimating the energy demand functions and effects o f improved energy 
efficiency and exogenous factors (UEDT) in all sectors o f both South Korea and 
Indonesia?
From the analysis of the estimated price and income elasticities in Chapter 
five and six, structural time series models with its stochastic trend is the best method of 
estimation of price and income elasticities as well as the underlying energy demand 
trends in energy demand in all sectors of South Korea and Indonesia. From these 
chapters, it is clear that the estimates obtained from the structural time series are 
statistically more robust and consistent with the underlying economic theory than the 
results from the co-integration. Therefore, structural time series is the best method for 
estimating the price and income elasticities and effects of improved energy efficiency 
and exogenous factors in energy demand for both countries.
Question 3. What are the similarities and differences in the magnitudes o f price and 
income elasticities o f demand and their likely implication for both the whole economy 
and the sub-sectors for South Korea and Indonesia?
A summary of the estimated long run price and income elasticities is given 
in Table 7.1. This shows that for both South Korea and Indonesia, in most sectors, long 
run income elasticities are larger than price elasticities (in absolute terms), suggesting 
that energy consumption in all sectors of both countries are generally driven by the 
changes in income more than real energy prices. On the other hand, in the whole 
economy and transportation sector, the long run income elasticities are larger for South 
Korea than Indonesia and for industrial and residential, long run activity elasticities are 
larger for Indonesian than South Korea. Similarly, the estimated long run price 
elasticities for the industrial and residential sectors of South Korea are larger than those 
for Indonesia. The overall results for the two countries suggest that, generally, all the 
sectors, except for the South Korean industrial sector, are more sensitive to changes in
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income than energy prices. Therefore, as income increases, cateris paribus, energy 
consumption tends to accelerates. Conversely, increase in energy prices have very little 
effects on energy consumption, therefore, conservation and efficiency policies through 
increase in real energy prices unlikely to curb energy consumption in both countries.
Table 7.1 Summaiy of Estimated Long-run Elasticities
South Korea Indonesia
Sector Income Price Sector Income Price
Whole economy 1.15 -0.11 Whole economy 0.47 -0.35
Industrial 0.43 -0.65 Industrial 0.78 -0.22
Transportation 1.37 -0.19 Transportation 0.76 -0.21
Residential 0.23 -0.11 Residential 0.58 -0.09
The long run elasticities reported in this table are summary of the 
estimated elasticities from the structural time series model, based on the comparisons is 
the preferred method of analysis for this study.
Question 4. What are the similarities and differences o f the shapes o f the UEDT for  
all sectors o f South Korea and Indonesia? And what are the likely implication o f these 
shapes for future energy consumption for South Korea and Indonesia.
Figure 7.1 presents the comparisons of the shapes of estimated UEDTs for 
South Korea and Indonesia indexed to 1975=100 as the base year. Panel (a) for the 
whole economy shows that the estimated UEDT for South Korea is a lot ‘flatter’ than 
that for Indonesia, which on the whole falls over the estimation period. This suggests 
that, holding income and real prices constant, exogenous factors decreased South Korean 
whole economy energy consumption slower than that of Indonesia -  i.e. Indonesia has 
become more energy efficient relative to South Korea. Panel (b) for the industrial sector, 
shows that the estimated UEDTs are generally upward sloping for both countries, but 
with very different paths. For South Korea the estimated UEDT for the industrial sector 
fell until the mid 1980s but rose sharply thereafter; whereas the estimated UEDT for the 
Indonesian industrial rises sharply at the beginning of the period but bumps around 
thereafter.
197
The estimated UEDTs for the transportation sectors of South Korea and 
Indonesia are given in panel (c). This shows that for Indonesia the estimated UEDT for 
the transportation sector rises sharply up to the late 1990s followed by a sharp fall and is 
relatively flat thereafter; this suggests that holding the effect of income and real prices 
constant, energy consumption in the transportation sector increased up to the end of the 
1990s, thus reducing energy efficiency. For South Korean transportation sector, the 
estimated UEDT is relatively flat up to the beginning 1990s before a sudden rise 
followed by a slow decline. Finally, panel (d), gives the estimated UEDTs for the 
residential sectors of Indonesia and South Korea. This shows that for Indonesia the 
estimated UEDT generally falls, after rising in the 1970s; whereas for South Korea there 
is no clear pattern, with periods when the estimated UEDT is falling and others when it is 
rising.
Figure 7.1 Comparison of the Slopes of the UEDT for South Korea and Indonesia
Whole Economy
S.Korea W hole economy
Industrial
Y e .ir
Transportation Residential
Y e a r
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7.5. Policy Implications
The outcome of this study has some policy implications for the two 
countries as well as for global energy markets. From the trends of energy imports and 
energy consumptions, it is clear that both energy imports and consumption has been 
growing very fast in both, particularly more pronounced in South Korea (a country 
dependent on energy imports). The relative trends of energy intensities particularly in the 
whole economy and the industrial and residential sectors could suggest there was a 
significant increase in energy efficiency particularly during the last part of the study 
period.
However, the relative shapes of the estimated UEDTs are somewhat 
mixed; the shapes of the UEDT for the whole economy in both South Korea and 
Indonesia are generally negatively sloped (although for Indonesian the decline is 
greater); this is consistent with the trends of the whole economy energy intensity. For the 
industrial sectors, the overall industrial energy intensities significantly declined during 
the study period; however, the shapes of the UEDTs for both countries are generally 
positive during the study period. This result therefore suggests that the effects of 
exogenous (non-price and non-income) factors; such as structural change tend to 
overweigh the effect of improved energy efficiency in industrial sectors of both South 
Korea and Indonesia^^. The relative trends of the transportation energy intensity for both 
South Korea and Indonesia are consistent with the shapes of the estimated UEDTs for the 
transportation sectors of both countries. The results therefore suggest that the 
transportation sectors of both countries ware highly energy inefficient during the study 
period. Finally, the trend in Indonesian residential energy intensity is consistent with the 
shape of the estimated UEDT, both are downwards slopping, which suggest that the 
residential energy efficiency has improved during the study period in Indonesia. 
However, for the South Korean residential sector, while the overall residential energy 
intensity suggests that there was a significant increase in residential energy efficiency.
This is consistent since energy intensity only measures the ratio of energy consumption per unit 
of output; whereas structural and behavioural factors are implicitly included in UEDT.
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However, the estimated UEDT for the sector fluctuates up and down during the 
estimation period. During the period from 1985 to 1995, the shape of the UEDT is 
generally negative, suggesting that the underlying residential energy efficiency has 
improved, and from 1995 onwards, the estimated UEDT is positive, suggesting that the 
exogenous factors modelled in UEDT discussed earlier tended to outweigh the positive 
effects of residential energy efficiency in South Korea.
From the results of the estimated long run elasticities, it is clear energy 
consumption in both countries is driven by real income and energy demand is veiy 
insensitive to the real energy prices in both. This therefore suggests price induced energy 
efficiency and conservation measures will require significant increase in energy prices 
and taxes in order to get the desired efficiency and conservation response. In addition, 
the relative shapes of the UEDTs for both countries also suggest that there is also a need 
to use non market-based policies such as regulations and other policies like financial 
incentives^*’ and enlightenment programs to complement the market based policies. 
However, it is also important to emphasize that, if the estimated higher income 
elasticities and lower price elasticities in both countries reflects the process of 
industrialization and fixed technology, then it is more desirable to use the non-market 
based policies; otherwise higher energy prices through market mechanisms may weaken 
economic growth in these countries especially in the short run.
Furthermore, it can be argued that, for both South Korea and Indonesia to 
give additional emphasis in their present energy security and diversification policies it 
would likely require a reduction in the over dependence on foreign sources of energy. 
This is particularly important, given that South Korea is a net energy importer and 
Indonesia will soon be a net importer of petroleum.
The issues of global warming as a result of energy activities, the volatility 
of the international oil markets and rinsing trends in world oil prices are among the 
contemporary issues that require the attention of the Asian developing countries.
The financial incentives could be in form of contributions from the governments to cover the 
costs o f retrofitting or energy audits in industrial sectors, it could also include some subsidies 
covering the cost of importing more energy efficient equipments and appliances.
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Considering the pattern and trends in energy consumption in both South Korea and 
Indonesia during the period of the study and it is well known that more than half of the 
CO2 emissions and environmental problems originate from energy activities. Therefore, 
since South Korea and Indonesia are signatories to the Kyoto protocol and have some 
policies related to environment, it would be desirable for both to promote both market- 
based enviromnental policies like pollution taxes and to some extend command and 
control policies to reduce environment problems cause by energy related activities.
7.6. Future Research Areas
The fact that this is the first attempt to make a comparative study of these two 
countries does not suggest the completeness of research in this area. Future research may 
explore the possibilities of enlarging the scope of the research to examine the effects of 
UEDT in demand for individual fuels. It may also be of interest to extend the study to 
cover more Asian developing countries. The fact that this study found that in both South 
Korea and Indonesia energy demand is more sensitive to income than real energy prices, 
a future study may look at cross-price relationship when estimating energy demand 
function in these countries in order to see if there is possibility of substitution between 
energies. Future studies could also consider extending the period of study beyond 2003. 
This is in order to see how robust the estimated models are in the light of the recent hike 
in world energy prices.
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