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Abstract: Subject to some relatively mild assumptions, we derive the complete form
of all timelike half-supersymmetric solutions to N = 2, D = 4 gauged supergravity
coupled to an arbitrary number of abelian vector multiplets. This is done using spinorial
geometry techniques. Explicit examples are given for a simple prepotential. Among
the solutions, there are near-horizon geometries of extremal rotating BPS black holes
still to be discovered, with a nontrivial dependence of the scalar fields on one of the
horizon coordinates.
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1. Introduction
BPS solutions to supergravity theories have played, and continue to play, an impor-
tant role in string theory developments. Supersymmetric black holes represent perhaps
one of the most notable examples of this: In presence of a sufficient amount of super-
symmetry, non-renormalization theorems allow to extrapolate an entropy computation
at weak string coupling (when the system is generically described by a configuration
of strings and branes) to the strong-coupling regime, where a description in terms of
a black hole is valid [1]. These entropy calculations have been essential for our cur-
rent understanding of black hole microstates. It is therefore important to dispose of a
systematic classification of BPS solutions, that allows to construct such backgrounds
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without the necessity to guess suitable ansaetze. Of particular interest in this context
are gauged supergravities, which are related to supersymmetric field theories by the
AdS/CFT correspondence. While we know by now a broad landscape of BPS solu-
tions to ungauged supergravities, including many different types of black holes and
black rings [2], only a few of their analogues in gauged supergravity have been con-
structed1. For instance, in four dimensions, there should exist rotating black holes in
gauged N = 8 supergravity (that admits a truncation to N = 2 gauged supergravity
coupled to three abelian vector multiplets [4]) with four independent electromagnetic
charges. Until now, the only known solutions of this type are the Kerr-Newman AdS
black holes, which correspond to setting the four charges equal, and the black holes in
SO(4) gauged N = 4 supergravity with two pairwise equal charges [5].
In this paper, we consider the theory of N = 2, D = 4 gauged supergravity cou-
pled to an arbitrary number of abelian vector multiplets, but with no hypermultiplets
(so-called Fayet-Iliopoulos gauging). The constraints obeyed by backgrounds admitting
at least one timelike Killing spinor were given in [6], generalizing the results for mini-
mal gauged supergravity [7]. Although the equations determining the BPS geometries
are rather involved, some explicit solutions of them describing static black holes with
nontrivial scalars turned on have been obtained in [8]. These black holes provide a
new ground to test the AdS/CFT correspondence: In principle it should be possible to
compute their microscopic entropy using the recently discovered Chern-Simons-matter
theories [9], and to compare it then with the macroscopic Bekenstein-Hawking result.
Here we go one step further with respect to [6] and impose the existence of at least
two Killing spinors, so we want to determine the most general half-supersymmetric
configurations2. There are several reasons motivating this:
First of all, it is of special interest to address cases of the AdS4/CFT3 correspon-
dence with less than maximal supersymmetry. For instance, supergravity vacua with
lower supersymmetry may have an interpretation on the CFT side as vacua with non-
zero expectation values of certain operators (spontaneous symmetry breaking), or as
deformations of the CFT (explicit symmetry breaking).
The second point is the attractor mechanism [13–17]. While the BPS attractor
flow has been studied extensively for asymptotically flat black holes, the AdS case was
considered only recently [8]3. In order to explore the BPS attractor flow in AdS, one
1Note that some of these analogues might not exist [3].
2In five dimensions, this was done in [10] and [11] for the timelike and null cases respectively.
Maximally supersymmetric solutions to four-dimensional N = 2 gauged supergravity were classified
in [12].
3For an analysis of the attractor mechanism in N = 2, D = 4 supergravity with SU(2) gauging
cf. [18].
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needs the near-horizon geometry of (possibly rotating) AdS black holes with scalar fields
turned on. In the asymptotically flat case, such near-horizon geometries are typically
fully supersymmetric, whereas, as we shall see below, in AdS they generically break
one half of the supersymmetries.
Furthermore, in gauged supergravity, interesting mathematical structures appear
in the base manifolds of reduced holonomy, over which supersymmetric spacetimes are
fibered. For instance, one can have U(1) holonomy with torsion [6] (the torsion coming
from the gauging), Einstein-Weyl spaces [19] or hyper-Ka¨hler torsion manifolds [20],
and one might ask how these structures are modified if one imposes the existence of
more than one Killing spinor.
Finally, in minimal N = 2, D = 4 gauged supergravity, the equations determin-
ing the BPS solutions reduce, under some assumptions, to the equations of motion
following from the gravitational Chern-Simons action [21]. While the deeper reason
for this remains obscure, it indicates that the full set of equations actually might be
integrable, i.e., it should be possible to construct a Lax pair for them. Requiring ad-
ditional supersymmetries can help to better understand the integrability structure of
this system.
The remainder of this paper is organized as follows: In section 2, we briefly review
the theory of N = 2, D = 4 supergravity with Fayet-Iliopoulos gauging. After that,
in 3, we impose the existence of a second Killing spinor, obtain the linear system into
which the Killing spinor equations turn, and derive the time-dependence of this second
covariantly constant spinor. Subsequently, the linear system is solved under some
relatively mild assumptions, and the spacetime geometry, the fluxes as well as a scalar
flow equation are obtained. The reader who is interested only in the final results can
skip the technical details and immediately jump to the summaries in sections (3.3.1),
(3.4.1), (3.4.2) and (3.4.3).
2. N = 2, D = 4 supergravity with Fayet-Iliopoulos gauging
We consider N = 2, D = 4 gauged supergravity coupled to nV abelian vector multiplets
[22]4. Apart from the vierbein eaµ, the bosonic field content includes the vectors A
I
µ
enumerated by I = 0, . . . , nV , and the complex scalars z
α where α = 1, . . . , nV . These
scalars parametrize a special Ka¨hler manifold, i. e. , an nV -dimensional Hodge-Ka¨hler
manifold that is the base of a symplectic bundle, with the covariantly holomorphic
sections
V =
(
XI
FI
)
, Dα¯V = ∂α¯V − 1
2
(∂α¯K)V = 0 , (2.1)
4Throughout this paper, we use the notations and conventions of [23].
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where K is the Ka¨hler potential and D denotes the Ka¨hler-covariant derivative. V
obeys the symplectic constraint
〈V , V¯〉 = XIF¯I − FIX¯I = i . (2.2)
To solve this condition, one defines
V = eK(z,z¯)/2v(z) , (2.3)
where v(z) is a holomorphic symplectic vector,
v(z) =
(
ZI(z)
∂
∂ZI
F (Z)
)
. (2.4)
F is a homogeneous function of degree two, called the prepotential, whose existence is
assumed to obtain the last expression. The Ka¨hler potential is then
e−K(z,z¯) = −i〈v , v¯〉 . (2.5)
The matrix NIJ determining the coupling between the scalars zα and the vectors AIµ is
defined by the relations
FI = NIJXJ , Dα¯F¯I = NIJDα¯X¯J . (2.6)
The bosonic action reads
e−1Lbos = 1
16πG
R +
1
4
(ImN )IJF IµνF Jµν −
1
8
(ReN )IJ e−1ǫµνρσF IµνF Jρσ
−gαβ¯∂µzα∂µz¯β¯ − V , (2.7)
with the scalar potential
V = −2g2ξIξJ [(ImN )−1|IJ + 8X¯IXJ ] , (2.8)
that results from U(1) Fayet-Iliopoulos gauging. Here, g denotes the gauge coupling
and the ξI are constants. In what follows, we define gI = gξI.
The supersymmetry transformations of the gravitini ψiµ (i = 1, 2) and gaugini λ
α
i
are5
δψiµ = Dµ(ω)ǫ
i + igIX
Iγµσ3
ijǫj +
1
4
γabF
−Iabǫijγµǫj(ImN )IJXJ , (2.9)
5They result from the expressions given in [23] by taking ~PI = ~e ξI for the moment maps (FI
gauging), where ~e denotes a unit vector that can be chosen to point in the 3-direction without loss of
generality. The antiselfdual parts F−I of the fluxes as well as the σ-matrices and the Ka¨hler-covariant
derivatives D are also given in [23].
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δλαi = −
1
2
gαβ¯Dβ¯X¯I(ImN )IJF−Jµν γµνǫijǫj + γµ∂µzαǫi − 2igIσ3ijgαβ¯Dβ¯X¯Iǫj , (2.10)
where
Dµ(ω)ǫ
i = (∂µ +
1
4
ωabµ γab)ǫ
i +
i
2
Aµǫ
i + igIA
I
µσ3j
iǫj . (2.11)
Here, Aµ is the gauge field of the Ka¨hler U(1),
Aµ = − i
2
(∂αK∂µzα − ∂α¯K∂µz¯α¯) . (2.12)
The most general timelike supersymmetric background of the theory described
above was constructed in [6], and is given by
ds2 = −4|b|2(dt+ σ)2 + |b|−2(dz2 + e2Φdwdw¯) , (2.13)
where the complex function b(z, w, w¯), the real function Φ(z, w, w¯) and the one-form
σ = σwdw + σw¯dw¯, together with the symplectic section (2.1)
6 are determined by the
equations
∂zΦ = 2igI
(
X¯I
b
− X
I
b¯
)
, (2.14)
4∂∂¯
(
XI
b¯
− X¯
I
b
)
+ ∂z
[
e2Φ∂z
(
XI
b¯
− X¯
I
b
)]
(2.15)
−2igJ∂z
{
e2Φ
[
|b|−2(ImN )−1|IJ + 2
(
XI
b¯
+
X¯I
b
)(
XJ
b¯
+
X¯J
b
)]}
= 0 ,
4∂∂¯
(
FI
b¯
− F¯I
b
)
+ ∂z
[
e2Φ∂z
(
FI
b¯
− F¯I
b
)]
−2igJ∂z
{
e2Φ
[
|b|−2ReNIL(ImN )−1|JL + 2
(
FI
b¯
+
F¯I
b
)(
XJ
b¯
+
X¯J
b
)]}
−8igIe2Φ
[
〈I , ∂zI〉 − gJ|b|2
(
XJ
b¯
+
X¯J
b
)]
= 0 , (2.16)
2∂∂¯Φ = e2Φ
[
igI∂z
(
XI
b¯
− X¯
I
b
)
+
2
|b|2gIgJ(ImN )
−1|IJ + 4
(
gIX
I
b¯
+
gIX¯
I
b
)2]
,
(2.17)
dσ + 2 ⋆(3)〈I , dI〉 − i|b|2gI
(
X¯I
b
+
XI
b¯
)
e2Φdw ∧ dw¯ = 0 . (2.18)
6Note that also σ and V are independent of t.
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Here ⋆(3) is the Hodge star on the three-dimensional base with metric7
ds23 = dz
2 + e2Φdwdw¯ , (2.19)
and we defined ∂ = ∂w, ∂¯ = ∂w¯, as well as
I = Im (V/b¯) . (2.20)
Given b, Φ, σ and V, the fluxes read
F I = 2(dt+ σ) ∧ d [bXI + b¯X¯I]+ |b|−2dz ∧ dw¯ [X¯I(∂¯b¯+ iAw¯ b¯) + (DαXI)b∂¯zα−
XI(∂¯b− iAw¯b)− (Dα¯X¯I)b¯∂¯z¯α¯
]− |b|−2dz ∧ dw [X¯I(∂b¯+ iAw b¯)+
(DαXI)b∂zα −XI(∂b− iAwb)− (Dα¯X¯I)b¯∂z¯α¯
]−
1
2
|b|−2e2Φdw ∧ dw¯ [X¯I(∂z b¯+ iAz b¯) + (DαXI)b∂zzα −XI(∂zb− iAzb)−
(Dα¯X¯I)b¯∂z z¯α¯ − 2igJ(ImN )−1|IJ
]
. (2.21)
If the constraints (2.14)-(2.18) are satisfied, the solution admits the Killing spinor
(ǫ1, ǫ2) = (1, be2) (cf. appendix A for a summary of the essential information needed to
realize spinors in terms of forms).
Before we continue, a short comment on Ka¨hler-covariance is in order. Under a
Ka¨hler transformation
K 7→ K + f(zα) + f¯(z¯α¯) , (2.22)
the Killing spinors transform as
ǫi 7→ e(f¯−f)/4ǫi , ǫi 7→ e−(f¯−f)/4ǫi . (2.23)
On the other hand, under a U(1) gauge transformation
AIµ 7→ AIµ + ∂µχI , (2.24)
we have
ǫ1 7→ e−igIχI ǫ1 , ǫ2 7→ e−igIχIǫ2 . (2.25)
Under a combined Ka¨hler/U(1) transformation with igIχ
I = (f¯ − f)/4, the Killing
spinor representative (ǫ1, ǫ2) = (1, be2) is forminvariant; it goes over into (1, b
′e2), with
b′ = e−(f¯−f)/2b. One easily checks that the eqns. (2.14)-(2.18) are covariant under
Ka¨hler transformations if b is replaced by b′. In what follows we sometimes use the
Ka¨hler-covariant derivatives of b defined by
Dµb = (∂µ − iAµ)b , Dµb¯ = (∂µ + iAµ)b¯ , (2.26)
as well as D ≡ Dw, D¯ ≡ Dw¯. These satisfy D′µb′ = e−(f¯−f)/2Dµb.
7Whereas in the ungauged case, this base space is flat and thus has trivial holonomy, here we have
U(1) holonomy with torsion [6].
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3. Half-supersymmetric backgrounds
Let us now investigate the additional conditions satisfied by half-supersymmetric vacua
in the timelike class. As the stability subgroup of the first Killing spinor was already
used in [6] to obtain the eqns. (2.14)-(2.18), the second one cannot be simplified any-
more, and is thus of the general form
ǫ1 = α1 + βe12 , ǫ
2 = γ1 + δe12 , ǫ1 = α¯e1 − β¯e2 , ǫ2 = γ¯e1 − δ¯e2 , (3.1)
where α, β, γ, δ are complex-valued functions.
The conditions coming from an additional Killing spinor are easily obtained by
plugging (3.1) into (2.9) and (2.10) (with δψiµ = δλ
α
i = 0), and taking into account the
constraints on the bosonic fields implied by the first Killing spinor (ǫ1, ǫ2) = (1, be2),
given in [6]. This will be done in the following subsection.
3.1 The linear system
From the vanishing of the gaugini supersymmetry transformations (2.10) we get
(β¯ − bγ)∂zzα + 2e−Φ
√
b
b¯
(b¯α¯ + δ)∂zα = 4igαβ¯Dβ¯X¯IgIγ , (3.2)
(b¯α¯ + δ)∂zz
α − 2e−Φ
√
b¯
b
(β¯ − bγ)∂¯zα = 0 , (3.3)
(bα + δ¯)∂zz
α − 2e−Φ
√
b
b¯
(β − b¯γ¯)∂zα = 0 , (3.4)
(β − b¯γ¯)∂zzα + 2e−Φ
√
b¯
b
(bα + δ¯)∂¯zα = −4i
b
gαβ¯Dβ¯X¯IgIβ , (3.5)
while the gravitini variations (2.9) yield
∂tα = −ib¯Ωz(bα + δ¯) + 2ie−Φ|b|Ωw(β − b¯γ¯) ,
∂tβ = 2ie
−Φb¯|b|Ωw¯(bα + δ¯) + ibb¯Ωz(β − b¯γ¯) + 4i(bX·g + b¯X¯·g)β − 4ibb¯X·gγ¯ ,
∂tγ = 2i|b|e−ΦΩw(b¯α¯ + δ) + ib¯Ωz(β¯ − bγ) + 4iX·gβ¯ − 4i(bX·g + b¯X¯·g)γ ,
∂tδ = ibb¯Ωz(b¯α¯ + δ)− 2ie−Φb¯|b|Ωw¯(β¯ − bγ) , (3.6)
∂zα = −iΩz
2b
(bα + δ¯)− ie
−Φ
|b| Ωw(β − b¯γ¯) ,
∂zβ = i
√
b¯
b
e−ΦΩw¯(bα + δ¯)− i
2
Ωz(β − b¯γ¯) + β∂z ln |b|+ 2iX·gγ¯ ,
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∂zγ = −ie
−Φ
|b| Ωw(b¯α¯ + δ) +
i
2b
Ωz(β¯ − bγ) + 2iX·g
bb¯
β¯ − γ
2
∂z ln
b
b¯
,
∂zδ = −ie−Φ
√
b¯
b
Ωw¯(β¯ − bγ)− i
2
Ωz(b¯α¯ + δ) + δ∂z ln b¯ , (3.7)
∂α = − i
b
(Ωw + bb¯Ωzσw)(bα + δ¯) + 2ie
−Φ|b|Ωwσw(β − b¯γ¯) ,
∂β = −ie
Φ
2
√
b¯
b
(
Ωz − 4e−2Φbb¯Ωw¯σw + 4X·g
b¯
)
(bα + δ¯)− β∂(Φ− ln |b|)
+ibb¯Ωzσw(β − b¯γ¯) + 4i(bX·g + b¯X¯·g)σwβ − 4ibb¯X·gσwγ¯ ,
∂γ =
i
b
(Ωw + bb¯Ωzσw)(β¯ − bγ) + γ∂
(
Φ− 1
2
ln
b
b¯
)
+2i|b|e−ΦΩwσw(b¯α¯ + δ) + 4iX·gσwβ¯ − 4i(bX·g + b¯X¯·g)σwγ ,
∂δ = ibb¯Ωzσw(b¯α¯+ δ) +
ieΦ
2
√
b¯
b
(Ωz − 4e−2Φbb¯Ωw¯σw)(β¯ − bγ)
−2iX·geΦ
√
b
b¯
γ + δ∂ ln b¯ , (3.8)
∂¯α = −ib¯Ωzσw¯(bα + δ¯) + 2iX·ge
Φ
b¯|b| β +
ieΦ
2|b|(Ωz + 4bb¯e
−2ΦΩwσw¯)(β − b¯γ¯) ,
∂¯β = −i(Ωw¯ − bb¯Ωzσw¯)(β − b¯γ¯) + β∂¯(Φ + ln |b|)
+2ie−Φb¯|b|Ωw¯σw¯(bα + δ¯) + 4i(bX·g + b¯X¯·g)σw¯β − 4ibb¯X·gσw¯γ¯ ,
∂¯γ =
ieΦ
2|b|
(
Ωz + 4bb¯e
−2ΦΩwσw¯ +
4X·g
b¯
)
(b¯α¯ + δ)− γ∂¯
(
Φ +
1
2
ln
b
b¯
)
+ib¯Ωzσw¯(β¯ − bγ) + 4iX·gσw¯β¯ − 4i(bX·g + b¯X¯·g)σw¯γ ,
∂¯δ = −i (Ωw¯ − bb¯Ωzσw¯) (b¯α¯ + δ)− 2ie−Φb¯|b|Ωw¯σw¯(β¯ − bγ) + δ∂¯ ln b¯ , (3.9)
where X·g = XIgI and Ωµ = Aµ − i∂µ ln b¯.
To proceed it is convenient to set b = reiϕ and to introduce the new basis8
~ψ =


ψ0
ψ1
ψ2
ψ12

 =


α
−r2α− b¯δ¯
re−Φb¯γ¯
re−Φβ

 , (3.10)
8Note that the first Killing spinor has components (1, 0, 0, 0) in this basis.
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in which the gaugini conditions (3.2)-(3.5) become
ψ¯−∂zz
α + 2e−2Φψ¯1∂z
α = −4i
b
gαβ¯Dβ¯X¯IgIψ¯2 , (3.11)
ψ¯1∂zz
α − 2ψ¯−∂¯zα = 0 , (3.12)
ψ1∂zz
α − 2ψ−∂zα = 0 , (3.13)
ψ−∂zz
α + 2e−2Φψ1∂¯z
α =
4i
b
gαβ¯Dβ¯X¯IgIψ12 , (3.14)
with ψ± = ψ2 ± ψ12. In general the Killing spinor equations do not readily provide
information and one has to resort to their integrability conditions. Rewriting the linear
system (3.6)-(3.9) in the basis (3.10), and defining Q = e−2Φb¯Db¯, P = e−2ΦbDb, one
finds that the t-w integrability condition implies
−1
2
(
DzQ− ie−2Φb¯2Fzw
)
ψ1 + (DQ)ψ− = 0 , (3.15)
−1
2
(
DzP + ie
−2Φb2Fzw
)
ψ1 + (DP )ψ− = 0 , (3.16)
fAψ1 + fBψ− − 2i∂(bX·g)ψ2 = 0 , (3.17)
fCψ1 + fDψ− + 2i∂(b¯X¯·g)ψ12 = 0 , (3.18)
where Fµν denotes the field strength of the Ka¨hler U(1) (2.12), and
fA =
b¯
2b
[−2e−2ΦDbD¯b+ 2e−2ΦbDD¯b− (Dzb)2 + 6iX¯·gDzb+ 8(X¯·g)2] ,
fB =
b¯
2b
e2Φ(DzP + ie
−2Φb2Fzw)− 2i[X·gDb+ b¯DX¯·g] ,
fC =− b
2b¯
[−2e−2ΦDb¯D¯b¯+ 2e−2Φb¯DD¯b¯− (Dz b¯)2 − 6iX·gDzb¯+ 8(X·g)2] ,
fD =− b
2b¯
e2Φ(DzQ− ie−2Φb¯2Fzw)− 2i[X¯·gDb¯+ bDX·g] .
3.2 Time-dependence of second Killing spinor
In this subsection we will make use of the Killing spinor equations (3.6)-(3.9) and
the integrability conditions (3.15)-(3.18) to derive the time-dependence of the second
Killing spinor. Let us define g(t, z, w, w¯) by
ψ− =
1
2
g(t, z, w, w¯)(DzP + ie
−2Φb2Fzw) .
Plugging this into (3.16), one gets under the assumption DzP + ie
−2Φb2Fzw 6= 09
ψ1 = gDP .
9The case DzP + ie
−2Φb2Fzw = 0 will be considered in appendix B.
Using this form of ψ− and ψ1, the integrability condition (3.17) becomes
fAgDP + fB
g
2
(DzP + ie
−2Φb2Fzw)− 2iψ2∂(bX·g) = 0 . (3.19)
Now, if g = 0 the gravitini equations (3.6)-(3.9) imply that X·g = 0. If we exclude
for the time being this degenerate subcase, we have g 6= 0 and thus g =: eG. Dividing
(3.19) by g and deriving with respect to t yields ∂t(ψ2/g) = 0 (if ∂(bX·g) 6= 0) and
hence
ψ2 = e
Gψ˜2(z, w, w¯) .
It is then clear that ∂tψi = ψi∂tG, i = 1, 2, 12. The Killing spinor equations are of the
form ∂µψi =Mµijψj, for some time-independent matrices Mµ. Taking the derivative
of this with respect to t, one gets ∂µ∂tG = 0, and therefore
G = G0t+ G˜(z, w, w¯) ,
with G0 ∈ C constant. We have thus
∂tψi = G0ψi (3.20)
Furthermore the time-dependence of ψ0 can be easily deduced from the Killing spinor
equations for ψ0,
∂tψ0 =iΩzψ1 − 2iΩwψ− , (3.21)
∂zψ0 =
i
2r2
Ωzψ1 +
i
r2
Ωwψ− , (3.22)
∂ψ0 =
(
i
r2
Ωw + iΩzσw
)
ψ1 − 2iΩwσwψ− , (3.23)
∂¯ψ0 =iΩzσw¯ψ1 −
(
ie2Φ
2r2
Ωz + 2iΩwσw¯
)
ψ− +
2iX·ge2Φ
b¯r2
ψ12 . (3.24)
Deriving (3.21)-(3.24) with respect to t and taking into account (3.20), one obtains
∂t∂µψ0 = G0∂µψ0. Hence ∂tψ0 = G0ψ0 + λ where λ is an arbitrary constant. If G0 6= 0,
this implies
ψ0 = − λ
G0
+ ψ˜0(z, w, w¯)e
G0t . (3.25)
In that case one can set λ = 0 without loss of generality, because a nonvanishing
λ simply corresponds to adding a multiple of the first Killing spinor to the second.
The time-dependence of ψ0 is thus of the same exponential form as that of the other
components of the second Killing spinor,
ψ0 = ψ˜0(z, w, w¯)e
G0t , ψi = ψ˜i(z, w, w¯)e
G0t .
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If G0 vanishes we have
ψ0 = λt + ψ˘0(z, w, w¯) , ψi = ψ˘i(z, w, w¯) (3.26)
(so that one cannot choose λ = 0 in this case).
Plugging this time-dependence into the subsystem of the Killing spinor equations
not containing ψ0 one obtains the following reduced system for ψi:
∂zψ1 +
(
G0
2bb¯
− ∂zb
b
+ iAz
)
ψ1 + 2
(
∂b
b
− iAw
)
ψ− = 0 , (3.27)
∂zψ2 +
(
G0
2bb¯
− ∂z b¯
b¯
− 4iX·g
b¯
− iAz
)
ψ2 −
(
∂zb
b
− 4iX¯·g
b
− iAz
)
ψ12 = 0 , (3.28)
∂zψ12 + 2e
−2Φ
(
∂¯b¯
b¯
+ iAw¯
)
ψ1 +
(
G0
2bb¯
− ∂zb
b
− ∂z b¯
b¯
− 4iX·g
b¯
)
ψ12 = 0 , (3.29)
∂zψ1 −
(
G0
2bb¯
+
∂z b¯
b¯
+ iAz
)
ψ1 + 2
(
∂b¯
b¯
+ iAw
)
ψ− = 0 , (3.30)
∂zψ2 − 2e−2Φ
(
∂¯b
b
− iAw¯
)
ψ1 −
(
G0
2bb¯
+
∂zb
b
+
∂z b¯
b¯
− 4iX¯·g
b
)
ψ2 = 0 , (3.31)
∂zψ12 −
(
∂z b¯
b¯
+ 4i
X·g
b¯
+ iAz
)
ψ2 −
(
G0
2bb¯
+
∂zb
b
− 4iX¯·g
b
− iAz
)
ψ12 = 0 , (3.32)
∂ψ1 − G0σwψ1 = 0 , (3.33)
∂ψ2 +
(
∂zb
2b
− 2iX¯·g
b
− i
2
Az
)
ψ1 −
(
G0σw +
∂b
b
+
∂b¯
b¯
− 2∂Φ
)
ψ2 = 0 , (3.34)
∂ψ12 −
(
∂z b¯
2b¯
+ 2i
X·g
b¯
+
i
2
Az
)
ψ1 −
(
G0σw +
∂b
b
+
∂b¯
b¯
− 2∂Φ
)
ψ12 = 0 , (3.35)
∂¯ψ1 −
(
G0σw¯ +
∂¯b
b
+
∂¯b¯
b¯
)
ψ1
− e2Φ
[(
∂zb
2b
+
∂z b¯
2b¯
)
ψ− − 2i
(
X¯·g
b
ψ2 +
X·g
b¯
ψ12
)]
= 0 , (3.36)
∂¯ψ2 −
(
G0σw¯ +
∂¯b¯
b¯
+ iAw¯
)
ψ2 −
(
∂¯b
b
− iAw¯
)
ψ12 = 0 , (3.37)
∂¯ψ12 −
(
∂¯b¯
b¯
+ iAw¯
)
ψ2 −
(
G0σw¯ +
∂¯b
b
− iAw¯
)
ψ12 = 0 . (3.38)
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From the difference of eqns. (3.28)-(3.32) and (3.37)-(3.38) one gets respectively
∂zψ− = − G0
2bb¯
ψ+ , ∂¯ψ− = G0σw¯ψ− . (3.39)
Furthermore, [(3.31)− (3.29)− 2e−2Φ(3.36)] yields
∂¯ψ1 =
e2Φ
2
∂zψ− − G0
(
e2Φ
4bb¯
ψ+ − σw¯ψ1
)
. (3.40)
Obviously for G0 = 0, the equations (3.27)-(3.38) simplify significantly. Let us now
study this particular case under the additional assumption ψ− 6= 0 and ψ1 6= 0.
3.3 Case G0 = 0, ψ− 6= 0 and ψ1 6= 0
For G0 = 0 one gets from (3.33), (3.39) and (3.40)
ψ1 = ψ1(z) , ψ− = ψ−(w) .
Assuming ψ− 6= 0, the gaugini equations (3.11)-(3.14) imply
∂zz
α = −4i
b
gαβ¯Dβ¯X¯IgI
ψ−ψ¯2
ψ−ψ¯− + e−2Φψ1ψ¯1
, (3.41)
∂zα =
ψ1
2ψ−
∂zz
α , (3.42)
∂¯zα =
ψ¯1
2ψ¯−
∂zz
α , (3.43)
0 = gαβ¯Dβ¯X¯IgI
(
ψ2ψ¯2 − ψ12ψ¯12
)
. (3.44)
From eqns. (3.42) and (3.43) we obtain
Azψ1 − 2Awψ− = 0 . (3.45)
(3.27)+(3.30) and (3.29)−(3.31) yield respectively
∂zψ1 = ψ1∂z ln |b| − 2ψ−∂ ln |b| , (3.46)
0 = ψ−∂z ln |b|+ 2e−2Φψ1∂¯ ln |b| − 2i
(
X¯·g
b
ψ2 +
X·g
b¯
ψ12
)
. (3.47)
Using (3.46) and (3.47) it is easy to shew that
ψ¯1∂zψ1 − ψ1∂zψ¯1 = 2ie2Φ
(
X·g
b¯
+
X¯·g
b
)
(ψ2ψ¯2 − ψ12ψ¯12) . (3.48)
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Because we are interested only in the case in which gαβ¯Dβ¯X¯IgI 6= 010, (3.44) implies
|ψ2| = |ψ12| and thus from (3.48) one gets
ψ¯1∂zψ1 − ψ1∂zψ¯1 = 0 . (3.49)
Hence ψ1 = ζ(z)e
iθ0 where θ0 is a constant and ζ(z) is a real function. By rescaling
ψi → e−iθ0ψi we can take ψ1 real and positive without loss of generality. By assumption
both ψ1 and ψ− are non-vanishing, which allows to introduce new coordinates Z, W
and W¯ such that
dZ = − 2dz
ψ1(z)
, dW =
dw
ψ−(w)
, dW¯ =
dw¯
ψ¯−(w¯)
.
Note that one can set ψ− = 1 using the residual gauge invariance w 7→ W (w), Φ 7→
Φ − 1
2
ln(dW/dw)− 1
2
ln(dW¯/dw¯) leaving invariant the metric e2Φdwdw¯. We can thus
take W = w in the following. (3.27) and (3.30) are then equivalent to
(∂Z + ∂)ϕ = 0 , ∂Z lnψ1 − (∂Z + ∂) ln r = 0 .
From the real part of the first equation one has
ϕ = ϕ(Z − w − w¯) .
Using ψ1 = ψ1(Z), the second equation implies
(∂Z + ∂)
r
ψ1
= 0 , (3.50)
and therefore
r
ψ1
= ρ(Z − w − w¯) .
The function b must thus have the form
b(Z,w, w¯) = ψ1(Z)B(Z − w − w¯) ,
where B(Z−w− w¯) = ρ(Z−w− w¯)eiϕ(Z−w−w¯). Taking into account (2.14) and (3.50),
the difference between (3.34) and (3.35) yields
(∂Z + ∂)(lnψ1 − Φ) = 0 ,
10One readily shows that gαβ¯Dβ¯X¯IgI = 0 leads to ∂β¯V = 0, where V is the scalar potential (2.8).
Unless there are flat directions in the potential, these equations completely fix the moduli which are
thus constant.
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so that lnψ1 − Φ = −H(Z − w − w¯) with H real. This gives
e2Φ = ψ21e
2H
for the conformal factor. The conditions (3.41)-(3.44) coming from the gaugino varia-
tions boil down to
∂Zz
α =
i
B
gαβ¯Dβ¯X¯IgI
1− ψ+
1 + e−2H
, (3.51)
∂zα = ∂¯zα = −∂Zzα , (3.52)
ψ¯+ = −ψ+ . (3.53)
From equation (3.52) we obtain that zα = zα(Z−w−w¯). In terms of the new coordinate
Z, (2.14) reads
∂ZΦ+ i
(
X¯·g
B
− X·g
B¯
)
= 0 .
Using the definition of H we get
∂Z lnψ1 = −H˙ − i
(
X¯·g
B
− X·g
B¯
)
, (3.54)
where a dot denotes a derivative w.r.t. Z − w − w¯. As the lhs depends only on Z and
the rhs depends only on Z − w − w¯, we can conclude that ∂Z lnψ1 = κ with some
real constant κ, i.e., ψ1(Z) = ψ
(0)
1 e
κZ . By shifting Z one can set ψ
(0)
1 = 1. The only
remaining nontrivial equations in the system (3.27)-(3.38) read
∂Zψ+ − 2
(
ρ˙
ρ
− H˙
)
ψ+ + 2i (ϕ˙− AZ) + 2i
(
X¯·g
B
+
X·g
B¯
)
= 0 , (3.55)
∂Zψ+ −
(
2
ρ˙
ρ
− H˙ + κ
)
ψ+ − 2ie−2H (ϕ˙−AZ)− i
(
X¯·g
B
+
X·g
B¯
)
= 0 , (3.56)
∂ψ+ + 2
(
ρ˙
ρ
− H˙
)
ψ+ − 2i (ϕ˙−AZ)− 2i
(
X¯·g
B
+
X·g
B¯
)
= 0 , (3.57)
∂¯ψ+ + 2
ρ˙
ρ
ψ+ − 2i (ϕ˙−AZ) = 0 , (3.58)
i
(
X¯·g
B
+
X·g
B¯
)
ψ+ + 2
(
1 + e−2H
) ρ˙
ρ
− H˙ + κ = 0 . (3.59)
From (3.55)+(3.57) and (3.55)+(3.58) we obtain respectively
(∂Z + ∂)ψ+ = 0 , (3.60)(
∂Z + ∂¯
)
ψ+ = −2H˙ψ+ − 2i
(
X¯·g
B
+
X·g
B¯
)
. (3.61)
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Since ψ+ is imaginary (cf. (3.53)), (3.60) implies ψ+ = ψ+(Z − w − w¯) so that (3.61)
yields
H˙ψ+ + i
(
X¯·g
B
+
X·g
B¯
)
= 0 . (3.62)
Using these informations, eqns. (3.55)-(3.59) reduce further to
[(
1 + e2H
) ψ+
ρ2
]·
− κe2H ψ+
ρ2
= 0 , (3.63)
(
ψ+
ρ2
)·
+ 2i
ϕ˙− AZ
ρ2
= 0 , (3.64)
H˙
(
1 + ψ2+
)− 2 ρ˙
ρ
(
1 + e−2H
)
= κ . (3.65)
Eliminating ρ˙/ρ from (3.63) and (3.65) leads to
H˙ψ+(1− ψ2+) + (1 + e−2H)ψ˙+ = 0 , (3.66)
that can be integrated to give
ψ+ =
ia√
1 + e2H − a2 , (3.67)
where a is real integration constant. To proceed we observe that from (3.54) and (3.62)
one obtains for the function B,
B = − 2iX¯·g
H˙(1 + ψ+) + κ
, (3.68)
and thus for its absolute value ρ and phase ϕ
ρ−2 =
(κ+ H˙)2 − H˙2ψ2+
4X·gX¯·g , (3.69)
tanϕ = i
(X·g + X¯·g)(κ+ H˙) + (X·g − X¯·g)(H˙ψ+)
(X·g − X¯·g)(κ+ H˙) + (X·g + X¯·g)(H˙ψ+)
. (3.70)
Using (3.69), (3.65) yields a relation between H and X·g,
0 = 2
(
1 + e−2H
)
H¨ + H˙2
(
1 + 3ψ2+
)− κ2
−
(
H˙ + κ
)2
− H˙2ψ2+
H˙ (1− ψ2+) + κ
(
1 + e−2H
)(X˙·g
X·g +
˙¯X·g
X¯·g
)
, (3.71)
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while (3.64) gives AZ ,
AZ =
i
2
{
(1 + ψ+)
X˙·g
X·g − (1− ψ+)
˙¯X·g
X¯·g (3.72)
−H˙ψ+
(
1− ψ2+
) (
1 + e−2H
)−1(
H˙ + κ
)2
− H˙2ψ2+
[
2
(
1 + e−2H
)
H¨ + H˙2
(
1 + 3ψ2+
)− κ2]

 .
Making use of (3.71), this boils down to
AZ = −
[
H˙
(
1− ψ2+
)
+ κ
]−1
Im
{[
H˙ (1− ψ+) + κ
]
(1 + ψ+)
X˙·g
X·g
}
. (3.73)
The condition (2.17) is then automatically satisfied: Plugging the relation
X˙·g + iAZX·g = z˙αDαX·g = i
B
gαβ¯DαX·gDβ¯X¯·g
1− ψ+
1 + e−2H
,
(where we used (3.51) in the second step) into
−1
2
(ImN )−1|IJgIgJ = X·gX¯·g + gαβ¯DαX·gDβ¯X¯·g ,
that follows from special geometry [23], one gets
(ImN )−1|IJgIgJ = −2X·gX¯·g + 4X¯·g
H˙(1 + ψ+) + κ
1 + e−2H
1− ψ+
(
X˙·g + iAZX·g
)
.
Inserting this into (2.17), the latter becomes
0 = 2
(
1 + e−2H
)
H¨ + H˙2
(
1 + 3ψ2+
)− κ2
−2
[
H˙(1− ψ+) + κ
] 1 + e−2H
1− ψ+
(
X˙·g
X·g + iAZ
)
, (3.74)
which coincides with (3.71) once we substitute in it the expression (3.73) for AZ .
The Bianchi identities (2.15) and Maxwell equations (2.16) can be integrated once,
with the result
(1 + e2H)
(
XI
B¯
− X¯
I
B
)·
− κe2H
(
XI
B¯
− X¯
I
B
)
+ ie2H
[
(ImN )−1|IJ gJ
BB¯
+ 2iH˙ψ+
(
XI
B¯
+
X¯I
B
)]
= ipI , (3.75)
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(1 + e2H)
(
FI
B¯
− F¯I
B
)·
− κe2H
(
FI
B¯
− F¯I
B
)
− gIe2H ψ+
ρ2
+ ie2H
[
ReNIL (ImN )−1|JL gJ
BB¯
+ 2iH˙ψ+
(
FI
B¯
+
F¯I
B
)]
= iqI , (3.76)
where pI , qI are integration constants. It is straightforward to show that (3.75) and
(3.76) are implied by (3.51), (3.64)-(3.66) and (3.68) iff pI = qI = 0
11.
Finally, the shift vector σ follows from (2.18) that simplifies to
∂Zσw =
e−κZ
4
(
ψ+
ρ2
)·
, ∂σw¯ − ∂¯σw = −e
−κZ
2
(
e2H
ψ+
ρ2
)·
, (3.77)
whose solution is
σ = −e
−κZ
4
e2H
ψ+
ρ2
(dw − dw¯) . (3.78)
Note that in the case κ 6= 0 one can always set κ = 1 by rescaling the coordinates.
The missing component ψ0 of the second Killing spinor is determined by the system
(3.21)-(3.24) that can be integrated straightforwardly. This yields (after going back to
the original basis)
α = αˆ− 2κt− ψ1
2bb¯
− e
2Φψ+
2ψ1bb¯
, β = − e
Φ
2|b| (1− ψ+) ,
γ = −β
b
, δ = −b¯α¯− ψ1
b
(3.79)
for the second Killing spinor. Here, αˆ denotes an integration constant. As is clear
from (2.9) and (2.10), C(ǫ1, ǫ2), with C ∈ C an arbitrary constant, is again Killing if
(ǫ1, ǫ2) is. This means that multiplication of α and β by C and of γ and δ by C¯ gives
again a solution of the Killing spinor equations. Choosing αˆ = 1/C, in order to obtain
the first Killing spinor when C → 0, the norm squared of the associated Killing vector
Vµ = A(ǫ
i, γµǫi) (with A given in (A.4)) turns out to be
V 2 =− 4|b|2

|1− 2κCt|2 −
[
|C|ψ1
(
1 + e2H
)
2|b|2
]2
1− a2
1 + e2H − a2
+
ψ1e
2H
|b|2
aImC√
1 + e2H − a2
}2
−
(
2ψ1ImC
|b|
)2
. (3.80)
11This does not mean that all the fluxes vanish.
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For V 2 = 0 the solution belongs also to the null class considered in [24]. This happens
for ImC = 0, κ = 0, a2 < 1 and
H˙ =
√
8X·gX¯·g
|C|(1− a2)1/2
(1 + e2H − a2)3/4
1 + e2H
. (3.81)
(3.81) is actually the general form of H˙ in the case κ = 0. To see this, observe that
(3.63) implies
(1 + e2H)
ψ+
ρ2
= ih0 , (3.82)
if κ = 0, where h0 is a real integration constant. Using the expressions (3.67) and (3.69)
for ψ+ and ρ
2 we obtain exactly (3.81), with h0 and C related by h0|C|(1−a2)1/2 = 2a.
Plugging the expression for H˙ into (3.51) we find that the scalars have to satisfy the
flow equation
z˙α = −
(
h0X·g
aX¯·g
)1/2 gαβ¯Dβ¯X¯·g
(1 + e−2H) (1 + e−2H − a2)1/4
. (3.83)
Using w = x+ iy and dZ = dH
H˙
+ 2dx, the metric reads
ds2 = −4ρ2
[
dt− e2H iψ+
2ρ2
dy
]2
+
1
4ρ2
(
dH
H˙
+ 2dx
)2
+
e2H
ρ2
(dx2 + dy2) , (3.84)
where ψ+, ρ
2 and H˙ are given by (3.67), (3.69) and (3.81) respectively. As a check, let
us show that this solution does indeed coincide with one of the 1/2 BPS lightlike case
classified in [24]. To this end, consider the coordinate transformation
u =
2a
h0
(1− a2)−1/2t+ x+ µ(χ) , v = t√
2
− h0
2
√
2a
(1− a2)1/2x+ ν(χ) ,
Ψ = 4a
(
a
h0
)1/2
(1− a2)−1/4t− 2
(
h0
a
)1/2
(1− a2)3/4y ,
cothχ = (1− a2)−1/2(1 + e2H − a2)1/2 ,
with
dν
dχ
=
(tanhχ)1/2
8
√
2(X·gX¯·g)1/2(1− a2)1/4
(
h0
a
)1/2
,
dµ
dχ
= −2
√
2a
h0
(1− a2)−1/2 dν
dχ
.
Then, the metric (3.84), the fluxes (2.21) and the flow equation (3.83) become
ds2 = −2
√
2 cothχdudv +
dχ2
16 sinh2χX·gX¯·g +
dΨ2
2 sinh 2χ
, (3.85)
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F I =
(ImN )−1|IJgJ
4 cosh2χ(X·gX¯·g tanhχ)1/2dΨ ∧ dχ ,
dzα
dχ
=
gαβ¯Dβ¯X¯·g
X¯·g sinh 2χ , (3.86)
which are exactly the eqns. (5.33), (5.34) and (5.24) of [24]. We also see that in this
case, a can be eliminated by a diffeomorphism, and thus is not really a parameter of
the solution.
3.3.1 Summary
In the case DzP + ie
−2Φb2Fzw 6= 0 and G0 = 0 and under the additional assumptions
ψ− 6= 0 and ψ1 6= 0, the fields are given in terms of the solutions of the system
z˙α = −
[
H˙(1 + ψ+) + κ
] 1− ψ+
1 + e−2H
gαβ¯Dβ¯X¯·g
2X¯·g (3.87)
and (3.71), where κ = 0, 1, the scalars zα and the real function H depend only on the
combination Z − w − w¯, and ψ+ is given by (3.67), with a ∈ R an arbitrary constant.
Furthermore, a dot denotes a derivative w.r.t. Z − w − w¯. Once a solution (zα, H) is
determined, one defines ρ by (3.69). Then, the metric and the fluxes read respectively
ds2 = −4ρ2e2κZ
[
dt− e2H−κZ ψ+
4ρ2
(dw − dw¯)
]2
+
1
ρ2
(
dZ2
4
+ e2Hdwdw¯
)
, (3.88)
F I =8κeκZIm
[
X¯·gXI
H˙(1 + ψ+) + κ
]
dt ∧ dZ
+
2ieκZ
1 + e−2H
{
ψ+ (ImN )−1|IJ gJ
+4iκIm
[
(1 + ψ+)X¯·gXI
H˙(1 + ψ+) + κ
]}
dt ∧ d(Z − w − w¯)
+
i
[(
H˙ + κ
)2
− H˙2ψ2+
] (
1 + e2Hψ2+
)
4X·gX¯·g (1 + e−2H)
{
(ImN )−1|IJ gJ
+4κRe
[
X¯·gXI
H˙(1 + ψ+) + κ
]}[
dZ
2
∧ (dw − dw¯) + dw ∧ dw¯
]
. (3.89)
3.3.2 Explicit solutions
We shall now give some explicit solutions for the simple model determined by the
prepotential F = −iZ0Z1 that has nV = 1 (one vector multiplet), and thus just one
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complex scalar τ . Choosing Z0 = 1, Z1 = τ (cf. [23]), the symplectic vector v reads
v =


1
τ
−iτ
−i

 . (3.90)
The Ka¨hler potential, metric and kinetic matrix for the vectors are given respectively
by
e−K = 2(τ + τ¯ ) , gτ τ¯ = ∂τ∂τ¯K = (τ + τ¯ )−2 , (3.91)
N =
(−iτ 0
0 − i
τ
)
. (3.92)
Note that positivity of the kinetic terms in the action requires Reτ > 0. For the scalar
potential one obtains
V = − 4
τ + τ¯
(g20 + 2g0g1τ + 2g0g1τ¯ + g
2
1τ τ¯ ) , (3.93)
which has an extremum at τ = τ¯ = |g0/g1|. In what follows we assume gI > 0. The
Ka¨hler U(1) is
Aµ =
i
2(τ + τ¯)
∂µ(τ − τ¯ ) . (3.94)
In order to proceed we shall take τ = τ¯ (this includes the extremum of the potential
and thus the AdS vacuum). Then A = 0 and equation (3.73) imposes κψ+ = 0 if
X˙·g 6= 0. The case κ = 0 was considered in generality above, and an explicit solution of
the flow equation (3.86) for the prepotential of this paragraph can be found in section
4.5 of [24] (put G = 0 there). Thus, we shall focus on the case ψ+ = 0 in the following.
Then, eqns. (3.71) and (3.87) boil down to
2(1 + e−2H)H¨ + H˙2 − κ2 + (1 + e−2H) (H˙ + κ)g0 − g1τ
g0 + g1τ
τ˙
τ
= 0 , (3.95)
τ˙
τ
=
H˙ + κ
1 + e−2H
g0 − g1τ
g0 + g1τ
. (3.96)
Plugging (3.96) into (3.95) yields an expression for τ in terms of H and its derivatives.
Reinserting this into (3.96) gives a third order differential equation for H only,
(
1 + e−2H
)2 ...
H +
[(
3− 2e−2H) (1 + e−2H) H¨ + H˙2 − κ2] H˙ = 0 , (3.97)
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that can be integrated twice, with the result
H˙ =
1
(1 + e2H)1/4
√
2E1 +
E2
2 (1 + e2H)1/2
+ κ2 (1 + e2H)1/2 , (3.98)
where E1 and E2 are two integration constants. If H˙ 6= 0, we can use the function H
in place of w + w¯ as a new coordinate. Using w = x + iy, in the coordinate system
{t, H, y, Z} the solution is given by
ds2 =−

 2(g0 + g1τ)√
τ
(
H˙ + κ
)


2
e2κZdt2
+

 2(g0 + g1τ)√
τ
(
H˙ + κ
)


−2 [
dZ2 + e2H
(
dZ − dH
H˙
)2
+ 4e2Hdy2
]
, (3.99)
F 0 =−
(
H˙ + κ
)(
κg1τ − g0H˙
)
H˙ (g0 + g1τ)
2 (1 + e−2H)
dH ∧ dy ,
F 1 =−
τ
(
H˙ + κ
)(
κg0 − g1H˙τ
)
H˙ (g0 + g1τ)
2 (1 + e−2H)
dH ∧ dy , (3.100)
τ =
g0
g1
√
2(H˙ + κ)
(
1 + e2H
)1/2 −√E2√
2(H˙ + κ) (1 + e2H)1/2 +
√
E2
. (3.101)
Asymptotically for H → ∞ the scalar field goes to its critical value, τ → g0/g1, and
the metric approaches AdS4. A more detailed analysis of the geometry (3.99) will be
presented elsewhere.
3.4 G0 = ψ− = 0
For G0 = ψ− = 0 one has ψ1 = ψ1(z) by virtue of (3.33) and (3.40). Moreover, the sum
of (3.27) and (3.30) yields
ψ1 = rχ(w, w¯) , (3.102)
with χ(w, w¯) an arbitrary function, while the difference of (3.27) and (3.30) implies
Az = ∂zϕ. Subtracting (3.35) from (3.34) leads to
∂z ln r + 2i
(
X·g
b¯
− X¯·g
b
)
= 0 . (3.103)
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Plugging this into (3.28), one gets ∂zψ2 = 0. Using equ. (2.14) in (3.103), we obtain
∂zΦ = ∂z ln r, and thus
eΦ = rΛ(w, w¯) , (3.104)
where Λ is again an arbitrary function. (3.38), together with ∂zψ2 = 0, gives
ψ2 =
r2
ψ21
ν(w) , (3.105)
with ν(w) holomorphic. Note that (3.102), combined with ψ1 = ψ1(z), forces the phase
θ of ψ1 to be constant. By rescaling all the ψi’s with e
−iθ we can thus choose ψ1 real
without loss of generality. From the gaugino equations (3.11)-(3.14) one has
∂zz
α = 0 , ψ2∂z
α + ψ¯2∂¯z
α = 0 , (3.106)
and hence zα = zα(w, w¯), Az = 0 = ∂zϕ. In order to proceed, it is convenient to
distinguish two subcases, namely X·geiϕ − X¯·ge−iϕ = 0 and X·geiϕ − X¯·ge−iϕ 6= 0.
3.4.1 X·geiϕ − X¯·ge−iϕ = 0
If X·geiϕ − X¯·ge−iϕ = 0, (3.103) implies r = r(w, w¯). Plugging this into (3.102) and
taking into account that ψ1 = ψ1(z), we find that ψ1 must be constant. By rescaling
the ψi’s one can then choose ψ1 = 1 without loss of generality. Notice that (3.104) gives
∂zΦ = 0 in this case, which is compatible with (2.14). From the sum of eqns. (3.29)
and (3.31) we get
Aw = ∂ϕ , Aw¯ = ∂¯ϕ , (3.107)
whereas their difference leads to
ψ−12 e
−2Φ∂¯ ln r = i
(
X·g
b¯
+
X¯·g
b
)
. (3.108)
Taking the sum of (3.108) and its complex conjugate, and using (3.105), one obtains
(ν¯(w¯)∂¯ + ν(w)∂)r = 0 . (3.109)
Let us first consider the subcase ψ2 6= 0, i.e., ν(w) 6= 0. (The case ψ2 = 0 will
be dealt with in section 3.4.3.) This allows to introduce new coordinates W, W¯ such
that ν∂ = ∂W , ν¯∂¯ = ∂W¯ . Using the residual gauge invariance w 7→ W (w), Φ 7→
Φ − 1
2
ln(dW/dw) − 1
2
ln(dW¯/dw¯) leaving invariant the metric e2Φdwdw¯, one can set
ν(w) = 1 and hence w = W without loss of generality. Then, eqns. (3.106) and (3.109)
boil down to
∂zz
α = ∂xz
α = ∂xr = 0 , (3.110)
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where x is defined by w = x+ iy. Thus, r = r(y), zα = zα(y), Ax = 0, and from (3.107)
also ∂xϕ = 0 so that ϕ = ϕ(y). (3.108) simplifies to
e−2Φ∂yr − 2r2(X·geiϕ + X¯·ge−iϕ) = 0 . (3.111)
Plugging this into the sum of (3.34) and (3.35) yields
∂e2Φ =
i
2r5
∂yr , (3.112)
which implies (∂ + ∂¯)Φ = 0, and thus Φ = Φ(y). Integration of (3.112) gives then
e2Φ =
1
4r4
+ L , (3.113)
with L a real constant. In what follows, we shall use r as a new coordinate in place of
y12. The only nontrivial gaugino equation of the system (3.11)-(3.14) becomes
r
dzα
dr
=
gαβ¯Dβ¯X¯·g
X¯·g . (3.114)
One also has to check whether the equations (2.15)-(2.17) for the first Killing spinor are
satisfied. The Bianchi identities (2.15) and Maxwell equations (2.16) can be integrated
once, with the result
∂y
(
XI
b¯
− X¯
I
b
)
= ipI , ∂y
(
FI
b¯
− F¯I
b
)
− igI
r4
= iqI , (3.115)
where pI , qI are integration constants. Using the flow equation (3.114) together with
the special geometry relation [23]
−1
2
(ImN )−1|IJ = X¯IXJ + gαβ¯DαXIDβ¯X¯J , (3.116)
one finds that (3.115), as well as (2.17), indeed hold, if pI = 0, qI = 4LgI .
Finally, the shift vector σ follows from (2.18), which implies
σ =
dx
4r4
.
Then the metric and the fluxes read respectively
ds2 = −4r2
(
dt+
dx
4r4
)2
+
dz2
r2
+
(
1
4r4
+ L
)
dx2
r2
+
dr2
16r6X·gX¯·g ( 1
4r4
+ L
) , (3.117)
12This is possible as long as X·g 6= 0, cf. (3.111).
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F I = − 2√
X·gX¯·g
(ImN )−1|IJgJdt ∧ dr . (3.118)
Actually the solutions with L 6= 0 can be cast into a simpler form by the coordinate
transformation
Lx = t− ψ , ζ = |L|1/2z , ρ2 = 1|L|r2 .
Defining also q2 ≡ 4/|L|, we get for L > 0
ds2 = −
(
ρ2 +
q2
ρ2
)
dt2 +
dρ2
4X·gX¯·g
(
ρ2 + q
2
ρ2
) + ρ2(dζ2 + dψ2) , (3.119)
and for L < 0
ds2 =
(
ρ2 − q
2
ρ2
)
dt2 +
dρ2
4X·gX¯·g
(
ρ2 − q2
ρ2
) + ρ2(dζ2 − dψ2) . (3.120)
In both cases, the fluxes and the flow equation (3.114) become
F I =
q
ρ2
√
X·gX¯·g
(ImN )−1|IJgJdt ∧ dρ , −ρdz
α
dρ
=
gαβ¯Dβ¯X¯·g
X¯·g . (3.121)
(3.119) represents a generalization of the naked singularity solution to minimal gauged
supergravity found in [25] with nontrivial scalars turned on. Its double analytic con-
tinuation t 7→ it, ψ 7→ iψ, q 7→ −iq yields (3.120), which has the interpretation of a
bubble of nothing [26]: In order to avoid the conical singularity at ρ2 = q ≡ ρ2s in the
(t, ρ)-hypersurface, we must compactify t such that13
t ∼ t+ π
2ρs|Xs| .
Note that the limit L → 0 is naively singular in the coordinates t, ρ, ζ, ψ, because the
charge q diverges, but it can be taken if we perform a Penrose limit [27]: Start for
instance from the L > 0 solution and set
ψ − t = −ǫ2X+ , ψ + t = 2X− , ρ = 1
ǫR
, ζ = ǫZ , q =
2
ǫ
.
Then, the limit ǫ→ 0 leads to the regular solution
ds2 = −4R2dX−2 − 2
R2
dX−dX+ +
dR2
4R2X·gX¯·g +
dZ2
R2
,
13We assumed that limρ→ρs gIX
I(ρ) ≡ Xs 6= 0.
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F I = − 2√
X·gX¯·g
(ImN )−1|IJgJdX− ∧ dR ,
which is nothing else than (3.117) and (3.118) for L = 0.
Integration of the system (3.21)-(3.24) yields
ψ0 = ψˆ0 − 1
2r2
,
with ψˆ0 a complex constant. The second Killing spinor is thus
ǫ1 =
(
ψˆ0 − 1
2r2
)
1 + reΦe12 , ǫ
2 = eΦ−iϕ1−
(
1
2b
+ b¯
¯ˆ
ψ0
)
e12 . (3.122)
For ψˆ0 = 0, the norm squared of the associated Killing vector Vµ = A(ǫ
i, γµǫi) (with A
given in (A.4)) reads
V 2 = −4r2L2 , (3.123)
which vanishes for L = 0, so that in this case the solution belongs to the null class
as well. To understand what happens for L 6= 0, we have to consider a general linear
combination of the two Killing spinors. As was explained earlier, the rescaling (ǫ1, ǫ2) 7→
(Cǫ1, C¯ǫ2), with C ∈ C an arbitrary constant, gives again a Killing spinor. If we apply
this to (3.122) and choose ψˆ0 = 1/C (in order to recover the first covariantly constant
spinor for C → 0), the associated Killing vector has norm squared
V 2 = −4r2
[
(1 + L|C|2)2 + Im
2C
r4
]
. (3.124)
This is zero iff ImC = 0, L = −1/|C|2, i.e. L < 0. In conclusion, the half-BPS
solutions of this subsection belong also to the lightlike class for L ≤ 0. They must
therefore correspond to some of the geometries of [24], where the half-supersymmetric
null case was classified. This is indeed the case: Take the 1/2-BPS solutions with
dχ = 0 in section 5.2 of [24]. Consider there the subcase d = b¯X·g/X¯·g, equ. (5.49). In
order to solve the equations for half-supersymmetry, make the additional assumption
that the function H , the scalars zα and the wave profile G depend on w − w¯ only.
Moreover, choose mJ = gJ and l
J = 0 in the expression (5.67) that determines the
fluxes. As a solution of the eqns. (5.59), (5.62) for the wave profile take G = −1/(4ρ4).
Finally, set u = −2√2t, v = −x/8, w+ w¯ = √2z and ρ = 1/r. This yields the solution
(3.114), (3.117), (3.118) with L = 0. Note that for constant scalars, the L = 0 solution
reduces to a subclass of the charged generalization of the Kaigorodov spacetime found
in [28].
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If one starts instead from the half-BPS null case with dχ 6= 0, eqns. (5.24), (5.33),
(5.34) in [24], and sets
u = A(t− Lx) + z√
2A
, v = A(t− Lx)− z√
2A
,
Ψ = −27/4At , tanhχ =
√
2r2
A2
,
where A = (2|L|)−1/4, one obtains the L < 0 solution. Notice that the geometry
described by eqns. (5.24), (5.33) and (5.34) of [24] appeared also in subsection 3.3.
3.4.2 X·geiϕ − X¯·ge−iϕ 6= 0
For X·geiϕ − X¯·ge−iϕ 6= 0, taking into account that the scalar fields zα and the phase
ϕ are independent of z, integration of (3.103) yields
r = 2iz(X¯·ge−iϕ −X·geiϕ) , (3.125)
where a possible integration constant has been eliminated by shifting z. Using this
in (3.102) and keeping in mind that ψ1 depends on z only, one gets ψ1 = cz, with
c a real integration constant that we can set equal to one without loss of generality
by rescaling the ψi’s. Plugging (3.125) into (3.104), we have e
Φ = zeH , with the real
function H(w, w¯) given by
eH = 2i(X¯·ge−iϕ −X·geiϕ)Λ(w, w¯) .
From (3.105) one obtains
ψ2 = −4ν
(
X¯·ge−iϕ −X·geiϕ)2 .
In what follows, it is convenient to introduce the real function Y = Y (w, w¯),
Y = −ie
iϕX·g + e−iϕX¯·g
eiϕX·g − e−iϕX¯·g , (3.126)
which is related to the phase ϕ of b by
e2iϕ = −1 + iY
1− iY
X¯·g
X·g .
In terms of Y , the expressions for ψ2 and b simplify to
ψ2 =
16X·gX¯·g
1 + Y 2
ν , b =
4iX¯·g
1− iY z . (3.127)
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The system (3.27)-(3.38) boils down to
e2Hν = − i
8X·gX¯·g
[
∂¯Y − 1 + Y
2
2Y
∂¯ ln
(
X·gX¯·g)] , (3.128)
∂
(
e2Hν
)
= −ie
2HY (1 + Y 2)
32X·gX¯·g , (3.129)
together with
Aw =
1
2Y
[
(1 + iY ) ∂ ln(X·g) + (1− iY ) ∂ ln(X¯·g)] .
Equ. (2.17) becomes
2∂∂¯H = e2H
[
1
2
+ Y 2 +
1 + Y 2
8X·gX¯·g (ImN )
−1|IJ gIgJ
]
. (3.130)
Using
(ImN )−1|IJ gIgJ = −2X·gX¯·g + i (1 + Y
2)
8e2HY ν¯
∂ ln(X·gX¯·g) ,
that follows from (3.116), it is easy to shew that (3.130) is automatically satisfied if
(3.128) and (3.129) hold.
The case ν = 0 (and thus ψ2 = ψ12 = 0) will be considered in 3.4.3. In the
remaining part of this subsection we shall assume ν 6= 0, which allows to define new
coordinates W , W¯ such that
∂W = ν∂ , ∂W¯ = ν¯∂¯ .
Making use of the residual gauge invariance w 7→ W (w), Φ 7→ Φ − 1
2
ln(dW/dw) −
1
2
ln(dW¯/dw¯) leaving invariant the metric e2Φdwdw¯, one can set ν(w) = 1 and hence
w = W without loss of generality. The gaugino eqns. (3.11) and (3.14) reduce to
(∂ + ∂¯)zα = 0 , ∂zα = −8e
2HX·g
1 + iY
gαβ¯Dβ¯X¯·g , (3.131)
which imply that zα = zα(w − w¯). Note also that from (3.129) it follows that the
functions H , Y depend on w − w¯ only.
The Bianchi identities (2.15) and Maxwell equations (2.16) are automatically sat-
isfied. Finally, integration of (2.18) gives the shift vector
σ =
e2H
2z
(dw + dw¯) . (3.132)
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Denoting with a dot the derivative w.r.t. i(w− w¯), (3.131), (3.128) and (3.129) become
z˙α =
8ie2HX·g
1 + iY
gαβ¯Dβ¯X¯·g , (3.133)
e2H = − 1
8X·gX¯·g
{
Y˙ − 1 + Y
2
2Y
[
ln
(
X·gX¯·g)]·} , (3.134)
H˙ = −Y (1 + Y
2)
64X·gX¯·g . (3.135)
Combining (3.134) and (3.135) yields[
Y˙
X·gX¯·g
]·
= − Y (1 + Y
2)
32
(
X·gX¯·g)2
{
Y˙ − 1 + Y
2
2Y
[
ln
(
X·gX¯·g)]·}
+
{
1 + Y 2
2Y
[
ln
(
X·gX¯·g)]·
X·gX¯·g
}·
, (3.136)
which, integrated once, gives(
ln
X·gX¯·g
1 + Y 2
)·
=
Y (1 + Y 2)
64X·gX¯·g −
64Y LX·gX¯·g
1 + Y 2
, (3.137)
where L is a real integration constant. Let us define
eξ =
64X·gX¯·g
1 + Y 2
,
and use ξ as a new coordinate instead of w − w¯. Then, the flow equation (3.133)
becomes
dzα
dξ
=
i
2X¯·gY (1− iY )g
αβ¯Dβ¯X¯·g , (3.138)
with Y given by Y 2 = 64e−ξX·gX¯·g − 1. Setting x = (w + w¯)/2, the metric and the
fluxes read respectively
ds2 = −z2eξ
[
dt+ 4(e−2ξ − L)dx
z
]2
+ 4e−ξ
dz2
z2
+16e−ξ(e−2ξ − L)dx2 + 4e
−2ξdξ2
Y 2(e−ξ − Leξ) , (3.139)
F I = 8i
(
X¯·gXI
1− iY −
X·gX¯I
1 + iY
)
dt ∧ dz (3.140)
+
4
Y
[
2X¯·gXI
1− iY +
2X·gX¯I
1 + iY
+ (ImN )−1|IJ gJ
]
(zdt− 4Ldx) ∧ dξ .
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For L > 0, the line element (3.139) can be cast into the simple form
ds2 = 4e−ξ
(
−z2dtˆ2 + dz
2
z2
)
+ 16L(e−ξ − Leξ)
(
dx− z
2
√
L
dtˆ
)2
+
4e−2ξdξ2
Y 2(e−ξ − Leξ) , (3.141)
where tˆ ≡ t/(2√L). (3.141) is of the form (3.3) of [29], and describes the near-horizon
geometry of extremal rotating black holes. From (3.138) it is clear that the scalar
fields have a nontrivial dependence on the horizon coordinate ξ unless DαX·g = 0.
While the generic hairy black holes with the near-horizon geometry (3.141) are still
to be discovered, the solution with constant scalars is actually known: Start from
the rotating generalization of the hyperbolic black hole solution to minimal gauged
supergravity, given by [25]
ds2 = −∆r
ρ2
[
dt+
a
Ξ
sinh2θdφ
]2
+
ρ2
∆r
dr2 +
ρ2
∆θ
dθ2 +
∆θ sinh
2θ
ρ2
[
adt− r
2 + a2
Ξ
dφ
]2
,
A = −qer
ρ2
[
dt+
a
Ξ
sinh2θdφ
]
− qm cosh θ
ρ2
[
adt− r
2 + a2
Ξ
dφ
]
,
with
∆r = (r
2 + a2)
(
−1 + r
2
ℓ2
)
− 2mr + q2e + q2m , ∆θ = 1 +
a2
ℓ2
cosh2θ ,
ρ2 = r2 + a2 cosh2θ , Ξ = 1 +
a2
ℓ2
.
Here, a, m, qe and qm denote the rotation parameter, mass parameter, electric and
magnetic charge respectively, and ℓ is related to the cosmological constant by Λ =
−3/ℓ2. This black hole is both extremal and supersymmetric iff [25]
m = qe = 0 , qm = ± ℓ
2
Ξ , (3.142)
which leaves a one-parameter family of solutions, with horizon at r2 = r2h = (ℓ
2−a2)/2.
In order to obtain the near-horizon limit, we introduce new coordinates z, tˆ, φˆ according
to
r = rh + ǫr0z , t =
tˆr0
ǫ
, φ = φˆ+ Ω
tˆr0
ǫ
, (3.143)
where Ω = aΞ/(r2h + a
2) is the angular velocity of the horizon, and r0 is defined by
r20 =
ℓ2(r2h + a
2)
4r2h
.
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After taking the limit ǫ→ 0, the metric becomes
ds2 =
ℓ2ρ2h
4r2h
[
−z2dtˆ2 + dz
2
z2
]
+
ρ2h
∆θ
dθ2 +
∆θ sinh
2θ
ρ2h Ξ
2
(r2h + a
2)2(dφˆ+ kzdtˆ)2 , (3.144)
with
ρ2h = r
2
h + a
2 cosh2θ , k =
2rhr
2
0Ω
r2h + a
2
.
If we set
e−ξ =
ℓ2ρ2h
16r2h
, x = −32r
3
h(r
2
h + a
2)
ℓ6 Ξ2a
φˆ , L =
ℓ8Ξ2
1024r4h
, X·gX¯·g = 1
4ℓ2
,
(3.141) reduces precisely to the near-horizon geometry (3.144).
Let us now come back to the case of arbitrary L. The missing component ψ0 of
the second Killing spinor is determined by the system (3.21)-(3.24), that simplifies to
∂tψ0 = 1 , ∂zψ0 =
1 + Y 2
32z2X·gX¯·g , ∂ψ0 = −∂¯ψ0 =
ie2HY
2z
. (3.145)
Integration of (3.145) yields (after going back to the original basis)
α = αˆ+ t− 1 + Y
2
32zX·gX¯·g , β = −
4iX·geH
1 + iY
eiϕ ,
γ =
eH
z
e−iϕ , δ =
4iX·g
1 + iY
z
(
¯ˆα + t
)− 1− iY
8iX¯·g , (3.146)
where αˆ ∈ C denotes an integration constant. As before, we rescale α, β by C and γ, δ
by C¯, with C ∈ C constant, and choose αˆ = 1/C in order to obtain the first Killing
spinor for C → 0. Then, the norm squared of the associated Killing vector turns out
to be
V 2 =− 4|b|2
[
|1 + Ct|2 +
(
e2H
z2
− z
2
4|b|4
)
|C|2
]2
−
(
2zImC
|b|
)2
, (3.147)
which is always negative, so that the solutions considered here do not belong to the
null class14.
Notice that in minimal supergravity, the analogue of eqns. (3.134), (3.135) follow
from the dimensionally reduced gravitational Chern-Simons action [30]. It would be
interesting to see if something similar happens here. For instance, (3.133)-(3.135) might
be related to the gravitational Chern-Simons system coupled to scalar fields. We hope
to come back to these points in a future publication.
14Of course, the choice αˆ = 1/C does not cover the case αˆ = 0, which has to be treated separately.
It is easy to show that the result is again a timelike vector.
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3.4.3 ψ2 = 0
In 3.4.1 and 3.4.2 we assumed ν 6= 0, that is ψ2 6= 0. Let us now consider the case
G0 = 0 and ψ2 = ψ12 = 0. The gaugino equations (3.11)-(3.14) imply that the scalars
zα are constant, while the system (3.21)-(3.24) and (3.27)-(3.38) reduces to
∂tψ0 = −4iX·g
b¯
ψ1 , ∂zψ0 =
∂tψ0
2r2
, ∂ψ0 = σw∂tψ0 , (3.148)
∂¯ψ0 = σw¯∂tψ0 , ψ1 = ψ1(z) , ∂zψ1 =
4iX¯·g
b
ψ1 , (3.149)
together with
∂zr = −4iX·geiϕ , ∂r = ∂ϕ = ∂zϕ = 0 , eiϕX·g + e−iϕX¯·g = 0 . (3.150)
From (2.18) one gets σ = 0, and (3.148)-(3.150) give
ψ0 = αˆ + t− 1
32zX·gX¯·g , ψ1 = z , b = 4iX¯·gz , (3.151)
where αˆ ∈ C is an integration constant. It is straightforward to shew that the Killing
vector associated to a general linear combination of the two Killing spinors is always
timelike. Integration of (2.14) yields eΦ = zeH , with H = H(w, w¯) a real function
satisfying
8∂∂¯H = e2H (3.152)
due to (2.17). (3.152) is the Liouville equation and implies that the two-dimensional
metric e2Hdwdw¯ has constant negative curvature. Note that the Bianchi identities
(2.15) and Maxwell equations (2.16) are automatically satisfied. The metric and fluxes
read respectively
ds2 = −64X·gX¯·gz2dt2 + dz
2
16X·gX¯·gz2 +
e2Hdwdw¯
16X·gX¯·g , (3.153)
F I = −16Im(X¯·gXI)dt ∧ dz + ie
2H
16X·gX¯·g
[
4Re(X¯·gXI) + gJ (ImN )−1|IJ
]
dw ∧ dw¯ .
We have thus a product spacetime AdS2 × H2, with constant electric flux on AdS2 and
magnetic flux on H2. This is the near-horizon geometry of static supersymmetric black
holes, like the ones discovered in [8].
3.5 Case G0 6= 0
For G0 6= 0, the gaugino eqns. (3.11)-(3.14) suggest to define new coordinates Z,W, W¯
according to
z = z(Z,W, W¯ ) , w =W , w¯ = W¯ , (3.154)
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where
∂z
∂W
= − ψ1
2ψ−
. (3.155)
Then, (3.12) and (3.13) simplify to
∂W¯ z
α = ∂W z
α = 0 , (3.156)
so that the scalars depend on Z only. The integrability conditions
∂2z
∂W¯∂W
=
∂2z
∂W∂W¯
,
of (3.155) and its complex conjugate read
∂W¯
ψ1
ψ−
= ∂W
ψ¯1
ψ¯−
. (3.157)
Remarkably, it can be shown that (3.157) is implied by the Killing spinor eqns. (3.27)-
(3.38). Unfortunately, the system (3.27)-(3.38) does not seem to simplify much after
the introduction of the coordinates Z,W, W¯ , at least not in an obvious way, so that
we were unable to solve it in general in the case G0 6= 0. For minimal N = 2 gauged
supergravity, all known 1/2 BPS solutions have either G0 = 0, or are related to the
case G0 = 0 by a diffeomorphism [30]. This might be a general feature, and hold in the
matter-coupled case as well, but we know of no way to show this in general.
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A. Spinors and forms
In this appendix, we summarize the essential information needed to realize spinors of
Spin(3,1) in terms of forms (cf. also [31] and references therein).
Let V = R3,1 be a real vector space equipped with the Lorentzian inner product
〈·, ·〉. Introduce an orthonormal basis e1, e2, e3, e0, where e0 is along the time direction,
and consider the subspace U spanned by the first two basis vectors e1, e2. The space of
Dirac spinors is ∆c = Λ
∗(U⊗C), with basis 1, e1, e2, e12 = e1∧e2. The gamma matrices
are represented on ∆c as
γ0η = −e2 ∧ η + e2⌋η , γ1η = e1 ∧ η + e1⌋η ,
γ2η = e2 ∧ η + e2⌋η , γ3η = ie1 ∧ η − ie1⌋η , (A.1)
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where
η =
1
k!
ηj1...jkej1 ∧ . . . ∧ ejk
is a k-form and
ei⌋η = 1
(k − 1)!ηij1...jk−1ej1 ∧ . . . ∧ ejk−1 .
One easily checks that this representation of the gamma matrices satisfies the Clifford
algebra relations {γa, γb} = 2ηab. The parity matrix is defined by γ5 = iγ0γ1γ2γ3, and
one finds that the even forms 1, e12 have positive chirality, γ5η = η, while the odd forms
e1, e2 have negative chirality, γ5η = −η, so that ∆c decomposes into two complex chiral
Weyl representations ∆+c = Λ
even(U ⊗ C) and ∆−c = Λodd(U ⊗ C).
Let us define the auxiliary inner product
〈
2∑
i=1
αiei,
2∑
j=1
βjej〉 =
2∑
i=1
α∗iβi (A.2)
on U ⊗ C, and then extend it to ∆c. The Spin(3,1) invariant Dirac inner product is
then given by
D(η, θ) = 〈γ0η, θ〉 . (A.3)
The Majorana inner product that we use is
A(η, θ) = 〈Cη∗, θ〉 , (A.4)
with the charge conjugation matrix C = γ12. It is easy to show [6] that (A.4) is
Spin(3,1) invariant as well.
A Killing spinor can be viewed as an SU(2) doublet (ǫ1, ǫ2), where an upper index
means that a spinor has positive chirality. ǫi is related to the negative chirality spinor
ǫi by charge conjugation, ǫ
C
i = ǫ
i, with
ǫCi = γ0C
−1ǫ∗i . (A.5)
As was shown in [6], there are three orbits of spinors under Spin(3,1), two of them with
corresponding null bilinear Vµ = A(ǫ
i, γµǫi), and one with timelike Vµ. In the latter
case, one can choose (ǫ1, ǫ2) = (1, be2) as representative [6], with b a complex-valued
function.
B. The case DzP + ie
−2Φb2Fzw = 0
In section 3.2, we simplified the equations for the second Killing spinor under the
assumption DzP + ie
−2Φb2Fzw 6= 0. Here we consider the case DzP + ie−2Φb2Fzw = 0.
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From (3.16), one obtains then DP = 0 or ψ− = 0. Let us first assume the latter, i.e.,
ψ2 = ψ12. Then, the ∂tβ, ∂tγ¯, ∂zβ, ∂zγ¯, ∂β and ∂γ¯ eqns. of (3.6)-(3.9) imply
∂zψ2 = 2
[
∂z ln r + 2i
(
X·g
b¯
− X¯·g
b
)]
ψ2 , ∂tψ2 = 0 , (B.1)
[
∂z ln r + 2i
(
X·g
b¯
− X¯·g
b
)]
ψ1 = 0 , (B.2)
e−2Φ(∂¯ ln r)ψ1 − i
(
X·g
b¯
+
X¯·g
b
)
ψ2 = 0 , (B.3)
e−2Φ
(
Aw¯ − ∂¯ϕ
)
ψ1 +
(
X·g
b¯
− X¯·g
b
)
ψ2 = 0 . (B.4)
We have to suppose ψ1 6= 0 because otherwise (B.3) and (B.4) lead to ψ2 = 015 and
thus there exists no further Killing spinor. Hence, (B.1) and (B.2) yield ∂zψ2 = 0.
Deriving (B.3) and (B.4) with respect to t we get
0 = ∂¯r∂tψ1 , 0 =
(
Aw¯ − ∂¯ϕ
)
∂tψ1 .
If ∂tψ1 6= 0 then ∂¯r = 0, ∂¯ϕ = Aw¯ and (B.3), (B.4) give ψ2 = 0. The gaugini equations
(3.11)-(3.14) imply then that the scalar fields zα must be constant. Moreover, since in
this case Aµ = 0, one has also ∂ϕ = ∂¯ϕ = 0, which, together with ∂r = ∂¯r = 0 leads
to b = b(z).
If instead ∂tψ1 = 0, all the ψi, i = 1, 2, 12, are independent of t, and the Killing
spinor equations reduce to the system (3.27)-(3.38) with G0 = 0 and ψ− = 0, which is
solved in section 3.4.
In the case DP = 0, consider the integrability condition (3.15). As long as DzQ−
ie−2Φb¯2Fzw 6= 0 one could proceed exactly in the same way as in section 3.2. If DzQ−
ie−2Φb¯2Fzw = 0, (3.15) implies ψ− = 0 or DQ = 0. The case ψ− = 0 was already
considered above, so the only remaining case is
DzP + ie
−2Φb2Fzw = DP = DzQ− ie−2Φb¯2Fzw = DQ = 0 .
For minimal gauged supergravity, one can show [30] that this brings us back again to
the case ψ− = 0. Perhaps an analogous reasoning can be applied here as well, although
we shall not attempt to do this.
15This is true if X·g 6= 0.
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