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例 1. {ut}は [0, 2π)に一様に分布する独立な列．xt = cosut, yt = sinut.





{sin(ut+τ + ut) + sin(ut+τ − ut)}
となることから，すべての τ , tについて












































で定義されるものを考える．この場合，右固有ベクトル（縦ベクトル）は t(1, 1, 1), t(1, 0,−1),
t(1,−2, 1)となり，それぞれに対応する固有値は 1, 2
3
, 0 である（tは転置の意味）．定常分布は
固有値 1に対応する固有ベクトル t(1, 1, 1)に対応し，3状態の上の一様分布となる．
このとき，固有ベクトル t(1, 0,−1)との内積の値をX, t(1,−2, 1)との内積の値を Y とすると，
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表 1．X2 と Y．
状態 X の値 X2 の値 Y の値 確率
1 1 1 1 1/3
2 0 0 −2 1/3
3 −1 1 1 1/3
表 1のようになる．X と Y は明らかに独立ではない．また，E(X2Y ) = 0 かつ E(X2)E(Y ) = 0




えば，Maximum Autocorrelation Factor（MAF）と呼ばれる手法がある（Cunningham and
Ghahramani, 2014）．これはもともと，空間データについて提案されたものだが（Switzer and
Green, 1984），時系列にも応用されている（Shapiro and Switzer, 1989）．空間版について，ICA
との関係も指摘されている（Larsen, 2002）．さらに古いものとしては，多変量 ARモデルを背景











方法を再生カーネル法と融合する試みを行ったことがある（伊庭, 2008, 2009）．これは tICAと
























関連手法として引用されている Foward Flux Sampling，Weighted Ensembleなどの手法
（Allen et al., 2009参照）は，統計的重み付けの厳密性には違いがあるが，広い意味で逐次モンテ
カルロ法（Sequential Monte Carlo），あるいは「粒子モンテカルロ法」「ポピュレーション型















については Kurchan et al., 2011を参照．
•福島と伊庭（Hukushima and Iba, 2003）は，温度を 1方向的に変化させながら，システム
全体の状態を表現する粒子（レプリカ）の分裂と消滅を行うことで，アニール速度が有限で
も正しい熱平均が効率よく計算できることを示し，スピングラスに応用した（Population




ンプリングを考えたものとして，Grassbergerの PERM（Prune Enriched Rosenbluth











経験に基づいた有益なご示唆を頂きました．また，3.1 節の文献 Cunningham and Ghahramani,
2014; Shapiro and Switzer, 1989; Switzer and Green, 1984; Larsen, 2002，および，3.2 節の文献
Halko et al., 2011をご教示頂きました．また，高野宏氏には 3.1 節について有用なご指摘を頂
きました．
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