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1. Introduction
In our previous work [8], we laid general foundations for motivic integration of
constructible functions. One of the most salient features of motivic constructible
functions is that they form a class which is stable by direct image and that motivic
integrals of constructible functions depending on parameters are constructible as
functions of the parameters. Though motivic constructible functions as defined in
[8] encompass motivic analogues of many functions occuring in integrals over non
archimedean local fields, one important class of functions was still missing in the
picture, namely motivic analogues of non archimedean integrals of the type∫
Qnp
f(x)Ψ(g(x))|dx|,
with Ψ a (non trivial) additive character onQp, f a p-adic constructible function and
g a Qp-valued definable function on Q
n
p , and their parametrized versions, functions
of the type
λ 7−→
∫
Qnp
f(x, λ)Ψ(g(x, λ))|dx|,
where λ runs over, say Qmp , and f and g are now functions on Q
m+n
p . Needless to
say, such kind of integrals are ubiquitous in harmonic analysis over non archimedean
local fields, p-adic representation Theory and the Langlands Program.
One of the purposes of the present paper is to fill this gap by extending the
framework of [8] in order to include motivic analogues of exponential integrals of
the above type. Once this is done one is able to develop a natural Fourier trans-
form and to prove various forms of Fourier inversion. Another interesting feature of
our formalism is that it makes possible to state and prove a general transfer prin-
ciple for integrals over non archimedean local fields, allowing to transfer identities
between functions defined by integrals over fields of characteristic zero to fields of
characteristic p, when the residual characteristic is large enough, and vice versa. It
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should be emphasized that our statement holds for quite general functions defined
by integrals depending on valued field variables. One should keep in mind that
there is no meaning in comparing values of individual parameters in the integrals
or the integrals themselves between characteristic zero and characteristic p. Our
transfer principle, which can be considered as a wide generalization of the classical
Ax-Kochen-Ersˇov result, should have a wide range of applications to p-adic repre-
sentation Theory and the Langlands Program, in particular to various forms of the
Fundamental Lemma. For instance, it applies typically to the integrals occuring in
Jacquet-Ye conjecture [24], now a theorem thanks to work of Ngoˆ [27] over functions
fields and Jacquet [25] in general.
Let us now review the content of the paper in more detail. In section 3 we en-
large our Grothendieck rings in order to add exponentials. In fact it is useful to
consider not only exponentials of functions with values in the valued field, but also
exponentials of functions with values in the residue field. This is performed in a
formal way by replacing the category RDefS considered in [8] - consisting of certain
objects X → S - by a larger category RDefexpS consisting of the same X → S to-
gether with functions g and ξ on X with values in the valued field, resp. the residue
field. We define a Grothendieck ring K0(RDef
exp
S ) generated by classes of objects
(X, g, ξ) modulo certain relations. Here we have to add some new relations to the
classical ones already considered in [8]. When X → S is the identity, the class of
(X, g, 0), resp. (X, 0, ξ), corresponds to the exponential of g, resp. the exponential
of ξ. One defines the ring C(S)exp of motivic exponential functions on S by tensoring
K0(RDef
exp
S ) with the ring P(S) of constructible Presburger functions on S. We are
then able to state our main results on integration of exponential functions in section
4. In particular we show that integrals with parameters of functions in Cexp still
lie in Cexp. We first directly construct integrals of exponential functions in relative
dimension 1 in section 5 and then perform the general construction in section 6.
As was the case in [8], extensive use is made of the Denef-Pas cell decomposition
Theorem. Though some parts of our constructions and proofs are quite similar to
what we performed in [8], or sometimes even folllow directly from [8], other require
new ideas and additional work specific to the exponential setting. As a first applica-
tion, we develop in section 7 the fundamentals of a motivic Fourier transform. More
precisely, there are two Fourier transforms, the first one over residue field variables
and the second one, which is more interesting, over valued field variables. Calculus
with our valued field Fourier transform is completely similar to the usual one. Using
convolution, we define motivic Schwartz-Bruhat functions, and we show that the
valued field Fourier transform is involutive on motivic Schwartz-Bruhat functions.
We finally deduce Fourier inversion for integrable functions with integrable Fourier
transform. In the following section 8 we move to the p-adic setting, defining the
p-adic analogue of C(S)exp and proving stability under integration with parameters
of these p-adic constructible exponential functions. Such a result is the natural
extension to the exponential context of Denef’s fundamental result on stabillity of
p-adic constructible functions under integration with respect to parameters. This
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result of Denef greatly influenced our work [8] and the present one. It has been later
generalized to the subanalytic case by the first author in [4] and [5]. In section 9,
we loop the loop by showing that motivic integration of constructible exponential
functions commutes with specialization to the corresponding non archimedean ones,
when the residue characteristic is large enough. Finally, we end the paper by proving
our fundamental transfer Theorem, a form of which was already stated in [9] when
there is no exponential. Let us note that in their recent paper [22] Hrushovski and
Kazhdan have also considered integrals of exponentials.
Some of the results in this paper have been announced in [10].
2. Preliminaries
2.1. Definable subassignments and constructible functions. — Let us start
by recalling briefly some definitions and constructions from [8], cf. also [6], [7]. We
fix a field k of characteristic zero and we consider for any field K containing k the
field of Laurent series K((t)) endowed with its natural valuation
(2.1.1) ord : K((t))×−→ Z
and with the angular component mapping
(2.1.2) ac : K((t))−→ K,
defined by ac(x) = xt−ord(x) mod t if x 6= 0 and ac(0) = 0. We use the Denef-Pas
language LDP,P which is a 3-sorted language
(2.1.3) (LVal,LRes,LOrd, ord, ac)
with sorts corresponding respectively to valued field, residue field and value group
variables. The languages LVal and LRes are equal to the ring language LRings =
{+,−, ·, 0, 1}, and for LOrd we take the Presburger language
(2.1.4) LPR = {+,−, 0, 1,≤} ∪ {≡n | n ∈ N, n > 1},
with ≡n the equivalence relation modulo n. Symbols ord and ac will be interpreted
respectively as valuation and angular component, so that (K((t)), K,Z) is a structure
for LDP,P. We shall also add constants symbols in the Val, resp. Res, sort, for every
element of k((t)), resp. k.
Let ϕ be a formula in the language LDP,P with respectively m, n and r free
variables in the various sorts. For every K in Fk, the category of fields containing
k, we denote by hϕ(K) the subset of
(2.1.5) h[m,n, r](K) := K((t))m×Kn × Zr
consisting of points satisfying ϕ. We call the assignment K 7→ hϕ(K) a definable
subassignment and we define a category Defk whose objects are definable subassign-
ments.
More generally for S in Defk, we denote by DefS the category of objects of
Defk over S. We denote by RDefS the subcategory of DefS consisting of definable
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subassignments of S×h[0, n, 0], for variable n, and by K0(RDefS) the corresponding
Grothendieck ring.
We consider the ring
(2.1.6) A = Z
[
L,L−1,
( 1
1− L−i
)
i>0
]
and the subring P(S) of the ring of functions from the set of points of S to A
generated by constant functions, definable functions S → Z and functions of the
form Lβ with β definable S → Z. If Y is a definable subassignment of S, we denote
by 1Y the function in P(S) with value 1 on Y and 0 outside. We denote by P
0(S) the
subring of P(S) generated by such functions and by the constant function L. There
is a morphism P0(S)→ K0(RDefS) sending 1Y to the class of Y and sending L to
the class of h[0, 1, 0]. Finally we define the ring of constructible motivic functions
on S by
(2.1.7) C(S) := K0(RDefS)⊗P0(S) P(S).
To any algebraic subvariety Z of Amk((t)) we assign the definable subassignment hZ
of h[m, 0, 0] given by hZ(K) = Z(K((t))). The Zariski closure of a subassignment S of
h[m, 0, 0] is the intersection W of all algebraic subvarieties Z of Amk((t)) such that S ⊂
hZ . We set dimS := dimW . More generally, if S is a subassignment of h[m,n, r],
we define dimS to be dim p(S) with p the projection h[m,n, r] → h[m, 0, 0]. One
proves, using results of [29] and [20], that two isomorphic objects in Defk have the
same dimension. For every non negative integer d, we denote by C≤d(S) the ideal of
C(S) generated by the characteristic functions 1Z of definable subassignments Z of
S with dimZ ≤ d. We set C(S) = ⊕dC
d(S) with Cd(S) := C≤d(S)/C≤d−1(S).
In [8], we defined, for k a field of characteristic zero, S in Defk, and Z in DefS,
a graded subgroup ISC(Z) of C(Z) together with pushforward morphisms
(2.1.8) f! : ISC(Z) −→ ISC(Y )
for every morphism f : Z → Y in DefS. When S is the final object h[0, 0, 0] and
f is the morphism Z → S, the morphism f! corresponds to motivic integration and
we denote it by µ.
Finally, fix Λ in Defk. Replacing dimension by relative dimension, we defined
relative analogues C(Z → Λ) of C(Z) for Z → Λ in DefΛ and extended the above
constructions to this relative setting. In particular we constructed a morphism
(2.1.9) µΛ : IΛC(Z → Λ) −→ C(Λ) = IΛC(Λ→ Λ)
which corresponds to motivic integration along the fibers of the morphism Z → Λ.
2.2. Cell decomposition. — We now recall the definition of cells given in [8],
which is a slight generalization of the one in [29].
Let C be a definable subassigment of S where S is in Defk. Let α, ξ, and c
be definable morphisms α : C → Z, ξ : C → hGm,k , and c : C → h[1, 0, 0].
The cell ZC,α,ξ,c with basis C, order α, center c, and angular component ξ is the
definable subassignment of S[1, 0, 0] defined by y in C, ord(z − c(y)) = α(y), and
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ac(z− c(y)) = ξ(y), where y lies in S and z in h[1, 0, 0]. Similarly, if c is a definable
morphism c : C → h[1, 0, 0], we define the cell ZC,c with center c and basis C as the
definable subassignment of S[1, 0, 0] defined by y ∈ C and z = c(y).
More generally, a definable subassignment Z of S[1, 0, 0] will be called a 1-cell,
resp. a 0-cell, if there exists a definable isomorphism
(2.2.1) λ : Z → ZC = ZC,α,ξ,c ⊂ S[1, s, r],
resp. a definable isomorphism
(2.2.2) λ : Z → ZC = ZC,c ⊂ S[1, s, 0],
for some s, r ≥ 0 and some 1-cell ZC,α,ξ,c, resp. 0-cell ZC,c, such that the morphism
π ◦ λ, with π the projection on the S[1, 0, 0]-factor, is the identity on Z.
We shall call the data (λ, ZC,α,ξ,c), resp. (λ, ZC,c), sometimes written for short
(λ, ZC), a presentation of the cell Z.
One should note that λ∗ induces a canonical bijection between C(ZC) and C(Z).
In [8], we proved the following variant of the Denef-Pas Cell Decomposition The-
orem [29]:
2.2.1. Theorem. — Let X be a definable subassignment of S[1, 0, 0] with S in
Defk.
(1) The subassigment X is a finite disjoint union of cells.
(2) For every ϕ in C(X) there exists a finite partition of X into cells Zi with
presentation (λi, ZCi), such that ϕ|Zi = λ
∗
i p
∗
i (ψi), with ψi in C(Ci) and pi :
ZCi → Ci the projection. Similar statements hold for ϕ in C(X), in P(X), and
in K0(RDefX).
We shall call a finite partition ofX into cells Zi as in Theorem 2.2.1 (1), resp. 2.2.1
(2) for a function ϕ, a cell decomposition of X , resp. a cell decomposition of X
adapted to ϕ.
The following result is already in [8] (Theorem 7.5.3), except for (6) that is new.
2.2.2. Theorem. — Let X be in Defk, Z be a definable subassignment of X [1, 0, 0],
and let f : Z → h[1, 0, 0] be a definable morphism. There exists a cell decomposition
of Z into cells Zi such that the following conditions hold for every ξ in Ci, for every
K in Fieldk(ξ), and for every 1-cell Zi with presentation λi : Zi → ZCi = ZCi,αi,ξi,ci
and with projections pi : ZCi → Ci, πi : ZCi → h[1, 0, 0]:
(1) The set πi(p
−1
i (ξ))(K) is either empty or a ball of volume L
−αi(ξ)−1.
(2) When πi(p
−1
i (ξ))(K) is nonempty, the function
gξ,K :
{
πi(p
−1
i (ξ))(K)→ K((t))
x 7→ f ◦ λ−1(ξ, x)
is strictly analytic.
For each i we can furthermore ensure that either gξ,K is constant or (3) up to (6)
hold.
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(3) There exists a definable morphism βi : Ci → h[0, 0, 1] such that
ord
∂
∂x
gξ,K(x) = βi(ξ)
for every x in πi(p
−1
i (ξ))(K).
(4) When πi(p
−1
i (ξ))(K) is nonempty, the map gξ,K is a bijection onto a ball of
volume L−αi(ξ)−1−βi(ξ).
(5) For every x, y in πi(p
−1
i (ξ))(K), ord(gξ,K(x)− gξ,K(y)) = βi(ξ) + ord(x− y).
(6) There exists a morphism ri : Ci → h[1, 0, 0] such that for every x in
πi(p
−1
i (ξ))(K)
gξ,K(x) = ri(ξ) or ord(gξ,K(x)− ri(ξ)) ≥ αi(ξ) + βi(ξ).
Proof. — We only have to prove (6). First take a cell decomposition with properties
(1) up to (5). By replacing X we may suppose that the identity maps are presen-
tations of the occurring cells. Then take a cell decomposition of W ⊂ X [1, 0, 0],
with W = p(graphf) and p : X [2, 0, 0] → X [1, 0, 0] the projection on the X and f
coordinates. The centers of the so obtained cells are approximations of f as required
in (6), and again by replacing X one can assume that the identity maps are presen-
tations of the occurring cells. Now take again a cell decomposition of X such that
properties (1) up to (5) are fulfilled. Then automatically (6) is fulfilled as well.
3. Constructible exponential functions
3.1. Adding exponentials to Grothendieck rings. — Let Z be in Defk. We
consider the category RDefexpZ whose objects are triples (Y → Z, ξ, g) with Y in
RDefZ and ξ : Y → h[0, 1, 0] and g : Y → h[1, 0, 0] morphisms in Defk. A morphism
(Y ′ → Z, ξ′, g′)→ (Y → Z, ξ, g) in RDefexpZ is a morphism h : Y
′ → Y in DefZ such
that ξ′ = ξ ◦ h and g′ = g ◦ h. The functor sending Y in RDefZ to (Y, 0, 0), with 0
denoting the constant morphism with value 0 in h[0, 1, 0], resp. h[1, 0, 0] being fully
faithful, we may consider RDefZ as a full subcategory of RDef
exp
Z . We shall also
consider the intermediate full subcategory RDefeZ consisting of objects (Y, ξ, 0) with
ξ : Y → h[0, 1, 0] a morphism in Defk.
To the category RDefexpZ one assigns a Grothendieck ring K0(RDef
exp
Z ) defined as
follows. As an abelian group it is the quotient of the free abelian group over symbols
[Y → Z, ξ, g] with (Y → Z, ξ, g) in RDefexpZ by the following four relations
(3.1.1) [Y → Z, ξ, g] = [Y ′ → Z, ξ′, g′]
for (Y → Z, ξ, g) isomorphic to (Y ′ → Z, ξ′, g′),
[(Y ∪ Y ′)→ Z, ξ, g] + [(Y ∩ Y ′)→ Z, ξ|Y ∩Y ′, g|Y ∩Y ′]
= [Y → Z, ξ|Y , g|Y ] + [Y
′ → Z, ξ|Y ′, g|Y ′ ]
(3.1.2)
for Y and Y ′ definable subassignments of some X in RDefZ and ξ, g defined on
Y ∪ Y ′,
(3.1.3) [Y → Z, ξ, g + h] = [Y → Z, ξ + h¯, g]
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for h : Y → h[1, 0, 0] a definable morphism with ord(h(y)) ≥ 0 for all y in Y and h¯
the reduction of h modulo (t), and
(3.1.4) [Y [0, 1, 0]→ Z, ξ + p, g] = 0
when p : Y [0, 1, 0] → h[0, 1, 0] is the projection and when Y [0, 1, 0] → Z, g, and ξ
factorize through the projection Y [0, 1, 0]→ Y .
3.1.1. Lemma. — We may endow K0(RDef
exp
Z ) with a ring structure by setting
[Y → Z, ξ, g] · [Y ′ → Z, ξ′, g′] = [Y ⊗Z Y
′ → Z, ξ ◦ pY + ξ
′ ◦ pY ′ , g ◦ pY + g
′ ◦ pY ′],
where Y ⊗Z Y
′ is the fiber product of Y and Y ′, pY the projection to Y , and pY ′ the
projection to Y ′.
Proof. — Clearly fiber product induces a commutative ring structure on the free
group on symbols [Y → Z, ξ, g] with (Y → Z, ξ, g) in RDefexpZ . The subgroup
generated by the four relations (3.1.1) up to (3.1.4) is an ideal of this ring, hence,
the quotient by this subgroup is a ring.
Similarly, using relations (3.1.1), (3.1.2), (3.1.4), and the subcategory RDefeZ , one
may define the subring K0(RDef
e
Z) of K0(RDef
exp
Z ).
3.1.2. Notation and abbreviations. — We write eξE(g)[Y → Z] for [Y → Z, ξ, g].
We abbreviate e0E(g)[Y → Z] by E(g)[Y → Z], eξE(0)[Y → Z] by eξ[Y → Z], and
e0E(0)[Y → Z] by [Y → Z]. Likewise we write eξE(g) for eξE(g)[Z → Z], E(g) for
e0E(g)[Z → Z] and eξ for eξE(0)[Z → Z]. Note that the element [Z → Z] is the
multiplicative unit of K0(RDef
exp
Z ).
3.1.3. Lemma. — There are natural injections of ringsK0(RDefZ)→ K0(RDef
e
Z)→
K0(RDef
exp
Z ) sending [Y → Z] to [Y → Z] and e
ξ[Y → Z] to eξ[Y → Z].
Proof. — Both statements being similar, we prove that i : K0(RDefZ) →
K0(RDef
e
Z) is an injection. Suppose that there are a1, a2 in K0(RDefZ) hav-
ing the same image in K0(RDef
e
Z). The equality i(a1) = i(a2) in K0(RDef
e
Z)
induces an equality in the free group on symbols [Y → Z, ξ, 0] of the form
(3.1.5)
∑
i
[Yi → Z, ξi, 0] =
∑
j
[Yj → Z, ξj, 0],
by adding up relations. For each i, j, let Y ′i ⊂ Yi and Y
′
j ⊂ Yj be the subassignments
defined by ξi = 0, resp. ξj = 0. Then
(3.1.6)
∑
i
[Y ′i → Z, 0, 0] =
∑
j
[Y ′j → Z, 0, 0]
holds in the free group. Hence, a1 = a2 in K0(RDefZ).
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3.2. Pull-back. — For f : Z → Z ′ in Defk we have a natural pull-back morphism
f ∗ : K0(RDef
exp
Z′ )→ K0(RDef
exp
Z ), induced by fiber product.
If f : Z → Z ′ is a morphism in RDefZ′, composition with f induces a morphism
f! : K0(RDef
exp
Z )→ K0(RDef
exp
Z′ ).
We have similar morphisms when we replace RDefexp by RDefe.
3.3. Constructible exponential functions. — For Z in Defk we define the ring
C(Z)exp of constructible exponential functions by
(3.3.1) C(Z)exp := C(Z)⊗K0(RDefZ) K0(RDef
exp
Z ).
Note that the element E(id) of C(h[1, 0, 0])exp, with id the identity map on
h[1, 0, 0], can be seen as a (non complex valued) additive character. Likewise, the
element eid of C(h[0, 1, 0])exp, with id the identity map on h[0, 1, 0], can be seen as
an additive character on the residue field.
For every d ≥ 0 we define C≤d(Z)exp as the ideal of C(Z)exp generated by the
characteristic functions 1Z′ of subassignments Z
′ ⊂ Z of dimension ≤ d.
We set
(3.3.2) C(Z)exp = ⊕dC
d(Z)exp
with
(3.3.3) Cd(Z)exp := C≤d(Z)exp/C≤d−1(Z)exp.
It is a graded abelian group, and also a C(Z)exp-module. We call elements of C(Z)exp
constructible exponential Functions.
For S in Defk and Z in DefS we define the group ISC(Z)
exp of S-integrable
constructible exponential Functions by
(3.3.4) ISC(Z)
exp := ISC(Z)⊗K0(RDefZ) K0(RDef
exp
Z ).
It is a graded subgroup of C(Z)exp.
3.3.1. Lemma. — For every Z in Defk, the natural morphisms of rings, resp. of
graded groups, C(Z) → C(Z)exp, C≤d(Z) → C≤d(Z)exp, resp. C(Z) → C(Z)exp,
ISC(Z)→ ISC(Z)
exp are injective.
Proof. — This follows from Lemma 3.1.3 by taking tensor products, and by noting
that C≤d(Z)exp is isomorphic to C≤d(Z)⊗K0(RDefZ) K0(RDef
exp
Z ).
3.3.2. Proposition. — Let S be in Defk and let W be a definable subassignment
of h[0, 0, m]. The canonical morphism
K0(RDef
exp
S )⊗P0(S) P
0(S ×W ) −→ K0(RDef
exp
S×W )
is an isomorphism.
Proof. — This follows from the Denef-Pas quantifier elimination as stated in [8].
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3.4. Inverse image of constructible exponential functions. — Let f : Z →
Z ′ be a morphism in Defk. Since f
∗ as defined on K0(RDef
exp
Z′ ) and on C(Z
′) is com-
patible with the morphisms K0(RDefZ′)→ C(Z
′) and K0(RDefZ′)→ K0(RDef
exp
Z′ ),
one gets by tensor product a natural pull-back morphism f ∗ : C(Z ′)exp → C(Z)exp.
3.5. Push-forward for inclusions. — Let i : Z →֒ Z ′ be the inclusion be-
tween two definable subassignments Z ⊂ Z ′. Extension by zero induces a morphism
i! : K0(RDef
exp
Z ) → K0(RDef
exp
Z′ ). Since this is compatible on K0(RDefZ) with
i! : C(Z) → C(Z
′), we get, by tensor product, a morphism i! : C(Z)
exp → C(Z ′)exp.
Because i sends subassignments of Z to subassignments of Z ′ of the same dimen-
sion, there are group morphisms i! : C
≤d(Z)exp → C≤d(Z ′)exp, and graded group
morphisms i! : C(Z)
exp → C(Z ′)exp. If Z ′ is in DefS then f! clearly restricts to a
morphism f! : ISC(Z)
exp → ISC(Z
′)exp.
3.6. Push-forward for k-projections. — Let Y be in Defk and let Z be a
definable subassignment of Y [0, r, 0], for some r ≥ 0. Denote by f : Z → Y
the morphism induced by projection. It follows from statement (1) in Proposition
5.2.1 of [8] that the map f! : K0(RDef
exp
Z )→ K0(RDef
exp
Y ) induces a ring morphism
f! : C(Z)
exp → C(Y )exp, and because f sends subassignments of Z to subassignments
of Y of the same dimension, there are group morphisms f! : C
≤d(Z)exp → C≤d(Y )exp,
and graded group morphisms f! : C(Z)
exp → C(Y )exp. If Y is in DefS then f!
clearly restricts to a morphism f! : ISC(Z)
exp → ISC(Y )
exp. Note also that the
projection formula trivially holds in this setting, that is, for every α in C(Y )exp and
β in C(Z)exp, f!(f
∗(α)β) = αf!(β).
3.7. Push-forward for Z-projections. — If f : Z[0, 0, m] → Z is the pro-
jection and Z is in DefS, m ≥ 0, then, by Proposition 3.3.2 and by the fact
that f preserves the dimension of definable subassignments of Z[0, 0, m], the map
f! : ISC(Z[0, 0, m])→ ISC(Z)
induces a graded group morphism f! : ISC(Z[0, 0, m])
exp → ISC(Z)
exp.
Lemma-Definition 3.7.1 below is a basic kind of Fubini Theorem between the
push forwards of 3.6 and 3.7, and Lemma 3.7.2 is a basic form of the change of
variables formula.
3.7.1. Lemma-Definition. — Let ϕ be in ISC(Z[0, m, r])
exp for some m, r ≥ 0
and some Z in DefS and let f : Z[0, m, r]→ Z the projection. Let π1, . . . , πm+r be
any sequence of linear projections of the form Z[0, i, j]→ Z[0, i−1, j] or Z[0, i, j]→
Z[0, i, j− 1] whose composition goes from Z[0, m, r] to Z. Then, πm+r! ◦ . . . ◦ π1!(ϕ)
is independent of the sequence π1, . . . , πm+r and we define f!(ϕ) to be this element.
Proof. — This follows from the fact that
K0(RDef
exp
Z[0,m,0])⊗K0(RDefexpZ ) C(Z)
exp ⊗C(Z) C(Z[0, 0, r]) −→ C(Z[0, m, r])
exp
is an isomorphism.
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Let λ : S[0, n, r] → S[0, n′, r′] be a morphism in DefS. Let ϕ be a function in
C(S[0, n, r])exp. Assume ϕ = 1Zϕ with Z a definable subassignment of S[0, n, r]
on which λ is injective. Thus λ restricts to an isomorphism λ′ between Z and
Z ′ := λ(Z). We define λ+(ϕ) in C(S[0, n
′, r′])exp as [i′!(λ
′−1)∗i∗](ϕ), where i and i′
denote respectively the inclusions of Z and Z ′ in S[0, n, r] and S[0, n′, r′].
3.7.2. Lemma. — Let λ : S[0, n, r]→ S[0, n′, r′] be a morphism in DefS. Let ϕ be
a function in C(S[0, n, r])exp such that ϕ = 1Zϕ with Z a definable subassignment of
S[0, n, r] on which λ is injective. Then ϕ is in ISC(S[0, n, r])
exp if and only if λ+(ϕ)
is in ISC(S[0, n
′, r′])exp and if this is the case then
p!(ϕ) = p
′
!(λ+(ϕ)),
with p : S[0, n, r] → S and p′ : S[0, n′, r′] → S the projections and p! and p
′
! as in
Lemma-Definition 3.7.1.
Proof. — Consider the definable isomorphism
(3.7.1) λ× id : S[0, n, r]→ S[0, n+ n′, r + r′]
with inverse g. Since this is an isomorphism, ϕ is S-integrable if and only if g∗(ϕ)
is S-integrable. By construction,
(3.7.2) π′! (g
∗(ϕ)) = λ+(ϕ),
(3.7.3) π! (g
∗(ϕ)) = ϕ,
with π : S[0, n + n′, r + r′] → S[0, n, r] and π′ : S[0, n + n′, r + r′] → S[0, n′, r′] the
projections. Now the Lemma follows from Lemma-Definition 3.7.1.
3.8. Relative setting. — Let us fix Λ in Defk that will play the role of a param-
eter space. For Z in DefΛ, we consider, similarly as in [8], the ideal C
≤d(Z → Λ)exp
of C(Z)exp generated by functions 1Z′ with Z
′ definable subassigment of Z such that
all fibers of Z ′ → Λ have dimension ≤ d. We set
(3.8.1) C(Z → Λ)exp := ⊕dC
d(Z → Λ)exp
with
(3.8.2) Cd(Z → Λ) := C≤d(Z → Λ)/C≤d−1(Z → Λ).
This graded abelian semigroup may be naturally identified with
(3.8.3) C(Z → Λ)⊗K0(RDefZ) K0(RDef
exp
Z ).
For Z → S a morphism in DefΛ, we set
(3.8.4) ISC(Z → Λ)
exp := ISC(Z → Λ)⊗K0(RDefZ ) K0(RDef
exp
Z ).
Lemma 3.3.1 and all results and constructions in (3.5), (3.6), (3.7), including
Lemma-Definition 3.7.1 and Lemma 3.7.2, extend immediately with the same
proofs to the relative setting.
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4. Integration of constructible exponential functions
4.1. The main result. — We can now state the result on extending our construc-
tion of motivic integrals from constructible functions to constructible exponential
funcions.
4.1.1. Theorem. — Let S be in Defk. There is a unique functor from the category
DefS to the category of abelian groups which sends Z to ISC(Z)
exp, assigns to every
morphism f : Z → Y in DefS a morphism f! : ISC(Z)
exp → ISC(Y )
exp and which
satisfies the following five axioms:
(A1) Compatibility: For every morphism f : Z → Y in DefS, the map f! :
ISC(Z)
exp → ISC(Y )
exp is compatible with the inclusions of groups ISC(Z)→
ISC(Z)
exp and ISC(Y ) → ISC(Y )
exp and with the map f! : ISC(Z) → ISC(Y )
as constructed in [8].
(A2) Disjoint union: Let Z and Y be definable subassignments in DefS. Assume
Z, resp. Y , is the disjoint union of two definable subassignments Z1 and Z2,
resp. Y1 and Y2 of Z, resp. Y . Then, for every morphism f : Z → Y in
DefS, with f(Zi) ⊂ Yi for i = 1, 2, under the isomorphisms ISC(Z)
exp ≃
ISC(Z1)
exp ⊕ ISC(Z2)
exp and ISC(Y )
exp ≃ ISC(Y1)
exp ⊕ ISC(Y2)
exp, we have
f! = f1! ⊕ f2!, with fi : Zi → Yi the restrictions of f .
(A3) Projection formula: For every morphism f : Z → Y in DefS, and every
α in C(Y )exp and β in ISC(Z)
exp, if f ∗(α)β is in ISC(Z)
exp, then f!(f
∗(α)β) =
αf!(β).
(A4) Projection on k-variables: Assume that f is the projection f : Z =
Y [0, n, 0] → Y for some Y in DefS. For every ϕ in ISC(Z)
exp, f!(ϕ) is as
constructed in 3.6.
(A5) Relative balls of large volume: Let Y be in DefS and consider definable
morphisms α : Y → Z, ξ : Y → hGm,k , with Gm,k the multiplicative group A
1
k \
{0}. Suppose that [1Z ] is in ISC(Z)
exp and that Z is the definable subassignment
of Y [1, 0, 0] defined by ord z = α(y) and ac z = ξ(y), and f : Z → Y is the
morphism induced by the projection Y [1, 0, 0]→ Y . If moreover α(y) < 0 holds
for every y in Y , then
f!(E(z)[1Z ]) = 0.
Moreover, these groups morphisms f! coincide with the group morphisms constructed
in 3.7 and in 3.5 in the corresponding cases.
When S = h[0, 0, 0], we write IC(Y )exp for ISC(Y )
exp and µ for the morphism
f! : IC(Y )
exp → IC(h[0, 0, 0])exp = K0(RDef
exp
h[0,0,0])⊗Z[L]A when f : Y → h[0, 0, 0] is
the projection to the final object.
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4.2. Change of variables formula. — We have the following analogue of The-
orem 12.1.1 of [8].
4.2.1. Theorem (Change of variables formula). — Let f : X → Y be a de-
finable isomorphism between definable subassignments of dimension d. Let ϕ be in
C≤d(Y )exp with a non zero class in Cd(Y )exp. Then [f ∗(ϕ)] belongs to IYC
d(X)exp
and
f!([f
∗(ϕ)]) = Lordjacf◦f
−1
[ϕ].
Proof. — Similar to the proof of Theorem 12.1.1 of [8]. It is enough to consider the
cases where f is an injection or a projection. When f is an injection the statement
is true by construction. For projections, one reduces to the case of the projection of
a 0-cell as in Proposition 11.4.3 of [8], which follows also by construction.
4.3. Relative version. — Fix Λ in Defk. The proof of Theorem 4.1.1 which we
shall give in sections 5 and 6 readily extends to the following relative version:
4.3.1. Theorem. — Let Λ belong to Defk and let S belong to DefΛ. There ex-
ists a unique functor from DefS to the category of abelian groups assigning to any
morphism f : Z → Y in DefS a morphism
f!Λ : ISC(Z → Λ)
exp → ISC(Y −→ Λ)
exp
satisfying the analogues of axioms (A1)-(A5) when replacing C( ) by C( → Λ).
Let Z be in DefΛ. For every point λ of Λ, we denote by Zλ the fiber of Z at λ,
as defined in [8] 2.6. We have a natural restriction morphism i∗λ : C(Z → Λ)
exp →
C(Zλ)
exp, which respects the grading. Let f : Z → Y be a morphism in DefΛ and
let ϕ be in C(Z → Λ)exp. We denote by fλ : Zλ → Yλ the restriction of f to the
fiber Zλ. It follows from Proposition 14.2.1 of [8] that if ϕ is in IYC(Z → Λ)
exp,
then i∗λ(ϕ) is in IYλC(Zλ)
exp. Furthermore, it follows from the constructions that,
then
(4.3.1) i∗λ(f!Λ(ϕ)) = fλ!(i
∗
λ(ϕ))
for every point λ of Λ.
When S = Λ and f is the morphism Z → Λ, we write µΛ for the morphism
f!Λ : IΛC(Z → Λ)
exp → C(Λ)exp = IΛC(Λ→ Λ)
exp.
4.3.2. Remark. — It follows from the functoriality statement in Theorem 4.1.1,
resp. 4.3.1, that for f : X → Y and g : Y → Z in DefS, (g ◦ f)! = g! ◦ f!, resp.
(g ◦f)!Λ = g!Λ◦f!Λ. We shall sometimes refer to that property as “Fubini Theorem”.
4.4. Global version. — Once we have Theorem 4.2.1 at our disposal it is possible
to develop the theory on global subassignments, defined by replacing affine spaces by
general algebraic varieties, along the lines of section 15 of [8]. Since this is essentially
straightforward we shall not give more details here.
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5. Exponential integrals in dimension 1
We shall start by constructing directly exponential integrals in relative valued
field dimension 1.
5.1. — Let S be a definable subassignment and consider a definable subassignment
X ⊂ S[1, 0, 0] and denote by π : X → S the projection. Let MX be the free group
on symbols [Y → X, ξ, g, ϕ] with ((Y → X, ξ, g), ϕ) in RDefexpX × ISC(X).
We construct a map
(5.1.1) π! : MX → C(S)
exp
and show that it factorizes through the natural surjective group
morphism MX → ISC(X)
exp, thus obtaining a map
(5.1.2) π! : ISC(X)
exp → C(S)exp,
which is the integral in relative dimension 1.
Consider a = [f : Y → X, ξ, g, ϕ] in MX .
We shall use a suitable isomorphism of the form λ : Y → Y ′ ⊂ Y [0, n, r] which is
an isomorphism over Y and which is adapted to a in a certain sense. Then we shall
define π! by going through the commutative diagram
Y
λ ∼=

f
// X
π
// S
Y ′
π′
// S ′ := S[0, n+ nY , r]
p
77nnnnnnnnnnnnn
A1 ∪ A2 ∪ B,
where Y ⊂ X [0, nY , 0], π
′ and p are the projections, and where we will write Y ′ as
the disjoint union of A1, A2, and B, along which π
′
! will be easy to define.
Let a′ be [Y ′ → Y ′, ξ′ := ξ ◦ λ−1, g′ := g ◦ λ−1, ϕ′ := λ−1∗f ∗(ϕ)] in MY ′. We
construct λ, define π′!(a
′), and then define π!(a) as p!π
′
!(a
′), where p! is as in Lemma-
Definition 3.7.1.
Write ϕ′ as
∑2
i=1[ϕ
′
i] with ϕ
′
i in C
≤i(Y ) but not in C≤i−1(Y ) \ {0}. By Theorems
2.2.1 and 2.2.2 we can take an appropriate λ such that ξ′ = ξ˜ ◦ π′ for some ξ˜ : S ′ →
h[0, 1, 0], such that ϕ′i = π
′∗(ϕi) for some ϕi ∈ C(S
′), and such that properties (1)
up to (6) of Theorem 2.2.2 are fulfilled for g′. There are now uniquely determined
parts A, B ⊂ Y ′, such that g′(x, ·) : y 7→ g′(x, y) is constant on Bx for each x, and
nonconstant and injective on Ax for each x, where Ax = {y ∈ h[1, 0, 0] | (x, y) ∈ A}
and Bx = {y ∈ h[1, 0, 0] | (x, y) ∈ B} are the fibers, and x runs over S
′.
It is clear that g′|B = g˜ ◦ π
′
|B for a unique definable g˜ : π
′(B)→ h[1, 0, 0].
On the part A we have to work differently. By construction, A is a 1-cell having
the identity morphism as presentation. By the previous use of Theorem 2.2.2, A is
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the disjoint union of A1 and A2, with
(5.1.3) A1 := {(x, y) ∈ A | g
′(x, ·) maps Ax onto a ball of volume L
j with j ≤ 0}.
(5.1.4) A2 := {(x, y) ∈ A | g
′(x, ·) maps Ax onto a ball of volume L
j with j > 0}.
Note that the Ai are cells which are their own presentation.
By property (6) of Theorem 2.2.2, there are definable morphisms r : S ′ → h[1, 0, 0]
and η : S ′ → h[0, 1, 0] such that
(5.1.5) g′(x, y)− r(x) ≡ η(x) mod (t)
for (x, y) ∈ A2, that is, either ri(x)− g
′(x, y) has order > 0 and η(x) = 0, or, it has
order 0 and angular component equal to η(x).
5.1.1. Lemma-Definition. — Consider λ, A1, A2, B, r, and η as constructed
above. Define π′!(a
′) in C(S ′)exp as
π′!(a
′) := eξ˜E(g˜) π′! (1Bϕ
′) + eξ˜+ηE(r) π′! (1A2ϕ
′)
where π′! in the right hand side is as in [8]. Then, π
′
!(a
′) lies in ISC(S
′)exp and
is independent of the choice of r and η. Furthermore, p!(π
′
!(a
′)), where p! is as in
Lemma-Definition 3.7.1, is independent of the choice of λ, so we can define π!(a) in
C(S)exp as
π!(a) := p!(π
′
!(a
′)).
We extend π! to a group morphism π! : MX → C(S)
exp.
Proof. — That π′!(ϕ
′) lies in ISC(S
′)exp follows easily from the fact that π′! (1Bϕ
′)
and π′! (1A1ϕ
′) are in ISC(S
′), which is true by the main theorem of [8] and the
fact that ϕ is in ISC(X). The independence from the choice of r and η is clear by
relation (3.1.3) for C(S)exp.
We prove the independence from the choice of λ : Y → Y ′. Although this is
similar to the proof of Lemma-Definition 9.1.2 in [8], using furthermore relation
(3.1.4), let us give details. If another map λˆ : Y → Yˆ with the same properties and
with partition Aˆ1, Aˆ2, Bˆ is given, there exists a third map λ˘ : Y → Y˘ with the same
properties and with partition A˘1, A˘2, B˘, such that λ˘
−1(B˘) contains both λˆ−1(Bˆ) and
λ−1(B), for example, the map λ˘ := λ⊗Y λˆ has this property. Necessarily, λ˘
−1(B˘) is
equal to the union of λ−1(B) with a 0-cell and is also equal to the union of λˆ−1(Bˆ)
with a 0-cell, since g′ is injective on A. It follows from this, from ϕ′i = π
′∗(ϕi) and
since A is a 1-cell, that one has
(5.1.6) p!π
′
! (1Bϕ
′) = pˆ!πˆ
′
! (1Bˆϕˆ
′) = p˘!π˘
′
! (1B˘ϕ˘
′) ,
with obvious notation (this also follows from Lemma-Definition 9.1.2 in [8]). By
Lemma-Definition 3.7.1, one finds
(5.1.7) p!(e
ξ˜E(g˜)π′! (1Bϕ
′)) = pˆ!(e
˜ˆ
ξE(˜ˆg)πˆ′! (1Bˆϕˆ
′)) = p˘!(e
˜˘
ξE(˜˘g)π˘′! (1B˘ϕ˘
′)).
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Next we compare the integrals over A, Aˆ and A˘, working still similarly as in the
proof of Lemma-Definition 9.1.2 in [8].
Note that automatically we have the following inclusions
(5.1.8) λ˘−1(A˘) ⊂ λ−1(A), λ˘−1(A˘) ⊂ λˆ−1(Aˆ),
(5.1.9) λ˘−1(A˘1) ⊂ λ
−1(A1), λ˘
−1(A˘1) ⊂ λˆ
−1(Aˆ1),
but maybe not so for A2. By Lemma-Definition 9.1.2 in [8], one has
(5.1.10) p!π
′
! (1Aϕ
′) = pˆ!πˆ
′
!
(
1Aˆϕˆ
′
)
= p˘!π˘
′
!
(
1A˘ϕ˘
′
)
.
The subassignment λ˘−1(A˘2) is equal to λ
−1(A2) with a 1-cell C adjoined and
with a 0-cell removed. In our construction, since ϕ′i = π
′∗(ϕi), the pushforward is
stable under removing a 0-cell from A (or from A2). Relation (3.1.4) insures that
the integral over C is equal to zero, hence, the lemma is proved.
5.1.2. Lemma-Definition. — The map π! constructed in Lemma-Definition
5.1.1 factorizes through the natural group homomorphism MX → ISC(X)
exp. We
write π! for the induced group homomorphism
π! : ISC(X)
exp → C(S)exp.
Proof. — We have to check that π! : MX → C(S)
exp factorizes through the tensor
product NX ⊗K0(RDefX) ISC(X), with NX the free group on symbols [b] with b in
RDefexpZ , and then we have to check that it factorizes through the relations (3.1.1)
up to (3.1.4). By construction, π! : MX → C(S)
exp is bilinear in the factors NX and
ISC(X) over the ringK0(RDefX), hence it factorizes throughNX⊗K0(RDefX)ISC(X).
That π! factors through relation (3.1.1) is clear since its definition is independent
of the choice of λ, cf. Lemma-Definition 5.1.1. Relation (3.1.2) is clear by construc-
tion. Relation (3.1.3) also follows since we can choose λ in such a way that h¯ factors
through the projection π′, and then one can compare the original construction and
definition with the ones with g replaced by g + h. We prove relation (3.1.4). As-
sume that a is of the form [Y [0, 1, 0]→ X, ξ + p, g, ϕ] with p : Y [0, 1, 0]→ h[0, 1, 0]
the projection and that Y [0, 1, 0] → X , g, and ξ factorize through the projection
Y [0, 1, 0]→ Y . It follows by construction from relation (3.1.4) that π!(a) is zero.
One deduces from Theorem 2.2.2 the following change of variables statement in
relative dimension 1:
5.1.3. Proposition (Change of variables). — Let X and Y be definable sub-
assignments of dimension r of S[1, 0, 0] for some S in Defk and let f : X → Y
be a definable isomorphism over S. Suppose that X and Y are equidimensional of
relative dimension 1 relative to the projection to S. Then, ϕ is in ISC
r(Y )exp if and
only if L−ordjacff ∗(ϕ) is in ISC
r(X)exp and if this is the case then
πY !(ϕ) = πX!(L
−ordjacff ∗(ϕ))
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holds in C(S)exp with πY : Y → S and πX : X → S the projections, πY !, πX! as in
Lemma-Definition 5.1.2, and ordjac as in [8].
Proof. — By linearity we may assume that ϕ is of the form
(5.1.11) ϕ = eξE(g)[Z → Y ]ϕ0,
with ϕ0 in ISC(Y ), Z ⊂ Y [0, n, 0], and ξ : Z → h[0, 1, 0] and g : Z → h[1, 0, 0]
definable morphisms. By pulling back along Z → Y , we may assume that Z = Y .
Choose λ as in the construction of πY !(ϕ) in Lemma-Definition 5.1.2. By chang-
ing λ we may suppose that Theorem 2.2.2 is also applied to the function p1 ◦ f ,
with p1 : X → h[1, 0, 0] the projection. But then λ ◦ f can be used to com-
pute πX!(L
−ordjacff ∗(ϕ)) as in Lemma-Definition 5.1.2 and is seen to be equal to
πY !(ϕ).
6. Proof of Theorem 4.1.1
6.1. Notation. — If p : X → Z is a morphism in RDefZ and ϕ a Function in
C i(Z) which is the class of ψ in C≤i(Z), the class of p∗(ψ) in C i(X) depends only of
ϕ, so we denote it by p∗(ϕ). This construction extends by linearity to a morphism
p∗ : C(Z)→ C(X).
6.2. — Replacing K0(RDef
exp
Z ) by the subring K0(RDef
e
Z), one defines subobjects
C(Z)e, C(Z)e and ISC(Z)
e of C(Z)exp, C(Z)exp and ISC(Z)
exp defined in 3.3, cf.
Lemma 3.1.3.
Let us first prove that Theorem 4.1.1 restricted to this setting hold:
6.2.1. Proposition. — Let S be in Defk. There is a unique functor from the
category DefS to the category of abelian groups which sends Z to ISC(Z)
e, assigns
to every morphism f : Z → Y in DefS a morphism f! : ISC(Z)
e → ISC(Y )
e
and which satisfies axioms (A1) to (A4) of Theorem 4.1.1. Moreover, these groups
morphisms f! coincide with the group morphisms constructed in 3.7 and in 3.5 in
the corresponding cases.
Proof. — Let f : Z → Y be a morphism in DefS. Consider ϕ in ISC(Z)
e of the
form
(6.2.1) eh[X → Z]ϕ0
with p : X → Z in RDefZ , h : X → h[0, 1, 0] and ϕ0 in ISC(Z). We have
(6.2.2) ϕ = p!(e
hp∗ϕ0).
Hence, if we denote by δf,h : X → Y [0, 1, 0] the morphism
(6.2.3) x 7−→ ((f ◦ p)(x), h(x)),
the axioms force to set
(6.2.4) f!(ϕ) := πY !(e
ξδf,h!(p
∗ϕ0)),
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with πY the projection Y [0, 1, 0] → Y , ξ the canonical coordinate on the fibers of
π, and πY ! uniquely determined by (A4). Since ISC(Z)
e is generated by functions
ϕ as above, this proves the unicity part of the statement. For existence, one uses
(6.2.4) to define p! by additivity. Note that this definition is clearly compatible with
the relations involved in the definition of C(Z)e. Note also that (A2) and (A1)
are obvious and that (A4), that is, compatibility with 3.6, is easily checked. The
projection formula (A3) follows easily from the projection formula in [8].
Now let us prove functoriality, namely, that g! ◦ f! = (g ◦ f)! for morphisms
f : Z → Y and g : Y → W in DefS. As above consider ϕ in ISC(Z)
e of the form
eh[X → Z]ϕ0 = p!(e
hp∗ϕ0) with p : X → Z in RDefZ , h : X → h[0, 1, 0] and ϕ0 in
ISC(Z). We have
(6.2.5) (g! ◦ f!)(ϕ) = g!(πY !((e
ξδf,h!(p
∗ϕ0)))
and
(g ◦ f)!(ϕ) = πW !(e
ξδg◦f,h!(p
∗ϕ0))
= πW !(e
ξ((g × id)! ◦ δf,h!)(p
∗ϕ0)),
(6.2.6)
hence it is enough to check that for every ψ in ISC(Y [0, 1, 0])
(6.2.7) g!(πY !(e
ξψ)) = πW !(e
ξ((g × id)!ψ)).
We may assume ψ is of the form [p : X → Y [0, 1, 0]] π∗Y (ψ0) with ψ0 in ISC(Y )
the class of a function in some Ci(Y ), and with the above abuse of notation. Since
πY !(e
ξψ) = eξ◦p[X → Y ]ψ0, we have
(6.2.8) g!(πY !(e
ξψ)) = πW !(e
ξδg,ξ◦p!(p
∗ψ)).
We now deduce (6.2.7) since
δg,ξ◦p!(p
∗ψ) = (g × id)!(p!([X ]p
∗π∗Y (ψ0))))
= (g × id)!([X → Y [0, 1, 0]] π
∗
Y (ψ0))
= (g × id)!(ψ).
(6.2.9)
6.2.2. Remark. — Note that in relative dimension 1, the morphisms f! in Propo-
sition 6.2.1 coincide with those constructed in section 5.
6.3. Uniqueness. — The proof is similar to the one in Proposition 6.2.1. Let
f : Z → Y be a morphism in DefS. Consider ϕ in ISC(Z)
exp of the form
(6.3.1) E(g)eh[X → Z]ϕ0
with p : X → Z in RDefZ , g : X → h[1, 0, 0] and h : X → h[0, 1, 0] definable
morphisms, and ϕ0 in ISC(Z). We have
(6.3.2) ϕ = p!(E(g)e
hp∗ϕ0).
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Hence, if we denote by δf,g,h : X → Y [1, 1, 0] the morphism sending x to ((f ◦
p)(x), g(x), h(x)), the axioms force to set
(6.3.3) f!(ϕ) := πY !(πY [0,1,0]!(E(x)e
ξδf,g,h!(p
∗ϕ0))),
with πY [0,1,0] : Y [1, 1, 0] → Y [0, 1, 0] and πY : Y [0, 1, 0] → Y the projections and
(x, ξ) the canonical coordinates on the fibers of π. The map πY ! is determined by
(A4) and for the map πY [0,1,0]! one is forced to use the construction of section 5.
6.4. Preliminaries. — Let Z be in DefS. In Lemma-Definition 3.7.1 we defined
push-forwards morphisms
(6.4.1) π! : ISC(Z[0, r,m])
exp −→ ISC(Z)
exp
and in section 5 we constructed a pushforward
(6.4.2) π! : ISC(Z[1, 0, 0])
exp −→ ISC(Z)
exp,
with π denoting the projection.
We may mix these two constructions as follows:
6.4.1. Lemma-Definition. — Let Y be in DefS. Let ϕ be a Function in
ISC(Y [1, n, r])
exp. Consider the following commutative diagram of projections
Y [1, n, r]
π1
xxqq
qq
qq
qq
qq π′1
&&M
MM
MM
MM
MM
M
π

Y [1, 0, 0]
π2
&&N
NN
NN
NN
NN
NN
N
Y [0, n, r]
π′2
xxpp
pp
pp
pp
pp
pp
Y .
We have
π2!π1!(ϕ) = π
′
2!π
′
1!(ϕ)
and we define π!(ϕ) to be the commun value of π2!π1!(ϕ) and π
′
2!π
′
1!(ϕ).
Proof. — The proof of Proposition-Definition 11.2.2 in [8] carries over to the present
setting.
6.5. Fubini for projections Y [2, 0, 0]→ Y . —
6.5.1. Proposition. — Let Y be in DefS. Let p : X → Y [1, 0, 0] be in RDefY [1,0,0]
and g : X → h[1, 0, 0] be a morphism in Defk. Denote by πY the projection
Y [1, 0, 0] → Y and set γg := (πY ◦ p, g) : X → Y [1, 0, 0]. For every Function ψ
in ISC(Y [1, 0, 0])
e, we have
πY !(E(g)[X → Y ]ψ) = πY !(E(z)γg!(p
∗(ψ))).
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Proof. — By using a construction with a cell decomposition adapted to [X →
Y [1, 0, 0], by pulling back, and by Lemma-Definition 6.4.1, we may assume X =
Y [1, 0, 0]. Similarly, by a cell decomposition construction using Theorem 2.2.2 and
by Lemma-Definition 6.4.1, we can reduce to the case where g is either constant or
injective. When g is constant the statement is clear and when g is injective it is a
direct consequence from Proposition 5.1.3.
Let Y be in DefS. For i = 1, 2, we denote by πi : Y [2, 0, 0] → Y [1, 0, 0] the
projection (y, z1, z2) 7→ (y, zi) and by πY the projection Y [1, 0, 0]→ Y .
6.5.2. Proposition. — Let ψ be in ISC(Y [2, 0, 0])
e. Then
πY !(π1!(E(z2)ψ)) = πY !(π2!(E(z2)ψ)).
Proof. — We shall use bicells as defined in section 7.4 of [8]. By Proposition 7.4.1
of [8], any definable subassignment Z of Y [2, 0, 0] admits a bicell decomposition
and, furthermore, for any ϕ in C(Z) there is a bicell decomposition of Z adapted
to ϕ in the sense of loc. cit. More generally, for any ϕ in C(Z)e, there is a bicell
decomposition of Z adapted to ϕ. Indeed, this follows from the proof of loc. cit.
and the fact that statement (2) in Theorem 2.2.1 still holds when replacing C(X)
by C(X)e. Hence, we may assume ψ is the characteristic function of a bicell Z in
Y [2, 0, 0]. By the argument given at the beginning of the proof of Proposition 11.2.4
of [8], we may assume thet the bicell Z is presented by the identity morphism.
Let us consider first the case when Z is a (1, 1)-bicell. We start by the following
special case:
6.5.3. Lemma. — Let C be a definable subassignment of Y and consider definable
morphisms c : C → h[1, 0, 0], α, β : C → h[0, 0, 1], and ξ, η : C → hGm,k . Consider
the subassignment Z of Y [2, 0, 0] defined by
y ∈ C
ord(z1 − z2) = α(y)
ac(z1 − z2) = ξ(y)
ord(z2 − c(y)) = β(y)
ac(z2 − c(y)) = η(y).
Then
πY !(π1!(E(z2)1Z)) = πY !(π2!(E(z2)1Z)).
Proof of the Lemma. — As in the proof of Lemma 11.2.5 of [8], we may assume,
after partitioning C, that one of the following condition is satisfied everywhere on
C:
(1) β > α
(2) β < α
(3) β = α and ξ + η 6= 0
(4) β = α and ξ + η = 0.
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If condition (1) or (3) holds, Z can be rewritten as a product of two 1-cells, cf. loc.
cit., and the result is clear. If (2) is satisfied, then Z is also defined by
y ∈ C
ord(z1 − z2) = α(y)
ac(z1 − z2) = ξ(y)
ord(z2 − c(y)) = β(y)
ac(z2 − c(y)) = η(y).
and one computes
(6.5.1) πY !(π1!(E(z2)1Z)) = E(c)Iα,ξIβ,η
and
(6.5.2) πY !(π2!(E(z2)1Z)) = E(c)L
−α−1Iβ,η
with Iα,ξ, resp. Iβ,η, the integral of E(z) over the subassigment of h[1, 0, 0] defined
by ord(z) = α and ac(z) = ξ, resp. ord(z) = β and ac(z) = η. To deduce the
requested equality note that Iβ,η = 0 when β < 0, and that when β ≥ 0, α > 0,
hence Iα,ξ = L
−α−1. The case of condition (4) also follows from an easy direct
computation.
When Z is a (1, 1)-bicell one proceeds similarly as in the proof of Proposition
11.5.4 of [8]. More precidely assume Z is of the form
y ∈ C
ord(z1 − d(y, z2)) = α(y)
ac(z1 − d(y, z2)) = ξ(y)
ord(z2 − c(y)) = β(y)
ac(z2 − c(y)) = η(y).
If d depends only on y, Z is a product of 1-cells and the statement is clear. Otherwise
d(y, z2) can be supposed injective, as in [8], as function of z2 for fixed y and one
deduces, with exactly the same proof as in loc. cit., the statement from Lemma
6.5.3 using the change of variables in relative dimension 1 (Proposition 5.1.3).
When Z is a (1, 0)-bicell one proceeds exactly as in loc. cit., using change of
variables in relative dimension 1. In the remaining cases of a (0, 1) or a (0, 0)-bicell,
Z is a product of cells, and the statement is clear.
We may now prove the following version of Fubini Theorem:
6.5.4. Proposition. — Let ϕ be in ISC(Y [2, 0, 0])
exp. Then
πY !(π1!(ϕ)) = πY !(π2!(ϕ)).
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Proof. — By using a construction as in the proof of Lemma-Definition 6.4.1, but
now with a bicell decomposition, we may assume ϕ = E(g)ψ with g : Y [2, 0, 0] →
h[1, 0, 0] in RDefS and ψ in ISC(Y [2, 0, 0])
e. By Proposition 6.5.1 we have
πY !(π1!(ϕ)) = πY !(π1!(E(g)ψ))
= πY !(π1!(E(z2)γ1!(ψ))),
(6.5.3)
with γ1 := (π1, g) : X → Y [2, 0, 0], hence, by Proposition 6.5.2, we have
πY !(π1!(ϕ)) = πY !(π2!(E(z2)γ1!(ψ)))
= πY !(E(z)(π2! ◦ γ1!)(ψ))).
(6.5.4)
The result follows, since by Proposition 6.2.1,
(6.5.5) (π2! ◦ γ1!)(ψ) = (π2 ◦ γ1)!(ψ)
and π2 ◦ γ1 : X → Y [1, 0, 0] is the morphism (π, g), with π : Y [2, 0, 0] → Y the
projection, which is independent from the order of the two variables in h[2, 0, 0],
again, by Proposition 6.2.1.
6.6. Projections. — Let us first consider the projection p : Y [m, 0, 0]→ Y . Let
ϕ be in ISC(Y [n, 0, 0])
exp. If m > 1, we set, by induction on m, p!(ϕ) = πY !(π1!(ϕ)),
where π1 : Y [m, 0, 0]→ Y [m−1, 0, 0] is the projection on the first m−1 coordinates.
By Proposition 6.5.4, this definition is invariant under permutation of coordinates.
In the general case of a projection
p : Y [m,n, r] −→ Y,
for any ϕ in ISC(Y [m,n, r])
exp, we set p!(ϕ) := (p2! ◦ p1!)(ϕ) for
Y [m,n, r]
p1
//Y [m, 0, 0]
p2
//Y.
It follows from Lemma-Definition 3.7.1, Lemma-Definition 6.4.1 and Proposition
6.5.4 that, for any decomposition of p into projections
Y [m,n, r]
p1
//Y [m′, n′, r′]
p2
//Y,
with m′ ≤ m, n′ ≤ n and r′ ≤ r, we have p!(ϕ) = (p2!◦p1!)(ϕ) and that the definition
of p!(ϕ) is invariant under permutation of coordinates.
Now if Z is a definable subassignment of some h[m,n, r] and ϕ is in ISC(Y ×Z)
exp
we denote by ϕ˜ the Function in ISC(Y [m,n, r])
exp which is obtained from ϕ by
extension by zero outside Z. If ϕ =
∑
1≤i≤j ϕi[Xi]E(gi), with ϕi in ISC(Y × Z)
e,
Xi in RDefY×Z and gi : Xi → h[1, 0, 0], we have, with a slight abuse of notations,
ϕ˜ =
∑
1≤i≤j j!(ϕi)j!([Xi])E(gi), with j : Z → h[m,n, r] the inclusion. Let us write
the projection p : Y × Z → Y as π ◦ j, with π the projection Y [m,n, r] → Y , and
we set
(6.6.1) p!(ϕ) := π!(ϕ˜)
for ϕ in ISC(Y × Z)
exp.
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The projection formula (A3) trivially holds for p! and also the following form of
Fubini’s Theorem.
6.6.1. Proposition. — Consider a diagram of projections
Y × Z ×W
p1
//Y × Z
p2
//Y,
with Z and W in Defk. Then for any ϕ in ISC(Y × Z ×W )
exp,
(p2 ◦ p1)!(ϕ) = (p2! ◦ p1!)(ϕ).
6.7. Definable injections. — Let i : X → Y be a morphism in DefS which is a
definable injection and let g : X → h[1, 0, 0] and h : X → h[0, 1, 0] be morphisms.
Now if ϕ = ϕ0E(g)e
h[W → X ] lies in ISC(X)
exp with ϕ0 in ISC(X), W in RDefX ,
and if we write W ′ for the unique element of RDefY such that for each x ∈ X the
fiber Wx equals W
′
i(x), we set
(6.7.1) i!(ϕ) := i!(ϕ0)E(gW ′)e
hW ′ [W ′ → Y ],
where hW ′ and gW ′ are h and g seen on W
′.
This definition extends uniquely by linearity to give a morphism i! : ISC(X)
exp →
ISC(Y )
exp. Also it is quite clear that if j : Y → Z is another definable injection in
DefS, (j ◦ i)! = j! ◦ i!.
6.8. General case. — To define f! for f : X → Y a general morphism in DefS,
we proceed as in [8]. We decompose f as a composition f = πf ◦ if with if the
definable injection X → X × Y given by x 7→ (x, f(x)) and πf : X × Y → Y the
canonical projection, and we set f! = πf ! ◦ if !.
It is quite clear that when f is an injection the new definition coincides with the
previous one. Also, when f is a projection Y ×Z → Y , the new definition coincides
with the previous one. Indeed, the analogue of Lemma 11.5.2 of [8] holds for similar
reasons in the present setting, so the proof in Lemma 11.6.1 of [8] extends directly.
6.9. End of proof. — We still have to check that if f : X → Y and g : Y → Z
are morphisms in DefS, then g! ◦f! = (g ◦f)!. This is proved in a formal way exactly
as in Proposition 11.7.1 of [8], since the analogue of Lemma 11.7.2 in [8] holds in
the present setting. Axioms (A1)-(A5) follow directly by construction.
7. Fourier transformation
Let p : X → Λ be a morphism in Defk, with all fibers of relative dimension d. We
shall denote by IΛ(X)
exp or Ip(X)
exp the C(Λ)exp-module of functions ϕ in C(X)exp
whose class [ϕ] in Cd(X → Λ)exp lies in IΛC(Z → Λ)
exp. We shall also write µΛ(ϕ)
or µp(ϕ) to denote the function µΛ([ϕ]) in C(Λ)
exp.
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7.1. Fourier transformation over the residue field. — Fix Λ in Defk and an
integer d ≥ 0. We consider the subassignment Λ[0, 2d, 0] with first d residue field
coordinates x = (x1, . . . , xd) and last d residue coordinates y = (y1, . . . , yd) and
denote by p1 : Λ[0, 2d, 0] → Λ[0, d, 0] and p2 : Λ[0, 2d, 0] → Λ[0, d, 0] the projection
onto the x-variables and y-variables, respectively. We consider the function e(xy) :=
e(
∑
1≤i≤d xiyi) in C(Λ[0, 2d, 0])
exp.
We define the Fourier transform
(7.1.1) f : C(Λ[0, d, 0])exp −→ C(Λ[0, d, 0])exp
by
(7.1.2) f(ϕ) := p1!Λ[0,d,0]([e(xy)p
∗
2(ϕ)]),
for ϕ in C(Λ[0, d, 0])exp. The morphism f is C(Λ)exp-linear.
For ϕ in C(Λ[0, d, 0])exp we write ϕˇ for ι∗(ϕ), with ι : Λ[0, d, 0] → Λ[0, d, 0] the
Λ-morphism sending x to −x.
7.1.1. Theorem. — Let ϕ be in C(Λ[0, d, 0])exp. We have
(f ◦ f)(ϕ) = Ld ϕˇ.
Proof. — The proof is essentially the same as the standard one for finite fields. More
precisely, we work on Λ[0, 3d, 0] with coordinates (x1, . . . , xd, y1, . . . , yd, z1, . . . , zd).
We shall denote by x : Λ[0, 3d, 0] → Λ[0, d, 0], (x, y) : Λ[0, 3d, 0] → Λ[0, 2d, 0] the
projections onto the corresponding components, etc. If f is a function on Λ[0, d, 0]
we shall write f(x) instead of x∗f , etc. By induction and Fubini Theorem (cf.
Remark 4.3.2) we may assume d = 1.
Let ϕ be in C(Λ[0, d, 0])exp. We have
(f ◦ f)(ϕ) = µx[e(y(x+ z))ϕ(z)]
= µx[e(yu)ϕ(u− x)],
(7.1.3)
after performing the change of variables (x, y, z) 7→ (x, y, u = x+ z). Since
(7.1.4) L ϕˇ(x) = µx[1u=01y=yϕ(−x)],
we have
(7.1.5) ((f ◦ f)(ϕ)− L ϕˇ)(x) = µx[1u 6=0e(yu)ϕ(u− x)],
which, after performing the change of variables (x, y, u) 7→ (x, w = yu, u), may be
rewritten as
(7.1.6) ((f ◦ f)(ϕ)− L ϕˇ)(x) = µx[1u 6=0e(w)ϕ(u− x)],
whose right hand side is zero by Fubini Theorem and relation (3.1.4).
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7.2. Fourier transformation over the valued field. — Fix Λ in Defk and an
integer d ≥ 0. We consider the subassignment Λ[2d, 0, 0] with first d valued field
coordinates x = (x1, . . . , xd) and last d valued field coordinates y = (y1, . . . , yd) and
denote by p1 : Λ[2d, 0, 0] → Λ[d, 0, 0] and p2 : Λ[2d, 0, 0] → Λ[d, 0, 0] the projection
onto the x-variables and y-variables, respectively. We consider the function E(xy) :=
E(
∑
1≤i≤d xiyi) in C(Λ[2d, 0, 0])
exp.
7.2.1. Lemma. — Let ϕ be in IΛ(Λ[d, 0, 0])
exp. The class [E(xy)p∗2(ϕ)] of
E(xy)p∗2(ϕ) in C
d(p1 : Λ[2d, 0, 0]→ Λ[d, 0, 0])
exp is integrable rel. p1.
Proof. — Indeed, it follows by construction that, if ψ is a function in C(Λ[d, 0, 0])
whose class [ψ] in Cd(Λ[d, 0, 0]→ Λ) is Λ-integrable, the class of the pull-back p∗2(ψ)
in Cd(p1 : Λ[2d, 0, 0]→ Λ[d, 0, 0]) is integrable rel. p1. The statement follows.
Thanks to Lemma 7.2.1, one may define the Fourier transformation
(7.2.1) F : IΛ(Λ[d, 0, 0])
exp −→ C(Λ[d, 0, 0])exp
by
(7.2.2) F(ϕ) := µp1(E(xy)p
∗
2(ϕ)),
for ϕ in IΛ(Λ[d, 0, 0])
exp. The morphism F is C(Λ)exp-linear.
7.3. — Let us compute some simple examples. Consider definable functions α :
Λ→ Z and ξ = (ξ1, . . . , ξd) : Λ→ h[0, d, 0] with ξi nowhere zero and set
Zα := {(λ, x = (x1, . . . , xd)) ∈ Λ[d, 0, 0] | ord(xi) ≥ α(λ)},
Wα := {(λ, x = (x1, . . . , xd)) ∈ Λ[d, 0, 0] | ord(xi) = α(λ)},
Wα,ξ := {(λ, x = (x1, . . . , xd)) ∈ Λ[d, 0, 0] | ord(xi) = α(λ), ac(xi) = ξi(λ)},
ϕα := 1Zα, ψα := 1Wα, and ψα,ξ := 1Wα,ξ .
7.3.1. Proposition. — The following formulas hold:
(1) F(ϕα) = L
−dαϕ−α+1.
(2) F(ψα) = L
−dαϕ−α+1 − L
−dα−dϕ−α.
(3) F(ψα,ξ) = L
−dα−d(ϕ−α+1+ e(i)ψ−α), with i the morphism Λ[d, 0, 0]→ Λ[d, 1, 0]
given by (λ, x) 7→ (λ, x,
∑
i ξi(λ)ac xi).
Proof. — By induction on d, we may assume d = 1. Let us start by proving (3).
It is enough to check that the restriction of F(ψα,ξ) to the subassigment defined by
ord x = β and ac x = η is equal to 0 if α+β < 0, to L−α−1 if α+β > 0, and is equal
to e(ξη)L−α−1 if α+β = 0. The case α+β < 0 follows from (A5) of Theorem 4.1.1.
The cases α+β > 0 and α+β = 0 follow from relation (3.1.3) and the construction
in [8]. Cases (1) and (2) are more easy. The reader may also choose to prove first
the case of α = 0 and deduce the case of general α from it.
We calculate some more examples.
7.3.2. Lemma. — Assume d = 1 and let γ : Λ → Z and ξ : Λ → h[0, 1, 0] be
definable functions. Then
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(1) If γ > 0 on Λ, µΛ(ψγ,ξE(x)) = L
−γ−1, µΛ(ψγE(x)) = (L − 1)L
−γ−1 and
µΛ(ϕγE(x)) = L
−γ.
(2) If γ < 0 on Λ, µΛ(ψγ,ξE(x)) = µΛ(ψγE(x)) = 0.
(3) If γ = 0 on Λ, µΛ(ψγ,ξE(x)) = e(ξ)L
−1 and µΛ(ψγE(x)) = −L
−1.
Proof. — Statement (1) and the first part of (3) are obvious from relation (3.1.3)
and the construction in [8], and (2) follows from (A5) of Theorem 4.1.1.
The last part of (3) follows from the first part using cell decomposition, since, by
relation (3.1.4), µΛ(i!i
∗e(ξ)) = −1, with ξ the residue field variable on Λ[0, 1, 0] and
i the inclusion of the subassignment defined by ξ 6= 0 in Λ[0, 1, 0].
If follows readily from Proposition 7.3.1 that
(7.3.1) F ◦ F(ϕα) = L
−d ϕα
and
(7.3.2) F ◦ F(ψα) = L
−d ψα.
The corresponding statement for ψα,ξ will follow from the general Fourier inversion
for Schwartz-Bruhat functions we shall prove in Theorem 7.5.1. Though not at all
necessary, let us provide a direct proof of that fact:
7.3.3. Proposition. — The following holds
F ◦ F(ψα,ξ) = L
−d ψα,−ξ.
Proof. — We may assume d = 1. By (1) and (3) of Proposition 7.3.1, it is enough to
calculate F(e(i)ψ−α), with i the morphism Λ[1, 0, 0] → Λ[1, 1, 0] given by (λ, x) 7→
(λ, x, ξ(λ)acx). But this can be done similarly as (3) of Proposition 7.3.1 and the
last part of (3) of Lemma 7.3.2.
7.4. Convolution. — We denote by x + y the morphism Λ[2d, 0, 0] → Λ[d, 0, 0]
given by (x1, . . . , xd, y1, . . . , yd) 7→ (x1 + y1, . . . , xd + yd). We shall also work on
Λ[3d, 0, 0] with coordinates (x1, . . . , xd, y1, . . . , yd, z1, . . . , zd). We shall denote by
x : Λ[3d, 0, 0] → Λ[d, 0, 0], (x, y) : Λ[3d, 0, 0] → Λ[2d, 0, 0] the projections onto the
corresponding components, etc. If f is a function on Λ[d, 0, 0] we shall write f(x)
instead of x∗f , etc.
7.4.1. Proposition-Definition. — Let f and g be two functions in IΛ(Λ[d, 0, 0])
exp.
The function p∗1(f)p
∗
2(g) lies in Ix+y(Λ[2d, 0, 0])
exp and the function
f ∗ g := µx+y(p
∗
1(f)p
∗
2(g))
lies in IΛ(Λ[d, 0, 0])
exp, where p1 and p2 are as in section 7.2.
Proof. — It follows directly from Theorem 14.1.1 in [8] that, if ϕ and ψ are func-
tions in C(Λ[d, 0, 0]) whose class in Cd(Λ[d, 0, 0] → Λ) are in IΛC(Λ[d, 0, 0] → Λ),
then the class of p∗1(ϕ)p
∗
2(ψ) in C
d(Λ[2d, 0, 0] → Λ) lies in IΛC(Λ[2d, 0, 0] → Λ).
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One deduces that the function p∗1(f)p
∗
2(g) lies in IΛ(Λ[2d, 0, 0])
exp, hence also in
Ix+y(Λ[2d, 0, 0])
exp. Since, by Fubini Theorem,
(7.4.1) µΛ(p
∗
1(f)p
∗
2(g)) = µΛ(µx+y(p
∗
1(f)p
∗
2(g))),
it follows that f ∗ g lies in IΛ(Λ[d, 0, 0])
exp.
7.4.2. Proposition. — The convolution product (f, g) 7→ f ∗ g is C(Λ)exp-linear
and it endows IΛ(Λ[d, 0, 0])
exp with an associative and commutative law.
Proof. — C(Λ)exp-linearity and commutativity being clear, let us check associativity.
This follows from the fact that, if f , g and h are be functions in IΛ(Λ[d, 0, 0])
exp,
(7.4.2) (f ∗ g) ∗ h = µx+y+z(p
∗
1(f)p
∗
2(g)p
∗
3(h)).
by Fubini Theorem.
7.4.3. Proposition. — Let f and g be two functions in IΛ(Λ[d, 0, 0])
exp. Then
F(f ∗ g) = F(f)F(g).
Proof. — The proof is just the same as the usual one. Let us consider the function
E(x(y + z))f(y)g(z) on Λ[3d, 0, 0]. It is integrable rel. x, and by Fubini Theorem
we have
µx(E(x(y + z))f(y)g(z)) = µx((E(xy)f(y))(E(xz)g(z)))
= F(f)F(g).
(7.4.3)
On the other hand, by the change of variables formula, using the change of variables
(x, y, z) 7→ (x, u = y + z, z), µx(E(x(y + z))f(y)g(z)) may be expressed as
(7.4.4) µx(E(xu)µx,u(f(u− z)g(z))) = F(f ∗ g),
which ends the proof.
For ϕ in C(Λ[d, 0, 0])exp we write ϕˇ for ι∗(ϕ), with ι : Λ[d, 0, 0] → Λ[d, 0, 0] the
Λ-morphism sending x to −x.
We have the following partial Fourier inversion:
7.4.4. Proposition. — Let ϕ be a function in IΛ(Λ[d, 0, 0])
exp. For every α in Z,
ϕαF(ϕ) lies in IΛ(Λ[d, 0, 0])
exp and
F(ϕαF(ϕ)) = L
−αd ϕˇ ∗ ϕ−α+1.
Proof. — We shall work on Λ[3d, 0, 0], keeping notations and conventions from the
proof of Proposition 7.4.3. The integrability of ϕαF(ϕ) follows from the fact that the
function E(yz)ϕα(y)ϕ(z) on Λ[2d, 0, 0] lies in IΛ(Λ[2d, 0, 0])
exp. Let us consider the
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function E(y(x + z))ϕα(y)ϕ(z) on Λ[3d, 0, 0]. It is integrable rel. x, and by Fubini
Theorem we have
µx(E(y(x+ z))ϕα(y)ϕ(z)) = µx(µ(x,y)(E(y(x+ z))ϕα(y)ϕ(z)))
= µx(ϕα(x)E(xy)µ(x,y)(E(yz)ϕ(z)))
= µx(E(xy)ϕα(y)F(ϕ)(y))
= F(ϕαF(ϕ)).
(7.4.5)
On the other hand, performing the change of variables (x, y, z) 7→ (u = x+ z, y, z),
we have, by the change of variables formula,
µx(E(y(x+ z))ϕα(y)ϕ(z)) = µx(µ(x,z)(E(y(x+ z))ϕα(y)ϕ(z)))
= µu−z(µ(u,z)(E(uy)ϕα(y)ϕ(z)))
= µu−z(ϕ(z)µ(u,z)(E(uy)ϕα(y)))
= µu−z(ϕ(z)F(ϕα)(u))
= µu+z(ϕˇ(z)F(ϕα)(u))
= ϕˇ ∗ F(ϕα),
(7.4.6)
which concludes the proof.
7.5. Schwartz-Bruhat functions. — We define the space SΛ(Λ[d, 0, 0])
exp of
Schwartz-Bruhat functions over Λ as the C(Λ)exp-submodule of IΛ(Λ[d, 0, 0])
exp con-
sisting of functions f such that
(7.5.1) f · ϕα = f forα≪ 0
and
(7.5.2) f ∗ ϕα = L
−αd f forα≫ 0.
Condition (7.5.1) stands for “compactly supported” and condition (7.5.2) for “locally
constant”. Here the quantifier α≪ 0 in (7.5.1), resp. α≫ 0 in (7.5.2), means there
exists a definable function α0 : Λ → Z such that (7.5.1), resp. (7.5.2), holds for
every definable function α : Λ→ Z such that α ≤ α0, resp. α ≥ α0.
7.5.1. Theorem. — Fourier transformation induces an isomorphism
(7.5.3) F : SΛ(Λ[d, 0, 0])
exp ≃ SΛ(Λ[d, 0, 0])
exp
and, for every ϕ in SΛ(Λ[d, 0, 0])
exp,
(7.5.4) (F ◦ F)(ϕ) = L−d ϕˇ.
Proof. — Let ϕ be in SΛ(Λ[d, 0, 0])
exp. Let us note that, for α≪ 0,
(7.5.5) F(ϕ)ϕα = F(ϕ).
Indeed, by Proposition 7.4.3 and Proposition 7.3.1 (1), for α≫ 0,
(7.5.6) F(ϕ) = F(ϕ ∗ ϕα)L
αd = F(ϕ)ϕ−α+1.
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It follows from Proposition 7.4.4 that F(ϕ) lies in IΛ(Λ[d, 0, 0])
exp and that
(7.5.7) F(F(ϕ)) = L−αd ϕˇ ∗ ϕ−α+1,
for α≪ 0. Since ϕ lies in SΛ(Λ[d, 0, 0])
exp, ϕˇ also, hence
(7.5.8) ϕˇ ∗ ϕ−α+1 = L
(α−1)d ϕˇ
for α ≪ 0, and we deduce (7.5.4). So we are left with proving that F(ϕ) lies in
SΛ(Λ[d, 0, 0])
exp. It is enough to check that, for α≪ 0,
(7.5.9) F(ϕ)L−(−α+1)d = F(ϕ) ∗ ϕ−α+1,
which follows from the relations
(7.5.10) F(F(F(ϕ))) = F(ϕαF(F(ϕ))) = L
−αd ˇF(ϕ) ∗ ϕ−α+1,
for α≪ 0 by Proposition 7.4.4, and, by (7.5.4),
(7.5.11) F(F(F(ϕ))) = L−d ˇF(ϕ).
Now we can prove Fourier inversion for integrable functions with integrable
Fourier transform.
7.5.2. Theorem. — Let ϕ be in IΛ(Λ[d, 0, 0])
exp. We assume F(ϕ) belongs also to
IΛ(Λ[d, 0, 0])
exp. Then the functions (F ◦ F)(ϕ) and L−d ϕˇ have the same class in
Cd(Λ[d, 0, 0]→ Λ).
Proof. — By induction on d we may assume d = 1. Take ϕ in IΛ(Λ[1, 0, 0])
exp. By
Lemma 7.5.3 and additivity, we may assume there exists a 1-cell λ : Z → ZC ⊂
Λ[1, s, r], such that, denoting by i the inclusion Z → Λ[1, 0, 0] and by j the inclusion
ZC → Λ[1, s, r], ϕ = i!(i
∗(ϕ)) and ψ := j!λ!(i
∗(ϕ)) lies in SΛ[0,r,s](Λ[1, r, s])
exp. Since,
denoting by π the projection Λ[1, r, s] → Λ, ϕ = π!(ψ), the result follows formally
from Lemma 7.5.4 and Theorem 7.5.1.
7.5.3. Lemma. — For every ϕ in IΛ(Λ[1, 0, 0])
exp there exists a cell decomposition
of Λ[1, 0, 0] such that, for every 1-cell λ : Z → ZC ⊂ Λ[1, s, r], the function j!λ!(i
∗ϕ)
lies in SΛ[0,r,s](Λ[1, r, s])
exp, where i denotes the inclusion Z → Λ[1, 0, 0] and j the
inclusion ZC → Λ[1, s, r].
Proof. — Follows easily from 5.1, or even from Theorem 2.2.1.
7.5.4. Lemma. — For r and s in N, denote by π the projection Λ[d, r, s] →
Λ[d, 0, 0] and recall notation from 3.6. For any ϕ in IΛ[0,r,s](Λ[d, r, s])
exp, if the
function π!(ϕ) lies in IΛ(Λ[d, 0, 0])
exp, then
F(π!(ϕ)) = π!(F(ϕ)).
Proof. — Follows from the fact that µp1 commutes with π!.
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8. Exponential integrals over the p-adics
8.1. Definable sets over the p-adics. — Let K be a finite field extension of
Qp with valuation ring R. We recall the notion of (globally) subanalytic subsets
of Kn and of semialgebraic subsets of Kn. Let LMac = {0,+,−, ·, {Pn}n>0} be the
language of Macintyre and Lan = LMac∪{
−1,∪m>0K{x1, . . . , xm}}, where Pn stands
for the set of nth powers in K×, where K{x1, . . . , xm} is the ring of restricted power
series over K (that is, formal power series converging on Rm), and each element f
of K{x1, . . . , xm} is interpreted as the restricted analytic function K
m → K given
by
(8.1.1) x 7→
{
f(x) if x ∈ Rm
0 else.
By subanalytic we mean Lan-definable with coefficients fromK and by semialgebraic
we mean LMac-definable with coefficients fromK. Note that subanalytic, resp. semi-
algebraic, sets can be given by a quantifier free formula with coefficients from K in
the language LMac, resp. Lan.
In this section we let L be either the language LMac or Lan and by L-definable we
will mean semialgebraic, resp. subanalytic when L is LMac, resp. Lan. Everything in
this section will hold for both languages and we will give the appropriate references
for both languages where needed.
For each definable set X ⊂ Kn let C(X) be the Q-algebra of functions on X
generated by functions |f | and ord(f) for all definable functions f : X → K×.(1)
For a L-definable set X , let C≤d(X) be the ideal of C(X) generated by the charac-
teristic functions 1Z of L-definable subsets Z ⊂ X of dimension ≤ d. (For the defini-
tion of the dimension of L-definable sets, see [19] and [17].) Note that the support of
a function in C(X) is in general not L-definable, cf. the function (x, y) 7→ |x|−ord(y)
on K ×K×.
By Cd(X) we denote the quotient
(8.1.2) Cd(X) := C≤d(X)/C≤d−1(X).
Finally we set
(8.1.3) C(X) :=
⊕
d≥0
Cd(X).
It is a module over C(X). If ϕ is in C(X) with support contained in a L-definable
set of dimension d, we denote by [ϕ]d its image in C
d(X).
8.2. The p-adic measure. — Suppose that X ⊂ Kn is a L-definable set of
dimension d ≥ 0. The set X contains a definable nonempty open submanifold
X ′ ⊂ Kn such that X \ X ′ has dimension < d, cf. [17]. There is a canonical d-
dimensional measure on X ′ coming from the embedding in Kn, which is constructed
(1)Instead of taking the Q-algebra we could as well take the Z[1/q, {1/(1− qi)}i<0]-algebra, with
q the residue cardinality of K.
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as follows, cf. [30]. For each d-element subset J of {1, . . . , n}, with ji < ji+1, ji in
J , let dxJ be the d-form dxj1 ∧ . . . ∧ dxjd on K
n, with x = (x1, . . . , xn) standard
global coordinates on Kn. Let x0 be a point on X
′ such that xI are local coordinates
around x0 for some I ⊂ {1, . . . , n}. For each d-element subset J of {1, . . . , n} let gJ
be the L-definable function determined at a neigborhood of x0 inX
′ by gJdxI = dxJ .
There is a unique volume form |ω0|X′ on X
′ which is locally equal to (maxJ |gJ |)|dxI |
around every point x0 in X
′. Indeed, |ω0|X′ is equal to supJ |dxJ |. The canonical
d-dimensional measure on X ′, cf. [30] [28], is the one induced by the volume form
|ω0|X′. We extend this measure to X by zero and denote it by µ
d.
This measure allows us to define the subgroup ICd(X) of Cd(X) for a L-definable
set X of dimension d, as the group generated by elements [ϕ]d with ϕ in C(X)
integrable for µd. We define ICe(X) for general e as the subgroup of Ce(X) consisting
of elements [ϕ]e with ϕ with support contained in a L-definable subset Z ⊂ X of
dimension e and with [ϕ|Z ]e in IC
e(Z). Finally, we define the graded group IC(X)
as ⊕rIC
r(X).
8.3. Jacobian. — Using the pullback of differential forms under analytic maps,
it is possible to define the norm of the Jacobian |Jacf | of a L-definable bijection
f : X ⊂ Kn → Y ⊂ Km as follows. There exists definable K-analytic manifolds
X ′ ⊂ X and Y ′ ⊂ Y such thatX\X ′ and Y \Y ′ have dimension < d with d = dimX
and such that f|X′ is a K-bi-analytic bijection onto Y
′. For subsets I and J of
{1, . . . , n} and {1, . . . , m} respectively, we denote by UI,J the definable subset of X
′
consisting of points x0 such that |dxI | coincides with |ω0|X′ on a neighborhood of x0
and |dyJ | coincides with |ω0|Y ′ on a neighborhood of f(x0). On UI,J we may write
f ∗(dyJ) = gI,JdxI . The functions |gI,J | are constructible on UI,J and there exists a
unique constructible function h on X ′ restricting to |gI,J | on each UI,J . We define
|Jacf | as the class of h in Cd(X) which does not depend on the choices made.
The p-adic change of variables formula (cf. [23]) may be restated as follows:
8.3.1. Proposition. — Let f : X ⊂ Kn → Y ⊂ Km be a L-definable bijection,
with d = dimX. For every measurable subset A of Y one has
(8.3.1) µd(A) =
∫
f−1(A)
|Jacf |µd.
8.3.2. — For the proof of Theorem 8.5.3 below we shall need the following variant
of |Jacf |. Let X a definable subset of Y ×Kn for Y a definable subset of Km and
consider the morphism f : X → Y induced by projection. Assume first X is of
dimension r, Y of dimension s, f is surjective and all fibers of f have dimension
r− s. In this setting we define a constructible function δ defined almost everywhere
on X as follows. We can choose (cf. [17]) definable manifolds X ′ ⊂ X and Y ′ ⊂ Y
such that X \ X ′ has dimension < r, Y \ Y ′ has dimension < s, f restricts to a
locally analytic morphism f ′ : X ′ → Y ′ and for every point y in Y ′, f−1(y) \ f ′−1(y)
is of dimension < r − s, and such that f ′ is regular (that is, the Jacobian matrix
has everywhere maximal rank). Denote by yi the coordinates on K
m and by zi the
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coordinates on Kn. Consider subsets I, I ′ of {1, . . . , m} and J , J ′ of {1, . . . , n}, and
denote by UI,J,I′,J ′ the set of points x of X
′ such that on a neighborhood of x, |ω0|X′
coincides with |dyI ∧ dzJ |, |ω0|f ′−1(f(x)) coincides with |dzJ ′|, and on a neighborhood
of f(x), |ω0|Y ′ coincides with |dyI′|. On UI,J,I′,J ′ we may write
(8.3.2) dyI′ ∧ dzJ ′ = gI,J,I′,J ′dyI ∧ dzJ ,
with gI,J,I′,J ′ definable. There is a unique constructible function g on X
′ restricting
to |gI,J,I′,J ′| on X
′. We denote its class in Cr(X) , which is independent of the
choices made, by δ(f). Note that when f is an isomorphism δ(f) = |Jacf |.
The proof of the following chain rule is clear:
8.3.3. Lemma. — Let Z be a definable subset of dimension t of Km, Y be a de-
finable subset of dimension s of Z ×Kn and X be a definable subset of dimension
r of Y × Kq Assume the morphisms f : X → Y and g : Y → Z are induced by
projections and are surjective, and that all their fibers have dimension r − s and
s− t, respectively. Then the equality
δ(g ◦ f) = δ(f)(δ(g) ◦ f)
holds.
8.4. p-adic Cell Decomposition. — Cells are defined by induction on the num-
ber of variables:
8.4.1. Definition. — A L-cell A ⊂ K is a (nonempty) set of the form
(8.4.1) {t ∈ K | |α|
1
|t− c|
2
|β|, t− c ∈ λPn},
with constants n > 0, λ, c in K, α, β in K×, and i either < or no condition. A
L-cell A ⊂ Km+1, m ≥ 0, is a set of the form
(8.4.2)
{(x, t) ∈ Km+1 | x ∈ D, |α(x)|1 |t− c(x)|2 |β(x)|,
t− c(x) ∈ λPn},
with (x, t) = (x1, . . . , xm, t), n > 0, λ in K, D = πm(A) a cell where πm is the
projection Km+1 → Km, L-definable functions α, β : Km → K× and c : Km → K,
and i either < or no condition, such that the functions α, β, and c are analytic on
D. We call c the center of the cell A and λPn the coset of A. In either case, if λ = 0
we call A a 0-cell and if λ 6= 0 we call A a 1-cell.
In the p-adic semialgebraic case, Cell Decomposition Theorems are due to Cohen
[11] and Denef [13], [15] and they were extended in [4] to the subanalytic setting
where one can find the following version:
8.4.2. Theorem (p-adic Cell Decomposition). — Let X ⊂ Km+1 and
fj : X → K be L-definable for j = 1, . . . , r. Then there exists a finite parti-
tion of X into L-cells Ai with center ci and coset λiPni such that
|fj(x, t)| = |hij(x)| · |(t− ci(x))
aijλ
−aij
i |
1
ni , for each (x, t) ∈ Ai,
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with (x, t) = (x1, . . . , xm, t), integers aij, and hij : K
m → K L-definable functions
which are analytic on πm(Ai), j = 1, . . . , r. If λi = 0, we use the convention that
aij = 0.
We shall also use the following lemma from [5]:
8.4.3. Lemma. — Let X ⊂ Km+1 be L-definable and let Gj be functions in C(X)
in the variables (x1, . . . , xm, t) for j = 1, . . . , r. Then there exists a finite partition
of X into L-cells Ai with center ci and coset λiPni such that each restriction Gj|Ai
is a finite sum of functions of the form
|(t− ci(x))
aλ−a|
1
ni v(t− ci(x))
sh(x),
where h is in C(Km), and s ≥ 0 and a are integers.
8.5. Integration. — By Def(L) we denote the category of L-definable subsets
X ⊂ Kn for n > 0, with L-definable maps as morphisms. We can now state a general
integration result which states unicity and existence of a certain integral operator.
This integral operator is introduced as a push-forward operator of functions under
L-definable maps, inspired by integration in the fibers with a measure on the fibers
coming from Leray-differential forms.
In [16], see also [13], Denef proved stabillity of p-adic constructible functions
under integration with respect to parameters in the semialgebraic case. Denef’s
result had a major influence on our work [8] and the present one. It has been later
generalized to the subanalytic case by the first author in [4] and [5].
8.5.1. Proposition ([16], [4], [5]). — Let W be a definable subset of Kn of di-
mension r.
(1) Let ϕ be in C(W ×Km). Assume for every x in W the function t 7→ ϕ(x, t) is
integrable on Km. Then the function
g(x) :=
∫
Km
ϕ(x, t)|dt|
lies in C(W ).
(2) Let ϕ be in ICr+m(W ×Km). Then, there exists a function g in C(Kn) such
that for all x in W \ Z, with Z a L-definable set of dimension < r in Kn, one
has
g(x) =
∫
Km
ϕ(x, t)|dt|.
Proof. — When W = Kn, statement (1) is proved in [16] in the semialgebraic case
and in [4] in the subanalytic case and statement (2) is proved in [5]. The proofs
carry over litterally to general W .
8.5.2. Remark. — The point in (2) is that it is possible that the set of points in
W such that the restriction of ϕ to the fibers over which it is integrable may not be
definable.
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We shall now prove the following analogue of Theorem 10.1.1 of [8]. Note that
the proof will be much easier, since integrable functions are already defined and
Proposition 8.5.1 is available.
8.5.3. Theorem. — There exists a unique functor from Def(L) to the category
of groups sending a L-definable set X to the group IC(X) such that a morphism
f : X → Y in Def(L) is sent to a group morphism f! : IC(X) → IC(Y ) satisfying
the following axioms
(A1) Disjoint union: Assume that X, resp. Y , is the disjoint union of two L-
definable sets X1 and X2, resp. Y1 and Y2, such that f(Xi) ⊂ Yi. Write fi : Xi → Yi
for the restrictions. Then we have f! = f1! ⊕ f2! under the isomorphisms IC(X) ≃
IC(X1)⊕ IC(X2) and IC(Y ) ≃ IC(Y1)⊕ IC(Y2).
(A2) Projection formula: For every α in C(Y ) and β in IC(X), if (α ◦ f)β is in
IC(X), then f!((α ◦ f)β) = αf!(β).
(A3) Projection for 1-cells: Let X ⊂ Kn+1 be a 1-cell of dimension r and Y its
image under the projection on Kn, f : X → Y the projection. Let ϕ be a µr-
integrable function in C(X). By Proposition 8.5.1 there exists a L-definable set
Z ⊂ Y such that Y \ Z has dimension < r − 1 and such that the the function
g : Y → Q : y 7→
∫
f−1(y)
1Y \Z(y)ϕ(y, t)|dt| lies in C
≤r−1(Y ). We let f!([ϕ]r) be the
class of g in ICr−1(Y ).
(A4) Projection for 0-cells: Let X ⊂ Kn+1 be a 0-cell of dimension r and Y its
image under the projection on Kn, f : X → Y the projection. Then, we define
f!(1X) as (|(Jacf)| ◦ f
−1)−11Y in IC
r(Y ), where |Jacf | is as in 8.3.
Proof. — We will freely use classical forms of the change of variables formula, with-
out mentioning it. Let us first check unicity. Since, by the graph construction, any
morphism f : X → Y is the composition of the graph injection if : X → X × Y
and the projection p : X × Y → Y , it is enough, by functoriality, to prove unicity
for if ! and p!. For projections X × Y → Y , one can assume X = K
m and Y = Kn
by (A1). By induction on m, it is enough to define p! when m = 1. Consider ϕ in
Cr(Kn+1) and assume it is integrable. By cell decomposition and linearity we may
assume the support of ϕ is contained in a Z cell of dimension r. If Z is a 1-cell,
f!([ϕ]r) is given by (A3). In case Z is a 0-cell, we may assume by (A2) that ϕ = 1Z ,
and then f!([ϕ]r) is given by (A4). Finally, since q ◦ if = idX , with q the projection
X × Y → X , and since q induces a bijection between the graph of f and X , unicity
for if ! reduces to that of q! (an essentially similar argument is given with full details
in the uniqueness section of the proof of Theorem 10.1.1 of [8]).
Let us now define f! for projections. Let X be a definable subset of Y ×K
n for
Y a definable subset of Km and consider the morphism f : X → Y induced by
projection. Assume first that X is of dimension r, Y of dimension s, f is surjective
and all fibers of f have dimension r − s.
34 RAF CLUCKERS & FRANC¸OIS LOESER
Let ϕ be a µr-integrable function in C(X). There exists a definable subset Z of
Y , with dimension < s, such that the function
(8.5.1) g : y 7→
∫
f−1(y)
1Y \Z(y)δϕµ
r−s
lies in C(Y ), with δ as in section 8.3.2, and µr−s the measure as in section 8.2. Indeed,
by Fubini and induction, and possibly after considering a partition of X and Y , we
may assume n = 1. Then, we may by cell decomposition assume X is a cell. If X is
a 0-cell the statement is clear, if X is a 1-cell the statement follows from Proposition
8.5.1. We may then define f!([ϕ]r) to be the class of g in C
r−s(Y ). It follows from
Fubini that f!([ϕ]r) lies in IC
r−s(Y ). Note that certainly (A3) and (A4) hold. Also,
there is a unique way to extend that construction to a morphism f! : IC(X)→ IC(Y )
satisfying (A1) and (A2) for every morphism f : X → Y induced by a projection
Y ×Km → Y . Indeed, it is enough to construct f! on IC
r(X) and after cutting X
and Y into finitely many definable pieces, one may assume the above condition is
verified. Furthermore, by Lemma 8.3.3, (g ◦ f)! = g! ◦ f! for composable morphisms
induced by projections.
Let us now define i! when i : X → Y is a definable injection. Let ϕ be in C
e(X).
Consider a definable subset X ′ of dimension e of X such that the support of a
representative ϕ˜ of ϕ is contained in X ′. Denote by λ : i(X ′) → X ′ the inverse of
the isomorphism induced by i. We define i!(ϕ) as the image of [(ϕ˜ ◦ λ)]e|Jac(λ)| in
Ce(Y ) under the inclusion Ce(i(X ′))→ Ce(Y ). Certainly i!(ϕ) is integrable if ϕ is,
hence we deduce a morphism λ! : IC(X)→ IC(Y ).
For a general morphism f : X → Y one considers the factorisation f = πf ◦ if ,
with if : X → X × Y the inclusion of the graph and πf : X × Y → Y the
projection, and one sets f! := πf ! ◦ if !. One is then left with checking that the
construction coincides with the previous one for injections and projections and that
(g ◦ f)! = g! ◦ f! for composable morphisms. This is purely formal and performed
exactly as the proof of the corresponding statements in the proof of Theorem 10.1.1
and Proposition 12.1.2 of [8].
8.6. Exponential constructible functions. — Fix an additive character ψ :
K → C× which is trivial on the maximal ideal M of R and such that ψ(x) 6= 1 for
some x in K with ord(x) = 0.
For X a L-definable set, we let C(X)exp be the Q-algebra generated by C(X) and
all functions ψ(f), where f : X → K is L-definable (cf. footnote 8.1).
Similarly, for each d ≥ 0 we define C≤d(X)exp as the Q-algebra generated by
C≤d(X) and all functions ψ(f) with f : X → K L-definable.
We set
(8.6.1) C(X)exp = ⊕dC
d(X)exp
with
(8.6.2) Cd(X)exp := C≤d(X)exp/C≤d−1(X)exp.
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We call elements of C(Z)exp constructible exponential Functions.
For d ≥ 0 we define the group ICd(X)exp of integrable constructible exponential
Functions as the Q-algebra of functions which are defined almost everywhere, gen-
erated by IC(X) and all functions ψ(f) with f : X → K L-definable. It is a graded
subgroup of C(Z)exp and a module over C(Z)exp.
The following exponential analogue of Proposition 8.5.1 is our main p-adic result:
8.6.1. Proposition. — Let W be a definable subset of Kn of dimension r.
(1) Let ϕ be in C(W ×Km)exp. Assume for every x in W the function t 7→ ϕ(x, t)
is integrable on Km. Then the function
g(x) :=
∫
Km
ϕ(x, t)|dt|
lies in C(W )exp.
(2) Let ϕ be in ICr+m(W × Km)exp. Then, there exists a function g in C(Kn)exp
such that for all x in W \Z, with Z a L-definable set of dimension < r in Kn,
one has
g(x) =
∫
Km
ϕ(x, t)|dt|.
Proof. — (1) follows easily from (2), so let us prove (2). By Fubini Theorem it
is enough to consider the case m = 1. By linearity of the integral operator it is
enough to prove the Proposition when ϕ = ϕ0ψ(f) with ϕ0 in IC
r+1(W ×K) and
f :W ×K → K a L-definable morphism.
We partition W ×K into L-definable parts B1, B2, and B3:
B1 := {(x, t) ∈ W ×K | f(x, ·) is C
1 at t and
∂f
∂t
(x, t) 6= 0},
B2 := {(x, t) ∈ W ×K | f(x, ·) is not C
1 at t},
B3 := {(x, t) ∈ W ×K | f(x, ·) is C
1 at t and
∂f
∂t
(x, t) = 0},
where C1 at a point means continuously differentiable in an open neighborhood and
f(x, ·) denotes the function K → K : t 7→ f(x, t) for each x in W .
We can partition B2 into finitely L-definable sets B2i such that f(x, t) = gi(x) for
each i and for each (x, t) in B2i for some L-definable functions gi : W → K. This
follows from the fact that for each x in W the set B2x := {t ∈ K | (x, t) ∈ B2} is
finite and uniformly bounded in number when x varies, and from the L-definability
of choice functions, that is, there exist L-definable sections of L-definable maps
(these statements follow immediately from cell decomposition 8.4.2, cf. also [17]
and [19]).
Similarly, we can partition B3 into finitely many L-definable sets B3i such that
f(x, t) = ri(x) for each i and for each (x, t) in B3i for some L-definable functions
ri : W → K. This follows from the facts that for each x the image of the function
t 7→ f(x, t) is discrete, hence finite and uniformly bounded when x varies, and
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from the L-definability of choice functions (again these statements follow from cell
decomposition 8.4.2, cf. also [17] and [19]).
Hence, for the functions 1Bℓiϕ with ℓ = 2, 3 the Proposition follows. By linearity
of the integral operator we only have to prove the Proposition for the function 1B1ϕ.
By the implicit function theorem, the set {t | f(x, t) = z, (x, t) ∈ B1} is discrete
for each x in W and z in K, hence finite and uniformly bounded when x and
z vary, by the cell decomposition 8.4.2 (or by [17], [19]). By the existence of
L-definable choice functions, we can partition B1 into finitely many L-definable
parts B1i such that f(x, ·) is injective on B1ix for each i and each x, with B1ix :=
{t ∈ K | (x, t) ∈ B1i}. Hence, we may as well suppose that f(x, ·) is injective on
B1x := {t ∈ K | (x, t) ∈ B1} itself. Then, we let T be the transformation
(8.6.3) T :
{
B1 7→ T (B1)
(x, t) 7→ (x, y) := (x, f(x, t)),
and let |JacT | be the Jacobian of T as in 8.3. Writing T (B1)x for {t ∈ K | (x, t) ∈
T (B1)}, one has by the change of variables rule for each x in πB1(B1)
(8.6.4)∫
B1x
ϕ0(x, t)ψ(f(x, t))|dt| =
∫
T (B1)x
(|JacT | ◦ T−1(x, y))−1ϕ0(T
−1(x, y))ψ(y)|dy|.
Now apply Lemma 8.4.3 to the function
(8.6.5) ϕ1 :
{
T (B1)→ Q
(x, y) 7→ (|JacT | ◦ T−1(x, y))−1ϕ0(T
−1(x, y))
with respect to the variable y to obtain a partition of T (B1) into L-cells A with
center c and coset λPm such that each ϕ1|A is a finite sum of functions of the form
(8.6.6) H(x, y) = |(y − c(x))aλ−a|
1
mv(y − c(x))sh(x),
where h : W → Q is in C(W ), and s ≥ 0 and a are integers.
8.6.2. Claim. — Possibly after refining the partition, we can assure that for each
A either the projection A′ := πW (A) ⊂ W has zero µ
r-measure, or we can write
ϕ1|A as a sum of terms H of the form (8.6.6) such that H is µ
r-integrable over A
and H(x, ·) is integrable over Ax := {y | (x, y) ∈ A} for all x in A
′.
As this claim is very similar to Claim 2 of [5] we will only give an indication of its
proof. Partitioning further, we may suppose that v(y − c(x)) either takes only one
value on A or infinitely many values. If v(y − c(x)) only takes one value on A, we
may suppose that the exponents a and s as in (8.6.6) are zero. Now apply Lemma
8.4.3 to each h and to the norms of all the L-definable functions appearing in the
description of the cells A in a similar way and do this inductively for each variable.
This way, the claim is reduced to a summation problem over a Presburger set of
integers, which is easily solved. This proves the claim.
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Fix a cell A and a term H as in the claim. The cell A has by definition the
following form
A = {(x, y) | x ∈ A′, v(α(x))1 v(y − c(x))2 v(β(x)),
y − c(x) ∈ λPm},
where A′ = πW (A) is a cell, i is < or no condition, and α, β : W → K
× and
c : W → K are L-definable functions. We focus on a cell A of dimension r + 1, in
particular, λ 6= 0 and A′ is of dimension r.
For x in A′, we denote by I(x) the value
I(x) =
∫
y∈Ax
H(x, y)ψ(y) |dy|,
where Ax = {y ∈ K | (x, y) ∈ A}. Write
(8.6.7) G(j) :=
∫
v(u)=j, u∈λPm
ψ(u) |du|.
We easily find
(8.6.8) I(x) = ψ(c(x)) h(x)|λ|
−a/m
∑
(8.6.9)
q−ja/m jsG(j),
where the summation is over
(8.6.9) J := {j | v(α(x))
1
j
2
v(β(x)), j ≡ v(λ) mod m}.
By Hensel’s Lemma, there exists an integer e ≥ 0 such that all units u with
u ≡ 1 mod πe0 are m-th powers (here, π0 is such that v(π0) = 1). Hence, G(j) is
zero whenever j ≤ −e (since in this case one essentially sums a nontrivial character
over a finite group). Also, when j > 0 then G(j) =
∫
v(u)=j, u∈λPm
|du|, which is
independent of ψ. We find that I(y) is equal to
(8.6.10) ψ(c(y)) h(y)|λ|−a/m ·
( ∑
−e≤j≤0
j∈J
q−ja/m jsG(j) +
∑
0<j
j∈J
q−ja/m jsG(j)
)
.
The factors of (8.6.10) before the brackets clearly are in C(W )exp. The (parame-
terized) finite sum inside the brackets of (8.6.10) can be written as a finite sum of
generators of C(W )exp since each G(j) = p−jαj mod e+n with each αj mod e+n some
Q-linear combination of values of ψ which only depends on j mod e+n, and hence,
it is also in C(W )exp. The infinite sum inside the brackets of (8.6.10) is in C(W ) by
Proposition 8.5.1 and the above discussion. This finishes the proof of the Proposi-
tion.
One may extend Theorem 8.5.3 to the exponential setting as follows:
8.6.3. Theorem. — There exists a unique functor from Def(L) to the category of
groups sending a L-definable set X to the group IC(X)exp such that a morphism
f : X → Y in Def(L) is sent to a group morphism f! : IC(X)
exp → IC(Y )exp
satisfying the following axioms
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(A1) Compatibility: For every morphism f : X → Y in Def(L), the map f! :
IC(X)exp → IC(Y )exp is compatible with the inclusions of groups IC(X)→ IC(X)exp
and IC(Y ) → IC(Y )exp and with the map f! : IC(X) → IC(Y ) as constructed in
Theorem 8.5.3.
(A2) Disjoint union: Assume that X, resp. Y , is the disjoint union of two L-
definable sets X1 and X2, resp. Y1 and Y2, such that f(Xi) ⊂ Yi. Write fi : Xi → Yi
for the restrictions. Then we have f! = f1!⊕f2! under the isomorphisms IC(X)
exp ≃
IC(X1)
exp ⊕ IC(X2)
exp and IC(Y )exp ≃ IC(Y1)
exp ⊕ IC(Y2)
exp.
(A3) Projection formula: For every α in C(Y )exp and β in IC(X)exp, if (α ◦ f)β is
in IC(X)exp, then f!((α ◦ f)β) = αf!(β).
(A4) Projection for 1-cells: Let X ⊂ Kn+1 be a 1-cell of dimension r and Y its
image under the projection to Kn, f : X → Y the projection. Let ϕ be a µr-
integrable function in C(X)exp. By Proposition 8.6.1 there exists a L-definable set
Z ⊂ Y such that Y \ Z has dimension < r − 1 and such that the the function
g : Y → Q : y 7→
∫
f−1(y)
1Y \Z(y)ϕ(y, t)|dt| lies in C
≤r−1(Y )exp. We let f!([ϕ]r) be
the class of g in ICr−1(Y )exp.
Proof. — The proof is quite formal and similar to proofs we have already given.
Indeed, uniqueness is proven along similar lines than those given in 6.3, and for ex-
istence one can proceed similarly as in the proof of Theorem 8.5.3, using Proposition
8.6.1 instead of Proposition 8.5.1.
8.7. Variants: adding sorts and relative versions. — By analogy with the
motivic framework, we now expand the language L to a three sorted language L′
having L as language for the valued field sort, the ring language LRings for the residue
field, and the Presburger language LPR for the value group together with maps ord
and ac as in 2.1. By taking the product of the measure µm with the counting measure
on knK × Z
r one defines a measure still denoted by µm on Km × knK × Z
r.
One defines the dimension of a L′-definable subset X of Km × knK × Z
r as the
dimension of its projection π(X) ⊂ Km. If X is of dimension d, one defines a
measure µd on X extending the previous construction on X by setting
(8.7.1) µd(W ) :=
∫
π(X)
π!(1W )µ
d
with π!(1W ) the function y 7→ card(π
−1(y) ∩W ).
For such an X , one defines C(X) as the Q-algebra of functions on X generated
by functions α and p−α with α : X → Z definable in L′. Note that this definition
coincides with the previous one when n = r = 0. Since L′ is interpretable in L,
the formalism developed in this section extends to L′-definable objects in natural
way. In particular the definitions of C≤d, Cd, IC, |Jac|, δ, Cexp, etc, extend readily
to L′-definable objects and we have:
8.7.1. Theorem. — (1) The statement of Theorem 8.5.3 extends to Def(L′) after
adding the additional axiom:
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(A5) Let π : X × knK × Z
r → X be the projection with X in Def(L′). For any
ϕ in IC(X × knK × Z
r) and every x in X,
π!(ϕ)(x) =
∑
π(y)=x
ϕ(y).
(2) The statement of Theorem 8.6.3 extends to Def(L′).
8.7.2. — Fix Λ in Def(L′). We consider the category DefΛ(L
′) whose objects are
L′-definable morphisms f : S → Λ, a morphism g : (f : S → Λ) → (f ′ : S ′ → Λ)
being a morphism g : S → S ′ in Def(L′) with f ′ ◦ g = f . For f : S → Λ in DefΛ(L
′)
we define the relative dimension of S over Λ as the maximum of the dimension of
the fibers of f . For d in Z, define C≤d(S → Λ) as the ideal of C(S) generated by the
characteristic functions of L′-definable subsets of S of relative dimension ≤ d over
Λ. Set
(8.7.2) Cd(S → Λ) := C≤d(S → Λ)/C≤d−1(S → Λ),
and define the graded group
(8.7.3) C(S → Λ) := ⊕dC
d(S → Λ).
For every λ in Λ there exists a graded group homomorphism called restriction to λ
(8.7.4) |f−1(λ) : C(S → Λ)→ C(f
−1(λ)),
sending ϕ in C(S → Λ) to its restriction to the fiber f−1(λ).
We define IC(S → Λ) as the graded subgroup of C(S → Λ) consisting of ϕ ∈
C(S → Λ) such that, for every λ in Λ, the restriction ϕ|f−1(λ) lies in IC(f
−1(λ)).
One defines similarly C≤d(S → Λ)exp, C(S → Λ)exp, IC(S → Λ)exp and
(8.7.5) |f−1(λ) : C(S → Λ)
exp → C(f−1(λ))exp.
If g : S → S ′ is an isomorphism in DefΛ(L
′) between subsets of relative dimension
d, on denotes by |JacΛg| the function in C
d(S → Λ) such that
(8.7.6) |JacΛg||f−1(λ) = |Jac(g|f−1(λ))|
for every λ in Λ.
8.7.3. Proposition. — For g : S → S ′ a morphism in DefΛ(L
′), there exists a
unique morphism
(8.7.7) g!Λ : IC(S → Λ)→ IC(S
′ → Λ)
which sends ϕ ∈ IC(S → Λ) to the unique ψ ∈ IC(S ′ → Λ) such that for each λ ∈ Λ
(8.7.8) (g|Sλ)!(ϕ|f−1(λ)) = ψ|S′λ ,
with Sλ and S
′
λ the fibers and (g|Sλ)! the direct image as constructed above, and
similarly a morphism
(8.7.9) g!Λ : IC(S → Λ)
exp → IC(S ′ → Λ)exp.
40 RAF CLUCKERS & FRANC¸OIS LOESER
Furthermore, these morphisms g!Λ satisfy the relative analogues of properties (A1)-
(A4) of Theorem 8.5.3, (A1)-(A4) of Theorem 8.6.3, and (A5) of Theorem 8.7.1
respectively, where in (A4) of Theorem 8.5.3, |Jac| is replaced by its relative analogue
|JacΛ|.
Proof. — One can either remark that the proofs of Theorem 8.5.3, Theorem 8.6.3
and Theorem 8.7.1 carry over litterally to the relative case, or deduce it from the
absolute case using Proposition 8.5.1 and Proposition 8.6.1.
Since IC(Λ→ Λ) = C(Λ), when g is the morphism S → Λ, one gets from (8.7.7)
a morphism
(8.7.10) µΛ : IC(S → Λ)→ C(Λ).
9. Specialization and transfer
In this section we obtain new results on specialization to p-adic and Fq((t))-
integration and a transfer principle for exponential integrals with parameters from
Qp and from Fq((t)). Some of the results which are announced in [9] are generalized
here to exponential constructible functions. The specialization principle given here
generalizes the one of [18].
9.1. Specialization to valued local fields. —
9.1.1. Notation. — Let k be a number field with ring of integers O.We denote by
AO be the collection of all the p-adic completions of k and all finite field extensions
of k. We denote by BO the set of all local fields of positive characteristic over O, that
is, endowed with an O-algebra structure. For N > 0, denote by CO,N the collection
of K in AO ∪ BO with charK > N and write CO for CO,1. By AO,N , resp. BO,N ,
denote CO,N ∩AO, resp. CO,N ∩ BO.
For K in CO, we write RK for its valuation ring, MK for the maximal ideal, kK
for its residue field, and q(K) for the number of elements of kK . For each choice of
a uniformizer ̟K of RK , there is a unique multiplicative map ac : K
× → k×K which
extends the projection R×K → k
×
K and sends ̟K to 1, and we extend this by seting
ac(0) = 0. We denote by DK the collection of additive characters ψ : K → C
× such
that
ψ(x) = exp((2πi/p)TrkK (x¯))
for x ∈ RK , with p the characteristic of kK , TrkK the trace of kK over its prime
subfield and x¯ the natural projection modulo MK of x into kK .
9.1.2. Interpretation of functions. — As a language that can be intepreted in all
the fields of CO, we shall use LO := LDP,P(O[[t]]), that is, the language LDP,P with
coefficients in k for the residue field sort and coefficients in O[[t]] for the valued
field sort. (Instead of O[[t]], any subring of O[[t]] containing O[t] can be used as
coefficients.) To say that a definable subassignment is defined in the language LO,
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we say that it belongs to Def(LO), and for a constructible function we say likewise
that it belongs to C(S,LO), C(S,LO)
exp, and so on, when it is defined in LO.
For every uniformizer ̟K of RK , one may consider K as an O[[t]]-algebra via the
morphism
(9.1.1) λO,K : O[[t]]→ K :
∑
i∈N
ait
i 7→
∑
i∈N
ai̟
i
K .
Hence, if one interprets elements a of O[[t]] as λO,K(a), an O[[t]]-formula ϕ defines
for all K in CO a definable subset ϕK of K
m × knK × Z
r for some m, n, r, for every
choice of uniformizer ̟K of RK .
On the other hand, the formula ϕ gives rise to a definable subassignment X of
h[m,n, r] and if ϕ′ gives rise to the same subassignment X then ϕK = ϕ
′
K for all K
in CO,N for some large enough N , independently of the choice of uniformizer.
(2)
With a slight abuse of notation, for X a definable subassignment of h[m,n, r] in
Def(LO), we write XK for the subassigment defined by ϕK where ϕ is a Def(LO)-
formula defining X , which is well determined for K in CO,N for some large enough
N , as explained above. Similarly, if f : X → Y is a LO-definable morphism, we
obtain a function fK : XK → YK for all K in CO,N for some N .
With a similar abuse of notation, we can interpret a function ϕ in C(X,LO) as a
function XK → Q, for N large enough and K in CO,N , as follows.
First suppose that ϕ is in K0(RDefX(LO)) and of the form [π : W → X ] for
some LO-definable subassignment W in RDefX(LO). For K in CO, consider WK ,
which is a subset of XK × (kK)
ℓ for some ℓ, and consider the natural projection
πK : WK → XK . Then one sets
(9.1.2) ϕK :
{
XK → Q
x 7→ card
(
π−1K (x)
)
.
Similarly as before, this is well determined for N large enough and K in CO,N . By
linearity that construction extends to K0(RDefX(LO)).
Let us now define ϕK when ϕ lies in P(X). If one expresses ϕ in terms of L and
of definable morphisms α : X → Z, replacing L by qK and each α by αK : XK → Z,
one gets a function ϕK : XK → Q again well determined for K in CO,N when N is
large enough. By tensor product, this defines ϕK for general ϕ in C(X,LO).
Next we interpret ϕ in C(X,LO)
exp as a function ϕK,ψK : XK → C, for K in CO,N
when N is large enough and for every ψK in DK , as follows.
First suppose that ϕ in K0(RDefX(LO))
exp is of the form [W, g, ξ] with W a LO-
definable subassignment, where g : W → h[1, 0, 0] and ξ : W → h[0, 1, 0] are LO-
definable morphisms. ForK in CO, considerWK , gK : WK → K, and ξK : WK → kK ,
(2)This follows from either from Ax and Kochen [1], [3], Ersˇov [21], Cohen [11], Pas [29], or others,
or from a small variant of Proposition 5.2.1 of [18] (a result of Ax-Kochen-Ersˇov type that uses
ultraproducts and follows from the Theorem of Denef-Pas).
42 RAF CLUCKERS & FRANC¸OIS LOESER
and consider the projection π :WK → XK . Then, for ψK in DK , one sets
(9.1.3) ϕK,ψK :
{
XK → Q
x 7→
∑
y∈π−1
K
(x) ψK(gK(y)) exp((2πi/p)TrkK(ξK(y))).
Similarly as before, this is well determined for N large enough and for all K in
CO,N and all ψK in DK . The construction being compatible with the previous one,
this defines ϕK,ψK for general ϕ ∈ C(X,LO)
exp, by tensor product.
9.1.3. Integration. — Let K be in CO and consider a - not necessarily definable
- subset A of Km × knK × Z
r. Let A′ be the image of A under the projection
Km× knK ×Z
r → Km and define the dimension of A as the dimension of the Zariski
closure of A′ in AmK with dim ∅ := −1. Let f : A → Λ be any function, with Λ a
subset of Km
′
×kn
′
K ×Z
r′ . The relative dimension of f is defined to be the maximum
of the dimensions of the fibers; it is also called the relative dimension of A over Λ.
For A and A′ as above, we denote by A¯ be the Zariski closure of A′ in AmK . If A¯
is of dimension d, we consider the canonical d-dimensional measure µd on A¯(K), cf.
[30], [28], and put the counting measure on knK ×Z
r. We shall still write µd for the
product measure on A¯(K) × knK × Z
r, formed by taking the product of the above
µd with the counting measure, and we finally still denote by µ
d its restriction to A,
similarly as in section 8.
We denote by F(A) the algebra of all functions A→ C. and we say a function ϕ
in F(A) is integrable in dimension d if A and ϕ are measurable and ϕ is integrable
with respect to the measure µd. More generally, we say that a function ϕ ∈ F(A) is
integrable in dimension e if the support B of ϕ is of dimension e and the restriction
ϕ|B is integrable in dimension e as defined above. For e ≥ 0 an integer, we denote
by F≤e(A) the ideal of F(A) of functions with support of dimension ≤ e and we set
(9.1.4) F e(A) := F≤e(A)/F≤e−1(A) and F (A) := ⊕eF
e(A).
We define IF e(A) as the subgroup of F e(A) consisting of functions in F e(A) which
are integrable in dimension e and denote by µ : IF e(A) → C as the integration
operator. We set IF (A) := ⊕eIF
e(A) and extend µ to µ : IF (A)→ C by linearity.
Let f : A → Λ be a mapping as before. Let F≤e(A → Λ) be the ideal of F(A)
of functions with support of relative dimension ≤ e over Λ. The groups F e(A→ Λ)
and F (A → Λ) are defined correspondingly. For every λ in Λ, there is a natural
restriction map, which is a graded group homomorphism,
(9.1.5) |f−1(λ) : FK(A→ Λ)→ FK(f
−1(λ)),
defined by sending ϕ in FK(A → Λ) to the restriction of ϕ to the fiber f
−1(λ).
We define IFK(A → Λ) as the graded subgroup of FK(A → Λ) of Functions whose
restrictions to all fibers lie in IF , where restriction is as just defined, and we denote
by µΛ the unique mapping
(9.1.6) µΛ : IF (A→ Λ)→ F(Λ)
such that µΛ(ϕ)(λ) = µ(ϕ|f−1(λ)) for every ϕ in IF (A→ Λ) and every point λ in Λ.
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9.1.4. — We still have to go one step further in the interpretation of functions.
Let f : S → Λ be a morphism in Def(LO). Let ϕ be in C(S → Λ,LO)
exp. The
Function ϕ is the class of a tuple (ϕd)d with ϕd in C
≤d(S → Λ,LO)
exp, where only
finitely many components are nonzero. Then, for N > 0 large enough, K ∈ CO,N ,
and ψK ∈ DK , each function ϕd,K,ψK lies in F
≤d
K (SK), and by taking the class of
(ϕd,K,ψK)d, we get a function ϕK,ψK in FK(SK → ΛK).
The following result says that the motivic exponential integral specializes to the
corresponding integrals over the local fields of high enough residue field character-
istic.
9.1.5. Theorem (Specialization Principle). — Let f : S → Λ be a morphism
in Def(LO). Take ϕ in IC(S → Λ,LO)
exp. Then there exists N > 0 such that for
all K in CO,N , every choice of a uniformizer ̟K of RK, and all ψK in DK, ϕK,ψK
lies in IFK(SK → ΛK) and
(µΛ(ϕ))K,ψK = µΛK (ϕK,ψK).
Proof. — Let us first consider the case where ϕ lies in IC(S → Λ,LO). We can
assume ϕ lies in IC+(S → Λ,LO), using notations from [8]. In [8], the definition of
relative integrability of ϕ and the value of the relative integral were defined simul-
taneously along the following lines. One may assume S is a definable subassigment
of Λ[m,n, r] := Λ × h[m,n, r] and, using cell decomposition and induction, it is
enough, by Theorem 14.1.1 of [8] to consider the behaviour of the integrability con-
dition and the computation of the integral for: 1) projection along Z-variables, 2)
projection along residue field variables, 3) projections Λ[m,n, r] → Λ[m − 1, n, r]
when S is a 0-cell, 4) projections Λ[m,n, r] → Λ[m − 1, n, r] when S is a 1-cell
adapted to ϕ. Note that certainly given ϕ the cell decompositions involved here
will specialize to cell decomposition defined by the specialized conditions when N
is large enough. This is a special instance of the compactness argument in model
theory. In 1), one can assume ϕ is a Presburger function, that is lies in P+(S) with
the notation of loc. cit. In that case, the integrability condition was built from the
start to be compatible with speciailization, since it was expressed by “summability
when L replaced by q > 1”. Also the relative integral was defined by summing
up series in powers of L and specializes to summing over Zr with respect to the
counting measure. Step 2) is tautogically compatible with specialization. In step 3)
a function L−ordjacf , defined almost everywhere occurs, and for N large enough it
specializes to |JacfK |. By the change of variables formula for integrals over fields in
CO, it follows that 3) is compatible with specialization. Finally step 4) is compatible
with specialization since the relative motivic volume of a 1-cell Z specializes to the
volume of the corresponding ZK , for N large enough, by definition.
When ϕ lies in C(S,LO)
exp, the statement about compatibility of relative inte-
grability with specialization holds by the previous construction. The construction
of the relative integral of ϕ can be performed along similar lines as before. Special-
ization for steps 1), 2) and 3) holds for the same reasons as before and only step 4)
needs to be considered. It follows from our constructions than it is enough to show
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that the relative integral of the function E(z) on a 1-cell with special coordinate z
specializes to the corresponding one over K, for N large enough, which is clear by
construction, cf. also Lemma 7.3.2.
. — For p-adic fields, we can say more, using the formalism of 8.7.
9.1.6. Theorem (Specialization Principle). — Let Λ be in Def(LO) and let f :
S → S ′ be a morphism in DefΛ(LO). Let ϕ be in IC(S → Λ,LO)
exp. Then there
exists N > 0 such that for all K in AO,N , each choice of a uniformizer ̟K of RK ,
and all ψK in DK the Function ϕK,ψK lies in IC(SK → ΛK)
exp and such that
(f!Λ(ϕ))K,ψK = f!ΛK (ϕK,ψK).
Proof. — Similar to the proof of Theorem 9.1.5.
9.2. Transfer principle for integrals with parameters. — We start by prov-
ing the following abstract form of the Transfer principle:
9.2.1. Proposition. — Let ϕ be in C(Λ,LO)
exp. Then, there exists an integer N
such that for all K1, K2 in CO,N with kK1 ≃ kK2 the following holds:
ϕK1,ψK1 = 0 for all ψK1 ∈ DK1
if and only if
ϕK2,ψK2 = 0 for all ψK2 ∈ DK2.
Proof. — We first consider the case when ϕ lies in C(Λ,LO)
e. Suppose that Λ is a
LO-definable subassignment of h[m,n, r]. We give a proof by induction on m. For
m = 0, the proof goes as follows. By quantifier elimination, any finite set of formulas
needed to describe ϕ can be taken to be valued field quantifier free. It follows that
(9.2.1) ϕK1 = ϕK2
for K1 and K2 in CO,N with kK1 ≃ kK2 and N large enough, since two ultraproducts
K =
∏
U Ki and K
′ =
∏
U K
′
i of fields Ki and K
′
i in CO with kKi ≃ kK ′i over a
nonprincipal ultrafilter U on a set I are elementary equivalent, as soon as K and K ′
have characteristic zero.
Now assume m > 0. By applying inductively the Cell Decomposition Theorem
2.2.1, we can construct a LO-definable morphism
(9.2.2) f : Λ→ h[0, n′, r′]
for some n′, r′, and ϕ˜ ∈ C(h[0, n′, r′],LO)
e, such that ϕ = f ∗(ϕ˜). Necessarily, ϕ˜ is
unique. By the induction hypothesis,
(9.2.3) ϕ˜K1 = 0 if and only if ϕ˜K2 = 0
for K1 and K2 in CO,N with kK1 ≃ kK2 and N large enough. Since ϕK = f
∗
K(ϕ˜K)
for K in CO,N when N is large enough, the result follows for general m and for ϕ in
C(Λ,LO)
e.
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In general, when ϕ lies in C(Λ,LO)
exp, we write ϕ as a finite sum of the form
(9.2.4)
ℓ∑
i=1
E(gi)e(ξi)[Xi → Λ]ϕi,
with ϕi ∈ C(Λ,LO).
After finitely partitioning Λ, we may suppose that there is a partition of {1, . . . , ℓ}
into parts Br such that
(9.2.5) ord(gi(xi)− gj(xj)) < 0
for all i ∈ Br1 , all j ∈ Br2, all r1 6= r2, all λ ∈ Λ and all xi ∈ Xi, xj ∈ Xj lying
above λ, and such that
(9.2.6) ord(gi(xi)− gj(xj)) ≥ 0
for all i, j ∈ Br, all r, all λ ∈ Λ and all xi ∈ Xi, xj ∈ Xj lying above λ.
9.2.2. Claim. — There exists N > 0 such that for all K in CO,N the statement
(9.2.7) ϕK,ψK = 0 for every ψK ∈ DK
is equivalent to
(9.2.8)
∑
i∈Br
(e(ξi)[Xi → Λ]ϕi)K,ψK = 0 for every r and for every ψK ∈ DK .
Since the left hand side of (9.2.8) is in fact independent of the choice of character
ψK , the proposition directly follows from the claim and the treatment of the case ϕ
in C(Λ,LO)
e.
Let us now prove the claim. By compactness there exists N0 such that for all
K ∈ CO,N0 the partition {Br}r satisfies the following property: for every i ∈ Br1,
every j ∈ Br2, every r1 6= r2, every λ ∈ ΛK and every xi ∈ XiK , xj ∈ XjK lying
above λ
(9.2.9) ord(giK(xi)− gjK(xj)) < 0,
and, for every i, j ∈ Br, every r, every λ ∈ ΛK and every xi ∈ XiK , xj ∈ XjK lying
above λ,
(9.2.10) ord(giK(xi)− gjK(xj)) ≥ 0.
Now the claim follows from Lemma 9.2.3.
9.2.3. Lemma. — Let K be in CO. Let ci be in C and xi ∈ K with ord(xi−xj) < 0
for i 6= j, i, j = 1, . . . , n. For every ψ in DK consider the exponential sum
Sψ :=
n∑
i=1
ciψ(xi).
Suppose that Sψ = 0 for all ψ in DK. Then ci = 0 for all i.
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Proof. — We shall perform an induction on m := −mini(ord(xi)). If m = 0 there
is nothing to prove. So let us assume m ≥ 1.
For every n ≥ 0, we denote by DK(n) the set of restrictions of the characters in
DK to the ball ̟
−n
K R. We denote by p the characteristic of kK and we set π := ̟K if
K is of characteristic p and π := p if K is of characteristic 0. We fix elements y1, . . . ,
yr of̟
−m
K R whose images in̟
−m
K R/π̟
−m
K R form a Fp-basis. For a = (a1, . . . , ar) in
{0, . . . , p− 1}r, we denote by Ba the ball ord(x−
∑
j ajyj) ≥ ord(π̟
−m
K ). Let us fix
ψ0 in DK(m− 1). There are exactly p
r characters in DK(m) extending ψ0. Indeed,
such characters are determined by their value on y1, . . . , yr, hence if we denote by
ζj,i, for 1 ≤ i ≤ p, the p distinct complex numbers such that ζ
p
j,i = ψ0(pyj), they are
in one to one correspondence with the set of tuples (ζj,i)j, via ψ 7→ (ψ(yj)).
We may rewrite Sψ as
(9.2.11) Sψ =
∑
a∈{0,...,p−1}r
∏
1≤j≤r
ψ(yj)
ajSa,ψ0
with
(9.2.12) Sa,ψ0 =
∑
xi∈Ba
ciψ0
(
xi −
∑
1≤j≤r
ajyj
)
.
For fixed j, the p × p-matrix Aj := (ζ
ℓ
j,i)i,ℓ, 0 ≤ ℓ ≤ p − 1, is an invertible
Vandermonde matrix. It follows that the Kronecker (tensor) product matrix A1 ⊗
· · · ⊗Ar with coefficients
∏
1≤j≤r ζ
ℓj
j,i, 0 ≤ ℓj ≤ p− 1, is an invertible p
r × pr-matrix.
Thus, the vanishing of Sψ for every ψ in DK(m) implies the vanishing of all the sums
Sa,ψ0 for every ψ0 in DK(m−1), and the induction hypothesis allows to conclude.
Now we can prove the following fundamental transfer principle for exponential
integrals:
9.2.4. Theorem (Transfer principle for exponential integrals)
Let S → Λ and S ′ → Λ be morphisms in Def(LO). Let ϕ be in IC(S → Λ,LO)
exp
and ϕ′ in IC(S ′ → Λ,LO)
exp. Then, there exists an integer N such that for all
K1, K2 in CO,N with kK1 ≃ kK2 the following holds
µΛK1 (ϕK1,ψK1 ) = µΛK1 (ϕ
′
K1,ψK1
) for all ψK1 ∈ DK1
if and only if
µΛK2 (ϕK2,ψK2 ) = µΛK2 (ϕ
′
K2,ψK2
) for all ψK2 ∈ DK2.
Proof. — By taking the disjoint union of S and S ′ over Λ and linearity, it is enough
to prove the following particular case of the result: if S → Λ is a morphism in
Def(LO) and ϕ is in IC(S → Λ,LO)
exp, there exists an integer N such that for all
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K1, K2 in CO,N with kK1 ≃ kK2 the following holds:
µΛK1 (ϕK1,ψK1 ) = 0 for all ψK1 ∈ DK1
if and only if
µΛK2 (ϕK2,ψK2 ) = 0 for all ψK2 ∈ DK2,
which follows directly from Theorem 9.1.5 and Proposition 9.2.1.
9.2.5. Remark. — Without exponentials, a form of Theorem 9.2.4 can already be
found in [9]. As mentioned in the introduction, it should have a wide range of appli-
cations to p-adic representation Theory and the Langlands Program, in particular
to various forms of the Fundamental Lemma. Let us note in our approach there
is no need any more to make assumptions of local constancy, as was done in [12].
Let us recall that the Fundamental Lemma for unitary groups has been proved by
Laumon and Ngoˆ [26] over functions fields and that Waldspurger deduced the case
of p-adic fields [31] by representation theoretic techniques. A typical situation when
Theorem 9.2.4 can be directly applied is the Jacquet-Ye conjecture [24], a relative
version of the Fundamental Lemma involving integrals of additive characters, which
has been proved by Ngoˆ [27] over functions fields and by Jacquet [25] in general.
Acknowledgment. — During the realization of this project, the first author was a
postdoctoral fellow of the Fund for Scientific Research - Flanders (Belgium) (F.W.O.)
and was supported by The European Commission - Marie Curie European Individual
Fellowship with contract number HPMF CT 2005-007121.
References
[1] J. Ax and S. Kochen, Diophantine problems over local fields. I, Amer. J. Math. 87
(1965), 605–630.
[2] J. Ax and S. Kochen, Diophantine problems over local fields. II.: A complete set of
axioms for p-adic number theory, Amer. J. Math. 87 (1965), 631–648.
[3] J. Ax and S. Kochen, Diophantine problems over local fields. III. Decidable fields, Ann.
of Math. 83 (1966), 437–456.
[4] R. Cluckers, Analytic p-adic cell decomposition and integrals, Trans. Amer. Math. Soc.
356 (2004), 1489–1499.
[5] R. Cluckers, Multi-variate Igusa theory: Decay rates of p-adic exponential sums, Int.
Math. Res. Not. 76 (2004) 4093–4108.
[6] R. Cluckers, F. Loeser, Fonctions constructibles et inte´gration motivique I, C. R. Acad.
Sci. Paris Se´r. I Math. 339 (2004), 411-416.
[7] R. Cluckers, F. Loeser, Fonctions constructibles et inte´gration motivique II, C. R.
Acad. Sci. Paris Se´r. I Math. 339 (2004), 487-492.
[8] R. Cluckers, F. Loeser, Constructible motivic functions and motivic integration,
math.AG/0410203.
[9] R. Cluckers, F. Loeser, Ax-Kochen-Ersˇov Theorems for P -adic integrals and motivic
integration, in Geometric methods in algebra and number theory, edited by F. Bogomolov
and Y. Tschinkel, Progress in Mathematics 235, 109-137 (2005), Birkha¨user.
48 RAF CLUCKERS & FRANC¸OIS LOESER
[10] R. Cluckers, F. Loeser, Fonctions constructibles exponentielles, transformation de
Fourier motivique et principe de transfert, to appear in C. R. Acad. Sci. Paris Se´r. I
Math., math.NT/0509723.
[11] P. J. Cohen, Decision procedures for real and p-adic fields, Comm. Pure Appl. Math.
22 (1969), 131–151.
[12] C. Cunningham, T. Hales, Good orbital integrals, Represent. Theory 8 (2004), 414–
457.
[13] J. Denef, The rationality of the Poincare´ series associated to the p-adic points on a
variety, Invent. Math. 77 (1984), 1–23.
[14] J. Denef, On the evaluation of certain p-adic integrals, Se´minaire de the´orie des nom-
bres, Paris 1983–84, 25–47, Progr. Math., 59, Birkha¨user Boston, Boston, MA, 1985
[15] J. Denef, p-adic semi-algebraic sets and cell decomposition, J. Reine Angew. Math.
369 (1986), 154–166.
[16] J. Denef, Arithmetic and geometric applications of quantifier elimination for valued
fields, Model theory, algebra, and geometry, 173–198, Math. Sci. Res. Inst. Publ., 39,
Cambridge Univ. Press, Cambridge, 2000.
[17] J. Denef, L. van den Dries, p-adic and real subanalytic sets, Ann. of Math., 128,
(1988), 79–138.
[18] J. Denef, F. Loeser, Definable sets, motives and p-adic integrals, J. Amer. Math. Soc.,
14 (2001), 429–469.
[19] L. van den Dries, P. Scowcroft, On the structure of semialgebraic sets over p-adic
fields, J. Symbolic Logic, 53 (1988), 1138–1164.
[20] L. van den Dries, Dimension of definable sets, algebraic boundedness and Henselian
fields, Ann. Pure Appl. Logic, 45 (1989), 189–209.
[21] J. Ersˇov, On the elementary theory of maximal normed fields, Dokl. Akad. Nauk SSSR
165 (1965), 21–23.
[22] E. Hrushovski, D. Kazhdan, Integration in valued fields, math.AG/0510133.
[23] J. Igusa, An introduction to the theory of local zeta functions, AMS/IP Studies in
Advanced Mathematics, 14. International Press, Cambridge, MA, 2000.
[24] H. Jacquet, Y. Ye, Relative Kloosterman integrals for GL(3), Bull. Soc. Math. France
120 (1992), 263–295.
[25] H. Jacquet, Kloosterman identities over a quadratic extension, Ann. of Math. 160
(2004), 755–779.
[26] G. Laumon, B. C. Ngoˆ, Le lemme fondamental pour les groupes unitaires,
math.AG/0404454.
[27] B. C. Ngoˆ, Faisceaux pervers, homomorphisme de changement de base et lemme fon-
damental de Jacquet et Ye, Ann. Sci. E´cole Norm. Sup. (4) 32 (1999), 619–679.
[28] J. Oesterle´, Re´duction modulo pn des sous-ensembles analytiques ferme´s de ZNp , In-
vent. Math., 66 (1982), 325–341.
[29] J. Pas, Uniform p-adic cell decomposition and local zeta functions, J. Reine Angew.
Math., 399 (1989), 137–172.
[30] J.-P. Serre, Quelques applications du the´ore`me de densite´ de Chebotarev, Inst. Hautes
E´tudes Sci. Publ. Math., 54 (1981), 323–401.
[31] J.-L. Waldspurger, Endoscopie et changement de caracte´ristiques, preprint, (2004).
CONSTRUCTIBLE EXPONENTIAL FUNCTIONS 49
Raf Cluckers, Katholieke Universiteit Leuven, Departement wiskunde, Celestijnenlaan 200B,
B-3001 Leuven, Belgium. Current address: E´cole Normale Supe´rieure, De´partement de
mathe´matiques et applications, 45 rue d’Ulm, 75230 Paris Cedex 05, France
E-mail : cluckers@ens.fr • Url : www.dma.ens.fr/∼cluckers/
Franc¸ois Loeser, E´cole Normale Supe´rieure, De´partement de mathe´matiques et applications,
45 rue d’Ulm, 75230 Paris Cedex 05, France (UMR 8553 du CNRS)
E-mail : Francois.Loeser@ens.fr • Url : www.dma.ens.fr/~loeser/
