In many real network systems, nodes usually cooperate with each other and form groups, in order to enhance their robustness to risks. This motivates us to study a new type of percolation, group percolation, in interdependent networks under attacks. In this model, nodes belonging to the same group survive or fail together. We develop a theoretical framework for this novel group percolation and find that the formation of groups can improve the resilience of interdependent networks significantly. However, the percolation transition is always of first order, regardless of the distribution of group sizes. As an application, we map the interdependent networks with intersimilarity structures, which attract many attentions very recently, onto the group percolation and confirm the non-existence of continuous phase transitions. * These two authors contributed equally † Electronic address: yanqing.hu
I. INTRODUCTION
Complex networks theory provides powerful tools for modelling topological properties of complex systems. Percolation of complex networks concentrates on the relation between node or link attacks/failures and the remaining functional largest component (giant component), which describes the robustness of different sorts of single networks under attacks/failures [1] [2] [3] [4] [5] [6] [7] [8] [9] . However, most real systems are not isolated, but coupled. Due to the existence of inter-dependency relationships, failures in one network may propagate across different systems, and lead to larger-scale failures to the whole system. In 2010, the percolation theory of interdependent networks has been introduced, presenting abrupt percolation transitions where the giant component suddenly disappears [10] . After that, interdependent networks has been extensively investigated after various generalizations [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] .
Until now, most studies on interdependent networks still consider interdependency relations between single nodes. However, under certain circumstances some nodes within one network tend to fail or survive together. One example is the percolation of interdependent networks with inter-similarity [17] . While common links (links shared by subnetworks) are introduced into a system of two interdependent networks, it has been shown that all nodes that are connected via paths of common links will fail or survive together, since they must belong to the mutual giant component or not simultaneously [17] . In the above mentioned specific work, the approach of combining groups of nodes (i.e., components of common links) into "super-nodes" (each super-node corresponds to a group of nodes) has been applied, where links are also merged on a super-node if they have at least one end belonging to the corresponding node group [17] . However, systematic explorations of a generalized model of interdependent networks with combined node groups are still lacking.
In fact, percolation of interdependent networks with combined node groups is of great importance in both analytical and practical aspects. On one hand, it presents solid analytical tools for solving the percolation models where nodes fail/survive in groups, as in [17] . On the other hand, combining a group of regular nodes can cause a larger degree value of the constructed super-node, since all links related to these regular nodes will be merged on the combined super-node. Therefore, this model proposes a new approach for modelling percolation/dependency failures where nodes tend to mitigate risks by establishing collaborations and behave together as groups. Notice that this is different with previous percolation stud-ies where more nodes fail together due to dependency links within single networks [12, 30] .
Examples of real world systems where node groups are formed to increase robustness include companies that reduce risks through cooperation strategies. In the mobile Internet, an individual mobile device sometimes shares its Internet connections with others if they have lost the connections. In this scenario, different devices also tend to keep the Internet connections or not (fail) together, as a group. Therefore, it is still an important open question how these node grouping phenomena in real world systems impact the robustness of the entire systems.
In this work, we for the first time develop a general model of "group percolation" in interdependent networks, which provides a new concept in complex network studies. In this model, regular nodes are randomly divided into node groups, and each node group is contracted into a "super-node", where the related links are redefined as links with other super-nodes. Interdependency relations are then defined between super-nodes in different networks. This forms a new system of interdependent super-node networks. We assume that a regular node in the original networks survives if and only if it belongs to a node group that belongs to the mutual giant component of the interdependent super-node networks.
For group percolation in fully interdependent networks, we can obtain the mutual giant component size of the super-node networks, as well as the size of the surviving regular nodes in the original networks (called the mutual "giant grouped component"). To prove the non-existence of second-order percolation transitions under random initial attacks on either super-nodes or regular nodes, we present a new approach based on the Jacobian matrix.
Finally, to illustrate an application of the proposed group percolation approach, we apply this framework on the percolation of interdependent networks with inter-similarity under random regular node attacks.
II. GENERAL MODEL

A. Probabilistic description of interdependent networks of super-nodes
In this subsection, we introduce the basic definitions for the proposed group percolation model, where networks of super-nodes are constructed. We also develop the theoretical approach to obtain the percolation properties of the contracted interdependent networks of super-nodes. For simplicity and without loss of generality, we consider two fully interdependent random networks A and B of sizes N A and N B with degree distributions P A (k) and P B (k), respectively. We randomly divide all nodes in network A into N non-overlapping (without shared nodes) node groups. We do the same in network B, and then networks A and B have the same number of node groups N . Next we contract each node group into a "supernodes", and all the related links will be merged onto this super-node. In this way, two networks of super-nodes, A 0 and B 0 (of the same size N ), will be constructed (see Fig. 1 ).
Therefore, two super-nodes a 1 and a 2 are connected by a link if and only if there is at least one link between regular nodes from the two corresponding node groups. The size of each super-node is the number of regular nodes within the corresponding node group. We assume that every super-node from network A 0 depends on one and only one super-node in network B 0 , and vice versa, with the no-feedback condition. (In fact, it can be generalized to partial interdependency relations.) This means that if one super-node in A 0 fails, the corresponding super-node in B 0 will also fail, and vise versa. We focus on the mutual giant component (the largest mutually-connected component) of the interdependent super-node networks. We assume that all regular nodes within super-nodes belonging to the mutual giant component will survive together in the original regular node interdependent networks.
This set of functional nodes are defined as the mutual "giant grouped component" of the original system. Due to the above assumptions, some surviving regular nodes may belong to different mutually-connected components in networks A and B originally. Therefore, the size of the mutual giant grouped component can be greater than the mutual giant component of the original networks. 
We further define P (k 1 , k 2 ) as the probability that super-nodes a in A 0 and b in B 0 have degree values k 1 and k 2 respectively. Then its generating function is
Under the condition that for each super-node a there is no link in the regular node network that connects the nodes belonging to a, G(x, y) could also be written as
where 
where q 0 (k|m) is the conditional probability that a randomly chosen super-node has degree of k given that it is of size m. Notice that
since the coefficient of each term after the expansion is just the sum over the probabilities of all possible combinations of m 1 degree values that sum up to k 1 .
We start with two interdependent networks A 0 and B 0 , in which no super-nodes are removed initially. To get the mutual connected giant cluster in networks A 0 and B 0 , we adopt the probabilistic approach and define t 1 as the probability that a randomly chosen link in network A 0 leads to the mutual giant component at one of its end. A similar quantity t 2 is defined for network B 0 . Therefore, assume now we randomly choose a link l in network A 0 and reach super-node a (with degree k 1 ) at one of its ends. For super-node a to be part of the mutual giant component, it itself must connect with the mutual giant component of network A 0 and its interdependent counterpart b (with degree k 2 ) must also connect with the mutual giant component of network B 0 . Computing this probability, we can write out the self-consistent equation for t 1 as
with
being the probability that a random selected link connecting with a supernode a which has a degree of k 1 , 1 − (1 − t 1 ) k 1 −1 the probability that at least one of the other k 1 − 1 links of super-node a (other than the one first chosen) leads to the mutual giant component in A 0 , P B 0 (k 2 ) the probability that super-node b has a degree of k 2 , and 1 − (1 − t 2 ) k 2 the probability that at least one of the k 2 links of super-node b leads to the mutual giant component in B 0 . Considering the inter degree-degree correlation probability
between the super-nodes in network A 0 and super-nodes in network B 0 , we recast Eq. (6) into the general form
Analogously, we get the self-consistent equation for t 2
Using the generating function G(x, y) defined in Eq. (2), we transform the expressions of t 1 and t 2 into
where
is the partial derivative of G(x, y) with respect to x and likewise
is the partial derivative of G(x, y) with respect to y. Note that t 1 and t 2 could be computed using iteration with some proper initial values of t 1 and t 2 .
Accordingly, the probability P
∞ that a randomly chosen super-node in network A 0 belongs to the mutual giant component is calculated as
which could be written in terms of generating function as
Since networks A 0 and B 0 are fully interdependent on a one-to-one basis and of the same size, naturally we have P
∞ as determined by Eq. (11).
B. Mapping from super-node network back to regular node network
In the previous subsection, we obtained the mutual giant component of the interdependent networks of super-nodes A 0 and B 0 . Here, we aim to find the corresponding size of the mutual giant grouped component in A and B (number of surviving regular nodes). To this end, we first explore such a relation for a single layer network, and then extend that to the two-layer case. ∞ . Now we want to get the corresponding giant grouped component P A G of network A as well, i.e., the ratio of the number of regular nodes contained in the super-nodes of P A 0 ∞ to the network size N A . Now denotingQ(m) as the probability that a randomly chosen super-node in network A 0 is of size m (containing m regular nodes), we can write the generating function ofQ(m) as
UsingD 0 (x) we further define T (x) as
Note that T (1) is the average number of regular nodes contained in each super-node of A 0 .
Similarly to Eq. (4), we know
Note that ∞ k=0 q 0 (k|m) = 1. Therefore, Eq. (14) can be recast into
Next we define f (k, m) as the joint probability that a randomly chosen super-node in network A 0 has degree of k and is of size m. Thus according to Bayes' rule, we can write f (k, m) out either as a product ofQ(m) and q 0 (k|m), i.e.,
or as a product of P A 0 (k) and q 1 (m|k), i.e.,
where q 1 (m|k) is the conditional probability that a randomly chosen super-node is of size m
given that it has degree of k. Therefore using Eqs. (15)- (17), Eq. (14) can be rewritten as
By further defining R A 0 (k), the average size of all the super-nodes with degree k, as
we get a compact form of T (G A (x)) as
Similar to Eq. (10), we can obtain the probability that a randomly chosen super-node from network A 0 is connected to the giant component as
Likewise the probability that a super-node of size m leads to the giant component is
Also note that in all the super-nodes of size m in network the giant component, we can get the probability P A G that a randomly chosen regular node in network A belongs to the giant grouped component
Note that P 
Here T A 0 (x, y) and T B 0 (x, y) serve the same purpose of T (x) defined in Eq. (13) . Performing the derivation demonstrated in Eqs. (14)- (20), we have
is an extension of R A 0 (k) and denotes the average number of regular nodes contained in a super-node a of degree k 1 in network A 0 with its dependency counterpart b a super-node of degree k 2 in network B 0 ; P (k 1 , k 2 ) is the probability that a super-node a of degree k 1 in network A 0 is connected by bidirectional dependency link to a super-node b of degree k 2 in network B 0 . Analogously, using P (k 1 , k 2 ), T B 0 (G A (x), G B (y)) takes the form of
with R B 0 (k 1 , k 2 ) the average number of regular nodes contained in a super-node b of degree k 2 in network B 0 with its dependency counterpart a a super-node of degree k 1 in network A 0 ;
In the fully interdependent scenario, networks A 0 and B 0 are of the same size N . Following similar arguments leading up to Eq. (22) in the previous subsection, we get the probability P A G that a randomly chosen regular node belongs to the mutual giant grouped component in network A as
After denoting
, we can simplify the above equation
Analogously, we can write out P B G as
with .
Likewise, P A G defined in Eq. (11) will be correspondingly modified to
Therefore, as a function of t 1 , t 2 and p, at the steady state, the probability P A G (P B G ) that a randomly chosen regular node in network A (B) belongs to the mutual giant grouped component can also be tailored from Eqs. (27) and (28) as
The group percolation results under random super-node initial removal are shown in . Notice that Φ 1 (t) and Φ 2 (t) are both derivable at 0 0 , thus they can be expressed as
where J Φ 1 t 1 t 2 = 0 0 
According to Φ 1 occurs continuously is not true. Since the mutual giant grouped component sizes P A G and P B G are continuous functions of t 1 and t 2 , the occurrence of the mutual giant grouped component in the regular node networks must be also discontinuous. This proves the existence of first-order percolation transitions.
The approach we used here to prove the non-existence of second-order transitions is a twodimensional extension of the one-dimensional case discussed in [17] , where the two functions intersect at 1, but they have different derivatives at 1. G. J. Baxter et al. have also used Jacobian matrices to find the percolation-like transition points in interdependent networks [31] .
D. Fully interdependent networks of super-nodes under random regular node removal
In the previous subsection, we have studied the group percolation after random supernode attacks. In fact, our model also allows to explore the group percolation after random regular node removal, where node groups are defined after the initial regular node attacks. In some real-world applications the initial attacks are upon regular nodes, while in some other examples the initial attacks are on groups of nodes or super-nodes. In this sense, this model can be widely applied in different types of coupled systems.
Here we consider two fully interdependent networks A and B, with the same number of nodes N A = N B =Ñ . Assume that at the beginning a fraction 1 − p of regular nodes are randomly attacked in network A. According to the dependency relations, the corresponding (1 − p)Ñ nodes in networks B will also fail. We denote the attacked networks A and B .
After the initial attack, we again define the node groups in both networks and merge them into super-nodes.
Here we focus on the following special case of group percolation: each pair of interdependent super-nodes a in the contracted network A 0 and b in network B 0 have the same size (as shown in Fig. 4 ). This special case is considered here since in this way, the contracted networks A 0 and B 0 still have well-defined one-to-one full interdependency links. Moreover, in the next section, we will present the application of the proposed group percolation approach on interdependent networks with inter-similarity, where super-nodes with interdependencies always have the same size (see [17] ). Therefore, here we focus on this special case.
To analyse this case, we need to provide new degree distributions of networks A and B .
For network A , after the initial attack, the degree distribution is
Therefore, the corresponding generating function becomes
which finally becomes (following previous works on epidemic models, see Eq. (13) in [32] )
Similarly, for network B the generating function of the degree distribution is G B (x) =
Since the two contracted networks A 0 and B 0 have the same super-node sizes, we denote Q(m) the probability that a randomly chosen super-node in network A 0 (or B 0 ) is of size m. Then we can simplify D 0 (x, y) defined in Eq.
(1) to
Similarly, G(x, y) defined in Eq. (3) can be simplified to
From the derivation performed from the above subsections, we can conclude that the probabilities t 1 and t 2 take the same form as defined in Eq. (9) . Similarly to Eq. (27), the relative mutual giant grouped component size in the regular node network A (after initial attacks) is
Finally, using exactly the same method with the case under initial super-node attacks, for regular node initial attacks we can also prove the non-existence of second-order percolation transitions. The only difference is that the right hand side of Eq. (29) now has the form of the right hand side of Eq. (9), with G(x, y) defined in Eq. (38). It is easy to confirm that the proof in Eq. (33) in the previous subsection is still valid here.
III. INTERDEPENDENT NETWORKS WITH INTER-SIMILARITY
In the previous section, the general model of grouped percolation in interdependent networks has been introduced, and its percolation transition has been obtained analytically. In order to support the validity of these analyses, here we show the application of the group percolation approach on interdependent networks with inter-similarity. Inter-similarity means In fact, in one previous work ( [17] ), the approach of defining super-nodes has been proposed for the first time to study the percolation of interdependent networks with intersimilarity. In that model, each super-node has the same size with its dependency counterpart. Here, we provide a much more generalized framework of group percolation, where node groups are defined independently in two networks. Therefore, here we show that the previous model in [17] is a special case within the general framework of group percolation.
To this end, we investigate the percolation properties of two fully interdependent networks A andB of the same sizeÑ with inter-similarity, where nodes in each network are randomly connected with the same degree distribution P (k). Every node in networkÃ depends on a random node in networkB, and vice versa. We also assume that if a node i in networkÃ depends on a node j in networkB and node j in networkB depends on node l in network A, then l = i, which rules out the feedback condition. This full interdependency means that every node i in networkÃ has a dependent node j in networkB, and if node i fails node j will also fail, and vice versa.
In order to study the effects of inter-similarity (common links) on the system robustness, we assume thatÃ andB can be expressed as
where A and B denote the networks with the same sets of nodes but only the non-common links; C is the network including the same set of nodes and all common links betweenÃ andB.
In such a system, initially a fraction 1 − p of nodes inÃ are randomly attacked; the corresponding nodes inB are also removed. For the attacked networksÃ andB , they can be described asÃ
where A , B and C are all the remaining networks after the initial attack (see Fig. 5 for illustration).
Note that nodes belonging to the same connected component in C must survive in the mutual giant component ofÃ andB or not, as a group (see [17] ). This is because these nodes are already mutually connected inÃ andB . This percolation can be described in the framework of group percolation. To this end, we identify and merge the corresponding components of C within A and B into super-nodes respectively. As depicted in Fig. 5 , we obtain a pair of interdependent networks A 0 and B 0 composed of super-nodes contracted from clusters spanned by common links. Moreover, every super-node a in network A 0 is interdependent on a same sized super-node b of network B 0 , on a one-to-one correspondence basis. This is exactly the case studied in the previous subsection, and the mutual giant grouped component in this group percolation will be the same as the mutual giant component of the original attacked networksÃ andB .
In order to get the giant grouped component size P A G defined in Eq. (39) for A at the steady state, we need to compute Q(m) first.
Next we define k C as the average degree of network C, and P C (k) as its degree distribution.
Then we can write out the generation function of P C (k) as G C (x) = k P C (k)x k . After the initial attack, the similar generating function for
Analogously, for C the generating function of the underlying branching process
Moreover, the generating function of the cluster size distributions [4] by randomly traversing a link in network C is
and the generating function of the cluster size distributions by randomly traversing a supernode in network C is
With H 0 (x) we define furtherH 0 (x) =
and getD 0 (x) as Considering the average degree of network C , which is k C = pk C . If k C < 1, we finally obtain the mutual giant grouped component sizes in networks A and B, P 
In this case, we just need to slightly modify t 1 and t 2 to the following form:
The equivalent equations have been got in our previous work [17] with S = 0 and the work of Byungjoon et al. [33] by other approaches. Using t 1 and t 2 we are able to determine the size of the mutual giant component in the original networksÃ andB as
where FÃ (x, y) is defined forÃ similarly to F A (x, y) in Eq. (39).
IV. RESULTS
To test the analytical predictions above we conduct numerical calculations of analytic expressions, and we compare the results with the simulation results with random regular node removal in fully interdependent networksÃ andB with inter-similarity. All the simulation results are obtained for networks ofÑ = 10 4 .
We first assume that all A, B and C are ER networks with Poissonian degree distributions.
Thus the corresponding generating functions for degree distributions are G A (x) = e k A (x−1) , G B (x) = e k B (x−1) and G 0 (x) = e k C (x−1) , respectively. Fig. 6(a) shows the good agreement of the numerical simulation results with the theoretical predictions for random attacks on regular nodes with fixed k A = k B = 3 and different k C . Notice that for both cases k C < 1 and k C > 1, the system undergoes a discontinuous phase transition. Fig. 6(b) further shows the number of iterations (NOI) as a function of p. The NOI is defined as the total number of time steps in the cascading failure process.
As shown in previous related works, first-order transition points correspond to peaks in the NOI curve [12, 17, 18] . Therefore, Fig. 6 (b) also supports the existence of first-order transitions shown in Fig. 6(a) . Moreover, it is worth pointing out that as k C increases, the critical value p c , at which a mutually connected giant component first arises in the system, decreases dramatically. This lends strong support to the argument that if a system of fully interdependent networks are more inter-similar, the more robust the system (with smaller transition points p c ) would be under random removal of regular nodes; the jump size at p c will be smaller at the meantime.
Moreover, to see the whole picture of the effect of inter-similarity, we further carried out calculations by fixing the average degree ofÃ andB at 3 and increasing k C from 0 to 3.
Thus, if k C = 0, we would just get the ordinary interdependent network system where no inter-similarity is present; if k C = 3, we get a system where all the links are common links such that networks A 0 and B 0 are exact copies of each other and thus they are essentially an ordinary single network. As depicted in Fig. 7 , indeed, we see that if k C is close to 0, the transition is very close to the first-order transition point of two fully interdependent networks where pairs of interdependent nodes are randomly connected, i.e., p 
V. SUMMARY AND CONCLUSION
To sum up, we introduce a new model of group percolation, where nodes cooperate with each other and form groups to reduce risks of failures. We have provided a general analytical approach for group percolation in fully interdependent networks by constructing the contracted networks of super-nodes. Based on this probabilistic approach, we investigate the robustness of both the original and the contracted interdependent networks. We have proved the non-existence of second order transitions for random initial attacks on either the original or the super-node networks. Moreover, we find that the system will become more robust when node group sizes increase. Finally, we have applied the proposed approach on interdependent networks with inter-similarity, where we show that the presence of intersimilarity will enhance the system robustness. Our theoretical approach sheds some new light into the percolation process of interdependent complex networks from the functionality of groups of nodes. 
