Introduction
Probability of default (PD) and loss given default (LGD) are the two key determinants of the premium of risky bonds, credit default swap spreads, and credit risks of loans and other credit exposures. They are also among the key parameters in the Basel internal ratings-based framework for banks' minimum regulatory capital requirements. 1 Thus, a good understanding of PD and LGD is crucial for fixed-income investors, rating agencies, bankers, bank regulators, and academics. Between the two parameters, LGD is relatively more understudied partly because of the lack of data and risk drivers for it, although LGD research has been growing in recent years.
Besides data limitations and the lack of risk drivers, another challenge in modeling LGD is that the LGD values have an unusual distribution.
LGD values are often bounded between 0 and 1 (including observations of exactly 0 or 1), and the distribution tends to be bimodal with modes close to the boundary values. These distributional characteristics make standard statistical models, such as the linear regression model estimated with ordinary least squares (OLS), theoretically inappropriate for LGD modeling.
The importance of accounting for the unusual distribution of LGD is widely acknowledged in the literature, 2 and researchers have attempted to use various statistical methods to address the aforementioned challenges. In general, the semi-parametric and non-parametric methods are found to outperform parametric methods (see Bastos [2010] , Loterman et al. [2012] , Qi and Zhao [2011] , Altman and Kalotay [2014] , Hartmann-Wendels, Miller, and Tows [2014] , and Tobback et al. [2014] ). The papers comparing various parametric methods in the literature, however, are far from exhaustive and do not compare some of the newer parametric models that might be more suitable for fitting the unusual LGD distribution (e.g., the inflated beta distribution [Ospina and Ferrari (2010a, b) ] and the gamma regressions [Sigrist and Stahel (2011)] ). How these sophisticated parametric models perform relative to the simpler parametric models or the nonparametric models that may be less computationally burdensome is not clear from the literature. 3 We have two main aims in this paper. First, we propose some refinements to the transformation regression methodology that has been used extensively in the literature to explore whether the performance of the current transformation regression methods can be improved. In the literature, an unmentioned criticism of the current transformation regression methods is that the LGD predictions can result in biased estimates due to the inherent nonlinearities in the transformations functions used. To remedy this issue, we propose a smearing estimator based on Duan (1983) and a Monte Carlo (MC) estimator to correct for these biases. Furthermore, we introduce another methodology we call the "global adjustment approach." Transformation regressions typically first apply adjustment factors to LGD values of 0 and 1. Qi and Zhao (2011) show, however, that a small adjustment factor leads to poor model performance. On the other hand, a larger adjustment factor cannot preserve the rank ordering of the raw LGD values, which could potentially affect statistical inference and predictive performance. The global adjustment approach we propose here applies an adjustment factor to all the LGD observations (and not just the boundary values) which retains the rank ordering in LGD values.
Second, we investigate the performance of five recent parametric methods that are designed specifically to fit the unusual distribution of LGD. These include the two-step regression, inflated beta regression (Ospina and Ferrari [2010a, b] ), Tobit regression, censored gamma regression (Sigrist and Stahel [2011] ), and two-tiered gamma regression (Sigrist and Stahel [2011] ) models. These models share a similar structure in that they explicitly model the probability of LGD being 0, 1, or a value in between, but they differ in distributional assumptions. Our primary interest is in whether these recent parametric methods can outperform simpler parametric methods, including transformation regressions, standard linear regression, and fractional response regression (FRR) from Papke and Wooldridge (1996) . 3 A recent study by Yashkir and Yashkir (2013) compares some of the new parametric LGDs models (e.g., inflated beta and censored gamma) and finds much similarity in the goodness of fit among these new parametric models. Yashkir and Yashkir (2013) , however, compare only a few models, and it is not clear how their models compare with other simpler parametric models or non-parametric models. Furthermore, their set of explanatory variables does not include the seniority index, the most important determinant of LGD shown in Qi and Zhao (2013) .
We use the same data set and explanatory variables as in Qi and Zhao (2011) so that more general conclusions about model performance can be drawn by comparing the models studied in this paper with those investigated by Qi and Zhao (2011) . In general, we find that in terms of model fit, all the methods investigated in this paper perform similarly, with in-sample R-squared ranging from 0.449 to 0.458 and slightly worse out-of-sample R-squared ranging from 0.444 to 0.452.
A few additional observations can be made based on our extensive empirical analysis. Regarding our first aim, the three proposed refinements to the transformation regressions can help improve model performance. Although the improvement is only marginal, the smearing and MC estimators can substantially reduce the sensitivity to the value of the adjustment factor in transformation regressions. Although the global adjustment reduces the sensitivity, the transformation regressions are still sensitive to the value of the adjustment factor.
Regarding our second aim, we compare model complexity and computational burden across alternative models and find that simpler parametric models do not necessarily underperform the more complex ones in predictive accuracy and ability to model the bimodal LGD distribution.
Although all the methods perform quite similarly, the two-step approach has the best in-and outof-sample performance, followed by the two-tiered gamma regression. The inflated beta regression performs very closely to the two-tiered gamma regression in sample and slightly outperforms all the transformation regressions (including the refined ones) except for the smearing estimator out of sample. The censored gamma and Tobit regressions perform similarly, with the worst performance among all the methods investigated here. The predictive accuracies of the censored gamma and Tobit models are almost identical, despite the high complexity and computational burden of the censored gamma regression. Estimation of the two-tiered gamma model is challenging because of the complicated likelihood function that is sensitive to the choice of optimization algorithm and the starting values. The two-tiered gamma model does not perform better than the much simpler and easier two-step regression model based on our sample and model setup. Overall, all methods investigated in this paper outperform the linear regression but underperform the FRR and the nonparametric methods investigated in Qi and Zhao (2011) .
The findings and conclusions of our study are based on one data set. The relative performance of various models is likely to change if they are applied to different LGD data sets with different sample sizes, distributions, and risk drivers. Thus, it is important for modelers and researchers to be aware of the wide range of possible LGD models and methods, and to choose the one that is appropriate for their particular data set, balancing performance, complexity and computational burden via model validation and benchmarking.
The rest of this paper proceeds as follows. In the section 2, we describe the various models and methods investigated in this study. Section 3 provides details on empirical results and model comparison. Section 4 concludes the paper.
Methodology Description
This section discusses alternative methods we use in this study to estimate LGD. In the following subsections, LGD stands for the raw observed values of LGD, and L stands for the LGD values after applying adjustment factors (more details in subsequent sections). All of the models, with the exception of the two-step approach, are estimated by maximum likelihood. We provide the density functions for the data, which can easily be used to form the log likelihood functions. The mean LGD predictions are obtained by plugging in the maximum likelihood estimates into the population mean functions.
Transformation Regressions
The general idea of transformation regressions is to first convert the LGD observations from [0, 1] to (0, 1) with an adjustment factor, transform these adjusted values into the real line with a transformation function, and then fit linear regressions on the transformed values. In the current literature, the fitted values are then retransformed into LGD predictions by applying the inverse of the transformation function to them. This approach is used in Siddiqi and Zhang (2004) , Gupton and Stein (2005) , Hamerle et al. (2011 ), Qi and Zhao (2011 ), and Hlawatsch and Ostrowski (2011 = β , are unbiased and also consistent if the design matrix is asymptotically non-degenerate. We refer to this as the "transformation regression."
As in Qi and Zhao (2011) , we use two particular transformation functions: an inverse standard Gaussian cumulative distribution function (CDF) and a combination of inverse standard Gaussian and beta CDFs, which leads to the inverse Gaussian regression model (IGR) and inverse Gaussian regression with beta transform model (IGR-BT). For IGR, the vector is equal to (0, 1), representing a mean of 0 and a variance of 1 for the standard Gaussian distribution;
similarly, for IGR-BT, the vector consists of the same mean and variance, but also the two beta distribution parameters calibrated to the LGD data.
Refinements to Transformation Regressions
The transformation regressions are simple, straightforward, and easy to implement; however, the optimal predictions on the untransformed scale are generally not equal to the inversions of the optimal predictions on the transformed scale. is not the correct "estimate" of ( )
;
The main difficulty in obtaining the optimal predictions lies in finding the mean of
. Note that the distribution for L i is easy to obtain (e.g., by using the 
Because β is unknown, the third step is to plug in the OLS estimator and obtain
which is referred to as Duan's smearing estimator. This is a simple quantity to compute in practice. One basically computes the N OLS residuals, plugs the residuals and OLS estimate of β into (4), and then takes the sample average to produce the estimate.
Rigorous proofs for the consistency of (4) are in Duan (1983) . Note that this is a non-parametric estimate as the normality of e j is not used. This can be viewed as inexpensive insurance against possible departures from normality.
An MC Estimator
MC methods can also be used to estimate the conditional mean. To understand our MC estimator, first note that if G independent draws of e i can be obtained from f e i , then the sample average of ( )
converges to the conditional mean from the law of large numbers. Because β and σ 2 are unknown, we can plug in the OLS estimators into (5) and form the MC estimator (
This quantity converges to the desired quantity for a large G by application of the continuous mapping theorem and law of large numbers. Note that this approach is different from the smearing estimator as the MC method uses the normality assumption.
Transformation Regressions With Global Adjustment
Usually the small adjustment factor is applied only to the boundary LGD values of 0 or 1 prior to fitting the transformation regressions. This adjustment approach can create some inconsistency between adjusted values and unadjusted values and may result in LGD values that do not rank order, particularly if a large adjustment factor ε is used. Qi and Zhao (2011) find the transformation regression results are very sensitive to the magnitude of ε , and it is not clear how much of the sensitivity might be attributed to the adjustment factor that applies only to LGD values of 0 and 1. We aim to shed light on this question by investigating an alternative adjustment method in this paper. Specifically, we propose to adjust all LGD observations from
where is a predetermined adjustment factor. These adjusted
LGDs 
We investigate various values of b in section 3. We call this approach "global adjustment" as the adjustment factor b is applied to all LGD observations. We call the typical adjustment approach in the literature (e.g., Qi and Zhao [2011] and Altman and Kalotay [2014] ) "local adjustment" because the adjustment factor ε is applied only to the LGD values of 0 or 1. The
LGD estimates produced from the reverse adjustment in equation 8 above can be less than 0 if
The LGD estimates can be floored at 0 and capped at 1 after the reverse adjustment if desired.
Models to Account for the Unusual LGD Distribution
We discuss five methods that specifically account for the unusual bounded and bimodal distribution of LGD.
Two-Step Approach
This approach allows for the possibility that the processes governing whether the LGD equals 0 or 1, or any value in between, may be different. This approach is similar to the two-step estimation in Gurtler and Hibbeln (2013) . We estimate LGDs in two steps. In step 1, we run an ordered logistic regression on the probability of LGD falling into one of three categories:
where Logistic() denotes the logistic function, and 0 and 1 are cut-point parameters to be estimated. This first step is used to account for the mass concentrated at 0 or 1.
In step 2, we run OLS using all the LGD observations within the range (0, 1) on the explanatory variables, and we call the predicted LGD from the second regression
for observations in (0, 1). We then predict the ith LGD as ( )
Note that the predicted LGD generated from equation (10) is a weighted average of the model outputs from steps 1 and 2. It is not mathematically bounded between 0 and 1.
Inflated Beta Regression
Ospina and Ferrari (2010a) propose inflated beta distributions that are mixtures between a beta distribution and a Bernoulli distribution degenerated at 0, 1, or both 0 and 1. Ospina and Ferrari (2010b) then further develop inflated beta regressions by assuming the response distribution to follow the inflated beta and by incorporating explanatory variables into the mean function. Ospina and Ferrari (2010a) propose that the probability function for the ith observation is ( ) 
is a beta probability density function (PDF), i.e.,
Note that i µ is the mean of the beta distribution, and φ is interpreted as a dispersion parameter.
The mean function is ( ) ( ) 
where the parameters , , α β γ are model coefficients. These coefficients along with are estimated by maximizing the log likelihood function. For details on the inflated beta regression in general, see Ospina and Ferrari (2010b) , Pereira and Cribari-Neto (2010) , and Yashkir and Yashkir (2013). 4 Note that the two-step approach and the inflated beta regression are quite similar. They differ in that the parameters of the inflated beta model are estimated from a parametric model, while the parameters from the two-step approach are estimated in two separate steps. The two-step method might perform better than the inflated beta regression due to its flexibility in predicting the observations in (0, 1). 5 On the other hand, because we assume a parametric model, equation (11) guarantees that the predicted LGDs are within the [0, 1] boundary, while such an outcome is not ensured in equation (10).
Tobit Regression
Tobit regression is often used to describe the relationship between a random variable that is censored and some explanatory variables. In our case, the basic assumption in this modeling approach is that our dependent variable LGD is censored to the closed interval [0, 1]. Observed
LGD is a censored version of the latent variable * , where * may be less than 0 or greater than 1 4 Our parameterizations of the probabilities in (15) and (16) are slightly different from the ones in Yashkir and Yashkir (2013) . Our parameterizations ensure that each probability is positive and that the mixture weights in (13) sum to 1, while the parameterizations in Yashkir and Yashkir (2013) do not guarantee that 0 + 1 <1, resulting in mixture weights in (13) that may be negative for ∈ (0, 1).
5 In the two-step approach, i µˆ is estimated freely without considering the ordered logit in the second step while i µˆ in the beta regression is estimated from the likelihood derived from the beta distribution. Given that the data generating process is unknown, the latter case might be too restrictive in its form and the first approach is more flexible.
for various reasons. The original data from Moody's Ultimate Recovery Database include some observations with negative LGDs, and we floor those LGDs, which leads to censoring from below at 0. * can also be greater than 1 if the lender extends more loans to the obligor post default, which leads to censoring from above at 1. The Tobit model can be estimated by standard statistical software. Mathematically, the Tobit model for LGD is . See Amemiya (1984) for an expression of the mean function and associated details.
Censored Gamma Regression
Sigrist and Stahel (2011) introduce gamma regression models to estimate LGD. The probability function for the ith observation is
where ( The censored gamma regression model is quite similar to a Tobit model. The only difference is that the underlying latent variable in the censored gamma model has a shifted gamma distribution, while the Tobit model assumes a normal distribution for the latent variable. It is not trivial to maximize the likelihood function of the censored gamma regression model analytically or numerically, while Tobit models can be fairly easily estimated in most statistical software.
Two-Tiered Gamma Regression
Sigrist and Stahel (2011) extend the censored gamma model into the two-tiered gamma model. This extension allows for two underlying latent variables, one that governs the probability of
LGD being 0 and another for LGD being in (0, 1). The extension is useful in that it allows each latent variable to have its own set of explanatory variables and parameters.
More specifically, the two-tiered gamma regression assumes that there are two latent variables:
the first latent variable, L 1 * , which follows a shifted gamma distribution with density function 
The distribution of LGD can be characterized as follows:
, ,
The connection between the explanatory variables i x and the expected LGD is through the linear equations as follows:
where β , γ are vectors of model coefficients. These coefficients and the parameters α * and ξ * are estimated by maximizing the log likelihood. The mean LGD is calculated as
where
As this expectation is not provided in Sigrist and Stahel (2011) , we provide the derivation in the appendix. For more information on the two-tiered gamma regression, refer to Sigrist and Stahel (2011) .
As the two-tier gamma regression involves a mixture of two shifted gamma distributions, maximizing its log likelihood function is quite challenging.
Summary of Empirical Results
To facilitate model performance comparison, we use the same data set as in Qi and Zhao (2011) with the same explanatory variables. This data set is based on Moody's Ultimate Recovery We describe in this section the estimation results from different modeling methods for LGD using the same set of explanatory variables in all models. In all the models, we use subordinated bonds as the base instrument and "most assets" as the base collateral type. Also, to be comparable with Qi and Zhao (2011) , we present in-sample and out-of-sample (i.e., 10-fold cross validation) results for each method. As a benchmark, Qi and Zhao (2011) report the in-sample R-squared for the linear regression and the FRR as 0.448 and 0.463, respectively, and the out-ofsample R-squared as 0.443 and 0.457, respectively.
Refined Transformation Regressions

Improved Retransformation Methods-the Smearing and MC Estimators
We follow Qi and Zhao (2011) and adjust the boundary LGD values by before transforming the adjusted LGDs to the real line and then applying the retransformation methods discussed in section 2.1.1. The same local adjustment factor values of ε as in table 4 of Qi and Zhao (2011) are investigated. Table 1 In addition, the two retransformation estimators perform very similarly across every scenario, suggesting that the normality assumption in the MC estimator is not overly restrictive. The optimal ε under the naïve approach is 0.05, but is 0.01 under both the smearing and MC estimators. Furthermore, the optimal values under the two retransformation estimators are slightly higher than those under the naïve approach. These methods perform better than the linear regression, but they still underperform the FRR. These conclusions hold for both in-sample and out-of-sample predictions.
In summary, relative to the naïve estimator, the retransformation estimators are not as sensitive to different values of ε and result in more stable R-squared and SSE values. The retransformation estimators are thus especially useful if the optimal ε value is not stable across different subsets of the estimation sample. Therefore, although the retransformation estimators show only marginal improvement over the naïve approach, they are helpful when a modeler chooses to use these transformation methods but is unsure about the optimal adjustment factor. Table 2 reports the results from transformation regressions with global adjustment using a different adjustment factor that ranges from 1e-11 to 0.45. 8 Results using IGR are reported in panel A, and those using IGR-BT are shown in panel B. As in Qi and Zhao (2011) , there is little difference in the results between the IGR and IGR-BT at the optimal value of = 0.1.
Transformation Regressions With Global Adjustment
The model fit improves dramatically as b increases from 1e-11 to 0.0001. As b increases further, the performance continues to improve but at a declining rate until it reaches peak performance at around b = 0.1. These results hold both in sample and out of sample in the 10- These results are not reported to save space. Table 3 reports the ordered logistic regression results from step 1 and the OLS results from step 2. On one hand, the coefficient estimates from the ordered logit model are largely intuitive. Term loans, loans secured by inventory, accounts receivables, cash, and exposures with guarantees and to the utility industry are more likely to fall into the group with an LGD of 0. Unsecured loans, loans secured by capital stock, and third liens are more likely to fall into the group with an LGD of 1. Most macroeconomic and industry condition variables have statistically significant coefficients as expected. The signs of the coefficients from the ordered logit in step 1 are largely consistent with those from the OLS in table 3 of Qi and Zhao (2011) , with some differences in significance levels. This is not surprising, given the main difference between the two regressions is that the OLS models continuous LGD values, whereas the ordered logit models discrete LGD groups.
Models to Account for the Unusual LGD Distribution
Two-Step Approach
On the other hand, there is much difference in the coefficient estimates from steps 1 and 2. For example, some seniority dummy variables have a change in statistical significance: the term "loan dummy variable" loses its significance, while the senior secure dummy gains statistical significance. Many of the collateral types also show changes in significance levels. For instance, equipment gains statistical significance, while inventory, accounts receivable, and cash lose statistical significance. These results are interesting, suggesting that some explanatory variables are important in explaining only the probability of LGD falling into the groups of 0, (0, 1), and 1, but not the LGD variations within (0, 1), and vice versa. 9 Because of this flexibility, the two-step regression approach might outperform the OLS. Table 3 indeed shows that the two-step approach has higher R-squared and lower SSE values than the OLS, both in sample and in the 10-fold cross validation. The two-step approach, however, still slightly underperforms the FRR.
Despite that the LGD prediction from the two-step approach is not bounded between 0 and 1 in theory, we find that only one of the predictions in our empirical exercise falls outside the boundary [0, 1]. 10 The two-step approach can be easily estimated using any standard statistical software, and we also find it intuitive.
9 For example, 50 percent of term loans have zero losses, and over 85 percent of debt is collateralized by inventory, accounts receivable, and cash experience zero losses. Therefore, these collateral types are important when predicting
LGD=0, but may not be particularly important when predicting LGDs in (0, 1]. 10 We did not apply a floor for this method in this paper. Alternatively, a transformation regression instead of OLS can be applied in the second step to ensure that all LGD predictions from the two-step approach are bounded between 0 and 1. The results are not expected to differ much given only one observation falls outside the [0, 1] boundary.
Inflated Beta Regression
Results from the inflated beta regression are reported in table 4. Similar to the two-step results, much difference exists between the three sets of coefficient estimates. For example, the capital stock dummy and the equipment dummy are associated with lower probability of LGD being 0 in equation (13) and also lower probability of LGD being 1 in equation (14). By contrast, the inventory, receivables, and cash dummy are connected with higher probability of LGD being 0 in equation (13) but also higher probability of LGD being 1 in equation (14). Such results suggest that the process governing the three equations in the inflated beta regression has some differences. As a result, the ordered logit model in the first step of the two-step approach might be too simplified. On the other hand, however, the variables that Qi and Zhao (2013) show to be the most critical factors in determining LGD, such as the seniority index and the industry distance-to-default, have consistent positive or negative correlation with LGD in all three equations. This suggests that the differences in the three equations in the inflated beta regression might be minor or caused by noise, and an ordered logit model might be sufficient. Table 4 shows that the inflated beta regression does not outperform the two-step approach, both in sample and out of sample based on the 10-fold cross-validation. Such a finding suggests that the differences reflected in equations (13), (14), and (15) in table 4 are not of first order importance, and resorting to a more complicated model like the inflated beta regression might not be necessary. Table 5 reports the coefficient estimates from the Tobit regression, with censoring at 0 and 1.
Tobit Regression
Some differences exist between this table and the OLS results in table 3 of Qi and Zhao (2011) .
For instance, the loan dummy parameter loses its statistical significance. In addition, several variables show major changes in the magnitude of the coefficient estimates. The coefficient for inventory, accounts receivable, and cash increases by more than 200 percent. These results show that accounting for censoring at both ends can change the relationship between LGD and the explanatory variables quite dramatically. Although censoring at 0 and 1 are accounted for, the Tobit model outperforms the OLS only trivially, and it still underperforms the FRR.
Censored Gamma Regression
Results from the censored gamma regression are presented in table 6. Note that the variables with statistically significant signs are almost the same as the Tobit regression, and the model fit, both in sample and in the 10-fold cross-validation, is nearly identical in tables 5 and 6. This might indicate that the estimated shifted gamma distribution from our sample resembles a normal distribution; hence the censored gamma and Tobit models would behave similarly. Given the similarity in performance between the Tobit and censored gamma models, resorting to the more complicated model incorporating the gamma distribution for LGD modeling might not be necessary.
Two-Tiered Gamma Regression
The two-tiered gamma regression results are presented in table 7. It is clear that there are differences in the parameter estimates between the two latent variables. Sigrist and Stahel (2011) show that this model provides better model fit than the censored gamma regression, which is confirmed here. The improvement, however, is quite marginal, and this model still underperforms the two-step approach and the FRR. Such results again raise doubts on the value added by choosing more complicated LGD models over simpler ones.
Distribution of the Actual and Predicted LGDs
We plot in figure 1 In addition, although the predicted LGDs from the two-step approach can be outside the range [0, 1] in theory, the top panel of figure 1 shows that only one of the fitted LGDs from this method actually falls outside the [0, 1] boundary. This finding suggests that the theoretical concern might not be a significant problem in practice. Figure 1 suggests that adding the floor of 0 and cap of 1 in the global adjustment approach could better capture the bimodal distributions; however, the predictive distribution still falls short of the actual degree of the peaks.
Model Performance, Complexity, and Computational Burden
We summarize model performance, complexity, and computational burden of all the parametric
LGD models discussed in this study in table 8. The models are sorted and ranked based on the in-sample SSE. To show the model stability, we also report model ranking based on the 10-fold cross-validation SSE. We assess model complexity and computational burden using the high, medium, and low ratings.
Several observations can be made from table 8. First, all models we investigate in this study perform similarly within a very narrow range: less than two percentage points difference exist between the best and the worst performing models. For only the models considered in this paper, the in-sample R-squared and SSE range from 0.449 to 0.458 and 298.673 to 303.748, respectively, and the out-of-sample R-squared and SSE are slightly worse, ranging from 0.444 to 0.452 and 301.369 to 305.922, respectively. They all perform better than the OLS but worse than the FRR as reported in Qi and Zhao (2011) .
Second, across all these parametric models, complex or computationally intense models do not necessarily perform better than their simpler or less computationally intense counterparts. For example, the top two models are rated either low or medium in complexity and computation burden.
Third, despite the desirable statistical properties of the new or recently proposed parametric LGD models investigated in this study, none of these models perform better than the nonparametric models investigated in Qi and Zhao (2011) . Thus, the dominance of non-parametric LGD models, such as the decision tree and the neural network, remains unchallenged. It is also worth noting that some of these parametric models are more complex and computationally burdensome than the non-parametric models.
These observations suggest that within the parametric models family, the more complex and computationally burdensome parametric LGD models might not have much value added in terms of model fit. Our analysis indicates that the best options are the fractional response regression and the two-step approach, both of which have the best model performance but are relatively simple and easy to implement without much computational burden. If model complexity and computational burden are not constraints, then nonparametric models, such as the decision tree and the neural network, might be better choices than their complex and burdensome parametric counterparts, such as the censored gamma and the IGR-BT with the MC estimator.
Summary and Conclusions
We conduct a comprehensive study of some new or recently developed parametric models for
LGD, a semi-continuous random variable that lies in the interval of [0, 1] and that often follows a bimodal distribution. The first group of models consists of three methods that we propose to refine the transformation regressions. These methods include a smearing estimator and an MC estimator for retransforming the transformation regression outputs to LGD predictions, and a global adjustment method for handling the boundary LGD values. The second group of models consists of five regression models suitable for the unusual distribution of LGD: a two-step approach, inflated beta, Tobit, censored gamma, and two-tier gamma.
We find that the performance of the transformation regression with global adjustment is still sensitive to the adjustment factor. In addition, the smearing estimator and the MC estimator can help reduce the sensitivity of the transformation regression to the adjustment factor, and thus can be very useful if one would like to use the transformation regression but is not sure what adjustment factor to use. Even with these refinements and the optimal adjustment factor, however, the transformation regressions still do not drastically outperform the OLS, and they all underperform the FRR investigated in Qi and Zhao (2011) .
Among the second group, five regression models designed to fit the unusual distribution of LGD, the two-step approach is similar to the inflated beta regression but is simpler and theoretically less sound, while the censored gamma regression is similar to Tobit regression but is more complicated and theoretically more appealing. We find, however, that the two-step approach slightly outperforms all methods investigated in this paper in our sample, and the performance of the censored gamma regression is essentially the same as Tobit regression. The two-tiered gamma regression is the most complicated and computationally challenging, but it does not outperform the simpler two-step approach. Our findings suggest that complicated parametric models may not be necessary when estimating LGD.
Despite the special design of each model to fit the unusual LGD distribution and the complexity in some of the models, all models investigated in this study tend to generate LGD predictions that are more concentrated between the two boundary values, and thus cannot reproduce the bimodal shape of the observed LGD distribution. This might be because the models investigated in this and other studies thus far produce mean LGD predictions, and it is difficult for these models to produce mean predictions that are far off in the tails. It may be fruitful for future research to investigate prediction methods based on other quantiles or alternatives to mean prediction. The findings and conclusions of our study are based on one data set. The relative performance of various models is likely to change with different LGD data sets that have different sample sizes, distributions, and risk drivers; we intend to explore these scenarios in future research. *, **, *** indicate statistical significance at the 10, 5, and 1 percent levels, respectively. *, **, *** indicate statistical significance at the 10, 5, and 1 percent levels, respectively. *, **, *** indicate statistical significance at the 10, 5, and 1 percent levels, respectively. 
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