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Structural equation modeling (SEM) is a common analytic approach for dealing with 
complex systems of information. Despite its power and flexibility (Zhu, Walter, 
Rosenbaum, Russell, & Raina, 2006), traditional SEM methods require large samples in 
general, and even larger samples for estimating complex models. For educational 
researchers, large samples are often difficult and even impossible to obtain.  
 
The purpose of the present study was to evaluate the performance of traditional (i.e., 
maximum likelihood) and non-traditional (i.e., Bayesian estimation, partial least squares, 
generalized structured component analysis) methods of estimation available to modern 
researchers for estimating structural equation models. Specifically, this research focuses 
on estimation of the structural relationships of a path model with a small sample and 
multiple groups. The analytical process for this project was comprised of the following 
steps: 1) a theoretical model was simplified, 2) the revised model was estimated for the 
multiple subgroups existing within the data, and 3) alternative estimation procedures 
were used to evaluate the final model for the overall group and each subgroup. 
 
It was found Bayesian estimation, Partial Least Squares, and Generalized Structured 
Component Analysis performed equally well relative to Maximum Likelihood, as these 
methods produced roughly equal model fit values. However, with respect to the relative 
performance of the estimation methods in the recovery of parameter estimates, few 
consistent patterns of results emerged. Together, these findings imply that more research 
is necessary to better understand the conditions under which these estimation methods 
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In response to increasing expectations from funding agencies, trends in 
educational research require scientists to investigate increasingly complex phenomena 
with regard for the contexts in which they occur. These additional layers of exploration 
and understanding lead to increasingly complex hypotheses, and require advanced 
statistical techniques (e.g., mediation, moderation). Structural equation modeling (SEM) 
is a common analytic approach for dealing with complex systems of information. Despite 
its power and flexibility (Zhu, Walter, Rosenbaum, Russell, & Raina, 2006), traditional 
SEM methods require large samples in general, and even larger samples for estimating 
complex models. For educational researchers, large samples are often difficult and even 
impossible to obtain. 
Such a challenge to applied researchers is evident in the context of rural 
education. The disparities in education between rural and non-rural settings are well 
documented (Barbour, 2007; Ludlow, 1998; Stern, 1994) and include professional and 
geographic isolation, which prevents teachers in rural settings from participating in 
professional development to the same extent as teachers in non-rural settings (Billingsley, 
2002; Gold, 1996; Grisham-Brown & Collins, 2002; Ludlow, 1998; Rude & Brewer, 
2003). It is commonly accepted that high-quality professional development (PD) for 
teachers can increase the quality of education available to students in rural settings, but 
the components necessary to create a high-quality PD experience that will impact teacher 
classroom practices and student outcomes are not fully understood. Despite strong 
theoretical arguments that identify some key characteristics of quality PD, empirical 
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evidence for such programs has not yet been established, and will rely heavily on SEM 
because of its ability to evaluate systems of variables and relationships simultaneously. 
However, because of the small samples inherent in rural education research, traditional 
SEM technique (i.e., maximum likelihood estimation) is not equipped to address this 
problem. 
The primary objective of the present study was to evaluate the performance of 
traditional (i.e., maximum likelihood) and non-traditional (i.e., Bayesian estimation, 
partial least squares, generalized structured component analysis) methods of estimation 
available to modern researchers for estimating structural equation models. Specifically, 
this research focuses on estimation of the structural relationships of a path model with a 
small sample and multiple groups. 
Background 
 Structural equation modeling is a method for examining a set of relationships and 
assigning a quantitative value to each based on the covariances among the variables. 
These quantitative values, referred to as parameter estimates, are numeric approximations 
of the strength and direction of inter-variable relationships that might be observed in the 
population (Bollen, 1989; Kline, 2005). SEM is essentially the concurrent calculation of 
multiple regression coefficients with the goal of identifying a single set of parameter 
estimates (e.g., path coefficients, error terms, etc.) that minimizes the total difference 
between the covariances implied by the model and the covariances observed among the 
data. SEM is generally comprised of a measurement model and a structural model 
(Bollen, 1989; Kline, 2005). In this context, the measurement model serves to specify the 
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theoretical and conceptual synthesis of multiple variables into composite (and sometimes 
latent) variables, and the structural model specifies the relationships among those 
composite variables. A computational procedure, often referred to as an estimation 
method, is then necessary to determine estimates of the values of the parameters that 
describe those relationships. In the SEM context, both the predictor and outcome 
variables may be latent or observed (Lee & Xia, 2008). 
 SEM is commonly used across myriad disciplines (e.g., education, psychology, 
sociology, economics, marketing research), and can take on many forms. Some of the 
most common forms of SEM are confirmatory factor analysis (CFA), structural 
regression models, and path analysis (Jackson, Dezee, Douglas, & Shimeall, 2005). CFA 
it a type of factor analysis which assesses whether a specific pattern of relationships (the 
theoretical model) matches a set of data. CFA models are made up of observed variables 
(indicators) which load on latent variables (constructs). CFA is common practice in 
measure development in disciplines such as psychology and education. Structural 
regression models attempt to model the relationships among theoretical constructs and 
explain the underlying constructs responsible for producing observed variables. The third 
type of structural equation model mentioned, path analysis, is the focus of this research.  
 The purpose of path analysis is to analyze a set or system of relationships among 
a set of variables (Bollen, 1989). Path analysis allows for the concurrent estimation of 
direct effects, indirect effects, and total effects of relationships between variables. A 
direct effect (referred to as a path) is the unmediated impact of one variable on another 
variable, and is analogous to a regression coefficient resulting from multiple regression 
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analyses. An indirect effect (or, mediating effect) is the impact of one variable on another 
variable through a third variable (the mediator; Kline, 2005). The total effect of one 
variable on another is the sum of the direct and indirect effects that link the two variables.  
Model Estimation 
 The process of specifying a model for a given data set through a software program 
and obtaining estimates of the parameter values is called model estimation. Several 
different estimation methods have been developed and applied to path analyses, including 
maximum likelihood (ML), Bayesian estimation, partial least squares (PLS), and 
generalized structured component analysis (GSCA). These four estimation methods are 
the focus of this research. Simply put, an estimation method is the method used to reach a 
set of estimates for a model, an estimator is a particular statistic of interest that is being 
estimated (e.g., mean, standard error, path coefficient), and an estimate is the actual value 
produced for an estimator by the given method of estimation. 
Maximum Likelihood. ML yields estimates that seek to maximize the likelihood 
that the observed data come from a population consistent with the implied model. An 
advantage of ML is that it is a full-information method, which means that all of a model's 
parameter estimates are calculated simultaneously. The fit function of an estimation 
method is the statistical criterion the method aims to minimize; in ML, the fit function is 
the difference in covariances between the observed data and the population data specified 
by the model being estimated. The ML fit function is represented as 
   ( ̂)     | ( ̂)|    (  
  ( ̂))     | |  (   )                                          (1) 
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where  ( ̂) is the covariance structure (a composite of the covariance matrix of the 
predictor, the covariance matrix of the criterion, and the covariance matrix of the 
predictor with the criterion),  ̂ are estimated parameters, tr is the trace of a matrix, S is 
the covariance matrix observed in the data,     is the inverse of a matrix, p is the number 
of observed indicators for the endogenous latent factors, and q is the number of observed 
indicators for the exogenous latent factors (Bollen, 1989). ML uses an iterative process of 
estimating parameter values until the fit function is optimized. ML is one of the most 
common and widely used methods for estimation structural equation models and is 
available within most SEM software (Kline, 2005). 
 Two advantages of ML are that it is scale free (parameter estimates will not 
change when a variable is transformed linearly) and scale invariant (the fit function is 
independent of the scale of response data). Despite these advantages, ML relies on 
several assumptions which make it an inappropriate estimation method in some 
situations. Specifically, ML relies on asymptotic theory, which implies large samples, 
and assumes correct model specification, independent observations, independent 
exogenous variables (i.e., values obtained for exogenous variables are independent), 
exogenous observed variables measured without error, and the distribution of scores for 
endogenous variables in the population are multivariate normal (Kline, 2005). Speaking 
generally, a small sample is problematic in the context of ML because the estimates and 
fit tests it produces are asymptotically true (Lee & Song, 2004). This means that without 
large samples, the validity of statistical inferences may be rightly questioned. ML is 
known to be robust to minor violations of its assumptions, but the extent of that 
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robustness varies with the data and model. As a specific example, when the assumption 
of multivariate normal endogenous variables is violated, ML often produces reliable 
parameter estimates paired with biased statistical tests.  
Bayesian Estimation. Bayesian estimation differs from ML with regard to what it 
is that is being estimated. Whereas ML views parameters as constants and works to 
identify the estimates for those parameters that produce the best model-data fit, Bayesian 
estimation views parameters as variables and works to combine the likelihoods of the 
data with prior distributions to form posterior distributions from which to draw parameter 
estimates (Muthén, 2010; Muthén & Asparouhov, 2011). Bayes' Theorem is the driving 
force behind Bayesian estimation. In the context of SEM, the posterior distribution takes 
the form 
                    |     
    |                     
    
 
                
    
      (2) 
Each estimate obtained via Bayesian methods is then a mean, median, or mode of the 
posterior distribution (Muthén & Asparouhov, 2011). 
 An advantage of Bayesian estimation over ML is that it allows the user to specify 
the prior distribution (a set of values for the parameters based on past research), which 
may reduce the amount of time required for the model to converge and result in more 
accurate estimates (Lee & Song, 2004), as such estimates are expected to be closer to the 
final answer than a random start value might be. A second advantage of Bayesian 
estimation over ML is that Bayesian methods do not carry the assumptions of asymptotic 
theory, which means that a large sample size is not necessary for drawing valid statistical 
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inferences. It is the asymptotically-free nature of the Bayesian estimation process that 
lend it to the purposes of the present research. 
Partial Least Squares. PLS path modeling is a component-based approach to 
SEM that was first developed by Wold (1975). Whereas covariance-based approaches to 
SEM attempts to reproduce the covariance matrix, PLS attempts to maximize the amount 
of variance observed within the dependent variables that is explained by the independent 
variables (Haenlein & Kaplan, 2004). Instead of estimating the measurement and 
structural models simultaneously, PLS works by first estimating blocks of variables and 
relationships from the measurement model, and then estimates the structural model 
(Tenenhaus, 2008).  
 Specifically, during the first step of the PLS estimation process, the "outer" model 
is estimated by creating weighted averages of each set of indicators and using those 
averages to calculate values for the latent variables. The weighted average of each 
indicator is calculated as 
                                                                                                  (3) 
where η is a latent variable, x1 - xp are manifest variables associated with that latent 
variable (regardless of whether the model specifies this portion of measurement to be 
reflective or formative), and w1 - wp are weights assigned to those indicators. In the case 
of formative indicators, these weights are calculated similar to the method for calculating 
weights used in regression analysis; in the case of reflective indicators, these weights are 
calculated similar to the method for calculating weights used in principal components 
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analysis. During the second step of the PLS estimation process, the "inner" model is 
estimated by calculating individual case values as 
  
      
        
      
        
                                                              (4) 
where η are latent endogenous variables calculated during the first step, and ξ are latent 
exogenous variables. In this formulation of step 2, each latent variable is accompanied by 
a weight value that is independent of the other variables and weight values in the model. 
Thus, the individual case values are calculated as a weighted average of the latent 
variable scores. An iterative approach is then taken to this two-step process, and it is 
similar to covariance-based estimation methods in that way. Further, PLS utilizes 
bootstrapping in the estimation of standard errors, which leads to more precise estimates. 
Because of its two-step process (instead of simultaneous estimation of all parameters), 
PLS is often viewed as more appropriate for exploratory work than for confirmatory 
modeling, and the coefficients it predicts are often consistent but biased compared to 
other estimation methods (Cassell, Hackl, & Westlund, 1999). Three different methods 
for estimating PLS weights are available (i.e., factor, path, and centroid weighting 
schemes), but previous research indicates that the differences in the results produced by 
these different methods are negligible (Cassell et al., 1999). 
 PLS relies on a type of ordinary least squares (OLS) regression to determine 
parameter estimates. This is an advantage of PLS over methods such as ML because they 
do not impose strong distributional assumptions (Hwang & Takane, 2004). Cassel et al. 
(1999) demonstrated the robustness of PLS to models that include skewed or 
multicollinear indicators and some minor structural model misspecification. Additional 
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advantages of PLS are that it leads to estimates of component scores and does not 
converge to improper solutions (Hwang & Takane, 2004). PLS is a viable alternative to 
covariance-based estimation methods for testing simple SEM models as well as more 
complex model, including models that incorporate latent variable interaction effects 
(Henseler & Chin, 2010); however, a strict comparison of the performance of PLS to 
covariance-based methods such as ML in this context has yet to be conducted. 
 The primary disadvantage of PLS is that it does not function with the purpose of 
minimizing a global optimization criterion (McDonald, 1996), and because of this, there 
is no meaningful way to define how PLS models are optimized. Thus, an overall 
goodness of fit statistic is not available for PLS models, which makes it difficult to 
evaluate the performance of this estimation method (Hwang & Takane, 2004; McDonald, 
1996). Tenenhaus, Vinzi, Chatelin, and Lauro (2005) proposed a method for evaluating 
PLS model fit based on the communality of the measurement model estimates and the 
redundancy of the estimates of the structural model (this method is presented later). A 
modified approach to communality and redundancy has also been developed (presented 
in Tenenhaus et al., 2005), but is beyond the scope of this paper. An alternative (and 
much more common) method for evaluating the performance of PLS has been to 
investigate its predictive power (Vinzi, Trinchera, & Amato, 2010).  
 A second, notable disadvantage of PLS is that it is not understood well enough for 
researchers to predict its performance. For instance, Hwang, Malhotra, Kim, Tomiuk, and 
Hong (2010) found that PLS performed as well as other methods (i.e., GSCA, discussed 
below) when a particular model was specified incorrectly to exclude cross-loadings; 
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when the mode was specified correctly (i.e., cross-loadings were included), PLS did not 
perform as well as other estimation methods. This is an important finding, as it 
demonstrates the need for additional work using PLS so that the contexts in which it 
performs reliably and to its maximum potential can be better understood. 
Generalized Structured Component Analysis. GSCA was developed as a 
response to the primary disadvantage of PLS. Specifically, GSCA is a component-based 
estimation method that was developed in such a way that an overall measure of model fit 
is available as a natural outcome of the estimation process (Hwang & Takane, 2004). The 
general estimation process for GSCA is the same as PLS, except that GSCA works 
toward the minimization of a global least squares criterion and estimates the 
measurement and structural models simultaneously. Despite its relative newness to the 
field (introduced in 2004), GSCA has been extended to accommodate higher-order 
components (Hwang & Takane, 2004), fuzzy clustering (Hwang, DeSarbo, & Takane, 
2007) and multicollinearity (regularized model; Hwang, 2009).  
 The advantages of GSCA are similar to those of PLS, in that it does not converge 
to improper solutions, produces unique component score estimates, and it is not burdened 
by strict distributional assumptions (Hwang & Takane, 2004). An additional advantage of 
GSCA is that it appears to perform well when applied to both large and small samples 
(Hwang, Ho, & Lee, 2010; Hwang & Takane, 2004). Compared to PLS, GSCA has the 
further advantage of being able to estimate multiple group models while imposing 
equality constraints across groups (Hwang & Takane, 2004). The primary disadvantage 
of GSCA is that, as a relatively new estimation method, extensive research has not been 
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done. As a result, there is still a lot we do not know about how GSCA will perform in 
different situations. For instance, a method for applying GSCA to models that include 
interactions among latent variables was only introduced in 2010 (Hwang et al.), and has 
not been examined comprehensively. 
 Hwang et al. (2010) provides the first comparison of GSCA and PLS (component-
based estimation methods) to ML (a covariance-based estimation method). The primary 
difference in performance between estimation methods relates to whether the model is 
specified correctly or incorrectly. Under conditions of correct model specification, ML 
was found to produce more accurate parameter estimates than either GSCA or PLS; 
under conditions of model misspecification, GSCA outperformed ML and PLS. Overall, 
GSCA produced more precise standard errors than either ML or PLS regardless of the 
whether the model was correctly specified.  
Model Evaluation 
 Evaluating the fit of a model to a particular data set is a process comprised of 
three primary steps. First, the fit of the model to the data should be evaluated. Fit indices 
(test statistics) serve to do just this; fit indices are numerical representations of the fit of a 
model to a given data set. The second step in evaluating model fit is investigating local 
model strain, which means to examine the different parts of the model for unnecessary 
parameters that hurt local fit or missing parameters that might improve local fit. Finally, 
the third step in evaluating model fit is examination of model parameter effect sizes and 
significance levels. Although the process of evaluating model fit is described here as a 
systematic progression through the steps, the process is often less linear, with iterative 
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movement between the three steps. The work presented here focuses primarily on the first 
two steps in this process: assessment of model fit and investigation of local model strain. 
 Global Model Fit. Global model fit is, generally stated, a measure of how well 
the specified model reproduced the observed matrix of variances and covariances among 
a set of variables or indicators. Global model fit may be assessed via calculating the 
absolute fit, parsimony-corrected fit, or comparative fit. Absolute fit is often measured 
with chi-square (χ
2
; Hooper, Coughlan, Mullen, 2008; Kline 2005), the standard root 
mean square residual (SRMR), or the root mean square residual (RMSR). Parsimony-
corrected fit is often measured with the root mean square error of approximation 
(RMSEA), and comparative fit may be measured using the comparative fit index (CFI). 
Fit indices such as the posterior predictive p value (PPP), Goodness of Fit Index (GoF), 
and a global measure of fit (FIT; developed specifically for GSCA) are available for 
some non-ML estimation methods. 
 Chi-Square. In terms of assessing global model fit, χ
2
 is calculated based on the 
degrees of freedom provided by a specified model, as evidenced by the formula  
      (   )                                                                                                    (5) 
where     summarizes the degree of misfit between the sample and population  
estimated during ML, (Kline, 2005). Chi-square is a test of exact fit and tests the null 
hypothesis that the model is perfect, which means that a smaller χ
2
 statistic and larger 
(non-significant) p value are desirable over larger χ
2
 values and smaller (significant) p 
values. Chi-square, despite its commonplace nature in SEM software packages, is not a 
sufficient measure of model fit when used alone due to its sensitivity to sample size (i.e., 
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likely to reject the null hypothesis when applied to large sample sizes, even when     is 
small, and likely to accept the null hypothesis when applied to small samples, even when 
    is large; Bentler & Yuan, 1999) and the assumption of perfect model fit put forth by 
the null hypothesis.  
 Standard Root Mean Square Residual. SRMR, another index of absolute fit, 
represents the average discrepancy between the input matrix's observed correlations and 
the model's predicted correlations, and is derived from the residual correlation matrix 
(Kline, 2005). SRMR is calculated 
     
√ ∑ ∑ (
     ̂  




   
 
   
 (   )
                                                                                   (6) 
where p is the number of observed variables, sij is the observed covariances,  ̂   is the 
reproduced covariances, and sii and sjj are the observed standard deviations (Hu & 
Bentler, 1999). Similarly, the RMSR is a measure of the average differences between the 
observed and predicted covariances. Of the two (SRMR and RMSR), SRMR is preferred 
as it is not affected by the metric of the input variables, and is therefore more easily 
interpreted. Ideally, SRMR values are ≤ 0.08 (Hu & Bentler, 1999), with lower values 
indicating better model fit. 
 Root Mean Square Error of Approximation. RMSEA, a population-based index 
typically used for assessing parsimony-corrected model fit, is an index of the error of 
approximation (Hooper et al., 2008). RMSEA is based on a non-central chi-square 
distribution, making it less sensitive to sample size than other fit indices (Kline, 2005). 
RMSEA also provides a basis for estimating a confidence interval and is sensitive to 
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model complexity, preferring simple models over more complex ones. RMSEA is 
calculated using the formula 
      √
 ̂ 
   (   )
                                                                                              (7) 
where   is the degree of misspecification in the model and  ̂  is a test of close fit, 
calculated 
 ̂     (  
       )                                                                                         (8) 
(Kline, 2005). Interpretation of RMSEA is easier if thought of as a measure of how 
poorly a model fits, meaning that models with lower RMSEA statistics (i.e., RMSEA ≤ 
0.05) are accepted as having acceptable model fit. 
 Comparative Fit Index. The CFI is a measure of comparative fit; they compare the 
fit of the specified model to that of a null model (typically a nested baseline model that is 
more restricted), which fixes the covariances among input indicators to zero (Kline, 
2005). Because of the nature of these null models, comparative fit indices are often more 
favorable of a model than other fit statistics. The CFI is based on the noncentrality 
parameter (the degree to which the null hypothesis is false, represented here and above as 
 ), and is calculated  
      
 ̂ 
 ̂ 
                                                                                                          (9) 
where  ̂  and  ̂  estimate the noncentrality parameters for the baseline model and the 
imposed model, respectively. The non-centrality parameters are calculated  
 ̂    
          
                                                                                    (10)  
and 
 ̂    
           
                                                                                    (11) 
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respectively for the imposed (estimated model under evaluation) and the baseline model, 
respectively. For the CFI, values close to 0.95 and higher indicate acceptable model fit. 
 Posterior Predictive p Value. Despite its name (posterior predictive p value), the 
PPP is an index of fit and not an indicator of significance level of a statistic reflecting 
model fit. The PPP is calculated 
     ( (     )   ( ̃    ))  
 
 
∑   
 
                                                        (12) 
where t is an iteration,  (     ) is the discrepancy function computed with the 
parameter estimates for the current iteration, and      only when  (     )  
 ( ̅    ) and      when the inequality statement is not true. Excellent model fit is 
characterized by a PPP value close to 0.50 and zero (0) falling near the middle of the 95% 
confidence interval calculated for   (Asparouhov & Muthén, 2010; Muthén & 
Asparouhov, 2011). However, due to the relative newness of the PPP, researchers are still 
investigating the threshold at which a PPP value indicates poor model fit. 
 Goodness of Fit (GoF) Index. The GoF value was developed as a means of 
assessing the quality of estimates obtained using PLS estimation. This fit value is 
calculated from the R
2
 values obtained for the structural model and the measurement 
model by first calculating a communality index and a redundancy index (Tenenhaus et 
al., 2005). For this GoF value, the communality index for each block (each latent variable 
with underlying observed variables) is calculated 
             
 
  
∑     (      )
  
                                                                    (13) 
16 
 
where j is a block, p is the number of manifest variables, x is a manifest variable 
response, and    is a construct score. The communality index is calculated for each block, 
and the average communality for the measurement model is calculated 
           ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  
 
 
∑               
 
                                                                (14) 
Finally, the global goodness of fit value is calculated as the square root of the mean 
communality multiplied by the mean of R
2
 values, as  
    √           ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅    ̅̅̅̅                                                                                 (15) 
As is obvious from the above formulas, this goodness of fit index is relatively easy to 
calculate from the raw data, computed scores for latent variables, and R
2
 values produced 
by the estimation model.  
 GSCA FIT. The FIT index was developed for use with component-based GSCA 
estimation, and measures global model fit as a product of the total variance of 
endogenous variables that is explained by the relationships specified by the model 
(Hwang & Takane, 2004). The FIT is calculated     
      
  (    )
  ( )
                                                                                               (16) 
where SS is the sum of the squared residuals between the model and observed data,  is a 
matrix of the endogenous observed and composite variables of size N × T , Γ is a matrix 
of the exogenous observed and composite variables of size N × D, and A is a supermatrix 
composed of a matrix of component loadings (relating components to their observed 
variables) and a matrix of path coefficients (relating components to other components) of 
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size D × T. The FIT is bounded by zero (0) and one (1), with larger values indicating 
better model fit. 
 Fit indices are not always available for every model; the availability of fit 
statistics for evaluating a model is dependent upon the method of estimation. For 
example, while all of the indices discussed above except the PPP and GoF are available 
for ML, only the PPP is available for Bayesian estimation, and only the GoF and SRMR 
are available for GSCA estimation. Fit indices have additional limitations that, while 
useful, impose expectations on the user to make careful considerations and decisions 
(Kline, 2005). Specifically, fit indices are limited in that they are not able to speak to the 
quality of the model with regard to its theoretical underpinnings.  In other words, fit 
indices may indicate that a model is a perfect fit for a set of data even when the 
theoretical basis on which that model was developed is not sound.  
 Fit indices are also limited in that they only assess the overall model fit. This is 
problematic because it is possible for some parts of a model to fit better than others (or 
for some parts to not fit at all), but still have acceptable overall fit. One solution to this 
problem is to rely on multiple fit indices when assessing a model, but the lack of an 
overall fit statistic means that researchers must evaluate several different fit statistics 
(each evaluating a different part of the model) and make the assumption that the whole is 
as good as the parts without being able to test the quality of all the parts. In the context of 
SEM, relationships are explored in terms of regression coefficients, which imply the 
ability to predict phenomena. Fit indices are misleading, then, as they reflect how well 
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the covariance structure of the sample represents the covariance structure of the imposed 
model, and not the model's predictive power (Kline, 2005). 
 Local Model Strain. Global fit indicators describe how well the model 
reproduces the observed relationships, but sometimes ignore relationships that have not 
been produced adequately. Residuals and modification indices are often used to examine 
areas where the model may not be fitting well despite acceptable global model fit 
statistics (Kline, 2005). Use of residuals for assessing local model strain is described 
here, but the present study utilizes only modification indices for this purpose. 
 Examination of the residual matrix will reveal how well the model's parameter 
estimates reproduced each variance and covariance. Residuals may be calculated as 
standardized or unstandardized values. While the unstandardized values seem, intuitively, 
more relevant to the data because they are tied to the metric of the input variables, they 
are usually more difficult to interpret. Standardized residuals are represented by values 
that have been freed from a metric, much like z scores. A positive standardized residual 
indicates that the specified model underestimates the zero-order relationship between 
indicators; a negative standardized residual indicates the specified model may 
overestimate the relationship. As a general rule, standardized residuals should be less 
than 2.0, but more importantly, outlying values of residuals indicate a need for closer 
scrutiny. 
 Modification indices tell us how much the global fit statistic (specifically, χ
2
) 
would decrease/increase if a particular parameter were added to/deleted from the 
specified model (Kline, 2005). The Lagrange multiplier tells us how much the fit would 
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increase (i.e., how much χ
2
 would decrease), and the Wald Test indicates how much we 
can expect χ
2
 to increase if a given parameter were fixed to zero (0) instead of being 
estimated freely. When examining modification indices, it is important to be 
conservative, making minimal changes at each iteration, as even one change has the 
potentially to impact the overall model and the relationships within it. Also, it is 
important to remember that model parameters should not be added/deleted if there is not 
a theoretical explanation for why the change might reflect the true nature of the 
relationships among the variables; as important as it is to have good model fit, models 
that are not theoretically grounded are not useful in applied research. 
 Nested Model Comparisons. In addition to being able to assess the fit of a 
model, it is important to be able to compare versions of models during the process of 
model refinement. Nested model comparisons are used to assess whether changing model 
parameters has an impact on model fit. The chi-square difference test can be used for 
such comparisons (Kline, 2005). The chi-square difference test works by calculating the 
absolute difference between the chi-square values of two models and the difference in 
degrees of freedom between the two models, and compares it to a set of critical values 
based on the change in degrees of freedom. The chi-square difference test is calculated as 
         
         
       
                                                                              (17) 
When parameters are added, model fit will either remain constant or improve; when 





In recent years, researchers have begun exploring methods for estimating SEMs 
under less than ideal conditions such as small samples (e.g., Tenenhaus, 2008). As a 
result, the body of research on alternative estimation methods is growing, but the problem 
of identifying well-performing estimation methods for multiple group models with small 
samples remains an important gap in the literature. The objective of this study was to 
compare the performance of Bayesian, PLS, and GSCA estimation methods to ML under 
conditions of a small sample and multiple groups. Because previous work comparing 
Bayesian, PLS, and GSCA estimation methods is limited outside the context of 
simulation studies and larger samples, no specific hypotheses were developed for this 
work. 
The data for this research were collected within the context of an applied research 
endeavor. Because the focus of the present project is on the comparison of estimation 
methods, the substantive research study is described here only for the purpose of 
providing the applied context in which the data are theoretically grounded. Evaluation of 
the research questions which guided the substantive research project design will not be 
presented as part of this study. The objectives of the substantive research study were 1) to 
identify differences between teachers in rural and non-rural settings with regard to 
participation in professional development, and 2) to identify key components which 
contribute to the design of a high quality PD experience for classroom teachers. 
Educational researchers have theorized, and to a limited extent studied 
empirically, some elements that may be necessary contributors to the development of an 
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effective professional development experience for teachers. A thorough discussion of this 
topic is presented by Guskey (2003) and Kratochwill, Volpiansky, Clements, and Ball 
(2007) and will not be included here. Based in the theoretical foundation that is forming 
for identifying characteristics of high-quality PD experiences, a set of key components 
believed to contribute to a high-quality PD was selected for study within the substantive 
context of the present research: teacher classroom practices, span or length of time, 
collaboration, practice/feedback in a workshop or classroom context, alignment between 
PD content and specific educational skills, teacher's perceived importance of those 
specific educational skills, and enhancement of teacher knowledge of the content area for 
which the PD is developed/implemented. 
Method 
Questionnaire 
 In order to learn about the availability of, and participation in, professional 
development opportunities of varying purposes and with focus on different content areas, 
four versions of the questionnaire were developed. One version of the survey was 
designed to assess professional development relevant to practices of data-based decision 
making (DBDM) for reading instruction within the classroom setting; the other three 
versions of the survey were designed to assess professional development relevant to three 
instructional areas: reading, math, and science. The purposes and structure of each 
portion of the survey did not differ across the different versions. The only differences are 
in the contextual foci provided for some items and the content knowledge assessed by the 
knowledge measures (as described below). 
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 Demographic Information. Participants were asked to complete a series of 
questions designed to provide specific information about their personal and professional 
backgrounds. In addition to typical demographic information such as age, sex, and 
ethnicity, respondents were asked to provide information about their education and 
degrees earned, level of teaching certification, grade levels and subject areas they taught 
currently and previously, and classroom structure and organization. The demographic 
items were the same across all four versions of the questionnaire. 
 Professional Development Experiences, Perceptions, and Classroom 
Practices. A series of eight questions were developed to learn about participants' 
experiences participating in professional development opportunities. The first question 
was designed to serve as a screening question and asked participants to report whether 
they had participated in any professional development opportunities during the year 
immediately prior to completing the survey. If a participant reported having received 
some sort of professional development during that year, the remaining seven items asked 
participants to provide more information about the best professional development 
experience they had been involved in during that year. Specifically, participants were 
asked to report on the format (single institute, series of workshops, college course, 
conference, work with a coach/mentor, etc.), leadership (district staff, external consultant, 
etc.), delivery method (live, distance learning, etc.), duration (reported in hours and spans 
of days, weeks, or months), and the distance traveled to attend that training. Additional 
questions were posed to learn about the nature of interaction and collaboration with 
colleagues during that training (no interaction/collaboration, interaction/collaboration 
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regarding covered topics as part of the professional development, 
interaction/collaboration regarding covered topics independent of the professional 
development) and the proportion of training time spent in different training settings (e.g., 
talk or lecture, demonstration/modeling of skills within a coaching context, 
practice/feedback opportunity within a workshop/in-service or classroom setting, etc.). 
 To learn about teacher perceptions and classroom practices, participants were 
provided with a list of possible foci of teacher professional development, and asked to 
indicate the degree to which each topic was included in their best professional 
development experience over the past year, the degree to which their knowledge on that 
topic improved as a result of that professional development experience, the degree to 
which they felt each topic was important for promoting their students' learning, and the 
degree to which each topic had been a focus of instruction within the participant's 
classroom during the previous year.  
 For the DBDM version of the survey, these items focused on 11 specific topics, 
including administering and scoring screening assessments, examining screening data and 
any additional data to create instructional groups, graphing individual student progress 
monitoring data to aid in instructional decision making, and writing data-based goals for 
students. For the reading version of the survey, these items focused on 15 specific topics, 
including building phonological awareness, letter-sound correspondence, word or phrase 
meaning from context, and comprehension strategies. For the math version of the survey, 
these items focused on 17 specific topics, including number relationships and meaning of 
operations, units and systems of measurement, location and spatial relationships, and 
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transformation and symmetry. For the science version of the survey, these items focused 
on 10 specific topics, including scientific inquiry and the nature of science, engaging 
students in asking scientifically oriented questions, facilitating student use of simple 
equipment and tools to gather data, and helping students to communicate investigations 
and explanations of their findings.  
 Knowledge Measures. The knowledge measures consisted of 15-26 multiple-
choice questions (the number of items varied across the four versions of the 
questionnaire), each with 2-5 response options. The knowledge measure included in each 
version of the survey was comprised only of questions relevant to the topical focus of that 
survey version (i.e., DBDM, reading, math, science). With the exception of the 
knowledge measure included in the reading version of the questionnaire (Carlisle, 
Johnson, Phelps, & Rowan, 2008), the knowledge measures included in this survey were 
not previously established. The knowledge measure items are not presented here, as they 
are not the focus of this research and are currently undergoing further development. 
Key Variables of Interest 
 The data for the present study were obtained from the sampling frame and the 
participant questionnaires previously described. The key demographic variables of 
interest were urbancentric locale (rural vs. non-rural) and version of the survey completed 
(e.g., content area: DBDM, reading, math, science). These two variables were of interest 
due to the aforementioned gaps in the literature regarding professional development 
opportunities across content areas and differences in the availability of professional 
development opportunities between teachers serving schools in rural vs. non-rural 
25 
 
settings. The literature review previously outlined led to the identification of eight 
constructs expected to be centrally important to understanding the relationship between 
teacher professional development (PD) experiences and classroom practices (referred to 
hereon as PRACTICE). For survey items related to these eight constructs expected to 
predict PRACTICE, participants were asked to respond to items about professional 
development by reflecting only on the single best professional development experience 
they had participated in during the year prior to the study. 
 The eight constructs anticipated to relate to PRACTICE and therefore included in 
the theoretical model developed for this research were 1) time span or length of time the 
PD opportunity lasted (number of contact hours, HOURS); 2) the degree of collaborative 
participation that took place within the PD (COLLABORATION); 3) the proportion of 
time during the PD that was devoted to practice/feedback within a workshop/in-service 
training (WORKSHOP); 4) the proportion of time during the PD that was devoted to 
practice/feedback within a classroom context (CLASSROOM); 5) the degree of 
alignment between the PD experience and the key content area-specific foci identified in 
the questionnaire by the researchers (ALIGNMENT); 6) the perceived importance of 
each of the key content area-specific foci identified in the questionnaire by the 
researchers for promoting students' learning (UTILITY); 7) the degree to which the 
participant felt his/her knowledge on the key content area-specific foci identified in the 
questionnaire by the researchers had increased due to the PD (ENHANCEMENT); and 8) 




 The lists of topical foci briefly described above were used for measuring 
ALIGNMENT, UTILITY, ENHANCEMENT, and PRACTICE under each of the four 
content areas addressed by the surveys. For each explanation of the item set, the coding 
value assigned to each response option is included in parentheses.  ALIGNMENT was 
measured by asking participants to indicate the degree to which each topic was included 
in his/her best professional development experience; the response options were: not 
included (0), minor focus (1), significant focus (2), and unsure (0). UTILITY was 
measured by asking participants to indicate how important they believed each topic is for 
promoting student learning; the response options were: not important (0), somewhat 
important (1), important (2), and critical (3).  ENHANCEMENT was measured by asking 
participants to indicate the degree to which their knowledge of each topic was improved 
as a result of the professional development experience; the response options consisted of 
a 5-point Likert-style scale anchored by not at all (0) and great extent (4). PRACTICE 
was measured by asking participants to indicate the degree to which, over the past school 
year, each topic had been a focus of instruction within their classroom; the response 
options were: not a focus (0), minor focus (1), significant focus (2), and unsure (0). 
Construct scores for each of these four sets of items were formed by calculating the 
average score from each set of coded values.  
 For each version of the survey, each of the content area knowledge items were 
scored as correct (1) or incorrect (0). All skipped items were assigned a score of incorrect 
(0), except in cases where responses were omitted for 50% or more of the items (in such 
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cases, KNOWLEDGE scores were not calculated). The KNOWLEDGE score was then 
calculated as the proportion of items correctly answered.  
Sampling Design  
 The sampling frame used for participant selection consisted of a national database 
of schools obtained from the National Center for Educational Statistics 
(http://nces.ed.gov). This organization allows users to download near-complete district- 
and school-level data for U.S. schools, including state, urbancentric locale, and school 
mailing addresses. A complete list of elementary, middle, and junior high schools within 
the 48 contiguous U.S. states was obtained and served as the sampling frame. A stratified 
(across urbancentric locale) random sample of schools was selected from the sampling 
frame such that survey materials were sent to 400 teachers in urban/suburban schools, 
400 teachers in town schools, and 800 teachers in rural schools. 
 Urbancentric Locale. The National Center for Educational Statistics (NCES) 
provides precise definitions of urban centric locale, which can be used to classify schools 
based on their geographic locations relative to urbanized areas and clusters, which are 
located and defined based on data from the U.S. Census Bureau. The NCES system 
classifies each school as being in a city, suburb, town, or rural locale (NCES, 2006). Each 
category can be broken down further to provide even more specific information about a 
school's access to urban resources. For the purposes of this study, school districts were 
classified as rural and non-rural, where rural consists of remote towns (inside an urban 
cluster but more than 35 miles from an urbanized area), fringe rural areas (within 2.5 
miles from an urban cluster or up to 5 miles from an urbanized area), distant rural areas 
28 
 
(2.5-10 miles from an urban cluster or 5-25 miles from an urbanized area), and remote 
rural areas (more than 10 miles from an urban cluster and more than 25 miles from 
urbanized area); non-rural consists of all other categories (i.e., large city, mid-size city, 
small city, large suburb, mid-size suburb, small suburb, fringe town, distant town). 
Participants 
 A total of 595 teachers (approximately 37% of the sample) from 43 states 
completed and returned the questionnaire. Because the purpose of the present study is to 
evaluate a model theoretically grounded in the impact of professional development of 
classroom teachers' practices, only the data collected from respondents who reported 
having participated in a professional development opportunity were used for the present 
analyses. Thus, the sample for the present study was n = 360 and included respondents 
from 41 states. Of this sample, 94.2% were female and 89.4% were white, non-Hispanic. 
The mean number of years spent teaching was M = 15.37 (SD = 10.092). Demographic 
information is presented in Table 1. 
Analytic Approach 
 A three-step process was employed for the analyses presented herein: the 
proposed model was simplified, the revised model was estimated for the multiple 
subgroups existing within the data, and alternative estimation procedures were used to 
evaluate the final model for the overall group and each subgroup. 
 As described above, the proposed model was theoretically derived without the 
influence of previous, exploratory data. Thus, the first step in the analytic process 
consisted of model simplification. Model simplification was an important step due to the 
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small sample (effective n = 235, as described below) relative to the number of parameters 
included in the theoretical model, as well as lack of empirical evidence supporting the 
inclusion of all included latent constructs. A conservative rule of thumb for the minimum 
number of cases required for estimating SEMs is 10 cases per free parameter estimated 
(Raykov & Marcoulides, 2006). The structural portion of the proposed theoretical model 
required estimation of 26 free parameters, which means an appropriate minimum sample 
is n = 260. Thus, model simplification was necessary in order for the analytic approach to 
be feasible. 
Examination of model fit as well as the size and significance level (significant or 
not) of the proposed relationships between variables guided a systematic process by 
which unnecessary parameters were removed from the model. As each parameter was 
trimmed from the model, the new model was compared to the previous model, and fit 
statistics (i.e., χ
2
, CFI, SRMR, RMSEA) were considered to evaluate the improvement or 
worsening of the model. 
 The second step in the analytic process was to fit the revised model to each 
subgroup in the data for which data exist. Because the sampling method included 
stratification across urbancentric locale and the design of the survey incorporated four 
content areas, it was important to determine that the revised model was a suitable fit to 
each of these subgroups. Without this step, it would not be possible to determine whether 
the model fit for every group, or if some instance of ill-fit were being masked my 
instances of good fit. ML was used to fit the model to each urbancentric locale group 
(rural, non-rural) and to each content area group (DBDM, reading, math, science) 
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separately, and then to each locale × content area group (i.e., rural DBDM, non-rural 
DBDM, rural reading, non-rural reading, rural math, non-rural math, rural science, non-
rural science). This step and the first step were completed entirely via ML estimation in 
Mplus, Version 6.1 (Muthén & Muthén, 2010). Evaluation of model fit for this step was 
based on the same fit statistics referenced in the development of the revised model, χ
2
, 
CFI, SRMR, and RMSEA. 
 The third and final step in the analytic process was to estimate the revised model 
for the overall group and each data subgroup using alternative estimation methods to ML. 
Specifically, the model was fit to each group using Bayesian estimation, PLS, and GSCA. 
The only exception was that GSCA was not used to estimate the model for the locale × 
content area groups, as the software was unable to estimate the model given the sample 
sizes of those groups. The purpose of this portion of the analyses was two-fold. First, 
using alternative estimation methods to fit the model to a data set with a small sample 
size was intended to increase the researchers' confidence in the fit of the model as well as 
the recovered parameter estimates. To this end, the parameter estimates recovered using 
ML were compared to those recovered via Bayesian estimation, given the body of 
literature which supports the use of Bayesian estimation methods in the context of SEM 
with small samples. ML was selected over Bayesian estimation as the primary estimation 
method for the first step in this analytical process because more fit statistics are readily 
available for evaluating model fit. Second, the use of multiple alternative estimation 
techniques allowed for an empirical comparison of the performance of those methods 
under the conditions of these data. To help increase comparability of the results across 
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the four estimation methods, listwise deletion was used throughout the analyses. For this 
step, Bayesian estimation of the model was conducted in Mplus, XLSTAT 2012 
(XLSTAT, 2012) was used for PLS estimation, and GeSCA was used for GSCA 
estimation (http://www.sem-gesca.org). Performance of the estimation methods was 
evaluated by computing the relative bias and efficiency of the parameter estimates 
recovered using Bayesian estimation, PLS, and GSCA to those resulting from ML 
estimation.  
 For the purposes of evaluating estimation procedures, bias may be computed as 
the proportion of difference between sample and population values, relative to the 
population values (Enders & Bandalos, 2001). Given that ML was selected to serve as the 
primary estimation method for this study, bias was calculated 
      [
|     |
  
]                                                                                                   (18) 
where    is the parameter estimate recovered by one of the three alternative estimation 
methods and   , typically a population parameter, is the parameter estimate yielded by 
ML. Similarly, relative efficiency was calculated 
   
   
   
                                                                                                             (19) 
where      is the standard error estimate produced by the alternative estimation method 
and     is the standard error estimate yielded by ML. For the purpose of evaluating 
Bayesian, PLS, and GSCA estimation relative to ML, the average bias and efficiency 
across all path coefficient estimates were calculated for each model. 
As discussed above, the estimation methods examined in this research to not share 
a common index of global model fit. However, the Goodness of Fit index (GoF) 
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presented by Tenenhaus et al. (2005) for evaluation of models estimated using PLS 
constitutes a suitable alternative. Despite the fact that this formula has not previously 
been applied for evaluation of ML, Bayesian, or GSCA models, it is clear from equations 
13-15 that the information necessary for computing the index of model fit is readily 
provided by all four of the estimation methods considered here. Thus, the GoF will be 
used as a comparable index of global model fit across all estimation methods. Because 
the models estimated herein do not include the observed variables for the five latent 
variables comprised of multiple indicators, equations 13 and 14 were calculated 
separately from the item-level data for the overall group, each urbancentric locale group, 
each content area group, and each urbancentric locale × content area group. In evaluating 
the results, ML estimates were regarded as population values, and the Bayesian, PLS, and 
GSCA results were compared to ML. 
Results 
Descriptive Statistics 
 Demographic data regarding participant history are presented in Table 1. 
Additional descriptive statistics relevant to participant history in recent PD and relevant 
teaching and classroom experiences are included in Table 2. Table 3 displays descriptive 
information (e.g., mean, standard deviation, median, range) for the nine key variables 
included in the models presented here for the overall group as well as each urbancentric 





The proposed structural model (Model 1, as depicted in Figure 1) was estimated 
for the complete data set using ML. The exogenous measurement models were omitted 
from this analysis due to small sample sizes and the complexity added to the model by 
the differences in the number of indicators used to compute latent variable scores across 
the four content areas. The structural model for Model 1 (Figure 1) consisted of three 
observed (HOURS, WORKSHOP, CLASSROOM) and two latent (COLLABORATION, 
ALIGNMENT) variables each expected to predict three latent variables (UTILITY, 
ENHANCEMENT, KNOWLEDGE), which in turn were expected to predict a final latent 
variable (PRACTICE). With the exception of HOURS, all of the variables in the model 
are construct scores calculated from responses to a set of items as described above; the 
present study does not consider the measurement model underlying each latent variable. 
Due to missing data, 125 cases were omitted from the ML estimation of Model 1. 
Despite the small sample size (n = 235), the ML model converged without errors (fit 
statistics, path coefficients, and levels of significance are displayed in Table 4). The 
model was not found to be a good fit for the data, and yielded the following fit statistics: 
χ
2
(8) = 35.703, p < .01, CFI = 0.807, SRMR = 0.048, RMSEA = 0.166 (p < .01). One 
explanation for the poor model fit is the size of the sample, which could not be remedied 
without employing a missing data or resampling method. A second explanation for the 
poor model fit is the model itself; this cause of poor model fit was investigated to 
determine possible ways to reduce the number of parameters estimated as part of the 
model. ML estimation was used to identify parameters that did not contribute to the 
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overall model; parameters included in Model 1 were deemed non-essential and omitted 
from the model if 1) the path estimate was not significant or 2) omission of the path did 
not significantly diminish the fit of the model to the data. Thus, parameters were dropped 
from the model in a step-wise fashion, with each change to the model constituting a new 
model. With each new model, a chi-square difference test was computed to confirm that 
the change in the model did not worsen model fit. The simplified model retained for use 
in subsequent analyses presented here is referred to as Model 12, and is comprised of the 
variables and relationships necessary for this model, given these data. Specifically, Model 
12 retained the HOURS, WORKSHOP, ALIGNMENT, UTILITY, ENHANCEMENT, 
KNOWLEDGE, and PRACTICE variables. Model 12 was found to be a good fit for 
these data (χ
2
(6) = 3.851; CFI = 1.000; SRMR = 0.022; RMSEA = 0.000). 
Multiple Group Models 
The data used for the present research were collected from teachers in both rural 
and non-rural locations. The research design used to collect these data randomly assigned 
each respondent to one of four content areas (i.e., DBDM, reading, math, science).  Given 
the discrepancies in resources and opportunities for professional development available to 
teachers and school districts between rural and non-rural locations (as described earlier in 
this paper), and because the amount and type of professional development related to 
various content area varies, it is not logical to assume that a single model can be used to 
estimate the relationships between variables across urbancentric locales or content areas. 
To determine whether the model was an appropriate model for each locale, Model 12 was 
estimated separately for data from rural teachers and non-rural teachers, and for each 
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content area. Model 12 was found to be an acceptable fit for both the rural (n = 128, χ
2
(6) 
= 5.776) and non-rural (n = 107, χ
2
(6) = 3.670) participant groups, as well as the DBDM 
(n = 68, χ
2
(6) = 8.593), reading (n = 91, χ
2
(6) = 11.996), math (n = 52, χ
2
(6) = 4.747), and 
science (n = 24, χ
2
(6) = 11.935) data subsets. The complete set of fit statistics for each 
subset of data (e.g., CFI, RMSEA) are displayed in Tables 5 (rural, non-rural) and 6 
(content areas).  
 The discrepancies in available resources and professional development 
opportunities between teachers in rural and non-rural locations are well documented, as 
are the discrepancies across content areas. To better understand the impact of location 
and content area, the two categories of respondents were fully crossed to create a new 
indicator (i.e., locale × content area) consisting of 8 types of respondents (rural DBDM, 
non-rural DBDM, rural reading, non-rural reading, rural math, non-rural math, rural 
science, non-rural science). Model 12 was estimated separately for each group, and was 
found to be an acceptable fit for the non-rural DBDM (n = 35, χ
2
(6) = 4.305), rural math 
(n = 27, χ
2
(6) = 7.503), non-rural math(n = 25, χ
2
(6) = 2.244), and non-rural science (n = 
11, χ
2
(6) = 9.835) groups. Model 12 was found to be a poor fit for the rural DBDM (n = 
33, χ
2
(6) = 15.835), rural reading (n = 55, χ
2
(6) = 13.585), non-rural reading (n = 36, 
χ
2
(6) = 14.97), and rural science (n = 13, χ
2
(6) = 14.735) groups. The complete set of fit 
statistics for each group (e.g., CFI, RMSEA) are displayed in Table 7. The model 
estimation converged for each of eight groups, but the results indicated that the standard 
errors of parameter estimates obtained for the rural and non-rural science groups may not 
be reliable due to the number of parameters estimated in the model being greater than the 
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total sample size in each group. This was not surprising, given the application of ML 
estimation with such small sample sizes. 
The limitations of ML estimation with small samples are well-known and outlined 
above. To investigate the quality of the parameter and standard error values estimated for 
the present data, Model 12 was estimated using Bayesian estimation, PLS, and GSCA for 
the overall data set and each subset described above (i.e., rural and non-rural, each 
content area, each locale × content area group). 
Using Bayesian estimation, Model 12 was found to be an acceptable fit for the 
entire sample, posterior predictive p ≈ 0.5. Standardized posterior parameter estimates are 
displayed in Table 8. Bayesian estimation was also used to estimate Model 12 with 2 
classes/groups (rural, non-rural), 4 classes/groups (DBDM, reading, math, science), and 8 
classes/groups (locale × content area). The posterior predictive p values were found to 
range from 0.417 – 0.521 for each multiple group model, indicating that the model is an 
appropriate fit for each of these multiple group models. PPP values (for the overall 
multiple group models as well as each individual group estimated separately), confidence 
intervals, and standardized posterior parameter estimates are displayed in Table 8 (the 2-
group model), Table 9 (4-group model), and Table 10 (8-group model). 
Using PLS, Model 12 was estimated for the overall group and each subgroup data 
set (i.e., rural and non-rural, content areas, 8 locale × content area groups). Estimated 
standardized path coefficients and GoF fit indices are displayed in Table 11 (overall 
group model and 2-group model), Table 12 (4-group model), and Table 13 (8-group 
model). Even though GoF values can be calculated for PLS estimation, and examination 
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of the formulas indicate that perfect fit across all aspects of the measurement and 
structural models would yield a GoF equal to 1, empirical research to determine cut-off 
scores for assessing quality of model fit based on the GoF is not available. Therefore, 
evaluation of PLS models based on their GoF values alone is not offered here. 
GSCA was used to estimate Model 12 for the overall group and each subgroup 
data set (i.e., rural and non-rural, content areas, 8 locale × content area groups). Using 
GSCA, Model 12 was found to be an acceptable fit for the overall data set, GoF = 1, 
SRMR = 0.085. Path coefficients produced by this model are displayed in Table 17. 
GSCA estimation also indicated that Model 12 was a good fit for the data both in the 
context of the 2-group model (rural, non-rural; GoF = 1.0, SRMR = 0.080), and the 4 
group model (DBDM, reading, math, science; GoF = 1.0, SRMR = 0.076). Estimated path 
coefficients resulting from GSCA estimation of Model 12 are displayed in Table 14 (the 
2-group model) and Table 15 (4-group model). Due to the small sample sizes associated 
with the 8 locale × content area groups, it was not possible to estimate Model 12 using 
GSCA estimation. 
Comparison of Estimation Methods 
 For the purpose of allowing comparison across estimation methods, the GoF 
index was calculated for each subset of data and estimation method as described in 
equations 13-15, bias was calculated as presented in equation 18, and relative efficiency 
was calculated according to equation 19. The GoF fit values for Model 12 for the overall 
data set and each subset of data under each estimation method are displayed in Table 16. 
Given that empirical justification for qualifying differences in GoF are not available, 
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visual inspection is the only means of evaluating the performance of the four estimation 
methods on this criterion. Overall, the GoF index was approximately equal across all four 
estimation methods, which indicates that none of the estimation methods outperformed 
the others in terms of overall model fit. Further, no estimation method consistently 
resulted in higher or lower GoF values, compared to the other methods. Thus, no 
difference in performance is identified between ML and Bayesian, ML and PLS, or ML 
and GSCA estimation. 
 To evaluate the average bias in the parameter estimates produced by each 
estimation method, relative bias of each estimate was calculated according to equation 
18, and the average relative bias was calculated as the mean of the bias in all parameter 
estimates within the model. Relative bias estimates for Model 12 for the overall data set 
and each multiple group model under each estimation method are displayed in Table 17. 
For the overall model, Bayesian estimation showed very little relative bias when 
compared to ML (0.48%). PLS and GSCA, however, did not perform as well, with each 
producing average bias of 17.90%; overall PLS and GSCA recovered smaller parameter 
estimates than ML. For the 2-group (urbancentric locale) model, Bayesian estimates were 
biased an average of 29.53% higher than ML estimates, while both PLS and GSCA 
estimates were biased 24.51% and 17.93% smaller than ML estimates, respectively. For 
the 4-group (content area) model, Bayesian and PLS estimates showed very little bias 
(4.18% and 1.89%, respectively), whereas GSCA estimates were biased an average of 
41.36% smaller than ML estimates. For the 8-group (urbancentric locale × content area) 
39 
 
model, Bayesian estimates were biased an average of 50.32% lower than ML estimates, 
and PLS estimates did not show much bias compared to ML (3.68%). 
 To evaluate the efficiency of the parameter estimates produced by each estimation 
method, relative efficiency of each estimate was calculated based on the estimated 
standard errors according to equation 19, and the average relative efficiency was 
calculated as the mean of the efficiency of all parameter estimates within the model. 
Relative efficiency estimates for Model 12 for the overall data set and each multiple 
group model under each estimation method are displayed in Table 17. Relative efficiency 
was found to be fairly consistent across the multiple group models for Bayesian, PLS, 
and GSCA estimation. Relative efficiency of the standard errors of the Bayesian 
estimates ranged from 0.98 for the overall model to 0.35 for the urbancentric locale × 
content area model. Relative efficiency of the standard errors of the PLS estimates ranged 
from 1.10 to 1.23, and relative efficiency of the standard errors of the GSCA estimates 
ranged from 0.99 to 1.06.  
Discussion 
 The objective of the present research was to compare the performance of ML, 
Bayesian, PLS, and GSCA estimation methods in the context of a theory-driven model 
using data collected from a national mail survey of school teachers. The present study 
pursued this goal through steps of model simplification, estimation of multiple group 





 The original model (Model 1) was developed prior to the study from which these 
data are drawn; this model was built on a foundation of limited current research. It was 
anticipated that the proposed model, though multi-faceted and arguably comprehensive, 
would provide a theoretical basis from which to derive an empirical model of the 
relationship between high-quality PD and teacher classroom practices. Thus, it was 
expected that the model would require evaluation and change in an exploratory 
framework before being confirmed. This research represents only the exploratory portion 
of the development of this model. Model 1 was estimated according to its theory-based 
specifications, and then simplified through a process of repeated evaluation. In all, ten 
paths predicted by the theoretical model were omitted (Models 2-10), and one path 
(Model 11) and 3 latent variable covariances (Model 12) were added. The final, revised 
model (Model 12) is much more parsimonious than Model 1, thus requiring the 
measurement of far fewer latent constructs. Further, Model 12 was found to be an 
excellent fit for the data, with all of the ML fit indices used in the present study falling 
within desirable ranges. 
 From a study design perspective, Model 12 is an improvement; fewer latent 
constructs translates to fewer indicator variables, which ultimately means shorter surveys, 
less respondent burden, and more feasible measurement. It is assumed, then, that the 
latent constructs remaining in Model 12 represent critical components for the 
development of quality PD experiences. Specifically, these constructs are 
practice/feedback in a workshop/in-service context, alignment of PD content with topical 
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foci, perceived importance of those topical foci for student learning, duration of PD, 
content knowledge, and enhancement of content knowledge. Whether the order in which 
parameters were omitted/added influenced the final, revised model is a worthwhile 
empirical question. However, while it is an interesting question with potential to be of 
great value to applied researchers, the data used in the present study do not lend 
themselves to a meaningful first investigation of this question. Specifically, because the 
population values of these data are not known, it would be impossible to make 
meaningful inferences that carry a high level of generalizability. 
Multiple Group Models 
 In addition to simplifying the theoretically-driving model used for designing 
collection of the data used in this study to allow estimation of the model given the small 
sample size, this project had the goal of evaluating the fit of the final model to the subsets 
of data created by sampling procedure and survey version, both of which served to 
further reduce sample size. One such group of subsets was based on the urbancentric 
locale (discussed above) of each responding teacher's school. Specifically, the present 
study sought to compare the quality of model fit for rural and non-rural teachers. To this 
end, the simpler, revised model (Model 12) was fit to both groups, and met the standards 
of acceptable fit indices for ML estimation (both χ
2
 non-significant, both CFI > .95, both 
SRMR < .10, both RMSEA < .05).  
 Another group of participant subsets within the data was based on the version of 
the survey completed by the individual teacher. The motivation behind creating these 
multiple versions specific to different content areas was an acknowledgement of the fact 
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that PD programs are often developed to target specific skills or content areas, as well as 
an observation that PD targeting different skill sets/content areas are not equally available 
to teachers at all grade levels and are not necessarily developed to be of equal quality. 
Model 12 was fit to each content group (DBDM, reading, math, science); fit indices 
indicated that the model was an acceptable fit for all four groups, with all four fit indices 
within desirable ranges for the math content group, three fit indices within desirable 
ranges for the DBDM group, and two fit indices within desirable ranged for each of the 
reading and science content groups. Given that these fit indices are relevant only to the 
ML estimation of the model to each group, it is likely that the very small sample size 
negatively impacted the fit of the model for the science group. Some differences in 
significance levels of parameter estimates were observed across urbancentric locale 
groups as well as across content area groups. Taken together, such differences indicate 
that, despite the small samples inherent in research of this type, understanding group 
differences within those samples is also important.  Additionally, the differences 
described above indicate that there may be a real difference not only in access to PD 
opportunities between rural and non-rural teachers, but also in the way those 
opportunities translate to practice. Although strictly exploratory and preliminary, this 
finding reinforces the notion that the target population should be considered during the 
process of quality PD development, and paves the way for further research on the 
discrepancies between these two groups of teachers. 
 As might be expected from the discussion of the results of comparisons of the 
model across urbancentric locale and content area groups discussed above, it was 
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expected that fully crossing the two sets of categories to create eight subsets of data 
might lead to more in-depth information regarding whether status as a rural school 
influences the developed model. Model 12 was fit to each locale × content area group 
(rural DBDM, non-rural DBDM, rural reading, non-rural reading, rural math, non-rural 
math, rural science, non-rural science); fit indices indicated that the model did not fit all 
groups equally. Specifically, all four fit indices indicated that Model 12 was a good fit for 
the non-rural DBDM, non-rural reading, and non-rural math groups; three fit indices 
indicated that Model 12 was an acceptable fit for the rural math group; only one fit index 
each supported fit of the model to the rural reading or non-rural science groups. Given 
inadequate model fit, comparison of the parameter estimates across groups is not 
particularly meaningful. However, it should be noted that several differences were found 
and are displayed in Table 7. 
 The lack of model fit for so many of these groups may be due entirely to sample 
size. Given the already small sample for which complete data were obtained, the impact 
of breaking those data down into so many smaller groups of unequal sample size is not 
fully understood. Because some groups still retained much larger samples than others, it 
is feasible that the parameter estimates recovered for the groups with good model fit are 
reliable. At a minimum, this portion of the analyses indicates a need for further 
investigation of differences in effective PD structures not only at the level of content 





Comparison of Estimation Methods 
 The primary objective of the present research was to compare the performance of 
Bayesian, PLS, and GSCA estimation to ML, given the sample size limitations discussed 
herein. A goodness of fit index (GoF) was calculated to provide a comparable fit index 
across all models and estimation methods. Based on this value alone, it appears that 
Bayesian, PLS, and GSCA performed equally well relative to ML. However, the lack of 
an empirical method for comparing GoF fit values means that this evaluation is 
somewhat subjective. Despite this shortcoming, roughly equal model fit values across 
estimation methods is an important finding because it offers some evidence of 
consistency among the four methods. However, it is also important to not overstate the 
potential implications of these results. On the one hand, this could be taken as evidence 
that the four methods performed equally well at recovering parameter estimates for this 
particular model. On the other hand, this could mean that none of the estimation methods 
were able to perform well under the conditions of these data, and they simply all 
performed about equally poorly. Therefore, the only inference that can be drawn with 
confidence is that more research on the performance of these methods is needed to enable 
confidence in the parameter estimates from at least one method. 
 With regard to the relative performance of Bayesian, PLS, and GSCA estimation 
in terms of bias and relative efficiency of parameter estimates, few consistent patterns of 
results emerged. With the largest sample size, Bayesian estimation yielded almost no 
bias, while PLS and GSCA both produced estimates 17.90% different from the ML 
estimates. Under the smallest sample sizes (8-group model), Bayesian estimation 
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produced estimates of 50.32% different from the ML estimates, indicating that there may 
be a limit to how small a sample is appropriate for the Bayesian technique. GSCA 
estimates also became more biased as the model was applied to smaller samples, with an 
average of 41.36% bias for the 4-group model. PLS showed slightly larger bias with the 
2-group model than the single-group model, and very little bias with the 4-group (1.89%) 
and 8-group (3.68%) models. Relative efficiency was fairly consistent across all group 
sizes for each estimation method. Overall, GSCA produced the most efficient estimates 
of standard errors, with relative efficiency close to 1.0 for the overall group model, the 2-
group model, and the 4-group model. Generally speaking, the Bayesian estimates were 
found to be less efficient than the PLS estimates, though whether or not the difference in 
efficiency between the two methods is meaningful cannot be answered by this research. 
Together, these findings imply that more research is necessary to better understand the 
conditions under which Bayesian, PLS, and GSCA estimation might be expected to 
produce biased estimates. 
Limitations and Recommendations for Future Research 
The primary limitation of this research is that the analyses and conclusions are 
based on data from an applied research study which included subgroup data sets of 
unequal size. This approach is useful for the researchers utilizing the current data set, but 
the generalizability of these findings may prove to be limited. While comparison of these 
estimation methods in the context of applied research is necessary and important for 
developing a set of real-world expectations for these methods, this research would be 
well-served by a simulation study designed to control the amount of missing data, the 
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size of the sample, and the nature (simple or complex), strength of the relationships 
between variables, and equal (vs. unequal) sample sizes within the multiple group 
framework. Such a study would allow not only for various methods to be compared to 
each other (as presented here), but for the performance of each method to be evaluated 
relative to the true population parameters. 
A second limitation is that the present study estimated all models by omitting the 
measurement portion of the model associated with each latent variable. Because there is 
some concern regarding the soundness of the theoretical underpinnings of the manifest 
variables used to calculate latent scores, inclusion of the measurement models may have 
made it more difficult and even impossible to look at the number of subgroups included 
in this study. Further, the complications added to the model by inclusion of arguably 
poorly-performing indicator variables is of great importance in discussing the substantive 
research associated with this work, but does not have great bearing on the methodological 
work presented here. A recommendation for overcoming this limitation is to evaluate the 
performance of these estimation methods under conditions of good measurement models 
(e.g., high inter-item reliability, good content validity) and poor measurement models 
(e.g., low inter-item reliability, poor content validity) within the context of a simulation 
study, and then approach the current data with those outcomes in mind. 
Conclusion 
Despite these limitations, the present study constitutes an important contribution 
to the field. In an obvious way, this work is important because of its direct ties to 
substantive research and the ongoing process of theory development surrounding quality 
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PD experiences for teachers. From a methodological perspective, this study is unique in 
that it is the first to compare ML, Bayesian, PLS, and GSCA estimation methods within a 
single study. This is a valuable focus for research, given the increasing availability of 
alternative estimation methods within software packages. There is more to learn by 
comparing these methods within the context of simulation work, and this work can be 
easily extended to include additional estimation methods (e.g., weighted least squares, 
resampling methods). Ultimately, the long-term objective of this line of research is to 
develop recommendations regarding selection of an estimation method for structural 
equation models under varying data conditions that are accessible and meaningful (i.e., 
stated in a simple, straight-forward manner and accompanied by relevant examples from 
real-world data)  to applied researchers in the educational and social sciences. Such 
recommendations would prove to be a significant step forward for the applied research 
community, as future research will be better informed, and the true impact of methods 
and phenomena will be understood.  The present study is small but meaningful first step 
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Table 1. Sample demographic information 
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Table 2. Descriptive statistics for participant education and background 
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M = 16.5 
(SD = 11.21) 
M = 13.69 
(SD = 10.61) 
M = 14.43 
(SD = 10.76) 
M = 14.73 
(SD = 10.58) 
M = 24.11 






















M = 14.74 
(SD = 10.13) 
M = 12.53 
(SD = 9.35) 
M = 11.09 
(SD = 9.40) 
M = 13.25 
(SD = 10.30) 
M = 19.54 






















M = 15.48 
(SD = 10.00) 
M = 14.29 
(SD = 10.15) 
M = 13.79 
(SD = 10.51) 
M = 14.95 
(SD = 10.20) 
M = 18.96 






















M = 15.33 
(SD = 9.86) 
M = 13.53 
(SD = 9.71) 
M = 12.36 
(SD = 10.53) 
M = 14.2 
(SD = 9.99) 
M = 22.52 






















M = 14.30 
(SD = 9.52) 
M = 12.16 
(SD = 9.48) 
M = 11.75 
(SD = 10.02) 
M = 13.16 
(SD = 9.82) 
M = 22.27 






















M = 16.22 
(SD = 10.47) 
M = 14.66 
(SD = 10.04) 
M = 13.59 
(SD = 10.49) 
M = 15.20 
(SD = 10.39) 
M = 19.36 






















M = 15.37 
(SD = 10.09) 
M = 13.59 
(SD = 9.87) 
M = 12.78 
(SD = 10.31) 
M = 14.32 
(SD = 10.18) 
M = 20.64 












Current State Certification 
























Table 2, continued 
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Average Minutes Devoted to Instruction 
(Per Day) 
P.D. Leader 
Teacher/Staff from School 
District Staff 















Table 2, continued 
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Series of Workshops/Institutes 
Workshops/Institutes with Follow-up 
Coaching 
Presentation by Colleague 
College Course 
Conference 
Mentor, Coach, Lead Teacher, 
Observer 







Table 3. Descriptive statistics for key variables of interest 
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M = 0.58 
(SD = 0.15) 
M = 18.92 
(SD = 23.92) 
M = 2.85 
(SD = 2.15) 
M = 3.14 
(SD = 2.82) 
M = 1.34 
(SD = 0.60) 
M = 2.09 
(SD = 0.56) 
M = 1.11 
(SD = 0.57) 
M = 1.52 










M = 0.44 
(SD = 0.19) 
M = 16.67 
(SD = 17.03) 
M = 4.21 
(SD = 2.99) 
M = 4.00 
(SD = 3.12) 
M = 0.99 
(SD = 0.57) 
M = 1.99 
(SD = 0.61) 
M = 0.80 
(SD = 0.76) 
M = 1.46 










M = 0.64 
(SD = 0.17) 
M = 18.85 
(SD = 18.21) 
M = 3.52 
(SD = 2.75) 
M = 3.75 
(SD = 2.96) 
M = 1.07 
(SD = 0.55) 
M = 2.15 
(SD = 0.55) 
M = 0.89 
(SD = 0.72) 
M = 1.50 










M = 0.41 
(SD = 0.14) 
M = 19.52 
(SD = 20.07) 
M = 2.67 
(SD = 2.13) 
M = 3.26 
(SD = 2.79) 
M = 1.11 
(SD = 0.57) 
M = 1.86 
(SD = 0.56) 
M = 0.93 
(SD = 0.71) 
M = 1.44 










M = 0.52 
(SD = 0.20) 
M = 18.30 
(SD = 19.51) 
M = 3.35 
(SD = 2.66) 
M = 3.82 
(SD = 3.06) 
M = 1.05 
(SD = 0.58) 
M = 2.01 
(SD = 0.59) 
M = 0.83 
(SD = 0.66) 
M = 1.42 










M = 0.53 
(SD = 0.19) 
M = 18.78 
(SD = 18.87) 
M = 3.39 
(SD = 2.64) 
M = 3.42 
(SD = 2.81) 
M = 1.12 
(SD = 0.56) 
M = 2.03 
(SD = 0.57) 
M = 0.97 
(SD = 0.75) 
M = 1.52 










M = 0.52 
(SD = 0.19) 
M = 18.57 
(SD = 19.13) 
M = 3.37 
(SD = 2.64) 
M = 3.60 
(SD = 2.92) 
M = 1.09 
(SD = 0.57) 
M = 2.02 
(SD = 0.58) 
M = 0.91 
(SD = 0.71) 
M = 1.47 






Interaction & Collaboration 
Did not interact/collaborate 
Part of PD experience 
Independent of PD experience 
Knowledge Measures (proportion of items 
correctly answered) 
Number of hours spent in best PD experience 
Percentage of time during best PD experience 
spent on practice/feedback opportunities within 
workshop/in-service 
Percentage of time during best PD experience 
spent on practice/feedback opportunities within 
classroom context 
Alignment with topical focus 
 
Perceived utility of topical foci 
 
Perceived knowledge enhancement 
 





Table 4. ML fit statistics, standardized coefficients, and significance 
levels for Models 1 and 12 
 Model 1  Model 12 
χ
2
 35.703 **  3.851  
df 8   6  
CFI 0.807   1.000  
SRMR 0.048   0.022  
RMSEA 0.166 **  0.000  
      
UTILITY on      
HOURS -0.072   ----- 
COLLABORATION 0.060   ----- 
WORKSHOP 0.245   0.075  
CLASSROOM -0.073   ----- 
ALIGNMENT 0.061   0.175 ** 
ENHANCEMENT on      
HOURS 0.012   ----- 
COLLABORATION -0.027   ----- 
WORKSHOP -0.019   ----- 
CLASSROOM 0.021   ----- 
ALIGNMENT 0.706 *  0.709 ** 
KNOWLEDGE on      
HOURS 0.219 *  0.188 ** 
COLLABORATION -0.001   ----- 
WORKSHOP -0.199   -0.188 ** 
CLASSROOM 0.019   ----- 
ALIGNMENT 0.032   ----- 
PRACTICE on      
UTILITY 0.528 **  0.509 ** 
ENHANCEMENT 0.080   -0.112  
KNOWLEDGE 0.039   0.013  
ALIGNMENT -----  0.301 ** 
UTILITY with     
KNOWLEDGE -----  0.191 ** 
ENHANCEMENT -----  0.158 * 
KNOWLEDGE with     
ENHANCEMENT -----  -0.162 * 




Table 5. ML fit statistics, standardized coefficients, & significance levels for Model 12 
for each urbancentric locale 
 Rural 
(n = 128) 
 Non-Rural 
(n = 107) 
χ
2
 5.776   3.670  
df 6   6  
CFI 1.000   1.000  
SRMR 0.035   0.024  
RMSEA 0.000   0.000  
      
UTILITY on      
WORKSHOP 0.132   0.029  
ALIGNMENT 0.180 *  0.167  
ENHANCEMENT on      
ALIGNMENT 0.691 **  0.739 ** 
KNOWLEDGE on      
HOURS 0.151   0.189  
WORKSHOP -0.299 **  -0.055  
PRACTICE on      
UTILITY 0.473 **  0.570 ** 
ENHANCEMENT -0.034   -0.279 * 
KNOWLEDGE 0.006   0.011  
ALIGNMENT 0.226 *  0.446 ** 
UTILITY with     
KNOWLEDGE 0.129   0.271 ** 
ENHANCEMENT 0.142   0.199 * 
KNOWLEDGE with     
ENHANCEMENT -0.276 **  -0.032  




Table 6. ML fit statistics, standardized coefficients, & significance levels 
for Model 12 for each content area 
 DBDM 
(n = 68) 
 Reading 
(n = 91) 
 Math 
(n = 52) 
 Science 
(n = 24) 
χ
2
 8.593   11.996   4.747   11.935  
df 6   6   6   6  
CFI 0.977   0.931   1.000   0.719  
SRMR 0.070   0.052   0.057   0.090  
RMSEA 0.080   0.105   0.000   0.203  
            
UTILITY on            
WORKSHOP 0.045   0.089   -0.091   0.196  
ALIGNMENT 0.332 **  0.191   0.239   -0.147  
ENHANCEMENT on            
ALIGNMENT 0.808 **  0.619 **  0.755 **  0.655 ** 
KNOWLEDGE on            
HOURS 0.186   0.306 **  0.053   0.022  
WORKSHOP -0.282 *  -0.228 *  -0.207   -0.487 ** 
PRACTICE on            
UTILITY 0.302 **  0.495 **  0.683 **  0.597 ** 
ENHANCEMENT 0.111   -0.211   -0.104   -0.469  
KNOWLEDGE -0.106   0.100   -0.104   -0.110  
ALIGNMENT 0.378 *  0.189   0.255   0.634 * 
UTILITY with           
KNOWLEDGE -0.050   0.179   0.399 **  -0.168  
ENHANCEMENT 0.364 **  0.087   -0.046   0.481 ** 
KNOWLEDGE with           
ENHANCEMENT -0.068   -0.217 *  -0.233   -0.245  





Table 7. ML fit statistics, standardized coefficients, & significance levels for  
Model 12  for each locale × content area group  
 DBDM  Reading 
 Rural 
(n = 33) 
 Non-Rural 
 (n = 35) 
 Rural 
 (n = 55) 
 Non-Rural 
 (n = 36) 
χ
2 
15.835 *  4.305  13.585 *  4.970 
df 6  6  6  6 
CFI 0.832  1.000  0.879  1.000 
SRMR 0.139  0.069  0.062  0.061 
RMSEA 0.223 *  0.000  0.152  0.000 
            
UTILITY on            
WORKSHOP 0.162  -0.021  0.064  0.064 
ALIGNMENT 0.308  0.359 *  0.282 *  0.054 
ENHANCEMENT on        
ALIGNMENT 0.799 **  0.828 **  0.606 **  0.691 ** 
KNOWLEDGE on        
HOURS 0.076  0.154  0.234 *  0.510 ** 
WORKSHOP -0.466 **  -0.151  -0.246 *  -0.291 * 
PRACTICE on        
UTILITY 0.209  0.407 **  0.530 **  0.480 ** 
ENHANCEMENT 0.130  0.014  -0.196  -0.219 
KNOWLEDGE -0.146  -0.061  0.193  -0.060 
ALIGNMENT 0.354  0.451 *  0.065  0.373 
UTILITY with        
KNOWLEDGE -0.300  0.113  0.267 *  0.043 
ENHANCEMENT 0.344 *  0.413 **  0.039  0.329 * 
KNOWLEDGE with        
ENHANCEMENT -0.424 **  0.242  -0.251  -0.012 





Table 7, continued 
 Math  Science 
 Rural 
(n = 27) 
 Non-Rural 
 (n = 25) 
 Rural 
 (n = 13) 
 Non-Rural 
 (n = 11) 
χ
2 
7.503  2.244  14.735 *  9.835 
df 6  6  6  6 
CFI 0.964  1.000  0.628  0.252 
SRMR 0.107  0.043  0.175  0.208 
RMSEA 0.096  0.000  0.335 *  0.241 
            
UTILITY on            
WORKSHOP -0.030  -0.320  0.155  0.079 
ALIGNMENT 0.330  0.145  -0.409  0.141 
ENHANCEMENT on        
ALIGNMENT 0.745 **  0.718 **  0.770 **  0.648 ** 
KNOWLEDGE on        
HOURS -0.114  0.172  -0.234  0.134 
WORKSHOP -0.341 *  -0.141  -0.584 *  -0.463 * 
PRACTICE on        
UTILITY 0.485 **  0.744 **  0.722 **  0.679 * 
ENHANCEMENT 0.033  -0.180  -0.352  -1.022 ** 
KNOWLEDGE -0.010  -0.069  -0.166  0.018 
ALIGNMENT 0.339  0.150  0.699  0.944 ** 
UTILITY with        
KNOWLEDGE 0.200  0.510 **  -0.375  -0.130 
ENHANCEMENT 0.066  -0.459 **  0.507 *  0.567 * 
KNOWLEDGE with        
ENHANCEMENT -0.493 **  -0.098  -0.304  -0.327 





Table 8. Bayesian posterior predictive p values, confidence intervals, and standardized 
posterior parameter estimates for Model 12 overall and for each urbancentric locale 
 Overall Group 
(n = 235) 
 Rural 
(n = 128) 
 Non-Rural 
(n = 107) 
PPP  0.583  0.583  0.500 
95% C.I. -15.43 - 8.00  -12.76 - 14.56  -19.20 - 19.81 
      
UTILITY on      
WORKSHOP 0.065  0.139 *  0.034 
ALIGNMENT 0.174 **  0.162 *  0.157 
ENHANCEMENT on      
ALIGNMENT 0.704 **  0.677 **  0.724 ** 
KNOWLEDGE on      
HOURS 0.176 **  0.144 *  0.170 * 
WORKSHOP -0.192 *  -0.298 **  -0.054 
PRACTICE on      
UTILITY 0.513 **  0.487 **  0.567 ** 
ENHANCEMENT -0.097  -0.036  -0.243 ** 
KNOWLEDGE 0.018  0.019  0.016 
ALIGNMENT 0.293 **  0.206 *  0.421 ** 
UTILITY with       
KNOWLEDGE 0.184 **  0.125  0.274 * 
ENHANCEMENT 0.158 *  0.155 *  0.211 * 
KNOWLEDGE with      
ENHANCEMENT -0.155 *  -0.287 **  -0.018 
*p < .05, **p < .01 





Table 9. Bayesian posterior predictive p values, confidence intervals, and standardized 
posterior parameter estimates for Model 12 for each content area 
 DBDM 
(n = 68) 
 Reading 
(n = 91) 
 Math 
(n = 52) 
 Science 
(n = 24) 
PPP 0.333  0.227  0.417  0.250 
95% C.I. -8.91 - 26.52  -7.62 - 18.57  -17.26 - 15.31  -8.86 - 35.86 
            
UTILITY on            
WORKSHOP 0.026  0.091  -0.101  0.149 
ALIGNMENT 0.329 *  0.179 *  0.216 *  -0.089 
ENHANCEMENT on        
ALIGNMENT 0.784 **  0.603 **  0.718 **  0.579 * 
KNOWLEDGE on        
HOURS 0.175  0.287 **  0.040  -0.014 
WORKSHOP -0.258 *  -0.216 **  -0.180 *  -0.413 * 
PRACTICE on        
UTILITY 0.323 **  0.496 **  0.694 **  0.541 ** 
ENHANCEMENT 0.085  -0.193  -0.114  -0.386 
KNOWLEDGE -0.115  0.092  -0.133  -0.108 
ALIGNMENT 0.331 *  0.171 *  0.234 *  0.468 * 
UTILITY with        
KNOWLEDGE -0.046  0.174 *  0.381 **  -0.122 
ENHANCEMENT 0.359 **  0.095  -0.039  0.445 
KNOWLEDGE with        
ENHANCEMENT -0.085  -0.227 *  -0.211  -0.193 
*p < .05, **p < .01 







Table 10. Bayesian posterior predictive p values and standardized posterior parameter estimates 
for Model 12  for each locale × content area group 
Science 
Non-Rural 










































































































































































































































































































































































































































































































Table 11. Partial least squares GOF fit values and standardized path coefficient 
estimates for Model 12 overall and for each urbancentric locale 
 Overall Group 
(n = 235) 
 Rural 
(n = 128) 
 Non-Rural 
(n = 107) 
GoF 0.324  0.331  0.353 
      
UTILITY on      
WORKSHOP 0.096  0.146  0.048 
ALIGNMENT 0.136  0.178  0.088 
ENHANCEMENT on      
ALIGNMENT 0.671 **  0.668 **  0.695 ** 
KNOWLEDGE on      
HOURS 0.168 *  0.105  0.201 
WORKSHOP -0.163 *  -0.314 **  -0.021 
PRACTICE on      
UTILITY 0.528 **  0.486 **  0.620 ** 
ENHANCEMENT -0.107  -0.023  -0.270 * 
KNOWLEDGE -0.004  0.030  -0.071 
ALIGNMENT 0.283 **  0.208  0.441 ** 





Table 12. Partial least squares GOF fit values and standardized path coefficient 
estimates for Model 12 for each content area 
 DBDM 
(n = 68) 
 Reading 
(n = 91) 
 Math 
(n = 52) 
 Science 
(n = 24) 
GoF 0.443  0.284  0.366  0.337 
     
UTILITY on            
WORKSHOP 0.113  0.107  -0.105  0.115 
ALIGNMENT 0.236  0.193  0.081  -0.168 
ENHANCEMENT on        
ALIGNMENT 0.779 **  0.600 **  0.735 **  0.492 * 
KNOWLEDGE on        
HOURS 0.205  0.291 **  -0.021  0.040 
WORKSHOP -0.381 **  -0.216 *  -0.134  -0.444 
PRACTICE on        
UTILITY 0.304 *  0.497 **  0.726 **  0.645 ** 
ENHANCEMENT 0.144  -0.205  -0.120  -0.218 
KNOWLEDGE -0.132  0.110  -0.135  -0.180 
ALIGNMENT 0.369 *  0.121  0.287  0.615 ** 








Table 13. Partial least squares GOF fit values and standardized path coefficient estimates for Model 12 
for each locale × content area group 
Science 
Non-Rural 

































































































































































































































































































































Table 14. Generalized structured component analysis fit statistics, path coefficients, and 
significance levels for Model 12 overall and for each urbancentric locale 
 Overall Group 
(n = 235) 
 Rural 
(n = 128) 
 Non-Rural 
(n = 107) 










      
UTILITY on      
WORKSHOP 0.096  0.118  0.108 
ALIGNMENT 0.136  0.152  0.138 
ENHANCEMENT on      
ALIGNMENT 0.671 *  0.710 *  0.622 * 
KNOWLEDGE on      
HOURS 0.168 *  0.064  0.255 * 
WORKSHOP -0.163 *  -0.286 *  -0.021 
PRACTICE on      
UTILITY 0.528 *  0.587 *  0.512 * 
ENHANCEMENT -0.107  -0.098  -0.129 
KNOWLEDGE -0.004  0.000  -0.04 
ALIGNMENT 0.283 *  0.184 *  0.373 * 
*p < .05 





Table 15. Generalized structured component analysis fit statistics, path coefficients, and 
significance levels for Model 12 for each content area 
 DBDM 
(n = 68) 
 Reading 
(n = 91) 
 Math 
(n = 52) 
 Science 
(n = 24) 
UTILITY on            
WORKSHOP 0.217  -0.001  0.165  0.070 
ALIGNMENT 0.218  0.098  0.097  0.289 
ENHANCEMENT on        
ALIGNMENT 0.692 *  0.728 *  0.522 *  0.794 * 
KNOWLEDGE on        
HOURS -0.200  0.349 *  0.396 *  -0.054 
WORKSHOP -0.274 *  -0.168  0.168  -0.058 
PRACTICE on        
UTILITY 0.577 *  0.480 *  0.557 *  0.587 * 
ENHANCEMENT 0.030  -0.118  -0.198  -0.074 
KNOWLEDGE 0.070  -0.101  0.113  0.058 
ALIGNMENT 0.149  0.268 *  0.344 *  0.422 * 
*p < .05, **p < .01  




Table 16. GoF fit values for ML, Bayesian, PLS, and GSCA estimation overall and by 
locale and content area 
 ML Bayesian PLS GSCA 
Overall, 1-group model 0.338 0.338 0.324 0.324 
Urbancentric Locale, 2-groups model    
Rural 0.336 0.335 0.331 0.344 
Non-Rural 0.364 0.365 0.353 0.331 
Content area, 4-groups model    
DBDM 0.451 0.444 0.443 0.402 
Reading 0.291 0.291 0.284 0.302 
Math 0.377 0.376 0.366 0.331 
Science 0.339 0.329 0.337 0.289 
Urbancentric × content area, 8-groups model   
Rural DBDM 0.463 0.442 0.479 
1 
Non-Rural DBDM 0.495 0.478 0.464 
1
 
Rural Reading 0.308 0.305 0.303 
1
 
Non-Rural Reading 0.311 0.312 0.300 
1
 
Rural Math 0.393 0.387 0.401 
1
 
Non-Rural Math 0.389 0.390 0.393 
1
 
Rural Science 0.390 0.333 0.373 
1
 











Table 17. Average relative bias and average relative efficiency of estimates produced by Bayesian, PLS, and GSCA estimation 






































Overall, 1-group model 
Urbancentric Locale, 2-groups model 
Content Area, 4-groups model 











Figure 2. Final model used for comparison of estimation methods (Model 12) 
 
