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Abstract
The problem of developing binary classifiers from positive and unlabeled data is often
encountered in machine learning. A common requirement in this setting is to approximate
posterior probabilities of positive and negative classes for a previously unseen data point.
This problem can be decomposed into two steps: (i) the development of accurate predictors
that discriminate between positive and unlabeled data, and (ii) the accurate estimation of
the prior probabilities of positive and negative examples. In this work we primarily focus on
the latter subproblem. We study nonparametric class prior estimation and formulate this
problem as an estimation of mixing proportions in two-component mixture models, given a
sample from one of the components and another sample from the mixture itself. We show
that estimation of mixing proportions is generally ill-defined and propose a canonical form
to obtain identifiability while maintaining the flexibility to model any distribution. We
use insights from this theory to elucidate the optimization surface of the class priors and
propose an algorithm for estimating them. To address the problems of high-dimensional
density estimation, we provide practical transformations to low-dimensional spaces that
preserve class priors. Finally, we demonstrate the efficacy of our method on univariate and
multivariate data.
Keywords: Positive-unlabeled learning, mixtures of distributions, identifiability.
1. Introduction
Binary classification is often attempted in situations where the examples from one class
greatly outnumber the examples from the other class (Chawla et al., 2004). An extreme
c©2015 Shantanu Jain, Martha White, Michael W. Trosset and Predrag Radivojac.
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case of this scenario occurs when the examples of one class (say, positives) are relatively
easy to obtain, while the examples of the other class (say, negatives) are either too expen-
sive or practically impossible to obtain. In such problems we are often presented with data
sets containing a relatively small number of positive examples and a relatively large num-
ber of unlabeled examples that contain both positive and negative examples at unknown
proportions.
Positive and unlabeled data sets are often observed in the sciences, where the absence
of a class designation, even after a failure to label the data point as positive, cannot be
interpreted as a negative class label. For example, a protein can be experimentally tested
for a particular functionality; e.g., catalytic activity. If confirmed, the data associating a
protein with catalytic activity is reliable; however, a failure to confirm catalytic activity may
only be due to experimental limitations (Dessimoz et al., 2013). Further compounding the
problem, unsuccessful experiments are rarely reported in the literature. Another situation
conforming to the open-world assumption occurs in social networks, where a click on the
“like” button on Facebook is a reliable indicator of preference, yet the absence of a “like”
cannot be considered as an indicator of dislike. A simple and important question in all such
situations it that of estimating class priors: What is the fraction of all proteins in a given
species that are enzymes? or How many Facebook users like a particular product?
The positive-unlabeled data sets do not conform to typical assumptions in machine
learning. Traditional supervised algorithms assume the existence of both positive and neg-
ative examples, whereas unsupervised algorithms operate without any information on class
labels. Even most semi-supervised algorithms assume both positive and negative class la-
bels, in addition to the unlabeled set, and thus require modification. This framework has
been studied in the past decade and a half, usually under the names of partially super-
vised learning and learning from positive and unlabeled data (Liu et al., 2002; Denis et al.,
2005). Regardless of the problem type, the main goal in all these approaches is to learn
classifiers that discriminate between positives and negatives using the available data, ide-
ally by estimating posterior probabilities of class labels given an input example. Here, we
are (scientifically) motivated by the problem of estimating class priors: the proportions of
positive and negative examples in the unlabeled data, given a set of positive examples and
an unlabeled set.
More formally, we consider the binary classification problem of mapping an input space
X to an output space Y = {0, 1} given i.i.d. samples of positive and unlabeled examples
from fixed but unknown underlying probability distributions. We formulate estimation
of the fraction of positive examples in the unlabeled data as parameter learning of two-
component mixture models
f(x) = αf1(x) + (1− α)f0(x), (1)
where x ∈ X , f1 and f0 are distributions of the positive and negative data, respectively, and
α ∈ (0, 1) is the mixing proportion or class prior for the positive examples. In the simplest
setting, f1(x) and f0(x) correspond to the class-conditional distributions p(x|y = 1) and
p(x|y = 0), respectively. More generally, f1 and f0 might be any distributions obtained after
applying deterministic transformations that preserve the mixing proportions. For example,
a function g : X → [0, 1], such as a classifier trained on the labeled vs. unlabeled data,
could map the original feature vector x to a scalar, resulting in a univariate f . We will later
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discuss class-prior preserving transformations; in the meantime, we refer to f1, f0, and f as
data distributions.
Despite the simplicity of our formulation, we are not aware of any previous attempts to
formulate class prior estimation using two-component mixture models. We therefore begin
by discussing identifiability conditions for mixing proportions. Using insights derived from
this theory, we then propose algorithms for learning α using maximum-likelihood estimation.
Finally, we conduct experiments on both synthetic and real-world data, obtaining evidence
that our methodology is sound and effective.
2. Identifiability issues and the max-canonical form
If the mixture distribution can be written as (1) for more than one choice of α, then
estimation of α is ill-defined. In order to proceed, we require identifiability : the existence
of a unique mixing proportion. In general, mixing proportions are not identifiable. In this
section we propose a max-canonical form for α that ensures identifiability and leads to a
viable estimation algorithm.
To formalize identifiability of the mixing proportion, we more generally use probability
measures to enable discrete, continuous and mixed random variables to be considered. Let
µ, µ1 and µ0 be probability measures defined on a σ-algebra A and let
µ(A) = αµ1(A) + (1− α)µ0(A),
for all A ∈ A. This expression generalizes the mixture model from Equation 1 to probability
measures. For example, for a continuous random variable with probability density function
f(x), the associated measure for any A ∈ A is µ(A) = ∫A f(x)dx.1 Let now P0 be an
arbitrary family of probability measures defined on A such that P0 ∩ {µ1} = ∅. Finally, let
us define a family of non-trivial two-component mixtures as
F(P0, µ1) = {αµ1 + (1− α)µ0 : µ0 ∈ P0, α ∈ (0, 1)}. (2)
For F(P0, µ1) to be identifiable, there needs to be a one-to-one mapping between the set of
parameters (α, µ0) ∈ (0, 1) × P0 and µ ∈ F(P0, µ1); that is, each µ must correspond to a
unique set of parameters. We formalize this in the following definition and Lemma 2.
Definition 1 (Identifiability) For any non-empty set of probability measures P0 and any
probability measure µ1 on A such that P0 ∩ {µ1} = ∅, F(P0, µ1) is said to be identifiable if
∀a, b ∈ (0, 1) and ∀λ0, ν0 ∈ P0
aµ1 + (1− a)λ0 = bµ1 + (1− b)ν0 =⇒ (a, λ0) = (b, ν0).
Similarly, F(P0, µ1) is said to be identifiable in α if ∀a, b ∈ (0, 1) and ∀λ0, ν0 ∈ P0,
aµ1 + (1− a)λ0 = bµ1 + (1− b)ν0 =⇒ a = b.
Fortunately, using the following lemma, we can focus on identifiability in terms of the mixing
proportion, which is the parameter we are interested in estimating. Therefore, after Lemma
2 we will drop the qualification “in α” when discussing identifiability of F(P0, µ1)
1. More technically, µ(A) =
∫
A
f(x)L(dx) for all A ∈ B(Rd), where B(Rd) is the Borel σ-algebra on Rd and
L is the Lebesgue measure on Rd.
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Table 1: A summary of notation.
Symbol Definition
µ, µ1, µ0 Probability measures: mixture (µ), component one (µ1), component zero (µ0)
f , f1, f0 Probability density functions: mixture (f), component one (f1), component zero (f0)
α Mixing proportion, class prior
A Sigma algebra
P0 An arbitrary family of distributions from which µ0 is selected. P0 ∩ {µ1} = ∅
Pall0 The family of all distributions, except µ1, on A from which µ0 is selected. Pall0 ∩ {µ1} = ∅
F(P0, µ1) F(P0, µ1) = {αµ1 + (1− α)µ0 : µ0 ∈ P0, α ∈ (0, 1)}
Q0 Q0 = Pall0 \ F(P0, µ1)
A(µ, µ1,P0) A(µ, µ1,P0) = {α ∈ (0, 1) : µ = αµ1 + (1− α)µ0, where µ0 ∈ P0}
R(µ, µ1) R(µ, µ1) = {µ(A)/µ1(A) : A ∈ A, µ1(A) > 0}
α∗ α∗ = inf R(µ, µ1); A(µ, µ1,Pall0 ) = (0, α∗]
µ∗0 The particular µ0 when α = α
∗
Lemma 2 F(P0, µ1) is identifiable if and only if F(P0, µ1) is identifiable in α.
Proof If F(P0, µ1) is identifiable, then ∀a, b ∈ (0, 1) and ∀λ0, ν0 ∈ P0
aµ1 + (1− a)λ0 = bµ1 + (1− b)ν0 ⇒ (a, λ0) = (b, ν0)⇒ a = b
and so F(P0, µ1) is identifiable in α.
If F(P0, µ1) is identifiable in α, then for any a, b ∈ (0, 1) and λ0, ν0 ∈ P0 where
aµ1 + (1− a)λ0 = bµ1 + (1− b)ν0, we know a = b. Replacing b with a, we obtain
aµ1 + (1− a)λ0 = bµ1 + (1− b)ν0 =⇒ aµ1 + (1− a)λ0 = aµ1 + (1− a)ν0
=⇒ λ0 = ν0
Therefore, (a, λ0) = (b, ν0) and, by definition, F(P0, µ1) is identifiable.
Unfortunately, in general, F(P0, µ1) is not identifiable. For µ ∈ F(P0, µ1), we define the
following set
A(µ, µ1,P0) = {α ∈ (0, 1) : µ = αµ1 + (1− α)µ0, where µ0 ∈ P0}. (3)
For F(P0, µ1) to be identifiable, A(µ, µ1,P0) must be a singleton for every µ ∈ F(P0, µ1).
In Lemma 4, we demonstrate that this is not the case for Pall0 , the set of all measures on
A except µ1; in fact, we will see that every mixture in F(Pall0 , µ1) corresponds to an entire
interval of choices for α. We next present Theorem 3, which enables us to remedy this
non-identifiability issue by restricting µ0 to a smaller family, without losing the modeling
flexibility of F(Pall0 , µ1). We will first discuss the ramifications of this theorem and our
proposed max-canonical form; we prove the theorem and required lemmas at the end of the
section. Table 1 provides the summary of notation for quick reference.
Theorem 3 For Q0 = Pall0 \ F(Pall0 , µ1) the following hold:
1. F(Q0, µ1) is identifiable and contains the same mixtures as F(Pall0 , µ1).
2. For any µ ∈ F(Pall0 , µ1), there exists α∗ ∈ (0, 1) such that A(µ, µ1,Pall0 ) = (0, α∗] and
there exists µ∗0 ∈ Q0 such that µ = α∗µ1 + (1− α∗)µ∗0.
4
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Figure 1: Stylized depiction of the likelihood as a function of the mixing proportion. The
true mixing proportion is not identifiable and lies in the region A(µ, µ1,Pall0 ). The
end of the interval α∗ is identifiable and preserves representation of F(Pall0 , µ1).
A procedure estimating the likelihood is expected to show flat likelihood for any
α ∈ A(µ, µ1,Pall0 ) and then decrease after α∗.
3. For any α < α∗ with µ0 such that µ = αµ1 + (1 − α)µ0, µ0 is a non-trivial mix-
ture containing µ1 and the distance between α and the upper bound α
∗ is smoothly
related to the proportion of µ1 in µ0; that is, µ0 ∈ F(Pall0 , µ1) and α∗ − α = (1 −
α) maxA(µ0, µ1,Pall0 ).
Interestingly, the two families F(Q0, µ1) and F(Pall0 , µ1) contain the same mixtures, yet
F(Q0, µ1) is identifiable and F(Pall0 , µ1) is not. Importantly, Theorem 3 suggests a canonical
form for the estimation of the mixing proportion that ensures identifiability by selecting
α∗ = maxA(µ, µ1,Pall0 ). With this max-canonical form, estimation is implicitly restricted
to the identifiable set F(Q0, µ1), while maintaining the ability to model any mixture in
F(Pall0 , µ1). This canonical form is intuitive in that it prefers µ0 that is not composed of
µ1. The reason for the lack of identifiability is that we can always shift some portion of µ1
into µ0 until all weight is on µ0 (i.e., α = 0). Therefore, choosing the maximum α selects
the most separated µ0 and µ1. Moreover, statement 3 indicates that even if in practice µ0
really does have a small proportion of µ1, the over-estimate of α smoothly relates to this
small proportion.
Blanchard et al. (2010) give an identifiability result that captures several aspects of
Theorem 3; precisely, in identifying Q0’s role towards identifiability and establishing α∗ as
the maximum mixing proportion. Our theorem additionally shows that there is no loss in
the modeling flexibility by restricting to Q0 and that the set of all valid mixing proportions
is actually the interval (0, α∗]. This interval is significant because it directly informs our
algorithm development in Section 3. Our theorem also quantifies the error of α∗ when
µ0 /∈ Q0.
Non-identifiability of the mixing proportion suggests an interval of equally likely solu-
tions using inference techniques such as maximum likelihood, where µ1 and µ are approx-
imated using (integrals of) density or mass functions. The approximation is expected to
5
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progressively deteriorate as the mixing proportion increases beyond α∗. Figure 1 illustrates
the expected relationship between a likelihood function and the mixing proportion.
2.1 Proof of Theorem 3
We first prove the following two lemmas.
Lemma 4 For any µ ∈ F(Pall0 , µ1), let
R(µ, µ1) = {µ(A)/µ1(A) : A ∈ A, µ1(A) > 0}.
Then, there exists
α∗ = inf R(µ, µ1) ∈ (0, 1) and A(µ, µ1,Pall0 ) = (0, α∗].
Hence, F(Pall0 , µ1) is nonidentifiable. Moreover, α∗ can be defined in terms of the densities
f, f1 corresponding to µ, µ1, if they exist; precisely, α
∗ = inf{f(x)/f1(x) : x ∈ X , f1(x) > 0}.
Proof
Part 1: First, we show that α∗ is well defined and it is in (0, 1). R(µ, µ1) is non-empty,
because there exists A ∈ A with µ1(A) > 0; thus, α∗ is well defined. Now, because
µ ∈ F(Pall0 , µ1), there exists b ∈ (0, 1) and λ0 ∈ Pall0 such that µ = bµ1 + (1− b)λ0. For any
A ∈ A such that µ1(A) > 0,
µ(A)
µ1(A)
=
bµ1(A) + (1− b)λ0(A)
µ1(A)
= b+ (1− b)λ0(A)
µ1(A)
≥ b
giving α∗ ≥ b > 0. To show that α∗ < 1, suppose there exists µ and µ1 such that α∗ ≥ 1.
Then because α∗ is the infimum of R(µ, µ1)
µ(A)
µ1(A)
≥ 1 when µ1(A) > 0.
Moreover, when µ1(A) = 0, clearly µ(A) ≥ µ1(A). Therefore, µ(A) ≥ µ1(A) for all A ∈ A.
Now because µ1 /∈ F(Pall0 , µ1), µ 6= µ1 and so there exists B ∈ A such that µ(B) > µ1(B).
This leads to a contradiction as follows:
1 = µ(X ) = µ(X \B) + µ(B)
> µ1(X \B) + µ1(B)
= 1
Thus α∗ < 1 and α∗ ∈ (0, 1).
Part 2: Second, we show that A(µ, µ1,Pall0 ) ⊇ (0, α∗]. Recall that A(µ, µ1,Pall0 ) ={
α ∈ (0, 1) : µ = αµ1 + (1− α)µ0, where µ0 ∈ Pall0
}
. We need to show that if a ∈ (0, α∗],
then there exists λ0 ∈ Pall0 such that µ = aµ1 + (1− a)λ0. Consider
λ0 =
µ− aµ1
1− a .
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Because a ≤ α∗ < 1, λ0 is well defined. Moreover, λ0 6= µ1 because equality would imply
µ = µ1 (trivial mixture). If we can show λ0 is a probability measure, then λ0 ∈ Pall0 and
Part 2 is complete.
λ0(A) ≥ 0 ∀A ∈ A: By definition of α∗, for all A ∈ A with µ1(A) > 0, we have
µ(A) ≥ α∗µ1(A) ≥ aµ1(A) because a ∈ (0, α∗]. The inequality is trivial when µ1(A) = 0.
Thus, µ(A)− aµ1(A) ≥ 0 for all A ∈ A; consequently, λ0(A) ≥ 0.
λ0(X ) = 1: Because µ(X ) = 1 and µ1(X ) = 1,
λ0(X ) = µ(X )− aµ1(X )
1− a =
1− a
1− a = 1.
Similarly, λ0(∅) = 0 and λ0(∪Ai) =
∑
i λ0(Ai). Therefore, λ0 is a probability measure.
Part 3: Third, we show that A(µ, µ1,Pall0 ) ⊆ (0, α∗]. Take any a ∈ A(µ, µ1,Pall0 )
and corresponding λ0 ∈ Pall0 such that µ = aµ1 + (1 − a)λ0. For any A ∈ A, we know
(1−a)λ0(A) ≥ 0 and so µ(A) ≥ aµ1(A). Thus, for all A ∈ A with µ1(A) > 0, µ(A)/µ1(A) ≥ a
and consequently a ≤ α∗.
In summary, A(µ, µ1,Pall0 ) = (0, α∗] and it is not a singleton set for any µ. Therefore, we
conclude that F(Pall0 , µ1) is not identifiable.
Part 4: Fourth, we show that
f0 =
f − αf1
1− α
is a valid probability density, if and only if α ∈ (0, α∗]
“⇐=” Any α ∈ A(µ, µ1,Pall0 ) = (0, α∗] is a valid mixture; i.e., there exists µ0 ∈ Pall0 such
that µ = αµ1 + (1 − α)µ0. Because µ0 is a well defined measure and it can be expressed
as µ0 = (µ−αµ1)/(1−α), its probability density, h0, can be defined in terms of the densities
corresponding to µ and µ1 as follows: h0 = (f−αf1)/(1−α). Thus f0 = h0 and it is a well
defined probability density.
“ =⇒ ” We give a proof by contradiction. Suppose f0 is a well defined probability
density for some α > α∗. Then µ0, the probability measure corresponding f0, can be
expressed in terms of probability measures corresponding to densities f and f1 as follows:
µ0 = (µ−αµ1)/(1−α); consequently, µ = αµ1 +(1−α)µ0. Thus α is a valid mixing proportion,
i.e., α ∈ A(µ, µ1,Pall0 ) = (0, α∗], which gives the contradiction.
Part 5: Next, we show that α∗ = inf{f(x)/f1(x) : x ∈ X , f1(x) > 0}. We give a proof by
contradiction. Suppose α∗∗ = inf{f(x)/f1(x) : x ∈ X , f1(x) > 0} 6= α∗.
If α∗∗ < α∗: Using the definition of α∗∗, there exists x ∈ X with f1(x) > 0 and
f(x)/f1(x) < α∗. Thus f(x) − α∗f1(x) < 0 and (f−α∗f1)/(1−α∗) is not a probability density
function, which contradicts part 4.
If α∗∗ > α∗: Using the definition of α∗∗, α∗∗ ≤ f(x)/f1(x) when f1(x) > 0. Thus
f(x) − α∗∗f1(x) ≥ 0 when f1(x) > 0. The inequality is trivially true when f1(x) = 0.
Consequently f0(x) = (f(x)−α∗∗f1(x))/(1−α∗∗) ≥ 0 for all x ∈ X . Moreover,
∫
X f0(x)dx = 1.
Thus f0 is a well defined probability density function, which contradicts part 4.
Thus α∗∗ = α∗.
Lemma 5 F(P0, µ1) is identifiable if and only if F(P0, µ1) ∩ P0 = ∅.
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Proof “⇐=” We give a proof by contradiction. Suppose F(P0, µ1)∩P0 = ∅, but F(P0, µ1)
is not identifiable. Therefore, there exists a, b ∈ (0, 1) and λ0, ν0 ∈ P0 such that aµ1 + (1−
a)λ0 = bµ1 + (1− b)ν0, but a 6= b. Without loss of generality we can assume a > b. We now
have
aµ1 + (1− a)λ0 = bµ1 + (1− b)ν0
⇒ ν0 = (a−b)/(1−b)µ1 + (1−a)/(1−b)λ0 = (a−b)/(1−b)µ1 + (1− (a−b)/(1−b))λ0
Because (a−b)/(1−b) ∈ (0, 1) and λ0 ∈ P0, it follows that ν0 ∈ F(P0, µ1). Moreover, ν0 was
picked from P0. Therefore, F(P0, µ1) ∩ P0 contains ν0 and so is not empty, which is a
contradiction.
“ =⇒ ” Again, we give a proof by contradiction. Suppose F(P0, µ1) is identifiable, but
F(P0, µ1) ∩ P0 6= ∅. Let λ0 ∈ F(P0, µ1) ∩ P0. Because λ0 ∈ F(P0, µ1), there exists ν0 ∈ P0
and c ∈ (0, 1) such that λ0 = cµ1 + (1 − c)ν0. Let a ∈ (c, 1) and b = (a−c)/(1−c). As
a, b ∈ (0, 1) and ν0, λ0 ∈ P0, it follows that aµ1 + (1 − a)ν0, bµ1 + (1 − b)λ0 ∈ F(P0, µ1).
First, we can see that aµ1 + (1− a)ν0 = bµ1 + (1− b)λ0 because
bµ1 + (1− b)λ0 = bµ1 + (1− b)(cµ1 + (1− c)ν0)
= (b+ (1− b)c)µ1 + (1− b)(1− c)ν0
= (b(1− c) + c)µ1 + (1− b(1− c)− c)ν0
= aµ1 + (1− a)ν0 . a = b(1− c) + c.
Because a = b(1 − c) + c is a convex combination of b and 1, we know a ∈ (b, 1), giving
a > b and so a 6= b. Therefore aµ1 + (1 − a)ν0 = bµ1 + (1 − b)λ0, but (a, ν0) 6= (b, λ0). It
follows F(P0, µ1) is not identifiable, which is a contradiction.
[Proof of Theorem 1:] To prove Statement 2 we use Lemma 4. For any µ ∈ F(Pall0 , µ1),
we know there exists an α∗ ∈ (0, 1) such that A(µ, µ1,Pall0 ) = (0, α∗]. This means that
α∗ is a valid mixing proportion for mixture µ. Thus, there exists µ∗0 ∈ Pall0 such that
µ = α∗µ1 + (1 − α∗)µ∗0. To show that µ∗0 ∈ Q0, we need to show that µ∗0 /∈ F(Pall0 , µ1).
Using a proof by contradiction, assume µ∗0 ∈ F(Pall0 , µ1). For some a ∈ (0, 1) and λ0 ∈ Pall0 ,
µ∗0 = aµ1 + (1− a)λ0, giving
µ = α∗µ1 + (1− α∗)(aµ1 + (1− a)λ0)
= (α∗ + (1− α∗)a)µ1 + (1− α∗)(1− a)ν0
= (α∗ + (1− α∗)a)µ1 + (1− (α∗ + (1− α∗)a))λ0 . α = α∗ + (1− α∗)a
Therefore, α ∈ A(µ, µ1,Pall0 ) but α = α∗ + (1− α∗)a > α∗, which is a contradiction.
To prove Statement 1 we use Lemma 5.
Q0 ⊆ Pall0 ⇒ F(Q0, µ1) ⊆ F(Pall0 , µ1)
⇒ Q0 ∩ F(Q0, µ1) ⊆ Q0 ∩ F(Pall0 , µ1) = ∅.
Therefore, Q0 ∩ F(Q0, µ1) = ∅ and so by Lemma 5, F(Q0, µ1) is identifiable.
To prove that F(Q0, µ1) and F(Pall0 , µ1) contain the same set of mixtures, we need to
show that F(Q0, µ1) ⊆ F(Pall0 , µ1) and F(Pall0 , µ1) ⊆ F(Q0, µ1), where here we use ⊆ to
8
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mean contains a subset of the same unique probability measures. It is already clear that
F(Q0, µ1) ⊆ F(Pall0 , µ1) and F(Pall0 , µ1) ⊆ F(Q0, µ1) follows from Statement 2, because
any µ ∈ F(Pall0 , µ1) can be represented as a mixture of µ1 and some µ∗0 ∈ Q0 with α∗ giving
the mixing proportion.
To prove Statement 3 From statement 2, for some µ∗0 ∈ Q0,
αµ1 + (1− α)µ0 = α∗µ1 + (1− α∗)µ∗0
⇒ µ0 = (α∗−α)/(1−α)µ1 + (1− (α∗−α)/(1−α))µ∗0.
Because (α∗−α)/(1−α) ∈ (0, 1), µ0 ∈ F(Pall0 , µ1). Let a = maxA(µ0, µ1,Pall0 ) the maximum
proportion of µ1 in µ0, with corresponding λ0 ∈ Pall0 such that µ0 = aµ1 + (1− a)λ0. Then,
µ = αµ1 + (1− α)µ0
= αµ1 + (1− α)(aµ1 + (1− a)λ0)
= (α+ a− αa)µ1 + (1− α− a+ αa)λ0.
Because the choice of a ensures the maximum proportion on µ1 for representing µ0, λ0
cannot be expressed as a mixture containing µ1. Therefore,
α∗ = α+ a− αa = α+ (1− α)a
giving
α∗ − α = (1− α) maxA(µ0, µ1,Pall0 ) < maxA(µ0, µ1,Pall0 ).
3. Algorithm development
In this section, we formulate the estimation of the mixing proportion in terms of a new set
of parameters, β. We then develop an efficient algorithm by taking advantage of the special
optimization surface over α, elucidated by Theorem 3 and depicted in Figure 1.
Let X1 be an i.i.d. sample from the first component and X an i.i.d. sample from the
mixture. To approximate the mixture, a common approach is to use
fˆ(x) =
k∑
i=1
wiκi(x) wi ∈ (0, 1),
k∑
i=1
wi = 1, (4)
where κi’s are probability density functions (pdfs) or probability mass functions (pmfs).
For continuous random variables, for example, a typical setting is a multivariate Gaussian,
κi(x) ∝ exp(−‖x− xi‖22/σ2) with learned or predefined centers xi as in mixture models or
examples as centers as in kernel density estimation. For discrete random variables, the κi’s
could be multinomials.
To relate f1 to f , we similarly approximate f1 by re-weighting the kernels. To do so, we
introduce a vector-valued variable β = (β1, . . . , βk), where βi ∈ (0, 1], and define
h1(x|β) =
∑k
i=1 βiwiκi(x)∑k
i=1 βiwi
9
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and
h0(x|β) = fˆ(x)− (
∑k
i=1 βiwi)h1(x|β)
1−∑ki=1 βiwi =
∑k
i=1(1− βi)wiκi(x)∑k
i=1(1− βi)wi
giving
fˆ(x) =
(
k∑
i=1
βiwi
)
h1(x|β) +
(
1−
k∑
i=1
βiwi
)
h0(x|β). (5)
Notice that
∑k
i=1 βiwi ≤ 1 and, thus, h1(x|β) and h0(x|β) are pmfs for discrete x and pdfs
for continuous x. It follows that fˆ is a mixture with components h1(x|β) and h0(x|β), where
α =
∑k
i=1 βiwi. Intuitively, the βi’s are larger if f1 is more similar to f ; correspondingly,
the proportion
∑k
i=1 βiwi should be larger, because f1 accounts for more of f .
Our goal is to obtain an estimate for β with maximal
∑k
i=1 βiwi that minimizes the
KL-divergence to the true distributions, KL(f1||h1(·|β)) and KL(f ||fˆ); i.e., maximizes the
likelihood of h1(x|β) under sample X1 and the likelihood of fˆ(x) under sample X. Note that
fˆ(x) cannot be used in the likelihood function directly because it is not really a function
of β, as they algebraically cancel. Thus, we define h(x|β), similar to fˆ(x), obtained by
replacing h1(x|β) in Equation 5 by fˆ1(x), an estimate of f1 obtained from X1:
h(x|β) =
(
k∑
i=1
βiwi
)
fˆ1(x) +
(
1−
k∑
i=1
βiwi
)
h0(x|β). (6)
The combined log-likelihood of β under these models is
L(β|X,X1) = γL(β|X) + γ1L(β|X1) (7)
where
L(β|X1) =
∑
x∈X1
log h1(x|β)
L(β|X) =
∑
x∈X
log h(x|β)
and γ and γ1 are nonnegative coefficients. We will later explore two scenarios: (i) γ = γ1 = 1
that equally weights each example, and (ii) γ = 1/|X|, γ1 = 1/|X1| that equally weights each
sample. Since the weights do not influence the remainder of this section, we will simply
assume that γ = γ1 = 1.
There are two remaining issues for the problem specification: concavity and enforcing
the max-canonical form. First, although L(β|X) is concave, L(β|X1) might not be concave,
because
log h1(x|β) = log
k∑
i=1
βiwiκi(x)− log
k∑
i=1
βiwi
10
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has a concave first component and convex second component. Interestingly, however, as
described below, by enforcing the max-canonical form in our algorithm, we will be able to
avoid this issue.
Algorithm 1 The AlphaMax algorithm for class prior estimation.
Require: sample X,X1
Ensure: α∗
// Solve level-set optimization for the following set of α; for example,
c← [0.01, 0.02, . . . , 0.98, 0.99]
nα ← length(c)
for j = 1, . . . , nα do
`(j)← max∑k
i=1 βiwi=c(j)
L(β|X1, X)
end for
// Smooth ` using median of 2k-nearest neighbors; typically, k = 3
`smooth ← `
for j = k + 1, . . . , (nα − k) do
`smooth(j)← median(`(j − k), . . . , `(j + k))
end for
`← `smooth
// Scale ` between 0 and 1
`← (`−min(`))/(max(`)−min(`))
// Compute the difference between slopes before and after j using window win.
∆slope← 0
for j = win+ 1, . . . , nα − win do
slope-before(j)← slope of the linear fit to {c(j), `(j)}jj−win.
slope-after(j)← slope of the linear fit to {c(j), `(j)}j+winj .
∆slope(j)← slope-before(j)−slope-after(j)
end for
// Divide by 1− ` plus a small positive constant .
heuristic← ∆slope/(1−`+).
α∗ ← c(index-of-max(heuristic)).
We propose a novel algorithm to find β such that
∑
i βiwi = α
∗, using two steps. First,
we estimate the log-likelihood of α at several points cj ∈ (0, 1) by using
max∑k
i=1 βiwi=cj
L(β|X1, X).
By optimizing over level sets, we generate an optimization surface in terms of α, as suggested
in Figure 1. According to Theorem 1, the surface should have an initial flat region, until α∗;
then the likelihood should begin to deteriorate. The second step, therefore, is to identify
this point α∗ on this surface. For the first step, the constraint makes the convex part of the
11
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objective become a constant, resulting in a concave maximization
argmax∑k
i=1 βiwi=cj
L(β|X1, X) = argmax∑k
i=1 βiwi=cj
∑
x∈X1
log h1(x|β) +
∑
x∈X
log h(x|β)
= argmax∑k
i=1 βiwi=cj
∑
x∈X1
log
k∑
i=1
βiwiκi(x)− log cj +
∑
x∈X
log h(x|β)
= argmax∑k
i=1 βiwi=cj
∑
x∈X1
log
k∑
i=1
βiwiκi(x) +
∑
x∈X
log h(x|β).
For the second step, we identify the point where the slope changes the most. To improve
robustness of this step, we smoothed the curve using median values of closest k neighbors.
The full algorithm, referred to here as AlphaMax, is summarized in Algorithm 1.
4. Transformations that preserve α∗
In this section, we discuss one approach to practically learning on (high-dimensional) mul-
tivariate data. The approach consists of transforming the multivariate data to univariate
data in such a way that α∗ for the transformed data is unchanged. At first glance, this
transformation may seem unnecessary, as our class prior estimation algorithm is a generic
non-parametric approach.2 For example, to extend to structured data, kernel components
could be chosen to measure similarities for these objects. Despite this generality, practical
kernel density estimation under high-dimensional and/or structured data can be problem-
atic. There are curse-of-dimensionality issues with high-dimensional density estimation,
both in theory (Liu et al., 2007) and in practice (Scott, 2008). One strategy for high-
dimensional density estimation is to use product kernels (Cooley and MacEachern, 1998;
Liu et al., 2007). We propose to instead transform the multivariate data to univariate data
using a probabilistic classifier, taking advantage of the fact that we are in a classification set-
ting. Importantly, we can prove that this transformation preserves α∗ in Theorem 7; that is,
the class prior for this univariate data is equal to the class prior for the original multivariate
data. Once the data is transformed to univariate, we avoid the curse-of-dimensionality for
density estimation. Although we still have to deal with high-dimensional spaces in classifi-
cation, we can exploit a richer set of techniques to overcome these problems (Hastie et al.,
2001).
The procedure to obtain this univariate transformation reduces to a classification prob-
lem. We construct a training data set with all the mixture examples labeled as class 0 and
component examples as class 1. The classifier trained on this data set approximates the
probability that x is labeled. These probability values comprise the transformed univariate
data set.
To show that this approach preserves α∗, we outline a set of probabilistic assumptions.
Let X be the random variable distributed according to the mixture f and Y be the unob-
served random variable giving the label of the component from which X was generated.3
2. Radial basis function networks are universal approximators (Park and Sandberg, 1991) and kernel density
estimators are consistent for any density (Scott, 1979).
3. Note the abuse of notation; previously, we used X to indicate the mixture sample but in this Section we
temporarily override this notation.
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Select for
labeling
Input
Unlabeled
Success of
labeling
Positive
labels
Dropped
no S = 0
yes yes
S = 1
no S = 2
Figure 2: The implicit labeling procedure, with S 2 {0, 1, 2}. In the first step, the sample
is randomly selected to attempt labeling, with some probability independent of
↵. If it is not selected, it is added to the “Unlabeled” set. If it is selected, then
labeling is attempted. If the true label is Y = 0, then the attempted labeling will
fail, and x is added to the “Dropped” set. If the true label is Y = 1, then with
some probability (again independent of ↵) the labeling will succeed, and x will be
added to “Positive labels”; otherwise, labeling fails and x is added to “Dropped”.
Let S 2 {0, 1, 2} be a selection random variable, whose value determines the sample to
which X is added. When S = 1, X is added to the component sample; when S = 0, X is
added to the mixture sample; and when S = 2, X is not added to either of the samples.
This procedure is demonstrated in Figure ??.
The following assumptions on S are required so that the mixture sample and the com-
ponent sample have the correct distribution
p(X = x|S = 0) = p(X = x)
p(X = x|S = 1) = p(X = x|Y = 1), (8)
where p(X = x) = f(x) and p(X = x|Y = 1) = f1(x), but we use the more general notation
to incorporate random variable S. Moreover f , being a non-trivial mixture, imposes the
following constraints on X and Y .
p(Y = 1) 6= 0
p(X = x|Y = 1) 6= p(X = x). (9)
We emphasize that it is impossible to satisfy conditions from ?? and ?? when S = 2 is
independent of X, as shown by the following corollary. In other words, the probability
that a point in the mixture’s support remains unsampled varies with the point in question.
Moreover, as shown by the corollary, it also implies that p(S = 2) 6= 0; i.e., S cannot be
defined in a way that allows all points from the mixture population to be sampled. This is
a subtle but important result as the the assumptions from ?? have been made previously
(?), with a random variable that only takes two values {0, 1}. Unfortunately, this leads to
inconsistent assumptions.
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Figure 2: The implicit labeling procedure, with S ∈ {0, 1, 2}. In the first step, the sample
is randomly selected to attempt labeling, with some probability independent of
α. If it is not selected, it is added to the “Unlabeled” set. If it is selected, then
labeling is attempted. If the true label is Y = 0, then the attempted labeling ill
fail, and x is added to the “Dropped” set. If the true label is Y = 1, then with
some probability (again independent of α) the labeling will succeed, and x will be
added to “Positive labels”; otherwise, labeling fails and x is added to “Dropped”.
Let S ∈ {0, 1, 2} be a selection random variable, whose value determines the sample to
which X is added. When S = 1, X is added to the component sample; when S = 0, X is
added to the mixture sample; and when S = 2, X is not added to either of the samples.
This procedure is demonstrated in Figure 2.
The following assumptions on S are required so that the mixture sample and the com-
ponent sample have the correct distribution
p(X = x|S = 0) = p(X = x)
p(X = x|S = 1) = p(X = x|Y = 1), (8)
where p(X = x) = f(x) and p(X = x|Y = 1) = f1(x), but we use the more general notation
to incorporate random variable S. Moreover f , being a non-trivial mixture, imposes the
following constraints on X and Y .
p(Y = 1) 6= 0
p(X = x|Y = 1) 6= p(X = x). (9)
We emphasize that it is impossible to satisfy conditions from Equation 8 and Equation 9
when S = 2 is independent of X, as shown by the following corollary. In other words,
the probability that a point in the mixture’s support remains unsampled varies with the
point in question. Moreover, as shown by the corollary, it also implies that p(S = 2) 6= 0;
i.e., S cannot be defined in a way that allows all points from the mixture population to
be sampled. This is a subtle but important result as the the assumptions from Equation 8
have been made previously (Phillips et al., 2009), with a random variable that only takes
two values {0, 1}. Unfortunately, this leads to inconsistent assumptions.
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Proposition 6 For random variables X, Y and S defined above, if the conditions from
Equation 8 are satisfied, then S = 2 is dependent on X. Moreover, p(S = 2) 6= 0.
Proof
p(S = 2|X = x) = 1− p(S = 0|X = x)− p(S = 1|X = x)
= 1− p(S = 0)− p(X = x|S = 1)
p(X = x)
p(S = 1)
(because S = 0 and X are independent from Equation 8)
= 1− p(S = 0)− p(X = x|Y = 1)
p(X = x)
p(S = 1) (from Equation 8)
The probability p(S = 2|X = x) is independent of x only if p(X=x|Y=1)/p(X=x) is a constant
with respect to x. However, such a constant can only be 1, which is inconsistent with Equa-
tion 9. To see why this constant can only be 1, assume p(X=x|Y=1)/p(X=x) = c. Integrating
over x on both sides gives
∫
X p(X = x|Y = 1)dx = c
∫
X p(X = x)dx. Since both integrals
are 1, it follows that c = 1. Therefore, S = 2 is not independent of X.
To prove p(S = 2) 6= 0 we give a proof by contradiction: p(S = 2) = 0 implies that
p(S = 2|X = x) = 0, which further implies S = 2 is independent of X. However, this is not
possible as shown above, hence the contradiction.
We now define a transformation that preserves the mixing proportion, ensuring that the
α∗ for the transformed (univariate) data is equal to the α∗ for the original (multivariate)
data. In the following theorem, we prove that the probabilistic classifier
τ(x) = p(S = 1|X = x, S ∈ {0, 1}) (10)
preserves α∗. This theorem references a later more general theorem for other univariate
transforms. We focus on this transformation because it is a concrete, useful example.
Moreover, once α∗ (i.e., p(Y = 1)) is estimated, τ can be used to obtain a traditional
classifier because it gives an estimate of p(Y = 1|X = x), as stated in the theorem. For
this theorem, we assume that X is a continuous random variable with a pdf, for simplicity
of presentation. This assumption can be generalized to discrete or mixed random variables,
with slightly more cumbersome notation.
Theorem 7 (α∗-preserving transformation) Let X,Y, S be the random variables de-
fined above under the dependence assumptions in Equation 8. Assume X is a continuous
random variable with pdf f and let X1 be the random variable corresponding to the first
component in the mixture with pdf f1. Let µ and µ1 be the corresponding measures. Let
τ(x) = p(S = 1|X = x, S ∈ {0, 1}). Then the random variables τ(X) and τ(X1), with
measures ν and ν1, have the same mixing proportion
α∗ = inf R(µ, µ1) = inf R(ν, ν1).
and so τ is an α∗-preserving transformation.
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Moreover, τ can then also be used for classification because
p(Y = 1|X) = cp(Y = 1)τ(X)
1− τ(X)
where c = p(S=0)/p(S=1) and τ(x) = f1(x)(f1(x) + cf(x))
−1 < 1 for all x ∈ X .
Proof Let
τd(x) =
{
f(x)/f1(x) if f1(x) > 0
∞ if f1(x) = 0.
To prove that τ is α∗-preserving, we simply need to prove that τ satisfies the conditions of
Theorem 9 (proved below); i.e., that τ is the composition of a one-to-one function and τd.
τ(x) =
p(S = 1, X = x, S ∈ {0, 1})
p(X = x, S ∈ {0, 1})
=
p(S = 1, X = x)
p(X = x, S = 0) + p(X = x, S = 1)
=
p(X = x|S = 1)p(S = 1)
p(X = x|S = 0)p(S = 0) + p(X = x|S = 1)p(S = 1)
=
p(X = x|Y = 1)p(S = 1)
p(X = x)p(S = 0) + p(X = x|Y = 1)p(S = 1) (applying Equation 8)
=
1
1 + p(S=0)p(S=1)
p(X=x)
p(X=x|Y=1)
=
1
1 + c p(X=x)p(X=x|Y=1)
(11)
=
1
1 + cτd(x)
Therefore, τ satisfies the conditions of Theorem 9, because it is a composition τ = H ◦ τd,
with one-to-one function H(z) = (1 + cz)−1. Rearranging terms in (11), we can further see
that
τ(x) =
1
1 + c f(x)f1(x)
= f1(x)(f1(x) + cf(x))
−1.
For the second claim, again starting at (11), we get the following by using Bayes rule
τ(x) =
1
1 + c p(X=x)p(X=x|Y=1)
=
1
1 + c p(Y=1)p(Y=1|X=x)
. (12)
Rearranging Equation 12,
p(Y = 1|X = x) = cp(Y = 1)τ(x)
1− τ(x) .
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The constant c can be estimated by dividing the size of the mixture sample by the size
of the component sample.
4.1 General theorem for univariate transforms
In this section, we prove a more general theorem about univariate transforms, with condi-
tions on the transform which we above showed that τ satisfies. First, we will prove that
any transform τ gives an α∗τ in the transformed space that is an upper bound on the α∗ in
the original space. Then we will show the conditions on τ that ensure the α∗ are equal in
the two spaces.
Lemma 8 Let X and X1 be random variables with measures µ and µ1 respectively, satis-
fying µ ∈ F(Pall0 , µ1). Let τ be any function defined on X , and ν, ν1 the measures for the
random variables τ(X), τ(X1) respectively for σ-algebra Aτ . Let
α∗ = infR(µ, µ1)
α∗τ = infR(ν, ν1).
Then α∗τ ≥ α∗.
Proof First, there is a corresponding random variable X0 with measure µ0 such that
µ = α∗µ1 + (1− α∗)µ0.
For Z ∼ Bernoulli(α∗) (independent of X,X0 and X1), it is easy to show that X =
ZX1 + (1− Z)X0. Therefore,
τ(X) = τ(ZX1 + (1− Z)X0)
=
{
τ(X1) when Z = 1
τ(X0) when Z = 0
= Zτ(X1) + (1− Z)τ(X0).
Thus τ(X) is a mixture containing τ(X1), τ(X0) with α
∗ as the mixing proportion. In other
words ν = α∗ν1 + (1−α∗)ν0. For any A ∈ Aτ such that ν1(A) > 0, since ν0(A) ≥ 0, we get
ν(A)/ν1(A) ≥ α∗. Since this is true for any ν0(A) ≥ 0, we get α∗τ = inf R(ν, ν1) ≥ α∗.
Now to get equality, we propose the following transformation: τ = H ◦ τd, where H is a
one-to-one function and
τd(x) =
{
f(x)/f1(x) if f1(x) > 0
∞ if f1(x) = 0.
Theorem 9 Let X and X1 be random variables with pdfs f and f1 and measures µ and µ1
respectively, satisfying µ ∈ F(Pall0 , µ1). For R
+
= R+ ∪ {0,∞} and an abstract space Xτ ,
given any one-to-one function H : R+ → Xτ , define function τ : X → Xτ
τ = H ◦ τd.
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Let ν and ν1 be the measures for the random variables τ(X), τ(X1) respectively for σ-algebra
Aτ on Xτ . Let
α∗ = infR(µ, µ1)
α∗τ = infR(ν, ν1).
Then α∗τ = α∗.
Proof Lemma 8 already proves that α∗τ ≥ α∗. Therefore, we simply need to prove that
α∗τ ≤ α∗.
Part 1: First, we define a set B ∈ A such that µ(B) ≤ (α∗ + )µ1(B) for any  > 0.
Let T ⊆ R+ be the range of τd. Let T = T ∩ [α∗, α∗ + ) for some  > 0. Notice first that
T 6= ∅ because there exist x ∈ X with f1(x) > 0 such that τd(x) = f(x)/f1(x) ≤ α∗ + 
(using α∗ = inf{f(x)/f1(x) : x ∈ X , f1(x) > 0} from Lemma 4). Let B be the inverse image
of T under τd
B =
{
x ∈ Rd : τd(x) ≤ α∗ + , f1(x) > 0
}
.
Thus for all x ∈ B, f(x) ≤ (α∗ + )f1(x). Integrating over B,
µ(B) =
∫
B
f(x)dx ≤ (α∗ + )
∫
B
f1(x)dx = (α
∗ + )µ1(B). (13)
Part 2: Now we show that µ1(B) > 0. Because α
∗ = inf R(µ, µ1), for a given  > 0,
there exists A such that µ1(A) > 0 and µ(A)/µ1(A) < α
∗ + . Let A0 = B ∩A.
For all x ∈ A0 , f(x) < (α∗ + )f1(x). Integrating over A0 on both the sides, we
get
∫
A0
f(x)dx < (α∗ + )
∫
A0
f1(x)dx. Thus µ
(
A0
)
< (α∗ + )µ1
(
A0
)
. Similarly, for all
x ∈ A \A0 , f(x) ≥ (α∗ + )f1(x) and consequently, µ
(
A \A0
) ≥ (α∗ + )µ1(A \A0).
Suppose µ1
(
A0
)
= 0. It follows that µ
(
A0
)
= 0 and consequently,
µ(A) = µ
(
A0
)
+ µ
(
A \A0
)
= µ
(
A \A0)
≥ (α∗ + )µ1
(
A \A0
)
= δ
(
µ1
(
A \A0
)
+ µ1
(
A0
))
(because µ1
(
A0
)
= 0)
= δµ1(A)
This contradicts the given statement. Hence µ1
(
A0
)
> 0. Because A0 ⊆ B, it follows that
µ1(B) > 0 as well.
Part 3: Now we show that inf R(λ, λ1) ≤ α∗, where λ, λ1 are probability measures
induced by µ, µ1, respectively, under τd. Because B is the inverse image of T under τd,
λ(T) = µ(B) and λ1(T) = µ1(B). Hence λ(T) ≤ (α∗ + )λ1(T) and λ1(T) > 0. Now,
because (α∗ + ) ≥ λ(T)/λ1(T) ∈ R(λ, λ1), inf R(λ, λ1) ≤ α∗ + . This is true for all  > 0.
Thus inf R(λ, λ1) ≤ α∗.
Part 4: Finally, we show that α∗τ ≤ α∗. Because ν, ν1 are probability measures in-
duced by µ, µ1, respectively, under the transformation τ = H ◦ τd, λ, λ1 also induce ν, ν1,
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respectively, under H. Let H(T) = T1. Because H is one-to-one, T is the inverse im-
age of T1 and ν(T1) = λ(T), ν1(T1) = λ1(T). Now, because ν1(T1) = λ1(T) > 0 and
(α∗ + ) ≥ λ(T)/λ1(T) = ν(T1)/ν1(T1) ∈ R(ν, ν1), α∗τ = inf R(ν, ν1) ≤ α∗ + . This is true for
all  > 0. Thus α∗τ ≤ α∗.
5. Related work
The problem of class prior estimation appears in a variety of forms and learning contexts.
Early classification approaches generally operated under the umbrella of sample selection
bias theory (Heckman, 1979; Cortes et al., 2008), where class priors but not the class-
conditional distributions differ among labeled and unlabeled data. These methods assume
the existence of both positives and negatives in the labeled set and estimate class pri-
ors using various forms of iterative learning (Latinne et al., 2001; Vucetic and Obradovic,
2001; Saerens et al., 2002). Interestingly, the expectation-maximization (EM) approach
by Latinne et al. (2001) and Saerens et al. (2002) can be reformulated as minimization of
Kullback-Leibler distance between labeled and unlabeled data (du Plessis and Sugiyama,
2012), resulting in a convex objective. This formulation further allows distribution match-
ing to be generalized to other distance functions, such as the Pearson divergence (Pearson,
1900).
The positive-unlabeled scenario was specifically considered by Elkan and Noto (2008)
and Phillips et al. (2009) who investigated the relationship between traditional classifiers
(between positive and negative data) and non-traditional classifiers (between labeled and
unlabeled data). Assuming that a non-traditional classifier can learn the posterior probabil-
ity that a data point is labeled, Elkan and Noto (2008) proposed estimators for class priors
in the unlabeled data. This approach, however, holds strictly only for class-conditional dis-
tributions with disjoint supports; see derivation for g(x) on p. 214 in Elkan and Noto (2008).
Their strategy can similarly be reformulated as minimization of the Pearson divergence be-
tween labeled data scaled by the unknown class prior and unlabeled data (du Plessis and
Sugiyama, 2014). This partial distribution matching leads to a compact solution, although
it still requires a non-linear fitting step (du Plessis and Sugiyama, 2014). Nevertheless,
these methods are equivalent in that they minimize the same objective. Another work from
this group of methods uses the principles of the EM algorithm to maximize the conditional
likelihood of a logistic regression model (Ward et al., 2009). Ward et al. (2009) also provide
restrictive conditions that ensure identifiability of class priors and investigate the variance
of estimates.
Scott and Blanchard (2009) and Blanchard et al. (2010) provide an extensive theoretical
treatment of the subject. Two of their results are particularly relevant for our work: (i)
They provide a general non-identifiability result that applies to any probability distribution
and also show the existence of α∗ (Blanchard et al., 2010). However, as mentioned earier,
they do not specifically identify A(µ, µ1,Pall0 ) as an interval and recognize its relevance for
developing practical estimators. (ii) They propose an estimator for 1 − α∗ as an infimum
over a set of functions. This is a theoretically important result, although to our knowledge
this estimator does not lead to an algorithm to compute α∗ in practice. These results have
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been recently extended to the cases of classification with asymmetric label noise (Scott
et al., 2013).
Estimation of class priors can also be seen as an instance of parameter learning in
two-component mixture models. Here, an extensive and well-studied group of algorithms
is available, predominantly based on the EM algorithm (Dempster et al., 1977) and its
many variants (McLachlan and Peel, 2000). The identifiability of finite mixtures has been
thoroughly studied; e.g., see Yakowitz and Spragins (1968) and Tallis and Chesson (1982).
Using samples from both the mixture and component one simplifies the estimation problem;
to our knowledge, however, solutions can only be generalized to parametric families. The
unsupervised view is attractive because it also ties class prior estimation with hypothesis
testing and false discovery rate estimation in statistics (Storey and Tibshirani, 2003; Geurts,
2011; Ghosal and Roy, 2011).
A number of additional supervised approaches have been proposed to address the prob-
lems of learning from positive and unlabeled data. Generally, however, most authors are
primarily interested in improving accuracy of traditional classification models (Denis, 1998;
Liu et al., 2003; Lee and Liu, 2003; Yu et al., 2004; Zhang and Lee, 2005). Various other
forms of one-class classification methods and outlier detection can also be used for learning
and inference, although the evidence suggests that these strategies are generally inferior
(Manevitz and Yousef, 2001). In summary, this variety of approaches suggests deep connec-
tions between class prior estimation, hypothesis-testing (Storey and Tibshirani, 2003; Scott
and Nowak, 2005; Geurts, 2011; Beana et al., 2013), learning from positive and unlabeled
data (Elkan and Noto, 2008), and cost-sensitive learning (Elkan, 2001; du Plessis et al.,
2014).
6. Empirical investigation
In this section, we investigate the practical properties of our approach to estimating the
mixing proportion in a controlled, synthetic setting, and subsequently on real-life data.
6.1 Experiments on synthetic data
We explore the impact of the mixing proportion, the separation between the mixing com-
ponents, and the size of the component sample on the accuracy of estimation. In all experi-
ments, α was varied from {0.05, 0.25, 0.50, 0.75, 0.95}, the size of the component sample X1
was varied from {100, 1000}, whereas the size of the mixture sample X was fixed at 10000.
For each set of parameters, α was estimated 50 times from a randomly generated data set.
A two-sample t-test was used to estimate the statistical significance that one algorithm was
a better estimator than another. A P-value threshold of 0.05 and the Bonferroni correction
were used to declare an algorithm a winner over all other algorithms.
Data sets: The univariate data was generated from the mixture of two unit-variance
Gaussian distributions and from two unit-scale Laplace distributions, with varying means
(∆µ ∈ {1, 2, 4}) in both settings. In the multivariate case, we used the waveform data
generator (Breiman et al., 1984) adjusted for binary classification (d = 21) and have con-
structed a ten-dimensional sphere of radius one inscribed into a cube with a side of length
four, with near-uniformly generated positive (inside the sphere) and negative (outside the
sphere) samples (d = 10). To apply our model, we have initially trained a binary classifier
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between positive and unlabeled data and used the distributions of its predictions (through
cross-validation) to construct samples X1 and X. These univariate samples were subse-
quently provided to our estimator of mixing proportions.
6.2 Experiments on real-life data
We downloaded twelve real-life data sets from the UCI Machine Learning Repository (Lich-
man, 2013). If necessary, categorical features were transformed into numerical using sparse
binary representation, the regression problems were transformed into classification based on
the mean of the target variable, and the multi-class classification problems were converted
into binary by combining original classes. In each data set, a subset of 1000 positive exam-
ples (or 100 for smaller data sets) was randomly selected to provide a sample X1 while the
remaining data (without class labels) were used as unlabeled data (sample X). The true
class prior corresponded to the fraction of positives in sample X. Note that this experi-
ment differs from the setup by Elkan and Noto (2008) in that we use X to to define true
class prior, whereas Elkan and Noto use the fraction of positives in X ∪X1. We made an
appropriate conversion to obtain comparable results.
Each experiment was repeated 50 times for a random selection of 1000 positives from the
original data set, except for the four smaller data sets where it was set to 100. The maximum
data set size was limited at 10000 for the large data sets; in each such case, the positive
and negative examples were sampled in a stratified manner. As in the case of synthetic
data, a binary classifier between positive and unlabeled data was used to provide univatiate
distributions of prediction scores to construct samples X1 and X. These univariate samples
were subsequently provided to our estimator.
6.3 Algorithms
We compared AlphaMax to two known algorithms for estimating the mixing proportion
and two baseline algorithms suggested by Lemma 4. The first algorithm includes Gaussian
mixture models (GMM), trained using expectation-maximization (EM). The GMM algo-
rithm was used on X, while X1 was used to select the mixing proportion between α and
1−α based on the distance between the inferred means to the centroid of X1. In the case of
multivariate data, we first applied the multivariate-to-univariate transformation and then
used GMM to infer class priors. We refer to this algorithm as transformed GMM (GMM-T)
to distinguish it from the GMM that would be directly applied to multivariate data. The
second algorithm includes the Elkan-Noto method (Elkan and Noto, 2008). There are two
potential variants of the Elkan-Noto estimator: the main estimator as described in Eq. 4 in
(Elkan and Noto, 2008) and the alternative estimator. Each of these estimators can work
with three different estimates of the probability p(S = 1|Y = 1), referred to as e1, e2, and
e3 in (Elkan and Noto, 2008), and each of these estimators can use any classifier to learn
p(S = 1|x). We have tested a bagged ensemble of 100 two-layer feed-forward neural net-
works, each with five hidden units, and a support vector machine with a quadratic kernel
and Platt’s post-processing (Platt, 1999). These models performed similarly well; thus, we
only report the results corresponding to the neural network ensembles. In addition, since
estimator e3 was significantly inferior to e1 and e2, and since e1 was slightly better than
e2 in performance, we only report the results for the e1 estimator. Finally, the alternative
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estimator had a better performance than the main estimator. Therefore, the results for the
Elkan-Noto algorithm correspond to the alternative estimator using an ensemble of neural
networks and the e1 estimate of p(S = 1|Y = 1). The algorithm proposed by du Plessis and
Sugiyama (2014) minimizes the same objective as the e1 estimator and, thus, was not used
in our experiments. Note that the Elkan-Noto algorithm may output class priors greater
than 1, which can occur when the posterior probability p(S = 1|x) is not accurately learned.
In the case of AlphaMax, we estimated the densities using histograms. The bin-width was
chosen to cover the component sample’s (after the transformation) range and reveal the
shape of its distribution, using the default option in Matlab’s histogram function. More
bins with the same bin-width were subsequently added to cover the mixture sample’s range.
We explored two combinations of coefficients (γ, γ1) as specified in Equation 7. The combi-
nation (1/|X|, 1/|X1|) resulted in slightly better performance than (1, 1); thus, we only present
the results when the mixture sample and the component sample were equally weighted.
The two baseline algorithms follow from the insights about α∗ derived in Lemma 4. The
first, which we call the pdf ratio approach, uses the fact that α∗ = inf R(f, f1), suggesting the
approximation αˆ = minxi∈X1 fˆ(xi)/fˆ1(xi). The second, which we call the cdf based approach,
uses the fact that α∗ can be approximated using the cdf F of f and the cdf F1 of f1. To
see why, consider the function (f−αf1)/1−α. This function is a pdf, provided the numerator
is nonnegative, because it integrates to 1. The numerator is nonnegative for α ≤ α∗ but
not for α > α∗. Consequently, α∗ is the largest value for which (F−αF1)/(1−α) is a cdf.
Finding this α∗ corresponds to finding the largest α for which F − αF1 is nonnegative and
non-decreasing. To execute this search, we obtain estimates of the cdfs, F̂1 and F̂ , and
discretize the problem by using only the values of F̂ − αF̂1 evaluated on the sample from
the component. To check for the non-decreasing property, we apply the first finite difference
operator on these values to check if the result is nonnegative. The results corresponding to
these estimators are provided in Tables 5-7 at the end of this Section.
To find the optimal β for each level set in Algorithm 1, we used an interior-point method.
The implementation for the minimizer was fmincon in Matlab. The AlphaMax level set
optimization is quite simple, with a linear equality constraint and a concave maximization.
Consequently, we found that the other optimization approaches we explored, including
LBFGS, did not provide any gains. We would like to mention that, at times, we observe
uncharacteristically small log-likelihood for the optimal β returned by the optimization rou-
tine because of numerical instability; this happens only when mixing proportions approach
0. We correct the log-likelihoods by imposing the constraint that the log-likelihood should
be non-increasing with respect to the mixing proportion, which is consistent with the theory.
6.4 Results
In Table 2 we show mean absolute error from the true mixing proportion over the Gaussian
and Laplace data sets and multiple parameter values. We varied the value of the mixing
proportion as well as the size of the component sample and compared AlphaMax, Elkan-
Noto, and GMM algorithms. The performance of all three methods was good, with methods
generally having more difficulties on poorly separated component distributions, particularly
for the small size of the component sample. Since all data sets were univariate, in some
cases with well-separated components, we did not expect AlphaMax to outperform other
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algorithms. This is particularly the case for the data sets containing mixtures of Gaussian
distributions for which the EM algorithm was designed for. Nevertheless, the results provide
evidence that AlphaMax performs well on data sets with low separation between mixing
components.
In Figure 3, we visualize the variance of estimates by providing box plots over a set
of data sets and true mixing proportions. Figure 3 also shows the log-likelihood plots
on a random selection of one of the 50 data sets. As mentioned earlier, the log-likelihood
functions were used by our automated procedure to identify the inflection point; i.e., a point
at the end of the initial flat region. Although the development of an automated procedure
is important, we observe that these log-likelihood plots readily provide a useful tool for
practitioners to visually select the mixing proportion and gain insight into the reliability of
the estimate. We anticipate that these plots might be preferred in settings where a single
data set is considered.
Table 3 and Figure 4 show the performance over two synthetic data sets in which the
true mixing proportion was systematically varied. The results suggest sensitivity of all
estimation procedures for small component samples and generally good performance for
large component samples. The strong performance of both Elkan-Noto and GMM-T models
is similarly expected since the data sets show good separation between positive and negative
examples, resulting in very high areas under the ROC curve (not shown). The results on
these synthetic data sets suggest that the multivariate-to-univariate transformation did not
negatively influence AlphaMax and GMM algorithms.
Finally, Table 4 shows the mean absolute error from the true mixing proportion over
twelve real-life data sets from the UCI Machine Learning Repository. Here, AlphaMax out-
performed the remaining methods on ten data sets, of which eight results were statistically
significant. Figures 5-6 additionally show the box plots for AlphaMax, Elkan-Noto, and
GMM-T methods, as well as the log-likelihood plots for AlphaMax. All results provide evi-
dence of the strong potential of AlphaMax for accurate estimation of class priors in real-life
situations.
7. Conclusions
This work was motivated by the problem of estimating the fraction of positive examples in
unlabeled data given a sample of positive examples and a sample of unlabeled data. We
formulate this estimation problem as parameter learning of two-component mixture models.
In this general setting, we provide theoretical analysis of the identifiability conditions and
use it to develop efficient algorithms for non-parametric estimation of mixing proportions.
In addition, we address the problem of density estimation in high-dimensional samples by
developing class prior-preserving transformations that map the original multivariate data to
univariate samples. We applied our algorithms on univariate and multivariate samples and
compared them favorably with state-of-the-art supervised and unsupervised procedures.
There are several possibilities for extending this work that could lead to further improve-
ments in the quality of estimates. These include optimization regularizers that would favor
larger α, more sophisticated kernel-density estimation, a development of better heuristics
for the detection of the inflection point (e.g. via derivative estimation) in the log-likelihood
plots, as well as development of estimates of the reliability of the identified mixing propor-
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Figure 3: Box plots and log-likelihood plots for the two unit-variance Gaussian distribu-
tions and two unit-scale Laplace distributions, with the separation of means
∆µ = 1. Each row corresponds to a different mixing proportion α ∈
{0.05, 0.25, 0.50, 0.75, 0.95}. The box plots show the performance of AlphaMax,
Elkan-Noto, and GMM algorithms, where AlphaMax and Elkan-Noto were shown
when |X1| = 100 and |X1| = 1000, top to bottom. The log-likelihood plots il-
lustrate the selection of inflection points by AlphaMax for one randomly selected
example from the panel left to it. The red dashed line in each plot shows the
true mixing proportion, whereas the black dashed line in the log-likelihood plots
shows the mixing proportion selected in that particular example.
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Figure 4: Box plots and log-likelihood plots for the Ball-in-box data set (d = 10) and
Waveform data set (d = 21). Each row corresponds to a different mixing pro-
portion α ∈ {0.05, 0.25, 0.50, 0.75, 0.95}. The box plots show the performance of
AlphaMax, Elkan-Noto, and GMM algorithms, where AlphaMax and Elkan-Noto
were shown when |X1| = 100 and |X1| = 1000, top to bottom. The log-likelihood
plots illustrate the selection of inflection points by AlphaMax for one randomly
selected example from the panel left to it. The red dashed line in each plot shows
the true mixing proportion, whereas the black dashed line in the log-likelihood
plots shows the mixing proportion selected in that particular example.
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Figure 5: Box plots and log-likelihood plots for six data sets from the UCI Machine Learning
Repository: Bank, Concrete, Gas, Housing, Landsat, and Mushroom. The box
plots show the performance of AlphaMax, Elkan-Noto, and GMM-T algorithms.
The log-likelihood plots illustrate the selection of inflection points by AlphaMax
for one randomly selected example from the panel above it. The red dashed line
in each plot shows the true mixing proportion, whereas the black dashed line in
the log-likelihood plots shows the mixing proportion selected in that particular
example.
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Figure 6: Box plots and log-likelihood plots for six data sets from the UCI Machine Learning
Repository: Pageblock, Pendigit, Pima, Shuttle, Spambase, and Wine. The box
plots show the performance of AlphaMax, Elkan-Noto, and GMM-T algorithms.
The log-likelihood plots illustrate the selection of inflection points by AlphaMax
for one randomly selected example from the panel above it. The red dashed line
in each plot shows the true mixing proportion, whereas the black dashed line in
the log-likelihood plots shows the mixing proportion selected in that particular
example.
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Table 2: Mean absolute difference between estimated and true mixing proportion over a
selection of true mixing proportions and the following data sets: N = Gaussian
with ∆µ ∈ {1, 2, 4}, L = Laplace with ∆µ ∈ {1, 2, 4}. Statistical significance was
evaluated by comparing the AlphaMax method, the Elkan-Noto algorithm, and
the Gaussian Mixture Model (GMM). The bold font type indicates the winner
and the asterisk indicates statistical significance.
Data
AlphaMax Elkan-Noto GMM
α 100 1000 100 1000 100 1000
N
(∆µ = 1)
0.050 0.154* 0.149* 0.465 0.463 0.261 0.378
0.250 0.166 0.177 0.485 0.435 0.230 0.137*
0.500 0.178* 0.213 0.400 0.352 0.265 0.133*
0.750 0.201 0.102* 0.279 0.205 0.246 0.156
0.950 0.262 0.119 0.126* 0.051* 0.277 0.165
N
(∆µ = 2)
0.050 0.028 0.028 0.105 0.136 0.014* 0.011*
0.250 0.077 0.073 0.178 0.164 0.037* 0.019*
0.500 0.090 0.078 0.211 0.156 0.058* 0.030*
0.750 0.086 0.062 0.201 0.112 0.106 0.034*
0.950 0.216 0.050 0.112 0.037 0.121 0.036
N
(∆µ = 4)
0.050 0.004 0.004 0.011 0.013 0.002* 0.001*
0.250 0.016 0.005 0.032 0.018 0.005* 0.002*
0.500 0.021 0.006 0.063 0.022 0.007* 0.003*
0.750 0.041 0.013 0.107 0.016 0.008* 0.003*
0.950 0.171 0.015 0.103 0.013 0.017* 0.002*
L
(∆µ = 1)
0.050 0.234* 0.261* 0.404 0.390 0.634 0.666
0.250 0.205* 0.219* 0.404 0.361 0.379 0.396
0.500 0.174* 0.167* 0.370 0.297 0.366 0.404
0.750 0.224 0.087* 0.275 0.187 0.245 0.235
0.950 0.467 0.171 0.123* 0.051* 0.398 0.186
L
(∆µ = 2)
0.050 0.080 0.071 0.124 0.120 0.059 0.011*
0.250 0.086 0.080 0.164 0.128 0.057* 0.061*
0.500 0.074* 0.068* 0.198 0.119 0.235 0.205
0.750 0.059* 0.050* 0.204 0.088 0.198 0.177
0.950 0.229 0.040 0.127 0.041 0.106 0.034
L
(∆µ = 4)
0.050 0.004* 0.004* 0.016 0.020 0.015 0.014
0.250 0.014 0.009* 0.040 0.026 0.010 0.012
0.500 0.028 0.014 0.087 0.028 0.009* 0.005*
0.750 0.038 0.009 0.140 0.026 0.013* 0.003*
0.950 0.194 0.014 0.126 0.015 0.073* 0.074
tion. Finally, extensions of this methodology to noisy and biased data will be subject of
our future work.
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Table 3: Mean absolute difference between estimated and true mixing proportion over a
selection of true mixing proportions and the following data sets: W = waveform,
and B = ball in the box. Statistical significance was evaluated by comparing the
AlphaMax method, the Elkan-Noto algorithm, and the Gaussian mixture model
after applying multivariate-to-univariate transforms (GMM-T). The bold font type
indicates the winner and the asterisk indicates statistical significance.
Data
AlphaMax Elkan-Noto GMM-T
α 100 1000 100 1000 100 1000
B
0.050 0.004* 0.004 0.029 0.021 0.024 0.004
0.250 0.022 0.027 0.067 0.033 0.024 0.002*
0.500 0.027 0.014 0.110 0.040 0.036 0.001*
0.750 0.126 0.017 0.142 0.039 0.214 0.003*
0.950 0.392 0.030 0.104 0.024 0.021* 0.019
W
0.050 0.004* 0.004* 0.059 0.059 0.057 0.147
0.250 0.088* 0.038* 0.316 0.106 0.468 0.097
0.500 0.259* 0.050 0.573 0.126 0.450 0.048
0.750 0.379 0.052 0.779 0.121 0.210* 0.087
0.950 0.412 0.261 0.688 0.049 0.015* 0.059
Table 4: Mean absolute difference between estimated and true mixing proportion over
twelve data sets from the UCI Machine Learning Repository. Statistical signif-
icance was evaluated by comparing the AlphaMax method, the Elkan-Noto algo-
rithm, and the Gaussian mixture model after applying multivariate-to-univariate
transforms (GMM-T). The bold font type indicates the winner and the asterisk
indicates statistical significance. For each data set, shown are the true mixing pro-
portion (α), the dimensionality of the sample (d), the number of positive examples
(n1), and the total number of examples (n).
Data set α d n1 n AlphaMax Elkan-Noto GMM-T
Bank 0.095 13 5188 45000 0.105* 0.247 0.177
Concrete 0.419 8 490 1030 0.118 0.299 0.100
Gas 0.342 127 2565 5574 0.018 0.017 0.005*
Housing 0.268 13 209 506 0.062* 0.158 0.240
Landsat 0.093 36 1508 6435 0.032* 0.075 0.174
Mushroom 0.409 126 3916 8124 0.016* 0.028 0.028
Pageblock 0.086 10 560 5473 0.025* 0.109 0.046
Pendigit 0.243 16 3430 10992 0.007* 0.031 0.048
Pima 0.251 8 268 768 0.129* 0.357 0.183
Shuttle 0.139 9 8903 58000 0.023 0.026 0.068
Spambase 0.226 57 1813 4601 0.066* 0.182 0.074
Wine 0.566 11 4113 6497 0.122 0.288 0.130
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