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In Teil I (Schirwitz, Seiler und Wohlrabe
2009a) dieser Serie zu den regionalen kon-
junkturellen Entwicklungen in Deutschland
wurde gezeigt, dass die Umsätze im ver-
arbeitenden Gewerbe als approximativ für
den Konjunkturzyklus in den einzelnen
Bundesländern interpretiert werden kön-
nen. Darauf aufbauend wurden in Teil II
(Schirwitz, Seiler und Wohlrabe 2009b) ba-
sierend auf diesen Umsätzen die indivi-
duellen konjunkturellen Wendepunkte be-
stimmt. Im vorliegenden Teil III wird unter-
sucht, inwieweit die regionalen Konjunk-
turzyklen im Zeitablauf konvergieren. Kon-
vergenz bezeichnet in diesem Zusammen-
hang die Synchronisierung wirtschaftlicher
Schwankungen. Es wird demnach unter-
sucht, ob sich die untersuchten Regio-
nen zunehmend häufiger in derselben kon-
junkturellen Phase befinden. Größeneffek-
te, definiert durch die unterschiedliche
Wirtschaftskraft, spielen hierbei keine Rol-
le. Konkret wird der Verlauf einer für die
Konjunktur repräsentativen Zeitreihe (wie
das Bruttoinlandsprodukt oder die Arbeits-
losenquote) verglichen.
Große Aufmerksamkeit hat das Thema
Konvergenz von Konjunkturzyklen im
Rahmen der Einführung des Euro in
Europa erhalten. Konvergenz ist die es-
sentielle Voraussetzung für die Wirksam-
keit einer gemeinsamen Geldpolitik der
Europäischen Zentralbank (»one size fits
all«), denn Länder in einer konjunkturel-
len Abschwungsphase bevorzugen eine
stärker expansiv ausgerichtete Geldpoli-
tik, während für Länder in Aufschwungs-
phasen eher eine kontraktive Geldpolitik
notwendig sein kann.1 Dieser Gedanke
kann auch auf die Wirtschaftspolitik über-
tragen werden, wobei diese auch inner-
halb von (supra-)nationalen Gebieten eher
»regionalisiert« werden kann als die Geld-
politik. 
Die Konvergenzliteratur beschäftigt sich
zunächst mit der Frage, ob sich die Kon-
junkturzyklen einer definierten Länder-
oder Regionalgruppe synchronisieren,
und was schließlich die treibenden Fak-
toren einer Konvergenz oder Divergenz
sind. Aufbauend auf diesen Ergebnissen
kann beurteilt werden, wie eine über-
geordnete Geld- und Wirtschaftspolitik
auf die einzelnen Länder oder Regio-
nen wirkt. 
Es sei noch einmal darauf verwiesen, dass
Konvergenz im hier betrachteten Kontext
nicht auf die absolute oder bedingte An-
gleichung in der Höhe wirtschaftlicher
Kenngrößen wie dem Bruttoinlandspro-
dukt pro Kopf in den einzelnen Regionen
abzielt. Dabei handelt es sich um eine al-
ternative Definition des Konvergenzbe-
griffs, der in diesem Zusammenhang oft
als Aufholprozess interpretiert wird. Die-
ser Aspekt findet großes Interesse in der
deutschen Literatur im Rahmen der Fra-
ge zur Ost-West-Konvergenz nach der
Wiedervereinigung Deutschlands2,sowie
international, aufbauend auf Barro und
Sala-i-Martin (1995), in der Wachstums-
literatur. Im vorliegenden dritten Teil über
regionale Konjunkturzyklen in Deutsch-
land konzentrieren wir uns stattdessen auf
die Verlaufsdefinition von Konvergenz, d.h.
wir untersuchen, obdie Konjunkturzyklen
der Bundesländer sich über die Zeit syn-
chronisieren.
Teil III: Konvergenz
Beate Schirwitz, Christian Seiler und Klaus Wohlrabe
Regionale Konjunkturzyklen in Deutschland – 
Im letzten Teil der dreiteiligen Artikelserie über regionale Konjunkturzyklen in Deutschland wird
untersucht, ob die Wirtschaftszyklen der Bundesländer im Zeitverlauf ähnlicher werden, d.h. kon-
vergieren. Aufbauend auf Teil II werden zunächst die für alle Bundesländer berechneten Wende-
punkte für eine erste Konvergenzmessung herangezogen. Im zweiten Schritt werden aus den Um-
satzreihen Konjunkturzyklen unter Verwendung dreier Filterverfahren extrahiert. Mit Hilfe von rol-
lenden Korrelationen können diese dann ebenfalls auf ihren Zusammenhang im Zeitablauf mit
dem gesamtdeutschen Zyklus analysiert werden. Die Ergebnisse zeigen für die einzelnen Bundes-
länder ein differenziertes Bild.
1 Vgl. De Haan, Inklaar und Jong-A-Pin (2007) für
weitere Ausführungen und Referenzen. 2 Für Details siehe Literaturüberblick.Forschungsergebnisse
Bestehende Literatur
Ein Großteil der Forschung bezieht sich vor allem auf den
europäischen Kontinent und hier insbesondere auf die Ebe-
ne der Nationalstaaten. De Haan, Inklaar und Jong-A-Pin
(2007) geben einen kompletten Überblick über die Litera-
tur. Es zeigt sich, dass noch kein Konsens über eine Kon-
vergenz europäischer Konjunkturzyklen gefunden werden
konnte. Die Unterschiede in den verschiedenen Studien las-
sen sich zum Teil durch die Verwendung verschiedener Da-
tensätze3, unterschiedliche Definitionen der Konjunkturzy-
klen und das jeweils gewählte Maß zur Konvergenzmessung
erklären. Für einen Überblick für internationale Konjunktur-
zyklen sei auf Ambler, Cardia und Zimmermann (2004) ver-
wiesen.
Aber auch die Frage nach Konvergenz regionaler (europäi-
scher) Konjunkturzyklen ist von mehreren Papieren unter-
sucht worden. Die (west-)deutschen Bundesländer werden
darin als Bestandteil eines größeren Datensatzes (meist de-
finiert nach der NUTS-Beschreibung der EU) betrachtet.
Als Messgröße dienen die Beschäftigung (Fatás 1997; Clark
und van Wincoop 1999; Barrios und De Lucio Fernadez
2003 sowie Belke und Heine 2006), das Bruttoinlandspro-
dukt (Clark und Van Wincoop 1999; Barrios et al. 2003) oder
die Bruttowertschöpfung (Montoya und de Haan 2008). Die
Ergebnisse deuten auf eine (langsame) Konvergenz der eu-
ropäischen Zyklen hin. Auf Basis dieser Studien ist es jedoch
höchstens indirekt möglich, auf die Konvergenz der Bun-
desländer zu schließen. Mastromarco und Woitek (2007) un-
tersuchen mit Hilfe von Spektralanalysen die Konvergenz re-
gionaler Zyklen in Italien.
Wie bereits in der Einleitung erwähnt, wird die Frage der Kon-
vergenz in Deutschland vor allem unter dem Aspekt des Auf-
holprozesses der neuen Bundesländer untersucht.4Die An-
sätze und Ergebnisse sind durchaus heterogen. Kosfeld,
Eckey und Dreger (2002; 2006) finden eine klare Evidenz,
dass das Bruttoinlandsprodukt pro Kopf und die Arbeitspro-
duktivität zwischen 1992 und 2000 divergiert. Ähnliche
Schlussfolgerungen finden sich auch in Smolny (2003), Rag-
nitz (2000) und Klodt (2000). Eckey, Kosfeld und Türck (2007)
zeigen, dass die Konvergenz sich auch substantiell zwischen
den Sektoren unterscheidet. Colavecchio, Curran und Fun-
ke (2005) führen aus, dass die relative Einkommensvertei-
lung in Deutschland eher bi- oder trimodal erscheint, was
gegen regionale Konvergenz in Deutschland spricht. Im Ge-
gensatz dazu findet Juessen (2009) klare Evidenz, dass die-
se Bimodalität in der Einkommensverteilung zwischen Ost-
und Westdeutschland in den letzten Jahren (bis 2004)
schwächer geworden ist. Der Autor zeigt mit Hilfe nicht-pa-
rametrischer Verfahren, dass der Aufholprozess zwischen
1992 und 1995 am stärksten gewesen ist. Für einen Lite-
raturüberblick für Deutschland sei auf Eckey, Döring und
Türck (2008) verwiesen.
Eine Fokussierung auf die westdeutschen Bundesländer,
welche damit Konvergenzanalysen über längere Zeiträume
ermöglichen, liefert Funke und Strulik (1999). Die Autoren
untersuchen, ob zwischen 1970 und 1994 das Bruttoin-
landsprodukt pro Kopf konvergiert ist. Sie finden Evidenz für
konditionale Konvergenz5, aber auch Hinweise auf Persis-
tenz von regionalen Unterschieden. Bayer und Jüßen (2007)
führen aus, dass die westdeutschen Arbeitslosenquoten
(1960–2002) im Zeitablauf konvergieren. Nach einem exo-
genen Schock ist die regionale Anpassungsgeschwindig-
keit relativ schnell.
Alternative Definitionen des Konjunkturzyklus
In Teil II wurde bereits ausführlich die Problematik der Mes-
sung und Definition des Konjunkturzyklus besprochen. Auf-
bauend auf der so genannten klassischen Definition des
Zyklus und seiner Phasen Aufschwung und Rezession wur-
den dabei auf Grundlage verschiedener nicht-parametri-
scher Verfahren für jedes Bundesland die konjunkturellen
Wendepunkte im Zeitraum 1995–2008 bestimmt. Die sich
daraus ergebenden Phaseneinteilungen bilden den Aus-
gangspunkt für eine erste Messung der Konvergenz im Zeit-
ablauf.
Die zweite im vorliegenden Artikel verwendete Methode zur
Konvergenzmessung zielt statt der resultierenden Phasen-
einteilung direkt auf eine Zeitreihe zur Abbildung der kon-
junkturellen Aktivität ab und betrachtet – wie im weiteren Ver-
lauf erläutert – die sich ergebenden rollenden Korrelatio-
nen. Die Analyse in Teil II beruhte auf der Betrachtung der
saisonbereinigten Industrie-Umsatzdaten der einzelnen Bun-
desländer. Diese weisen neben der konjunkturellen Kompo-
nente auch einen ausgesprochenen Wachstumstrend auf.
Die klassische Definition des Konjunkturzyklus verzichtet auf
eine explizite Trennung dieser beiden dynamischen Kompo-
nenten. Allerdings kann die Verwendung der rollenden Kor-
relation aufgrund von möglichen Scheinkorrelationen bei
Trendvariablen problematisch sein. Daher ist für diese Ana-
lyse zunächst eine weitere Aufbereitung der Ausgangsda-
ten zur Trendbereinigung nötig und damit der Rückgriff auf
die auch als Wachstumszyklus bezeichnete Definition der
Konjunkturbetrachtung. Die vorliegenden monatlichen Um-
satzreihen werden dabei zunächst wie in Teil II aus Stabili-
tätsgründen zu Quartalsreihen aggregiert. In dem vorliegen-
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3 Zum einen wird typischerweise das Bruttoinlandsprodukt auf Quartalsebe-
ne und zum anderen die monatliche Industrieproduktion verwendet. Dar-
über hinaus unterscheiden sich die Längen der verwendeten Samples.
4 Für einen Literaturüberblick für europäische Regionen sei auf Eckey und
Türck (2008) verwiesen. Magrini (2004) liefert eine ausführliche theoreti-
sche und empirische Zusammenfassung zu diesem Thema.
5 In Modellen mit konditionaler Konvergenz werden im Gegensatz zur ab-
soluten Konvergenz Kontrollvariablen verwendet.Forschungsergebnisse
den Artikel verwenden wir zur Extraktion der
zyklischen Komponente sowohl die Wachs-
tumsraten bzgl. des Vorjahresquartals als
auch zwei aus der Literatur bekannte und
häufig verwendete Datenfilter. Die Verwen-
dung mehrerer Arten der Transformation er-
folgt zur Prüfung der Robustheit, da die Er-
gebnisse bzgl. der Trendbereinigung sensi-
tiv sein können. 
Im Rahmen der Berechnung der Wachs-
tumsraten werden die Daten nicht saisonal
bereinigt, da saisonale Einflüsse im Vorjah-
resvergleich vernachlässigbar sind. Bei der
Anwendung der Filter werden die Daten hin-
gegen vorher unter Verwendung von Cen-
sus X12 saisonal bereinigt. Als Filter verwen-
den wir sowohl den weit verbreiteten Ho-
drick-Prescott-Filter (Hodrick und Prescott
1997) als auch den Band-Pass-Filter von
Christiano und Fitzgerald (2003).6 Alle drei
genannten Transformationen werden in der
Konvergenz-Literatur verwendet. 
Zur Illustration sind in Abbildung 1 die mit
Christiano-Fitzgerald extrahierten zyklischen
Komponenten der Bundesländer sowie die
Deutschlands dargestellt. Die zyklischen
Komponenten wurden standardisiert, um
eine optische Vergleichbarkeit zu gewähr-
leisten.7
Ein erster optischer Eindruck
Abbildung 1 stellt die ermittelten zyklischen
Komponenten der einzelnen Bundeslän-
der im Vergleich zu Deutschland dar. Die
Abbildung ist sortiert nach verschiedenen
Ländergruppen. Die erste Graphik stellt die
Bundesländer dar (Baden-Württemberg,
Bayern, Brandenburg, Hessen, Rheinland-
Pfalz und Thüringen), deren Zyklus dem
von Deutschland sehr ähnlich ist. Die Auf-
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Quelle: Berechnungen des ifo Instituts..
a) Extrahiert unter Nutzung des asymmetrischen Christiano-Fitzgerald-Bandpass-Filters.
6 Im konkreten Fall nutzen wir die asymmetrische Defi-
nition des Filters. Dieses erlaubt es, den Zyklus für ei-
ne komplette Zeitreihe zu ermitteln. Bei der Berech-
nung des ebenfalls häufig genutzten Baxter-King-Fil-
ters (Baxter und King 1999) werden am Anfang und
Ende der Zeitreihe Beobachtungen »abgeschnitten«.
Dies würde in unserem Fall den Beobachtungszeit-
raum weiter verkleinern.
7 Die entsprechenden Graphiken für die Wachstumsra-
ten und den Hodrick-Prescott-Filter stellen ein ähnli-
ches Bild dar. Die Zyklen sind jedoch etwas erratischer.
Die Graphiken können von den Autoren auf Wunsch
angefordert werden.Forschungsergebnisse
und Abschwünge finden ungefähr zum gleichen Zeitpunkt
statt.8
Die zweite Graphik zeigt, dass der Verlauf der zyklischen
Komponente für Mecklenburg-Vorpommern, das Saarland
und Schleswig-Holstein im Vergleich zu Deutschland ver-
schoben ist. Die Anzahl der oberen und unteren Wende-
punkte ist aber auch hier etwa gleich.
Die dritte Gruppe mit Berlin, Bremen und Hamburg zeigt
ein sehr heterogenes Bild. Die einzelnen zyklischen Kompo-
nenten zeigen nur sehr selten eine Übereinstimmung mit
dem Konjunkturzyklus in Deutschland. 
Die letzte Gruppe, bestehend aus Niedersachsen, Nordhein-
Westfalen, Sachsen und Sachsen-Anhalt, ist dadurch ge-
kennzeichnet, dass sich nur in vereinzelten Zeitphasen Un-
terschiede im Vergleich zu Deutschland ergeben. So zeigt
sich für Niedersachsen Ende 1998/Anfang 1999 ein Auf-
schwung in den Daten, welcher mit einem Abschwung in
Deutschland zusammenfällt. Ansonsten ist jedoch ein rela-
tiver Gleichlauf ersichtlich. 
Auf Basis der graphischen Analyse lässt sich sagen, dass
in einem Teil der Bundesländer die Konjunkturzyklen schon
sehr ähnlich sind, sich in einigen Ländern »Sonderkonjunk-
turen« ereignen und andere Zyklenzusammenhänge sehr
volatil sind. Eine allgemeine Konvergenz ist zunächst nicht
zu vermuten.
Messung der Konvergenz
Ist eine Definition des Konjunkturzyklus gegeben, gilt es,
ein Maß zu bestimmen, welches die Konvergenz der Bun-
desländerzyklen im Zeitablauf misst. Unabhängig davon,
welches Maß verwendet wird, müssen zu zwei Punkten Vo-
rüberlegungen getroffen werden:
1. Definition eines »Basislandes«, zu dem das Konvergenz-
maß für das betreffende Bundesland berechnet werden
soll.
2. Größe eines beweglichen Zeitraumes (Fenster), um durch
dessen Verschiebung mögliche Konvergenzen sichtbar
zu machen. 
Punkt 1 ergibt sich aus rein praktischen Erwägungen. Grund-
sätzlich ist es möglich, den Konjunkturzyklus eines speziel-
len Bundeslandes mit denen aller anderen Bundesländer
zu vergleichen. Die Darstellung der Ergebnisse würde je-
doch sehr unübersichtlich werden.9 Aus diesem Grunde
wählt man ein Basisland. Als solches wird meist der Staat
gewählt, dessen Regionen untersucht werden. Der Nach-
weis der Konvergenz erfolgt somit indirekt. Zunächst gilt ei-
ne mögliche Konvergenz nur für eine spezifische Region
mit dem Basisland. Zeigt sich diese Konvergenz für alle Re-
gionen im Datensatz, kann daraus indirekt geschlossen wer-
den, dass auch die Konjunkturzyklen zwischen den Regio-
nen konvergieren.
In der vorliegenden Analyse verwenden wir Deutschland
als Basisland. Da die Analysen auf den Umsatzdaten der
einzelnen Bundesländer beruhen, wird für jedes Bundesland
ein anderes Basisland definiert, nämlich die Summe aller
Umsätze ohne das betreffende Bundesland. D.h., es wer-
den bspw. die Umsätze Bayerns mit den Deutschlands oh-
ne Bayern gegenübergestellt. Hintergrund dafür ist, dass ei-
ne hohe Korrelation auch dadurch zustande kommen kann,
dass das Bundesland ein hohes Gewicht am gesamtdeut-
schen Wert besitzt, was zu Verzerrungen führen könnte.10
Aus Gründen der Lesbarkeit ist im Folgenden mit »gesamt-
deutsch« daher immer der gesamtdeutsche Wert ohne das
betreffende Bundesland gemeint.
Um Veränderungen über den Zeitablauf feststellen zu kön-
nen, wird ein »Fenster« über die Zeitspanne des Daten-
satzes verschoben.11 Die Festlegung der Fenstergröße
besitzt einen großen Einfluss auf die Ergebnisse. Wird das
Fenster zu groß gewählt, sind nur geringe Veränderun-
gen zu erkennen. Ein zu kleines Fenster erhöht demge-
genüber die Volatilität der Korrelation, womit Tendenzen
nicht mehr klar erkennbar sind. Darüber hinaus muss auch
die zur Verfügung stehende Zeitreihenlänge berücksich-
tigt werden. Wir verwenden ein Fenster mit 24 Quartalen,
da dies einen guten Kompromiss zwischen diesen Aspek-
ten darstellt.12
Einen ersten Erkenntnisgewinn über mögliche Konvergenz
liefert das Übereinstimmungsmaß (concordance index, auch
Phasenüberlappung genannt) von Harding und Pagan
(2002). Dazu wird zunächst für jede der beiden Zeitreihen
eine Indikatorvariable gebildet, die misst, ob sich die be-
treffende Zeitreihe zum entsprechenden Zeitpunkt im Auf-
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8 Es sei noch einmal darauf hingewiesen, dass die sichtbaren Wendepunk-
te aufgrund der unterschiedlichen herangezogenen Definitionen des Kon-
junkturzyklus nicht mit den Datierungen in Teil II übereinstimmen müssen.
Für die Diskussion dieses Aspektes vgl. Schirwitz, Seiler und Wohlrabe
(2009b).
9 Im Falle von 16 Bundesländern ergeben sich 120 bivariate Konjunkturzy-
klenvergleiche.
10 Dies führt jedoch dazu, dass die Bezugsgröße mit jedem Bundesland
wechselt. Vergleichende Analysen mit dem tatsächlichen gesamtdeut-
schen Wert haben jedoch gezeigt, dass die Unterschiede nur gering sind,
insbesondere bleibt der Verlauf der Korrelationen ähnlich.
11 Dieser Vorschlag wurde unter anderem von Döpke (1999) und Mass-
mann und Mitchell (2004) gemacht. Zuvor wurden vor allem die Korrela-
tionen zwischen zwei oder mehreren Perioden (z.B. vor und nach der Euro-
Einführung) verglichen.
12 Die Wahl des Fensters ist arbiträr und wird nicht explizit in der Literatur
begründet. Massmann und Mitchell (2004) verwenden Fenster von 42
(14 Qurtale) und 84 Monaten (28 Quartale). Döpke (1999) nutzt ein Fünf-
jahresfenster (20 Quartale).Forschungsergebnisse
bzw. Abschwung befindet. Dies erfolgt anhand der in Teil II
(Schirwitz, Seiler und Wohlrabe 2009b) definierten Wende-
punkte.13 Der Index misst den relativen Zeitanteil, in dem
zwei Zeitreihen in derselben Phase des Konjunkturzyklus
waren. Er ist formal gegeben durch
, (1)
wobei Sit = 1 wenn das Bundesland i sich zum Zeitpunkt t
im Aufschwung (Zeitraum zwischen unterem und oberen
Wendepunkt) befindet und Sit = 0 entsprechend für die
Abschwungsphase. Die Variable SDt stellt die gleiche In-
formation für das Basisland Deutschland dar. Steigt der
Anteil mit Verschiebung des Zeitfensters an, so signalisiert
dies eine zunehmende Ähnlichkeit der beiden den Zeit-
reihen inneliegenden Zyklen. Ein Nachteil dieser Metho-
de ist, dass die Information der Amplitudenstärke nicht
berücksichtigt wird. 
Abbildung 2 illustriert die Idee des Übereinstimmungsma-
ßes an Hand von zwei künstlichen Zeitreihen A und B. Die
Säulen stellen die oberen (+1) und unteren (–1) Wendepunk-
te dar. Die Linien sind binäre Zeitreihen, die Auf- und Ab-
schwünge (1 bzw. 0) codieren. Das Übereinstimmungsmaß
ist der Anteil der Zeitpunkte, an denen diese beiden den-
selben Wert (0 oder 1) besitzen. In diesem Falle beträgt der
Anteil der übereinstimmenden Konjunkturphasen 70%
(14 von 20 Zeitpunkten).
Um auch die Information der Amplitudenstärke mit einzube-
ziehen, wird als zweites Maß eine bivariate Korrelation be-
rechnet. Die meisten Studien in der Literatur benutzen ein-
fache Korrelationskoeffizienten (nach Pearson), welche auch
in der vorliegenden Studie verwendet werden. Der Korrela-
tionskoeffizient ist jedoch mit dem Nachteil behaftet, dass
er sehr sensitiv auf Ausreißer, in diesem Fall antizyklische Be-
wegungen, reagiert. Darüber hinaus ist die Interpretation
stark von der Wahl des Basislandes abhängig.14
Alternative Konvergenzmaße, welche nicht in diesem Arti-
kel verwendet werden, sind die phasen-adjustierte Korrela-
tion (Koopman und Azevedo 2003), die Verwendung von
Diffusionsindizes (Artis, Marcellino und Proietti 2002) und
das »Shock Accounting« (Clark und Shin 2000 sowie
Fidrmuc und Korhonen 2003). Mastromarco und Woitek
(2007) verwenden Spektralanalysen.
Ergebnis I: Phasenüberlappung nach Harding und
Pagan (2002)
Die gestrichelte Linie in den Abbildungen 3a und 3b stellt
das Überlappungsmaß für die einzelnen Bundesländer mit
Deutschland dar. Die Zeitreihen wurden auf Basis der Wen-
depunkte, wie sie in Schirwitz, Seiler und Wohlrabe (2009b)
ermittelt wurden, berechnet. Der erste Datenpunkt (viertes
Quartal 2000) stellt das Übereinstimmungsmaß für die ver-
gangenen 24 Quartale dar. So ergibt sich z.B. für Bayern ein
Wert von 0,92. Dies bedeutet, dass sich Bayern in 92% der
vergangenen 24 Quartale (22) in derselben Konjunkturpha-
se befand wie Deutschland. Brandenburg ist von dieser Ana-
lyse ausgenommen, da hier keine Wendepunkte ermittelt
werden konnten. 
Eine konstant hohe Übereinstimmung ist für Baden-Würt-
temberg und Bayern gegeben. Wie erwartet, zeigen Berlin,
Bremen und Hamburg eine nur sehr geringe Übereinstimung
mit dem deutschen Konjunkturzyklus. In etlichen Fällen ist
ein Anstieg des Konvergenzmaßes zu beobachten. Insge-
samt zeigt sich, dass zum Ende der Zeitreihen alle Bundes-
länder (außer den Stadtstaaten) ein sehr ho-
hes Übereinstimmungsmaß besitzen. Das
zeigt, dass die aktuelle Wirtschaftskrise sich
in (fast) allen Bundesländern in derselben
konjunkturellen Phase widerspiegelt. Dies er-
klärt auch den Anstieg des Übereinstim-
mungsmaßes zum Ende des Beobachtungs-
zeitraumes. 
Um auch einen Eindruck der Übereinstim-
mung der Konjunkturzyklen zwischen den
Bundesländern zu gewinnen, stellt Tabel-
le 1 das Maß nach Harding und Pagan
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Stilisierte Darstellung des Übereinstimmungsmaßes von Harding und Pagan
Quelle: Berechnungen des ifo Instituts.
Abb. 2
13 Daraus folgt, dass das Maß vom Datierungsalgorith-
mus der Wendepunkte abhängig ist.
14 Diesen Nachteil umgeht der Ansatz von Croux, Forni
und Reichlin (2001), die dynamische Korrelationen be-
rechnen. Diese sind als Ko-Spektrum zwischen zwei
Zeitreihen bzgl. der Produktion der Spektren der ein-
zelnen Reihen definiert.Forschungsergebnisse
(2002) für alle Bundesländerkombinationen dar.
Basis für die Berechnung ist hierbei der gesam-
te Zeitraum 1995–2008. Die höchsten Überein-
stimmungsmaße (> 0,9) finden sich bei den
Kombinationen: Thüringen/Bayern (0,93), Thü-
ringen/Sachsen (0,93), Hessen/Nordrhein-
Westfalen (0,93) und Bayern/Baden-Württem-
berg (0,91). Es fällt für einzelne Bundesländer,
z.B. Bayern, auf, dass die Phasenüberlappung
mit den jeweiligen angrenzenden Bundeslän-
dern höher ist als mit weiter entfernten Bundes-
ländern. Es zeigt sich auch, dass die Überein-
stimmung der Stadtstaaten mit den anderen
Bundesländern tendenziell geringer ist.
Ergebnis II: Konvergenzanalyse mit 
bivariaten Korrelationen
Wie bereits oben erwähnt, werden in einem zwei-
ten Ansatz die Umsätze in der Industrie für alle
Bundesländer mit Hilfe von rollenden Korrela-
tionen untersucht. Als Basisgröße wurde hier-
bei der gesamtdeutsche Umsatz jeweils ohne
das entsprechende Bundesland gewählt, damit
dessen Eigengewicht nicht »künstlich« zu einer
hohen Korrelation führt. Schiebt man ein Fens-
ter mit 24 Quartalen, also sechs Jahren, ent-
lang der Zeitachse, erhält man für die drei ver-
schiedenen zugrunde liegenden Zyklusgrößen
(Wachstum zum Vorjahresquartal, zyklische
Komponente nach Christiano-Fitzgerald sowie
nach Hodrick-Prescott) Verläufe in den Korrela-
tionen, die in Abbildung 3a bzw. 3b aufgezeigt
sind.15 Die rollenden Korrelationen verlaufen un-
abhängig von der gewählten Filterung sehr ähn-
lich. Auch zeigt sich ein ähnlicher Verlauf wie
beim Phasenüberlappungsmaß nach Harding
und Pagan (2002).
Die höchsten Korrelationen weisen Baden-
Württemberg, Bayern und Hessen auf. Da die
Korrelation schon von Beginn an sehr hoch ist
und über den Zeitablauf stabil bleibt, scheinen
diese Länder sich bereits seit längerem stark
an den gesamtdeutschen Zyklus angepasst zu
haben, wie man auch nach Abbildung 1 erwar-
ten konnte. Ähnliches gilt auch für Branden-
burg, Rheinland-Pfalz und Thüringen, auch
wenn die Korrelationen insgesamt etwas nied-
riger ausfallen. 







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































  15 In den Abbildungen 3a und 3b beziehen sich die Korrela-
tionen auf die Werte der vergangenen 24 Quartalen bis ein-
schließlich des dargestellten Zeitpunkts. Forschungsergebnisse
»Mittlere« (0,4 bis 0,7), aber über die Zeit hinweg stabile Kor-
relationen zeigen Mecklenburg-Vorpommern, das Saarland
und Schleswig-Holstein. Wie bereits ausgeführt, ist dies u.a.
auf die in der Zeit verschobenen Konjunkturphasen zurück-
zuführen. So finden obere und untere Wendepunkte im Ver-
gleich zu Deutschland früher oder später statt. 
Bei den drei Stadtstaaten fällt auf, dass diese nur eine ge-
ringe Korrelation mit dem gesamtdeutschen Zyklus besit-
zen. Für Bremen und Hamburg erhält man an manchen Stel-
len sogar negative Werte, was auf Sondereffekte zurückge-
führt werden kann. Allgemein sind die Korrelationen auch
erheblich volatiler als die der anderen Bundesländer, wie
auch in Abbildung 1 ersichtlich ist. Dies ist jedoch nicht ver-
wunderlich, da es sich um sehr kleine Volkswirtschaften han-
delt. Mögliche Sonderkonjunkturen, z.B. hervorgerufen durch
politische Entscheidungen auf kommunaler Ebene oder
Strukturwandel, beeinflussen den Zyklus viel stärker, als dies
bei den Flächenländern der Fall ist. 
Eine tendenzielle Veränderung über den Zeitablauf zeigen
Niedersachsen, Nordrhein-Westfalen, Sachsen und Sach-
sen-Anhalt. Während die Korrelation von Niedersachen und
Sachsen mit Deutschland ansteigt, ist für Niedersachsen zu-
nächst ein tendenzielles Sinken zu beobachten. Am Ende
des Datensatzes steigt die Korrelation jedoch wieder an. Hier
gilt es die nächsten Monate abzuwarten, ob dieser Anstieg
von Dauer ist. Ähnliches trifft auch für Sachsen-Anhalt zu.
Fokussiert man die neuen Bundesländer, so ist nur in Sach-
sen eine zunehmende Anpassung an den gesamtdeutschen
Zyklus zu erkennen. Da Brandenburg und Thüringen aller-
dings schon ab Beginn unseres Datensatzes eine hohe Kor-
relation aufweisen, ist der Anpassungsprozess hier schon in
den Jahren vor 1995 vollzogen worden. Die stabile Korre-
lation in Mecklenburg-Vorpommern könnte ähnliche Grün-
de haben, wenngleich auch auf niedrigerem Niveau. Sach-
sen-Anhalt zeigt zunächst einen leichten Rückgang der Kor-
relationen, während diese am Ende des Beobachtungs-
zeitraums wieder ansteigen.
Zusammenfassung und Ausblick
Die gewonnenen Ergebnisse zeigen, dass es verschie-
dene Gruppen von Bundesländern gibt, welche, in Be-
zug auf die Konvergenz, unterschiedlich interpretiert wer-
den müssen. Eine Konvergenz im Sinne einer zunehmend
stärkeren Anpassung ist nur in Einzelfällen sichtbar. So fin-
den wir nur für Niedersachsen und im geringen Maße für
Sachsen einen Anstieg der Korrelation und damit eine
zunehmende Anpassung der Zyklen. Für einen Großteil
der Bundesländer hat die Konvergenz allerdings bereits
stattgefunden, d.h. Auf- und Abschwünge finden bereits
ungefähr im selben Zeitabschnitt statt. Dies sagt aber
nichts über die Amplitudenstärke des Wachstumszyklus
aus. Eine weitere Gruppe ist durch eine Verschiebung
der Phasen gekennzeichnet. Diese ist über den bei uns
betrachteten Zeitraum relativ konstant. Hier gilt es abzu-
warten, ob eine Konvergenz möglicherweise in der Zu-
kunft eintreten wird. Ähnliches gilt für die Stadtstaaten,
deren Konjunkturzyklen sich erheblich von denen der an-
deren Bundesländer unterscheiden. 
Darüber hinaus zeigt die Analyse, dass sich zum Ende des
Beobachtungszeitraumes (Dezember 2008) nahezu alle Bun-
desländer im Abschwung befinden. Dies ist auf die aktuel-
le, globale Finanz- und Wirtschaftskrise zurückzuführen.
Insofern ist es interessant abzuwarten, wie sich die einzel-
nen Konjunkturzyklen im weiteren Verlauf entwickeln.
Es soll an dieser Stelle betont werden, dass eine niedrige
oder fallende Korrelation nicht zwingend negative Auswir-
kungen auf das betreffende Bundesland haben muss, ins-
besondere im Falle einer Rezession. Gegenläufige Konjunk-
turzyklen können bspw. allgemeine Abschwünge dämpfen
und damit eine ausgleichende Wirkung in Mehrländerregio-
nen bewirken.
Zukünftige Untersuchungen sollten räumliche Wechselwir-
kungen (insbesondere von angrenzenden Bundesländern)
untersuchen (vgl. z.B. Artis, Dreger und Kholodolin 2009).
Darüber hinaus kann die Volatilität der konjunkturellen Ent-
wicklung in den einzelnen Bundesländern analysiert werden
(für eine entsprechende Analyse für Gesamtdeutschland vgl.
Buch, Döpke und Pierdzioch 2004).
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