ABSTRACT It has been found that the research of a special kind of frames, named K -frames where K is an operator, is significant in theory and application. In this paper, first of all, in theory, we discuss some properties about the existence and structure of the K -frames and the relationship between operator K and K -frames. And these properties provide a method to construct K -frames in the following text. Next, in application, in order to use K -frames to deal with the data erasures of communication, we establish a probability model. Based on this probability model and the above-mentioned properties of K -frames, we construct a probability uniform Parseval K -frame, such that its canonical dual is the unique probability optimal dual when Kf \ f = c and K + f \ f = a, where both a and c are constants, where K + is the pseudoinverse for K . We use f to represent the norm of f , where f is any vector in Hilbert space. Moreover, the existence of the probability uniform Parseval K -frame is discussed and then uses it to handle the problem of data erasures. Furthermore, we obtain the conditions for operator K to form the K -frame, which lead to the reduction of restrictions on frame sequences, and make the construction become more flexible compared with traditional frames in coding. Finally, we use three figures obtained by numerical experiments to compare the decoding effects.
I. INTRODUCTION
As a generalization of basis of Hilbert space, frames were first introduced by Duffin and Schaeffer to deal with some problems concerned with nonharmonic Fourier series in 1956 [10] . In fact, frames not only inherit the advantages of basis but also have their own characteristics. To be exact, they can span the whole Hilbert space like basis, but compared to basis, the expansion of element in space is not unique. And because they have weaker limited conditions than basis, their construction is more flexible. So it has drawn more and more attentions in theory and applications until now. For instance, frames have been applied in many fields such as signal and image processing [3] , quantization [5] , capacity of transmission channel [7] , coding theory [11] - [13] , and data transmission technology [14] . While here we mention mainly the usage of frames in finite dimensional Hilbert space for signal transmission erasures. That is to say, in a signal transmission system, the data encoded by frame always avoidly get lost during the transmission process and then the receivers can only receive part of the encoded data. When receivers use the dual frame to reconstruct the signal, the redundancy of frame can help us minimize the reconstruction errors caused by the data erasures.
For various practical applications, some special frames such as fusion frames, g-frames [23] , K-frames are put forward. It is well-known that K-frames were proposed by Găvruţa [20] to study the atomic systems with respect to a bounded linear operator K in Hilbert spaces. The spanning scope of the K-frame was limited to the range of operator K. In reality, the K-frames extend the meanings of the traditional frames [8] . For example, a sequence F = {f i } k i=1 maybe not be a frame for Hilbert space H, but it can be a K-frame for the range of subspace range(K). Hence, K-frames gradually attached the researcher's attention. For instance, Xiao X. C. etc discussed the interchangeability of two Bessel sequences with respect to a K-frame and the stability of a more general perturbation for K-frame in [8] . Soon after, Li liang etc studied the relationship between the K-frame and the operator K, and used the synthesis operator and the operator K to characterize the optimal boundary of the K-frame in [4] . On the other hand, the application of the K-frames have also become a hot research area. As Li Liang mentioned in [22] , the K-frame is used to handle the problem of data erasures of communication. In addition, there are many other people who have also conducted relevant research on the K-frames (see [6] , [9] , [19] ).
At the same time, there are still many issues which are worth further studying about the K-frames. In the theory aspect, the traditional frames have many good properties, can these properties be generalized to K-frames? In addition, we know that the K-frames rely strongly on the operator K. But what kind of conditions the K operator should satisfy make a sequence become a K-frame and so on. More importantly, we know that the traditional frames have wide application field, but how about K-frames? For example, one can use the traditional frames to handle the problem of data erasures, can K-frames be used to deal with this problem? We concentrate the research work on the above questions about K-frames in this paper.
First of all we find some important properties about the traditional frames can be generalized to the K-frames, and these properties can help us to realize the K-frames more deeply in theory and application, especially to handle the data erasures. Based on these properties, we discuss the following two issues. The first one is the relationship between the operator K and the K-frame. In other word, what kind of conditions the K operator should satisfy make a sequence become a K-frame. In effect, in this paper we find that the Bessel sequence F =
for H with a frame operator S is a Parseval K-frame for H if and only if K = S for some T ∈ B(H ). Then we obtain the relationships between frames and K-frames. And these relationships provide the fundamental method for the construction of K-frames in the following text. The next one is the application of K-frames in data loss. To be more concrete, we are interested in the optimal K-dual which can minimize the error reconstruction of encoded signal vector with a certain number of missing coordinates (see [2] , [15] , [21] ). To solve this problem, let p i (i = 1, 2, . . . k) be the probability weight numbers, q i (i = 1, 2, . . . k) be function related to p i . Then we constructed a special K-frame
for all i = 1, 2 . . . k. We call it probability uniform Parseval K-frame. Compared to the ordinary frame, we find its canonical dual is the unique probability optimal dual when Kf \ f = c and K + f \ f = a, where both a and c are constants, and K + is the Pseudo inverse for K. Equivalently, when operator K satisfies some certain conditions, we can get its optimal K-dual easily.
The paper is organized as follows. In section 2, we introduce and recall some basic theory about frames and K-frames. In section 3, we obtain some relationship between the traditional frames and the K-fames and other properties of K-frames. In section 4, we use Parseval K-frame and its canonical K-dual for the data erasures of communication. More specifically, we construct a probability uniform Parseval K-frame and study the existence of the probability uniform Parseval K-frame. Then we utilize the probability uniform Parseval K-frame as a coding tool in signal transmission for erasures. Finally we use the three figures obtained by numerical experiments to compare the decoding effects between a traditional frame and a probability uniform Parseval K-frame.
II. PREPARATION KNOWLEDGE
In this section we introduce the concepts of frames and K-frames. First let us introduce some related symbols in this paper. 
The probability of the erasures for the ith coefficient
Next we review some definitions of frames.
for any f ∈ H . Definition 3: Let H be a separable Hilbert space and
for any f ∈ H . The constants A and B are called lower and upper frame bound for the K-frame. In particular, if
The following three operators will often appear through out all this paper.
(I) The synthesis operator of F is defined by
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(III) The frame operator of F is defined by
Definition 5: Let T: H→ K be a linear operator, T is called an isometry if Tf = f for every f ∈ H .
Theorem 6 (See [4] ): Let X,Y be Banach spaces,
The following lemmas will be used in later proofs.
be a Bessel sequence for H with frame operator S and K ∈ B(H ). Then
is a K-frame for H if and only if there exist a λ > 0 such that S ≥ λKK * . More specifically,
Then the following statements are equivalent:
III. SOME RESULTS OF K-FRAMES
In this section we provide some new properties of K-frames. These results are the generalization of the related characteristics of traditional frames and are the theory basis of the applications of K-frames investigated in the next section.
We know that the K-frame is a special frame. Proposition3.1 provides a method to construct a frame from the K-frame.
is a Parseval K-frame for H, it is easy to check that
for any x ∈ H , so {K * x i } k i=1 is a Parseval frame for H. Using the above proposition we can get the following corollaries.
Corollary 10:
Corollary 10 shows a way to construct the K-frame from the frame. We use it to construct the probability uniform Parseval K-frame later.
Corollary 11:
is a Parseval K-frame for H for any K ∈ B(H ). Obviously, the K-frames are closely associated with the K operator. The following theorem tells us the sequence after the closed-value operator is still a K-frame, and different operators have different effects.
Proposition 12:
is a K-frame for R(T). Proof: By using the definition of K-frame we obtain
for any x ∈ H . On the other hand
T is a closed-range operators, and there exists a T + such that TT + = I H , then we have
And then
Therefore {Tf i } k i=1 is a K-frame for R(T). According to Proposition 12 we get the following corollaries.
Corollary 13:
be a Parseval K-frame for H. Let K , T ∈ B(H ) and T be a closed-value operator with
Proposition16 solves the problem which we talk about in the introduction. That is, what kind of conditions the operator K should satisfy make a sequence become a K-frame. According to lemma2, it is equally to say there exists T ∈ B(H ) such that K = S
Then we obtain
is a Parseval K-frame for H and the conclusion holds.
Proposition 17:
It is equally to say that
So it is easy to check that
is a T-frame for H.
is a Parseval K-frame for H, then according to lemma1 we have
for any f ∈ H . It is equally to say that
is a Parseval T-frame for H.
IV. THE PROBABILITY OPTIMAL K-DUAL FOR ERASURES
An important application of frames is to deal with the problem of data loss. Do K-frames have the same meaningful usage? Fortunately we found it can become true. We mainly study the features of K-frames for probability erasures depicted in [1] and [2] because it is more practical in signal communication. There is a sequence F = {f i } k i=1 , sometimes it can not be a frame for H, but it can be a K-frame for R(K). According to this property of K-frames, in this section, we use Parseval K-frame and its canonical K-dual to solve the problem of data loss. In coding theory, the signal vector f is encoded as
, and then F (f ) is sent to receiver. However, some of the coefficients in the encode data set F (f ), say m of them, may be lost in the transmission process. The same as the traditional frames, it is still possible to perfectly reconstruct the signal f with a few lost data. In many applications, we use the approximation approach which use the K-dual of F = {f i } k i=1 to approximation f . In [1] , the first author and Deguang Han constructed a probability uniform Parseval frame which satisfies f i = 1 √ q i for all i. Then they proved that frame is probability optimal for 1-erasure. We are inspired by that and constructed a probability uniform Parseval K-frame. Next we prove its canonical K-dual is the unique probability optimal K-dual in some cases.
First of all let us introduce the K-dual of K-frames.
Definition 19 (See [4]):
Let H be a separable Hilbert space, and
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Lemma 20 (See [8] ): Let K ∈ B(H ) be a closed-value operator, F = {f i } k i=1 be a Parseval K-frame for H. Then
. That is to say we can use K-dual to reconstruct the signal Kf . The received vector can be represented by E F (f ) where E is a diagonal matrix with m 0 s and k − m 1 s according to the entries of F (f ) that are lost and received. Then the signal which is after reconstructed isK f = F * E G f and the error ofK f and Kf is 
and
And if e 1 (F, G) = d 1 (F, G) then G is an optimal K-dual for 1-erasure. If e m (F, G) = d m (F, G) and G is an optimal K-dual for m−1-erasures, then we call G is an optimal K-dual for m-erasures.
, so in this section we use Parseval K-frame F = {f i } k i=1 to reconstruct the signal f . Lemma 21 (See [8] ): Let K ∈ B(H ) be a closed-value operator, F = {f i } k i=1 be a Parseval K-frame for H. Then the K-dual of F can be constructed by the canonical dual
. Thus we can find that * U F = 0. According to Lemma21, for a Parseval K-frame, the optimal K-dual for m-erasure should satisfy min{d m (F, [2] , optimal K-dual always exists.
Inspired by [1] , now we are going to suppose that each element of the transmitted vector F (f ) can be lost or erased with not necessarily equal probability. We use p i (i = 1, 2, . . . k) to describe the possibility. We consider that the probability p i of the erasures for the ith coefficient for each i is given. We are inspired by [1] and [2] , clearly we have
and 0 ≤ p i ≤ 1 for each i. In order to define the mathematical model, we consider number q i (i = 1, 2, . . . k) such that there exists a strictly increasing real function F with q i = F(p i ) > 0(i = 1, 2, . . . k) such as [1] . In this paper we define
Where n is the dimension of the H. Next we have the following properties
The larger is the number p i , the larger is the number q i ,
= n. Now we establish our probability model. Let D p be a set of all k × k diagonal matrix with m nonzero numbers and k − m 0 s, respectively if
We call this matrix a P-error matrix. The number D p (i, i) = q i expresses that the ith element of the transmitted vector F (f ) has been lost with the possibility p i but measured by
as a P-error operator. Then we define
and G is a probability optimal K-dual for m − 1-erasures, we call G is a probability optimal K-dual for m-erasures.
Next we discuss the Parseval K-frames
. First of all we introduce a property about a Parseval K-frame and its canonical K-dual.
Let {f i } k i=1 be a Parseval K-frame for H and {q i } k i=1 be a weight number sequence given by (2) . Let
be a Parseval K-frame for H and
be a weight number sequence given by (2) . Then the followings are equivalent
is the unique probability optimal K-dual for 1-erasure.
(ii) H 1 H 2 = {0} and {f i } i∈ 2 is linearly independent. Proof:
for i ∈ 1 and all t. Let |t| be small enough such that
That is to say {K + f + tU } is also a probability optimal dual for 1-erasure, which is contradiction. So {f i } i∈ 2 is linearly independent. Next we will show that H 1 H 2 = {0}. If not, then there exist linearly independent set {f i j } i j ∈ 1 ,j=1,2...l and nonzero constants {c i j } i j ∈ 1 ,j=1,2...l such that Since {f i j } i j ∈ 1 ,j=1,2...l is also linearly independent, we can find h such that
and others are 0. Hence 0 = * tU F , for all t. Let |t| be small enough such that
is not the unique probability optimal dual for 1-erasure. So
not the unique probability optimal dual for 1-erasure. Then let {y i } k i=1 be a probability optimal dual, where
That is to say
According to assumption (ii), we know that
for all i ∈ 2 and for all f . Hence u i = 0, for all i ∈ 2 . Then we will show that u i = 0, for all i ∈ 1 . Since
we can get
Since
is a probability optimal dual, we know that
which imply that
is the unique probability optimal dual for 1-erasure.
Therefore for the 1-erasure, we find that when K-frame is used to deal with data loss, as long as the K-frame satisfies the above condition (ii), it is easy to obtain its optimal K-dual, which facilitates the solution of the problem.
Corollary 23:
be a weight number sequence given by (2) . If 2 = ∅(∅ is the empty set), i.e. q i K + f i f i = c for all i = 1, 2 . . . k. Hence H 1 H 2 = {0} and {f i } i∈ 2 is linearly independent. Then the canonical dual {K + f i } k i=1 is the unique probability optimal dual for 1-erasure.
Next we introduce a new Parseval K-frame.
Definition 24: Let p i (i = 1, 2, . . . k) be the probability weight numbers satisfying (1), q i (i = 1, 2, . . . k) be defined as (2) . We call a Parseval K-frame {f i } i=1,2...k is a probability uniform Parseval K-frame if it satisfies 
Now we use the Lemma21 to show the existence of a probability uniform Parseval K-frame.
Theorem 26: Let p i (i = 1, 2, . . . k) be the probability weight numbers satisfying (1), q i (i = 1, 2, . . . k) be defined as (2) . Then there always exists a probability uniform Parseval K-frame for any natural number n < k when Kf / f = c.
Proof: First of all, for a n-dimensional Hilbert space H, we consider its Parseval frame. We let S=I which eigenvalues are s j = 1(j = 1, 2 . . . n), where I is an n × n identity matrix. We permute the sequence
Because q i ≥ 1 for all i, it is easy to check that
That is to say the numbers s j (j = 1, 2 . . . n) and c i (i = 1, 2 . . . k) satisfy the inequalities of Lemma21. So we can get a Parseval frame {f i } k i=1 for H having frame operator S=I such that
for all i = 1.2 . . . k. Then according to corollary 11, we know
is a Parseval K-frame for H. We let
Then we get a probability uniform Parseval K-frame
for H. Through the Theorem 26, we verify the existence of a probability uniform Parseval K-frame for H. Next, we discuss its properties.
Theorem 27: Let p i (i = 1, 2, . . . k) be the probability weight numbers satisfying (1), q i (i = 1, 2, . . . k) be defined as (2) . If Kf \ f = c and K + f \ f = a, both a and c are constants. For Parseval K-frame
is a probability uniform Parseval K-frame, then the dual frame
is unique probability optimal K-dual for 1-erasure.
Proof:
is a probability uniform Parseval K-frame, then we consider
it is easy to check that
which is a constant. From Corollary 19, we can find that
is unique probability optimal dual for 1-erasure obviously.
Then we can use the probability uniform Parseval K-frame to deal with data loss. Compared with the previous situation, we obtain the conditions for K operator to form the probability uniform Parseval K-frame which make the construction become more flexible. Similarly it is easy to obtain its optimal K-dual, which facilitates the solution of the problem.
Theorem 28: Let p i (i = 1, 2, . . . k) be the probability weight numbers satisfying (1), q i (i = 1, 2, . . . k) be defined as (2) . If Kf \ f = c and K + f \ f = a, both a and c are constants and a = 1\c. For Parseval K-frame
is unique probability optimal K-dual for 1-erasure, then {f i } k i=1 is a probability uniform Parseval K-frame when N ⊥ K = H . Proof: For a Parseval K-frame {f i } k i=1 , it is easy to check that *
If there exists a Parseval K-frame {f i } k i=1 , such that
for all i = 1.2 . . . k. That is to say
We know {f i } k i=1 is a Parseval K-frame for H, hence according to Corollary 10, {K + f i } k i=1 is a Parseval frame for N ⊥ k . So {K + f i } k i=1 is a Parseval frame for H. Thus according to the property of Parseval frame we can get
which contradicts with (3). Hence d 1 (x) ≥ a for all Parseval K-frames. Let {f i } k i=1 be a Parseval K-frame and its dual frame {K + f i } k i=1 be a probability optimal dual for 1-erasure. So we have 
V. CONCLUSION
First of all, in this paper we give some properties of K-frames. According to these properties, we can realize the K-frames more deeply in theory and application, especially to handle the data erasures. In addition, we know when the operator K satisfies what kind of conditions, it can make a sequence become a K-frame. Then we use Parseval K-frames to solve the data loss problem, and we get a necessary and sufficient condition on which the canonical dual is the unique probability optimal K-dual for 1-erasure. Next we construct a Parseval K-frame {f i } k i=1 such that its canonical K-dual {K + f i } k i=1 is the unique probability optimal dual for 1-erasure. We call this frame a probability uniform parseval K-frame. On the other hand, for a Parseval K-frame {f i } k i=1 , if the dual frame {K + f i } k i=1 is a probability optimal dual for 1-erasure, then {f i } k i=1 is a probability uniform Parseval K-frame in some cases. Then we use the probability uniform Parseval K-frame to deal with the data loss and use three charts to compare the reconstruction effects.
