The emergence of volunteered geographic information (VGI) during the past decade has fueled a wide range of research and applications. The assessment of VGI quality and fitness-of-use is still a challenge because of the nonstandardized and crowdsourced data collection process, as well as the unknown skill and motivation of the contributors. However, the frequent approach of assessing VGI quality against external data sources using ISO quality standard measures is problematic because of a frequent lack of available external (reference) data, and because for certain types of features, VGI might be more up-to-date than the reference data. Therefore, a VGI-intrinsic measure of quality is highly desirable. This study proposes such 
| INTRODUC TI ON
During the past decade, the role of a typical internet user has expanded from only consuming information to also contributing content. This development is driven by user preferences and interests, and is enabled by recent technologies that are commonly referred to as Web 2.0. Much of this user-generated content includes or refers to geographic features, and has been termed "volunteered geographic information" (VGI) (Goodchild, 2007) .
Presently, VGI already serves as a data source for a broad range of applications, such as disaster management, environmental monitoring, and urban planning, with OpenStreetMap (OSM) being a prime example of VGI (Capineri et al., 2016) . Assessing the quality and fitness-for-purpose of VGI is still an ongoing area of research, as there are no standards and specifications for a crowdsourced and volunteered data creation process. Several studies have evaluated different quality elements of VGI. For example, Haklay (2010) calculated the overlap of motorway features between OSM and Ordnance Survey to assess the positional accuracy and completeness of OSM, while Neis, Zielstra, and Zipf (2011) examined the completeness and topological error of the OSM street network by comparing it with commercial datasets.
Those methods require reference datasets for comparison purposes that should ideally have the same geographical coverage and a similar data model. However, such extrinsic comparisons have limitations because of the absence of a comparable global authoritative dataset, prohibitive procurement costs, and licensing restrictions (Barron, Neis, & Zipf, 2014) . Antoniou and Skopeliti (2015) have argued that VGI and authoritative data are not comparable due to their different data acquisition processes. Additionally, an authoritative dataset does not necessarily indicate better data; for example, OSM now has better coverage in some areas than authoritative datasets (Vandecasteele & Devillers, 2015) .
Other studies explored VGI quality without comparing it to reference data, so-called "intrinsic quality analysis" (Mooney & Corcoran, 2012; Keßler & de Groot, 2013; Yang, Fan, & Jing, 2016 ). However, current methods for assessing the quality of VGI do not identify and combine the parameters from VGI metadata and VGI contributors.
Whereas contributor expertise is an important factor for producing high-quality authoritative datasets, crowdsourced projects also rely on contributors cross-validating and correcting each other's work. Duly, we aim to create an intrinsic measure for VGI quality that combines contributor expertise in a new metric we call "aggregated expertise." The contributor profile characteristics serve as a proxy for contributor expertise, while a feature's edit history serves to aggregate the expertise. OSM is used for this case study because it is the most utilized, analyzed, and cited VGI platform (Neis & Zielstra, 2014) . This article develops and implements a model based on aggregated expertise to assess the credibility of OSM features. We analyze and compare the model outputs with the results of a field survey in a neighborhood in Jakarta, Indonesia. The article addresses therefore two main research questions: How can we operationalize the concept of aggregated expertise for the purpose of assessing the credibility of collaborative contributions? How well can aggregated expertise predict the quality of OSM features in our case study area? Section 2 of this article provides a review of related work. Section 3 introduces the concept of aggregated expertise and its operationalization, the field survey setup, and the analysis methods. In Section 4, we present and discuss the results and reflect on the limitations of model implementation in the study area. Section 5 summarizes the key outcomes of the study and provides recommendations for future work.
| REL ATED WORK ON INTRIN S I C VG I QUALIT Y ME A SURE S

| Credibility
Credibility as a quality measure has been studied in various disciplines such as communication, social sciences, and computer sciences, and its definition varies accordingly. However, credibility can be understood in general as a perceived quality made up of multiple dimensions such as trustworthiness and expertise (Fogg & Tseng, 1999) .
The concept of credibility for VGI proposed by Flanagin and Metzger (2008) defines credibility as the believability of the source or message. In the absence of direct measures, the authors argue that determining the credibility of information becomes critical as people involved in mapping processes have different knowledge, motivations, and skills. VGI credibility comprises two primary dimensions: the contributor's expertise on the information content, and the trustworthiness of the source of information (which can be the contributor of some other source). Thus, credibility is usually considered to combine at least some degree of both expertise and trustworthiness. However, we need to consider that these two elements have both objective and subjective components. Artz and Gil (2007) argued that provenance information is a key factor to measure trust on the web. Keßler, Trame, and Kauppinen (2011) propose a model to assess VGI quality based on its provenance. They created a specific vocabulary of provenance information of OSM and used it to evaluate a trust dimension. Mooney and Corcoran (2012) focused their analyses on OSM features which have been edited over 15 times and argued that the edit history of OSM data is the baseline for evaluating its quality. Finally, Keßler and de Groot (2013) investigated indicators influencing the trust derived from data provenance. However, this approach could not predict the trustworthiness of features with fewer than six versions after editing. Further, the authors state that their implemented approach is data-oriented only and suggest addressing user reputation for future work. Bishr and Kuhn (2007) argued that interpersonal trust is a subjective measure but cannot directly be adopted in a geospatial context since trust in social networks has an unknown relation with the spatial and temporal dimensions of trust. In terms of VGI, informational trust can be related to the concept of people-object transitivity, where the trust between VGI consumer and VGI creator is mediated by the information produced (Bishr & Janowicz, 2010) . We argue that this highly subjective and situational nature of personal trust puts it outside the scope of this study: we trust a person if we think we know his/her motivation well and are sure that they do not want to cause us any harm. Further, trust is transitive (i.e. if a trusted friend relays an information request to a third party, we are more likely to trust that third party). On the other hand, a statement from someone we do not explicitly trust might still be credible if that person has much expertise, and other potentially credible sources agree or endorse that information, or at the least if no one disagrees. The difficulty in modeling these complex interactions lets us focus on expertise instead.
| Trustworthiness
| Expertise
Another dimension of credibility is defined by the perceived knowledge and skill of the information provider (i.e. expertise) (Fogg & Tseng, 1999) , assuming that expertise implies a motivation for providing objective information.
Bégin, Devillers, and Roche (2013) studied VGI contributors' mapping behavior to assess the completeness of VGI. They concluded that analyzing the mapping processes of only a few contributors could represent most datasets. Budhathoki and Haythornthwaite (2013) introduced as measures the number of features edited, contributing days, and longevity of contributions as indicators of contributors' expertise, using questionnaires to investigate the motivations and characteristics of OSM contributions. Van Exel, Dias, and Fruijtier (2010) discuss that local knowledge helps to determine quality, where local familiarity correlates with quality of contribution. Local knowledge helps the user to identify incorrect information. Research on geographic crowdsourcing processes also considered the information contributed by local Wikipedia editors to be more credible (Sen et al., 2015) . Yang et al. (2016) identified evidence for expertise using a behavior-based approach, using three indicators to assess the expertise of major contributors: practice, skill, and motivations. Practice represents the number of user efforts to dedicate their time to the OSM project. Skill indicates how well a user is making his/her contribution. Motivation shows the willingness and persistence of the contributor. However, they only distinguished two classes of expertise: professional and amateur, and assessed only the major contributors using descriptive statistics.
To summarize, existing studies show a research gap in combining all available information. Thus, this study suggests a more systematic approach: the extension of existing research on VGI contributors by examining the contributing behaviors together with the quality of information being produced.
| ME A SURE S AND ME THODS
| Aggregated expertise
In a collaborative environment with multiple contributors per feature, we argue that expertise cannot be modeled independently from the feature and introduce the concept of "aggregated expertise." In a nutshell, it models that the more expert contributors acknowledge a certain piece of geographic information, the more credible it is perceived to be. Every contributor u has a different level of expertise E(u), indicated by parameters p(i) such as mapping days, longevity, number of edits, software skill, and distance to the edited feature. We normalize those parameters, combining them in a weighted sum as the integrated expertise score E(u) of the VGI contributors, with w(i) being the weight for expertise parameters: Each contributor's edits to a feature result in a version f(v) of that feature. Types of editing are creation, confirmation, geometric correction, tag correction, main tag correction, rollback, tag addition, tag removals, or a combination. These editing types are indicated by et (u) . Consequently, the aggregation of different expertise levels (1)
F I G U R E 1 Aggregated expertise to assess the credibility of VGI with the editing pattern of the contributors determines the credibility of the feature, since it accumulates the proficiency of the involved contributors. This aggregated expertise is denoted as AE and defined as the sum of contributor expertise weighted by edit type:
where et(u) is the weight for the type of editing contributed by useru, and v is the number of versions for featurefi.
| Acquiring the OSM data
Weekly updated OSM data is available on the website of Planet OSM (https://planet.openstreetmap.org/) for the entire world, with a current compressed size of 38 GB under a Creative Commons Attribution-ShareAlike 2.0 license. It contains not only up-to-date data, but also historical data as well as deleted features. However, its uncompressed size makes processing problematic on desktop workstations. Smaller extracts of specific regions are offered by Geofabrik (https://download.geofabrik.de/) in OSM XML and Shapefile formats. Another alternative for a particular area of interest is to use the JOSM editor to retrieve an OSM XML file. Unfortunately, these OSM XML files contain none of the historical data and only contain information on the last edit. Additionally, they could include errors as a result of a bug in the Potlatch 1 OSM editor (up to 2011) that led to an invalid increase of the feature's version number (Barron et al., 2014) .
To address these issues, we developed a semi-automated data acquisition workflow to derive all required information. Figure 2 shows the workflow of obtaining all OSM historical data and involved contributors as well as their profiles.
First, the dataset of the study area in Jakarta was obtained on October 3, 2016 in *.osm XML format using JOSM.
The complete OSM XML file contains an extensive collection of nodes, ways, relations, as well as their associated tags and common attributes, but only user, version, timestamp, and changeset for the last version of the feature.
The OSM feature IDs found in the OSM XML file form the input to extract the historical data using a Python script (see Supporting Information) that downloads all versions that ever existed for all input feature IDs directly, relying on OSM history API v0.6 (OpenStreetMap Wiki, 2016), where <objtype> could be "node" or "way" and <id> is the feature id of a particular object (https://api.openstreetmap.org/api/0.6/<objtype>/<id>/history). The script checks the recurring changeset id, indicating errors resulting from the editor tool's bug, and deriving the true number of versions. Also, a list of contributors, timestamps, and changesets for all versions is included in the output file as comma-separated values.
Information about contributors' profiles is available from the OSM platform using third-party web-based tools provided by Neis (2012) , which show in detail when, where, and how long the OSM contributors participated in the project as well as the tools they used (https://hdyc.neis-one.org/?Steve). To extract this data automatically for a given list of contributors, we wrote another Python script. The output file contains all essential information, indicating the profile for all input users.
Workflow to obtain historical OSM data and OSM contributors' profile information
| Checking the ground truth
Although our aim is to develop a method for assessing VGI quality without extrinsic reference datasets, to determine the performance of the proposed approach we need to compare the model outputs with a ground truth. To collect such ground-truth data, we conducted a field survey to determine whether the OSM features correspond with reality. The field study is a 1km 2 area of a touristic neighborhood in Jakarta that has a high density of points of interest (POIs), roads, and buildings. As a result, the data produced from this field survey is expected to be of high quality and can be used as the reference data to validate the model output.
Overall, it took 3 person-days (from October 12 to 14, 2016) to collect information on 398 OSM features in the field. We have provided the entire field survey dataset as supplementary material (see Supporting Information).
Not all common ISO spatial data quality measures are feasible to use for our model validation. It needs considerable effort to measure the positional accuracy of OSM data in the field, and a low positional accuracy does not make the object itself necessarily less credible. It was not practical to measure temporal accuracy, and it seems most relevant and useful to check current VGI. The remaining three ISO quality measures of attribute accuracy, completeness, and topological consistency are suitable and feasible to measure in the field.
To summarize the quality of OSM features, we calculate a feature quality score (for details see Table 1 ) using up to three input variables for each of the three quality measures. The three quality measures are weighted individually to calculate the feature quality score. The weights reflect our aim to create a useful classification that does not suggest wrong precision through too many classes. They were chosen after careful consideration of this particular case study, and might need adaptation for different contexts, as we do not assume that there is a universally acceptable threshold for "credible enough."
TA B L E 1 Methods to assign the feature quality score Otherwise: Q 6 = 1
| Attribute accuracy
The field survey mainly checked the correctness of the main tag value for each defined tag key. Additional tag values were also investigated, such as the name of the road, the name of buildings, building levels, and so on. During the field survey, we used our in-field local knowledge to assess these data. Consequently, the attributes' correctness was calculated as a ratio of the correct information to the total information provided:
where the feature type and feature name have 70% weight as these form the main attribute information.
| Completeness
To measure any data absent from a dataset (error of omission), attribute completeness was defined as the ratio of number of tags provided to the total available tags for each map feature type. The highest score for attribute completeness is 0.5. Similarly, excess data present in a dataset (error of commission) was checked in the field (e.g.
informal buildings that have been demolished due to building infractions). If the existence of an OSM feature in reality corresponds to the OSM database, then an additional score of 0.5 is assigned. The completeness for each OSM feature is therefore calculated as follows:
| Topological consistency
While the positional accuracy of the OSM feature is less important for most use cases, the topological relationship between data must be correct. Point features in the dataset should be located within the footprint of the features they refer to. The analysis for this feature type was done by visually interpreting the data. The topological inconsistency of polyline feature such as roads can be seen at the road junctions. For polygon features, such as buildings, one can be categorized as topologically inconsistent when there is an overlap between the features.
The JOSM validator tool was employed to automatically check the polyline and polygon data type for suspected mistakes. Topological consistency scores were given following the criteria shown in Table 1 .
| Statistical analysis
We first examined the association between the variables that contribute to the aggregated expertise and the feature quality score derived from the field survey. Because these variables are not normally distributed, we used a non-parametric test for which all the variables were converted to ranks (where high ranks mean high scores and low ranks mean low scores). We chose Kendall's tau correlation (τ) that measures the statistical dependence between the ranks of two variables, since the dataset has a large number of tied ranks and many scores have the same rank.
Further, we attempted to assess feature credibility by predicting the observed feature quality from the aggregated expertise (see Section 3.1). Given the non-linearity of the feature quality score (see Section 3.3), we categorized the features into three quality classes based on the attribute accuracy, completeness, and topological consistency scores, and used a multinomial regression model to predict the quality class. The classification rules are as follows.
• 
| Versions
Our script identifies any duplications introduced through editor software bugs and returns the true version number, which is crucial to judge how many times a particular feature has been modified. In total, the collaborative edits on the OSM platform in the study area resulted in 737 unique versions for 398 OSM features. These feature versions are further analyzed to reveal information about the contributors, kind of edits, and recency of edits.
| Users
Features with only one version have only one user involved. For features with more than one version, the number of users participating in the editing process often differs from the number of versions created. The same user could edit the same feature several times for different versions. This case indicates that a specific user might have a special concern in the development of that particular OSM feature. Further analysis of user metadata is described in Section 4.2.
| Recency of data (temporal effect)
In principle, in a collaborative effort that relies on Linus's law for spotting errors, the longer a feature has remained unchanged over time, the higher the probability that this particular feature corresponds to reality. However, since we cannot count how many times other contributors have looked at that feature and tacitly validated it by not changing it, we approximate this information with the type of feature, assuming that some features have a longer life cycle than others (e.g. religious buildings only rarely change, while informal settlements or restaurants might). Instead of solely looking at the general type (tag key), one should consider the specific type of OSM features by examining the tag value. However, this specific type categorization has limitations due to the small sample size for each. Thus we combine them, assuming similar behavior regarding a feature's constancy over time as shown in Table 2. This feature type will be used for further correlation analysis to expose the specific behavior of feature type and persistence conditions over time. For example, we would expect that a long-lived object such as a place of worship or historical building has an extended number of days since the last edit compared with informal buildings.
| Characteristics of the contributors
In total, there are 52 contributors involved in the editing process in the study area. About 75% of the data creation processes of OSM features in the study area are done by only 8% of all contributors, while 77% of data modifications are performed by only 21% of contributors. About 50% of all contributors are the creators of the first version of all features in the study area, while 88% of the contributors are involved in modification processes resulting in a newer version.
More detailed profile information about those OSM contributors, regarding their activity and experience on the OSM platform, is outlined in Table 3 . The table reviews the descriptive statistics for the derived expertise indicators in terms of practice, skill, and local knowledge. For all parameters, the median and mean values differ considerably, indicating that the data is not normally distributed.
| Number of mapping days
The number of contributing days of each contributor varies from only 1 day to 986 days. About 31% of contributors have contributed to OSM on less than 10 days, indicating less practice and motivation. By contrast, 52% of contributors have contributed to OSM on more than 30 days, indicating that these contributors have a sustained interest in this geographic area and/or OSM.
| Longevity of activity
A short time span between the first contribution and the last one suggests that this user is a rather hit-and-run user. About 11% of contributors could be categorized as this type of user. However, 73% of contributors contribute over a longer period, and likely pay closer attention to OSM development.
| Number of changesets and number of map changes
Both are an indicator of user motivation to contribute to the platform. However, the number of map changes, or number of edits, was used for further analysis instead of the number of changesets (because the number of map changes gives more detailed information about the edits done by a user). A large number of edits can hardly occur for amateurs. About 17% of contributors have less than 1,000 edits. 
TA B L E 2 Feature type generalization based on the longevity of its characteristics
| Distance to study area
We approximate local knowledge by calculating the distance from the first created node by each user to the study area. This serves as a proxy to assess local knowledge, assuming that most users will have their first attempts at editing close to the place they are familiar with. Figure 3 illustrates all the locations of all the contributors and the line indicates the distance to the study area. Figure 4 shows histograms for all the above-mentioned expertise parameters. The plots show that the data is not normally distributed and presents a positive skew as the mean value is higher than the median value.
We converted distances into three classes, since there is no linear relationship between distance and local knowledge. A distance of the first edit to the study area of 0-100, 100-5,000, and >5000km, respectively, represents high, low, and no local knowledge. These intervals were chosen based on visible breaks in a QQ plot showing the contributor distance distribution. We argued that the classification based on distance is better than that based on country of origin of the contributors. Table 4 shows the results of the local knowledge classification. 
F I G U R E 3
| Main software used
The ability to use different OSM editor tools shows the skill level of the contributors (Yang et al., 2016) . The software used most for contributing OSM data is the software used to generate most map changes. JOSM and other powerful desktop applications require more training and arguably a higher level of skill. Potlatch and iD were categorized as software requiring moderate and low skill levels, respectively. Mobile editors such as OsmAnd, Maps.
me, Vespucci, and so on require intermediate skill levels, where the user should also navigate through the field to collect the information.
As shown in Figure 5 , JOSM, iD, Potlatch, and other tools are the most to least commonly used software by contributors in the study area. To bring this parameter into the model, scores were given for the different required skill levels as shown in Table 5 .
| Feature quality scores obtained from the field survey
About 60% of OSM features have the maximum attribute accuracy score, which means that all the provided infor- We also found that the majority (96%) of OSM features in the study area are topologically consistent with their neighboring features. There are only six overlapping buildings and nine POIs that are not located inside the associated object. The minimum scores were given for the overlapping objects because they are topologically incorrect, while the average score was given to the objects located outside but still nearby the associated object.
The frequencies of the three scores are shown in Figure 6 .
Using the formulas and rules from Table 1 , we calculated the feature quality scores. As Figure 7 shows, they are not normally distributed. For further statistical analysis (see the following sections), we normalized all the contributor characteristic and feature quality scores.
We then assigned each feature a quality class using the rules in Section 3.4. Figure 8 shows a map of the study area with the features colored according to their quality class. The lower-quality features appear clustered in the eastern part of the study area. Further identifications found that those incorrect features were created by the same user who has a low expertise score.
| Correlation analysis results
| Aggregated expertise vs. feature quality score
First, we examined the variables that contribute to the aggregated expertise for their potential utility in calculating the aggregated expertise. For each OSM feature, we aggregated for each single variable the normalized expertise scores of all contributors to that OSM feature. These were ranked and then correlated with the ranked feature quality scores, with the results shown in Table 6 .
The correlation between the expertise parameters and the feature quality scores is significantly different from zero (p≪0.001), but of varying positive strength. The distribution of the aggregated expertise scores of the 398 OSM features is illustrated as a QQ plot in Figure 9 .
The aggregated expertise scores were transformed into ranks and correlated with the feature quality ranks.
The correlation coefficient of 0.518031 (p value≪0.001) supports the general hypothesis that the quality of OSM features could be estimated using aggregated expertise to indicate feature credibility, as described in Section 3.1. Table 7 displays the results of investigating the relationship between feature quality scores and the recency of the data for the different feature types. Commercial and informal settlement features have the highest significant negative correlation (−0.38304, p≪0.001) , indicating that the more recently a feature has been added, the higher the probability that the feature corresponds to reality. It supports the assumption that these kinds of features are the most unstable features. The other three map feature types have only a weak association between the two variables.
| Temporal effect vs. feature quality score
| Multinomial logistic regression
Before running the model, we chose quality class = incorrect as the baseline outcome. For this reason, the model conveys the effect of predictors on the probability in comparison to this reference class.
The logit coefficients relative to the reference class, along with the standard errors and odds ratios, are shown in Table 8 . The final probability model is:
As shown, aggregated expertise has a positive impact on the log odds of the probability of an OSM feature being correct vs. the probability of an OSM feature being incorrect of 0.850*aggregated expertise. In other words, for an increase in aggregated expertise score of 1, the logit coefficient for "correct" relative to "incorrect" will increase by 0.850. Similarly, aggregated expertise has a positive impact on the log odds of the probability of an OSM feature being partially correct vs. the probability of an OSM feature being incorrect in the amount of 0.754*aggregated expertise (i.e. an increase of the aggregated expertise score by 1 increases the logit coefficient for "partially correct" relative to "incorrect" by 0.754).
(5) ln P (correct) P (incorrect) = −3.407 + 0.850 (AE) The results on the odds ratios indicate the ratio of the probability of an OSM feature being correct or partially correct over the probability of an OSM feature belonging to the baseline class (incorrect). The odds ratio for a one-unit increase in aggregated expertise score is 2.340 for an OSM feature being correct vs. incorrect, and 2.126
for an OSM feature being partially correct vs. incorrect.
From a 2-tailed z test, aggregated expertise as a predictor variable plays a significant role (p≪0.001). Further, the predicted probability was used to understand the model. This was calculated for each outcome level using a fitted function for all 398 observations. Figure 10 shows a plot of predicted probabilities across aggregated expertise scores.
The larger the aggregated expertise score, the higher the probability of OSM features being correct, as illustrated by the blue line. On the contrary, the red line indicates the larger aggregated expertise score, the lower the probability of OSM features being incorrect. The probability of an OSM feature being partially correct decreases F I G U R E 9 QQ plot of aggregated expertise score for aggregated expertise scores above ∼7. Overall, these results make sense: with increasing aggregated expertise, a feature is more likely to be at least partially correct, and from a certain level of aggregated expertise, it is most likely to be completely correct.
| D ISCUSS I ON
Through a set of experiments, this study examines an intrinsic VGI quality assessment by looking at the properties of the contributors and the edit history of the features. We attempt to derive contributors' expertise from their editing history, using it as a proxy measure for their local knowledge, skill, and experience. We acknowledge that contributor expertise increases somewhat over time, but an examination of this factor was beyond the scope of this study.
Based on the contributor analysis discussed in Section 4.2, the majority of OSM data in the study area was created by a few contributors. Further examination confirmed that those creators are local users based near the study area (i.e. deemed within 100km of the study area, as per Table 4 ). In contrast, data modifications were not only from local users but also from remote contributors. Interestingly, this contribution pattern is different from the pattern of coordinated mapping initiatives, where remote volunteers first trace satellite imagery into OSM and then local mappers in the respective area add local details. Altogether, about 10% of the contributors provided most of the data within the study area. This finding corresponds closely to the phenomenon of participation inequality in online and crowdsourcing communities introduced by Nielsen (2006) , where a small number of users account for most contributions.
A field survey provided the required external data quality metrics for model testing. The execution of the fieldwork provided a real insight in the sense that using ground-truth data to validate the quality of OSM is high in terms of effort and time-consuming.
F I G U R E 1 0 Plot of predicted probabilities across aggregated expertise scores for each quality class Correlation analysis confirmed that the aggregated expertise measure allows the estimation of VGI quality by approximating a feature's credibility through the properties of the contributors. This shows that the quality is not solely determined by the number of versions created. In general, the quality improves when the number of contributors increases, with the sum of contributor expertise being more suitable than the average contributor expertise. Features which are edited twice collectively by skilled and unskilled users should have higher aggregated expertise than a feature with only a single edit by a skilled user as long as the edit type is not overriding or altering some existing information. Our implemented model has not yet taken into account the weight of the editing types, which could also influence the calculation score. By leaving the edit type information out of the model implementation, one could argue that this model is overestimating the credibility because it is not fit for a highly contested feature where edit "wars" occur. Further research might include this weighting variable in the aggregated expertise model.
Another significant finding was the strong relation between credibility and recency of last edit for commercial and informal settlement features. A more detailed investigation with a larger dataset for each feature type (especially for long-lived objects) would be useful to prove this assumption. Additionally, further research might include the editing of nearby features as a proxy for the implicit feature validation, as another parameter related to the temporal effect.
Aggregated expertise as a predictor in multinomial logistic regression has a significant impact on predicting outcome probabilities. However, this regression method would benefit from a larger sample size, since it uses a maximum likelihood estimation. Additionally, random sampling which is not geographically stratified would be better to avoid an internally homogeneous sample where few users produce the same quality of OSM data.
Another predictor can be introduced such as feature type (point, line, and polygon) to see how the model predicts differently for each feature type.
| CON CLUS I ON S AND FUTURE WORK
In this study, we operationalized the concept of aggregated experience based on feature edit history and contributor characteristics, with the aim of using it to assess the credibility of VGI features. We then successfully tested it in a case study against ground truth based on a recent field survey that used three ISO data quality measures to describe the feature quality of OSM data. The aggregated expertise allows us to predict the credibility of OSM features, and by extension the likelihood of a feature being of sufficiently high or low quality. This process can be fully automated and is computationally inexpensive. By helping to discover areas of low-quality scores, for example, it can help to prioritize mapping efforts.
However, there are still several limitations to our study. First, the exact implementation depends on the available metadata from the VGI platform. For example, other VGI platforms might not have detailed information on software used, hence the software skill parameter might have to be implemented differently or not at all.
However, any VGI platform that supports feature versioning and records user profile/reputation information can adapt the approach. To the best of our knowledge, currently only Wikimapia (https://wikimapia.org) has a comparable versioning system in place. Therefore, including a versioning system is an important recommendation for any platform or project that plans to collect and manage VGI (e.g. citizen science projects). The use of linked data in relationship with a domain ontology could be another way to enrich the semantics of the contributors' profiles and the features they edit.
Second, our study had limited resources, resulting in a small pilot case study. Larger case studies in different geographic areas are required to demonstrate the geographic transferability of our approach. Carefully planned and executed ground surveys for model validation seem indispensable until we have sufficient information on the robustness of the model for different user communities. For larger case studies, it seems advisable to download and use the OSM Planet History files to reduce the load on OSM servers. To scale up the automated processing, a cloud computing infrastructure offers a flexible approach to host larger datasets. Future work could also explore additional combinations of variables and their weights for aggregated expertise scores, and test the validity of the approach for specific feature types. We hope that the provided supplementary material (see Supporting Information) will contribute to improving the overall state of reproducibility for VGI-based studies (Ostermann & Granell, 2017) , and encourage follow-up research addressing the open challenges.
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