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SCHRO¨DINGER PROOF IN MINPLUS COMPLEX ANALYSIS
MICHEL GONDRAN
Abstract. We are presenting an internal trajectory model for a quantum
particle in the Schro¨dinger non-relativistic approximation. This model is based
on two new mathematical concepts: a complex analytical mechanics in Minplus
complex analysis and a periodical non random process which gives a complex
Iˆto formula.
This model naturally generates a concept of spin or isospin and the Heisen-
berg inequalities, and leads to the Schro¨dinger equation using a generalization
of the least action principle adapted to the trajectories of this type.
1. Introduction
We are presenting a complex process to model a quantum particle in the Schro¨dinger
non-relativistic approximation. This model naturally generates an intrinsic angular
momentum and leads to the Schro¨dinger equation using a generalization of the least
action principle.
The model is based on two new mathematical concepts that we have brought
up in previous papers: a complex analytical mechanics [7],[9] and a periodical
deterministic process [8].
The purpose of this paper is to develop this new model and to demonstrate some
properties. We attempt to address the following questions: how does an intrinsic
angular momentum emerge from the six periodical complex processes (theorem
2.7)? How can we find the Heisenberg inequalities (theorem 2.8)? the non com-
mutation relations (theorem 2.9)? On what principle can the Schro¨dinger equation
be demonstrated (theorems 3.4 and 3.5)? How can we find the trajectories of de
Broglie and Bohm (theorem 3.6)?
2. The model of trajectory
In any orthonomal reference system R, let be UR the set of 8 vectors {e1, e2, e3}
where ei = ±1, corresponding to the eight vertices of a cube. We then consider the
set S of the circular permutations of the 6 vertices of this cube to correspond to a
sequence of adjacent vertices. We verify that S corresponds to the following eight
permutations:
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Figure 1. The eight permutations.
To each of these permutations s ∈ S, we associate the set UsR of these vertices.
This gives s6uj = uj for any uj ∈ UsR .
Remark 2.1. Each of these permutations corresponds to the rotation of the cube on
a diagonal. Therefore, it will be necessary to choose one of these permutations in
the case of the Schro¨dinger equation. In the case of the Pauli equation, the frame
R will no longer be fixed but will be oriented along an axis (that of the spin or
isospin) which will change with time under the effect of a magnetic field.
Definition 2.2. For any time step ε > 0 and for any permutation s ∈ S, we define
the 6 discrete processes Zjε(t) at time t = nε, with n = 6q + r (n, q, r integers and
0 ≤ r ≤ 5), by:
(1) Zjǫ ((n+ 1) ǫ) = Z
j
ǫ (nǫ) + V(6(q + 1)ǫ)ǫ+ γ(sn+1uj − snuj)
(2) Zjǫ (0) = Z0, u
j ∈ UsR
where γ = (1+ i)
√
3ℏε
8m and where V(t) corresponds to a continuously differentiable
complex function, where ℏ is the Planck constant and m is the mass of the particle,
and where Z0 is a given vector of C3.
Remark 2.3. The 6 processes Zjε (t) look like stochastic processes of Nelson [14],[15],
but there are very different because there are deterministic. In [6] p.117, Feynman
and Hibbs show that the ”important paths” of quantum mechanics, although con-
tinuous, are very irregular and nowhere differentiable. They admit an average veloc-
ity (lim∆t→0+
〈
xk+1−xk
∆t
〉
= v), but no average quadratic velocity
(〈(
xk+1−xk
∆t
)2〉
= i~
m∆t
)
.
The processes Zjε(t) are built on the same idea, but with an ε = ∆t very small but
finite and with an strong relation between the 6 processes.
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We denote Z˜ε (t) the solution of the discrete system defined at time t = nε with
n = 6q + r (n, q, r integers and 0 ≤ r ≤ 5), by:
(3) Z˜ǫ((n+ 1) ǫ) = Z˜ǫ(nǫ) + V(6(q + 1)ǫ)ǫ
(4) Z˜ǫ(0) = Z0.
At all times n ǫ, we verify that:
(5) Zjǫ (nǫ) = Z˜ε(nǫ) + (1 + i)
√
3ℏε
8m
(
snuj − uj) .
As s6uj = uj , we deduce from (5) that for all j, Zjε (6qε) = Z˜ε (6qε) . Then, we
have for all j and t, Zjǫ (t) = Z˜ε (t) + 0 (
√
ε) .
We denote Z˜ (t), the solution of the classical differential equation
(6)
dZ˜(t)
dt
= V(t)
(7) Z˜(0) = Z0.
Because V(t) is continuously differentiable, we have for each t = nε, Z˜ε (t) =
Z˜ (t)+0 (ε) and thus Zjǫ (t) = Z˜ (t)+0 (
√
ε) .We conclude , when ε→ 0+, that each
Zjǫ (t) converges to Z˜ (t) .
Equation (5) shows that the 6 processes Zjǫ (t) correspond to processes which
oscillate around Z˜ε (t) and which are, as the ”Feynman paths”, more and more
irregular and nowhere differentiable as ε → 0+. We call Z˜ε (t) the basic trajectory.
This is the mean of the 6 processes Zjǫ (t).
The 6 positions of processes Zjε(t) at times t = 6qε correspond to only one
position on the basic trajectory
(
Zjε (6qε) = Z˜ε (6qε)
)
. The process defined by (1)
and (2) leaves the basic trajectory of 6qε to (6q + 1) ε and returns to the basic
trajectory between (6q + 5) ε and (6q + 6) ε.
Definition 2.4. We denote Zǫ(t) the discrete process forming each of the six com-
plex processes Zjǫ (t) with a weight of
1
6 . We associate this process to a particle.
Then, a particle is represented by six processes. Then Z˜ε (t) can be interpreted as
to the complex mean position of the particle.
A possible interpretation of the imaginary part of processes Zjε(t) corresponds
to a bivector of the Clifford algebra Cl3. We discuss this point in conclusion.
We note Xjε (t) the real part of process Z
j
ε(t). Equation (5) therefore becomes:
(8) Xjε (nε) = X˜ε(nε) +
√
3ℏε
8m
(snuj − uj)
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Figure 2. Evolution of the six processes Xjε (nε).
The evolution of the six processes Xjε (nε) visualizes in the figure 2. At time
t = 6qε, the six points are in the center of a cube. At times t = (6q + 1)ε and
t = (6q+5)ε, the six points are in the center of the six faces of this cube. At times
t = (6q + 2)ε and t = (6q + 4)ε, the six points are on a circle in the middle of six
edges of the cube. At time t = (6q + 3)ε, the six points are on the six vertices of
the cube.
Remark 2.5. It is possible to give more interpretations of the processes Zjε (t): non
standard processes, fiber space, string. In the first interpretation, each process
Zjε(t) is a non standard process in spite of the non standard analysis of Robinson
[17] (field εR of Robinson built with the infinitesimal ε added to R) with Z˜ (t) as
standard part. In the fiber space interpretation, the process Zjε(t) corresponds to
the total space and Z˜ε (t) corresponds to the basic space.
The third interpretation of process defined by (1) and (2) is to consider this
process as a special elastic string model. Its length at times t = 6qε is equal to zero.
At times t 6= 6qε, it takes a finite length and the 6 points Xjε (t) correspond to 6
points of a string. The motion of these points therefore corresponds to a vibration of
the string. Moreover this interpretation suggests a sort of creation process between
times t = 6qε and (6q + 1) ε followed by an annihilation process between (6q + 5) ε
and 6 (q + 1) ε.
Definition 2.6. The mean angular momentum of a process following (8) is given
by:
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σ = En,j
(
σjn
)
=
1
36
6q+5∑
n=6q
6∑
j=1
σjn with
σjn = r
j
n ∧ pjn , rjn = Xjε (nε) = r˜n +
√
3ℏε
8m
(
snuj − uj)
and pjn = m
rjn+1 − rjn
ε
= m
r˜n+1 − r˜n
ε
+
√
3ℏm
8ε
(
sn+1uj − snuj) .
Using
∑6
j=1 s
nuj = 0 for all n, it follows that
σ = r˜ ∧mv˜ + 1
16
ℏ
6∑
j=1
(
uj ∧ suj)
with r˜ = 16
∑6q+5
n=6q r˜n and v˜ = v˜ (6 (q + 1) ε) .
For instance, for s = s1, that is for the permutation defined by the sequence of the
6 vertices: u1 = {−1,−1,−1}, u2 = {−1,−1,+1}, u3 = {1,−1, 1}, u4 = {1, 1, 1},
u5 = {1, 1,−1}, u6 = {−1, 1,−1}, we have
6∑
j=1
(
uj ∧ s1uj
)
= {−2, 2, 0}+ {0, 2, 2}+ {−2, 0, 2}+ {−2, 2, 0}
+ {0, 2, 2}+ {−2, 0, 2} = 8 {−1, 1, 1}
and then:
σx = m (yv˜z − zv˜y)− ℏ
2
, σy = m (zv˜x − xv˜z) + ℏ
2
and σz = m (xv˜y − yv˜x) + ℏ
2
.
We deduce the following theorem:
Theorem 2.7. For any ε > 0 and for s = s1, the real part of process defined
by (1) (2) has a mean intrinsic angular momentum of components: sx = +
ℏ
2 , sy =
−ℏ2 , sz = −ℏ2 . The 7 other combinations
(±ℏ2) are given by the 7 other permutations
of S.
Let be x˜ε(nε) the real mean position on the x axis of the particle at time nε (with
n = 6q + r) and mv˜ = mv˜ (6(q + 1)ε) the real mean momentum. The calculation
of standard deviations △x and ∆px of the position and of the momentum on the x
axis, at time nε with n = 6q + w (|w| ≤ 3), yields:
(∆x)nε =
√
1
6
∑
j
(
rjn − r˜n
)2
x
=
√
ℏε
2m
√
|w|
(∆px)nε =
√
1
6
∑
j
(
pjn − p˜n
)2
x
=
√
ℏm
2ε
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For exemple, we have for s = s1 and n = 6q + 1 :
(∆x)nε =
√
3ℏε
8m
√
1
6
∑
j
(s1uj − uj)2x
=
√
3ℏε
8m
√
1
6
(22 + 22) =
√
ℏε
2m
and
(∆px)nε =
√
3ℏm
8ε
√
1
6
∑
j
(s21u
j − s1uj)2x
=
√
3ℏm
8ε
√
1
6
(22 + 22) =
√
ℏm
2ε
.
We deduce the second theorem:
Theorem 2.8. For any ε > 0 and for any s, the real part of process defined
by (1) (2) verifies the Heisenberg inequalities at any point not located on the basic
trajectory (i.e. for any t = nε 6= 6qε):
(9) (∆x)nε · (∆px)nε ≥
ℏ
2
.
Let us show that the non commutation relations of the type
p̂xx− xp̂x = −iℏ
can be interpreted as the non temporal commutation of px (t) and x (t). Accord-
ingly, we calculate the mean of px (t+ ε)x (t)− x (t+ ε) px (t):
E (px (t+ ε)x (t)− x (t+ ε) px (t)) =
= En,j (1 + i)
2
((
pjn+1
)
x
(
rjn
)
x
−
(
rjn+1
)
x
(
pjn
)
x
)
where rjn and p
j
n are defined in definition 3. We then obtain the desired result:
Theorem 2.9. For any ε > 0 and for any s, the process defined by (1) (2) verifies
the non temporal commutativity relation
E (px (t+ ε)x (t)− x (t+ ε) px (t)) = −iℏ.
Moreover, we verify also that
E (px (t+ ε) y (t)− y (t+ ε) px (t)) = 0.
Let be f (x, t) an application of classC2 of C3×R in C and Zjǫ (t) a process defined
by (1) and (2). We denote the complex Dynkin operator, previously introduced by
Nottale [16] under the name of ”quantum covariant derivative”:
(10) D =
∂
∂t
+ V · ▽− i ℏ
2m
△
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Lemma 2.10. For any ε > 0 and for any s, the process Yε (t) defined by
(11) Yǫ (t) = Ejf(Z
j
ǫ (t) , t) =
1
6
∑
j
(
f
(
Zjǫ (t) , t
))
with Zjǫ (t) based on (1) and (2), verifies for any integer q:
(12) Yǫ (6qǫ)− Yǫ ((6q − 1) ǫ) = Df
(
Z˜ (6qǫ) , 6qǫ
)
ǫ+ o (ǫ) .
Proof : First, we have Yǫ (6qǫ) = f
(
Z˜ (6qǫ) , 6qǫ
)
. Using (5) and
∑
j s
nuj = 0,
we find for all t = n ǫ
Ejf(Z
j
ǫ (t) , t) = f(Z˜ǫ(t), t)+
+
3iℏ
8m
ǫEj
∑
k,l
∂2f
∂xk∂xl
(
snuj − uj)
k
(
snuj − uj)
l
+ o (ǫ) .
For n = 6q − 1,
Ej
(
snuj − uj)
k
(
snuj − uj)
l
=
4 + 4
6
δkl
and the calculation of the last term of Ejf(Z
j
ǫ (t) , t) gives
3iℏ
8m ǫ
8
6∆f . Then we
deduce
Yǫ ((6q − 1)ǫ) = f(Z˜ǫ((6q − 1)ǫ), (6q − 1)ǫ)+
+i
ℏ
2m
ǫ∆f(Z˜ǫ((6q − 1)ǫ), (6q − 1)ǫ) + o (ǫ) .
Hence, with the development to first order of f(Z˜ǫ((6q−1)ǫ), (6q−1)ǫ), equation
(12) follows. 
Remark 2.11. The process defined by (1) and (2) is only an example of processes
that we could build with permutation groups about UR. We can preserve the
previous properties, if we change the permutation s or the step of time ε, between
2 positions of the basic trajectory. We will use this change in ε in the remark 3.7
where we give a possible interpretation of ε.
The second part of the process defined by (1) is discrete. There are many solu-
tions to make this part continuous and differentiable, for example by a trajectory
differentiable on the circumscribed sphere which passes through all the 6 vertices
of each discrete process.
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3. The Schro¨dinger equation
We then construct a complex analytical mechanics in the same way as the conven-
tional analytical mechanics but with objects having a complex position Z(t) ∈ C3,
a complex velocity V (t) ∈ C3 and using the minimum of a complex function and
complex minplus analysis, as introduced in [7], [9]. It is a generalisation for the
complex functions of the idempotent analysis introduced by Maslov [13]. We recall
the basic ideas in the two following definitions.
Definition 3.1. Let a complex function f (z) = f (x+ iy) from Cn to C such as
f (z) = P (x, y) + iQ (x, y) with P (x, y) continuous at x and y, and a closed set
A ⊂ Cn such as A = {x+ iy/x ∈ X ⊂ Rn, y ∈ Y ⊂ Rn} . We define the minimum
of f for z ∈ A, if it exists, by:
min
z∈A
f (z) = {f (z0)}
where z0 = x0 + iy0 ∈ A and where (x0, y0) is a saddle point of P (x, y):
P (x0, y) ≤ P (x0, y0) ≤ P (x, y0) ∀x ∈ X, ∀y ∈ Y.
If this saddle point is not unique, the complex part of min {f (z) /z ∈ Cn} will be
multivalued. It will be considered that a complex function f(z) is (strictly) convex
if P (x, y) is (strictly) convex in x and (strictly) concave in y.
If f(z) is a holomorphic function, then a necessary condition for z0 to be a
minimum of f(z) on Cnis that f ′ (z0) = 0. It is sufficient if f(z) is also convex.
Definition 3.2. To each complex and convex function, we associate its complex
Fenchel transform f̂ (p) : p ∈ Cn 7−→ C defined by:
f̂ (p) = max
z∈Cn
(p.z − f (z)) .
Using the classical Lagrange function L(x, x˙, t), an analytical function in x and
x˙, we define [7], [9] the complex Lagrange function L(Z,V , t), when replacing x(t)
by the complex state Z(t) and x˙(t) by the complex velocity V (t).
Definition 3.3. For the process defined by (1) (2), we define the complex action
Sε(Z, t) using the recurrence equation at time t = 6qε:
Sε(Z˜ε (t) , t) = min
V(t)
1
6
∑
j
{
Sε(Zjε (t− ε), t− ǫ) + L(Z˜ε (t) ,V(t),t)ǫ
}
in which the evolution between Zjε(t) and Z
j
ε (t− ε) is given by the equation (1),
and where the min is considered as the complex minimum for the possible complex
velocity V (t). For t = 0 we take:
Sε (Z, 0) = S0 (Z) ∀Z ∈ C3
where S0 (Z) is a given holomorphic function.
This equation (13) can be interpreted as a new least action principle adapted to
the trajectories of this type. The decision concerning the control takes place only at
times t = 6qε, i.e. at the times corresponding to passage into the basic trajectory.
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Theorem 3.4. If the complex process defined by (1) and (2) has L(x, x˙, t) =
1
2mx˙
2−V (x) as a Lagrangian function, then the complex action verifies the complex
second order Hamilton-Jacobi equation:
(13)
∂S
∂t
+
1
2m
(▽S)2 + V (Z)− i ℏ
2m
△S = 0 ∀ (Z, t) ∈ C3 × R+
(14) S (Z, 0) = S0 (Z) ∀Z ∈ C3
Proof: For the proof, we suppose that Sε(Z, t) is a very smooth function on ε
and holomorphic at Z and C1 at t. By the lemma 2.10, we have
1
6
∑
j
{Sε(Zjε (t− ε)} = Sǫ(Z˜ (t) , t)−DSε(Z˜ (t) , t) + o(ε).
Whence, we deduce at point (Z, t) the following equation:
(15)
∂Sǫ
∂t
= min
V
(
L(Z,V ,t)− V · ▽Sǫ + i ℏ
2m
△Sǫ + o (ǫ)
)
.
Using complex Fenchel transform of L(Z,V , t) in (16) and doing ǫ→ 0+, we obtain
(13).
If we take for wave function Ψ = ei
S
ℏ and apply the restriction of (14) (15) to
the real part of Z , the theorem 3.4 becomes:
Theorem 3.5. If the complex process defined by (1)(2) has L(x, x˙, t) = 12mx˙
2 −
V (x) for Lagrangian function, then the wave function Ψ verifies the Schro¨dinger
equation:
iℏ
∂Ψ
∂t
= − ℏ
2
2m
△Ψ+ V (X)Ψ ∀(X, t) ∈ R3 × R+
Ψ(X, 0) = Ψ0(X) ∀X ∈ R3.
As L(Z,V , t) = 12mV2−V (Z), the minimum of (15) is obtained withmV −∇Sε =
0. Then we have
(16) V (t) = ▽S
m
By breaking down S(X, t) into its real and imaginary parts, S(X, t) = S(X, t)−
iℏ
2 ln ρ(X, t), because the wave function is also written as Ψ = ρe
iS
ℏ , we can deduce
that the real basic trajectory X˜(t) verifies the classical differential equation:
(17)
dX˜(t)
dt
=
∇S
m
, X˜(0) = X0.
This is the trajectory proposed by de Broglie [4] and Bohm [1].
Theorem 3.6. If the complex process defined by (1) and (2) has L(x, x˙, t) =
1
2mx˙
2 − V (x) for Lagrangian function, then the real part of the basic trajectory
follows the trajectory proposed by de Broglie and Bohm.
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A fundamental property of this trajectory is that the density of probability ̺(x, t)
of a family of particles satisfying (18), and having a probability density ρ0 (x) at
initial time, verifies the Madelung continuity equation:
(18)
∂̺
∂t
+ div(̺
∇S
m
) = 0
so that the trajectories are consistent with the Copenhagen interpretation, cf. by
exemple [5].
Remark 3.7. The most natural hypothesis for the choice of ε is to link it to the de
Broglie wavelength. Now, the internal motion of the process defined by (1) and (2)
has a period of 6ε. Thus, it is possible to identify this period to the frequency of
de Broglie and to put:
(19) 6ε = T =
λdB
v
=
h
mv2
4. Conclusion
There are some questions about this model. What is the sense of the imaginary
velocity? Is it the good model for the Schro¨dinger equation?
The complex velocity V (t) of the process, given by (16), is written as:
(20) mV (t) = ∇S − i∇ log ρ~
2
.
The original velocity proposed by de Broglie and Bohm is the real part v(t) of V (t)
(21) mv (t) = ∇S.
However, it is possible to show, cf.[12] and [10], that for particles with a constant
spin s, as it is the case in the Schro¨dinger approximation, the Dirac equation implies
that the momentum of a particle must be given by:
(22) mV (t) = ∇S +∇ log ρ× s
where the spin-dependant current is the Gordon current. The equation (21) is rele-
vant only to spin-0 particles. This spin-dependant term was often suggested, cf. [2],
[11], but only in the context of the Pauli equation and not the Schro¨dinger equation.
This term is naturally obtained from Dirac equation and this representation in a
Clifford algebra or the quaternion algebra. The momentum given by (22) has been
recently valided, cf. [3] and [10], for hydrogen eigenstates.
Because s =~2u (with u unitary), we can consider the equation (20) as the pro-
jection on the complex field of the equation (22) where
∇S +∇ log ρ× s
is the gradient of the quaternion
S + logρs
as
∇S − i∇ log ρ~
2
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is the gradient of the complex number
S − i log ρ~
2
.
We can conclude that the process defined by (1) and (2) is only a first approxi-
mation on the complex field of a more general model, certainly based on a Clifford
algebra or the quaternion algebra.
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