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Resum 
 
En el mercado actual existe un elevado número de servidores de media de 
diferentes fabricantes, la gran mayoría  utilizan protocolos propietarios para el 
control de dichos servidores. Este hecho representa un problema a la hora de 
integrar los servicios que ofrecen. 
 
Existen protocolos que intentan estandarizar el control, pero aun y así no todos 
los servidores lo implementan.  
 
Este proyecto pretende desarrollar una arquitectura para ofrecer servicios de 
media en un entorno heterogéneo. Un elemento importante en esta 
arquitectura es un API de control de servidores de media que permita la 
integración de los diferentes servicios. La función del API consiste en adaptar 
un protocolo estándar al protocolo propietario del procesador de media. 
 
También se pretende implementar algún servicio para poner en práctica el 
funcionamiento del API de control.  Los servicios pensados son: vídeo/audio 
bajo demanda y  conferencia. 
 
Para poder llevar acabo estas implementaciones será necesario hacer un 
estudio de las tecnologías existentes. Este estudio también se verá reflejado al 
lo largo del documento con la intención de facilitar la comprensión tanto el 
diseño como la implementación del proyecto. 
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Nowadays we can find a big variety of media servers which are provided 
by different companies. Most of them use private protocols to manage 
those servers. This fact supposes a problem when we try to integrate the 
services they offer. 
 
There are some protocols that try to standardize the management, but 
not all the servers implement them yet. 
 
This project wants to develop an architecture to provide services in an 
heterogeneous environment. The main thing in this architecture is to 
elaborate an API of management of media servers that let us integrate 
de different services. This API will be able to understand a standard 
control protocol and translate it to the private one. 
 
In addition, we will try to implement some services to probe the API 
functionalities. The services will be: on demand audio /video and 
audio/video conferences. 
 
In order to implement this environment, we will make a study of the 
current technologies. The study will make easier to understand the 
design and implementation. 
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CAPÍTULO 1. INTRODUCCIÓN 
 
Este capítulo habla de I2cat y el “Proyecto Integrado”, también hace una 
introducción a los diferentes protocolos y  tecnologías estudiadas con la 
finalidad de situar en contexto el proyecto y explicar cuales son sus objetivos. 
 
 
1.1. Contexto 
 
1.1.1 ¿Qué es I2cat? 
 
I2CAT es una fundación privada sin ánimo de lucro cuya actividad es la 
investigación e innovación en Internet y la transmisión digital de alta calidad de 
contenidos audiovisuales en banda ancha [1].  
 
La fundación pretende ser un foro para instituciones, organizaciones y 
empresas interesadas en  formar parte de un proyecto global con el objetivo de 
desarrollar las infraestructuras y servicios de red de banda ancha en Cataluña. 
 
1.1.2 El “Proyecto Integrado”  
 
La actividad principal de la fundación para el 2004-2005 gira entorno a un 
“Proyecto Integrado”. Este consiste  en crear un sistema mediante el cual un 
usuario puede acceder a contenidos audiovisuales de alta calidad a partir de la 
integración de diferentes módulos que se comunican entre sí de manera 
transparente para el usuario (bibliografía [2.1]).  
 
El objetivo del “Proyecto Integrado” consiste en diseñar y construir una red de 
entornos de Internet avanzados (estudios, escenarios, platos de TV, etc.) para 
la  comunicación interactiva, en directo y en entornos fijos y móviles, tanto para 
interiores como exteriores. 
 
Para lograr el objetivo planteado, el proyecto centra sus esfuerzos en la 
integración y provisión de servicios, localización dinámica de recursos, 
heterogeneidad de los servicios, transparencia de la red, almacenamiento, 
transporte y procesado de contenido multimedia, transcodificación de  
servicios, topología dinámica de la red, redes hechas a medida, gestión 
distribuida de los recursos de la red, calidad de servicio, nuevos modelos de 
red y de negocio. 
 
El trabajo realizado en este documento se centra en la integración y provisión 
de servicios de media ubicado en uno de los módulos que forman parte del 
“Proyecto Integrado”; el  transcodificador de protocolos. Se puede ver más 
información de este módulo en el anexo 1. 
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1.2. Objetivos del Proyecto 
 
Actualmente existe en el mercado una gran cantidad de fabricantes que 
ofrecen servicios de media. La principal problemática  que se plantea a la hora 
de llevar acabo una integración de estos servicios reside en que la gran 
mayoría de fabricantes utilizan  protocolos propietarios para el control de 
servidores de media.  
 
Este proyecto tiene como finalidad crear: 
 
• Un API de control de servidores de media  que permita la integración de 
los diferentes servicios.  
 
• Una arquitectura para el desarrollo de servicios de media avanzados. 
 
La función del API de Control de servidores de media consistirá en adaptar los 
protocolos propietarios existentes en el mercado a un protocolo estándar. El 
otro objetivo del proyecto es la implementación de un servicio de vídeo bajo 
demanda y el de un servicio de conferencia. 
 
 
1.3. Estado del Arte 
 
A continuación se explica los diferentes protocolos estudiados para la 
implementación del API de control y  servicios. 
 
 
1.3.1. Elección del protocolo estándar 
 
Actualmente existen protocolos que intentan estandarizar el control de los 
servidores de media  entre ellos se destaca:  
 
• RTSP (Real-Time Streaming Protocol) protocolo a nivel de aplicación 
que se  encarga del control de flujos en tiempo real. Este protocolo 
permite operaciones como son la reproducción de recursos de media, 
participación en conferencias, adhesión de un flujo de media a uno ya 
existente [2]. 
 
• MSML (Media Session Markup Language) y MOML (Media Object 
Markup Language) son lenguajes basado en XML. Esto hace que sean 
lenguajes extensibles y permitan el intercambio de información de forma 
estandarizada. Dichos protocolos se explican con más detalle en el 
capítulo 3  apartado 3.1.1.1.  y 3.1.1.2. 
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Se ha decidido utilizar MSML/MOML  ya que es más flexible  que RTSP y no 
solo puede ser utilizado para el control de flujos sino que facilita la 
implementación  de servicios de valor añadido debido a ser un lenguaje más 
extensible.  
 
Algunos de estos servicios  son: 
 
• Transcodificador de contenidos. Es posible que un usuario pida un 
recurso que no esté disponible o no exista  en el formato que desee. Sin 
embargo,  puede suceder que  un servidor sea capaz de adaptarlo al 
formato deseado. En este caso se podría ofrecer  un servicio donde el 
flujo de media pasara por otro servidor, el cual transcodificaría el 
contenido, antes de llegar al usuario. 
 
 
Figura 1.1. Esquema de la transcodificación de contenidos. 
 
 
 
 
 
• Composición de servicios. Agrupación de servicios de manera 
transparente para el usuario. Por ejemplo, reproducción de una listado 
de recurso de media que se encuentran en servidores diferentes.    
 
Figura 1.2. Esquema de  contenidos. 
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CAPÍTULO 2. ESPECIFICACIÓN 
 
En este capítulo se detallarán las funcionalidades del proyecto y se explicará 
más a fondo las tecnologías estudiadas.  
 
Los objetivos de este proyecto lo podemos englobar dentro de un módulo que 
formará parte del transcodificador de protocolos. Este  módulo recibe el nombre 
de provisión de servicios de media. 
 
Uno de los objetivos planteados en el “Proyecto Integrado” es la construcción 
de un prototipo de gestión, localización y provisión de recursos de media. Dicho 
prototipo permitirá a los usuarios consultar y acceder a servicios multimedia. A 
continuación se da una breve explicación de dichos servicios: 
 
• Audio bajo demanda: reproducción de discos completos o canciones 
que se encuentren disponibles en el sistema. 
 
• Video bajo demanda: reproducción de películas o video clips que se 
encuentren disponibles en el sistema. 
 
• Audio/Video conferencia: establecer una conferencia entre usuarios 
registrados del sistema. 
 
• Televisión y Radio: acceso a canales de televisión y radio a través de 
la red. 
 
2.1. Funcionalidades del sistema 
 
A continuación se describirá de  forma breve las funcionalidades especificadas 
para el “Proyecto Integrado” dentro de las cuales encontramos las 
funcionalidades del módulo de provisión de servicios (en el anexo 2 esta más 
detalladas las funcionalidades del “Proyecto Integrado”). 
 
2.1.1. Localización de recursos de media 
 
El usuario podrá obtener un listado de recurso de media que desee visualizar, 
además también podrá ver la disponibilidad de los recursos y de  los servidores 
que los ofrece y valorar el recurso. 
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2.1.2. Ejecución de recursos de media 
 
El usuario podrá ejecutar los recurso encontrados así como tener un control 
sobre ellos. El control sobre el flujo de media que se  implementará es: play y 
stop. 
 
 
2.1.3. Gestión 
 
Un usuario registrado podrá gestionar su perfil de búsqueda. Se especifican 2 
tipos: 
 
 Automático: el sistema proporciona al usuario el recurso que más se 
adapte a sus características previamente establecidas. 
 
 Manual: El usuario selecciona el recurso entre la lista de recursos 
disponibles facilitada por el servicio de localización de recursos de 
media. 
 
 
2.1.4. Perfiles de usuario 
El sistema define tres perfiles de usuario registrado, usuario registrado en un 
grupo y administrador de grupo. Las funcionalidades  que ofrecerá el sistema 
irán en función del perfil. 
 
2.2. Diagramas  de casos de uso 
 
Como se ha comentado anteriormente, el transcodificador de protocolos se 
divide en varios módulos que se comunican entre si para ofrecer un servicio al 
usuario. A continuación se explica cual es la función de cada módulo y se 
describe las acciones que puede realizar un usuario dependiendo de su perfil.  
 
2.2.1. Módulo de Autenticación. 
 
Módulo encargado de dar acceso al sistema y devolver el perfil de usuario de la 
persona autenticada. El sistema consta de 3 perfiles de usuario: Administrador 
de Grupo (ARG), Usuario Registrado en Grupo (URG) y Usuario Registrado 
(UR).  
 
El ARG tiene funcionalidades de administración de grupo y de recursos  de 
media. En cambio, el URG y UR no pueden desempeñar tareas de 
administración pero sí de acceso a recursos. 
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Figura 2.1. Diagrama de caso de uso de acceso al sistema 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2.2.2. Módulo de localización de recursos 
 
Este módulo tiene la responsabilidad de encontrar recursos  de media (audio, 
video, videoconferencia, tv, radio) a partir de unos parámetros de búsqueda. A 
continuación se muestra el acceso a las diferentes funcionalidades según el 
perfil de usuario con el que se accede al sistema. 
 
 
 
Figura 2.2. Diagrama de caso de uso de localización de recurso 
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En la tabla 2.1 se detalla el proceso a seguir para obtener el listado de recursos 
desde el punto de vista de usuario. 
 
 
Taula 2.1.  Obtención de recursos 
 
FUNCIONALIDAD Obtención de listado de recursos multimedia. 
Propósito Permitir al Administrador de grupo, usuario registrado o 
usuario obtener una lista de recursos de media. 
Precondiciones Tener configurado correctamente los parámetros de 
búsqueda según modo manual o automático. 
Poscondiciones Posibilidad de acceso a los recursos multimedia 
disponibles. 
Actores Administrador del Grupo (AG), Usuario Registrado en el 
Grupo (URG), Usuario (UR) 
Acción del Actor Respuesta del Sistema 
Paso Actor Acción Paso Respuesta 
DESCRIPCIÓN 
1 AG / 
URG / 
UR 
Solicitar al sistema 
comenzar el 
proceso. 
2 El sistema 
retorna un listado 
de recursos 
multimedia : 
 - disponibles 
 - no disponibles 
Paso Condición que provoca 
una respuesta alternativa Acción 
3 El AG / URG / UR cancela 
el proceso 
Fin de la funcionalidad 
4 El AG / URG / UR finaliza 
el proceso 
Fin de la funcionalidad 
ALTERNATIVAS 
5 El sistema detecta que los 
datos no son correctos 
Se informa al AG / URG 
/ UR y finaliza la 
funcionalidad. También 
se puede valorar el 
recurso o servicio 
obtenido. 
 
 
 
Figura 2.4. Interacción con el sistema en la obtención de recursos. 
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2.2.3. Módulo de localización de procesadores de media 
 
Este módulo se encarga de encontrar diferentes procesadores de media 
(Asterisk, Darwin, Vídeo LAN, etc.). A continuación se muestra el acceso a las 
diferentes funcionalidades según el perfil de usuario con el que se accede al 
sistema. 
 
 
Figura 2.3. Diagrama  caso de uso de localización de procesadores de media 
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D e  G ru p o
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 d e  S e r v id o r e s
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2.2.4. Módulo provisión de servicios 
 
Módulo donde se centra el esfuerzo de este trabajo. Se encarga de llevar 
acabo las acciones que el usuario puede realizar sobre los recursos. 
 
 
Figura 2.5. Diagrama de caso de uso de provisión de servicios. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
A d m in is tra d o r
D e  G ru p o
U s u a rio  
R e g is tra d o
U su a r io
E je cu c ió n  
d e l S e rv ic io
V ID E O :
P la y , S to p , P a u s e , 
F a s t F o rw a rd , R e w in d
S e le cc ió n  e sce n a
P a rtic ip a r 
V id e o c o n fe re n c ia
A b a n d o n a r 
V id e o co n fe re n c ia
T V /R A D IO :
S e le cc ió n  d e
C a n a l 
T V :
V is u a liz a r 2  C a n a le s  
s im u lta n e a m e n te  
T V /R A D IO :
F in a liza r 
A U D IO :
P la y , S to p , P a u se , 
F a s t F o rw a rd , R e w in d
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En la tabla 2.2 se detalla el proceso a seguir para reproducir el recurso de 
media (audio/vídeo). 
 
 
Tabla 2.2. Reproducción de un recurso. 
 
FUNCIONALIDAD Reproducción (Play) de audio / video. 
Propósito Permitir a un usuario reproducir cualquier fuente de audio 
/ video que se encuentre disponible en el sistema. 
Precondiciones Haber localizado el recurso previamente y que éste se 
encuentre disponible. 
Poscondiciones Al final de la reproducción se puede valorar tanto el 
recurso como el servicio obtenido en caso de ser usuario 
registrado o administrador. 
Actores Administrador del Grupo (AG), Usuario Registrado en el 
Grupo (URG), Usuario (UR) 
Acción del Actor Respuesta del Sistema 
Paso Actor Acción Paso Respuesta 
DESCRIPCIÓN 
1 AG / 
URG 
/ UR 
Solicitar al 
sistema 
comenzar el 
proceso de 
reproducción de 
audio / video. 
2 El sistema retorna un 
flujo multimedia 
correspondiente al 
recurso solicitado.  
Paso Condición que 
provoca una 
respuesta alternativa 
Acción 
3 El AG / URG / UR 
cancela el proceso 
Fin de la funcionalidad 
4 El AG / URG / UR 
finaliza el proceso 
Fin de la funcionalidad 
ALTERNATIVAS 
5 El sistema detecta que 
los datos no son 
correctos 
Se informa al AG / URG / 
UR y finaliza la 
funcionalidad. También se 
puede valorar el recurso o 
servicio obtenido. 
 
Esquema de interacción con el sistema para la reproducción de video / audio 
bajo demanda. 
 
Figura 2.6. Interacción con el sistema para reproducción de un recurso 
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2.2.5. Módulo de gestión 
 
Este módulo especifica las acciones que puede llevar a cabo cada tipo de 
usuario por lo que respecta a la gestión de servicios, grupos o usuarios. 
 
 
Figura 2.7. Diagrama de caso de uso de gestión 
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Seguidamente se detalla el proceso a seguir para crear una videoconferencia 
desde el punto de vista de usuario. 
 
 
Tabla 2.3. Crear una audio/videoconferencia 
 
FUNCIONALIDAD Crear una  audio/videoconferencia 
Propósito Permitir que un administrador de un grupo o usuario 
registrado al grupo pueda crear una audio/videoconferencia 
Precondiciones Estar identificado como administrador del grupo o estar 
registrado en el grupo, tener al menos a un participante en 
la audio/videoconferencia. 
Poscondiciones El grupo tendrá una nueva audio/videoconferencia a la cual 
se podrá añadir usuarios registrados al grupo  
Actores Administrador del Grupo (AG) o Usuario Registrado en el 
Grupo (URG) 
Acción del Actor Respuesta del Sistema 
Paso Actor Acción Paso Respuesta 
1 AG o 
URG 
Solicitud de 
una nueva 
audio/videoco
nferencia 
2 El sistema solicita 
información de la 
audio/videoconferenci
a:  
   - Tema  
   - Fecha  
   - Hora 
   - Número de 
participantes 
   - Duración  
3 AG o 
URG 
Introducción 
de los datos y 
envío de los 
datos al 
sistema 
4 Validación de los 
datos, se informa de 
que el proceso se ha 
realizado con éxito y 
se da la posibilidad e 
añadir una nueva 
videoconferencia. 
DESCRIPCIÓN 
5 AG o 
URG 
Nueva 
videoconferen
cia 
6 Volver al paso 2 
Paso Condición que 
provoca una 
respuesta 
alternativa  
Acción 
3 El AG o URG 
cancela el proceso 
Fin de la funcionalidad 
4 Datos erróneos Se avisa del acontecimiento y 
volver al paso 2 
ALTERNATIVAS 
5 No mas 
videoconferencia 
fin de la Funcionalidad 
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Esquema de interacción con el sistema para la creación de una 
videoconferencia: 
 
 
Figura 2.8 Interacción con el sistema para la creación de una conferencia 
 
 
 
 
2.2.6. Módulo de funcionalidades de grupos 
 
Este módulo especifica las acciones que puede llevar a cabo cada tipo de 
usuario dentro de un grupo. 
 
Figura 2.9. Diagrama de caso de uso de funcionalidades de grupo 
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d e  U s u a r io s
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V o ta r  
R e c u r s o s
V e r  
E n c u e s ta
U s u a r io
F u n c io n a l id a d e s  
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2.2.7. Módulo de información del sistema 
 
Este módulo especifica la información del sistema accesible para cada usuario 
en función del perfil que tengan.  
 
 
Figura 2.10. Diagrama de caso de uso de información del sistema 
 
 
 
 
 
2.3. Descripción 
 
En este apartado se  pretende profundizar un poco más con las herramientas 
estudiadas para la implementación del proyecto. 
 
 
2.3.1. JAIN SIP. 
 
JAIN una es un conjunto de APIs (Application Programming Interface), tiene 
como función principal agrupar e implementar interfaces necesarias para el 
desarrollo de nuevos servicios en el ámbito de las telecomunicaciones. JAIN 
proporciona el nivel de abstracción necesario para ofrecer una visión 
homogénea y estandarizada de los recursos tecnológicos (hadware,software, 
red...) para ello se basa en el lenguaje de programación JAVA. 
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Dentro de la comunidad de JAIN, se encuentra JAIN SIP que es la parte 
encargada de implementar las interfaces, para la utilización del protocolo SIP.  
La especificación de JAIN SIP proporciona  funcionalidades definidas en el 
RFC 3261 (SIP) y en los RFCs que complementan al protocolo SIP, alguna de 
las funcionalidades son: 
• Métodos para el formato de los mensajes. 
• Capacidad a la aplicación para poder recibir y enviar mensajes. 
• Capacidad para poder analizar los mensajes recibidos y acceder a sus 
campos. 
• Transporte de información de control generada en una sesión (RFC 
2976). 
• Mensajería instantánea (RFC3428). 
Otros RFCs que complementa la especificación de SIP son: 3262, 3265, 3311, 
3326, 3515. 
JAIN SIP tiene una estructura basada en un modelo de  eventos utilizando 
Listeners/Provider. Es un modelo  asíncrono que necesita de identificadores  
para agrupar los mensajes en diálogos y transacciones. 
Una transacción consiste en una petición y  una respuesta, mientras que un 
diálogo es el contexto en el cual se han de interpretar los mensajes. Un diálogo 
puede estar formado por más de una transacción.   
Los principales elementos que forman la arquitectura son: 
• SipStack. Es una interfaz  que controla los listening points (puntos de 
escucha) y  SipProviders. También define el envío de retransmisiones y 
el encaminamiento de la información. Esta interfaz tiene asociada una 
dirección IP y un nombre que la identifique. 
• SipProvider. Interfaz que se encarga de pasar los eventos que recibe 
de la red al SipListener y enviar por la red los mensajes que recibe del 
SipListener. 
• SipListener. Interfaz que interpreta los eventos encapsulados en los 
mensajes. 
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 Figura 2.11.  Interacción de los elementos de JAIN SIP. 
 
 Las referencias a la bibliografía de este apartado son [5] y [6] 
2.3.2. SipServlet 
 
Sipservlet es una tecnología creada para trabajar con protocolo SIP1  (Session 
Initiation Protocol). Para ello crea un contenedor donde se definen clases y 
métodos que permiten procesar los mensajes SIP[5].  
 
Al igual que los servlets, sipservlet tiene un funcionamiento orientado a 
eventos, de manera que se puede definir su comportamiento en función del 
mensaje SIP recibido. Pero a diferencia de los servlets2, sipservlet puede 
recibir y generar tanto peticiones como respuestas. Esta diferencia es debida a 
que SIP es un protocolo peer to peer mientras que HTTP esta basado en la 
arquitectura cliente/servidor. 
 
SipServlet define dos tipos de sesiones: 
 
• SipSession: sesión en el ámbito de protocolo SIP. Corresponde al concepto 
de diálogo SIP definido en el RFC 3261. Conceptualmente equivalente a 
una sesión HTTP. 
 
• SipApplicationSession: Proporciona almacenamiento de información de la 
aplicación. Permite la interacción de varios protocolos, compartiendo 
información de estado, por ejemplo entre HTTP y SIP.  
 
                                            
1
 Protocolo para iniciar y señalizar sesiones multimedia entre usuarios 
2
 Los servlets solo reciben peticiones y solo generan respuestas  
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Existe una implementación de referencia de sipservlet, es una versión estable y 
contiene un módulo (TCK) de pruebas que permite saber si los sipservlets 
implementados cumplen la especificación. Las ventajas que aporta la utilización 
de sipservlet en el desarrollo tanto del TFC como del “Proyecto Integrado” de 
i2Cat son:  
• Programación en JAVA: lenguaje orientado a objetos, muy extendido, 
multiplataforma, independiente de la arquitectura.  
• El contenedor puede ejecutar los sipservlets en un entorno controlado y 
evitar así comportamientos indeseados. 
• No es necesario lanzar un nuevo proceso por cada petición recibida. Un 
mismo sipservlet puede atender multitud de peticiones simultáneamente. 
• Pueden mantener información de estado a través de sucesivas 
peticiones, por ejemplo, conexión con bases de datos. 
• Gran integración con otras APIs, como JNDI (acceso a directorio), JDBC 
(bases de datos), JMF (multimedia). 
 
 
 
2.3.3. SDP (Session Description Protocol) 
El  SDP es un protocolo que permite describir una sesión de flujo de media, no 
incorpora ningún protocolo de transporte, sino que está diseñado para que sea 
compatible con diversos protocolos de transporte entre ellos el SIP.  
La descripción de la sesión  es textual cosa que facilita la comprensión del 
contenido SDP a simple vista. Una descripción de sesión se estructura en: 
• Descripción de la sesión. Define la versión del protocolo, IP origen. 
• Información temporal. 
• Información del flujo de media. Protocolo de transporte, codecs, formato, 
puerto de escucha. 
Un mensaje SDP puede  contener diversos  flujos de media [7]. 
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2.3.4. Tomcat 
 
Tomcat es una implementación de referencia de J2EE que hace las funciones 
de servidor de aplicaciones. Tomcat trabajar  con paginas JSP (Java Servlet 
Page) y servlets, por eso también se define como un contenedor de servlets 
con entorno JSP. Las páginas  JSP están  escritas en html, estas pueden 
contener código fuente escrito en java (o cualquier otro lenguaje de 
programación) convirtiéndose en páginas dinámicas  que  se ejecutan en el 
servidor. 
 
Un servlet es un programa en java que se ejecuta en el servidor, recibe 
peticiones y genera una respuesta, tienen un comportamiento orientado a 
eventos. Referencia bibliográfica [8] 
 
 
CAPÍTULO 3. ARQUITECTURA 
 
La arquitectura  planteada en este documento se puede dividir en dos: 
arquitectura del plano de señalización y arquitectura del plano de  media. En la 
primera se describe el proceso de la señalización necesaria para la 
reproducción y control de los recursos. La segunda arquitectura corresponde la 
retransmisión del flujo. 
 
 
3.1. Arquitectura del plano de señalización 
 
En la arquitectura planteada el usuario tiene dos formas de comunicarse con el 
módulo de provisión de servicios de media: 
 
• La primera de ella es utilizar una aplicación Web que por un lado recibe 
peticiones http y por él otro es capaz de comunicarse mediante SIP con 
el módulo de provisión de servicios. 
 
• Otro opción es utilizar un cliente SIP que permite la comunicación directa 
con el módulo 
 
Antes de pedir la reproducción del recurso es probable que el usuario primero 
desee realizar una búsqueda de los recursos disponibles, para ello  la 
aplicación Web se comunicará con el módulo de localización. Dicha 
comunicación se realizará a través de una interfaz basada en http/ SOAP3.  
 
 
                                            
3
 SOAP es un protocolo de intercambio de información basado en XML, utilizado para 
invocación de procesos remotos. 
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Figura  3.1.  Arquitectura  del plano de señalización 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3.1.1 Servidor de Aplicaciones 
 
Elemento  que recibe una petición de un recurso de media y es capaz de 
procesarla y servirla.  
 
En esta arquitectura el servidor de aplicaciones recibirá una petición como 
puede ser la reproducción de una película. Esta  petición debe contener, el 
nombre del recurso (por ejemplo: título de la película), del procesador de media 
que ofrecerá el recurso, la dirección IP a la cual se ha de enviar el flujo y el 
puerto por el cual escucha el reproductor de media. Con estos datos el servidor 
de aplicaciones procesará la petición e indicará al controlador de servidores de 
media que comience a ejecutar el recurso (por ejemplo: play película). 
 
La interfaz de comunicación que usara el servidor de aplicaciones para la 
interacción con el servidor de media es MSML/MOML sobre SIP. A 
continuación se profundizará algo más sobre esta interfaz.  
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3.1.1.1 MSML 
 
MSML se encarga del control y configuración de  recursos media (Por ejemplo: 
crear una conferencia, añadir participantes). MSML está basada en “objetos” y 
“enlaces”  [3]. 
 
- Un objeto es un elemento que genera, recibe o manipula flujos de  
media. 
 
- Un enlace es un flujo de media entre dos objetos. 
Este lenguaje define cuatro tipos de objetos. Cada tipo describe las funciones 
básicas de cómo los objetos son usados dentro del servidor de media. No 
obstante, la mayoría de los objetos necesitan que las funciones especificas 
estén definidas por el cliente usando otros lenguajes como son Voice XML4 o 
bien MOML. Los objetos definidos son: 
 
• Network connection (conn). Es una abstracción de un recuso de media 
que interviene en la recepción de un flujo. 
 
• Conference (conf). Representa un conjunto de recursos de media e 
información del  estado que realiza mezcla de flujos de n-1 (n fuentes de 
media de entrada un solo flujo de salida). Una conferencia se crea 
mediante el elemento <craeteconference>. Este objeto será el utilizado 
para implementar una conferencia. 
 
• Dialog (dialog). Representa a participantes automatizados. Es semejante 
a una conexión de red, con la diferencia de que los diálogos se crean y 
destruyen mediante MSML <dialogstart> <dialogend>. Las funciones  
que se realizan en el dialogo viene definidas por el cliente mediante otro 
lenguajes como MOML o Voice XML.  
 
• Operator (oper). Este objeto permite filtrar o modificar los flujos de 
media. Las funciones del los operadores vienen definidas por otros 
lenguajes mencionados en el punto anterior.  
 
Una petición MSML puede  contener una o varias acciones a realizar por el 
servidor de media. Si la petición contiene más de una acción el mensaje MSML 
se  procesa de forma secuencial.  
 
Cuando el servidor de media recibe una petición ha de asegurase que tiene 
recursos suficientes para ejecutar el mensaje MSML, en caso contrario no 
procesa el mensaje. Es posible que durante la ejecución del mensaje se 
produzca algún error, en este caso se para la ejecución y se devuelve una 
respuesta indicando el motivo del fallo y que parte del mensaje se ha   
ejecutado correctamente. 
                                            
4
 Es un lenguaje de marcas basado en el estándar xml,  para poder crear diálogos  hombre-
máquina y desarrollar servicios IVR (respuesta de voz interactiva). 
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Algunos de los elementos  que define MSML son: 
 
• <alias>.  Permite asignar un nombre a una conexión. En este caso 
ayudará al servidor de media a determinar que protocolo propietario 
debe utilizar para comunicarse con el procesador de media. 
 
• <dialogstart><dialogend>.  Abre y cierra un diálogo, el cual permite 
hacer operaciones simples o un conjunto de  ellas, por ejemplo la 
reproducción de un recurso de media. 
 
• <join><unjoin>. Crea y elimina un flujo de media entre dos objetos. Es 
el elemento utilizado para añadir participantes a una conferencia. 
 
• <createconference><destroyconference>. Crea y elimina una 
conferencia. Tiene atributos para especificar parámetros de la 
conferencia como son el número de participantes. 
 
3.1.1.2 MOML 
 
MOML define objetos para el procesado de flujos de media (Por ejemplo: play, 
record), proporciona herramientas para agrupar dichos objetos  y define su 
interacción bibliografía [4].  
 
Al igual que MSML, MOML viaja sobre el protocolo SIP. Es un lenguaje que 
puede utilizarse  de forma independiente, pero casi siempre va acompañado de 
MSML. MOML define  objetos básicos (primitives) y proporciona herramientas 
para agruparlos (gruops) y para definir la interacción entre ellos (events). 
 
El lenguaje MOML esta formado por un conjunto de módulos. Uno de los 
módulos obligatorios es el que define como se debe realizar una petición a un 
servidor de media, recibe el nombre de core module. Otros módulos definidos 
en el lenguaje son: 
 
• Basic primitives  module. Este módulo agrupa primitivas básicas como 
son <play> para generar un flujo de media o <record> iniciar una 
grabación. <record> soporta 2 estados: create y suspend. El flujo de 
media recibido  forma parte de la grabación si esta en el estado create y 
se desechan si esta en suspend. 
 
 
• Tansform primitives. Este módulo agrupa las primitivas  que permiten 
filtra y modificar flujos de media. Algunas de las primitivas son: 
 
 <gain>. Permite controlar el volumen del flujo de media. 
 
 <clamp>. Permite filtrar los tonos DTMF  dentro de un flujo. 
 
• Speech module.  Agrupa primitivas para el reconocimiento de voz. 
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• Fax module.  Contiene primitivas que permite a un servidor de medios 
ofrecer servicios de fax. 
 
• Group module.  Define  el elemento <group> que permite la ejecución 
concurrente de las primitivas anidadas. 
 
 
La forma de extender el lenguaje MOML es mediante la creación de nuevos 
módulos, donde se explique qué nuevas primitivas aporta, cómo trabajan y qué 
dependencias tiene con los módulos ya existentes. 
 
 
3.1.2 Servidor de Media 
 
Plataforma que ejecuta acciones de media en tiempo real. Estas acciones 
pueden ser tales como play, pause, stop de un recurso, o bien moderar una 
audio/videoconferencia. 
 
El servidor de media se encargará  de ejecutar la petición enviada por el 
servidor de aplicaciones en el procesador de media adecuado. 
 
Es en el servidor de media donde reside el API de control que se va a 
implementar, pues éste es quien va a comunicarse directamente con el 
procesador de media. Por lo tanto es el servidor de media quien debe conocer 
los protocolos propietarios existentes. Este API consistirá en un conjunto de 
drivers que traduzcan MSML al protocolo propietario de cada procesador de 
media. 
 
 
3.1.3 Procesadores de media 
 
Los procesadores de media son los elementos que contienen físicamente los 
recursos. Los procesadores estudiados en este proyecto son: 
 
• Video LAN. Servidor de streaming, que permite emitir flujos de datos de 
vídeo en tiempo real, sean archivos MPEG-1, MPEG-2 o MPEG-4, DVD, 
y canales digitales  emitidos por satélite o vídeos en tiempo real a través 
de una red unicast o multicast. Existen dos versiones de Video LAN. 
 
o VLS (Video Lan Server) -> Puede realizar streaming de 
MPEG-1, MPEG-2, ficheros MPEG-4, DVD, almacenados en 
Disco duro o cualquier otro dispositivo (DVD, CD-ROM). 
También puede realizar streaming de canales digitales 
emitidos por satélite o terrestre. 
Soporta IPV6. 
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o VLC (Video Lan Cliente) -> se puede utilizar para realizar 
streaming de MPEG-1, MPEG-2, ficheros MPEG-4 y DVD o 
ser usado como cliente para recibir estos flujos de vídeo. 
 
• Darwin. Servidor que permite el envió de streaming de archivos en 
formato QuikTime, MPEG-4, 3GPP a través de los protocolos 
RTP/RTSP. 
 
• Asterisk. Servidor que ofrece todas las características de una centralita 
telefónica (PBX). Ofrece mensajes de voz, comunicación de una 
llamada, respuesta interactiva de voz (IVR) y realiza funciones de 
mezclador de audio permitiendo una conferencia. 
 
 
3.2. Arquitectura del plano de media 
 
Esta arquitectura es más simple que la anterior donde los elementos que 
intervienen son tres: 
 
•  Programa del cliente que reproduce el flujo de media. No tiene porque 
ser un cliente SIP. 
 
• Servidor de procesos que emite el flujo  de media. 
 
• RTPProxy.  Este elemento actúa como  un conmutador de flujos de 
media entre el  emisor y el receptor, a demás  el RTPProxy  es capaz de 
almacenar sesiones. 
 
 
Figura 3.2. Arquitectura del flujo media. 
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CAPÍTULO 4. DISEÑO  
 
4.1 Diseño de la aplicación SIP  
 
Se ha diseñado  un framework para el desarrollo de servicios basados en SIP. 
En este diseño se ha seguido un modelo basado en capas.  
 
En un primer lugar está el contenedor de sipservlets,  en este caso solo habrá 
un sipservlet  para  los servicios implementados. Esta parte se encarga de la 
comunicación SIP. 
 
La siguiente capa esta dividía en dos partes: 
 
• CallControl.  Elemento encargado del control de las llamadas, redirige la 
llamada al servicio que le corresponda.  
 
• Componentes. Conjunto de objetos que facilitarán el diseño e 
implementación de los servicios. 
 
En la capa superior se encontrarían los servicios. Por cada servicio se ha 
diseñado una máquina de estados que modele su comportamiento (el 
funcionamiento de una máquina de estados y del resto de patrones de diseño 
se encuentra explicado en el anexo 3 [11]).  
 
 
Figura 4.1. Capas de la aplicación SIP 
 
 
 
 
Los servicios diseñados  en este documento  son: 
 
• Vídeo/audio bajo demanda. En este servicio ofrece la posibilidad de 
visualizar  o escuchar un flujo de vídeo o audio. También ofrece un 
control sobre el flujo.  
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• Audio conferencia. Se ofrece al usuario la posibilidad de participar en 
una conferencia de audio. 
 
4.1.1. Audio/Vídeo Bajo demanda 
 
El estado inicial de este servicio es el idle.   En este estado hay dos posibles 
cambios: 
 
• Pasar al  estado InvitaciónMediaServer, si la entrada ha sido un Invite. 
En este estado se establecerá una sesión con le servidor de media para 
que este último configure el RTPProxy.  
 
• Si la entrada recibida es un Info el  estado futuro será stop. Este estado  
realizará la petición al servidor de media. 
 
El cambio de estados en el caso de  InvitaciónMediaServer depende de una 
condición. Esta condición evalúa si  el usuario utiliza un cliente SIP. 
 
Si la condición es cierta  primero de todo se invitara al cliente SIP del usuario 
para la recepción del flujo de media antes de enviar la petición de inicio de 
reproducción del flujo  (estado play).Por el contrario si la condición es falsa se 
hace directamente la petición al servidor de media. 
 
Tanto en el estado stop, como en el play cuando se reciba la confirmación  de 
la petición sepasará al estado confirmación. En él se confirma a la aplicación 
Web que su petición ha sido atendida satisfactoriamente. 
 
Figura 4.2. Máquina de estados del Servicio audio/vídeo bajo demanda. 
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4.1.2. Audio conferencia 
 
El estado inicial de este servicio es el idle. Cuando en este estado de recibe un 
mensaje Invite  el servicio cambiará estableciendose una sesión con le servidor 
de media para que este último configure el RTPProxy. 
 
Una vez creada esta sesión se comenzará ha invitar a los participantes 
(Invitación Participante).Si el primer participante es invitado con éxito se creará 
la conferencia (crear conferencia) y se confirmará a la aplicación Web que el 
participante ha sido agregado pasando al estado Confirmar Participante.  
 
En este estado hay dos posibilidades  o bien pasar al estado inicial si ya se han 
invitado a todos los participantes  o bien volver al estado ConfigureMsmlSrrver  
si aun queda participantes por invitar.  
 
 
Figura 4.3. Máquina de estados del servicio  
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4.2 Diseño de la aplicación Web. 
 
Para el acceso del usuario a los servicios implementados se ha pensado  
diseñar una interfaz Web. El principal motivo por lo que se tomo esta decisión 
es: 
 
• En el “Proyecto Integrado” ya hay una un grupo encargado de diseñar la 
interfaz de usuario, por lo  que se decidió escoger un entorno sencillo de 
implementar para poder realizar las pruebas. 
 
 
En diseño de la aplicación Web se ha seguido un modelo basado en capas 
conocido con las iniciales MVC (Model-Vista-Controlador)  
 
• Modelo.  Esta capa se encarga de manejar los datos y controlar sus 
transformaciones. 
 
• Vista. Esta capa se encarga de la representación visual de los datos 
fruto de una petición del usuario. 
 
• Controlador. Esta capa es la encargada de recibir las peticiones 
procedentes de la capa de vistas y pasárselas a la capa de modelo, una 
vez atendida la petición devuelve los datos a la vista adecuada para que 
ésta los muestre. 
 
 
 
 
Figura 4.4. Diseño aplicación Web 
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4.2.1. Diseño de la interfaz de usuario (Capa de Vista) 
 
A continuación se muestran las diferentes  vistas que representan el diseño de 
la interfaz de usuario. 
 
• Acceso al sistema. El acceso al  sistema se realizara mediante 
autenticación de login y password. 
 
 
Figura 4.5.  Acceso al sistema 
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• Perfil de acceso. Una vez autenticado o registrado en el sistema la 
aplicación mostrara la página principal que variará en función del perfil 
de usuario con el que se acceda.  
 
 
Figura 4.6. Perfil de Administrador de grupo. 
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• Funcionalidades del sistema. A continuación se muestra la búsqueda y 
reproducción de un recurso de media. 
 
 
Figura 4.7.  Búsqueda y reproducción de un recurso. 
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Sólo aparece si el perfil es: 
usuario registrado en grupo 
o administrador de grupo
Invite
OK
Play “SWAT”
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4.2.2 Capa de Control 
 
Esta capa esta formada por  un servlet  que se encarga de recibir las peticiones 
y redirigirlas al gestor adecuado. El servlet  utiliza una clase factory que se 
encarga de devolver el gestor adecuado para la petición. La factory es un 
patrón de diseño (ver 3.1 del anexo 3) 
 
 
Figura 4.8.  Clases capa de control 
 
 
 
 
 
 
 
 
 
 
 
 
El SuperServlet está basado en el patrón de diseño from  controller 
 
4.2.3 Capa de Modelo 
 
Esta capa está formada por un conjunto de gestores que atenderán las 
peticiones. Dichos gestores se basan en el patrón de diseño comand. A 
continuación se explican  el funcionamiento de estos. 
 
• Gestor autenticación. Se encargará de comunicarse con el módulo de 
autenticación e indicar si el usuario está registrado.  
 
 
Figura 4.9. Gestor autenticación 
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• Gestor XmlDb.  Permite interaccionar con el modulo de localización 
para la búsqueda de  un recursos.  
Figura 4.10. Gestor XmlDb 
 
 
• Gestor Transcodificador.  Será el encargado de obtener una lista de 
los recursos que se puedan transcodificar.  
Figura 4.11.  Gestor transcodificador 
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• Gestor Media. Este gestor se encargará de atender las peticiones que 
requieran la reproducción y el control de un flujo de media. Para ello se 
comunicará con el módulo de provisión de servicios mediante el 
protocolo SIP. Para poder comunicarse mediante SIP se ha creado dos 
clases MySip que trabajan con las librerías definidas en JAIN SIP. 
Figura 4.12. Gestor Media 
 
 
 
CAPÍTULO 5. IMPLEMENTACIÓN 
 
En este capitulo se explicará la implementación realizada durante el TFC 
 
 
5.1 Entorno de trabajo 
 
Antes de comenzar con la implementación se definirá el entorno de trabajo en 
el cual se ha llevado acabo el proyecto. 
 
El sistema operativo utilizado principalmente a la hora de trabajar ha sido el 
Windows XP. La motivación por la selección de este sistema operativo y no 
otro es únicamente por la comodidad que ofrece trabajar con un sistema 
conocido con el cual trabajo diariamente. Se podría haber realizado con otro 
sistema operativo ya que todas las herramientas utilizadas son compatibles. No 
obstante no es él único SO con el que se ha trabajado ya que para hacer 
pruebas se ha necesitado de otras máquinas que utilizan Linux.  
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Para desarrollar los servicios se ha utilizado la versión de la máquina virtual de 
Java SDK 1.4.2 y  la  plataforma de Java J2SE. El entorno utilizado para la 
programación ha sido el Eclipse. Este es un entorno visual bastante amigable 
que facilita el trabajo a la hora de programar  y  debugar el código fuente.  
 
El servidor de aplicaciones utilizado para implementar la aplicación Web es el  
Apache Tomcat 4.1.30. Para el desarrollo de la aplicación se han utilizado las 
librerías de JAIN SIP, con el fin de que la aplicación pueda crear y enviar 
mensajes SIP. 
 
Los clientes para la reproducción de los flujos de media han sido 2: 
 
• VideoLan. Cliente que reproduce flujos de video en tiempo real, este 
cliente no trabaja con SIP. 
 
•  X-Lite. Software que simula un teléfono SIP. Este será el cliente 
utilizado para la reproducción de un flujo de media y el servicio de 
conferencia. 
 
 
También se ha trabajado con el CVS. El CVS es un servidor de ficheros, en el 
que se puede almacenar todo lo desarrollado o escrito. Este servidor permite 
tener actualizada toda la información almacenada o incluso guardar versiones 
antiguas, también nos permite obtener copias de la información en cualquier 
máquina con la que se trabaje. 
 
 
5.2 Implementación aplicación Web  
 
La interfaz visual de la aplicación ha sido implementada con páginas JSPs que 
son atendidas por un servlet. Cuando el servlet recibe una petición busca en 
ella que gestor se encargará de atenderla, una vez que obtiene el gestor 
adecuado ejecuta la petición y devuelve los resultados a una página JSP.  
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5.2.1. Acceso al sistema 
 
El acceso a la aplicación se realizado mediante una autenticación de nombre y 
contraseña. En la implementación no se ha tenido en cuenta los perfiles de 
usuario con los que se puede acceder al sistema, tal y como se ha comentado 
en el diseño, ya que esta información la debería proporcionar el módulo de 
autenticación del “Proyecto Integrado” y este módulo queda fuera del alcance 
del documento.  
 
 
Figura 5.1.  Página de acceso 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 5.2. Directorio principal 
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5.2.2. Localización de los recursos 
 
Se ha implementado una pagina JSP que equivale al resultado de una 
búsqueda de recursos en el módulo de localización, de esta forma se podrá 
trabajar sin necesidad de depender de este módulo. 
 
 
Figura 5.3. Vista del resultado de una búsqueda 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
5.3 Implementación audio/video bajo demanda. 
 
A la hora de implantar este servicio se ha dividido en metas más pequeñas  
para hacer más fácil las pruebas de funcionamiento. 
 
El primer objetivo que se planteó una vez realizada la aplicación Web fue la 
integración de dicha aplicación con el protocolo SIP, para que fuese capaz de 
crear y enviar mensajes. Para  esta integración se han creado dos clases que 
implementan el protocolo SIP y  su contenido SDP. 
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Figura 5.4.  Resultados del primer objetivo. 
 
 
 
 
En el mensaje SIP los campos from  y to contienen las direcciones del origen y 
destino respectivamente. En el protocolo SIP las direcciones reciben el nombre 
de SipUri y tiene el siguiente formato: Sip:user@ip.  
 
El campo <user> contiene un nombre que se asocia a la SipUri, generalmente 
corresponde con la persona que tienen asignada esa dirección. En este caso 
<user>, del  campo to, contiene el nombre del servicio que atenderá la petición. 
Dentro del mensaje SIP viaja la información que describe la sesión de media. 
En el campo de información del SDP se ha incluido información necesaria para 
el servicio:  
 
• <Comando>. Acción que se realizará sobre el recurso. 
 
• <Nombre>. Nombre del recurso. 
 
• <Procesador de media > Servidor que contiene el recurso. 
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Figura 5.5. Contenido SDP 
 
 
 
 
Finalizado el primer objetivo se paso a la implementación del servicio. Éste se 
comunica a través de MSML/MOML con un servidor de media que se encarga 
traducir el MSML/MOML al protocolo propietario del procesador de media. Para 
realizar la conversión de protocolos el servidor de  media utiliza drivers. La 
elección del driver varía en función del procesador de media. Se  ha simulado 
el funcionamiento del dirver para facilitar las pruebas del servicio 
implementado. 
 
 
En el MSML que se envía está el campo alias que tiene un atributo donde se 
indica cual es el media proceso que tiene el recurso solicitado. Este atributo es 
el name.  
 
 
Figura 5.6. MSML enviado 
 
 
 
El siguiente paso ha sido la implementación de los drivers. Esta 
implementación se ha hecho simulando el comportamiento del servicio de 
manera que cuando se ha comprobado que funcionaban correctamente solo ha 
quedado integrarlos con el servidor de media. 
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A continuación se muestran los escenarios finales de los servicios 
 
Figura 5.7. Petición de una reproducción de vídeo 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 5.8. Petición de una reproducción de audio 
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5.3.1 Implementación del driver VideoLan 
 
VideoLan ofrece varias interfaces de control entre las cuales se encuentra la 
interfaz Web. Se ha decidido por esta interfaz porque es sencilla de manejar y 
aporta los recursos suficientes para la implementación del servicio de video. Tal 
vez esta no sea la interfaz que explote todas las posibilidades que ofrece 
VideoLan como puede ser la transcodificación de contenidos. Esto no 
representa ningún problema  ya que si en un futuro se decidiera implementar 
algún servicio de este tipo lo único que se debería hacer es crear un nuevo 
driver para que trabaje con la otra interfaz.  
 
El driver implementado para comunicarse con el VideoLan consiste en 
peticiones http donde se indica el nombre del recurso, la IP y el puerto de 
destino. El driver realiza la petición a un CGI que varia en función del comando 
que se ejecute. 
 
 
5.3.2 Implementación del driver  Asterisk 
 
Asterisk es un servidor que puede comunicarse mediante el protocolo SIP, este 
hecho ha facilitado la implementación del driver pues se han asociado los 
mensajes SIP con los comandos ha ejecutar. 
 
• Invite para iniciar un flujo de audio, crear una audio conferencia o añadir 
un participante a una audio conferencia. 
 
• Bye para finalizar un flujo de audio. 
 
 
5.4 Implementación audio conferencia  
 
Una vez implementado el servicio de video y audio bajo demanda, la 
implementación de la audio conferencia se ha centrado básicamente en el 
servicio ya que el driver utilizado es el mismo que el anterior.  
 
Para este servicio se ha supuesto que la conferencia ya estaba creada y sólo 
se han implementado los mensajes que debería enviar la aplicación. Lo único 
que varía de los mensajes SIP envidiados anteriormente es: 
 
• El nombre del servicio al cual se llama en este caso es conference.  
 
 
• El contenido del campo información del SDP. La información que se 
envía  es el número de participante, puerto por el cual escucha los 
mensajes SIP el participante y el procesador de media  que atenderá la 
conferencia. 
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Figura 5.9.  Mensaje SIP 
 
 
 
 
Figura 5.10. Contenido  SDP 
 
 
 
 
La estructura del mensaje MSML que se han implementado se muestran en la 
siguiente figura. 
 
 
Figura 5.11. MSML creación de la audio conferencia con un invitado 
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Para añadir un participante el mensaje enviado es el mismo pero no aparece el 
elemento <createconference></createconference> 
 
 
Figura 5.12. Intercambio de mensajes del servicio de audioconferencia. 
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CAPÍTULO 6. PLANIFICACIÓN Y COSTES 
 
Dedicar una parte del tiempo para planificar las tareas que se han de llevar 
acabo resulta ventajoso para darse cuenta  de las dimensiones que tiene  el 
proyecto, decidir que cosas son importantes  y plantearse unas metas que se 
puedan cumplir. También es importante tener en cuenta los costes tanto a nivel 
económico como personal. 
 
 
6.1 Planificación 
 
A continuación se muestra  la planificación realizada para este proyecto con el 
MSProject. 
 
Figura 6.1. Planificación con MSProject 
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El primer elemento que se ha  tendido en cuanta a la hora de planificar el 
proyecto ha sido el tiempo del se dispone. La fecha de inicio fue el 21 de 
septiembre de 2004 y el día limite de entrega es el 21 de enero de 2005. 
Dieciocho semanas aproximadamente en las cuales  se ha hecho un estudio de 
las tecnologías necesarias, propuesto un diseño y por último se ha llevado 
acabo su implantación. 
 
En un primer momento se dejo unos días para tomar contacto con le entorno 
de trabajo y familiarizarse con las herramientas en el cual se desarrollaría el 
TFC. Estas herramientas han sido más bien de tipo software que  hardware. 
Programas como Eclipse, y servidores de archivo como el CVS han facilitado el 
desarrollo del trabajo. Durante esta toma de contacto con el entorno se realizo, 
junto al tutor, una planificación de cómo enfocar el proyecto.  
 
Una vez hecha la toma de contacto se comenzó el estudio de las tecnologías  
utilizadas. A medida  que se  iba aprendiendo su funcionamiento también se iba 
redactando un informe donde recoger las ideas más importantes de las 
tecnologías estudiadas. 
 
El siguiente paso realizado fue una especificación formal de lo que se iba a 
realizar en el proyecto. Cuando la especificación quedo clara se paso a hacer 
el diseño y posteriormente su implementación. 
 
El último paso ha realizar pero que indirectamente se comenzó desde el 
principio, a través de la recopilación de información, ha sido la redacción de la 
memoria.   
 
6.2 Costes 
 
A nivel personal el coste  en horas de esto proyecto  ha sido, en media, seis 
horas diarias. Aunque hay que decir de las seis horas cuatro corresponden ha 
una beca que he realizado con el mismo tutor del TFC. El trabajo hecho 
durante la beca ha sido aprovechable casi al 100% ya que los objetivos eran 
muy similares. 
 
En cuanto al coste económico de las herramientas es difícil hacer una 
estimación precisa, pues todo el material utilizado ha sido prestado por la 
universidad, sin embargo no creo que represente un coste elevado, ya que el 
material usado, básicamente ordenadores, no han sido dedicados 
exclusivamente para  este TFC. A demás los programas utilizados son de libre 
distribución, a excepción del SO. A continuación se hace una estimación del 
coste  en euros que supondría haber  becado el proyecto: 
 
• Horas dedicadas: 6. 
• Dias totales: 87. 
• Precio/hora. 4  
 
El precio estimado es de 2088 . 
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CAPÍTULO 7. CONCLUSIONES 
 
 
7.1 Impacto medio ambiental 
 
A simple vista parece que no tiene sentido repara en el impacto medio 
ambiental que pueda tener  un proyecto de estas características, pues tal vez 
no existan relaciones alguna. Sin embargo, si paramos a reflexionar un 
momento, nos podemos dar cuenta que dichas relaciones no sean tan 
descabelladas. 
 
Las herramientas de trabajo utilizadas no dejan de ser equipos que necesitan 
consumir energía  para su funcionamiento. Equipos que han de estar 
funcionando las 24 horas del día durante todo el año. Pese que el consumo de 
dichos equipos no es muy elevado a corto plazo, si atendemos al tiempo de 
vida de un servicio el coste energético puede ser considerable, así que no 
estaría de más pensar en utilizar una energía renovable. 
 
Un entorno telemático adecuado tiene un impacto medio ambiental notable 
pues facilita el trabajo a distancia, evitando desplazamientos innecesarios y por 
lo tanto evitando la contaminación ambiental que genera el medio de transporte 
utilizado,  gracias a servicios como el de videoconferencia se puede  realizar 
reuniones con participantes que se encuentren en distintos lugares.   
 
7.2 Conclusiones sobre  los objetivos 
 
Una vez finalizado el proyecto es hora de echar la vista atrás mirar cuales eran 
los objetivos planteados y evaluar hasta que punto se han cumplido.  
 
Los objetivos plantados al principio del documento se han realizado 
satisfactoriamente. La idea inicial era crear 
 
• Una API de control de servidores de media que permita al usuario el control 
de dichos servidores de forma transparente. 
 
• Una arquitectura que permita el desarrollo de servicios de media 
avanzados. 
 
 
También se planteo la creación de un servicio de vídeo y audio bajo demanda 
y  otro de audio conferencia que finalmente han sido puestos en práctica. 
 
Quizá en este documento se han especificado servicios, de los cuales ya 
sabíamos de antemano que no se llevarían acabo por falta de tiempo, pero que 
se ha creído oportuno mencionar porque han sido de gran ayuda para definir 
los pasos a seguir y situar el proyecto en un entorno más real. 
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7.3 Líneas Futuras 
 
El trabajo realizado por en este proyecto deja las puertas abiertas para seguir 
trabajando sobre él por varios motivos.  
 
En primer lugar porque  los servicios de media están auge con la aparición de 
tecnologías como sipservlet que facilitan el trabajo a la hora de desarrollar 
servicios. En segundo lugar porque a lo largo del documento se han 
especificado servicios que no se han llevado acabo.  
 
Atendiendo a estos motivos se proponen algunas posibles ampliaciones: 
 
• Mejora el diseño de la aplicación Web. 
 
• Diseñar  una nueva aplicación  que integre un cliente SIP para la 
reproducción de flujos de media o integrar en una aplicación ya existente 
el cliente. 
 
• Ampliar las funcionalidades de los servicios implementados por ejemplo: 
 
o Dotar del pause, selección de imagen en el servicio de vídeo   
bajo demanda. 
 
o Integrar el servicio de conferencia con la aplicación. 
 
• Desarrollar  nuevos servicios como puede ser la transcodificación de 
contenidos o la creación de una videoconferencia 
 
  
7.4 Conclusiones personales 
 
La realización de este proyecto ha ocupado la mayor parte de mi tiempo 
durante estos últimos 4 meses.  Tiempo  que no considero perdido pues me ha 
aportado conocimientos, no solo a nivel intelectual sino también en el ámbito 
personal. 
 
La realización del proyecto me ha aportado conocimientos sobre la 
planificación de un trabajo de dimensiones considerables que se pueden 
extrapolar a cualquier otro proyecto personal. También he comprobado, en 
reuniones con el tutor y compañeros de proyecto, como una buena 
comunicación es básica para que el trabajo en grupo no se convierta en un 
caos y se puedan cumplir las metas fijadas. 
 
Por último destaco que este proyecto no se podría haber llevado acabo, si no 
hubiese estado en un entorno de trabajo que me aportará tranquilidad y 
confianza suficiente  y sobretodo sin las personas, +tutor y compañeros, que 
me han ayudado cuando me quedaba bloqueado por falta de conocimientos o 
experiencia. 
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ANEXO 1. TRANSCODIFICACIÓN DE CONTENIDOS 
 
La función de la transcodificación de protocolos se centrará en adaptar los 
diferentes protocolos propietarios de los procesadores de media de contenido 
audiovisual al protocolo estándar. 
 
El objetivo del módulo de transcodificación de protocolos es el de proporcionar 
señalización de servicios a usuarios mediante protocolo H323, SIP o incluso 
HTTP/SOAP, para permitir el acceso a los servicios de transporte de 
procesadores de media. 
 
El módulo de transcodificación de protocolos se compone de los siguientes 
elementos: 
 Control de la señalización 
 Transcodificación de protocolos de control 
 Transcodificación de protocolos de control a protocolos de 
transporte y localización 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
El módulo de transcodificación de protocolos interactuará con el módulo de 
transcodificación de contenidos para ofrecer un servicio combinado de 
almacenaje, distribución en tiempo real e interactividad multimedia, de manera 
que un procesador de mediar puede, por ejemplo, ser invitado a participar en 
una videoconferencia. 
 
La infraestructura multimedia de la plataforma integrada atiende la petición de 
servicios mediante SIP, el cliente interactúa con la plataforma a través de 
terminales hardware o Servicios Web. La interacción contempla la 
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comunicación punto a punto en servicios de multiconferencia. En una 
arquitectura centralizada, un directorio H350, LDAP o un registro UDDI o una 
plataforma basada en JXTA para una arquitectura distribuida permitirá la 
localización de estos servicios así como la autenticación de los usuarios de 
manera inequívoca. 
 
El gateway de protocolos entre el plano de transporte y control permite la 
integración de una gama variada de procesadores de media en el proyecto 
integrado. Este gateway contempla 2 implementaciones posibles: 
 
 Interfaz de control genérica para procesadores de media. 
 Interfaz de control para servicios orientados a media almacenada. 
 
La interfaz de control genérica será implementada a partir del protocolo  MSML, 
que proporciona el soporte para el control de capacidades de procesado de 
media. La implementación contempla el desarrollo de conectores específicos 
para cada tipo de control de transporte estándar como: procesadores de media  
DV, procesadores de media alta definición, procesadores de media que 
soporten RTSP, etc. 
 
 
ANEXO 2. ESPECIFICACIÓN PROYECTO INTEGRADO 
 
2.1. Localización de Recursos de Media 
 
 
 
• Obtener listado de recursos multimedia. Las condiciones de búsqueda   
que se proponen en función del servicio son: 
 
 Audio bajo demanda: 
• Grupo 
• Año 
• Título 
• Género (por ejemplo: Pop, Rock, Heavy, Jazz, Clásica, 
Electrónica,). 
• Formato (por ejemplo: Mp3, Ogg, Wma, Wav) 
• Calidad (frecuencia muestreo) 
• Tamaño 
 
 Vídeo bajo demanda: 
• Director 
• Actor 
• Título 
• Género (por ejemplo: Comedia, Drama, Terror, Suspense, 
Acción) 
• Formato (por ejemplo: Mpeg2/7/21, Avi, Xvid, Divx) 
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• Calidad (Resolución) 
• Idioma 
o Versión Original. 
o Doblada (Idiomas, por ejemplo: inglés, español) 
o Subtitulada (Idiomas, por ejemplo: inglés, español) 
• Años  
• Galardones 
 
  Vídeo conferencia/Audio conferencia: 
• Tema. 
• Fecha 
• Participantes y/o organizador. 
 
 Radio y Televisión. 
• Canales 
• Programación. 
• Temática (por ejemplo: documentales, series, reality-shows) 
 
 
Nota: Los parámetros de búsqueda de ‘género’, ‘formato’ e 
‘idiomas’ mostraran los posibles valores registrados en el sistema 
de manera automática.   
 
• Obtener información sobre la disponibilidad de los recursos de media. El 
usuario puede consultar si un recurso está disponible en un determinado 
instante. 
 
• Valorar un recurso utilizado. Estos datos servirán como información 
estadística para el sistema. Las valoraciones propuestas son: 
 
 Valorar del 1 al 10 dependiendo del recurso solicitado. 
• Imagen (Vídeo bajo demanda/Vídeo conferencia/Televisión) 
• Sonido(Vídeo bajo demanda/audio/ Vídeo 
conferencia/Televisión/Radio) 
• Argumento(Vídeo bajo demanda) 
• Interpretación(Vídeo bajo demanda) 
• Efectos especiales(Vídeo bajo demanda) 
• Valoración personal (Vídeo bajo demanda/audio/ Vídeo 
conferencia/Televisión/Radio) 
 
 
2.2. Localización de procesadores de media.  
 
Permite al usuario obtener el listado de procesadores de media que ofrecen 
el recurso requerido y su disponibilidad. 
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2.3.   Ejecución de recursos de media 
 
A continuación se describe el control en función del servicio que el usuario  
tiene sobre el flujo de media: 
 
• Audio bajo demanda: 
 
 Play 
 Stop 
 Pause 
 Fast Forward 
 Rewind 
 
• Vídeo bajo demanda: 
 
 Play 
 Stop 
 Pause 
 Fast Forward. 
 Rewind 
 Selección de escena. 
 
• Vídeo conferencia/Audio conferencia: 
 
 Participar 
 Abandonar 
 
• Radio/Televisión: 
 
 Ver Programación 
 Selección del canal 
 Visualización de varios canales simultáneamente. 
 Finalizar 
 
 
2.4. Gestión 
La gestión se clasifica en función de elementos que forman el sistema. 
• Recursos. El usuario, según los derechos de los que disponga al 
acceder al sistema, podrá: 
 Publicar y añadir recursos (mediante registro UDDI usando Servicios 
Web o anuncios en redes P2P JXTA) 
 Eliminar recursos 
 Modificar la información relativa a un recurso. 
 
• Servicios.  
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 Publicar servicios (mediante registro UDDI usando Servicios Web o 
anuncios en redes P2P JXTA) 
 Eliminar servicios. 
 Crear una vídeo conferencia /audio .conferencia 
 
• Usuarios. 
 
 Dar de alta a un usuario (módulo de autenticación). 
 Dar de baja a un usuario (módulo de autenticación). 
 Denegar acceso, expulsar a un usuario. 
 Listar usuarios. 
 Consultar perfil de usuario. 
 Actualizar perfil de usuario. 
 
• Grupos. 
 
 Crear un grupo. 
 Eliminar un grupo. 
 Crear Encuesta. 
 Eliminar Encuesta 
 
• Perfiles de usuario. Permite seleccionar un modo de búsqueda 
automático o manual.  
 
 Automático: el sistema proporciona al usuario el recurso que más se 
adapte a sus características. 
 Manual: El usuario selecciona el recurso entre la lista de recursos 
disponibles facilitada por el servicio de localización de recursos de 
media. 
 
2.5. Funcionalidades de grupos 
• Agregar  usuarios. 
• Listar usuarios. 
• Listar grupos. 
• Abandonar un grupo 
• Intercambiar mensajes entre usuarios pertenecientes a un mismo grupo. 
• Visualizar el estado de los usuarios del grupo al que pertenecemos. 
• Intercambiar archivos entre los usuarios miembros de un grupo. 
• Ver Encuesta. 
• Votar Encuesta. 
• Participar en videoconferencia. 
• Login (Identificación hacia el grupo). 
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2.6. Información del Sistema 
 
• Obtener “lista negra” de servidores (por ejemplo aquellos que envían 
archivos infectados con virus, archivos multimedia engañosos, etc.). 
Estas listas se pueden obtener automáticamente a través de la 
información del usuario. El usuario puede introducir su valoración sobre 
el servicio o recurso recibido. 
• Ver  historial de los servicios visitados durante el último mes, última 
semana, últimos 2 días o ayer. 
• Borrar historial citado en el punto anterior. 
• Estadísticas de los servicios más utilizados. 
• Estadísticas de cuantos usuarios acceden a la vez un determinado 
servicio en un momento preciso. 
• Estadísticas de utilización de un servidor como son: hora punta del día, 
días de mayor actividad durante la semana, periodos del año más 
utilizado. 
• Valoración del recurso. 
 
 
2.7. Perfiles de Usuario 
El sistema define una serie de perfiles de usuario los cuales determinan las 
funcionalidades que un usuario puede llevar a cabo. 
• Usuario 
 Localizar recursos multimedia 
 Ver el estado de los servidores. 
 Ver el estado de los recursos. 
 Publicar Servicios. 
 Eliminar Servicios. 
 Listar Usuarios. 
 Localizar Servidores 
 Ejecutar recursos multimedia. 
 Ver listado de grupos 
 Solicitar la incorporación a grupos 
 Darse de baja del sistema. 
 Crear Grupos. 
 Visualizar  todas las estadísticas. 
 Consultar valoración de servicios / recursos obtenido por parte de los 
usuarios registrados y/o administrador, los cuales son los que han 
valorado. 
• Usuario Registrado en un Grupo: Éste tipo de usuario puede realizar 
todas las acciones de Usuario y además las citadas a continuación. 
 Listar miembros de un grupo, así como su estado (Disponible, no 
disponible) 
 Intercambio de mensajes con los miembros del grupo. 
 Ver el historial de los recursos utilizados. 
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 Poder borrar el  historial propio. 
 Participar en una videoconferencia (cada usuario registrado dispone 
de un identificador propio como por ejemplo un SIP URI). 
 Intercambio de archivos. 
 Proponer encuesta. 
 Votar encuesta. 
 Agregación a una videoconferencia. 
• Administrador de un Grupo / Servicio: Éste tipo de usuario puede realizar 
todas las acciones de Usuario y además las citadas a continuación. 
 Acceso a los historiales relacionados con el grupo  de todos los 
usuarios registrados. 
 Eliminación de participantes de un grupo. 
 Eliminación del grupo. 
 Eliminar encuesta. 
 Crear videoconferencia. 
 Eliminar videoconferencia programada 
 Modificar programación videoconferencia. 
 
 
ANEXO 3. PATRONES DE DISEÑO 
 
Un patrón de diseño es  una solución estándar para un problema común de 
programación sus características principales son: 
 
• Lenguaje  de programación de alto nivel. 
 
• Describir ciertos aspectos de la organización de un programa 
 
• Conexiones entre componentes de programas  
 
3.1 Patrón MVC 
 
Este patrón de diseño pretende  aislar  la gestión de los datos de la aplicación 
de los objetos de  modelo de negocio  y de la interfaz visual. Esta separación  
facilita la reutilización del código, la programación por separado de la interfaz 
visual y del desarrollo de la aplicación.  
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3.2 Patrón Singleton 
 
Este patrón de diseño tiene como funcionalidad la de obtener única instancia 
de un objeto. El patrón singleton se implementa creando una clase con un 
método que crea una instancia del objeto sólo si todavía no existe alguna. 
 
 
 
3.3 Patrón factory  
 
Patrón de diseño que permite instanciar clases de forma dinámica, en este 
caso se utiliza en la aplicación Web, dependiendo de la petición recibida se 
instanciará uno u otro gestor. 
 
3.4 Patrón máquina de estados. 
 
Una máquina de estados esta formada por de estados y transacciones. Un  
estado  representa el momento actual de  la máquina, cuando recibe un 
entrada se ejecuta una transacción  y la máquina puede o no cambiar de 
estado. También se pueden definir condiciones que se evalúan cuando se 
recibe una entrada, de manera que una misma entrada puede conducir a un 
estado u otro dependiendo del resultado de la condición. 
 
 
3.5 Patrón Comand 
Este patrón consiste en convertir un método en un objeto, a través de una 
interfaz de esta manera todos las clases que implementen esa interfaz tendrán 
un método común pero que cada una implementará a su manera.  
 
interface Command { 
void execute(); 
} 
 
 
 
 
 
