Abstract
Introduction

21
Motivated by applications from wireless networks, Erlebach and van are given a pair ⟨P, D⟩ of a set P of points and a set D of unit disks as input, 1 and we are asked to find a subset C ⊆ D such that the number of points in P The parameterized complexity of the unique coverage problem has also been 23 studied by Misra et al. [10] . 24 Erlebach and van Leeuwen [4] studied geometric versions of the unique cov-25 erage problem. They showed that the unique unit-disk coverage problem is 26 the second class consists of the disks whose centers lie inside the ribbons. It is 23 important to notice that we will not solve the classified instances exactly, but 24 rather we design a PTAS for each of them. Namely, we provide a polynomial- 
Comparison with the unit-square case
32
The PTAS in this paper for each of the classified instances uses an idea 33 similar to our PTAS for unit squares [8] . However, there is a big difference, as 34 explained below, that makes us unable to give a PTAS for the original instance 35 on unit disks. Look at a horizontal ribbon. For the unit-square case, the 36 intersection of the ribbon and a unit square is a rectangle. Then, its boundary
37
is an x-monotone curve. The monotonicity enables us to provide a PTAS.
38
However, for the unit-disk case, if we look at the intersection of the ribbon 39 and a unit disk, then its boundary is not necessarily x-monotone. To make it 40
x-monotone, we need to give a gap between ribbons and throw away the disks 41 that have centers inside the ribbons; This is why we classified the disks into two 42 classes, as mentioned above. It should be noted that, by this disk classification,
43
we can get the x-monotonicity only for the disks whose centers lie outside the 
Main result and outline
3
The following is the main result of the paper. In the remainder of the paper, we give a polynomial-time 2(1+ε ′ )(1+2/ √ 3)- 
Restricting the problem to a stripe
10
A rectangle is axis-parallel if its boundary consists of horizontal and vertical 11 line segments. Let R W be an (unbounded) axis-parallel rectangle of width W 12 and height ∞ which properly contains all points in P and all unit disks in D. 13 We fix the origin of the coordinate system on the left vertical boundary of R W . Proof. For a point set P and a subset C of a disk set D, we denote by 9 profit(P, C) the number of points in P that are uniquely covered by C.
Consider an arbitrary optimal solution C * ⊆ D for the problem on ⟨P, D⟩.
11
Then, the optimal objective value for ⟨P, D⟩ is equal to profit(P, C * ). Pick a real
12
number q uniformly at random from [0, h + b), and fix the stripe R W (q, h, b).
. The probability that a point of P is contained in the
optimal solution to ⟨P q , D⟩. By the assumption, we can find a subset
(1), we thus have
This approach can be derandomized. respectively. We have the following series of inequalities.
The first inequality follows since
where U (P, C) is the set of all points in P that are uniquely covered by C for 22 a point set P and a subset C ⊆ D. To see this, let p ∈ U (P, C * ). Then, p is 
. . 
R t
Therefore, we have profit(
By Inequality (2) we thus have profit( any set of disks, as long as a trivial condition for the disk set to be an optimal 4 solution is satisfied. Furthermore, such a disk can be found in polynomial time. 
Basic definitions 6
We may assume without loss of generality that the set G consists of consec- 
, we clearly have the following lemma. 
Properties on disk subsets of D i,i+1
26
We first deal with the special case where disks are contained only in a set
, and consider the region uniquely covered by them. Of course, disks
may influence disks in C; This issue will be discussed later.
29
We sometimes denote by R i,i+1 the set of two consecutive ribbons R i and R i+1 , Let U E(C) and LE(C) be the sequences of disks that form the upper and lower 
in both U E(C) and LE(C).
2
Consider an arbitrary optimal solution
If there is a disk D ∈ C * that is not part of A 1 (C * ), we can simply remove it 
Top disks and the key lemma 10
When we add a "new" disk D to the current disk set C \ {D}, we need 11 to know the symmetric difference between A 1 (C) and there always exists a disk D ∈ C such that ∆(C, D) contains at most 16 disks,
following conditions (i)-(iv) holds:
(ii) D is one of the six rightmost disks of LE(C);
one of the two rightmost disks of U E(LE(C) \ U E(C));
(iv) D is one of the two rightmost disks of LE(U E(C) \ LE(C)).
8
An example is given in Figure 6 . Remember that the disks in U E(C) and LE(C) 9 are ordered from right to left. We denote by Top(C) the set of top disks of C.
10
Note that a disk may satisfy more than one of the conditions above. A disk set
, we denote by C i,i+1 (F) the set of all disk sets whose top disks are equal 
23
We postpone the proof of Lemma 5.5 to Section 6. 
Properties on disk subsets of D O 25
We finish the concentration on D i,i+1 , and look at the whole set of
, and let
We say that We postpone the proof of Lemma 5.6 to Section 7. 
Algorithm for the problem on ⟨P
For a feasible disk set F on D O , let f (F) be the maximum number of points
where profit(P q ∩ G, C) is the number of points in P q ∩ G that are uniquely 13 covered by C. Then, since every subset of D O belongs to C(F) for some feasible
Since 
20
The values f (F) can be computed according to the "parent-child relation." 
Since k is a constant, this 31 enumeration can be done in polynomial time.
32
For a feasible disk set F on D O , let C be any disk set in C(F). Then, we 
This way, the algorithm correctly solves the problem on 
the second rightmost disk of U E(F) \ LE(F).
1
To prove Lemma 5.5, we need a thorough preparation. 
Upper and lower envelopes 3
First, the following lemma clearly holds.
one disk in LE(C).
8
We then give the following lemma for the upper envelope. 
is covered by at least 2 + q disks of C.
13
Proof. It suffices to show that every point Let D ′′ be a disk (not necessarily in C) with its center on the arc a and 
18
The following lemma implies that, for a feasible disk set F on D 
Proof. By the definition of stable disks, the necessity clearly holds. We thus 1 show the sufficiency, i.e., we will show that, if D is not stable in F, then there
Since D is not stable in F, there exists a disk set C ∈ C i,i+1 (F) such that
and let
Note that some disks may appear in both U E(F) and LE(F). 
Top(F ∪ {Q}) = F. Then, Q ∈ LE(F ∪ {Q}), |LE(F)| ≥ 6, and either
Proof. Note that
hold. Since Top(F ∪ {Q}) = F and Q ̸ ∈ F, Q is a non-top disk.
17
We first claim that there exists at most one disk
. Suppose for a contradiction that there exist two 
The claim also implies that either |U E(F)| ≤ 2 or
holds. By Inequalities (6) and (7) we have 
Top(F ∪ {Q}) = F. Then, Q ∈ U E(F ∪ {Q}), |U E(F)| ≥ 6, and either
holds.
14 Suppose for a contradiction that there exists a disk by Inequality (8) we have
Therefore, by Inequalities (5), (9) and (10) we have 
2
Consider an arbitrary non-
Note that Inequality (11) ensures that the disk K ⊥ 6 exists. Since Q ′ is a non-
consider the case where
that Inequality (12) holds, and hence by Inequality (4) we have
Therefore, in either case, Inequality (13) holds.
10
Let D 2 and D 3 be the rightmost and the second rightmost disks in LE(
. Therefore, we
We consider the following 14 two sub-cases.
15
Case 2-1: D 3 is in U E(LE(F) \ U E(F)).
16
In this case, we show that D 2 is stable in F, and hence we set K(F) = D 2 .
17
By Lemma 6.5 it suffices to show that
19
We first show that
Inequality (13) we have
By Lemma 6.3 every point in Q ′ ∩ D 2 ∩ R i is covered by at least five disks, and
By Lemma 6.4 we thus have
24
We then show that
covered by at least three disks. Moreover, since D 2 ̸ ∈ U E(F), by Lemma 6.1
is covered by at least four disks in F, 30 and hence is contained in A ≥3 ((F ∪ {Q ′ }) \ {D 2 }). By Lemma 6.4 we thus have
32
Case 2-2: D 3 is not in U E(LE(F) \ U E(F)).
33
In this case, we show that D 3 is stable in F, and hence we set K(F) = D 3 .
34
36
Proof of Lemma 5.6 13
We then prove another key lemma, which ensures that every feasible disk set
, our concern is only the intersections with disks in
Therefore, we give a sufficient condition for which K(F i,i+1 ) has no intersection 19 with disks in
, and show that there exists 20 an index s ∈ {0, . . . , k} such that F s,s+1 satisfies the sufficient condition.
21
A proof of Lemma 5.6 needs preparation. We first give an auxiliary lemma 22 which states that at least one of F i,i+1 and F i+1,i+2 is safe for the other for 
28
Let F be a feasible disk set on
always safe for F −1,0 , and F k,k+1 is always safe for F k+1,k+2 . By Lemma 5.4
safe for F if and only if F i,i+1 is safe for both F i−1,i and F i+1,i+2 .
38
Let F be a feasible disk set on D O , and let C be a disk set in C(F). For
, while let lx(C i,i+1 ) be the x-coordinate of the leftmost point of the area
Proof. We show that (a) holds; The proof for (b) is symmetric.
11
Suppose for a contradiction that there exists a point
14 Therefore, we have
and hence p ′ is not contained in K(F i,i+1 ).
16
We now claim that
coordinate is largest, then K(F i,i+1 ) has the largest x-coordinate in C and hence
19
we have
where LE(
; we here omit the symmetric case.
21
Then, since Q is a non-top disk of C, by Inequality (13) we have x(Q) < x(K ⊥ 6 ).
22
By Inequality (5) we thus have x(Q) < x(K (F i,i+1 ) ). Therefore, in either case,
23
we have x(Q) < x(K(F i,i+1 )) as claimed.
24
Since the centers of Q and K(F i,i+1 ) lie between R i and R i+1 , and x(Q) < 
27
By the definition of ux(C), there exists a number y ′′ such that 
30
From the discussion above, we know that 
Consider an arbitrary disk set C ∈ C(F), and let Q be a disk in
We thus consider the case where
13 Therefore, we consider a point ( 
19
(one of which is K (F i,i+1 ) ). Thus, the point (
We then finalize the proof of Lemma 5.6. We have the following lemma, which is another crux of this paper. We proceed along the same way as the algorithm in Section 5. 
Conclusion
29
In this paper, we gave a polynomial-time (2 + 4/ √ 3 + ε)-approximation algo-30 rithm, for any fixed constant ε > 0, for the unique unit-disk coverage problem.
31
Our algorithm combines the well-known shifting strategy [6] and a novel dy- [8] Ito, T., Nakano, S.-i., Okamoto, Y., Otachi, Y., Uehara, R., Uno, T., Uno, 
