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Abstract
In 1986, Proinov published an explicit lower bound for the diaphony of both
finite and infinite sequences of points in the s-dimensional unit cube [16]. How-
ever, his widely cited paper does not contain the proof of this result but simply
states that this will appear elsewhere. To the best of our knowledge, this proof
was so far only available in a monograph of Proinov written in Bulgarian [17].
The first contribution of our paper is to give a self contained version of Proinov’s
proof in English. Along the way, we improve the explicit asymptotic constants
using recent results of Hinrichs & Markhasin [9]. Finally, as a main result, we
use the method of Proinov to derive an explicit lower bound for the dyadic
diaphony of finite and infinite sequences in a similar fashion.
1 Introduction
The beginnings of the theory of uniform distribution modulo one can be attributed
to the work of H. Weyl [24] of 1916. J. Van der Corput [21, 22] later conjectured
that no sequence can be, in some sense, too evenly distributed. In 1954, K. Roth
[20] improved on the thoughts of Van der Corput publishing a celebrated sharp lower
bound for the L2-discrepancy of an s-dimensional finite sequence, σN . That is,
L2,N(σN) ≥ c(s)(logN)
s−1
2
N
where c(s) is a constant dependent only upon the dimension. The result of Roth has
specific importance throughout this paper. For a more detailed and comprehensive
history of the beginnings and development of the quantitive measures of uniform
distribution theory, we refer the reader to the survey [1].
Motivated by the heavy influence of trigonometric summations in Weyl’s Criterion
for uniform distribution modulo one and the inequality of Erdös-Turán [5]
(
see also
[10]
)
, P. Zinterhof proposed a new measure of irregularity of distribution [25] which
he named, ’diaphony’, denoted throughout by FN . Similar to the above result for
discrepancy, in 1986 P. Proinov [16] published results allowing one to calculate exact
lower bounds for the diaphony of arbitrary s-dimensional sequences.
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Of particular concern to the author is a simple corollary of Proinov’s work concerning
the lower bound of one-dimensional sequences contained in the unit interval. It is
known [16] and will be shown in this paper, that for an infinite one-dimensional
sequence σ
FN(σ) ≥ c ·
√
logN
N
(∗)
where c > 0 is an absolute constant. It is therefore natural to consider, what is the
largest value of c for which (∗) holds for all one-dimensional σ for infinitely many
N? To investigate, we define the asymptotic constant for the diaphony of an infinite
one-dimensional sequence σ,
f(σ) := lim sup
N→∞
NFN(σ)√
logN
and denote by,
f ∗ := inf
σ
f(σ)
the one-dimensional diaphony constant. That is, f ∗ is the supremum over all c such
that (∗) holds. Study in areas of the same flavour have appeared recently in the
form of asympototic constants of the corresponding notions of (star and extreme)
discrepancy [11, 12, 14, 15]. Returning to our motivation, in his 1986 paper Proinov
states a lower bound for f ∗. This paper is widely cited however the proofs of several
of the results are not included in the text and instead, they are simply said to ’appear
elsewhere’. Therefore, the first aim of this paper is to make these proofs accessible.
Further to collating these hidden proofs, due to a recent result improving the lower
bound of the L2-discrepancy [9], we update the lower bound for the one-dimensional
diaphony constant stated by Proinov in Section 2.3.
As discussed above, the concept of the diaphony is based on the trigonometric func-
tion system. However, introduced by Hellekalak and Leeb in [8], another notion of
diaphony exists based on the (dyadic) Walsh function system.1 This is aptly named,
the ’dyadic diaphony’ and denoted throughout by F2,N .2 It is already known [2] that
for the dyadic diaphony,
F2,N(σN) ≥ c′(s)(logN)
s−1
2
N
where σN is an finite point set contained in the s-dimensional unit cube, and c′(s) is
a constant dependent only upon the dimension. In this paper, after understanding
Proinov’s methods in the case of the classical diaphony, we move in the latter stages
to use these same techniques in the setting of the dyadic diaphony. In doing so, we
arrive at analogous lower bounds for the dyadic diaphony and hence finish by stating
an equivalent lower bound for the one-dimensional dyadic diaphony constant,
f ∗2 := inf
σ
lim sup
N→∞
NF2,N(σ)√
logN
.
1J. Walsh published his namesake function system in 1923, [23].
2It was found that there exists an innate relationship between the function system that is
chosen and the type of constructions of sequences that can be analysed with the corresponding
Weyl summations. For example, the trigonometric function system is well suited to study lattice
point sequences and in this instance, the Walsh function system is better suited to analyse digital
nets and sequences, [13].
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In what follows, Section 2 gives the necessary preliminaries allowing us to state and
prove Proinov’s Theorems in Sections 2.2, 3.1 and 3.2. We then proceed to give the
updated constant for the diaphony and the new constant for the dyadic diaphony in
Sections 2.3 and 2.4 respectively. Lastly, Section 4 gives an analogous detailed proof
for the main result in the derivation of the lower bound for the dyadic diaphony.
2 Statement of Results
2.1 Preliminaries and Notation
Discrepancy. In this paper, we are concerned with the distribution of points in the
s-dimensional unit cube [0, 1)s, which we denote by Es. Let σN = (ai)Ni=1 be a finite
sequence of points contained in Es. For any point γ = (γ1, γ2, ..., γs) ∈ Es define the
discrepancy function as,
g
(
[0,γ), σN , N
)
:=
A
(
[0,γ), σN , N
)
N
− λs
(
[0,γ)
)
where A
(
[0,γ), σN , N
)
is a counting function of the number of indices i (1 ≤ i ≤ N)
such that ai ∈ [0,γ) := [0, γ1) × ... × [0, γs) and, λs
(
[0,γ)
)
:=
∏s
i=1 γi is the usual
s-dimensional Lebesque measure.
The Lp-discrepancy of a sequence σN is a measure of the irregularity of distribution of
σN , and is obtained by taking the Lp norm (1 ≤ p ≤ ∞) of the discrepancy function,
given by
Lp,N(σN) :=
∥∥g([0,γ), σN , N)∥∥Lp
=
(∫
Es
∣∣∣g([0,γ), σN , N)∣∣∣pdγ)1/p.
Let σ = (bn)n∈N ⊂ Es be an infinite sequence. From the initial segment formed by
the first N terms of σ, we can write σN = (bi)Ni=1 and therefore we set Lp,N(σ) :=
Lp,N(σN).
Diaphony. In 1976, P. Zinterhof proposed the concept of diaphony. It is appro-
priate that some further notation is now introduced, before formally defining the
diaphony. For any finite sequence σN = (ai)Ni=1 contained in Es, define the trigono-
metric sum
SN(σN ;m) :=
1
N
N∑
i=1
e(m · ai),
where we have set e(x) := exp(2piix) throughout for simplicity. For every lattice point
m = (m1, ...,ms) ∈ Zs, we define R(m) :=
∏s
i=1 max
(
1, |mi|
)
.
Let σN be a finite sequence contained in Es. The diaphony of σN is defined by,
FN(σN) :=
( ∑
m∈Zs
∣∣SN(σN ;m)∣∣2
R2(m)
) 1
2
.
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In the case that σ denotes an infinite sequence in Es, adopting the same notion as
above we truncate σ to the finite sequence σN , then set FN(σ) := FN(σN).
Dyadic Diaphony. The dyadic diaphony as introduced in [8] is the final measure of
irregularity of distribution in which we will be interested. The key difference between
the classical diaphony and dyadic diaphony is the replacement of the trigonometric
functions with the dyadic Walsh functions.3
For k ∈ N0 with base 2 representation k = κa−12a−1 + ...+κ12+κ0, where κi ∈ {0, 1}
and κa−1 6= 0, we define the kth (dyadic) Walsh function walk : R→ {−1, 1}, periodic
with period one, by
walk(x) := (−1)x1κ0+...+xaκa−1 ,
for x ∈ E with base 2 representation x = x1
2
+ x2
22
+ ... (unique in the sense that
infinitely many of the digits xi must be zero). For dimension s ≥ 2, we define the
s−dimensional kth (dyadic) Walsh function walk : Rs → {−1, 1} by
walk(x) :=
s∏
j=1
walkj(xj),
where k = (k1, ..., ks) ∈ Ns0 and x = (x1, ..., xs) ∈ Es.
The system {walk : k ∈ Ns0} is called the s−dimensional (dyadic) Walsh function
system. Introducing some new notation, by ⊕ we denote the digitwise addition
modulo 2 and by 	 digitwise substraction modulo 2. That is, for x = ∑∞i=w ξi2−i and
y =
∑∞
i=w ηi2
−i, we define
x⊕ y :=
∞∑
i=w
ζi2
−i, where ζi ≡ ξi + ηi (mod 2)
provided that infinitely many ζi are equal to zero. Similarly,
x	 y :=
∞∑
i=w
ζi2
−i, where ζi ≡ ξi − ηi (mod 2)
provided that infinitely many ζi are equal to zero. Correspondingly, we define 	x :=
0	 x. For vectors x,y ∈ Es, the definitions of the operations x⊕ y, x	 y and 	x
follow component-wise.
The dyadic diaphony of a finite sequence σN = (ai)Ni=1 ⊂ Es is defined as,
F2,N(σN) :=
(
1
3s − 1
∑
k∈Ns0\{0}
r2(k)
∣∣∣∣ 1N
N∑
i=1
walk(ai)
∣∣∣∣2
)1/2
where for k = (k1, ..., ks) ∈ Ns0, r2(k) :=
∏s
j=1 r2(kj), and
r2(k) :=
{
1 if k = 0
2−2a if 2a ≤ k < 2a+1, with a ∈ N0.
In the scenario that we have an infinite sequence σ ⊂ Es, again simply take the initial
segment formed by the first N terms of σ.
3It is worth noting that the dyadic diaphony was extended once more to arbitrary bases (b > 2)
using the b-adic Walsh function system in [7], named the ’b-adic diaphony’.
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Walsh Series. A Walsh system analogue of the trigonometric Fourier series exists,
named the Walsh series (in some literature, the Walsh-Fourier Series). For a function
f : Es → R, we define the kth (dyadic) Walsh coefficient of f by,
f̂(k) :=
∫
Es
f(x)walk(x)dx
for x ∈ Es and k ∈ Ns0. We can form the Walsh series of f as,
f(x) ∼
∑
k∈Ns0
f̂(k)walk(x).
It is appropriate to note that Parseval’s identity holds for the Walsh coefficients due
to the completeness of the Walsh function system. That is,∫
Es
∣∣f(x)∣∣2 dx = ∑
k∈Ns0
∣∣f̂(k)∣∣2.
We refer to [3, Appendix A] for a full treatment of the theory of the Walsh function
system and for justification of all above.
Symmetric Sequences. Finally, we introduce an important symmetrisation
technique used in [18, 19]. Let σN = (ai)Ni=1 be a finite sequence contained in Es, and
let x = (x1, x2, ..., xs) ∈ Es. We say that point x has multiplicity p (0 ≤ p ≤ s) with
respect to σN , if exactly p terms of σN coincide with x.
The sequence σN is called symmetric if for any point x = (x1, ..., xs) ∈ Es, all points
of the form, (
τ1 + (−1)τ1x1, τ2 + (−1)τ2x2, .... , τs + (−1)τsxs
)
(∗∗)
have the same multiplicity with respect to σN , when τi = 0 or 1 independently for
1 ≤ i ≤ s.
Now let σ˜N = (bi)Ni=1 be a symmetric sequence in Es. We say σ˜N is generated by
sequence σn = (ai)ni=1 if N = 2sn and if a point x = (x1, ..., xs) is a term of the
sequence σn, then each point of type (∗∗) is a term of the sequence σ˜N , where all τi,
(1 ≤ i ≤ s) take the values 0 or 1 independently. See Figure 1 and Figure 2.
Note that every point x ∈ Es can be regarded as one-term sequence, so every point in
x ∈ Es generates at least one symmetric sequence in Es consisting of p = 2s points.
Conversely, every symmetric sequence in Es consisting of p = 2s terms is generated
by any of its terms.
Let σ˜ = (bn)n∈N be an infinite sequence, σ˜ is said to be symmetric if for any n ∈ N
the finite sequence consisting of p = 2s terms,
b(n−1)p+1,b(n−1)p+2, ...,bnp (†)
is symmetric. We say that the infinite symmetric sequence σ˜ = (bn)n∈N is generated
by an infinite sequence σ = (an)n∈N if for any n ∈ N, the finite sequence (†) is
generated by the point an.
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Figure 1: A random
sequence σn = (ai)ni=1 ⊂ E2,
with n = 50
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Figure 2: The symmetric sequence
σ˜N = (bi)
N
i=1 ⊂ E2, generated by σn
(from Figure 1)
Remark. The above statements regarding generating symmetric sequences have the
following equivalent formation.
We say that the symmetric sequence σ˜N is generated by σn = (ai)ni=1, if every term
of σ˜N can be represented as
1
2
(1− θ) + θai
with 1 ≤ k ≤ n, θ ∈ Zs. Zs denotes the subset of all s-dimensional points of the
form m = (m1, ...,ms) with each coordinate mj = ±1 for 1 ≤ j ≤ s, and the binary
operation between θ and ai is component-wise multiplication.
2.2 The Results of Proinov
Proinov’s argument comes in three main steps. For a detailed overview of the argu-
ment, we refer the reader to Section 3.1. First, Proinov lower bounds the diaphony
of a sequence by the L2-discrepancy of the symmetrised version of the sequence.
Theorems 1 and 2 below cater to finite and infinite sequences respectively.
Theorem 1. Let σ˜N be any finite symmetric sequence consisting of N = 2sn terms
contained in Es, and let σn be any finite sequence also contained in Es consisting of
n terms which generates σ˜N . Then the inequality,
L2,N(σ˜N) ≤ C(s)Fn(σn)
holds with
C(s) :=
1
2s+1
√(
1− 1
3s
)((
1 +
6
pi2
)s
− 1
)
. (2.1)
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Theorem 2. Let σ˜ be any infinite symmetric sequence contained in Es, and let σ be
any infinite sequence contained in Es which generates σ˜. Then for a natural number
N ≥ 2s, the following inequality holds
L2,N(σ˜) ≤ C(s)Fn(σ) + (2s − 1)/N
where n = bN/2sc and C(s) defined as (2.1).
This now allows for the application of the classical lower bound result of Roth.
Proinov extends the inequality of Roth to consider infinite sequences contained in
Es.
Theorem 3. Let s ≥ 1. For any infinite sequence σ contained in Es, we have the
following inequality
lim sup
N→∞
NL2,N(σ)
(logN)
s
2
≥ α(s)
with constant α(s) defined as,
α(s) :=
1
4s+3(s log 2)
s
2
. (2.2)
We take a brief aside at this point to note that in [3], Theorem 3.20 gives cites a
slightly altered constant than α(s) as stated here. In this paper, the author moves
forward with constant (2.2) as defined and used by Proinov to record a self-contained
derivation of Proinov’s lower bound for the one-dimensional diaphony constant, f ∗.
Moreover, the constant α(s) is soon abandoned and replaced by the updated constant
γ(s) in (2.5) which is used for the remainder of the text.
Returning to the results, Proinov combines all the preceding observations to derive
his main results regarding the lower bound for the diaphony of finite and infinite
sequences in Theorems 4 and 5 respectively.
Theorem 4. Let s ≥ 2. For any finite sequence σN conatined in Es, we have the
following inequality
lim sup
N→∞
NFN(σN)
(logN)
s−1
2
≥ α(s− 1)β(s)
with α(s) defined as (2.2) and constant β(s) defined as
β(s) := 2pis
√
3s
(3s − 1)((pi2 + 6)s − pi2s) . (2.3)
Theorem 5. Let s ≥ 1. For any infinite sequence σ in Es,
lim sup
N→∞
NFN(σ)
(logN)
s
2
≥ α(s)β(s)
where α(s) and β(s) are defined as (2.2) and (2.3).
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2.3 The One-Dimensional Diaphony Constant
As a simple corollary of Theorem 5 (setting s = 1), the lower bound of the one-
dimensional diaphony constant known to Proinov is
f ∗ >
pi
256
√
log 2
= 0.0147... (2.4)
Looking again at Theorem 5, the two constants α(s) and β(s) are responsible for
arriving at (2.4). In particular, the α(s) originates from the celebrated Theorem of
Roth regarding a lower bound for the L2-discrepancy. The authors in [9] improve the
result of Roth for all finite sequences σN contained in Es. They show,
L2,N(σN) ≥ γ(s− 1)(logN)
s−1
2
N
with constant γ(s) defined as,
γ(s) :=
7
27 · 22s+1√s!(log 2) s2 . (2.5)
Therefore, mimicing the proofs of Theorem 3 and Theorem 5 with constant α(s)
replaced with γ(s), we arrive at the following.
Theorem 6. For any infinite sequence σ contained in Es, we have the following
inequality
lim sup
N→∞
NL2,N(σ)
(logN)
s
2
≥ γ(s)
with γ defined as (2.5).
Theorem 7. Let s ≥ 1. For any infinite sequence σ contained in Es, we have
lim sup
N→∞
NFN(σ)
(logN)
s
2
≥ β(s)γ(s)
with β(s) and γ(s) are defined as (2.3) and (2.5).
Hence, the updated constant can be stated.
Corollary 1.
f ∗ >
7pi
216
√
log 2
= 0.1222...
2.4 A Lower Bound for the Dyadic Diaphony
Finally, we apply the technique of Proinov to derive a lower bound for the dyadic
diaphony. As above, we consider similar lower bounds for the one-dimensional dyadic
diaphony constant which we define as,
f ∗2 := inf
σ
lim sup
N→∞
NF2,N(σ)√
logN
.
8
Theorem 8. Let σ˜N be any finite symmetric sequence contained in Es consisting of
N = 2sn terms with σn any finite sequence contained in Es consisting of n terms
which generates σ˜N . Then,
L2,N(σ˜N) ≤ δ(s)F2,n(σn)
holds with constant,
δ(s) :=
√
3s − 1. (2.6)
Theorem 9. Let σ˜ be any infinite symmetric sequence contained in Es, and let σ be
any infinite sequence contained in Es which generates σ˜. Then for a natural number
N ≥ 2s,
L2,N(σ˜) ≤ δ(s)F2,n(σ) + (2s − 1)/N
where n = bN/2sc and δ(s) as in (2.6).
Theorem 10. Let s ≥ 2. For any finite sequence σN contained in Es, the following
inequality holds
lim sup
N→∞
NF2,N(σN)
(logN)
s−1
2
≥ γ(s− 1)µ(s)
with γ(s) defined as (2.5) and
µ(s) :=
1
2s
√
3s − 1 . (2.7)
Theorem 11. Let s ≥ 1. For any infinite sequence σ contained in Es,
lim sup
N→∞
NF2,N(σ)
(logN)
s
2
≥ γ(s)µ(s)
with γ(s) and µ(s) as defined in (2.5) and (2.7).
Corollary 2.
f ∗2 >
7
432
√
2 log 2
= 0.0137...
Problem
We leave it as an open problem to derive similar lower bounds using Proinov’s meth-
ods for the b-adic diaphony of sequences contained in the s-dimensional unit cube.
(See Footnote 3 in Section 2.1).
As a first step, one would need to formulate a similar result to Theorems 1 and 8 giving
an inequality between the b-adic diaphony and the L2-discrepancy and explicitly
forming a constant similar to C(s) or δ(s) respectively. It is reasonable to conjecture
that this constant would depend on (and only on) the dimension s, and the choice of
base b.
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3 The Proofs of Proinov
In this Section, we present the proofs of Proinov. To the best of our knowledge,
with the exception of Theorem 3, the only record of these proofs are contained in
Proinov’s monograph [17] which is written in Bulgarian and not widely available.
Proinov’s proof of Theorem 3 is given in full as Theorem 2.2 in [4], we refer the
curious reader to this survey.
In Section 3.1, we outline the argument of Proinov since his method is of general
interest and will also be used in Section 4 to derive a lower bound for the dyadic
diaphony as well. Section 3.2 then contains the proofs of Theorems 1, 2, 4 and 5.
3.1 The Main Ideas of Proinov
We outline the major steps used to formulate Theorem 4, the Theorem concerning
explicit lower bounds for the diaphony of finite sequences contained in Es. The
extension to infinite sequences (to derive Theorem 5) follows from several technical
Lemmas, the details of which are outlined in the next subsection.
In the first instance, Proinov formulates Theorem 1 which lower bounds the diaphony
of a sequence with the L2-discrepancy of the symmetrised version of the sequence.
That is, for finite sequences σn and σ˜N contained in Es consisting of n and N = 2sn
terms respectively such that σn generates σ˜N , we have
L2,N(σ˜N) ≤ C(s)Fn(σn)
holds with constant C(s) defined as previously in (2.1). There is significant machinery
involved in deducing this result. Specifically, the discrepancy function g
(
[0,γ), σ˜N , N
)
as defined in the introduction is expanded as a Fourier series,
g
(
[0,γ), σ˜N , N
) ∼ ∑
m∈Zs
ĝ(m)e(m · γ).
where ĝ(m) are the Fourier coefficients. Proinov then implements Parseval’s identity
with the discrepancy function to obtain an expression for the L2-discrepancy in terms
of the Fourier coefficients,∫
Es
∣∣g([0,γ), σ˜N , N)∣∣2dγ = L22,N(σ˜N) = ∑
m∈Zs
∣∣ĝ(m)∣∣2.
Subsequently, with some rigorous calculation one finds that the summation above
can be approximated as,
∑
m∈Zs
∣∣ĝ(m)∣∣2 ≤ C2(s) ∑
m∈Zs
∣∣Sn(σn;m)∣∣2
R2(m)
with all terms on the right-hand side of this inequality defined as in Section 2.1, and
C(s) as in (2.1). Putting the last two lines together we obtain the desired result for
Theorem 1,
L22,N(σ˜) ≤ C2(s)F 2n(σn).
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Rearranging Theorem 1, taking Roth’s classical lower bound for the L2-discrepancy
and noting that
1
C(s)
= 2sβ(s),
where β(s) is defined as (2.3), we arrive with some small manipulation at
Fn(σn) > α(s− 1)β(s)n−1(log n) s−12
as required with an explicit lower bound for the diaphony of a finite s-dimensional
sequence contained in Es.
3.2 The Proofs of Theorems 1, 2, 4 and 5
Proof of Theorem 1. Let σn = (ai)ni=1 ⊂ Es be any finite sequence which gen-
erates a symmetric sequence σ˜N = (bi)Ni=1 ⊂ Es, containing n and N = 2sn terms
respectively. For each γ ∈ Rs, we define the characteristic function χγ for x ∈ Rs by
χγ(x) =
{
1, if x ∈ [0,γ)
0, otherwise.
From the definition of the sequence σ˜N which is generated by σn, we can write
A
(
[0,γ), σ˜N , N
)
=
N∑
i=1
χγ(bi)
=
n∑
i=1
∑
θ∈Zs
χγ
(
1
2
(1− θ) + θai
)
where Zs is defined as in the Remark at the end of Section 2.1. Therefore, rewrite
the discrepancy function as
g
(
[0,γ), σ˜N , N
)
=
A
(
[0,γ), σ˜N , N
)
N
− λs
(
[0,γ)
)
=
1
2sn
n∑
i=1
∑
θ∈Zs
χγ
(
1
2
(1− θ) + θai
)
− λs
(
[0,γ)
)
. (3.1)
The discrepancy function can be written asymptotically equal to a Fourier series.
That is,
g
(
[0,γ), σ˜N , N
) ∼ ∑
m∈Zs
ĝ(m)e(m · γ)
where ĝ(m) denote the Fourier coefficients and each ĝ(m) can be calculated by,
ĝ(m) =
∫
Es
g
(
[0,γ), σ˜N , N
)
e(−m · γ)dγ. (3.2)
Next, we will need the following one-dimensional integrals defined and denoted by
A(m) :=
∫ 1
0
γe(−mγ)dγ & B(m, a) :=
∫ 1
a
e(−mγ)dγ
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for m ∈ Z and a ∈ E. It is easily calculated that,
A(m) =
{
− 1
2piim
, ifm 6= 0
1
2
, ifm = 0
(3.3)
&
B(m, a) =
{(
1
2piim
)(
e(−ma)− 1), ifm 6= 0
1− a, ifm = 0. (3.4)
Using equations (3.1) to (3.4) and by writing,
ζi :=
1
2
(1− θ) + θai
we obtain the following expression for the Fourier coefficients.
ĝ(m) =
1
2sn
n∑
i=1
∑
θ∈Zs
∫
Es
χγ(ζi)e(−m · γ)dγ −
∫
Es
λs
(
[0,γ)
)
e(−m · γ)dγ
=
1
2sn
n∑
i=1
∑
θ∈Zs
∫ 1
ζi
e(−m · γ)dγ −
∫
Es
λs
(
[0,γ)
)
e(−m · γ)dγ
=
1
2sn
n∑
i=1
∑
θ∈Zs
s∏
j=1
∫ 1
ζij
e(−mjγj)dγj −
s∏
j=1
∫ 1
0
γj e(−mjγj)dγj
=
1
2sn
n∑
i=1
s∏
j=1
∑
θj=±1
B(mj, ζij)−
s∏
j=1
A(mj). (3.5)
Using (3.4) for the case where m = 0, we note that∑
θj=±1
B(0, ζij) =
∑
θj=±1
1− ζij
=
∑
θj=±1
1−
(
1
2
(1− θj) + θjaij
)
= (1− aij) + (1− 1 + aij) = 1. (3.6)
Then clearly
ĝ(0) =
1
2s
− 1
2sn
n∑
i=1
1 = 0,
and hence Parseval’s identity becomes,
L22,N(σ˜N) =
∫
Es
∣∣g([0,γ), σ˜N , N)∣∣2dγ
=
∑
m∈Zs
∣∣ĝ(m)∣∣2 = ∑′
m∈Zs
∣∣ĝ(m)∣∣2 (3.7)
where
∑′
denotes the sum without the zero index.
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Let A be an arbitrary nonempty subset of {1, 2, ..., s}. Denote by M(A), the set
consisting of integer points m = (m1, ...,ms) such that mj 6= 0 (1 ≤ j ≤ s) if and
only if j ∈ A. We define,
φ(A) :=
∑
m∈M(A)
∣∣ĝ(m)∣∣2. (3.8)
It is easy to see that (3.7) can be written in the following form,
L22,N(σ˜N) =
s∑
p=1
∑
|A|=p
∑
m∈M(A)
∣∣ĝ(m)∣∣2
=
s∑
p=1
∑
|A|=p
φ(A) (3.9)
where the sum is over all subsets A of {1, 2, ...., s} such that |A| = p, for 1 ≤ p ≤ s.
Now fix A as some nonempty subset of {1, 2, ..., s} with p elements. We prove the
estimate,
φ(A) ≤ C2(s)
∑
m∈M(A)
∣∣Sn(σn;m)∣∣2
R2(m)
(3.10)
with constant C(s) as in (2.1).
Let m ∈M(A). Using (3.3) to (3.6) it follows that
ĝ(m) =
1
2sn(2pii)pR(m)
n∑
i=1
∏
j∈A
∑
θj=±1
(
e(−θjmjaij)− 1
)− (−1)p
(2pii)p2s−pR(m)
. (3.11)
We make the following transformation,∏
j∈A
∑
θj=±1
(
e(−θjmjaij)− 1
)
=
∏
j∈A
(
e(mjaij) + e(−mjaij)− 2
)
=
∑
∈E(A)
r()e(m · ai), (3.12)
where r is a coefficient function and E(A) denotes all points  = (1, ..., s) such that
j (1 ≤ j ≤ s) is equal to one of −1, 0, 1 if j ∈ A and j = 0 otherwise. Note that
clearly |E(A)| = 3p since |A| = p, and moreover it is easily seen that
r(0) = (−2)p (3.13)
and
|r()| ≤ 2p−1 (3.14)
for all  6= 0. Now from (3.11), (3.12) and (3.13),
ĝ(m) =
1
2sn(2pii)pR(m)
n∑
i=1
∑
∈E(A)
r()e(m · ai)− (−1)
p
(2pii)p2s−pR(m)
=
1
2s(2pii)pR(m)
∑′
∈E(A)
r()Sn(σn; m) +
(−2)p
(2pii)p2sR(m)
− (−1)
p
(2pii)p2s−pR(m)
=
1
2s(2pii)pR(m)
∑′
∈E(A)
r()Sn(σn; m).
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By this last equality and (3.14), we obtain the following estimate for the Fourier
coefficients of the discrepancy function.
∣∣ĝ(m)∣∣ ≤ 2p−1
2s(2pi)p
∣∣∣∣∣ ∑′
∈E(A)
Sn(σn; m)
R(m)
∣∣∣∣∣
≤ 1
2s+1pip
∑′
∈E(A)
∣∣Sn(σn; m)∣∣
R(m)
.
From here and using the Cauchy-Schwarz inequality on the right-hand side of the
above gives, ∣∣ĝ(m)∣∣2 ≤ 3p − 1
4s+1pi2p
∑′
∈E(A)
∣∣Sn(σn; m)∣∣2
R2(m)
recalling that |E(A)| = 3p. Returning to (3.8),
φ(A) ≤ 3
p − 1
4s+1pi2p
∑′
∈E(A)
Ω() (3.15)
where we have written
Ω() :=
∑
m∈M(A)
∣∣Sn(σn; m)∣∣2
R2(m)
.
For any nonempty subset B of the set {1, 2, ..., s}. We introduce the set U(B), con-
sisting of all points  = (1, ..., s) such that j = ±1 if j ∈ B and j = 0 otherwise.
Clearly, |U(B)| = 2|B|. We can now identify
∑′
∈E(A)
Ω() =
p∑
q=1
∑
B⊂A
|B|=q
∑
∈U(B)
Ω() (3.16)
where the summation on the right hand side is over all possible subsets B of A
consisting of q elements (1 ≤ q ≤ p).
Now let B be a fixed nonempty q element subset of A. Then,
Ω() =
∑
m∈M(A)
∣∣Sn(σn; m)∣∣2
R2(m)
=
( ∞∑′
m=−∞
1
m2
)p−q ∑
m∈M(B)
∣∣Sn(σn; m)∣∣2
R2(m)
=
(
pi2
3
)p−q ∑
m∈M(B)
∣∣Sn(σn; m)∣∣2
R2(m)
≤
(
pi2
3
)p−q ∑
m∈M(B)
∣∣Sn(σn;m)∣∣2
R2(m)
. (3.17)
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Therefore from (3.16) and (3.17), we have
∑′
∈E(A)
Ω() ≤ pi
2pD(p)
3p
∑
m∈M(A)
∣∣Sn(σn;m)∣∣2
R2(m)
, (3.18)
where
D(p) =
p∑
q=1
(
3
pi2
)q ∑
B⊂A
|B|=q
∑
∈U(B)
1
=
p∑
q=1
(
6
pi2
)q ∑
B⊂A
|B|=q
1
=
p∑
q=1
(
p
q
)(
6
pi2
)q
=
(
1 +
6
pi2
)p
− 1. (3.19)
From (3.15), (3.18) and (3.19) we conclude that
φ(A) ≤ 1
4s+1
(
1− 1
3p
)((
1 +
6
pi2
)p
− 1
) ∑
m∈M(A)
∣∣Sn(σn;m)∣∣2
R2(m)
.
Hence, bearing in mind that for p ≤ s,
1
4s+1
(
1− 1
3p
)((
1 +
6
pi2
)p
− 1
)
≤ C2(s),
the assertion (3.10) is proved. Now, to finish from (3.9) and (3.10)
L22,N(σ˜N) ≤ C2(s)
s∑
p=1
∑
|A|=p
∑
m∈M(A)
∣∣Sn(σn;m)∣∣2
R2(m)
= C2(s)
∑
m∈Zs
∣∣Sn(σn;m)∣∣2
R2(m)
= C2(s)F 2n(σn),
and the Theorem is proved. 
Proof of Theorem 2. Let σ˜ be an infinite symmetrical sequence in Es, and let σ
be an infinite sequence in Es which generates σ˜. Let a natural number N ≥ 2s, and
set n =
⌊
N/2s
⌋
and m = 2sn. Firstly, notice that
2sn ≤ N < 2s(n+ 1). (3.20)
From the definitions of symmetrisation in Section 2.1, set σ˜m to be the sequence
σ˜m = (b1,b2, ...,bm),
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consisting of the first n terms of sequence σ. Applying Theorem 1 to sequences σ˜m
and σn, we have
L2,m(σ˜) = L2,m(σ˜m) ≤ C(s)Fn(σn) = C(s)Fn(σ), (3.21)
where C(s) is as in (2.1).
The next step requires a well known technical lemma.
Lemma 1. Let 1 ≤ p ≤ ∞. Let σ be any infinite sequence contained in Es. Then
for every n ∈ N with n ≤ N , the following inequality holds,
NLp,N(σ) ≤ nLp,n(σ) +N − n.
Proof. Let n ∈ N such that 1 ≤ n ≤ N , and x be an arbitrary point in Es. Then,
A
(
[0,x), σ,N
)
= A
(
[0,x), σ, n
)
+ p(x) (3.22)
where the function p satisfies the condition
0 ≤ p(x) ≤ N − n. (3.23)
Using (3.22), the discrepancy function can be written as
Ng
(
[0,x), σ,N
)
= A
(
[0,x), σ,N
)−Nλs([0,x))
= A
(
[0,x), σ, n
)
+ p(x)−Nλs
(
[0,x)
)
= A
(
[0,x), σ, n
)− nλs([0,x))+ nλs([0,x))+ p(x)−Nλs([0,x))
= A
(
[0,x), σ, n
)− nλs([0,x))+ q(x)
= ng
(
[0,x), σ, n
)
+ q(x). (3.24)
The function q denotes,
q(x) = p(x)− (N − n)λs
(
[0,x)
)
. (3.25)
From (3.23), (3.25) and noting that,
0 ≤ λs
(
[0,x)
) ≤ 1
we can conclude ∣∣q(x)∣∣ ≤ N − n. (3.26)
Now (3.24), (3.26) and the definition of the Lp-discrepancy, leads us to
NLp,N(σ) = N ‖g(·, σ,N)‖Lp
= ‖ng(·, σ, n) + q(·)‖Lp
≤ n ‖g(·, σ, n)‖Lp + ‖q‖Lp
= nLp,n(σ) + ‖q‖Lp
≤ nLp,n(σ) +N − n,
which concludes the proof of the Lemma. 
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Returning to the proof of Theorem 2, from (3.20) we see that 1 ≤ m ≤ N and
N −m ≤ 2s − 1. Therefore applying Lemma 1 with p = 2, we have
NL2,N(σ˜) ≤ mL2,m(σ˜) +N −m
≤ NL2,m(σ˜) + 2s − 1.
Consequently,
L2,N(σ˜) ≤ L2,m(σ˜) + (2s − 1)/N, (3.27)
and concluding from (3.21) and (3.27),
L2,N(σ˜) ≤ C(s)Fn(σ) + (2s − 1)/N.
we obtain the required statement. 
Proof of Theorem 4. Let σN be a finite sequence contained in Es, and let σ˜n
denote a symmetric sequence consisting of n = 2sN terms, which is generated by σN .
Recall Theorem 1,
L2,n(σ˜n) ≤ C(s)FN(σN) (3.28)
and note the relation,
1
C(s)
= 2sβ(s) (3.29)
with β(s) defined as in (2.3). Therefore we can rewrite (3.28) as
FN(σN) ≥ 1
C(s)
L2,n(σ˜n) = 2sβ(s)L2,n(σ˜n), (3.30)
lower bounding the diaphony by the L2-discrepancy of the symmetrised sequence. At
this time, we recall Roth’s result regarding the lower bound for the L2-discepancy. It
states,
nL2,n(σ˜) > α(s− 1)(log n) s−12
with constant α defined as in (2.2). Thus,
L2,n(σ˜n) > α(s− 1)n−1(log n) s−12
= α(s− 1)(2sN)−1( log(2sN)) s−12
> α(s− 1)2−sN−1(logN) s−12 . (3.31)
Putting together (3.30) and (3.31), we conclude that
FN(σN) ≥ 2sβ(s)L2,n(σ˜n)
> 2sβ(s)[α(s− 1)2−sN−1(logN) s−12 ]
= α(s− 1)β(s)N−1(logN) s−12
as required. 
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Proof of Theorem 5. Let σ be an infinite sequence contained in Es. Let σ˜ be
an infinite symmetric sequence contained in Es which is generated by σ. Choose
arbitrary constants A(s), A1(s) and A2(s) such that
0 < A(s) < A1(s) < A2(s) < α(s)β(s).
Then clearly,
A2(s)
β(s)
< α(s).
and from Theorem 3,
NL2,N(σ˜) > A2(s)
β(s)
(logN)
s
2 . (3.32)
We choose sufficiently large enough N which satisfies (3.32) and the conditions
N ≥ 2
sA1(s)
A1(s)− A(s) (3.33)
&
A2(s)(logN)
s
2 − (2s − 1)β(s) ≥ A1(s)(logN) s2 . (3.34)
Observe from (3.33) that N > 2s. Set n = bN/2sc and rearranging the statement of
Theorem 2 with (3.29), we can write
NFn(σ) ≥ 2sβ(s)NL2,N(σ˜)− 2s(2s − 1)β(s). (3.35)
Using (3.33),
n = bN/2sc > N
2s
− 1 ≥
(
A(s)
A1(s)
)(
N
2s
)
,
and conversely,
n = bN/2sc ≤ N
2s
.
Putting the last two inequalities together, we obtain
n < N ≤ 2
sA1(s)n
A(s)
. (3.36)
From (3.32), (3.34) and (3.35)
NFn(σ) ≥ 2sA2(s)(logN) s2 − 2s(2s − 1)β(s)
≥ 2sA1(s)(logN) s2 .
It follows from the last line and (3.36), that
Fn(σ) > A(s)n
−1(log n)
s
2 . (3.37)
The statement is now proved for all n < N .
To show for all infinitely many n ∈ N, we proceed via the following. Let (Nk)k∈N be
an infinite sequence of natural numbers satisfying the condition,
Nk+1 > Nk + 2
s (k = 1, 2, ...) (3.38)
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Let each member of the sequence (Nk)k∈N also satisfy conditions (3.32) to (3.34) with
N = Nk, (k = 1, 2, ...). For each k ∈ N, set nk = bNk/2sc and by (3.38) it follows
that,
n1 < n2 < n3 < ...
With the same steps that we used to prove (3.37), we can conclude that
Fnk(σ) > A(s)n
−1
k (log nk)
s
2
for each k ∈ N. Therefore, the estimate (3.37) is satisfied for infinitely many k ∈ N.
Given that the constant A(s) is an arbitrary positive number less than α(s)β(s), we
have the Theorem. 
4 A Key Proof for the Dyadic Case
In this final section, we prove the main result Theorem 8 and note that Theorems 9-11
can be shown along the same lines as the corresponding Theorems for the classical
diaphony, just incorporating Theorem 8 instead of Theorem 1.
Proof of Theorem 8. Let σn = (ai)ni=1 ⊂ Es and σ˜N = (bi)Ni=1 ⊂ Es be finite
sequences consisting of n and N = 2sn terms respectively, such that σn generates σ˜N .
For each γ ∈ Rs, define the function χγ for every x ∈ Rs by
χγ(x) =
{
1, if x ∈ [0,γ)
0, otherwise.
Then from the definition of the sequence σ˜N which is generated by σn, we have
A
(
[0,γ), σ˜N , N
)
=
N∑
i=1
χγ(bi)
=
n∑
i=1
∑
θ∈Zs
χγ
(
1
2
(1− θ) + θai
)
(4.1)
where Zs is as defined in the Remark in Section 2.1. Using (4.1) we can rewrite the
discrepancy function,
g
(
[0,γ), σ˜N , N
)
=
A
(
[0,γ), σ˜N , N
)
N
− λs
(
[0,γ)
)
=
1
2sn
n∑
i=1
∑
θ∈Zs
χγ
(
1
2
(1− θ) + θai
)
− λs
(
[0,γ)
)
. (4.2)
The discrepancy function is integrable on Es, and therefore is asymptotically equal
to a Walsh series. That is,
g
(
[0,γ), σ˜N , N
) ∼∑
k∈Ns0
ĝ(k)walk(γ)
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where each of the Walsh coefficients ĝ(k) can be calculated by,
ĝ(k) =
∫
Es
g
(
[0,γ), σ˜N , N
)
walk(γ)dγ. (4.3)
We require a series of Propositions to manipulate these coefficients.
Proposition 1. Let k ∈ N. For x ∈ E, we define an = an(x) and bn = bn(x) by,
an := m · 2−n ≤ x < (m+ 1) · 2−n =: bn. (4.4)
for some integers 0 ≤ m < 2n and n ≥ 0. Define and denote two integrals by,
A(k, x) :=
∫ 1
x
walk(γ)dγ & B(k) :=
∫ 1
0
γwalk(γ)dγ.
Then,
A(k, x) = walk(x)
(
ψn − x
)
& B(k) = 0
where ψn is defined as one of an or bn depending on which is nearer to x. (If x is the
midpoint of (an, bn), then set ψn = bn).
Proof. We begin with A(k, x). Section 3 of [6] discusses integrals of the form,
Jk(x) :=
∫ x
0
walk(γ)dγ
and gives a concise and intuitive result on how one can compute integrals of this kind.
Namely,
Jk(x) = walk(x)
(
x− ψn
)
where ψn is defined as in the statement above. Due to an elementary fact in the
study of Walsh functions, ∫ 1
0
walk(γ)dγ = 0
for all k 6= 0. We can conclude therefore that
A(k, x) =
∫ 1
x
walk(γ)dγ =
∫ 1
0
walk(γ)dγ −
∫ x
0
walk(γ)dγ
= −Jk(x)
= walk(x)
(
ψn − x
)
(4.5)
as required.
Moving on to the integral B(k), we use a simple integration by parts and (4.5) to
show that
B(k) =
∫ 1
0
γwalk(γ)dγ = −
∫ 1
0
Jk(γ)dγ
=
∫ 1
0
walk(γ)
(
ψn − γ
)
dγ
= ψn
∫ 1
0
walk(γ)dγ −B(k).
Therefore, conclude that B(k) = 0. 
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Proposition 2. For all k, l ∈ N0 and x ∈ E, we have
walk(x) · wall(x) = walk⊕l(x)
&
walk(x) = walk(	x) = wal	k(x)
Proof. Omitted, see [3, Appendix A] for proofs on all elementary facts regarding the
Walsh functions. 
It is necessary to note that the relations in the above Proposition indeed hold for the
multi-dimensional case with k, l ∈ Ns0, [3].
We can now return to the main body of the proof of Theorem 8. Use the expression
for the discrepancy function in (4.2) and set
ζi :=
1
2
(1− θ) + θai.
The Walsh coefficients then become,
ĝ(k) =
1
2sn
n∑
i=1
∑
θ∈Zs
∫
Es
χγ(ζi)walk(γ)dγ −
∫
Es
λs
(
[0,γ)
)
walk(γ)dγ
=
1
2sn
n∑
i=1
∑
θ∈Zs
∫ 1
ζi
walk(γ)dγ −
∫
Es
λs
(
[0,γ)
)
walk(γ)dγ
=
1
2sn
n∑
i=1
∑
θ∈Zs
s∏
j=1
∫ 1
ζij
walkj(γj)dγj −
s∏
j=1
∫ 1
0
γjwalkj(γj)dγj. (4.6)
From here we can first consider the coefficient ĝ(0) since for k = 0, wal0 = 1.
ĝ(0) =
1
2sn
n∑
i=1
∑
θ∈Zs
s∏
j=1
∫ 1
ζij
dγj −
s∏
j=1
∫ 1
0
γjdγj
=
1
2sn
n∑
i=1
s∏
j=1
∑
θ=±1
(1− ζij)−
s∏
j=1
1
2
=
1
2sn
n∑
i=1
1− 1
2s
= 0. (4.7)
As mentioned in Section 2.1, Parseval’s identity holds for the Walsh function system.
Hence,
L22,N(σ˜N) =
∫
Es
∣∣g([0,γ), σ˜N , N)∣∣2dγ
=
∑
k∈Ns0
∣∣ĝ(k)∣∣2 = ∑′
k∈Ns0
∣∣ĝ(k)∣∣2 (4.8)
where again
∑′
denotes the summation without the zero index.
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For an arbitrary nonempty subset A of the set {1, 2, ..., s}, denote by M(A) the set
consisting of points k = (k1, ..., ks) ∈ Ns0 such that kj 6= 0 (1 ≤ j ≤ s) if and only if
j ∈ A. We define,
φ′(A) :=
∑
k∈M(A)
∣∣ĝ(k)∣∣2. (4.9)
It is easy to see that (4.8) can be written in the form
L22,N(σ˜N) =
s∑
p=1
∑
|A|=p
∑
k∈M(A)
∣∣ĝ(k)∣∣2
=
s∑
p=1
∑
|A|=p
φ′(A) (4.10)
where the sum is over all subsets A of {1, 2, ...., s} such that |A| = p, for 1 ≤ p ≤ s.
Now fix A to be some p element subset of {1, 2, ..., s} and we move to show the
following estimate,
φ′(A) ≤
∑
k∈M(A)
r2(k)
∣∣∣∣∣ 1n
n∑
i=1
walk(ai)
∣∣∣∣∣
2
. (4.11)
From Proposition 1 and taking k ∈M(A), (4.6) simplifies to
ĝ(k) =
1
2sn
n∑
i=1
∑
θ∈Zs
∏
j∈A
walkj(ζij)
(
ψnj − ζij
)
≤ 1
2sn
n∑
i=1
∏
j∈A
∑
θj=±1
walkj(ζij) · 2−nj , (4.12)
noticing that ψnj − ζij ≤ 2−nj when we write for each j, kj = 2nj + k′j for integers
0 ≤ k′j < 2nj and nj ≥ 0.
Armed with the tools from Proposition 2, we can consider the product above in (4.12).∏
j∈A
∑
θj=±1
walkj(ζij) · 2−nj =
∏
j∈A
2−nj
(
walkj(aij) + walkj(1− aij)
)
=
∏
j∈A
2−nj
(
walkj(aij) + walkj(	aij)
)
=
∏
j∈A
2−nj
(
2walkj(aij)
)
= 2pwalk(ai)
∏
j∈A
2−nj ., (4.13)
recalling that the Walsh functions are periodic with period one, and |A| = p. From
(4.12) and (4.13),
ĝ(k) ≤ 1
2s−pn
∏
j∈A
2−nj
n∑
i=1
walk(ai).
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Then we obtain the following estimate,∣∣ĝ(k)∣∣ ≤ 1
2s−p
∏
j∈A
2−nj
∣∣∣∣ 1n
n∑
i=1
walk(ai)
∣∣∣∣, (4.14)
and after squaring,
∣∣ĝ(k)∣∣2 ≤ 1
4s−p
∏
j∈A
2−2nj
∣∣∣∣∣ 1n
n∑
i=1
walk(ai)
∣∣∣∣∣
2
=
r2(k)
4s−p
∣∣∣∣∣ 1n
n∑
i=1
walk(ai)
∣∣∣∣∣
2
(4.15)
denoting r2(k) :=
∏
j∈A r2(kj), where the function r2 is as in the definition of the
dyadic diaphony. Using (4.9) and (4.15), we obtain
φ′(A) ≤ 1
4s−p
∑
k∈M(A)
r2(k)
∣∣∣∣∣ 1n
n∑
i=1
walk(ai)
∣∣∣∣∣
2
≤
∑
k∈M(A)
r2(k)
∣∣∣∣∣ 1n
n∑
i=1
walk(ai)
∣∣∣∣∣
2
(4.16)
and the estimate in (4.11) is proved. We can now conclude from (4.9), (4.10) and
(4.16),
L22,N(σ˜N) ≤
s∑
p=1
∑
|A|=p
∑
k∈M(A)
r2(k)
∣∣∣∣∣ 1n
n∑
i=1
walk(ai)
∣∣∣∣∣
2
=
∑
k∈Ns0\{0}
r2(k)
∣∣∣∣∣ 1n
n∑
i=1
walk(ai)
∣∣∣∣∣
2
=
(
3s − 1)( 1
3s − 1
∑
k∈Ns0\{0}
r2(k)
∣∣∣∣∣ 1n
n∑
i=1
walk(ai)
∣∣∣∣∣
2)
= δ2(s)F 22,n(σn)
where constant δ(s) is defined as in (2.6). 
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