Consider a linear space L of complex D-dimensional linear operators and assume that some power L k of L is the whole set End(C D ). Perez-Garcia, Verstraete, Wolf, and Cirac conjectured that the sequence L 1 , L 2 , . . . stablilizes  after O( D 2 ) terms; we prove that this happens after O( D 2 log D) terms, improving the previously known bound of O( D 4 ).
of frustration-free Hamiltonians" and "new bounds on the required interaction-range of Hamiltonians with unique MPS ground state" [11] .
Our main new input is to relate this conjecture to another classical open problem in pure algebra. The question is to bound the k under the assumption that dim L 1 + L 2 + · · · + L k = D 2 . This is an older open problem posed by Paz [6] , who conjectured that the correct optimal bound for k in this setting is 2D − 2. He was able to prove an upper bound of D 2 /3 + 2/3, which was later improved to O D 1.5 by Pappacena [5] . The latest best known bound is O(D log D) by the second author [9] . The 2D − 2 conjecture is known to hold if L contains a non-derogatory matrix [3] and for D 5 (see [9] ).
One can prove that any bound O( f (D)) in the problem posed by Paz implies a bound O(D 2 f (D)) in the conjecture of Perez-Garcia et al. We do not include the proof, as it may only lead to a bound O(D 3 ), assuming a complete proof of Paz's conjecture. A technique developed in [9] to find matrices of low rank in the powers of a linear space turned out to be useful in the current research as well, so despite the two problems not being directly related, further improvements on one of them may lead to progress on the other one. This approach leads to our main theorem:
Theorem. Let L be a linear space of D × D matrices. If dim L k = D 2 for some k, then it also holds for all k ≥ 2D 2 6 + log 2 (D) . In particular, we confirm that the exponent conjectured in [7] is indeed equal to two. Our result may be used to obtain effective statements in the applications mentioned previously. We present some of them below in detail.
To a space of matrices, or equivalently a three dimensional tensor, and an integer N one can associate a uniform Matrix Product State belonging to the space of cyclicly symmetric tensors [7] . This map does not have to be injective, even after moding out the necessary symmetries on the space of matrices, i.e. considering a special 'canonical representation'. This ambiguity poses challenges when studying many-body states [2] . It turns out that this ambiguity disappears when N is large enough. The known bounds on N take into account the bound that we study. This was the main motivation for the conjecture of Perez-Garcia et al.
In fact, in special cases -e.g. for two 2 × 2 matricesthere exist explicit conjectures describing the generic fiber for uniform Matrix Product States. In forthcoming work, we apply our results to confirm [1, Conjecture 12] .
A related topic has been recently studied by Rahaman in [8] . Under additional positivity assumptions the author proves 0018-9448 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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an O(D 2 ) bound for the index of primitivity. This is a related quantity, however it is not associated to a linear subspace of matrices, but rather a (primitive, positive) operator on the space of matrices. Our results remain independent, apart from the fact that the bound we provide is also a bound for the index of primitivity if the operator admits a Kraus decomposition.
II. NOTATION
We fix a complex D dimensional vector space V C D . Let L = L 1 ⊂ End(V ) be a subspace of linear endomorphisms of V . We fix a basis A 1 , . . . , A dim L 1 of L and regard each A i as a D × D matrix. Let L j be the linear subspace of End(V ) spanned by products of (not necessarily distinct) j elements of L. In particular, a generator of L j can be regarded as a word A i 1 · · · A i j of length j . More generally for any linear space S ⊂ End(V ) we define:
III. QUANTUM VERSION OF WIELANDT'S INEQUALITY
This section contains the proof of the main result; we work under the assumption that dim L j = D 2 for j large enough. Let us briefly describe the strategy of the proof. Lemma 3.4, which is based on the techniques presented in [11, Sec. 3] , proves the desired result for those spaces L whose small powers contain non-nilpotent matrices, preferably of low rank. In Lemmas 3.1-3.3, we apply a technique of [9] to find such a non-nilpotent matrix. One of the ideas is to use a dichotomy: either one can find a non-nilpotent matrix in a given power or one finds in a higher power a (square-zero) matrix of lower rank. We start with a general lemma taken from [9] . Lemma 3.1. Let S ⊂ C n×n , P ∈ C p×n , Q ∈ C n×q . Let k be the smallest integer such that P S k Q = 0. Then, for any A 1 , . . . , A k ∈ S, we have rank(P A 1 . . .
where the * 's stand for entries that we need not specify, and the left column and top row of the matrix above indicate the basis vectors the respective blocks of rows and columns correspond to. We also have P = O| . . . |O|P | * , Q = (Q |O| . . . |O) with some matrices P , Q at the B k position of P and the B 0 position of Q, respectively. For A 1 , . . . , A k ∈ S, the matrix P A k . . . A 1 Q equals P A k (k, k − 1) . . . A 1 (1, 0) Q , so its rank is at most min t |B t | n/k. Lemma 3.2. Assume that L λ contains a square-zero matrix H of rank ρ > 0 with λρ ≤ D(1 + log 2 D ρ ). Then either (1) a square-zero matrix of rank
We bring H to the Jordan normal form, which, as H 2 = 0, is, up to permutation of rows and columns as follows:
We assume that the middle block may be empty, which happens if ρ = D/2. We define P = (O|O|I ρ ) and Q = (I ρ |O|O) . Let k be the smallest integer for which there exist A 1 , . . . , A k ∈ L satisfying P A 1 . . . A k Q = 0 (such an integer exists because L generates the whole matrix ring as a C-algebra). Let A = A 1 . . . A k and A = P AQ be the bottom left block of A. Case 1. Assume k 2D/ρ. If A is not nilpotent, then H A is a non-nilpotent matrix of rank at most ρ, which makes the condition (2) valid. Otherwise, A is a nilpotent of index α > 1, and then H 1 = (H A) α−1 H is a square-zero matrix of non-zero rank ρ 1 ρ/α. Note that H 1 is spanned by words of length at most:
To prove that condition (1) holds it remains to show that:
which is equivalent to:
One can easily verify this inequality, as 0 ρ 1 ρ 1 2 . Case 2. Assume k 2D/ρ. Note that H AH has A at the upper right block and zeros everywhere else. Lemma 3.1 shows that the rank of H AH is ρ 1 D/k 0.5ρ. Further, H AH is spanned by words of length at most
Hence, condition (1) holds. Proof. If L contains a non-nilpotent matrix, then we are done. Otherwise, there is a matrix A ∈ L of nilpotency index λ 0 + 1 > 1. The matrix A λ 0 is square-zero, belongs to L λ 0 , and has rank ρ 0 ∈ [1, D/(λ 0 + 1)]. Now we repeatedly apply Lemma 3.2 until we end up under the condition (2) of it; we obtain a sequence (λ 0 , ρ 0 ), . . . , (λ τ , ρ τ ). We write R = ρ τ and assume that we fall into case (2) of Lemma 3.2 after applying it to (λ τ −1 , ρ τ −1 ).
Our aim is to bound from above the smallest j for which dim L j = D 2 . From now on we set:
The following Lemma is based on the techniques presented in [11, Sec. 3] . We include a complete proof for the sake of completeness.
Lemma 3.4. Suppose we have a non-nilpotent matrix B ∈ L of rank R. Then I ≤ (R + 1)D.
Proof.
Step 0: After rescaling B, we may assume there exists an eigenvector v with Bv = v. By passing from the sequence L j to the subsequence L j · we may assume that B ∈ L 1 and we want to prove that dim L (R+1)D = D 2 .
Step 1: Consider the sequence of vector subspaces of C D defined by:
Clearly, M 1 ⊂ M 2 ⊂ . . . . Further, if M j = M j +1 , then M j = M j +k for any k. Indeed, the former equality is equivalent to L j +1 v ⊂ (L 1 + · · · + L j )v. In such a case, by induction on k we have:
Hence, dim M j < dim M j +1 unless M j = M j +1 = . . . . As the sequence L i is spanning, we must have M j = C D for large j . We conclude that M k = C D for k ≥ D, by dimension count. It follows that for any w ∈ C D there exist such elements W i ∈ L i that:
However, then we also have w
Step 2: We fix a basis, starting from v, in which B is in Jordan normal form. We denote by s the number of non-zero eigenvalues of B counted with their corresponding algebraic multiplicities, and we assume that first s eigenvalues of B are nonzero. Clearly s ≤ R. Let P be the projector onto the vector space V ⊂ V spanned by first s basis vectors. We consider the following spaces of matricesM j := P L j . We claim that dimM j < dimM j +1 , unless dimM j = s D, i.e. it is maximal possible. Indeed, let W 1 , . . . , W q be a basis ofM j . These are linearly independent operators from V to V .
We setW i := BW i . As P B = B P we haveW i ∈M j +1 . Further, as the restriction of B to V is invertible, we see that W i are linearly independent. We see that dimM j ≤ dimM j +1 . If equality holds, thenW i spanM j +1 . In this situation we haveM j +k+1 =M j +1 L k = BM j L k = BM j +k . In particular, dimM j +k is constant for k ≥ 0. As the sequence L i is spanning this can happen only if dimM j = s D. By dimension count, it follows that dimM s D = s D.
We Step 3: We prove that dim L (R+1)D = D 2 , by showing that all rank one matrices belong to L (R+1)D . Fix arbitrary two vectors v 1 , v 2 ∈ V . We construct a rank one matrix in Applying this to Lemma 3.4 we obtain:
As 1 ≤ R ≤ D the above value is maximized for R = 1 which gives the result. Remark 3.6. One could consider a 'dual' question: Suppose L j = 0 for some j , what are the bounds on j ? This is much easier, as in fact L j = 0 if and only if L D = 0. Indeed, if L j 0 = 0 for some j 0 we know that j 0 j =1 L j is an algebra of nilpotent matrices. In particular, it is a Lie algebra consisting of nilpotent matrices. Thus by Engel's theorem, all matrices in the algebra can be simultaneously brought into upper-diagonal form. Hence, L D = 0.
Clearly, D is optimal, as demonstrated by an example when L 1 consists of all (nilpotent) strictly upper-diagonal matrices. Remark 3.7. As one can see, the most problematic case is when L 1 contains only nilpotent matrices. Of course, still it is possible that L j = End(V ) for some V -examples can be found e.g. in [4] . Remark 3.8. We point out that even if L j = End(V ) for some j it is not true that the sequence dim L i has to be weakly monotonic. An example can be found in [10] .
