We introduce a numerical solver for the spatially inhomogeneous Boltzmann equation using the Burnett spectral method. The modelling and discretization of the collision operator are based on the previous work [10] , which is the hybridization of the BGK operator for higher moments and the quadratic collision operator for lower moments. To ensure the preservation of the equilibrium state, we introduce an additional term to the discrete collision operator, which equals zero when the number of degrees of freedom tends to infinity. Compared with the previous work [24] , the computational cost is reduced by one order. Numerical experiments such as shock structure calculation and Fourier flows are carried out to show the efficiency and accuracy of our numerical method.
Introduction
In rarefied gas dynamics, models based on continuum hypothesis such as Euler equations and Navier-Stokes equations cannot provide accurate prediction of the flow structure. To correctly describe the motion of fluids, one needs to employ gas kinetic theory to capture the rarefaction effects. However, switching from continuum models to kinetic models may greatly increase the computational difficulty, since the kinetic theory uses the distribution function to describe the velocity distribution of gas molecules, which doubles the dimensions of the unknown function in the differential equations. Thus, solving kinetic models deterministically has long been considered intractable, and the DSMC (direct simulation of Monte Carlo) method has been playing an important role in the simulation of rarefied gases [6, 7] .
Nowadays, due to the fast improvement of the CPU performance, researchers have tried to solve the six-dimensional kinetic equations deterministically [25, 14, 16] . At the same time, a number of new ideas have been proposed to accelerate the numerical solver [17, 35, 15] . In particular, for the Boltzmann equation, which has an additional difficulty due to its highly complicated binary collision term, a significant progress on fast algorithms has been made in recent years [34, 2, 19, 20, 3, 26] . These works have shown great promise for practical applications of these deterministic Boltzmann solvers in the near future. Our work also contributes to this research field. In this paper, we are going to introduce a new numerical solver for the spatially inhomogeneous Boltzmann equation.
Currently, the most popular numerical solver for the binary collision term of the Boltzmann equation is likely to be the Fourier spectral method [28, 8] and its variations [21, 27, 18] . However, for general gas molecules, the time complexity for evaluating the collision term is quadratic in the number of degrees of freedom in the velocity space. Thus, when a large number of Fourier modes are needed to resolve the distribution function (e.g., when the distribution function is discontinuous), this still introduces a large computational cost. In [11, 33, 10] , the authors have been trying to reduce the computational cost by restricting the evaluation of the expensive collision term only to a small number of degrees of freedom, so that the computational of the collision term may still be affordable even for a relatively large number of degrees of freedom in the velocity space. To achieve such a goal, Hermite/Burnett polynomials are used instead of Fourier basis functions, so that the idea of BGK-type modeling can be applied. Such a strategy has been verified in the spatially inhomogeneous problems [12, 24] . The price to pay is a higher time complexity for the expensive part compared with the Fourier spectral method. In [10] , it has been observed in the numerical solution of spatially homogeneous Boltzmann equation that the implementation using Burnett polynomials (orthogonal polynomials based on spherical coordinates) is much faster than Hermite polynomials (orthogonal polynomials based on Cartesian coordinates), despite their mathematical equivalence. This work can be considered as a test of its performance with the presence of spatial variables.
For the special implementation of the collision term [33, 10] , the transition from spatially homogeneous case to spatially inhomogeneous case is not as straightforward as the Fourier spectral method (as discussed in [24] ). Such a discrete collision term automatically conserves mass, momentum and energy, while it does not preserve the equilibrium state without additional numerical tricks. In this work, we propose a remedy of such a problem, which is an improved version of [24] with lower time complexity. The method will be tested in several examples in one spatial dimension. The results show both good efficiency and high accuracy.
The rest of this paper is organized as follows. Section 2 is a review of the Boltzmann equation and Burnett's expansion of the distribution function. Our numerical method will be introduced in detail in Section 3. Numerical tests will be given in Section 4, and we conclude this paper by a brief summary in Section 5.
Boltzmann equation and the Burnett spectral method
To better describe our numerical algorithm, we would like to first clarify the mathematical model to be solved and the framework of the numerical method. Some relevant previous research works will also be reviewed in this section.
Boltzmann equation. The governing equation for the rarefied gas flow is the Boltzmann equation:
∂f ∂t
is the distribution function. The right-hand side Q[f, f ] is the collision term, which will be detailed later. In this paper, we restrict ourselves to one spatial dimension, so that the Boltzmann equation can be written as
With the initial condition
the equation (1) holds for any t > 0, x ∈ I ⊂ R, and v ∈ R 3 , where the interval I = (a, b) can either be finite or infinite. When a > −∞, we consider Maxwell's wall boundary condition at x = a. The solid wall at x = a may have a velocity u W a (t). In this paper, we assume that the x-component of u W a (t) is zero so that the computational domain does not change. Maxwell's wall boundary condition assumes that among all the particles that hit the wall, some particles undergo specular reflection, and others undergo diffusive reflection. The proportion of the particles that undergo diffusive reflection is called the accommodation coefficient χ a . For a solid wall with temperature T W a (t) at time t, the boundary condition can be formulated as
.
In (4), the quantity θ W a (t) is the temperature of the gas represented in the unit of specific energy, defined by θ W a (t) = k B T W a (t)/m, where k B is the Boltzmann constant, and m is the mass of a single molecule. The quantity n W a (t) is chosen such that the "no mass flux" boundary condition is satisfied. Its precise expression is
Similarly, if b < +∞ and the solid wall at x = b has velocity u W b (t), temperature θ W b (t), and accommodation coefficient χ b , then the boundary condition at x = b is
Here we remind the readers that the boundary conditions need to be prescribed only for a half of the distribution function which describes the particles moving into the domain I.
The collision term Q[f, f ] is the most complicated part in the Boltzmann equation, whose general form is
Here v ′ 1 and v ′ are post-collisional velocities:
and B(·, ·) is the collision kernel determined by the potential function between gas molecules. It can be seen that for any function g(v) defined on the velocity space, the collision term Q[g, g](v) can be defined similar to (6) with t and x removed. For any distribution function g(v), the corresponding collision term satisfies the following conservation property:
which indicates the local conservation of mass, momentum and energy. Another important property is
It shows that the manifold of local equilibrium states are formed by isotropic Gaussian distribution functions, which are also called Maxwellians.
In this paper, we will mainly focus on the specific collision models induced by the inverse power laws, in which the force between two molecules is always repulsive, and the magnitude is proportional to a certain negative power of the distance between them (F = κr −η with F , r, η and κ being the force, distance, power index and the intensity constant, respectively). By choosing a reference velocity u and reference temperature T , it has been demonstrated in [24] that the collision term for inverse power laws can be nondimensionalized by
where θ = k B T /m, and the density of the gas ρ as well as the nondimensionalized distribution function g * are given by
In (7), the dimensionless collision operator Q * is independent of κ and m. The only parameter in Q * is the power index η. This formula can be further simplified by introducing the reference viscosity coefficient (see (35) in the appendix for the definition of A 2 (η)):
by which we find that
whereQ is the new dimensionless collision operator given bŷ
As will be seen later, such a nondimensionalization is closely related to the choice of parameters in our numerical scheme.
Remark. Here we have introduced two dimensionless collision terms Q * [f * , f * ] andQ[f * , f * ], which differ only by a constant. In [10, 33] , the dimensionless collision term Q * [f * , f * ] is used, while in this work, we are going to useQ[f * , f * ] in our further discussion. Since our numerical method is built based on the work [10] , we point out the difference here to avoid confusion.
2.2.
Burnett spectral method for the spatially homogeneous Boltzmann equation. For the spatially homogeneous Boltzmann equation, the Burnett spectral method has been introduced in [10] , where the Burnett method is introduced in the dimensionless setting. In what follows, we will provide a brief review of this method. Since the flow is assumed to be spatially homogeneous, the variable x will be omitted temporarily in this subsection. We will present the method based on the dimensionless collision termQ[f * , f * ], where f * is the dimensionless distribution function defined similar to (8) :
Note that ρ is independent of t since collision does not change the number density. To write down the spectral expansion, we first define the Burnett polynomials [9]:
where L (α) n (·) and Y m l (·) are, respectively, the Laguerre polynomials and spherical harmonics, whose definitions are given in detail in the appendix (see (36)). Let ω(v * ) be the three-dimensional standard normal distribution
Then the following orthogonality holds:
where † denotes the complex conjugate. The Petrov-Galerkin spectral method can be derived by approximating the dimensionless distribution function f * (t * , v * ) by
and then obtaining equations for the coefficients by calculating
The general result is
where the constant coefficients A l1m1n1,l2m2n2 lmn depend on the collision model. In [33, 10] , the authors introduced an algorithm computing these coefficients for all inverse power law models, which is briefly described in the appendix. The computational cost of (13) with all l, m, n is O(M 8 ) since A l1m1n1,l2m2n2 lmn = 0 when m = m 1 + m 2 ; and the discretization (13) automatically conserves mass, momentum and energy.
Our numerical method is based on the discretization (13) . However, such discretization is not readily applicable for the spatially inhomogeneous case. The main reason is that (13) does not preserve the equilibrium state. In detail, when f * (0, v * ) = exp(α + β · v * + γ|v * | 2 ), after computing f * M (0, v * ) by projection, the right-hand side of (13) is nonzero. As mentioned in the introduction, one of the main contributions of this paper is to fix such a problem.
Numerical method
In this section, our numerical method will be provided in detail. To begin with, we will resume the discussion at the end of Section 2.2, and develop an algorithm which preserves the steady state.
3.1.
Restoring the dimension and preserving the steady state. In this section, we will still keep the spatial variable x omitted, and focus on the homogeneous Boltzmann equation. From (12), it can be seen that the spectral method in Section 2.2 works only when f * (t * , ·) ∈ L 2 (R 3 ; ω −1 dv * ) for all t * , i.e.,
By (10) , it can be seen that the original distribution function f (t, v) must satisfy
This equation shows that the parameter θ is not only a parameter in the nondimensionalization, but also playing the role of the scaling factor in the spectral method for problems on unbounded domains [30] . It is easy to see that when θ is larger, the equation (14) allows more distribution functions. Therefore, we need to choose a sufficiently large θ to include all possible distribution functions. The existence of such θ has been theoretically guaranteed in [4] . To emphasize the role of θ in our algorithm, we will present our algorithm using the original distribution function f (t, v). Thus the approximate distribution function is
The discretization (13) becomes
For simplicity, the right-hand side of the above equation will be namedQ lmn [f M ] hereafter. Now we are going to change the right-hand side of the above scheme such that the method preserves the steady state. When the distribution function f (t, v) is a Maxwellian M(t, v), the Maxwellian can be determined by the first few coefficients in the series expansion:
where
Since Q[M, M] always equals zero, one can rewrite the collision term as
Thereby, the corresponding discretization turns out to be
where M M is the projection of the Maxwellian:
and the coefficientsM lmn (t) can be obtained by the following theorem:
If θ > θ/2, then for any u = (ū x ,ū y ,ū z ) ∈ R 3 , there exist coefficientsM lmn such that
, and when n 1, the coefficients satisfy the following recursive formula:
where the last termM l+2,m,n−2 is regarded as zero when n = 1, and the γ symbol is defined by
When n = 0 and |m| < l, the recurrence formula is
When n = 0 and m = ±l, we have
The proof of this theorem is to be found in the appendix. By this theorem, we see that the computational cost for every coefficient is O(1). Therefore the time complexity for evaluating all the coefficientsM lmn with l + 2n M is O(M 3 ). The detailed algorithm is as follows:
Algorithm Calculation ofM lmn for l + 2n M 1: for m from 0 to M do 2:
ComputeM mm0 from (22) 3:
for l from m + 1 to M do
4:
ComputeM lm0 from (21)
5:
end for 6: for deg from m to M do 7:
ComputeM lmn from (19) for l from |m| to M do 15: for n from 0 to ⌊(M − l)/2⌋ do 16:M lmn ← (−1) mM † l,−m,n 17: end for 18: end for 19: end for
The above algorithm gives a working order of computation to ensure that when the formulas in Theorem 1 are applied, no recursion is needed.
Modelling of the collision term.
A complete algorithm has been described in the above subsection for the discretization of the collision term. However, the computational complexity for this algorithm is as high as O(M 8 ), due to the nine indices appearing in the coefficients A l1m1n1,l2m2n2 lmn and the constraint m = m 1 + m 2 . This makes the simulation difficult when M is large. To reduce the computational cost, it has been proposed in [11, 33, 10] to introduce the "BGK modelling technique" to the collision, meaning that we only apply the quadratic collision to lower moments, which are considered to be important in the numerical computation, while for higher moments, we model their evolution by letting them decay to their equilibrium values at a constant rate. For monatomic gases, the famous BGK model [5] can be derived from the linearized collision model using such an idea. As discussed in [11, Section 5.2] , if the linearized collision model is applied only up to the second moments (stress tensor), and other higher moments are set as simple convergence to their equilibrium values, we can obtain the BGK model. Another well-known model is the Shakhov model [29] , which adds heat fluxes to the part modeled by the linearized collision operator.
In this work, we are going to adopt the same technique when M is large. Assume that we want to apply quadratic modelling for the first M 0 th moments, where M 0 is chosen as a constant positive integer less than or equal to M . Thus the spatially homogeneous Boltzmann equation is discretized by
In the equations forf lmn with l + 2n > M 0 , the coefficient ν indicates the rate of convergence to the equilibrium valueM lmn , which is chosen following [11, 24] as
To define ̺ M0 in the above equation, we first define a sequence of matrices
, n, n ′ = 0, 1, · · · , N l .
Thus the definition of ̺ M0 is
where ̺(·) is the spectral radius of the matrix. As is detailed in [11] , such a ν is in fact the spectral radius of truncated linearized collision operator. The total computational cost for (23) is
, which is obviously an improvement of the authors' previous work [24] using Hermite polynomials and a different technique to preserve the steady state, where the computational cost was O(M 9 0 + M 4 ).
3.3.
Adding back the spatial variable. From this section, we are going to recover the spatial variable x. Thus in (15), the function f M on the left-hand side and the coefficientsf lmn on the right-hand side should contain the parameter x. To discretize the advection term, we just need to compute v
where the term in the square bracket can be expanded by
By now, we can combine (15) , (24) and (25) to get the complete semidiscrete equations:
Heref l ′ m ′ n ′ is regarded as zero when its indices are not in the range given by the last line of the above equations. Let f denote the vector whose components are all the coefficientsf lmn appearing in the expansion of f M . Then the above equations can be written as
where A is a sparse constant matrix whose diagonal entries are u x . And each row of A has at most five nonzero entries.
To complete the problem, we need to add initial and boundary conditions for (26) . The initial condition can be obtained by expanding (2) into series. Alternatively, we can use the orthogonality of basis functions to write down the initial condition as
When the solid wall exists in the problem, we need to formulate wall boundary conditions for (26) , which will be detailed in the next subsection.
3.4. Wall boundary conditions. We only consider the wall boundary condition of (26) at x = a. The basic idea is the same as the construction of initial condition. We multiply (3) by mθ l+2n p
and integrate with respect to v. Note that (3) holds only for v x > 0, and therefore the integral domain is the half space:
Here, the distribution function f (t, a, v) in (3) has been replaced by the numerical solution f M (t, a, v), and the "wall Maxwellian" f W a (t, v) is still defined by (4), while in the definition of n W a (t) (5) , the distribution function f (t, a, v) should be again replaced by f M (t, a, v). However, (27) does not complete the statement of the boundary conditions, since if (27) with all l, m, n satisfying l + 2n M are imposed at x = a, the number of boundary conditions will exceed the number required by the hyperbolicity, which should be the number of characteristics pointing into the domain. To fix the issue, we first choose u such that u x = 0. Thus, as in [22, 12, 24] , we can get the correct number of boundary conditions if we only take into account (27) for l, m, n satisfying p
lmn (v) and l + 2n M . The symmetry condition requires that l + m must be odd. Below we are going to omit the spatial variable, which is fixed at x = a.
To make the boundary conditions (27) more explicit, we adopt the idea in [32] to split the distribution function into an odd part and an even part:
Thus the boundary condition (27) can be rewritten as
Further simplification requires the following result:
Proof. Since l + m is odd, we have p
Let J lmn be the above quantity. Then by adding up the first and third lines in (31), we obtain
which implies the conclusion of the theorem.
The above theorem gives the left-hand side of (30). To proceed, we first consider a special case (l, m, n) = (1, 0, 0). In this case, p [u,θ] 100 (v) = v x /θ, and the right-hand side of (30) can be computed by
Here the first equality uses the symmetry of f W a and f . Now, by using (4) and (5), straightforward calculation yields
Thus the boundary condition (30) for (l, m, n) = (1, 0, 0) turns out to be 1 2f
which is equivalent tof
Such a result agrees with the requirement that the perpendicular momentum or velocity must equal zero. By this result, we also know that
which means that the right-hand side of (30) is completely independent of f (odd) M . By the above results, in general, the equation (30) can be written as
Numerical examples
By now, we are ready to carry out numerical tests to see the performance of the method. In all our numerical tests, we choose η = 10, m = 6.63 × 10 −26 kg, and κ = 3.469 46 × 10 −113 kg m 11 s −2 . To define the Knudsen number, we employ the variable hard sphere (VHS) model [7] . At the reference temperature 273.15 K, if the reference diameter of the gas molecule is d = 4.17 × 10 −10 m, then the viscosity of the VHS gas matches the viscosity of the IPL gas. Thus the mean free path and the Knudsen number can be defined by
where ρ is the reference gas density and L is the characteristic length. For spatial discretization, we use discontinuous Galerkin method or finite volume WENO scheme, to be specified below. Both steady-state and unsteady flows are to be carried out in our numerical tests. Note that although only (1 + 3)-dimensional flows are simulated, all the examples below are quite challenging due to the existence of high Mach number or large temperature ratio, which makes it difficult to capture the profile of the distribution function over the whole computational domain.
4.1.
Simulation of steady-state flows. To study the steady-state flows, we start from a given initial state and use time-stepping to evolve the system for a sufficiently long time. To describe the stopping criterion, we define
We consider that the steady state is achieved at the nth time step if the numerical solution satisfies (33) f ((n + 1)∆t, ·, ·) − f (n∆t, ·, ·) f (∆t, ·, ·) − f (0, ·, ·) < ǫ, where ∆t is the time step.
4.1.1. Steady shock structure. The plane wave shock structure is a classical example frequently used to test the kinetic models or the Boltzmann solver [35, 31] . The domain is unbounded (a = −∞ and b = +∞) and the boundary conditions are given by
and Ma is the Mach number of the shock wave. In our numerical tests, we set To obtain the steady state, we set the initial condition to be
and we evolve the distribution functions until (33) is achieved with ǫ = 10 −6 . Numerically, the computational domain is set to be [−30λ, 30λ], where λ is the mean free path defined in (32) with ρ = ρ a . The computational domain is divided into 60 grid cells, and the fifth-order WENO finite volume method is applied for the spatial discretization. For the velocity discretization, we use
Two Mach numbers Ma = 6.5 and Ma = 9.0 are considered in our numerical tests. The corresponding solution of density ρ, temperature T , normal stress σ xx and heat flux q x , obtained by our method with M 0 = 10 and M = 20, are presented in Figure 1 for Ma = 6.5 and in Figure 2 for Ma = 9.0 respectively. Comparison of them insider the shock layer are made with the solution obtained by the DSMC method [7] . Even for such high Mach number cases, the results show that the shock structure profiles, including the shock thickness and the peak values of heat flux and normal stress, coincide perfectly well between the solution given by our method and the DSMC method.
Both simulations are performed on a cluster with the CPU model Intel Xeon E5-2697A V4 @ 2.6GHz. Ten threads are used for each simulation. Details of the simulations, including the number of time steps and the total elapsed time, are listed in Table 1 , which shows the efficiency of the presented method. [24] . The fluid locates between two stationary and infinitely large parallel plates with different temperature. At the steady state, significant temperature jump can be observed for rarefied gases. The parameters of this problem include
• L: distance between two plates;
• T W a , T W b : the temperature of the left and right plates; • ρ 0 : the average density of the fluid. In our tests, we always choose T W a = 273.15 K and ρ 0 = 9.282 × 10 −6 kg m −3 . The computational domain is defined by a = −L/2 and b = L/2 with the accommodation coefficients in the boundary condition being χ a = χ b = 1. The domain is decomposed into 10 uniform grid cells, and the fourth-order nodal discontinuous Galerkin method [23] is used for spatial discretization. For velocity space, we discretize it using u = 0 and
We compute the steady state by starting from the initial condition
and the stopping criterion is again (33) with ǫ = 10 −6 . In order to compare our results, the DSMC method [7] is also employed to produce the reference solution. Below we are going to consider two different choices
We first set the temperature ratio of two plates to be 4. Three distances L = 0.092 456 m, 0.018 491 m and 0.003 698 m are considered. They correspond to Knudsen number 0.1, 0.5 and 2.5, respectively. For numerical results presented in this paper, we adopt M = 20, 30 and 40, as the Knudsen number increases from 0.1 to 2.5.
Numerical solutions of density ρ, temperature T , normal stress σ xx and heat flux q x , obtained by our method with three choices of M 0 , i.e., M 0 = 5, 10 and 15, are presented in Figure 3 -5 for Kn = 0.1, 0.5 and 2.5 respectively. It can be seen that all our results agree well with the DSMC solution. The relative deviation of our solution away from the DSMC solution is actually quite small. Moreover, our solution becomes much closer and closer to the DSMC solution, as M 0 increases. = 10T W a . Now we set the temperature ratio to be 10, which is obviously tougher to simulate due to the wide spread of the distribution functions. Two distances L = 0.018 491 m and 0.003 698 m, with the corresponding Knudsen number 0.5 and 2.5 respectively, are considered. As the previous case, we set M = 30 for Kn = 0.5 and M = 40 for Kn = 2.5 in our tests.
Numerical solutions obtained by our method with M 0 = 5, 10 and 15, and the DSMC method, are given in Figure 6 and 7 for Kn = 0.5 and Kn = 2.5, respectively. The results still show a good agreement between our solutions and the DSMC solutions, although more obvious deviation can be observed, especially for the case with Kn = 2.5. However, as more moments are modelled accurately by the quadratic collision model in our method, which indicates M 0 is increased, remarkable improvement of our results can be obtained as shown in these figures.
At last, the run-time data of partial simulations, which are obtained on the same cluster with 10 threads for each simulation as shock structure simulations, are also provided in Table 2 to show the efficiency of our method.
4.2.
Simulation of unsteady flows. Now we use another two numerical examples to study the evolution of the flow. In both cases, we need to employ the steady shock structure simulated in Section 4.1.1 in the initial condition, while in this section, we expect that the shock wave moves at the given Mach number. This can be achieved by the following steps:
• Perform the same simulation as in Section 4.1.1 using u = (u a , 0, 0) T . • In the numerical results, we perform a translation of the distribution function such that the fluid state in front of the shock has velocity zero. Such a translation can be simply implemented by setting u = 0.
The second step is in fact a transform of the frame of reference, which turns a steady shock structure to a moving shock structure. Below we are going to study the collision of two shock structures and the interaction between the shock and the solid wall.
Collision of two shocks.
We first consider the collision of two shock waves which move in opposite directions with the Mach numbers Ma = 3.8 and 6.5 respectively. Precisely speaking, the shock with Ma = 3.8 is on the left of the domain and moves to the right, while the shock with Ma = 6.5 is on the right of the domain and moves to the left. In our method, the parameters u and θ must be constants for all grid cells. Thus, the initial shock profiles are obtained by the simulations in Section 4.1.1 using u = u a with the corresponding Mach numbers and θ = 0.8θ b , where θ b is computed with Ma = 6.5. After re-setting u = 0 and reversing the velocity of the shock with Ma = 3.8, we then obtain the initial state of this test. Due to the existence of two shocks in opposite directions, the distribution function can spread widely after the merge two shocks, which makes the problem highly challenging. Our numerical solutions of density ρ, temperature T , normal stress σ xx and heat flux q x with M 0 = 10 and M = 20 are presented in Figure 8 for various time instants from t = 0 to 1.2. As shown in the figure, the black solid line gives the corresponding initial state of these quantities. After the collision of two shocks around the time t = 0.6, two new shock waves will be generated with a rarefaction wave standing between them. The left shock wave moves to left from right with the speed smaller than Ma = 6.5, while the right shock wave moves from left to right with the speed smaller than Ma = 3.8. Besides, the left shock wave moves much faster then the right shock wave. These solution structures are consistent with the corresponding solutions obtained by the classical Euler equations, whose numerical results at t = 1.2 are also given in Figure 8 by gray solid line.
4.2.2.
Interaction of a shock and a solid wall. This test investigates the interaction of a shock wave and a solid wall. The shock wave moves from right to left, and the solid wall is fixed on the left of the computational domain [−30λ, 30λ] with the wall temperature T W a = 273.15 K and the accommodation coefficient χ a = 1. It is observed that the temperature would be doubled after interacting with the wall. So we use u = u a and θ = θ b together with M 0 = 10 and M = 40 to prepare the initial shock profile. Then the shock wave will move to left with the expected speed by setting u = 0. For easier processing of the boundary condition, a linearly reconstructed finite volume method with 600 uniform grid cells is performed, instead of the fifth-order WENO finite volume method used in Section 4.1.1. This example is even more challenging due to the existence of the solid wall, which introduces discontinuity into the distribution function. Numerical solutions of density ρ, temperature T , normal stress σ xx and heat flux q x are presented in Figure 9 at various time instants from t = 0 to 1.2 with Ma = 3.8. The black solid line in the figure represents the corresponding initial state of these quantities. It is shown that the shock collides with the wall around the time t = 0.6. By the interaction with the wall, the particles accumulate in a small region around the wall, resulting a significant increase in density. A shock wave is then bounced back, with the speed much slower than the original shock. Similar results can be obtained for the case Ma = 6.5, as given in Figure 10 at various time instants from t = 0 to 0.8. 
Conclusion
We have developed an efficient numerical scheme for the spatially inhomogeneous Boltzmann equation based on the Burnett spectral method. Two major numerical strategies are used: (1) we coupled the quadratic collision operator and the BGK collision operator to balance the computational cost and the modelling accuracy; (2) we introduced a zero term in the collision term to preserve the steady state. Appendix A. Inverse power law model
In this section we provide a full description of the collision kernel of the inverse power law model. For given κ, m and η, we have and the function W 0 (·) is defined by
with y(·) being defined implicitly as
The viscosity coefficient µ can be derived from the first-order Chapman-Enskog expansion. In (9), the function A 2 (η) is defined by 
where (ϑ, ϕ) is the spherical coordinates of n, i.e. n = (cos ϑ, sin ϑ cos ϕ, sin ϑ sin ϕ) T , and P m l (·) is the associated Legendre function defined by
. When m = 0, the polynomial P 0 l (x) is the Legendre polynomial of degree l, which is often denoted by P l (x).
Appendix B. Coefficients in the collision operator for inverse power law models
To complete the description of the ODE system (13), we summarize in this section the results in [33, 10] , and provide the complete process to compute these coefficients. The computational cost for computing all these coefficients is O(M 14 ) (see [10] for details), but this needs to be done only once before the numerical simulation.
Suppose the index η in the power potential is given, below we are going to provide a sequence of formulas, by which the coefficients A l1m1n1,l2m2n2 lmn can be computed step by step:
• Compute the following integral I k for k 2M :
where ϑ(y) is the inverse function of y(ϑ) defined in (34) , and P k is the Legendre polynomial of degree k. 1) ) .
• For all k M , define the homogeneous polynomial S k (v, w) for v, w ∈ R 3 by the following recursive formulas:
By the above definition, write S k (·, ·) as
and find all the coefficients S l1l2l3 k1k2k3 .
• Compute γ l1l2l3 k1k2k3 for k 1 + k 2 + k 3 2M and l 1 + l 2 + l 3 M by
• Given that C 000 000 = 1 and C k1k2k3 lmn = 0, |m| > l or l < 0 or n < 0, compute the coefficients C k1k2k3 lmn for k 1 + k 2 + k 3 M , l + 2n = k 1 + k 2 + k 3 , −l m l by solving the following equations: The equations (37) can be applied recursively. Note that (37) includes three equations. They are always consistent so that we can use (37) to solve two coefficients C k1k2k3 l+1,m,n and C k1k2k3 l−1,m,n+1 based on the knowledge of C k1−1,k2,k3 l,m−1,n , C k1,k2−1,k3 l,m−1,n and C k1,k2,k3−1 l,m−1,n .
• Compute the coefficients A l1m1n1,l2m2n2 lmn for l + 2n M , l 1 + 2n 1 M , l 2 + 2n 2 M , −l 1 m 1 l 1 , −l 2 m 2 l 2 , m = m 1 + m 2 by A l1m1n1,l2m2n2 lmn = k1+k2+k3=l+2n i1+i2+i3=l j∈I l 2 +2n 2 C k1k2k3 lmn C i1i2i3 l1m1n1 C j1j2j3 l2m2n2 B i1i2i3,j1j2j3 k1k2k3 .
Appendix C. Some lemmas
In this section we present some lemmas as the preparation for the proof of Theorem 1. In the equations appearing in the lemmas below, we always assume that the indices l, m, n satisfy (l, m, n) ∈ N × Z × N, and −l m l. Any quantity with indices l ′ , m ′ , n ′ is considered as zero if |m ′ | > l ′ or l ′ < 0 or n ′ < 0 (e.g. p l+1,m,n with l = m). 
where the γ symbol is defined in (20) .
Proof. The proof of this lemma requires the following identities [ = (l − m + 1)(l + m + 1)(l + 3/2) (2l + 1)(2l + 3) p l+1,m,0 (v * ) + (l − m)(l + m) 2(l + 1/2)(2l + 1)(2l − 1) r 2 p l−1,m,0 (v * ).
Again, the equality (39) can be obtained by inserting the definition of γ lm . Now we prove (40). It is clear that the equality holds for l = n = 0. If l > 0 or n > 0, we just need to compute the following integral for any l ′ , m ′ , n ′ satisfying l ′ + 2n ′ < l + 2n:
where the first term on the right-hand side is zero since p l ′ m ′ n ′ (·) is an orthogonal polynomial. Thus,
Now we insert (38) to the above equation. By the orthogonality of p lmn , it is not difficult to see that
[p l ′ m ′ n ′ (v * )] † dp lmn (v * ) dv *
x ω(v * ) dv * = n + l + 1/2γ lm δ l−1,l ′ δ mm ′ δ nn ′ − √ nγ l+1,m δ l+1,l ′ δ mm ′ δ n+1,n ′ , which implies the equality (40).
