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Abstract
The present work aims to provide Meyers estimates throughout a finer inner regularity theory in
perforated domains. We also provide a hypercontractivity property on correctors whenever the
perforations are controlled with a uniformly bounded random variable and the underlying probability
space admits a weaker form of ergodicity which we called coarsened logarithmic Sobolev inequality.
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The present work aims to show regularity properties of the following elliptic equation with mixed boundary
conditions in a perforated domain: Let D ⊂ Rd be a bounded domain with d ≥ 2, and given ε ∈ (0, 1) small
enough we study
−∆uε = f in Dε,
∇uε · ν = 0 on ∂intDε,
uε = 0 on ∂extD
ε,
(1)
where
B(ε) = ∩x∈Zd(B(x, ε
d
d−2 ))c, (2)
Dε := D ∩B(ε), (3)
and ∂intD
ε and ∂extD
ε denote the interior boundary and the exterior boundary of Dε respectively, and, they
are defined as
∂intD
ε := ∪{∂B(x, ε dd−2 ) : x ∈ Zd, B(x, ε dd−2 ) ⊂ D},
∂extD
ε := ∂Dε\∂intDε.
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It is easy to see, using the Lax-Milgram theorem that for all ε ∈ (0, 1) each of these problems has a unique
solution uε. It is a classical question if whether this sequence of solutions, obtained by varying the parameter
ε, converges in the sense of L2-norm to a function u ∈ L2(D) in such a way it solves a suitable PDE.
Homogenization results of this type have been studied for a long time and very early results were obtained
[10, 11, 13, 22, 30]. The goal of the present work is to provide a simple proof of a Weighted Meyers estimate
in perforated domains through a finer interior regularity. Before providing a more detailed summary of our
results, let us give a brief overview of the previous quantitative results in stochastic homogenization. A
theory of quantitative stochastic homogenization started with Yurinskii in [34] that establishes the algebraic
decay of the homogenization error for d > 2. Subsequently, with the works of Naddaf and Spencer [27] and
followed by [12] new tools coming from Statistical Mechanics were introduced to obtain optimal bounds on
fluctuations of the corrector problem. This approach was then combined with elliptic regularity theory in
[16, 20, 28], and more recently, in [3] with sub-additive measures, they proved algebraic rates for random
parabolic PDE’s. Consequently, in the last years, a particular interest in this quantitative theory is growing
on, and further results like sublinear properties on correctors were obtained [2, 4, 7, 8, 9, 26, 29]. On the
other hand, let us mention that a quantitative theory for the periodic homogenization of nonlinear operators
in perforated domains was considered in [33]. They stated that there exists a constant C > 0 such that( 
Bε(0,r)
|∇uε|2
) 1
2
≤ C

( 
Bε(0,2)
|∇uε|2
) 1
2
+
( 
B(0,2)
|f |p
) 1
p


for p > d and for any 3
√
ε ≤ r < 14 . In the present work, we would then grow such inequality within a
large scale regularity. Thus, as a special case of perforated domains to enjoy a finer quantitative interior
regularity, we examine a domain with “holes ” as in (3) above, and we admit a scaled ratio of the form ε
d
d−2 ,
and where such a particular choice is related to the following fact: Note that, if we impose in (1) simply
Dirichlet boundary conditions, when εց 0, we find the following PDE
−∆u+ cu = f
for a well-determined constant c > 0. This choice, not only contributes to identifying the “right limit
PDE ”, it allows us to use further techniques like reverse Ho¨lder inequalities. A detailed exposition of such
inequalities can be found in [1, 17]. To make a statement clear of the forthcoming results, we introduce some
notation and terminology used throughout the paper. Let B(x, r) represent a ball centered at x with radius
r > 0 in Rd and Bε(x, r) := B(x, r) ∩ B(ε). Often, we use . meaning ≤ up to a multiplicative constant
which could be changed from line to line, and we usually consider f = ∇ · g for a suitable vector field g.
Further, we indicate with
ffl
Ω :=
1
|Ω|
´
Ω. The main results of the present paper are stated as follows.
Lemma 0.1 (Interior regularity). Let R ≥ 1 and ε > 0 be fixed. Let us consider uε as the weak solution of
model (17). There exists 0 < ε′ < 1 which is called the hole filling exponent such that if the right-hand side
g decays in the sense of
∀ 0 < ρ < R,
 
Bε(0,ρ)
|g|2 ≤ c0
(( ρ
R
)d(ε′−1))
+ 1
)
,
for some c0 > 0, then there exists a constant C = C(d) such that for any 0 < ρ < R,
 
Bε(0,ρ)
|∇uε|2 ≤ C
( ρ
R
)d(ε′−1)(
log
(
R
ρ
)
c0 +
 
Bε(0,R)
|∇uε|2
)
.
Theorem 0.2 (Weighted Meyers estimate). Fixed ε > 0, let g ∈ L2(Rd,Rd) and v ∈ H1(B(ε)) be the weak
solution of the equation {
−∆v + 1
T
v = ∇ · g,
∇v · ν = 0 on ∂intB(ε).
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Let r > 0 be arbitrary. There exists a Meyer exponent p˜ > 2 and a constant c > 0, which both only depend
on d such that for all 2 ≤ p < p˜, all α1 < c and all 0 < α0 < α1 we have
ˆ
B(ε)
(
|∇v|p + | 1√
T
v|p
)(
1 +
|x|
r
)α0
dx .
ˆ
B(ε)
|g|p
(
1 +
|x|
r
)α1
dx (4)
up to a multiplicative constant which only depends on d, ε′, with ε′ the associated hole filling exponent.
Interior estimates for linear and nonlinear operators have been studied widely, and we refer the reader
to [15, 17, 25, 31, 32, 33]. In the present work, we make use of such estimates providing quantitative
estimates for a well-determined class of random variables. On this subject, we would then introduce a
further probabilistic structure endowed with suitable probabilistic assumptions, likewise, stationarity and
ergodicity in the form of spectral gaps. For a complete exposition on such inequalities, we refer to [6, 21, 23].
On the other hand, we make use of the celebrated Giaquinta&Modica Lemma. Roughly speaking, in [18]
Giaquinta and Modica proved that given Q smooth open bounded set in Rd and f ∈ Lqloc(Q), q > 1 be a
non negative function, there exists p > q such that
( 
BR(x0)
fp
) 1
p
.
( 
B2R(x0)
f q
) 1
q
(5)
up to a multiplicative constant which does not depend on R, and where 0 < 2R ≤ dist(x0, ∂Q) and x0 ∈ Q.
As we will show below, we make use of this inequality during the proof of Theorem 0.2. The key property
is that, whenever (5) holds with exponents (p, q), it also holds with exponents (p + δ, p) for some positive
δ, providing, higher integrability of f . We then exploit such careful observation providing upper bounds on
correctors. On this probabilistic subject, we concern with small random perturbation of B(ε), and then we
consider a probability space (Ω,P), defined as
Ω :=
{
r : Zd → (λ, 1/2)
}
= (λ, 1/2)⊗Z
d
, (6)
and, we introduce
B˜(ε) := ∩x∈Zd(B(x, r(x)ε
d
d−2 ))c. (7)
We mention that the only part in which r will be considered as a random variable is in the following
proposition.
Proposition 0.3 (Hypercontractivity in perforated sets). Let us consider (Ω,P) to be the probability space
defined in (6), and suppose that it admits a coarsened logarithmic-Sobolev inequality for some constant ρ > 0
(cf. assumption (d) below). Further, let us consider φ to be the unique stationary solution of the equation
−∇ · (∇φξ + ξ) = 0, in  ∩ B˜(1), (8)
(∇φξ + ξ) · ν = 0 on  ∩ ∂B˜(1)
where B˜(1) is defined in (7), ξ ∈ Rd. Then for each p ∈ [1,+∞) we have
〈 
∩B˜(1)
|∇φ|2p
〉 1
2p
.
〈 
∩B˜(1)
|∇φ|2
〉 1
2
(9)
up to a multiplicative constant that depends on d, λ, ρ, and where ρ is the constant of the coarsened logarithmic-
Sobolev inequality.
3
The stated proposition is a first consequence of Theorem (4) and seems to be not surprinsingly at first glance.
However, the difficulties arose in this perforated case are related to (5), and the right spectral inequality to
be considered. Outline of the present work: The paper is organized as follows. In section 1 we establish
the main assumptions, and we give some properties on correctors and flux correctors. Also, we present the
probabilistic argument of Proposition (0.3). Section 2 is devoted to showing proof of Theorem 0.2. Finally,
in Section 3 we give an application related to the homogenization error of harmonic functions, and that in
some sense captures the C1,1-regularity of harmonic maps in perforated domains.
1 Preliminaries
We start by recalling the notion of correctors and flux correctors. The most important properties in the
case of random fields can be found in [14]. A corrector function φ in direction ξ ∈ Rd is a distributional
solution of the equation
−∇ · (a (∇φ+ ξ)) = 0 in D′(Rd) (10)
where a is matrix-valued or a R-valued function and D
′
(Rd) is the space of distributions. We say that
a : Rd → Rd×d is uniformly elliptic with ellipticity constant λ > 0, and we write a ∈ M(Rd, λ) if a is
measurable, and for a.e x ∈ Rd we have
∀ξ ∈ Rd : ξa(x)ξ ≥ λ|ξ|2 and |a(x)ξ| ≤ |ξ| (11)
Definition 1.1. We call a measurable function f defined on Rd L-periodic with L > 0, if for all z ∈ Rd we
have f(·+ Lz) := f(·). We consider a configuration space of admissible coefficient fields defined as
Ω :=
{
a : Rd → Rdsym : is measurable and uniformly elliptic in the sense of (11)
}
. (12)
In the present work, we make use of the following spectral inequalities.
Definition 1.2. We say that the probability space (Ω,P) of random fields satisfies a spectral inequality with
constant ρ > 0 if any random variable F ∈ L2(Ω) it satisfies
〈
(F − 〈F 〉)2q
〉 1
q ≤ 1
ρ
〈|F |2〉 12 + δ
〈(ˆ
Rd
∣∣∣∣ ∂F∂a(x)
∣∣∣∣
2
dx
)q〉 1
q
(13)
for any δ ≥ 0 where ∂F
∂a(x) can be though as a Fre´chet derivative, a conditional expection with respect the
σ-field generated by {a˜ : a(y) = a˜(y),∀y 6= x} or a Gateaux derivative.
Next, we recall the oscillation of a random variable: Here the oscillation of a random variable ξ ∈ Cb(Ω,R)
and denoted as Osc
r(x)
ξ is defined by taking the oscillation over all r˜ ∈ Ω as:
Osc
r(x)
ξ(r˜) : = sup{ξ(r˜) : r˜ ∈ Ω, r˜(y)− r(x) = 0 ∀x 6= y}
− inf{ξ(r˜) : r˜ ∈ Ω, r˜(y)− r(x) = 0 ∀x 6= y}
where Cb(Ω,R) denotes the space of all real bounded continuous random variables defined on Ω. Further,
we say that the probability space satisfies a coarsened logarithmic Sobolev inequality if the following holds:
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There exists a constant ρ > 0 such that for any random variable ξ ∈ L2(Ω)
〈|ξ|2p〉 12p ≤ 1
ρ
〈|ξ|2〉 12 + δ
〈∑
x∈Zd
(
Osc
r˜(x)
ξ
)2
p〉 12p
(14)
for any δ > 0, and 1 ≤ p < ∞. A first version of this inequality can be found in [24] and used in [9] for
discrete PDE’s. A similar notion of oscillation is considered in [19].
In this work, we make use of the following probabilistic assumptions. Let (Ω,F,P) denote a probability
space equipped with the spatial shift operator,
τ : Rd × Ω→ Ω, τ(z,a) := a(·+ z),
such that:
(a). (Stationarity) For all z ∈ Rd and any random variable f ∈ L1(Ω,P) we have
〈f ◦ τz〉 = 〈f〉 .
(b). (Ergodicity) For any f ∈ L1(Ω,P) we have
lim
R↑+∞
 
R
f(τza)dz = 〈f〉
for P-a.e a ∈ Ω where  := [0, 1]d.
(c). Let us consider (Ω,P) to be the probability space defined in (12), and assume that the spectral
inequality defined in (13) holds.
(d). Let us consider (Ω,P) to be the probability space defined in (6), and assume that the spectral inequality
defined in (14) holds.
Lemma 1.3. Suppose that assumptions (a)-(b) are satisfied. For any ξ ∈ Rd there exists a unique random
field φ : Ω× Rd → R, called corrector in direction ξ, such that:
1. For P-a.e a ∈ Ω the function φ(a, ·) ∈ H1loc(Rd) is a distributional solution to the problem (10) with
sublinear growth in the sense that
lim sup
r↑+∞
1
R2
 
R
|φ(a, ·)|2 = 0,
2.
〈ffl

∇φ〉 = 0, and 〈ffl

|∇φ|2〉 . |ξ|2 up to a multiplicative constant that depends on d, λ.
3. For i = 1, . . . , d let us consider ξ = ei to be a coordinate direction of the canonical base of R
d and
define ahomei :=
〈ffl

a(y) (∇φi + ei) dy
〉
. There exist a unique flux corrector field σ such that P-a.s we
have
qi := a (∇φi + ei)− ahomei,
−∆σijk := ∂jqik − ∂kqij
in D
′
(Rd) and σi is skew-symmetric and
−∇ · σi = qi
with the convention (∇ · σi)j =
∑d
k=1 ∂kσijk.
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A detailed proof of these facts can be found in [28] for discrete PDE’s. However, the difficulties arose from
the perforated case are related to the boundary conditions on the holes.
Lemma 1.4. Let us consider the variational equation
−∇ · a(ξ +∇φ) = 0 on  ∩ B˜(1)
P-a.s with a ∈ Ω and B˜(1) defined as in (7) for some r ∈ (λ, 1/2) such that (∇φ+ ξ) · ν = 0 on ∩ ∂B˜(1).
We have 〈 
∩B˜(1)
|∇φ|2
〉
. |ξ|2
up to a multiplicative constant.
Proof. The argument is quite standard, however, for the sake of simplicity we present its proof. In fact
0 =
ˆ
∩B˜(1)
a(ξ +∇φ) · ∇φ
=
ˆ
∩B˜(1)
a(ξ +∇φ) · (ξ +∇φ)−
ˆ
∩B˜(1)
a(ξ +∇φ) · ξ
≥ λ
ˆ
∩B˜(1)
|ξ +∇φ|2 − |ξ|
ˆ
∩B˜(1)
|ξ +∇φ|
and then by Young’s inequality we conclude〈 
∩B˜(1)
|ξ +∇φ|2
〉
≤ 1
λ2
|ξ|2.
A nonlinear case can be found in [33, Lemma 2.1] for periodic perforated domains. On the other hand,
closely related to the topic of homogenization in PDE theory is the problem of deriving invariance principles
or functional central limit theorems for the so-called random conductance model in probability theory,
which refers to the random walk with generator approximately described by −∇ · a∇ on lattices. Recently,
Gloria, Neukamm, Fischer and Otto proved a remarkable hypercontractivity result for correctors. This is a
smoothing property traslated by the validity of a logarithmic Sobolev inequality in the propbability space
(Ω,P). The statement of this result is the following:
Proposition 1.5 (Hypercontractivity). Let us consider (Ω,P) the probability space (12) defined before and
suppose that it admits a logarithmic-Sobolev inequality. Further let us consider φ to be the unique solution
of the equation (10). Then for each p ∈ [1,+∞) we have〈 

|∇φ|2p
〉 1
2p
.
〈 

|∇φ|2
〉 1
2
(15)
up to a multiplicative constant that depends on d, λ, ρ where ρ is the constant of the logarithmic-Sobolev
inequality.
Proof. Let us consider the following functional F :=
´
Rd
∇φ · g with g ∈ L2(Rd,Rd) a vector field. We
consider ∂F
∂a(x) as a Fre´chet derivative which is computed as follows: Consider g compactly supported on a
ball of radius R ≥ 1 such that g| = 1, and v˜ ∈ H1(Rd) as the weak solution of
−∇ · (a∇v˜) = ∇ · g,
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and then,
∂F
∂a(x)
:= lim sup
t→0
1
t
(F (a+ ta˜)− F (a))
with a˜ ∈ Ω. Let us consider x ∈ Rd and a˜ ∈ Ω such that a(y) = a(y) only for all y 6= x. Further, we consider
the associated corrector equations,
−∇ · a (∇φ+ ξ) = 0,
−∇ · a˜
(
∇φ˜+ ξ
)
= 0.
Hence, denoted δF :=
´
Rd
g ·
(
∇φ−∇φ˜
)
we have
δF =
ˆ
Rd
∇v˜ · a
(
∇φ−∇φ˜
)
=
ˆ
Rd
∇v˜ · (a− a˜) (∇φ+ ξ) .
The quantity a − a˜ can be considered as a small perturbation of a and which we indicate as tB for some
B ∈ Ω and t > 0 sufficiently small. Then
lim
t↓+0
δF
t
=
ˆ
Rd
∇v˜ ·B (∇φ+ ξ) ,
and consequently,
∂F
∂a(x)
= ∇v˜ ⊗ (∇φ+ ξ) .
On the other hand, by Lemma 1.3
〈ffl

∇φ〉 = 0. Moreover, 〈fflsupp(g)\∇φ · g〉 ∼ 〈 1R fflsupp(g)\ φ〉 and by
stationarity
〈ffl
∇φ · g
〉
= 0. By the spectral inequality (13), we have for any q ∈ [1,+∞),
〈|F |2q〉 1q ≤ 1
ρ
〈|F |2〉 12 + δ〈(ˆ
Rd
|∇v˜ · (∇φ+ ξ) |2
)q〉 1
q
.
To make a quantitative estimate of the right-hand side of this last inequality, we use a Weighted Meyer
inequality like (4) above. Let us consider a weight function w, for instance, w(x) :=
(
1 + |x|
R
)α
for some
α > 0. By Ho¨lder inequality,
〈(ˆ
Rd
|∇v˜ · (∇φ+ ξ) |2
)q〉
≤
〈(ˆ
Rd
|∇v˜|2pwp
)q−1〉〈(ˆ
Rd
|∇φ+ ξ|2qw−q
)〉
.
By the weighted Meyer inequality in the form of Lemma 35 in [15], we have
〈(ˆ
Rd
|∇v˜ · (∇φ+ ξ) |2
)q〉
≤
〈(ˆ
Rd
|g|2pwp
)q−1〉〈(ˆ
Rd
|∇φ+ ξ|2qw−q
)〉
.
On the other hand, w−q decays like R−dq and then, we just consider
〈(ˆ
Rd
|∇φ+ ξ|2qw−q
)〉
∼ R−dq
〈(ˆ
B(0,R)
|∇φ+ ξ|2q
)〉
.
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Then, by stationairty, we have〈(ˆ
Rd
|∇v˜ · (∇φ+ ξ) |2
)q〉
≤ C(R, q)
〈(ˆ

|∇φ+ ξ|2q
)〉
.
By choosing δ > 0 small enough, we put this quantity on the left-hand side of the inequality (13) to conclude
that 〈ˆ

|∇φ+ ξ|2q
〉 1
q
.
〈ˆ

|∇φ+ ξ|2
〉 1
2
.
Proof Proposition 0.3. Let fixed R ≥ 1 and ε > 0. Defined Bε(0, R) = B(0, R) ∩ B˜(ε), we consider the
following problem
−∆u = f in Bε(0, R), f ∈ L2(D),
∇u = 0 on ∂intBε(0, R),
u = 0 on ∂extBε(0, R),
(16)
this problem (16) as ε ↓ 0 converges to
−∆u = f with u ∈ H10 (D).
It implies that,
〈ffl
∩B˜(1)∇φ
〉
= 0. Now, let us consider F˜ :=
´
Rd
g · ∇φ. We aim to estimate the oscillation
of this particular random variable defined on Ω. We recall that fixed r ∈ Ω
B˜(1) := ∩x∈ZdB(x, r(x))c
and then to make the next argument clear, we denoteB(r) := ∩x∈ZdB(x, r(x))c andB(r˜) := ∩x∈ZdB(x, r˜(x))c
which both r, r˜ ∈ Ω and differs in some z ∈ Zd. let us consider the correctors φ and φ˜ such that
−∇ · χB(r) (∇φ+ ξ) = 0,
−∇ · χB(r˜)
(
∇φ˜+ ξ
)
= 0,
along ξ ∈ Rd with the Neumann boundary conditions,
(∇φ+ ξ) · ν = 0 on  ∩ ∂B(r),(
∇φ˜+ ξ
)
· ν = 0 on  ∩ ∂B(r˜).
Further, given a suitable vector field g ∈ L2(Rd,Rd) such that v˜ ∈ H1(Rd) solves
−∇ · χB(r)∇v˜ = ∇ · g,
∇v˜ = 0 on ∂B(r)
we consider δF˜ =
´
Rd
g ·
(
∇φ−∇φ˜
)
. Let us consider a generic open set V of Rd. By the divergence theorem
ˆ
V
(∇ · g)φ =
ˆ
∂V
φg · νdS −
ˆ
V
g · ∇φ,
ˆ
V
−∇ · (χB(r)∇v˜)φ = −
ˆ
∂V
φ
(
χB(r)∇v˜
) · νdS + ˆ
V
(
χB(r)∇v˜
) · ∇φ.
8
Then,
ˆ
V
g∇φ =
ˆ
∂V
φg · νdS +
ˆ
∂V
φ
(
χB(r)∇v˜
) · νdS − ˆ
V
(
χB(r)∇v˜
) · ∇φ
from which,
δF˜ =
ˆ
∂V
(φ− φ˜)g · νdS +
ˆ
∂V
(
φ− φ˜
) (
χB(r)∇v˜
) · νdS
+
ˆ
V
(
χB(r)∇v˜
) · (∇φ˜−∇φ) .
Let us consider V an open bounded in such a way that
´
∂V
(φ− φ˜)g · νdS = 0. By the boundary restriction
on v˜ we have
δF˜ =
ˆ
V
(
χB(r)∇v˜
) · (∇φ˜−∇φ)
= −
ˆ
V
(
χB(r) − χB(r˜)
)∇v˜ · ∇φ− ˆ
V
χB(r˜)∇v˜ · (∇φ+ ξ)
+
ˆ
V
χB(r)∇v˜
(
∇φ˜+ ξ
)
+
ˆ
V
∇v˜ · (χB(r˜) − χB(r)) ξ.
Now, let us consider the corrrector equations stated before in the following form:
−∇ · ((χB(r) − χB(r˜)) (∇φ+ ξ)) = ∇ · (χB(r˜) (∇φ+ ξ)) ,
−∇ ·
((
χB(r˜) − χB(r)
)(∇φ˜+ ξ)) = ∇ · (χB(r) (∇φ˜+ ξ)) .
By the divergence theorem,
ˆ
V
∇v˜ · (χB(r˜) (∇φ+ ξ)) =
ˆ
∂V
v˜χB(r) (∇φ+ ξ) · νdS −
ˆ
V
∇v˜ · (χB(r) − χB(r˜)) (∇φ+ ξ)ˆ
V
∇v˜ ·
(
χB(r)
(
∇φ˜+ ξ
))
=
ˆ
∂V
v˜χB(r˜)
(
∇φ˜+ ξ
)
· νdS −
ˆ
V
∇v˜ · (χB(r˜) − χB(r)) (∇φ˜+ ξ)
and then
δF =
ˆ
∂V
v˜
(
χB(r˜)
(
∇φ˜+ ξ
)
− χB(r) (∇φ+ ξ)
)
· νdS +
ˆ
V
∇v˜ · (χB(r) − χB(r˜)) (∇φ˜+ ξ)
and then from a suitable open set V
δF ∼
ˆ
V
∇v˜ · (χB(r) − χB(r˜)) (∇φ˜+ ξ) .
Next, we aim to provide an upper bound of the oscillation term Osc F. In fact, for q ∈ [1,+∞) and z ∈ Zd
we observe
〈∑
z∈Zd
(
Osc
r(z)
F
)2
q〉
≤
〈∑
z∈Zd
(ˆ
V ∩B(z,r(z))c
∇v˜ · (∇φ+ ξ)
)2
q〉
.
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Now, we make use of Ho¨lder’s inequality and of the Weighted Meyers estimate in form of Theorem 0.2 and
then one has
〈∑
z∈Zd
(ˆ
V ∩B(z,r(z))c
∇v˜ · (∇φ+ ξ)
)2
q〉
≤
〈∑
z∈Zd
ˆ
V ∩B(z,r(z))c
|∇v˜|2pwp


q−1
∑
z∈Zd
(ˆ
V ∩B(z,r(z))c
|∇φ+ ξ|2
)q
w−q(z)

〉
≤
〈∑
z∈Zd
ˆ
V ∩B(z,r(z))c
|g|2pwp


q−1
∑
z∈Zd
(ˆ
V ∩B(z,r(z))c
|∇φ+ ξ|2
)q
w−q(z)

〉
≤ R−dq
〈∑
z∈Zd
ˆ
V ∩B(z,r(z))c
|g|2pwp


q−1
∑
z∈Zd
ˆ
V ∩B(z,r(z))c
|∇φ+ ξ|2q

〉
where w−1 ∼ R−d. Further,
∑
z∈Zd
ˆ
V ∩B(z,r(z))c
|∇φ+ ξ|2q =
ˆ
V ∩B(r)
|∇φ+ ξ|2q
and we get
〈
∑
z∈Zd
(ˆ
V ∩B(z,r(z))c
∇v˜ · (∇φ+ ξ)
)2
q〉
.
〈ˆ
V ∩B(r)
|∇φ+ ξ|2q
〉
up to a multiplicative constant that depends on d, q. By stationarity of ∇φ we conclude that
〈ˆ
∩B(r)
|∇φ+ ξ|2q
〉 1
q
.
〈ˆ
∩B(r)
|∇φ+ ξ|2
〉 1
2
.
2 Proof of the main results
Lemma 2.1 (Caccioppoli’s inequality ). Let fixed R ≥ 1 and ε > 0. Defined Bε(0, R) = B(0, R)∩B(ε), we
consider the following elliptic problem
−∆u = ∇ · g in Bε(0, R),
∇u = 0 on ∂intBε(0, R),
u = 0 on ∂extBε(0, R),
(17)
with u ∈ H1(B(0, R)), g ∈ (L2(B(0, R)))d such that g = 0 on ∂Bε(0, R). Set δBε(ρ,R) := Bε(0, R)\Bε(0, R−
ρ). There exists a constant C := C(d) > 0 such that for any constant c we have for all 0 < ρ < R
10
ˆ
Bε(0,R−ρ)
|∇u|2 ≤ C
(ˆ
Bε(0,R)
|g|2 + 1
ρ2
ˆ
δBε(ρ,R)
|u− c|2
)
. (18)
Proof of Lemma 2.1. We test (17) with uη2 with η a cut-off function. Let us consider η as a cut-off function
of B(0, R− ρ) in B(0, R) and that g = 0 on ∂Bε(0, R). By Leibniz’s rule
∇ (η2u) · ∇u = ∇ (ηu) · ∇ (ηu)− u2∇η · ∇η.
For simplicity, we assume that c = 0. By the divergence theorem and the boundary conditions on u
ˆ
−∆u · η2u = −
ˆ
∂Bε(0,R)
η2u (∇u · ν) dS +
ˆ
Bε(0,R)
∇u · ∇ (η2u)
=
ˆ
Bε(0,R)
∇u · ∇ (η2u) .
On the other hand,
−
ˆ
(∇ · g) η2u = −
ˆ
∂Bε(0,R)
η2ug +
ˆ
Bε(0,R)
g · ∇ (η2u)
=
ˆ
Bε(0,R)
g · ∇ (η2u)
and the last line is owed that g = 0 on ∂Bε(0, R). Henceˆ
Bε(0,R)
∇ (ηu) · ∇ (ηu) =
ˆ
Bε(0,R)
g · ∇ (uη2)+ ˆ
Bε(0,R)
u2∇η · ∇η.
By Leibniz’s rule
ˆ
Bε(0,R)
|∇ (ηu)|2 ≤
ˆ
Bε(0,R)
(|gη||∇ (ηu) + u|∇η|) +
ˆ
Bε(0,R)
u2|∇η|2.
By Young’s Inequality,
ˆ
Bε(0,R)
|∇ (ηu)|2 ≤ C(d)
(ˆ
Bε(0,R)
|gη|2 +
ˆ
Bε(0,R)
|u∇η|2
)
≤ C(d)
(ˆ
Bε(0,R)
|g|2 + 1
ρ2
ˆ
Bε(0,R)\Bε(0,R−ρ)
|u|2
)
.
Hence,
ˆ
Bε(0,R−ρ)
|∇u|2 ≤ C(β, ρ)
(ˆ
Bε(0,R)
|g|2 + 1
ρ2
ˆ
Bε(0,R)\Bε(R−ρ)
|u|2
)
.
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Lemma 2.2 (Giaquinta & Modica). Let R ≥ 1 and ε > 0 be fixed and define Bε(0, R) as before. Let
f ∈ Lqloc(Bε(0, R)), q > 1 be a non-negative function. Suppose that for some constants b > 0, R0 > 0( 
Bε(0,R˜)
f q
) 1
q
≤ b
ˆ
Bε(0,2R˜)
fdx
for all 0 < R˜ < min
(
R0,
dist(0,∂Bε(0,R))
2
)
. Then f ∈ Lploc(Bε(0, R)) for some p > q and there exists a constant
C = C(d, p, q, b) such that
( 
Bε(0,R˜)
fp
) 1
p
≤ c
(ˆ
Bε(0,2R˜)
f q
) 1
q
dx
Proof. It is a directly consequence of [17, Lemma 6.38]. Indeed, there, we choose χB(ε)cf . Then, we have
( 
Bε(0,R˜)
fp
) 1
p
≤ c
(
|B(0, R˜)|
|Bε(0, R˜)|
) 1
p
(
|Bε(0, 2R˜)|
|B(0, 2R˜)|
) 1
q
( 
Bε(0,2R˜)
f q
) 1
q
≤ C(d, p, q, b)
( 
Bε(0,2R˜)
f q
) 1
q
since |Bε(0, 2R˜)| ∼ 2d|Bε(0, R˜)|.
Proof of Lemma 0.1. It is a direct consequence of the Caccioppoli’s argument. However, for the sake of
completeness we present their proof. In fact, following [20], cf. Lemma 7, let us consider N ∈ N such that
2−N−1R < r < 2−NR. By appealing to Caccioppoli’s inequality with R = 2r, ρ = r and with c =
ffl
δBε(r,2r)
where δBε(r, 2r) := Bε(0, 2r)\Bε(0, r) one has
ˆ
Bε(0,r)
|∇uε|2 ≤ C0
(ˆ
Bε(0,2r)
|g|2 + 1
r2
ˆ
δBε(r,2r)
|uε −
 
δBε(r,2r)
uε|2
)
.
Combined with Poincare´ inequality, it yields
ˆ
Bε(0,r)
|∇uε|2 ≤ C0
(ˆ
Bε(0,2r)
|g|2 +
ˆ
δBε(r,2r)
|∇uε|2
)
.
By arguing with the Hole-Filling trick, i.e., we add C0
´
Bε(0,r)
|∇uε|2 and then
ˆ
Bε(0,r)
|∇uε|2 ≤ C0
1 + C0
(ˆ
Bε(0,2r)
|g|2 +
ˆ
Bε(0,2r)
|∇uε|2
)
.
Set θ = C01+C0 . Then the iteration of this inequality yields
ˆ
Bε(0,r)
|∇uε|2 ≤
N∑
k=1
θk
ˆ
Bε(0,2k−NR)
|g|2 + θN
ˆ
Bε(0,R)
|∇uε|2
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and with θ = 2−dε
′
, ε′ is determined by the hole filling procedure. Further, |Bε(0, 2k−NR)| ∼ |Bε(0, R)|2(k−N)d
and thus,
1
|Bε(0, R)|
ˆ
B
2k−NR
|g|2 ∼ 2(k−N)d
 
Bε(0,2k−NR)
|g|2.
Thanks to the decays property of g, we get 
Bε(0,2k−NR)
|g|2 ≤ 2c02(k−N)d(ε′−1)
and then
2(k−N)d
 
Bε(0,2k−NR)
|g|2 ≤ 2c0θN−k.
Combined with θN = 2−Ndε
′ ≤
(
2ρ
R
)ε′d
and N ≤ 12 log
(
R
ρ
)
, we get
1
|Bε(0, R)|
(
N∑
k=1
θk
ˆ
Bε(0,2k−NR)
|g|2 + θN
ˆ
Bε(0,R)
|∇uε|2
)
≤ c0log
(
R
ρ
)(
2
ρ
R
)ε′d
+
(
2
ρ
R
)ε′d  
Bε(0,R)
|∇uε|2.
On the other hand, with r = ρ for which ρ ∼ 2−NR, then |Bε(0, ρ)| ∼ |Bε(0, ρ)|2−Nd and
 
Bε(0,r)
|∇uε|2 ≤ C
( ρ
R
)d(ε′−1)(
log
(
R
ρ
)
c0 +
 
Bε(0,R)
|∇uε|2
)
.
Lemma 2.3 (Meyers estimate). Let g ∈ (L2(Rd) ∩ Lp(Rd))d and let vε ∈ H1(B(ε)) be the weak solution of
the equation
−∆vε = ∇ · g.
Then there exists p0 = p0(d, ε) > 2 such that for all 2 ≤ p < p0, any x0 ∈ Rd, and any R > 0 we have
 
Bε(x0,R)
|∇vε|p ≤ C(d, ε, p)
 
Bε(x0,2R)
|g|p + C(d, ε, p)
( 
Bε(x0,2R)
|∇vε|2
) p
2
(19)
Proof. By Caccioppoli’s, for any 0 < r
 
Bε(x0,
r
2
)
|∇vε|2 ≤ C(d, ε)
( 
Bε(x0,r)
|∇vε|2 + |g|2
)
.
Applying Jensen’s inequality, we get( 
Bε(x0,
r
2
)
|∇v|2
) d
d+2
≤ C(d, ε, p)
( 
Bε(x0,r)
|∇v|2 + |g|2
) d
d+2
≤ C(d, ε, p)
 
Bε(x0,r)
|∇v| 2dd+2 + C(d, ε, p)
( 
Bε(x0,r)
|g|2
) d
d+2
.
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Hence, by Lemma (2.2) in the form of [15, Lemma 43],
 
Bε(x0,
r
2
)
|∇vε|p ≤ C(d, ε, p)
 
Bε(x0,r)
|g|p + C(d, ε, p)
( 
Bε(x0,r)
|∇vε|2
) p
2
.
Proof of Theorem 0.2. Let R > 0, we split v := vout+
∑∞
k=1 vin,k where vin,k ∈ H1(B(ε)) is the unique weak
solution to the PDE
−∆vin,k + 1
T
vin,k = ∇ ·
(
gχBε(0,2−kR)\Bε(0,2−k−1R)
)
and where vout ∈ H1(B(ε)) is the unique weak solution to the PDE
−∆vout + 1
T
vout = ∇ ·
(
gχB(ε)\Bε(0,2−1R)
)
.
By the hole-filling estimate with exponent 0 < ε′ < 1,
(ˆ
Bε(0,r)
|∇vout|2 + 1
T
ˆ
Bε(0,r)
|vout|2
)
dx ≤C
( r
R
)dε′ (ˆ
Bε(0,R)
|∇vout|2 + 1
T
ˆ
Bε(0,R)
|vout|2
)
+ C
ˆ
B(ε)\Bε(0,2−1r)
|g|2
(
r
r + |x|
)dε′
dx.
By applying R ↓ +∞, with r ∼ 4R, we get(ˆ
Bε(0,4R)
|∇vout|2 + 1
T
ˆ
Bε(0,4R)
|vout|2
)
dx .
ˆ
B(ε)\Bε(0,2R)
|g|2
(
R
R+ |x|
)dε′
dx
and from which by Jensen
( 
Bε(0,4R)
|∇vout|2 + 1
T
ˆ
Bε(0,4R)
|u|2
)
dx ≤ C(d, ε′)
(ˆ
B(ε)\Bε(0,2R)
R−d|g|p
(
R
R+ |x|
)δ′
dx
) 2
p
for some δ′ := δ(p, ε′) small enough. Plugging this bound into Lemma 2.3, we get
 
Bε(0,2R)
(
|vout|p + | 1√
T
vout|p
)
≤C(d, p, ε′)
ˆ
Bε(0,4R)
|g|p
+ C(d, ε′)
(ˆ
B(ε)\Bε(0,2R)
R−d|g|p
(
R
R+ |x|
)δ′
dx
)
.
We next estimate the contributions of vin,k. We have
ˆ
Bε(0,4R)
|∇vin,k|2 + | 1√
T
vin,k|2 . 2
∣∣∣∣∣supg˜
ˆ
B(ε)
g˜ · ∇vin,k
∣∣∣∣∣
2
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where the suppremum runs over all functions g˜ with suppg˜ ⊂ Bε(0, 4R) and
´
B(ε) |g|2 ≤ 1. In particular,
given g˜ we consider w ∈ H1(B(ε)) such that, ∇w · ν = 0 on ∂intB(ε) which is the unique weak solution of
−∆w + 1
T
w = −∇ · g˜.
We obtain,
ˆ
Bε(0,4R)
|∇vin,k|2 + | 1√
T
vin,k|2 ≤ 2
∣∣∣∣∣supg˜
ˆ
B(ε)
∇vin,k · ∇w + 1
T
vin,kw
∣∣∣∣∣
≤ 2 sup
g˜
|
ˆ
Bε(0,2−kR)\Bε(0,2−k−1R)
g · ∇w|
≤ 2
ˆ
Bε(0,2−kR)\Bε(0,2−k−1R)
|g|2 × sup
g˜
ˆ
Bε(0,2−kR)\Bε(0,2−k−1R)
|∇w|2 + 1
T
|w|2.
By the Hole-filling estimate for w, we deduce
ˆ
Bε(0,2−kR)\Bε(0,2−k−1R)
|∇w|2 + 1
T
|w|2 ≤ C
ˆ
B(ε)
|g˜|2
(
2−kR
2−kR+ |x|
)δ′
dx
and from which
ˆ
Bε(0,4R)
|∇vin,k|2 + | 1√
T
vin,k|2 ≤ 2−kδ′C(p, ε′)
ˆ
Bε(0,2−kR)\Bε(0,2−k−1R)
|g|2
and then
 
Bε(0,4R)
|∇vin,k|2 + | 1√
T
vin,k|2 ≤ C(p, ε′)
(ˆ
Bε(0,2−kR)\Bε(0,2−k−1R)
2−kδ
′
R−d|g|p
) 2
p
.
Plugging this estimate into the inequality 19, we get
 
Bε(0,2R)
(
|vin,k|p + | 1√
T
vin,k|p
)
≤C(d, p, ε′)
ˆ
Bε(0,4R)
|gχBε(0,2−kR)\Bε(0,2−k−1R)|p
+ C(d, ε′)
(ˆ
Bε(0,2−kR)\Bε(0,2−k−1R)
R−d2−kδ
′ |g|pdx
)
≤ C(d, p, ε′)
ˆ
Bε(0,2−kR)\Bε(0,2−k−1R)
|g|pdx.
Hence,
 
Bε(0,2R)
(
|v|p + | 1√
T
v|p
)
≤C(d, p, ε′)
ˆ
Bε(0,2R)
|g|p
+ C(d, ε′)
(ˆ
B(ε)\Bε(0,2R)
|g|p
(
R
R+ |x|
)δ
dx
)
.
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Let us consider R := 2lr with l ∈ N, we have
ˆ
B(ε)
(
|v|p + | 1√
T
v|p
)
(1 +
|x|
r
)α0 ≤ C(d)
∞∑
l=1
 
Bε(0,2lr)
(
|v|p + | 1√
T
v|p
)
(1 +
|x|
r
)α0
.
∞∑
l=1
2lα0
ˆ
Bε(0,2l+1r)
|g|p
+ C(d, ε′)
∞∑
l=1
(ˆ
B(ε)\Bε(0,2l+1r)
|g|p
(
2lr
2lr + |x|
)δ
2lα0dx
)
.
On the other hand,
∞∑
l=1
(ˆ
B(ε)\Bε(0,2l+1r)
|g|p
(
2lr
2lr + |x|
)δ
2lα0dx
)
.
∞∑
l=1
∞∑
n=l
ˆ
Bε(0,2(n+1)r)\Bε(0,2nr)
2(l−n)δ2lα0 |g|pdx
.
∞∑
l=2
ˆ
Bε(0,2(l+1)r)\Bε(0,2lr)
2lα1 |g|pdx
with α1 a suitable exponent. Then, we deduce
ˆ
B(ε)
(
|∇v|p + | 1√
T
|p
)(
1 +
|x|
r
)α0
dx .
ˆ
B(ε)
|g|p
(
1 +
|x|
r
)α1
dx.
3 C1,1 regularity of harmonic maps
Let us recall that in Euclidean spaces, the C1,α norm of a function measures its local variation from linear
functions. This variation is measured in the L2-norm sense on the level of Gradients. In particular, after
Avellaneda works in [5, Section 3.1], the correctors playing an important role in order to understand the
space of a-harmonic functions. Next, we show that for a very special case of the perforated domain, it is
possible to estimate the distance between the gradient of a harmonic function with respect ξ + ∇φξ for a
suitable ξ, yet, we make such estimate with respect L∞ norms rather than the usual H1-norm. To this aim,
let R > 0 and ε > 0 given, and for any r ≤ R we introduce the following parameter δ defined as
δ(R, r) := sup
{ 1
R2
 
Bε(0,R)
| (φ, σ) −
 
Bε(0,R)
(φ, σ) |2, (20)
1
s2
 
Bε(0,s)
| (φ, σ) −
 
Bε(0,s)
(φ, σ) |2, s = min{2r,R}
}
.
Lemma 3.1. Let R > 0 and consider the harmonic problem
−∇ · a∇u = 0 in B(0, R), (21)
∇u · ν = 0 on ∂intBε(0, R), (22)
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where u ∈ H1(B(0, R)) and a denotes the indicator function of B(ε) defined according the formula (2).
Then for all 0 < r ≤ R there exists a vector ξ ∈ Rd such that
 
Bε(0,r)
|∇u− (ξ +∇φξ) |2 ≤ C(d, ε)
(
(1 + δ)
( r
R
)2
+ δ
(
R
r
)d) 
BR
|∇u|2 (23)
and φξ denotes the corrector solution along ξ.
Proof of Lemma (3.1). Let us consider R′ ∈ (12R,R) and v being the a-harmonic extension of u on the ball
Bε(0, R
′), that is
−∆v = 0 in B(0, R′) (24)
v = u on ∂Bε(0, R
′). (25)
We study the homogenization error u−
(
v +
∑d
i=1 ∂ivφi
)
. For simplicity we express the last quantity using
Einstein’s summation, that is, u− (v + ∂ivφi) . We assume that the averages of (φ, σ) on Bε(0, R) vanishes.
In order to enforce vanishning boundary conditions on ∂Bε(0, R
′), for given ρ ≤ 14R′ we introduce the cut-off
function η for Bε(0, R
′ − 2ρ) in Bε(0, R′ − ρ). We thus consider
z := u− (v + η∂ivφi) in H1(B(0, R′)).
We derive a formula for −∇ · a∇z. Applying the gradient and by Leibniz chain rule
∇z = ∇u− (∇v + η∂iv∇φi + φi∇(η∂v)) .
Applying −∇ · a and due that −∇ · a∇u = 0 in B(0, R), we get
−∇ · a∇z = ∇ · (a∇v + η∂iva∇φi) +∇ · φia∇ (η∂iv)
= ∇ · ((1− η)a∇v + η∂iva (∇φi + ei)) +∇ · φia∇ (η∂iv) .
Using −∇ · a ((∇φi + ei)) = 0, this simplifies to
−∇ · a∇z = ∇ · ((1− η)a∇v) +∇(η∂iv) · a (∇φi + ei) +∇ · φia∇ (η∂v) .
Writing ∇ (η∂iv) · ei = ∇ · (η∂ivei) = ∇ · (η∇v) and appealing to (24) in form of
∇ · (η∇v) = −∇ · ((1− η)∇v) ,
we see the above turns into
−∇ · a∇z = ∇ · ((1− η)a∇v) +∇ (η∂v) · ei −∇ (η∂iv) · ei
+∇ (η∂v) · a (∇φi + ei) +∇ · φia∇ (η∂v)
= ∇ · ((1− η)(a− 1)∇v)+
∇ (η∂v) · (a(∇φi + ei)− ei) +∇ · φia∇ (η∂v) .
Using ∇ · σi = qi = a(∇φi + ei)− ei and the skew-symmetric of σi, in form of
∇w˜ · (∇ · σi) = ∂jw˜∂kσijk = ∂k (∂jw˜σijk) = ∂k (σijk∂jw˜) = −∇ · (σi∇w˜) ,
we may rewrite the above as,
−∇ · a∇z = ∇ · ((1− η)(a− 1)∇v + (φia− σi)∇ (η∂iv)) . (26)
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Fixed ε > 0, with the help of triangle inequality in L2(BR)
ˆ
Bε(0,R′)
|∇z|2 .
ˆ
Bε(0,R′)
(1− η)2|∇v|2 +
ˆ
Bε(0,R′)
|σ|2|∇ (η∇v) |2
+
ˆ
Bε(0,R′)
|φ|2|∇ (η∇v) |2,
where the multiplicative constant depends on d. Let us recall that
∇z = ∇u− (∇v + η∂iv∇φi + φi∇ (η∂iv)) .
Using again the triangle inequality
ˆ
Bε(0,R′)
|∇u− (∇v + η∂iv∇φi)|2 .
ˆ
Bε(0,R′)
(1− η)2|∇v|2 +
ˆ
Bε(0,R′)
|σ|2|∇ (η∇v) |2
+
ˆ
Bε(0,R′)
|φ|2|∇ (η∇v) |2.
Since η is a cut-off function for Bε(0, R
′ − 2ρ) in Bε(R′ − ρ), we get
ˆ
Bε(0,R′−2ρ)
|∇u− (∇v (ei +∇φi)) |2 .
ˆ
Bε(0,R′)\Bε(0,R′−2ρ)
|∇v|2
+
ˆ
Bε(0,R′−ρ)
(|φ|2 + |σ|2)(|∇2v|2 + 1
ρ2
|∇v|2
)
By triangle inequality in L2(Br), we have for all radii r ≤ R′2 and thus ρ ≤ R
′
4 for which r ≤ R′ − 2ρ,
ˆ
Bε(0,r)
|∇u− ∂iv(0) (ei +∇φi) |2 ≤
ˆ
Bε(0,R′−2ρ)
|∇u− ∂iv (ei +∇φi) |2
+
ˆ
Bε(0,r)
|∇v −∇v(0)|2 |I+∇φ|2 .
Setting ξ = ∇v(0), this implies
ˆ
Bε(0,r)
|∇u− (ξ +∇φξ) |2 .
ˆ
Bε(0,r)
|∇v −∇v(0)|2 |I+∇φ|2
+
ˆ
Bε(0,R′)\Bε(0,R′−2ρ)
|∇v|2 +
ˆ
Bε(0,R′−ρ)
|(φ, σ)|2
(
|∇2v|2 + 1
ρ2
|∇v|2
)
and then,
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ˆ
Bε(0,r)
|∇u− (ξ +∇φξ) |2 . r2 sup
Br
|∇2v|2
ˆ
Bε(0,r)
|I+∇φ|2
+ sup
BR′−ρ
(
|∇2v|2 + 1
ρ2
|∇v|2
)ˆ
Bε(0,R′−ρ)
|(φ, σ)|2
+
ˆ
Bε(0,R′)\Bε(0,R′−2ρ)
|∇v|2.
By standard arguments on the Giorgi inner regularity, we get
r2 sup
BR
2
|∇2u|2 + sup
BR
2
|∇u|2 .
 
BR
|∇u|2, (27)
while for boundary regularity, we shall use for any radius 0 < ρ < R2 ,
ˆ
BR\BR−ρ
|∇u|2 . R
( ρ
R
) 1
d
ˆ
∂BR
|∇u|2. (28)
We borrow these estimates in the form
sup
Br
|∇2v|2 .
(
1
R′
)2  
BR′
|∇v|2 (29)
sup
BR′−ρ
(
|∇2v|2 + 1
ρ2
|∇v|2
)
.
1
ρ2
(
R′
ρ
)d  
BR′
|∇v|2 (30)
ˆ
Bε(0,R′)\Bε(0,R′−2ρ)
|∇v|2 . R′
( ρ
R′
) 1
d
ˆ
∂Bε(0,R′)
|∇v|2. (31)
We further estimate the right-hand sides of (29)-(31) with the help of the elementary apriori estimate of v
in term of u.
ˆ
BR′
|∇v|2 .
ˆ
BR′
|∇u|2 .
ˆ
BR
|∇u|2 (32)
ˆ
∂Bε(0,R′)
|∇v|2 =
ˆ
∂Bε(0,R′)
|∇u|2 . 1
R
ˆ
BR
|∇u|2. (33)
Further with a Caccioppoli estimate for φ in the form:
 
Bε(0,r)
|ei +∇φi|2 . 1 + 1
r2
 
Bε(0,2r)
|φi −
 
Bε(0,2r)
φi|2. (34)
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ˆ
Bε(0,r)
|∇u− (ξ +∇φξ) |2 .
( r
R′
)2
rd
(
R
R′
)d  
BR
|∇u|2
(
1 +
1
r2
 
Bε(2r)
|φi −
 
Bε(0,2r)
φi|2
)
+
1
ρ2
(
R
ρ
)d( R
R′
)d  
BR
|∇u|2
 
Bε(0,R′−ρ)
|(φ, σ)|2
+
R′
R
( ρ
R′
) 1
d
Rd
 
BR
|∇u|2
.
( r
R′
)2
rd
 
BR
|∇u|2 (1 + δ) +
(
R
ρ
)d+2(R
r
)d  
BR
|∇u|2δ
+Rd
( ρ
R
) 1
d
 
BR
|∇u|2.
Note that ρ ≤ R′4 and because R′ ≥ 12R the length ratio ℓ = ρR should be varying in (0, 18 ]. Hence, we choose
min
0≤ℓ≤ 1
8
((
1
ℓ
)d+2
· δ + ℓ 1d rd
)
. δrd.
Hence,
 
Bε(0,r)
|∇u− (ξ +∇φξ) |2 .
(( r
R
)2
(1 + δ) + δ
(
R
r
)d)  
BR
|∇u|2
where . meaning ≤ up to a multiplicative constant C := C(d, ε).
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