The statistical challenges in using big data for making valid statistical inference in the finite population have been well documented in literature. These challenges are due primarily to statistical bias arising from under-coverage in the big data source to represent the population of interest and measurement errors in the variables available in the data set. By stratifying the population into a big data stratum and a missing data stratum, we can estimate the missing data stratum by using a fully responding probability sample, and hence the population as a whole by using a data integration estimator. By expressing the data integration estimator as a regression estimator, we can handle measurement errors in the variables in big data and also in the probability sample. Finally, we develop a two-step regression data integration estimator to deal with non-response in the probability sample. An advantage of the approach advocated in this paper is that we do not have to make unrealistic missing-at-random assumptions for the methods to work. The proposed method is applied to the real data example using 2015-16 Australian Agricultural Census data.
Introduction
Suppose we are interested in estimating some finite population parameters, e.g. the finite population mean, of a target population based on a data set. If the data set comes from a probability sample, parameter estimation is straightforward, and we can draw on the extensive literature on survey sampling over the past century, e.g. Fuller (2009) , Särndal et al. (1992) , Chambers and Clark (2012) . However, if the data set comes from a non-probability sample, e.g. from a big data source, the estimation is less straightforward, and the theory for making inference with non-probability samples is not fully developed. Tam and Clarke (2015) and Pfefffermann (2015) addressed methodological uses and challenges of big data in the production of official statistics. Keiding and Louis (2016) and Elliott and Valliant (2017) are recent examples of the literature where the challenges in using non-probability samples for making inference are well articulated. One of these is the challenge in addressing coverage and selection bias, which is essentially a missing data problem. The weighting methods considered in Valliant and Dever (2011) and Elliott and Valliant (2017) are based on missing-at-random assumption of Rubin (1976) .
Survey data integration, which is developed to combine information for two independent surveys from the same target population, can be used to handle the selection bias of nonprobability samples by incorporating a probability sample. Rivers (2007) proposed a mass imputation approach for survey integration. In Rivers (2007) , the nearest neighbor matching imputation is used to identify the imputed value for each element in the probability sample. Zhang (2012) developed a statistical theory for register-based statistics and data integration. Bethlehem (2016) discussed practical issues in sample matching for solving the selection bias in the non-probability sample. While matching-based imputation is promising and potentially useful in practice, it is still based on the missing-at-random assumption. Chen et al. (2018) also considered a weighting adjustment method based on parametric model assumptions on the selection mechanism for the non-probability sample, but the missing-at-random assumption is still required.
In this paper, we propose a novel method of data integration for handling big data by incor-porating survey sample data. The sampling mechanism for big data is not necessarily missingat-random. That is, there can be some systematic difference between the big data sample and the survey sample even after adjusting for the auxiliary variables. We assume that the survey variables are observed in both samples, but allow them to be inaccurately measured in one sample. Our approach is to treat the big data sample as a finite population of incomplete (or inaccurate) observations. Furthermore, the incomplete observations in the population can be treated as auxiliary information for calibration weighting (Deville and Särndal, 1992; Kim and Park, 2010) . Thus, standard techniques such as calibration weighting for incorporating auxiliary information from the finite population can be used directly. To conduct calibration estimation in the survey data, we need to identify the subset of the probability sample that also belongs to the big data sample. This is somewhat similar in spirit to dual frame estimation (Skinner and Rao, 1996) . In our application, the big data sample is subject to coverage errors, but the survey sample is not. The proposed method is particularly useful for government statistical agencies which can effectively apply such matching. We also extend the method to cover the case with unit non-response in the survey sample, whereby the response propensity score is estimated before the application of calibration weighting.
The paper is organized as follows. In Section 2, basic setup is introduced. In Section 3, the basic idea for data integration is introduced. In Section 4, efficient method for data integration is introduced. In Section 5, the proposed method is extended to the case of measurement errors in the sample observation. In Section 6, we discuss the realistic case of unit nonresponse in the probability sample. Two limited simulation studies are presented in Section 7 and an application of the proposed method to an official statistics is presented in Section 8. Some concluding remarks are made in Section 9.
Basic setup
Consider a finite population U = {1, · · · , N } of size N . From the finite population, we have two samples, denoted by A and B, where A is a probability sample and B is a big data sample obtained by an unknown selection mechanism. From both samples, we measure the study variable Y . Initially, we assume that Y is measured without measurement error in sample A, but we shall relax this assumption in Section 5. However, in sample B, Y is not necessarily measured accurately. Thus, instead of observing y i , we observe y * i , which is a contaminated version of y i , from sample B. For simplicity, we assume that
where (β 0 , β 1 ) is an unknown parameter and e i ∼ (0, σ 2 ). Model (1) implies that y * i can be systematically different from y i . In the special case of (β 0 , β 1 ) = (0, 1), there is no measurement bias in y * i . In addition, since the selection mechanism for the big data sample is unknown, it is subject to selection bias. Generally speaking, the selection bias of big data cannot be ignored, and adjusting for the selection bias is critical (Meng, 2018) .
To correct for the selection bias and measurement errors in the big data, we assume that we have a gold standard survey sample. Obtaining survey sample data is often expensive, but the gold standard can be used to improve the quality of the big data sample. Furthermore, optimal allocation of the resources can make the final analysis more cost-effective.
To make sample A a gold standard sample, a probability sampling design for selecting sample A is employed, and y i are accurately observed from the sample. From sample A, we can computeT a = i∈A d i y i , a design-unbiased estimator of T = N i=1 y i , where d i = π −1 i is the design weight of unit i, and π i is the first-order inclusion probability of unit i in sample A. Table 1 presents the data structure of our setup. We also assume that it is possible to identify elements in sample A also belonging to sample B. That is, we can create δ i for i ∈ A, where
Thus, we can observe δ i in sample A if the individual-level matching is possible.
Our goal is to combine the observations in the two data sets to find an improved estimator of T . By making a proper use of big data through weighting, we can obtain an improved estimator of T overT a , which completely ignores the information in the big data sample. Combining two data sources is called data integration, and we will consider data integration as a general tool for making a proper use of big data for finite population inference. Challenges in data integration Lohr and Raghunathan (2017) and Hand (2018) . Selection bias in estimating proportions from voluntary data sets is discussed in Puza and O'Neill (2006) . Tam and Kim (2018) provided methods for adjusting such bias by using data integration. This paper extends the work of Tam and Kim (2018) to non-binary variables, and also addresses situations when there are measurement errors or non-response errors in the data sets.
Data integration for handling selection bias
We first consider the simple case of no measurement errors in Y , i.e., y * i = y i . Now, we can conceptually define δ i in (2) throughout the finite population. Thus, the set of elements with δ i = 1 is the big data sample. We can decompose
can be obtained from sample B, we only have to estimate T c from sample A. Thus, we can usê
as a design-based estimator of T obtained from two samples. If the population size N is known, a better estimator isT
where (3) is essentially a poststratified estimator with the two post-strata defined by δ i = 1 and δ i = 0, respectively.
The design variance ofT P DI in (3) is
If the sampling design for sample A is simple random sampling of size n with n/N ≈ 0, we have
where
If S 2 c ≈ S 2 , the data integration estimator is always more efficient than the design-based estimator using sample A only. In fact, from (4), the effective sample size using the post-stratified data integration estimator is
Thus, if we define c a and c b to be the per-unit cost of observing y i in sample A and sample B, respectively, the total cost function using post-stratified data integration estimation is C DI = c a n + c b N b , while the total cost required to obtain the same efficiency ofT a is C a = c a n * . If
Therefore, given the same efficiency, the cost for using post-stratified data integration estimator is lower than using sample A only if
Thus, if the under-coverage rate of B is less than (c a /c b )·(n/N ) , the data integration estimation is cost-effective by (5).
Efficient estimation
We now discuss how to further improve the efficiency of the data integration estimator. One approach is to use the idea of ratio estimation for T by treating x i = δ i y i as the auxiliary variable, which is observed throughout the finite population. Thus,
can be multiplied to direct estimator to reduce the variance, that is, to improve efficiency. The resulting ratio estimator isT (6) is called the ratio data integration estimator. Note that we can expressT RatDI aŝ
Thus, equality (7) implies that the ratio data integration estimator satisfies the calibration property of the auxiliary variable in the sense that the estimator applied to x i matches the known population total of x i .
More generally, we can apply the calibration estimation method to
The solution to the optimization problem is
The regression data integration estimator is then defined aŝ
where w i is defined in (9). Inserting (9) into (10), we can writê
Therefore, the regression data integration estimator in (11) is algebraically equivalent to the post-stratified data integration estimator in (3). However, we can include other auxiliary variables observed throughout the finite population in the calibration equation; see Remark 1 below for details.
For variance estimation, standard linearization methods or replication methods for regression estimator can be applied. For example, a linearization variance estimator for (10) can be written asV
where π ij is the joint inclusion probability of unit i and j,
Remark 1 In addition to y i , if there is another variable z i observed in both samples, we can incorporate this information into calibration estimation. That is, we use
in the calibration estimation. If z i is observed throughout the finite population, we can use
Remark 2 In some cases, the big data may have duplication and lead to over-coverage problems. In this case, we can still apply the idea of calibration estimation by modifying the definition of δ i to be the number of times that the unit appears in sample B. In this case, we can
as the calibration equation.
If y i is a categorical variable with range {1, · · · , G}, we can use
In this case, the regression data integration estimator in (10) can take the form of poststratified estimator, given bŷ
Handling measurement errors
We now consider the case where measurement errors exist in addition to selection bias in big data sample. That is, instead of observing y i , we observe y * i , an inaccurate measurement for y i , in the big data sample. In survey A, in addition to observing (y i , δ i ), we assume that it is possible to obtain y * i for units with δ i = 1. Thus, we observe (y i , δ i , δ i y * i ) in sample A. In this case, we can still use δ i y * i as a control for the calibration equation. Thus, instead of using (9) to get the calibration weights
Since y i are observed in sample A, the calibration weighting approach in Section 4 can be used with the new control variables. Instead of using y * i , we can also use a model for E(y i | y * i ) and apply the model-calibration method of Wu and Sitter (2001) .
Sometimes, the measurement errors exist in the survey data instead of the big data. For example, survey data is collected annually, and the big data is available monthly. In this case, if we are interested in estimating parameters on a monthly basis, we can treat the observed values in the latest year from the survey data as an inaccurate measurement for y i . Thus, we observe (δ i , y * i ) from sample A and observe y i from sample B. In this case, we can use the measurement error model (1) to obtain a design-model based estimator of T = N i=1 y i . To estimate T under measurement errors in sample A and selection bias in sample B, we consider the following two-step approach: [ Step 1] Using the measurement model, estimate the parameters in E(y i | y * i ) = m(y * i ; β) and obtain mass imputation for sample A. That is, createŷ i = m(y * i ;β) for all elements in sample A. If the measurement error model is (1), then we can useŷ i =β −1 1 (y * i −β 0 ), where (β 0 ,β 1 ) is the estimated parameter from the elements in A ∩ B.
[
Step 2] Apply calibration estimation using
where w i minimizes Q(d, w) subject to the calibration equation i∈A w i x i = i∈U x i .
In
Step 1, the bias-corrected estimator is obtained from model (1). In principle, since we observe (y i , y * i ) among those with δ i = 1 in sample A, we can treat this sample, A ∩ B, as the validation sample in the calibration study. If the mechanism for δ i = 1 depends on y only, then the measurement error model (1) is non-informative in the sense of Pfeffermann et al. (1998) . In this case, we can estimate model parameters in (1) consistently by the complete-case analysis.
That is, we can use
as an estimating equation for (β 0 , β 1 ). Variance estimation forT RegDI in (13) can be obtained by the Taylor linearization method; see Appendix A for details.
If y i is categorical, then model (1) is not directly applicable. The measurement error model with categorical data is described as a misclassification model, and the above two-step approach needs to be modified. To explain the proposed method, suppose that y i is binary, taking values in {0, 1}. The misclassification error model for the binary data can be described as
for some α 0 and α 1 in (0, 1). Let P = P(Y = 1) and P * = P(Y * = 1). The following two-step approach can be used to estimate P under misclassification errors in sample A.
Step 1] Under model (14), compute a consistent estimator of E(y i | y * i ), given bŷ
where (α 0 ,α 1 ) is a consistent estimator of (α 0 , α 1 ) in (14) obtained from the validation sample A ∩ B.
Step 2] Apply the calibration method in Section 4 with
Equation (15) is derived from
Handling unit nonresponse
We now consider a more realistic case where there is a certain level of non-response in the survey data. Let r i be the response indicator function that takes the value one if y i is observed and zero otherwise. We consider the case where there is no measurement errors in either one of the two samples. Thus, we have two sources of bias. One is the selection bias in sample B, and the other is the non-response bias in sample A. If an auxiliary variable, say z i , is observed throughout the sample, then we can create non-response weighting adjustment using Z-variable, which is based on the missing-at-random assumption for the response mechanism (Särndal and Lundström, 2005; Kim and Riddles, 2012; Brick, 2013) .
In our setup, since we have an additional source (Sample B), we do not necessarily need the missing-at-random assumption. Instead, we assume a more general response model
for some known function p(·) ∈ (0, 1] with an unknown parameter φ, where z i is observed throughout sample A. We assume that an intercept term is included in z i . For example, a logistic regression model (16), where φ = (φ z , φ y ). If we can obtain a consistent estimatorφ of φ, then we can use the inverse ofp i = p(z i , y i ;φ) as the non-response adjustment factor applied to the sample weight in sample A.
We further assume that r i and δ i are conditionally independent, conditional on (z i , y i ). That is,
If the response model (16) is correct, and there are no other unobserved variables in the response model, assumption (17) is satisfied. If the sampling mechanism for sample B depends on (Z, Y ) only, then (17) is also satisfied.
To estimate parameter φ in model (16), we can use
as an estimating equation for φ. In sample A, we observe y i only for r i = 1. However, even if r i = 0, we can obtain the value of δ i y i from sample A because, if δ i = 1, the value of y i can be taken from the matched unit in sample B. We have
where the second equality follows from the conditional independence assumption in (17), and the last equality follows from the response model in (16). Because the estimating equation
for φ is unbiased to zero, the consistency of the solution to (18) can be established. The use of estimating equation in (18) is similar in spirit to Kott and Chang (2010) . However, our approach does not require the non-response instrumental variable assumption for model identification (Wang et al., 2014) .
Onceφ is obtained from (18), we can computep i = p(z i , y i ;φ), the final calibration weight can be obtained by minimizing
where d i2 = d ip −1 i and A R is the set of sample elements in A with r i = 1. Calibration estimation for the two levels, given by (18) and (20), is called two-step calibration, as termed by Dupont (1995) . The final estimator, the two-step regression data integration estimator, is then
where w i is constructed to satisfy (20) withφ from (18). Variance estimation ofT RegDI2 is presented in Appendix B.
7 Simulation study
Simulation study one
In the first simulation, continuous Y variable is considered from the following model:
where x i ∼ N (2, 1), e i ∼ N (0, 0.51), and e i is independent of x i . We generate a finite population of size N = 1, 000, 000 from this model. Also, we generate
, and u i is independent of y i .
In this simulation, we repeatedly obtain two samples, denoted by A and B, by simple random sampling of size n = 500 and by an unequal probability sampling of size N B = 500, 000, respectively. In selecting sample B, we create two strata, where stratum 1 consists of elements with x i ≤ 2, and stratum 2 consists of those with x i > 2. Within each stratum, we select n h elements by simple random sampling independently, where n 1 = 300, 000 and n 2 = 200, 000. Under this sampling mechanism, the sample mean of B is smaller than the population mean. We assume that the stratum information is not available at the time of data analysis.
We consider the following three scenarios: In addition, assume that we observe the matching indicator δ i in sample A. If δ i = 1 in sample A, we observe (y i , y * i ). We consider the following four estimators for the population mean of Y : In Scenario II, the post-stratified data integration estimator is computed usinĝ
.
In Scenario III, the post-stratified data integration estimator is computed usinĝ
, and the regression data integration estimator is computed from the two-step approach in (13). B (N B = 500, 000) . The post-stratified data integration estimator is unbiased in Scenario I, which is consistent with our theory in Section 3. The variance of the post-stratified estimator is about half of the variance of the mean A estimator because N B /N = 0.5. However, in Scenario II, the post-stratified data integration estimator is biased because T b = N i=1 δ i y i is estimated without correcting for the measurement errors. In Scenario III, it is biased because T c = N i=1 (1 − δ i )y i is estimated from sample A without correcting for the measurement errors. The regression data integration estimator is unbiased for all scenarios. It is the same as the post-stratified data integration estimator under Scenario I, as discussed in (11). 
Simulation study two
In the second simulation study, we use the same population in the first simulation study, but we also generate r i independently from Bernoulli(p i ), where p i is the response probability for unit i in sample A. We use
where (φ 0 , φ 1 ) = (−1, 0.5). The overall response rate is around 61.5%.
From the elements in sample A, selected by simple random sample of size n = 500, we observe y i only when r i = 1. The sampling mechanism for sample B is exactly the same as that in the first simulation study, and there is no measurement error in sample B.
Under this setup, we consider the following four estimators for θ = N −1 N i=1 y i : 3. Inverse probability weight estimator. Usê
4. Two-step regression data integration estimator. In Step 1,p i = p(y i ;φ) is computed based on the estimating equation in (23). In Step 2, calibration is performed by minimizing
Monte Carlo means, variances, and the mean squared errors of the four estimators are presented in Table 3 . In addition, we consider another response mechanism which generates r i from a Bernoulli distribution with the probability p i = exp{−1.9 + 0.5y i + 0.2(y i − 1) 2 } 1 + exp{−1.9 + 0.5y i + 0.2(y i − 1) 2 } .
However, we still use model (22) as the "working" model for the response mechanism. Thus, in this setup, the response mechanism is incorrectly specified. The overall response rate is around 61.6%.
From the simulation result in Table 3 , we can see that both the inverse probability weight estimator and the two-step regression data integration estimator provide nearly unbiased estimation. The two-step regression data integration estimator is more efficient than the inverse probability weight estimator because it uses population information of (1 − δ i , δ i , δ i y i ). To our surprise, both estimators are also nearly unbiased even when the response mechanism is incorrectly specified. Thus, in this simulation, the proposed method shows robustness against incorrect specification of the response model. However, incorrect model specification increases the standard error of the resulting estimators. In this simulation setup, incorrect model specification increases the standard error more than two times relative to the correctly specified response model.
An Application in Official Statistics
We now consider an application of the proposed method to a real data problem using 2015-16 Australian Agricultural Census as the big data, which has 85% response rate. In addition, we use the 2014-15 Rural Environment and Agricultural Commodities Survey (REACS) as the probability sample (sample A) for calibration. Our interest is to combine the Agricultural Census data with the REACS data to estimate the total area of holdings (AOH), the total number of dairy cattle (DAIRY), the number of beef cattle (BEEF), and the number of tonnes of wheat for grain or seed produced (WHEET) for 2015-16. Thus, we observe y i from the Agricultural Census data and observe y * i from REACS.
To apply the proposed method, define δ i = 1 if unit i participated at the Census and δ i = 0 otherwise. Thus, in REACS sample, we observe y i in addition to y * i for δ i = 1. Using the matched sample in sample A, we can fit a measurement error model
For each parameter, we compute the following three estimators:
1. Survey estimate (from REACS sample):θ HT = i∈A w iŷi 2. Big data estimate (from Census):θ B = i∈B y i 3. Data integration estimate using calibration weighting: 
Discussion
The data integration methods we use feature an independent probability sample for estimating the missing data stratum of the finite population, which can correct for the under-coverage bias of the big data source. By treating big data as an incomplete sampling frame for the finite population, we can apply the calibration weighting method.
In practice, our methods are useful provided the following conditions apply:
1. Existence of a probability sample A which also measures y or provides a proxy measure y * . Whilst the coincidental existence of such a sample is rare, where one, e.g. a national statistical offices, determines the benefits in using big data for inference outweighs the costs, one can design, develop and implement such a random sample to collect the measure of interest. Where this occurs, the population count of the sample units, N , is by definition known.
2. The proposed methods depend on the availability of every unit δ i in the probability sample. In practice, this information is obtained by matching the two data sets, i.e. big data and the probability sample. If perfect matching is not possible, for example, due to privacy laws or inability to obtain the consent from respondents, we can use the statistical matching method by Fellegi and Holt (1976) . The proposed calibration weighting method can be used even when there are matching errors. For example, let δ * i be the observed value of true δ i , and δ * i is subject to matching errors. We can still use
in the calibration estimation. With matching errors, the resulting Regression Data Integration estimator will still be approximately design unbiased, but there will be a loss in the efficiency of the estimator. Further research will be needed to quantity to extent of efficiency loss, which will obviously be a function of the degrees of matching errors.
3. The calibration method is useful only if the coverage of B is substantial, which is not an unreasonable assumption if B is regarded as a big data set. Also, when B is big, it can be assumed that A ∩ B is not empty for measurement error or unit non-response adjustment, where warranted; 4. Where needed, an adequate measurement error model or a nonresponse model is available to adjust for those errors in the observations in A.
Combining data from different sources to overcome the coverage and other biases in big data, and to improve the efficiency of estimates, is an emerging hot topic for statistical research. Further topics for research include exploring how the methods may be affected by matching errors; be extended for small domain estimation (Rao and Molina, 2015) and analytic inferences.
Appendix
A. Variance estimation forT RegDI in (13) Let θ = N −1 T , the finite population mean of Y , be the parameter of interest. We first consider variance estimation of the mass imputation estimator of the form
whereŷ i is an estimator of E(y i | y * i ) = m(y * i ; β) for some known function m(·), that is, y i = m(y * i ;β),β is the solution toÛ β (β) = 0, and
Writingθ DI =θ DI (β), we can use Taylor linearization to estimate the variance ofθ DI .
Using the standard argument (Kim and Rao, 2009 ), we can obtain
We can obtain
Also, from (A.1), we have
Thus, we can express (A.2) aŝ
where m i = m(y * i ; β N ) and
Using (A.3), we can expresŝ
The first term is of order O(N −1 ), and the second term is O(n −1 ). The first term is negligible if n/N = o(1). To estimate the second term of (A.5), we can usê
Next, we consider variance estimation for the calibration estimatorθ RegDI = N −1 i∈A w iŷi , where w i are the calibration weights. In this case, the linearization in (A.3) reduces tô
Also, the calibration estimator applied to m i using calibration equation i∈A w i Therefore, for variance estimation ofθ RegDI , we can use (A.6), whereû
B. Variance estimation forT RegDI2 in (21) We are interested in estimating the sampling variance ofT RegDI2 , which is algebraically equal
Since x i has an intercept term, we have N i=1 (y i − x T i B N ) = 0 and
where e i = y i − x T i B N . LetÛ φ (φ) = 0 be the estimating equation for φ in the response mechanism. In the current
where p(z i , y i ; φ) = p(φ T z z i + φ y y i ).
RegDI2 using the linearization similar to (A.2), we havê
where φ * is the probability limit ofφ. Now, if we define
after some algebra, we can express (B.2) aŝ
Then, (B.3) can be written asη
where u i = κ T 1 z i + κ 2 δ i y i + r i /p(z i , y i ; φ * )(e i − κ T 1 z i − κ 2 δ i y i ). Therefore, for variance estimation ofη(φ) = N −1T RegDI2 , we can use (A.6) witĥ 
