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Abstract
In this paper, we consider the numerical pricing of financial deriva-
tives using Radial Basis Function generated Finite Differences in space.
Such discretization methods have the advantage of not requiring Carte-
sian grids. Instead, the nodes can be placed with higher density in areas
where there is a need for higher accuracy. Still, the discretization matrix
is fairly sparse. As a model problem, we consider the pricing of European
options in 2D. Since such options have a discontinuity in the first deriva-
tive of the payoff function which prohibits high order convergence, we
smooth this function using an established technique for Cartesian grids.
Numerical experiments show that we acquire a fourth order scheme in
space, both for the uniform and the nonuniform node layouts that we use.
The high order method with the nonuniform node layout achieves very
high accuracy with relatively few nodes. This renders the potential for
solving pricing problems in higher spatial dimensions since the computa-
tional memory and time demand become much smaller with this method
compared to standard techniques.
Keywords: Pricing of Financial Derivatives; Radial Basis Function generated
Finite Differences; High Order Methods; Smoothing of Initial Data.
1 Introduction
In this paper, we are concerned with the numerical pricing of financial deriva-
tives. A financial derivative is a contract whose value depends on an underlying
asset such as a stock, an interest rate, or a commodity. The trading in financial
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derivatives has increased tremendously during the last decades, mostly due to
the possibility to hedge positions in the underlying asset. Another important
feature of financial derivatives is the potential for leverage, since a small move-
ment in the underlying asset can cause a large movement in the value of the
financial derivative.
Due to the large traded volume of financial derivatives, efficient and accu-
rate pricing of such contracts is of utmost importance. In most cases, there is
no analytical formula available, and it becomes necessary to use a numerical
method to compute the prices of the contracts. When a financial derivative
depends on several underlying assets, the problem becomes multi-dimensional.
Traditionally, the only way to price such financial derivatives is to use Monte
Carlo methods for a stochastic differential equation (SDE) formulation of the
problem. However, due to their arguably slow convergence, considerable efforts
in the research community have been devoted to deriving efficient methods for
a partial differential equation (PDE) formulation of the pricing problem. The
main problem with these methods is the so-called curse of dimensionality — the
number of degrees of freedom in the problem grows exponentially in the number
of dimensions.
Numerical methods for the PDE formulation include adaptive Finite Differ-
ences (FD) [15, 12, 11, 16, 25], high-order compact schemes [3, 4], Alternating
Direction Implicit (ADI) schemes [8, 6], Radial Basis Function (RBF) approx-
imation [17, 10], Radial Basis Function Partition of Unity (RBF-PU) method
[20, 22, 21], and Radial Basis Function generated Finite Differences (RBF-FD)
[14, 13]. In [24] and [26] several methods for pricing of options are implemented
and evaluated.
As a numerical example, we consider pricing of a European two-dimensional
option. An option is a financial derivative which gives the holder the right,
but not the obligation, to buy (for call options) or sell (for put options) an
underlying asset at a specified strike price K at or before the time of maturity
T . The method that we employ is RBF-FD. The main idea behind it is to
combine the desirable features from FD (sparsity of the discretization matrices
— as opposed to RBF) and RBF (meshfree — as opposed to FD). Such methods
have the potential to be of high order, depending on the number of nodes used
in the discretization stencil. However, for many option pricing problems, the
payoff function has a discontinuity in the function itself or its derivatives, which
limits the order of convergence obtained in numerical simulations. For this
reason, we smooth the payoff function according to [9], before employing the
numerical method. This smoothing increases the order of convergence to the
expected one from the discretization that is used.
In Section 2 we define the discretization in space and time, while Section 3 is
devoted to the model problems that we solve, as well as node layouts, stencils,
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boundary conditions, and smoothing of the initial data. Finally, the results are
presented in Section 4, and conclusions are drawn in Section 5.
2 Numerical method
We consider pricing of financial derivatives where the problem can be formulated
as a PDE in D spatial dimensions and time
∂u
∂t
+ Lu = 0,
u(s1, . . . , sD, 0) = g(s1, . . . , sD), (2.1)
si ≥ 0, i = 1, . . . , D; 0 ≤ t ≤ T.
Here the solution u(s1, . . . , sD, t) denotes the price of the financial derivative, t
denotes time, si, the value of the underlying asset with index i, and g the payoff
function of the financial derivative. In many pricing problems the original PDE
is a final value problem solved backward in time. We consider problems in
forward time as in (2.1), i.e., when necessary the problem is transformed into
an initial value problem.
In Sections 2.1 and 2.2 we define the spatial and temporal discretization of
(2.1), respectively.
2.1 Radial Basis Function generated Finite Differences
In RBF-FD the spatial operator Lu in (2.1) at a location sc = (sc1, sc2, . . . , scD),
is approximated as a linear combination of the solution at the m closest nodes
sk (possibly including sc), k = 1, . . . ,m
Lu|sc ≈
m∑
k=1
wku|sk . (2.2)
The weights wk are calculated by enforcing (2.2) to be exact for an RBF φ(r)
φ(‖s1 − s1‖) . . . φ(‖s1 − sm‖)
...
. . .
...
φ(‖sm − s1‖) . . . φ(‖sm − sm‖)


w1
...
wm
 =

Lφ(‖s− s1‖)|sc
...
Lφ(‖s− sm‖)|sc
 . (2.3)
It is given from RBF interpolation that (2.3) is a nonsingular system, and hence
a unique set of weights wk, k = 1, . . . ,m can be computed.
Typical choices of RBFs are listed in Table 1. For the first four examples,
the parameter ε ∈ R is the shape parameter of the RBF. For polyharmonic
splines (PHSs), the parameter q ∈ N.
In this paper, we follow [5], [1], and [13] and use PHSs as basis functions
together with polynomials of degree p in the interpolation. With that approach,
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the polynomial degree (instead of the RBF) controls the rate of convergence,
while the RBFs contribute to reduction of approximation errors and are neces-
sary in order to have a stable approximation.
φ(r)
Gaussian e−(εr)
2
Inverse quadratic 1/(1 + (εr)2)
Multiquadric
√
1 + (εr)2
Inverse multiquadric 1/
√
1 + (εr)2
Polyharmonic splines r2q−1
Table 1: A list of commonly used RBFs φ(r).
In (2.4), we augment (2.3) with monomials of degree one

1 s11 . . . s
1
D
B 1
...
...
1 sm1 . . . s
m
D
1 . . . 1 0 0 . . . 0
s11 . . . s
m
1 0 0 . . . 0
...
...
...
...
...
. . .
...
s1D . . . s
m
D 0 0 . . . 0


w1
...
wm
γ0
γ1
...
γD

=

Lφ(‖s− s1‖)|sc
...
Lφ(‖s− sm‖)|sc
L1|sc
Ls1|sc
...
LsD|sc

, (2.4)
where B is the coefficient-matrix in (2.3).
Now, we placeN computational nodes sci , i = 1, . . . , N at the locations where
we want to approximate the solution. The weights for each computational node
from solving (2.4) are assembled row-wise into the sparse differentiation matrix
W ∈ RN×N , with m nonzero elements per row. This leads to the following
semi-discretization of (2.1)
d
dt
u¯(t) +Wu¯(t) = 0¯,
u¯(0) = g¯,
(2.5)
where u¯(t) ∈ RN×1 is the vector of unknowns at time t, with approximations
of u in the computational nodes sci , i = 1, . . . , N , 0¯ ∈ RN×1 is a vector with
only zeros, and g¯ ∈ RN×1 is the vector with the function g evaluated in the
computational nodes sci , i = 1, . . . , N .
Equation (2.5) forms a system of linear ordinary differential equations (ODEs)
in time. In the next section, we describe how to solve it.
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2.2 Temporal discretization
For the time discretization of (2.5), we use the Backward Differentiation Formula
of order two (BDF2) [7]. This time-stepping scheme requires the solution at two
previous time steps, and we therefore employ Backward Euler (BDF1) for the
first time step. It is convenient to have the same coefficient matrix in all time
steps, so we use non-equidistant time steps as described in [10] and later used
in e.g., [14, 13]. This is accomplished by discretizing the time interval with M
steps of length ∆t` = t`− t`−1, where ` = 1, . . . ,M . We define ω` = ∆t`/∆t`−1
for ` = 2, . . . ,M and arrive at
u¯1 − u¯0 = ∆t1Wu¯1, (2.6)
u¯` − β`1u¯`−1 + β`2u¯`−2 = β`0Wu¯`, ` = 2, . . . ,M, (2.7)
where
β`0 = ∆t
` 1 + ω`
1 + 2ω`
, β`1 =
(1 + ω`)
2
1 + 2ω`
, β`2 =
ω2`
1 + 2ω`
. (2.8)
We compute the values for ω` using the recursive condition β
`
0 = β
`−1
0 , which
keeps the coefficient matrix constant throughout all time steps. Since our time
interval has the length T , we chose the initial time step length ∆t1 from
M∑
`=1
∆t` = T = ∆t1(1 +
M∑
`=2
∏`
`′=2
ω`). (2.9)
Finally, we start the time integration by setting u¯0 = g¯.
From the temporal discretization we get the following linear system of equa-
tions to solve in each time step
Au¯` = b¯`, (2.10)
where A = I−∆t1W , ∆t1 is given by (2.9), b¯` = β`1u¯`−1−β`2u¯`−2, ` = 2, . . . ,M ,
and b¯1 = u¯0 = g¯.
3 Model problem
As a model problem we consider a European call option issued on two underlying
assets s1 and s2
∂u
∂t
+ Lu = 0, (3.11)
s1 ≥ 0, s2 ≥ 0, 0 ≤ t ≤ T,
with
Lu = 1
2
(
σ21s
2
1
∂2u
∂s21
+ σ22s
2
2
∂2u
∂s22
)
+ ρσ1σ2s1s2
∂2u
∂s1∂s2
+ r
(
s1
∂u
∂s1
+ s2
∂u
∂s2
)
− ru, (3.12)
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and
u(s1, s2, T ) = g(s1, s2) =
(
1
2
(s1 + s2)−K
)+
. (3.13)
Here (f(x))+ = max(f(x), 0), r denotes the risk-free interest rate in the market,
σi the volatility of asset i, and ρ the correlation between the assets. As a close-
field boundary condition in s1 = s2 = 0 we set
u(0, 0, t) = 0, 0 ≤ t ≤ T, (3.14)
and as a far-field boundary condition we set
u(s1, s2, t) =
(
1
2
(s1 + s2)−Ke−rt
)
, 0 ≤ t ≤ T, (3.15)
for s1 and s2 large enough. The parameters used are given in Table 2.
r 0.03
σ1 0.15
σ2 0.15
ρ1,2 0.5
K 1
T 0.2
Table 2: Parameters used in the model problem
Equation (3.11) is a PDE that should be solved backward in time. To apply
the time-stepping scheme in Section 2.2, we therefore transform (3.11) into a
problem that is solved forward in time.
3.1 Node layout, stencils, and boundary conditions
We consider both a uniform and a nonuniform node layout, presented in Figure
1. Unlike classical grid-based methods (e.g., standard FD methods) we do not
need to use a rectangular domain. Instead, we only use the lower-triangular half
of the rectangle which reduces the number of computational nodes by a factor
of two, and hence the computational complexity significantly.
The reason for introducing a nonuniform node layout is that we can cluster
nodes where we are most interested in having an accurate solution. In general,
we are most interested in having an accurate solution in the neighborhood of
s1 + s2 = 2K, which is also where the truncation error is largest due to large
derivatives in the solution from the discontinuity in the first derivative of the
payoff function.
We start to present a nonuniform node distribution in 1D that is generated
as introduced in [8] and later used for RBF-FD and option pricing in [14].
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Consider N1 equidistant nodes x
(1)
1 < . . . < x
(i)
1 < . . . < x
(N1)
1 constructed by
x
(i)
1 = arcsinh
(
−K
c
)
+ (i− 1)∆x, i = 1, . . . , N1, (3.16)
where c is a positive real constant which specifies how dense the node distribu-
tion becomes around the strike price K,
∆x =
1
N1
[
arcsinh
(
smax −K
c
)
− arcsinh
(
−K
c
)]
,
and smax denotes the far-field boundary. Then, the nonuniform node distribu-
tion s1 is generated pointwise as
s
(i)
1 = K + c · sinh(x(i)), i = 1, . . . , N1. (3.17)
The nonuniform node layout is generated by using the one-dimensional node
layouts from (3.16) and (3.17), along the axes s1 and s2, and then uniformly
placing the internal points in the diagonal direction. The number of nodes along
each diagonal is increased by one for each diagonal. The far-field boundary is
located at s1 +s2 = smax = 8K. The density tuning parameter used in Figure 1
for the nonuniform node layout and in the numerical experiments presented in
Section 4, is c = 0.8. It should be noted that a too small value of c eventually
leads to an ill-conditioned problem.
0 K 2K 8K
0
K
2K
8K
s1
s 2
(a) Uniform node layout.
0 K 2K 8K
0
K
2K
8K
s1
s 2
(b) Nonuniform node layout.
Figure 1: Uniform and nonuniform computational node layouts in 2D. The
boundary conditions are employed in the blue triangle node (the close-field
boundary condition) and in the red square nodes (the far-field boundary condi-
tion).
We also introduce the notation Ns for the number of nodes along one of the
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axes, i.e.,
Ns(Ns + 1)
2
= N. (3.18)
The nearest neighbors for constructing the stencils are efficiently determined
using the k-D tree algorithm, [2]. In Figure 2 we show examples of stencils at
different locations in the domain. The polynomial space is of size
ν =
(
p+D
p
)
,
which we use to set the size of the stencils to m = 5ν, following [5, 1, 13]. We
are aiming for a fourth order scheme and use p = 4 and q = 5 which gives
ν =
(
6
4
)
= 15.
Hence, we use a stencil size that is m = 5 · 15 = 75.
s1
s 2
Figure 2: Examples of nearest neighbor based stencils used for approximating
the differential operator on a nonuniform node layout. The central node of each
displayed stencil is denoted by a white cross mark. All stencils are of the same
size m = 75.
For the boundary nodes we use different treatments depending on where the
node is located. For the node s1 = s2 = 0 (the blue triangle in Figure 1), we set
the close-field boundary condition from (3.14). For the nodes s1 +s2 = 8K (the
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red squares in Figure 1), we set the far-field boundary conditions from (3.15).
For the boundary nodes along the axes, i.e., s1 = 0, s2 > 0 and s2 = 0, s1 > 0
we solve (3.11) using the discretization scheme defined in Section 2. The k-D
tree algorithm generates one-sided stencils for those nodes.
3.2 Smoothing of initial data
Since the initial data g(s1, s2) in (3.13) has a discontinuity in the first derivative,
the obtained spatial order of convergence for a finite difference scheme is limited
to two, regardless of the formal order of the scheme. The formal spatial order
of the scheme in (2.4) is p, i.e., for p > 2 the obtained convergence order is
limited by the lack of smoothness in the final condition. In [9], a smoothing of
the initial data that recovers the order of convergence to the formal order of
the scheme is introduced. This approach has been successfully used for option
pricing problems in e.g., [18] and [4].
Since we are aiming for a fourth order scheme, we use a fourth order smooth-
ing operator Φ4 defined by its Fourier transform
Φˆ4(ω) =
(
sin(ω/2)
ω/2
)4(
1 +
2
3
sin2(ω/2)
)
. (3.19)
Using Wolfram Mathematica to compute the inverse Fourier transform of
(3.19) gives
Φ4(s) =
1
72
(
− (s− 3)3 · sgn(s− 3)− (s+ 3)3 · sgn(s+ 3)
+ 12(s− 2)3 · sgn(s− 2) + 12(s+ 2)3 · sgn(s+ 2)
− 39(s− 1)3 · sgn(s− 1)− 39(s+ 1)3 · sgn(s+ 1)
+ 56s3 · sgn(s)
)
, (3.20)
where
sgn(x) =
|x|
x
.
Following [9], [18], and [4], we get the smoothed final condition on a uniform
node layout as
g˜(s1, s2) =
1
∆s2
3∆s∫
−3∆s
3∆s∫
−3∆s
Φ4
(
s˜1
∆s
)
Φ4
(
s˜2
∆s
)
g(s1 − s˜1, s2 − s˜2) ds˜1 ds˜2.
(3.21)
Since g(s1, s2) is smooth in a large part of the computational domain, we only
need to compute (3.21) in the nodes that are close enough to s1 + s2 = 2K
to be affected from the smoothing. Also, since the nodes along a diagonal all
have the same distance to s1 + s2 = 2K, we only need to compute one value of
g˜(s1, s2) for each diagonal and use that value for all nodes on that diagonal.
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The theory in [9] shows that replacing the final condition g(s1, s2) with
g˜(s1, s2) defined in (3.21) gives a fourth order scheme for Cartesian grids, i.e.,
the node layout that we here refer to as uniform. Here, we want to use this
smoothing also for our nonuniform node layout defined in Section 3.1. This
layout can be seen as a slightly skewed Cartesian grid and the nodes are equidis-
tantly distributed along the diagonals. For this node layout we replace ∆s in
(3.21) with
∆si =
k 6=c
min
k=1,...,m
‖sci − ski ‖, i = 1, . . . , N.
4 Numerical results
The numerical method described in Section 2 applied to the model problems
described in Section 3 is implemented in Matlab. In all experiments, we start
by scaling the original problem such that smax = 1 and time runs forward in
the PDE. After the integration, the solution is transformed back to the original
problem.
The linear system defined in (2.10) is solved using GMRES [19], with an
incomplete LU factorization as the preconditioner using nofill. The conver-
gence tolerance for the iterations is set to 10−8, and as the initial condition for
each iteration we use the computed solution from the previous time step.
The numerical experiments are performed on a laptop equipped with a 2.3
GHz Intel Core i7 CPU and 16 GB of RAM. The computation of the RBF-FD
weights is performed in parallel using the parallel toolbox command parfor
with four workers.
In Figure 3 we plot the error ∆umax as a function of hˆ ≡ 1/
√
N as well as
of CPU-time for the model problem. The error is defined as
∆u(s1, s2) = |uc(s1, s2, 0)− u∗(s1, s2, 0)|, (4.22)
where uc is the computed solution and u∗ is a reference solution computed with
a second order finite difference method on a very fine grid. We use (4.22) to
define
∆umax = max
[s1,s2]∈Ωˆ
∆u(s1, s2), (4.23)
where Ωˆ =
[
1
3K,
5
3K
] × [ 13K, 53K]. We denote standard second order finite
differences [23] by FD. RBF-FD-GS is an RBF-FD method with Gaussian RBFs,
stencil size m = 25 and a node density dependent shape parameter that is
presented in detail in [14]. Abbreviation RBF-FD-PHS is used for the method
that is presented in this paper. Moreover, we use designation smoothed in the
superscript for the computations performed with the smoothing of the initial
data, and uniform and nonuniform to specify the node layouts.
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Independent of spatial discretization that is used, we employ BDF2 with
M = Ns time steps in all experiments. For the RBF-FD methods Ns is defined
in (3.18) and for FD it is defined by Ns =
√
N . With this number of time steps,
the temporal discretization error is not visible in the plots.
10−2 10−1
10−6
10−5
10−4
10−3
hˆ
∆
u
m
a
x
Convergence
O(hˆ2) RBF-FD-GSuniform RBF-FD-PHSnonuniform
O(hˆ4) RBF-FD-GSnonuniform RBF-FD-PHSsmootheduniform
FD RBF-FD-PHSuniform RBF-FD-PHSsmoothednonuniform
10−1 100 101 102 103
time
Performance
Figure 3: ∆umax as a function of hˆ and CPU-time in seconds for the European
call option.
In Figure 3 we see that all methods, but the two that are using a smoothed
final condition, exhibit second order convergence. Among those five second
order methods, RBF-FD with PHS exhibits the smallest error for a given N ,
and a nonuniform node layout gives a smaller error than the uniform one using
the same N . RBF-FD-PHS with a smoothed final condition exhibits fourth
order spatial convergence whether we are using a uniform or nonuniform node
layout (apart from a small deviation for the nonuniform node layout). When
it comes to computational time to reach a certain ∆umax, FD is competitive
for the larger errors displayed. This makes sense since the RBF-FD methods
all have to compute the weights wk, k = 1, . . . ,m before the time-stepping.
Moreover, our model problem has a fairly short time to maturity T = 0.2. For
longer times to maturity, FD does not perform equally well compared to the
RBF methods, see [14, 13]. We also establish that the fourth order methods
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quickly become superior when it comes to CPU-time to reach a certain ∆umax.
That is especially true for RBF-FD-PHSsmoothednonuniform. Even though this method
has a computational prephase that includes both computation of weights wk,
k = 1, . . . ,m and smoothing of the final condition, the method requires a much
smaller CPU-time than the other methods for ∆umax < 10
−4.
0 1 2 3 4
0
1
2
3
4
s1
s 2
RBF-FD-PHSuniform
0 1 2 3 4
s1
RBF-FD-PHSsmootheduniform
10−6
10−5
10−4
∆u
Figure 4: Heat maps of ∆u for the European call basket option on uniform node
layouts. The boundary of Ωˆ is marked with a white dash-dotted line.
0 1 2 3 4
0
1
2
3
4
s1
s 2
RBF-FD-PHSnonuniform
0 1 2 3 4
s1
RBF-FD-PHSsmoothednonuniform
10−6
10−5
10−4
∆u
Figure 5: Heat maps of ∆u for the European call basket option on nonuniform
node layouts. The boundary of Ωˆ is marked with a white dash-dotted line.
12
In Figures 4–5 we show a heat map of the error ∆u defined in (4.22) for
the model problem using the method RBF-FD-PHS. In Figure 4 we present the
error on the uniform node layout, and in Figure 5 the error on the nonuniform
node layout, with N = 6105 for both node layouts. To the right in both figures,
we have used the smoothed final condition, while the original one is used in
the plots on the left. The errors in Figures 4–5 are presented for 0 ≤ sj ≤ 4,
j = 1, 2, in order to have a better view of the error profile around the smoothed
area. The color scale is the same in all four plots.
From Figures 4–5 we conclude that the smoothing of the final condition
renders a ∆u that has a smaller magnitude compared to the original final con-
dition. Moreover, ∆u obtained from the smoothed final condition has three
maxima along a line s2 = s1 + const. while the corresponding number of max-
ima is 1 for the nonsmoothed final condition. We also note that the magnitude
of ∆u is smaller for the nonuniform node layout compared to the uniform one.
That is due to the fact that for the nonuniform node layout, the number of nodes
is larger in the area where the solution has large derivatives, i.e., around the
strike price. We end this section by concluding that in this particular example,
∆umax is more than one order smaller using smoothing of the final condition on
a nonuniform grid than without the smoothing on a uniform grid for the same
number of nodes.
5 Conclusions
In this paper, we have implemented a solver to price financial derivatives based
on RBF-FD discretization in space and BDF2 in time. As RBFs we use PHSs,
augmented with monomials of up to degree p. The formal order of this spatial
discretization is p, however for many pricing problems the lack of smoothness
of the initial data limits the actual order obtained in numerical simulations.
However, by employing a smoothing technique to the initial data, the formal
order of the discretization is retained.
The RBF-FD discretizations have the advantage over standard FD such
that the nodes do not have to be organized in a Cartesian grid. On the other
hand, the RBF-FD discretizations have the merit that they render sparse dif-
ferentiation matrices as opposed to global RBF approximations that lead to
full matrices. Thus, RBF-FD has the possibility to give accurate solutions on
nonuniform node layouts, still yielding sparse matrices.
As a model problem, we consider pricing of a European type basket option
issued on two underlying assets, resulting in a PDE in two spatial dimensions
and time. By employing a nonuniform node layout that has a denser node dis-
tribution where we are most interested in having an accurate solution, together
with smoothing of the final condition, the numerical experiments demonstrate
13
that our developed method gives a very accurate solution in a short time using
fewer nodes than the methods that we compare with, for this model problem.
The fact that we can solve the problem accurately with fewer nodes becomes
extremely important when we want to solve problems in higher dimensions, e.g.,
for pricing of financial derivatives issued on several underlying assets. Since the
number of degrees of freedom grows exponentially in the number of dimensions
(number of underlying assets), the ability to use fewer nodes per dimension to
reach a certain accuracy might lead to the possibility to solve problems that
would not be possible to solve with traditional techniques.
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