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Abstract. We address various issues concerning the Cauchy problem for the
Zakharov-Rubenchik system, (known as the Benney-Roskes system in water
waves theory) which models the interaction of short and long waves in many
physical situations. Motivated by the transverse stability/instability of the
one-dimensional solitary wave (line solitary), we study the Cauchy problem in
the background of a line solitary wave.
1. Introduction
This paper is concerned with various issues concerning the Cauchy problem for
the two or three-dimensional Zakharov-Rubenchik (or Benney-Roskes) system and
its perturbation by a line soliton. The Zakharov-Rubenchik system is by no doubts a
fundamental one, being a ”generic” asymptotic system in the so-called modulation
regime (slowly varying envelope of a fast oscillating train) and it was actually
derived in various physical contexts. Moreover it contains in various limits the
classical (scalar) Zakharov system (coupling a nonlinear Schro¨dinger equation and
a wave equation, see (1.3) below) and the Davey-Stewartson systems (coupling a
nonlinear Schro¨dinger equation and an elliptic equation). We refer to [52] for more
details on the formal derivation of those systems and on the physical background.
The Davey-Stewartson system was first derived formally in the context of water
waves in [14, 1, 15] (see also [11, 12] for a derivation of Davey-Stewartson systems in
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a different context). However, as noticed in [25] it is less general than the Benney-
Roskes system (1.6) below in the sense that the initial conditions for the acoustic
type components have to be prepared to obtain an approximation of the full water
waves system.
We refer to [13] for a rigorous justification of the Zakharov limit of the Zakharov-
Rubenchik system and to [36] for the Schro¨dinger limit of the Zakharov-Rubenchik
system in the one-dimensional case and for well-prepared initial data.
The Zakharov-Rubenchik/Benney-Roskes system is thus richer than those sim-
pler models and should capture more of the original dynamics. It was introduced in
[53] (see also the survey article [52]) to describe the interaction of spectrally narrow
high-frequency wave packet of small amplitude with a low-frequency acoustic type
oscillations. The analysis is general and carried out in the Hamiltonian formalism
and yields the following universal system
(1.1)


ψt + vgψx + i
ω”
2
ψxx + i
vg
2k
∆⊥ψ − i(q|ψ|2 + βρ+ αφx)ψ = 0,
ρt + ρ0∆φ+ α(|ψ|2)x = 0
φt +
c2
ρ0
ρ+ β|ψ|2 = 0,
where vg, ω”, k, q, β, α, ρ0, c are parameters .The two last equations describe the
acoustic type waves and ∆⊥ = ∂
2
x + ∂
2
y or ∂
2
x, ∆ = ∆⊥ + ∂
2
x.
In two space dimensions a more specific (formal) derivation in the context of
surface water waves is displayed in [6] and rigorously justified in [25], see below for
a more precise description.
In the notations of [41] (see also [40] where it is used in the context of Alfve´n
waves in dispersive MHD), the Zakharov-Rubenchik system has the form
(1.2)


ψt − σ3ψx − iδψxx − iσ1∆⊥ψ + i
{
σ2|ψ|2 +W (ρ+Dφx)
}
ψ = 0
ρt +∆φ+D(|ψ|2)x = 0
φt +
1
M2
ρ+ |ψ|2 = 0,
where ψ : R×Rd → C, ρ, φ : R×Rd → R, d = 2, 3 describe the fast oscillating and
respectively acoustic type waves.
Here σ1, σ2, σ3 = ±1, W > 0 measures the strength of the coupling with acoustic
type waves,M > 0 is a Mach number, D ∈ R is associated to the Doppler shift due
to the medium velocity and δ ∈ R is a nondimensional dispersion coefficient.
When α = 0 (resp. D = 0) in (1.1) (resp. (1.2)) the Zakharov-Rubenchik system
reduces to the classical (scalar) Zakharov system (see eg Chapter V in [46]). More
precisely, in the framework of (1.1), one gets
(1.3)

ψt + vgψx + i
ω”
2
ψxx + i
vg
2k
∆⊥ψ = i(q|ψ|2 + βρ)ψ,
ρtt − c2∆ρ = βρ0∆|ψ|2,
which is a form of the 2 or 3D Zakharov system. Note however that the second
order operator in the first equation is not necessarily elliptic.
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The local well-posedness in Hs(Rd)×Hs−1/2(Rd)×Hs+1/2(Rd) with s > d2 , d =
2, 3 for (1.2), (1.1) was obtained in [41] by using the local smoothing property of
the free Schro¨dinger operator after reducing the system to a quasilinear (non local)
Schro¨dinger equation. Since it uses dispersive properties of the free Schro¨dinger
group that are valid only in the whole space the proof does not extend to the
Cauchy problem posed in Td or Rd−1 × T, the later situation being relevant for
transverse stability issues. On the other hand, when applied to the Benney-Roskes
system (1.5) below, it provides an existence time of order O(1)1 while an existence
time of order O(1/ǫ) is needed to fully justify the Benney-Roskes as a water wave
model on the correct time scales (see [24]).
Local well-posedness of the Zakharov-Rubenchik/Benney-Roskes system was also
obtained in [31], for s > 2 with the additional condition δσ1 > 0 (that is the sec-
ond order operator in the first equation of (1.2), (1.1) is elliptic) by using an
energy method inspired by the work of Schochet-Weinstein in [45] on the nonlinear
Schro¨dinger limit of the Zakharov system. The method used in [31] and [45] con-
sists in rewriting the Zakharov system (or the Zakharov-Rubenchik system) as a
dispersive (skew-adjoint) perturbation of a symmetric nonlinear hyperbolic system
and it uses only the algebraic structure of the system. A shortcoming of the method
is that one has to prepare the initial data.
We will see that, when the small parameter ǫ is included, this method provides
also the existence on the time scale O(1) in the context of water waves (see the
Benney-Roskes system (1.6) below) and moreover that it can be applied to the
system obtained from (1.2) which is satisfied by a (localized) perturbation of a
line soliton. Also, since it does not use any dispersive property of the Schro¨dinger
group, it applies to the Cauchy problem in Td or Rd−1 × T, a situation that has
not been addressed before (see on the other hand [7, 8] for the periodic Zakharov
system) .
Thus, none of the two aforementioned methods seems to give the expected exis-
tence time scale for the Benney-Roskes system. Nevertheless they provide different
results for Zakharov-Rubenchik type systems. The ”dispersive method” used in
[41] works only in Rd but does not need the Schro¨dinger part of the system to be
”elliptic” (that is it does not need the condition δσ1 > 0). Also it lowers the regu-
larity on the initial data (an effect of the dispersive smoothing effect) and could be
applied as well to (possibly non physical) nonlinear perturbations of the system.
On the other hand, the Schochet-Weinstein type, ”hyperbolic like” methods allow
to deal with the periodic or semi-periodic cases, but are relatively rigid (they rely
on the algebraic structure of the system) and require initial data in the ”hyperbolic
space” Hs(Rd), s > d2 + 1. .
The situation is better understood in spatial dimension one. Oliveira [35] proved
the local (thus global using the conservation laws below) well-posedness in H2(R)×
H1(R) ×H1(R). This result was improved in [26] where in particular global well-
posedness was established in the energy space H1(R)× L2(R)× L2(R).
It is worth noticing that (1.2) possesses two conserved quantities, the L2 norm
1Roughly speaking, the idea in [41] is to reduce the system to a (nonlocal) quasilinear
Schro¨dinger equation. When ǫ is taken into account, the crucial dispersive smoothing estimate on
the Schro¨dinger group has a 1/ǫ factor while the nonlinear term has a ǫ factor.
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∫
|ψ(x, y⊥, t)|2 =
∫
|ψ(x, y⊥, 0)|2
where y⊥ = y or (y, z), and, after the change of variable (x, t)→ (x+σ3t, t), the
Hamiltonian
(1.4)
E(t) =
∫
Rd
(
δ
2
|ψx|2 + σ1
2
|∇⊥ψ|2 + σ2
4
|ψ|4 + W
4M2
ρ2 +
W
4
|∇φ|2 + W
2
(ρ+Dφx)|ψ|2
)
= E(0)
The conservation laws are used in [41] to obtain global weak solutions under
suitable assumptions on the coefficients. We will use them in Section 5 to prove
the global existence of weak solutions of the systems obtained by perturbing a
line (dark) soliton. Note also that the conservation laws can be used to get the
global well-posedness of the Zakharov-Rubenchik, Benney-Roskes system in space
dimension one (see [35]).
As aforementioned, in the context of water waves, the Zakharov-Rubenchik sys-
tem is known as the Benney-Roskes sytem and it was formally derived in [6]. We
follow here the notations in [25], where a rigorous derivation is performed.
k = |k|ex, ω(k) = ω(|k|),
ω = ω(k), ω′ = ω′(|k|), ω′′ = ω′′(|k|),
where ω(ξ) =
((
g +
σ
ρ
|ξ|2
)
|ξ| tanh(µ|ξ|)
)1/2(1.5)
is the dispersion relation of water waves and where |k| is a fixed wave number, g
is the gravity, σ ≥ 0 is a surface tension coefficient, ρ is the density of the wa-
ter and µ is the shallowness parameter (square of the typical fluid depth over a
typical horizontal scale) which is large or infinite in the deep water models and
α = − 9
8σ2
(1 − σ2)2.
The small parameter ǫ is the wave steepness that is the ratio of a typical am-
plitude of the wave over a typical horizontal scale. Recall ([25]) that the typical
time scale for the solutions of (1.6) below is 1/ǫ and so it is crucial to establish the
well-posedness on those time scales.
The Benney-Roskes equations can then be written in 2 dimensions as follows
(1.6)


∂tψ01 + ω
′∂xψ01 − iǫ1
2
(ω′′∂2x +
ω′
|k|∂
2
y)ψ01
+ ǫi
(
|k|∂xψ00 + |k|
2
2ω
(1− σ2)ζ10 + 2 |k|
4
ω
(1− α)|ψ01|2
)
ψ01 = 0
∂tζ10 +
√
µ∆ψ00 = −2ω|k|∂x(|ψ01|2)
∂tψ00 + ζ10 = −|k|2(1− σ2)|ψ01|2.
It is known (see eg [25] Chapter 8) that ω′ > 0, while for purely gravity waves
(σ = 0) ω is a concave function, thus ω′′ < 0 and the Schro¨dinger equation in the
Benney-Roskes system is ”non elliptic”.
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On the other hand, in presence of surface tension, the condition ω′′ > 0 is possible
as shown in the following computation.
For simplicity of notations, we will consider ω of the following form instead of
(1.5)
ω(r) =
(
(1 + γr2)r tanh(µr)
)1/2
with γ > 0 depends on ( g, ρ), is proportional to σ and r = |k|. We have
ω′(r) =
(
(1 + 3γr2) tanh(µr) + µ(r + γr3) sech2(µr)
)
× 1
2
(
(r + γr3) tanh(µr)
)−1/2
and
ω′′(r)
= −1
4
(
(1 + 3γr2) tanh(µr) + µ(r + γr3)sech2(µr)
)2 (
(r + γr3) tanh(µr)
)−3/2
+
1
2
(
(r + γr3) tanh(µr)
)−1/2 (
6γr tanh(µr) + 2µ(1 + 3γr2)sech2(µr)
− 2µ2(r + γr3) tanh(µr)sech2(µr)
)
.
We see that ω′(r) > 0 with γ, r > 0, we thus will look for r such that with fixed γ,
ω′′(r) > 0.
We assume that µr ≫ 1 implying that sech(µr) ≈ 0 and tanh(µr) ≈ 1. Therefore
we only need to choose r large enough so that
12γr >
(1 + 3γr2)2
r + γr3
or
3γ2r4 + 6γr2 > 1.
In order to apply Schochet-Weinstein method we will need the condition δσ1 > 0
and we will only consider the Zakharov-Rubenchik (or Benney-Roskes) system of
the form of (1.2) satisfying this condition.
The one-dimensional Zakharov-system possesses solitary wave solutions and in
[35], Serra de Oliveira proved their orbital stability. One motivation of the present
paper was the study of their transverse stability. The transverse instability of
the line solitary wave for some two dimensional models such as the nonlinear
Schro¨dinger equation (NLS), the Kadomtsev-Petviashvili equation (KP) and some
general ”abstract” Hamiltonian systems have been carried out extensively in [42,
43, 44, 29, 30].
It is thus of interest to study the transverse stability of the line soliton for the
two dimensional model (1.2) and the first step is to study the Cauchy problem of a
localized perturbation of (1.2) by a line soliton. Another possibility is to consider
y or (y, z) - periodic perturbations of the line solitary wave, a first step being to
establish the well-posedness of the Cauchy problem for the Zakharov-Rubenchik,
Benney-Roskes system in Rd×T, d = 1, 2, which could not result from the methods
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used in [41] but we achieve here and also in the pure periodic case Td+1.
In order to unify the notation we will rewrite the Benney-Roskes system (1.6) in
the form of (1.2). We replace (ψ01,
ζ10
|k|2(1− σ2)√µ,
ψ00
|k|2(1− σ2) ) by (ψ, ρ, φ) and
after calculating the corresponding coefficients, we have:
(1.7)


σ3 = −ω′, δ = ǫω
′′
2
, σ1 =
ǫω′
2|k| , σ2 =
2ǫ|k|4(1 − α)
ω
W =
ǫ|k|4(1− σ2)2√µ
2ω
, D =
2ω
|k|(1− σ2)√µ, M = µ
−1/4.
The paper is organized as follows. In the next section we reformulate the ex-
istence of one-dimensional solitary waves (bright and dark) in our framework. In
section 3 we use the Schochet-Weinstein method to prove a local existence for the
Benney-Roskes/ Zakharov-Rubenchik system, keeping the small parameter ǫ which
is relevant for deep water waves. In section 4 we consider the case of a localized per-
turbation of a line solitary wave. Finally we prove in Section 5 the global existence
of weak solutions perturbing a dark solitary wave.
We conclude the paper by a list of open questions.
Notations.
• ∂x or (·)x will be used to denote the derivative with respect to variable x.
• Hs(D), s ∈ R denotes the classical Sobolev space in the domain D.
• ‖·‖X : The norm in a functional space X .
• F and F−1 denote the Fourier and inverse Fourier transform respectively.
• 〈ξ〉 =
√
1 + |ξ|2 for ξ ∈ Rn and σ(D) denotes the Fourier multiplier with
the symbol σ(ξ).
• ℜ and ℑ denote the real part and imaginary part of a complex number
respectively.
2. Existence of one dimensional solitary waves
In this section, we reframe the proof of the existence of 1-d solitary waves in [35]
in our setting. The 1-d Zakharov-Rubenchik system has the form
(2.1)


ψt − σ3ψx − iδψxx + i
{
σ2|ψ|2 +W (ρ+Dφx)
}
ψ = 0
ρt + φxx +D(|ψ|2)x = 0
φt +
1
M2
ρ+ |ψ|2 = 0.
Setting φ˜(x, t) = φx, (2.1) becomes
(2.2)


ψt − σ3ψx − iδψxx + i
{
σ2|ψ|2 +W (ρ+Dφ˜)
}
ψ = 0
ρt + φ˜x +D(|ψ|2)x = 0
φ˜t +
1
M2
ρx + (|ψ|2)x = 0.
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Let c ≥ 0, we look for solutions of the system (2.2) of the form
(eiλtK(x− ct), a|K(x− ct)|2, b|K(x− ct)|2).
From the last two equations of (2.2) we deduce that
(2.3) a =
−(1 + cD)
1/M2 − c2 and b =
−(c+D/M2)
1/M2 − c2 .
Then the first equation of (2.2) is equivalent to
δK¨ − i(c+ σ3)K˙ − λK = (σ2 +W (a+ bD)) |K|2K.
Set
R(x) = e−i(c+σ3)x/2δK(x)
then
(2.4) δR¨+
(
(c+ σ3)
2
4δ
− λ
)
R = (σ2 +W (a+ bD)) |R|2R.
The equation (2.4) has a unique positive solution if :

1
δ
(
(c+ σ3)
2
4δ
− λ
)
< 0
1
δ
(σ2 +W (a+ bD)) < 0
or equivalently
(2.5)


1
δ
(
(c+ σ3)
2
4δ
− λ
)
< 0
1
δ
(
σ2 − W (1 +D
2/M2 + 2cD)
1/M2 − c2
)
< 0
We see that if c → (1/M)− and λ is large enough then (2.5) holds assuming that
W > 0 and δ > 0 which holds true in both models (1.2) and (1.6) .
In this case,
(2.6) R(x) =
√
2
σ2 +W (a+ bD)
(
(c+ σ3)
2
4δ
− λ
)
sech(
√
−1
δ
(
(c+ σ3)
2
4δ
− λ
)
x)
Otherwise, if 

1
δ
(
(c+ σ3)
2
4δ
− λ
)
> 0
1
δ
(σ2 +W (a+ bD)) > 0
or equivalently
(2.7)


1
δ
(
(c+ σ3)
2
4δ
− λ
)
> 0
1
δ
(
σ2 − W (1 +D
2/M2 + 2cD)
1/M2 − c2
)
> 0
In the context of water waves (Benney-Roskes system) there is a regime where the
condition (2.7) holds. In particular, if we choose c >
1
M
and λ <
(c+ σ3)
2
4δ
then
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(2.7) holds, since from (1.7) we know that δ, σ2, W and D are positive. If c = 0
then (2.7) is equivalent to

σ23
4δ
> λ
2|k|4(1 − α)
ω
− |k|
4(1− σ2)2
2ω
− 2ω|k
2|√
µ
> 0
Since α < 0 one has
2|k|4(1− α)
ω
>
|k|4(1 − σ2)2
2ω
. Therefore if µ is large enough
(which occurs in the context of deep water waves) then the above conditions hold.
In this case,
(2.8) R(x) =
√
1
σ2 +W (a+ bD)
(
(c+ σ3)
2
4δ
− λ
)
tanh(
√
1
δ
(
(c+ σ3)
2
4δ
− λ
)
x)
Then the system (2.2) has two kind of solitary waves corresponding to the two
conditions (2.5) and (2.7):
(eiλtei(c+σ3)x/2δR(x− ct), aR2(x− ct), b R2(x− ct))
Recalling that φ˜ = φx, the solutions of system (2.1) should have thus the form
(2.9) Q = (eiλtei(c+σ3)x/2δR(x− ct), aR2(x− ct), b P (x− ct)).
Where
P (x) =
α2
β
tanh(βx)
with
α =
√
2
σ2 +W (a+ bD)
(
(c+ σ3)
2
4δ
− λ
)
, β =
√
−1
δ
(
(c+ σ3)
2
4δ
− λ
)
in the case R(x) is given by (2.6).
And
P (x) =
α2
β
(βx− tanh(βx))
with
α =
√
2
σ2 +W (a+ bD)
(
(c+ σ3)
2
4δ
− λ
)
, β =
√
1
δ
(
(c+ σ3)
2
4δ
− λ
)
in the case R(x) is given by (2.8).
Remark : Similarly to the case of the cubic nonlinear Schro¨dinger equation, we
will call the 1-d solitary wave corresponding to the condition (2.5) and (2.7) the
“bright”, “dark” soliton respectively.
3. The Z-R/B-R system
As aforementioned the asymptotic model (1.6) is a good approximation of the
full water wave system on a time scale O(1/ǫ) (see [25] page 233). It is thus crucial
to prove the well-posedness of the Cauchy problem on time scales of order 1/ǫ.
However, the existence time obtained by using the method in [41] does not reach
the O(1/ǫ) time scale (as we already mentionned it is of order O(1))
In this section, we give the proof of the local well-posedness for (1.2) by using
Schochet-Weinstein method in [31] but keeping the parameter ǫ in (1.6) to estimate
ZAKHAROV-RUBENCHIK 9
the existence time obtained by this method. It turns out, however, that one does
not improve upon the previously known O(1) result (see however the comments in
the Introduction).
We consider the following system
(3.1)


ψt − σ3ψx − iǫδψxx − iǫσ1ψyy + iǫ
{
σ2|ψ|2 +W (ρ+Dφx)
}
ψ = 0
ρt +∆φ+D(|ψ|2)x = 0
φt +
1
M2
ρ+ |ψ|2 = 0,
with initial conditions (ψ0, ρ0, φ0) for which we obtain a local existence result :
Theorem 3.1. Let δσ1 > 0, s > 2. Let the initial data (ψ0, ρ0, φ0) ∈ Hs+1(R2)×
Hs(R2)×Hs+1(R2) and satisfies that
(3.2) WM(−∆φ0 − D
M2
∂xρ0) = ∇ · V0,
with V0 ∈ Hs(R2)2.
Then there exist T > 0 independent of ǫ and a unique solution (ψ, ρ, φ) ∈
L∞(0, T ;Hs+1(R2))× L∞(0, T ;Hs(R2))× L∞(0, T ;Hs+1(R2)) of (3.1).
Remark 3.1. With some minor changes, one obtains the same result in the three-
dimensional case, that is ψyy replaced by ∇⊥ψ.
Remark 3.2. The above theorem and its proof are valid mutatis mutandi in a
periodic (Td), d = 2, 3, or semi-periodic (Rd−1 × T) setting.
Proof. We follow closely the proof in [31], Section 3.3, but we keep track of the
parameter ǫ.
We first rewrite (3.1) as a dispersive perturbation of a symmetric hyperbolic
system. We take the time derivative of the second and the third equation of the
system (1.2). This allows to decouple the linear parts of those equations
(3.3)


ψt − σ3ψx − iǫδψxx − iǫσ1ψyy + iǫ
(
σ2|ψ|2 +W (ρ+Dφx)
)
ψ = 0
ρtt −∆
(
1
M2
ρ+ |ψ|2
)
+D(|ψ|2)xt = 0
φtt − 1
M2
(
∆φ+D(|ψ|2)x
)
+ (|ψ|2)t = 0.
We set
(3.4) U =Wρ+WDφx.
We then get a coupled system for ψ and U
(3.5)


ψt − σ3ψx − iǫδψxx − iǫσ1ψyy + iǫ
(
σ2|ψ|2 + U
)
ψ = 0
Utt − 1
M2
∆U −W∆(|ψ|2) + 2DW (|ψ|2)xt − WD
2
M2
(|ψ|2)xx = 0.
We can rewrite the second equation in (3.5) as
(3.6) ∂t(Ut + 2WD(|ψ|2)x)−∇ · ( 1
M2
∇U −
(
WD2
M2
(|ψ|2)x, 0)
)T
= 0.
Integrating with respect to time between 0 and t and using (3.2) and the two
last equations in (3.1), we infer that Ut + 2DW (|ψ|2)x is a divergence. Then, in
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order to reduce to a first order system, following the idea in [45] for the Zakharov
system, we define the following auxiliary (vector valued) function V
(3.7) Ut + 2DW (|ψ|2)x = 1
M
∇ · V
Plugging this expression into the second equation of (3.5) and assuming that U , V, ψ
tend to zero at infinity together with their derivatives we infer that
∂tV =
1
M
∇U +WM∇(|ψ|2) +
(
WD2
M
(|ψ|2)x, 0
)T
,
so that we obtain the equivalent first order system
(3.8)


ψt − σ3ψx − iǫδψxx − iǫσ1ψyy + iǫ
(
σ2|ψ|2 + U
)
ψ = 0
Ut − 1
M
∇ · V + 2WD(|ψ|2)x = 0
∂tV − 1
M
∇U −WM∇(|ψ|2)−
(
WD2
M
(|ψ|2)x, 0
)T
= 0.
Remark : By combining (3.2), (3.4), (3.7) and the two last equations of (3.1), we
have that V0 is actually the value of of V at t = 0.. Recall that the initial data of
U is defined by ρ0 and ∂xφ0.
We now set
D = U + σ1
2
|ψ|2
then the system (3.8) becomes
(3.9)

ψt − σ3ψx − iǫδψxx − iǫσ1ψyy + iǫ
(
(σ2 − σ1
2
)|ψ|2 +D
)
ψ = 0
Dt − 1
M
∇.V − σ1
2
(
(|ψ|2)t − σ3(|ψ|2)x
)
+
(
2WD − σ1σ3
2
)
(|ψ|2)x = 0
∂tV − 1
M
∇D −
(
2W (D2 +M2)− σ1
2M
(|ψ|2)x, 2WM
2 − σ1
2M
(|ψ|2)y
)
= 0.
For simplicity of notation we set
c1 = 2WD − σ1σ3
2
, c2 =
2W (D2 +M2)− σ1
2M
, c3 =
2WM2 − σ1
2M
.
Furthermore, we split the ψ in real and imaginary part
ψ = F + iG
and
∇ψ = H + iL = (H1, H2)T + i(L1, L2)T .
Multiplying the first equation of (3.9) by ψ¯ and taking the real part, we deduce
that
(|ψ|2)t − σ3(|ψ|)2x = iǫδψxxψ¯ − iǫδψ¯xxψ + iǫσ1ψyyψ¯ − iǫσ1ψ¯yyψ
= 2ǫδ(G∂xH1 − F∂xL1) + 2ǫσ1(G∂yH2 − F∂yL2).
(3.10)
We insert (3.10) into (3.9) and then separate the real and imaginary parts of the
first equation of the system. We furthermore apply the spatial gradient to the first
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equation of (3.9) to get the equations satisfied by H and L. This leads to the
following system
Ht − σ3Hx + ǫδLxx + ǫσ1Lyy − ǫG∇D(3.11)
− ǫ
(
DL +
(
σ2 − σ1
2
) (
(F 2 +G2)L+ 2G(FH +GL)
))
= 0
Lt − σ3Lx − ǫδHxx − ǫσ1Hyy + ǫF∇D(3.12)
+ ǫ
(
DH +
(
σ2 − σ1
2
) (
(F 2 +G2)H + 2F (FH +GL)
))
= 0
Ft − σ3Fx + ǫδGxx + ǫσ1Gyy − ǫ
((
σ2 − σ1
2
)
(F 2 +G2) +D
)
G = 0(3.13)
Gt − σ3Gx − ǫδFxx − ǫσ1Fyy + ǫ
((
σ2 − σ1
2
)
(F 2 +G2) +D
)
F = 0(3.14)
Dt − 1
M
∇.V − ǫσ1δ(G∂xH1 − F∂xL1)− ǫσ21(G∂yH2 − F∂yL2)(3.15)
+ 2c1(H1F + L1G) = 0
∂tV − 1
M
∇D − 2 (c2(H1F + L1G), c3(H2F + L2G))T = 0.(3.16)
Since σ1δ > 0 , we can perform the following change of variables
H∗ = (
√
δσ1H1, σ1H2)
T and L∗ = (
√
δσ1L1, σ1L2)
T ,
and we then set U = (H∗, L∗, F,G,D, V )T .
Therefore, (3.1) is rewritten as a dispersive (skew adjoint) perturbation of a
symmetric hyperbolic system given by
Ut + (ǫA1(U) +B1)Ux + (ǫA2(U) +B2)Uy + C(U)U
= −K1Uxx −K2Uyy,(3.17)
where A1, A2, B1 and B2 are symmetric matrices, K1, K2 are skew symmetric
matrices.
A1(U) =


03×3 03×3 M1(U)
T 03×2
03×3 03×3 03×1 03×2
M1(U) 01×3 0 01×2
02×3 02×3 02×1 02×2

 ,
with
M1(U) = (−
√
δσ1G, 0,
√
δσ1F ).
A2(U) =


0 01×3 01×2 0 01×2
03×1 03×3 03×2 M2(U)
T 03×2
02×1 02×3 02×2 02×1 02×2
0 M2(U) 01×2 0 01×2
02×1 02×3 02×2 02×1 02×2


with
M2(U) = (−σ1G, 0, σ1F ).
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And note that C(U) contains the term that is independent of ǫ which is
C1(U) =


0 0 0 0 01×5
0 0 0 0 01×5
0 0 0 0 01×5
0 0 0 0 01×5
0 0 0 0 01×5
0 0 0 0 01×5
−2c1√
δσ1
F 0
−2c1√
δσ1
G 0 01×5
−2c2√
δσ1
F 0
−2c2√
δσ1
G 0 01×5
0
−2c3
σ1
F 0
−2c3
σ1
G 01×5


Next,we prove that if the initial data U(0, x, y) = U0 ∈ (Hs(R2))9, s > 2, then
there exists T = T (‖U0‖(Hs(R2))9) such that equation (3.17) has a unique solution
in L∞([0, T ], (Hs(R2))9).
The proof of the existence of solution is standard and proceeds via a classical
iteration scheme for symmetric hyperbolic system (see [28, 23]). The presence of
C1(U), unfortunately, leads to the existence time of order 0(1).
The uniqueness of solution of (3.17) is classically obtained by estimating the
difference of two solutions since the dispersive part does not contribute to the L2
energy estimate.
The last step will be the recovering the solution of (3.1) from the solution of
(3.17).
First, set ψ = F + iG, then (3.13) and (3.14) imply that
ψt − σ3ψ − iǫδψxx − iǫσ1ψyy + iǫ
(
(σ2 − σ1
2
)|ψ|2 +D
)
ψ = 0.
From (3.11)-(3.14) we can derive an L2 estimate of W = (∇F − H,∇G − L),
that implies
‖W (t)‖2L2 ≤ eCt ‖W (0)‖2L2 ,
thus, ∇ψ = H + iL.
Then (3.15) -(3.16) implies the last two equations of (3.5).
Next, we are going to recover (ρ, φ). From (3.5) we already know ψ and U .
Let φ be the unique solution of the following linear wave equation
φtt − 1
M2
(
∆φ+D(|ψ|2)x
)
+ (|ψ|2)t = 0
with initial data given by φ(t = 0) = φ0 and φt(t = 0) = − 1
M2
ρ0 − |ψ0|2.
Define
ρ =
1
W
(U −WDφx).
Then we get that (ψ, ρ, φ) solves (3.3) uniquely with respect to the given initial
data.
Next, let φ˜(t, x, y) be the unique solution of the differential equation
φ˜t +
1
M2
ρ+ |ψ|2 = 0,
with initial data φ˜(t = 0) = φ0.
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From the second equation in (3.3) we get
ρtt +∆φ˜t +D|ψ|2xt = 0
and integrating in time and using the initial data, we get the following system
(3.18)


ρt +∆φ˜ +D(|ψ|2)x = 0
φ˜t +
1
M2
ρ+ |ψ|2 = 0.
Taking the time derivative of the second equation in (3.18) we get
φ˜tt − 1
M2
(∆φ˜ +D(|ψ|2)x) + (|ψ|2)t = 0.
Note that the initial data is also given by φ˜(t = 0) = φ0 and φ˜t(t = 0) = − 1
M2
ρ0−
|ψ0|2. Therefore we have φ˜ = φ, achieving to prove that (ψ, ρ, φ) solves the original
Zakharov-Rubenchik system.

4. The perturbed Z-R/B-R system
In this section, we consider the Cauchy problem for (1.2) when it is perturbed
by the line solitary wave Q given by (2.9). That means, we will find solutions of
(1.2) of the form (ψ + φ1, ρ + φ2, φ + φ3), where we denote Q = (φ1, φ2, φ3). The
new system reads
(4.1)

ψt − σ3ψx − iǫδψxx − iǫσ1ψyy + iǫ
{
σ2|ψ|2 + 2σ2ℜ(φ1ψ¯) +W (ρ+Dφx)
}
φ1
+ iǫ{σ2|ψ + φ1|2 +W (ρ+ φ2 +D(φ+ φ3)x)}ψ = 0
ρt +∆φ+D(|ψ|2 + 2ℜ(φ1ψ¯))x = 0
φt +
1
M2
ρ+ |ψ|2 + 2ℜ(φ1ψ¯) = 0,
Remark 4.1. A natural way to solve the Cauchy problem for (4.1) would be to use
the ”dispersive method” in [41]. However the fact that the line soliton does not decay
to 0 in the transverse direction leads to a difficulty when dealing with a new nonlocal
linear term and seems to preclude to extend this method in a straightforward way.
Therefore we will apply the method of the previous section to this case.
In the first step, we need to rewrite (4.1) in the form of a skew-adjoint pertur-
bation of a symmetric hyperbolic system.
Using the fact that Q = (φ1, φ2, φ3) is also a solution of (3.1) with ǫ = 1 then by
the same calculations as in the previous section, we obtain that (Hr, Lr, Fr, Gr, Dr, Vr)
T
is a solution of (3.11)-(3.16) with ǫ = 1, where
(4.2)


Hr = ∇(ℜφ1), Lr = ∇(ℑφ1),
Fr = ℜφ1, Gr = ℑφ1,
Dr = Ur + σ1
2
|φ1|2 with Ur =Wφ2 +WD(φ3)x,
∂tVr − 1
M
∇Ur −WM∇(|φ1|2)−
(
WD2
M
(|φ1|2)x, 0
)T
= 0.
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Similarly, if (ψ, ρ, φ) is a solution of (4.1) or if (ψ+ φ1, ρ+ φ2, φ+ φ3) is a solution
of (3.1) (with ǫ = 1), then (H˜, L˜, F˜ , G˜, D˜, V˜ )T is a solution of (3.11)-(3.16) with
ǫ = 1, where
(4.3)


H˜ = ∇(ℜ(ψ + φ1)), L˜ = ∇(ℑ(ψ + φ1)),
F˜ = ℜ(ψ + φ1), G˜ = ℑ(ψ + φ1),
D˜ = U˜ + σ1
2
|ψ + φ1|2 with U˜ =W (ρ+ φ2) +WD(φ + φ3)x,
∂tV˜ − 1
M
∇U˜ −WM∇(|ψ + φ1|2)−
(
WD2
M
(|ψ + φ1|2)x, 0
)T
= 0.
We now set (H,L, F,G,D, V )T = (H˜, L˜, F˜ , G˜, D˜, V˜ )T − (Hr, Lr, Fr, Gr, Dr, Vr)T ,
more precisely, we have
(4.4)

H = ∇(ℜψ), L = ∇(ℑψ),
F = ℜψ, G = ℑψ,
D = U + σ1
2
(|ψ|2 + 2ℜ(φ1ψ¯)) with U =Wρ+WDφx,
∂tV − 1
M
∇U −WM∇(|ψ|2 + 2ℜ(φ1ψ¯))−
(
WD2
M
(|ψ|2 + 2ℜ(φ1ψ¯))x, 0
)T
= 0.
Remark : In order to define the initial data for V , we use the following expression
1
M
∇ · V = ∂t(U˜ − U˜r) + 2DW (|ψ|2 + 2ℜ(φ1ψ¯))x
= −W∆φ− DW
M2
ρx.
Combining (3.11)-(3.16), (4.2) and (4.3), it transpires that (H,L, F,G,D, V )T is a
solution of
(4.5)


Ht − σ3Hx + δLxx + σ1Lyy − (G+Gr)∇D +R1 = 0
Lt − σ3Lx − δHxx − σ1Hyy + (F + Fr)∇D +R2 = 0
Ft − σ3Fx + δGxx + σ1Gyy +R3 = 0
Gt − σ3Gx − δFxx − σ1Fyy +R4 = 0
Dt − 1
M
∇ · V − σ1δ ((G+Gr)∂xH1 − (F + Fr)∂xL1)
− σ21 ((G+Gr)∂yH2 − (F + Fr)∂yL2) +R5 = 0
∂tV − 1
M
∇D +R6 = 0.
Where
R1
= −G∇Dr − D˜L−DLr
−
(
σ2 − σ1
2
)((
F˜ 2 + G˜2
)
L+
(
F 2 +G2 + 2FFr + 2GGr
)
Lr
+ 2G
(
H˜F˜ + G˜L˜
)
+ 2Gr
(
H˜F +HFr + L˜G+ LGr
))
,
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R2
= F∇Dr + D˜H +DHr
+
(
σ2 − σ1
2
)(
(F˜ 2 + G˜2)H +
(
F 2 +G2 + 2FFr + 2GGr
)
Hr
+ 2F
(
H˜F˜ + G˜L˜
)
+ 2Fr
(
H˜F +HFr + G˜L+GLr
))
,
R3 = −
((
σ2 − σ1
2
)(
F˜ 2 + G˜2
)
+ D˜
)
G
−
((
σ2 − σ1
2
) (
F 2 +G2 + 2FFr + 2GGr
)
+D
)
Gr,
R4 =
((
σ2 − σ1
2
)(
F˜ 2 + G˜2
)
+ D˜
)
F
+
((
σ2 − σ1
2
) (
F 2 +G2 + 2FFr + 2GGr
)
+D
)
Fr,
R5 =
((
2c1H˜1 + σ1δℑ(φ1)xx
)
F +
(
2c1L˜− σ1δℜ(φ1)xx
)
G
)
+ 2c1(H1Fr + L1Gr),
R6
= −2
(
c2(H˜1F + FrH1 + L˜1G+GrL1); c3(H˜2F + L˜2G+ FrH2 +GrL2)
)T
.
Similarly to the last Section, if ρ1δ > 0 , we can change variables as follows
H∗ = (
√
δσ1H1, σ1H2)
T and L∗ = (
√
δσ1L1, σ1L2)
T ,
and then we set U = (H∗, L∗, F,G,D, V )T . Therefore, the perturbation of (1.2) by
the line solitary wave Q is rewritten as a dispersive perturbation of a symmetric
hyperbolic given by
Ut + (A1(U) +B1(φ1) + C1)Ux + (A2(U) +B2(φ1) + C2)Uy
+ (C(U) + C˜(Q))U = −K1Uxx −K2Uyy.
(4.6)
Where, with j ∈ {1, 2}, Aj , Bj , Cj are symmetric matrices, Kj are skew symmetric
and Cj are constant matrices. Aj have the same form as in the proof of Theorem
3.1, C(U) contains quadratic and linear elements, and Bj have the form
B1(φ1) =


03×3 03×3 N1(φ1)
T 03×2
03×3 03×3 03×1 03×2
N1(φ1) 01×3 0 01×2
02×3 02×3 02×1 02×2

 ,
with
N1(φ1) = (−
√
δσ1Gr, 0,
√
δσ1Fr).
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B2(φ1) =


0 01×3 01×2 0 01×2
03×1 03×3 03×2 N2(φ1)
T 03×2
02×1 02×3 02×2 02×1 02×2
0 N2(φ1) 01×2 0 01×2
02×1 02×3 02×2 02×1 02×2


with
N2(φ1) = (−σ1Gr, 0, σ1Fr).
Furthermore, note that the matrix C˜(Q) depends on (φ1, φ2, ∂xφ3) making the
following analysis holds for both cases when Q is the bright or the dark soliton.
We have written the perturbation of (1.2) by the line solitary wave Q to the form
of a symmetric hyperbolic system. Applying the same method as in the proof of
Theorem 3.1 we obtain the following result.
Theorem 4.1. Let δσ1 > 0, s > 2. Let the initial data (ψ0, ρ0, φ0) ∈ Hs+1(R2)×
Hs(R2)×Hs+1(R2) and satisfies that
(4.7) WM(−∆φ0 − D
M2
∂xρ0) = ∇ · V0,
with V0 ∈ Hs(R2)2.
Then there exists T > 0 and a unique solution (ψ, ρ, φ) ∈ L∞([0, T ];Hs+1(R2))×
L∞([0, T ];Hs(R2))×L∞([0, T ];Hs+1(R2)) of (1.2) when it is perturbed by the line
soliton Q = (φ1, φ2, φ3).
Proof. The proof of Theorem 4.1 and Theorem 3.1 are essentially the same except
the estimates for the terms Bj(φ1) and C˜(Q).
In the proof of Theorem 3.1, in order to estimate the derivative of order s, we use
the commutator estimate and the Bessel potential Js = (1 −∆)s/2. Although, in
this case, the 1-D soliton solution Q does not decay in “y” direction that make
that argument is not true. Therefore, we use the fact that Js ∼ Jsx + J
s
y , where
Jx = F−1 〈ξ1〉 F , Jy = F−1 〈ξ2〉 F . Hence, we only need to estimate JsxU and JsyU
instead of JsU . Since Q is independent of y, Jsy is harmless and since ‖JsxU‖L2 =∥∥∥‖JsxU‖L2x
∥∥∥
L2y
, we can apply the commutator estimate in one dimensional case.
The rest of the proof proceeds exactly as in the proof of Theorem 3.1. Again
we emphasize that the same result holds true mutatis mutandi in a R× T setting,
a framework that would be needed to study the stability of the line soliton with
respect to periodic transverse perturbations. 
5. Global solution
In this section we will establish the conservation of energy for the perturbation
of (1.2) by the line soliton Q given in Section 2 and as a consequence, the existence
of a global weak solution when Q is the dark soliton.
In order to make the calculation easier, we will consider the solution of the form
(eiλte
i
σ3
2δ
x
ψ(x, y, t), ρ(x, y, t), φ(x, y, t))
then the 1-d solitary wave will have the following form
Q = (φ1, φ2, φ3) = (R(x), aR
2(x), bP (x)),
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with R(x), P (x) are given in Section 2 (note that this trick will not affect the
analysis in section 4).
Then the system (4.1) becomes
(5.1)

ψt + i(λ− σ
2
3
4δ
)ψ − iδψxx − iσ1ψyy
+ i
{
σ2|ψ|2 +W (ρ+Dρx) + 2σ2φ1Re(ψ) + |φ1|2 +W (φ2 +D∂xφ3)
}
ψ
+ i{σ2|ψ|2 +W (ρ+Dφx) + 2σ2φ1Re(ψ)}φ1 = 0
ρt +∆φ+D(|ψ|2 + 2φ1ℜ(ψ))x = 0
φt +
1
M2
ρ+ |ψ|2 + 2φ1ℜ(ψ) = 0,
In this section we will establish the energy conservation for (5.1) when it is per-
turbed by a line soliton Q and the existence of a global weak solution when Q is
the dark soliton.
Theorem 5.1. Let (ψ, ρ, φ) be a solution of system (5.1) obtained in Theorem 4.1,
defined in the time interval [0, T ]. Then the quantity
(5.2)
E = (λ− σ
2
3
4δ
) ‖ψ‖2L2 + δ ‖ψx‖2L2 + σ1 ‖ψy‖2L2
+
σ2
2
∥∥|ψ|2 + 2φ1ℜ(ψ)∥∥2L2 + σ2 ‖φ1ψ‖2L2 + W2M2 ‖ρ‖2L2 + W2 ‖∇φ‖2L2
−
∫
W (M2 +D2)|φ1|2|ψ|2 +
∫
W (ρ+Dφx)(|ψ|2 + 2φ1ℜ(ψ)).
is conserved for t ∈ [0, T ].
Proof. We multiply the first equation in (5.1) by ∂tψ¯, integrate the result and take
its imaginary part to get successively
(5.3) (λ− σ
2
3
4δ
)ℜ
∫
ψψ¯t =
1
2
(λ− σ
2
3
4δ
)
∫
(|ψ|2)t,
(5.4) − δℜ
∫
ψxxψ¯t = δℜ
∫
ψxψ¯xt =
1
2
δ
∫
(|ψx|2)t,
(5.5) − σ1ℜ
∫
ψyyψ¯t =
1
2
σ1
∫
(|ψy|2)t,
(5.6)
ℜ
∫ (
σ2|ψ|2 +W (ρ+Dφx) + 2σ2φ1ℜ(ψ) + σ2|φ1|2 +W (φ2 +D∂xφ3)
)
ψψ¯t
=
1
2
∫ (
σ2|ψ|2 +W (ρ+Dφx) + 2σ2φ1ℜ(ψ) + σ2|φ1|2 +W (φ2 +D∂xφ3)
)
(|ψ|2)t
=
1
2
∫
1
2
σ2(|ψ|4)t +W (ρ+Dφx)(|ψ|2)t + 2σ2φ1ℜ(ψ)(|ψ|2)t
+
((
σ2|φ1|2 +W (φ2 +D∂xφ3)
) |ψ|2)
t
,
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(5.7)
ℜ
∫ (
σ2|ψ|2 +W (ρ+Dφx) + 2σ2φ1ℜ(ψ)
)
φ1ψ¯t
=
∫
σ2|ψ|2(φ1ℜ(ψ))t +W (ρ+Dφx)(φ1ℜ(ψ))t + σ2|φ1ℜ(ψ)|2t .
Combining (5.3), (5.4), (5.5), (5.6) and (5.7) we obtain
0 =
d
dt
∫ (
1
2
(λ− σ
2
3
4δ
)|ψ|2 + δ
2
|ψx|2 + σ1
2
|ψy|2 + σ2
4
|ψ|4
+ σ2|ψ|2φ1ℜ(ψ) + 1
2
(
σ2|φ1|2 +W (φ2 +D∂xφ3)
) |ψ|2 + σ2|φ1ℜ(ψ)|2
+
1
2
W (ρ+Dφx)(|ψ|2 + 2φ1ℜ(ψ))
)
− 1
2
∫
W (ρt +Dφxt)(|ψ|2 + 2φ1ℜ(ψ))
From the second and the third equation in (5.1), we get
∫
ρt(|ψ|2 + 2φ1ℜ(ψ)) = −
∫
ρt(φt +
1
M2
ρ) = −
∫
ρtφt − 1
2M2
∫
ρ2t ,
and
∫
Dφxt(|ψ|2 + 2φ1ℜ(ψ)) = −
∫
φtD(|ψ|2 + 2φ1ℜ(ψ))x
=
∫
φt(ρt +∆φ)
=
∫
φtρt − 1
2
∫
(|∇φ|2)t.
That implies
0 =
d
dt
∫ (
1
2
(λ− σ
2
3
4δ
)|ψ|2 + δ
2
|ψx|2 + σ1
2
|ψy|2 + ρ2
4
|ψ|4
+ σ2|ψ|2φ1ℜ(ψ) + 1
2
(
σ2|φ1|2 +W (φ2 +D∂xφ3)
) |ψ|2 + σ2|φ1ℜ(ψ)|2
+
1
2
W (ρ+Dφx)(|ψ|2 + 2φ1ℜ(ψ))
+
W
4M2
ρ2 +
W
4
|∇φ|2
)
ZAKHAROV-RUBENCHIK 19
Finally we get the energy conservation
E = (λ − σ
2
3
4δ
) ‖ψ‖2L2 + δ ‖ψx‖2L2 + σ1 ‖ψy‖2L2 +
σ2
2
‖ψ‖4L4
+ 2σ2
∫
|ψ|2φ1ℜ(ψ) + σ2 ‖φ1ψ‖2L2 + 2σ2 ‖φ1ℜ(ψ)‖2L2
+
∫
W (φ2 +D∂xφ3)|ψ|2 + W
2M2
‖ρ‖2L2 +
W
2
‖∇φ‖2L2
+
∫
W (ρ+Dφx)(|ψ|2 + 2φ1ℜ(ψ))
= (λ − σ
2
3
4δ
) ‖ψ‖2L2 + δ ‖ψx‖2L2 + σ1 ‖ψy‖2L2
+
σ2
2
∥∥|ψ|2 + 2φ1ℜ(ψ)∥∥2L2 + σ2 ‖φ1ψ‖2L2 + W2M2 ‖ρ‖2L2 + W2 ‖∇φ‖2L2
−
∫
W (M2 +D2)|φ1|2|ψ|2 +
∫
W (ρ+Dφx)(|ψ|2 + 2φ1ℜ(ψ)).
Note that we got rid of the terms involving φ2 and φ3 since by (2.3) one has
a+Db = −(M2 +D2) implying that φ2 +D∂xφ3 = −(M2 +D2)φ21. 
Theorem 5.2. Assume that Q is the dark soliton given by (2.8) with wave speed
c = 0.
i) Let (ψ, ρ, φ) be the solution of (5.1) obtained by Theorem 4.1 with existence time
interval [0, T ]. Then for all t ∈ [0, T ] we have
(5.8) ‖ψ(t)‖H1 + ‖ρ(t)‖L2 + ‖φ(t)‖H1 ≤ C(t).
ii) For any (ψ0, ρ0, φ0) ∈ H1×L2×H1, there exists a global weak solution (ψ, ρ, φ)
of (5.1) such that for any T > 0
(5.9)
ψ, φ ∈ L∞([0, T ] : H1), ρ ∈ L∞([0, T ] : L2)
ψt, ρt ∈ L∞([0, T ] : H−1), φt ∈ L∞([0, T ] : L2).
Proof. i) For any ε ∈ (0, 1), using Cauchy inequality we have∣∣∣∣
∫
Wρ(|ψ|2 + 2φ1ℜ(ψ))
∣∣∣∣ ≤ W2M2 (1− ε)
∫
ρ2 +
M2W
2(1− ε)
∫
(|ψ|2 + 2φ1ℜ(ψ))2
and∣∣∣∣
∫
WDφx(|ψ|2 + 2φ1ℜ(ψ))
∣∣∣∣ ≤ W2 (1− ε)
∫
|φx|2 + WD
2
2(1− ε)
∫
(|ψ|2 + 2φ1ℜ(ψ))2,
then ∣∣∣∣
∫
W (ρ+Dφx)(|ψ|2 + 2φ1ℜ(ψ))
∣∣∣∣
≤ W (M
2 +D2)
2(1− ε)
∥∥|ψ|2 + 2φ1ℜ(ψ)∥∥2L2 + W2M2 (1− ε) ‖ρ‖2L2
+
W
2
(1− ε) ‖∇φ‖2L2 .
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Note that we are considering the stationary dark soliton, so that the condition (2.7)
becomes 

1
δ
(
σ23
4δ
− λ
)
> 0
1
δ
(
σ2 −W (M2 +D2)
)
> 0,
so there exists ε > 0 small enough such that
σ2 >
W (M2 +D2)
(1− ε) .
Therefore, the conservation law (5.2) implies
(5.10)
1
2
(σ2 − W (M
2 +D2)
(1− ε) )
∥∥|ψ|2 + 2φ1ℜ(ψ)∥∥2L2 + ε W2M2 ‖ρ‖2L2 + εW2 ‖∇φ‖2L2
≤ E + (σ
2
3
4δ
− λ) ‖ψ‖2L2 .
From now we will fix such an ε and define
c1 =
1
2
(σ2 − W (M +D
2)
(1 − ε) ), c2 = ε
W
2M
, c3 = ε
W
2
.
The first equation of (5.1) implies
1
2
d
dt
‖ψ‖2L2 = ℑ
∫
(σ2(|ψ|2 + 2φ1ℜ(ψ)) +W (ρ+Dφx))φ1ψ¯
≤ c1
∥∥|ψ|2 + 2φ1ℜ(ψ)∥∥2L2 + c2 ‖ρ‖2L2 + c3 ‖φx‖2L2
+ (
σ22
4c1
+
W 2
4c2
+
W 2D2
4c3
) ‖φ1ℑ(ψ)‖2L2 .
Combining with (5.10) we get
1
2
d
dt
‖ψ‖2L2 ≤ E + (
σ23
4δ
− λ) ‖ψ‖2L2
+ (
σ22
4c1
+
W 2
4c2
+
W 2D2
4c3
) ‖φ1ℑ(ψ)‖2L2 .
Since φ1 ∈ L∞, ‖φ1ℑ(ψ)‖L2 is under control and we recall that
σ23
4δ
−λ > 0. Hence,
by Gronwall inequality we can bound ‖ψ(t)‖L2 by a constant depending on t. The
bounds on ‖∇ψ‖L2 , ‖ρ‖L2 , ‖∇φ‖L2 then follow from the energy conservation.
ii) We shall use a classical compactness method (see for instance [27]). The
estimates in (i) prove that regular solutions of (5.1) are uniformly bounded in
H1 × L2 × H1. To obtain global weak solutions, as in [47], we first implement a
Galerkin approximation process (possibly after smoothing the initial data) , yielding
a sequence of approximate solutions (ψm, ρm, φm) of (5.1) Using part i), we have
that for any T > 0, (ψη, ρη, φη) is bounded, independently of η, in the space
(5.11) L∞((0, T ) : H1)× L∞((0, T ) : L2)× L∞((0, T ) : H1).
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Therefore, using (5.1) and Sobolev theorem we infer that (∂tψm, ∂tρm, ∂tφm) is
bounded in
L∞((0, T ) : H−1)× L∞((0, T ) : H−1)× L∞((0, T ) : L2).
Hence, up to a subsequence one can assume that
(5.12)
ψm → ψ in L∞((0, T ) : H1)− weak*,
ρm → ρ in L∞((0, T ) : L2)− weak*,
φm → φ in L∞((0, T ) : H1)− weak*.
By Aubin-Lions lemma one can furthermore assume that up to a subsequence
(5.13) ψm → ψ in Lploc([0, T ] : Lqloc(R2)),
for any 2 ≤ p, q <∞. Similar convergence results hold true for φm, ρm.
These convergences allow to pass to the limit in the distribution sense in (5.1) for
(ψm, ρm, φm), proving that (ψ, ρ, φ) satisfies (5.1) in L
∞((0, T ) : H−1)×L∞((0, T ) :
H−1)× L∞((0, T ) : L2).
The initial condition makes sense since
(ψ, ρ, φ) ∈ Cw([0, T ] : H1)× Cw([0, T ] : L2)× Cw([0, T ] : H1)

6. Solitary wave solutions in higher dimension
Let consider now solitary waves solutions of (1.2) that is solutions of the form
(eiωtψ(x+ σ3t, y), φ(x, y), η(x, y)), ω ∈ R, ψ ∈ H1(R2), yielding the system
(6.1)
{ − ωψ + δψxx + σ1∇⊥ψ − (σ2 −WM2)|ψ|2ψ − cWφxψ = 0
∆φ+ c|ψ|2x = 0,
which is similar to the equation for the solitary wave solutions of the elliptic/hyperbolic-
elliptic Davey -Stewartson systems in the terminology of [16]. By Pohojaev type
arguments one obtains (see [17] for similar arguments) that non trivial solutions to
(6.1) cannot exist when δσ1 < 0.
On the other hand the existence of non trivial solutions to (6.1) has been estab-
lished ([9]) in the focusing case
δσ1 > 0, c < 0, c(W (σ2 −WM2) < 0.
Various stability and instability results of solutions to (6.1) have been obtained
in [10, 32, 33, 34] in the context of the Davey-Stewartson systems but no similar
results seemed to be known when they are viewed as solutions to the Zakharov-
Rubenchik systems. In particular one does not know if the solutions of (6.1) are
constrainded minimizers of the Zakharov-Rubenchik system.
According to the Davey-Stewartson case, one could conjecture that those local-
ized solitary waves are unstable.
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7. Conclusion and open questions
We have addressed in this paper some issues on the Zakharov-Rubenchik, Benney-
Roskes systems. Many questions remain unsolved for those important systems and
we indicate a few below.
1. Justify rigorously the limit of ZR (BR) systems to the Davey-Stewartson
systems. This is non trivial (because of a boundary layer at t = 0) issue is analogous
(but more delicate) to the Schro¨dinger limit of the Zakharov system (see [38, 39]).
2. The present work can be viewed as a preliminary step towards the study
of the transverse stability/instability of the ZR or BR one dimensional dark or
bright solitary wave. Perturbations could be localized in (x,y) or periodic in y. The
Cauchy problem was addressed in the present paper in both cases.
In both the functional settings, we plan to come back to those transverse stability
issues a subsequent work, in the spirit of [42, 43, 44, 29, 30].
3. It is known ([19, 20]) that (radially symmetric) solutions of the Zakharov
system may blow up in finite time. Such a result is unknown for the Zakharov-
Rubenchik, Benney-Roskes system and it would interesting to see if the results in
[19, 20] extend to (1.1).
4. The existence result Theorem 3.1 is established when δσ1 > 0, that is when
the Schro¨dinger equation in (1.1) is not an ”non elliptic” one in the terminology of
[16]. This condition is never satisfied in the context of purely gravity waves water
waves (see [25] and the discussion above) and it would interesting to relax it.
5. We recall that an existence result on time scales of order 1/ǫ is needed to fullly
justify the Benney-Roskes system. Obtaining such a result is still a challenging open
problem.
Acknowledgements
We acknowledge financial support by the Austrian Science Foundation FWF un-
der grant No F41 (SFB ”VICOM”), grant No F65 (SFB Complexity in PDEs) and
grant No W1245 (DK ”Nonlinear PDEs”), and by the French Science Foundation
ANR, under grant GEODISP). We acknowledge an anonymous referee for valuable
comments and criticisms that helped us to improve the manuscript.
References
1. M.J. Ablowitz and H. Segur, On the evolution of packets of water waves, J. Fluid Mech.
92 (1979), 691-715.
2. H. Added and S. Added, Equations of Langmuir turbulence and nonlinear Schro¨dinger
equation: smoothness and approximation, J. Funct. Anal. 76 (1) (1988), 183-210.
3. H. Added and S. Added, Existence globale de solutions fortes pour les e´quations de la
turbulence de Langmuir en dimension 2, C. R. Acad. Sci. Paris Se´r. I Math. 299 (12) (1984),
551-554.
4. I. Bejenaru, S. Herr, J. Holmer and D. Tataru, On the 2D Zakharov system with L2-
Schro¨dinger data, Nonlinearity 22 (5), (2009), 1063-1089.
5. D.J.Benney and A.C. Newell, The propagation of nonlinear envelopes, J. Math. and Phys.
46 (1967), 133-139.
6. D.J. Benney and G.J. Roskes, Waves instabilities, Stud. Appl. Math. 48 (1969), 377-385.
7. J. Bourgain, On the Cauchy and invariant measure problem for the periodic Zakharov sys-
tem, Duke Math. J. 76 (1994), 175-202.
8. J. Bourgain and J. Colliander, On wellposedness of the Zakharov system, IRMN 11 (1996),
515-546.
ZAKHAROV-RUBENCHIK 23
9. R. Cipolatti, On the existence of standing waves for a Davey-Stewartson system, Comm.
Partial Differential Equations 17 (1992), no. 5-6, 967-988.
10. R. Cipolatti, On the instability of ground states for a Davey-Stewartson system, Ann.Inst.
H. Poincare´, Phys.The´or. 58 (1993), 85-104.
11. T. Colin, Rigorous derivation of the nonlinear Schro¨dinger equation and Davey-Stewartson
systems from quadratic hyperbolic systems, Asymptotic Analysis 31 (2002), 69-91.
12. T. Colin and D. Lannes, Justification of and long-wave correction to Davey-Stewartson
systems from quadratic hyperbolic systems, Disc. Cont. Dyn. Systems 11 (1) (2004), 83-100.
13. J.C. Cordero Ceballos, Supersonic limit for the Zakharov-Rubenchik system, J. Diff. Eq.
261 (2016), 5260-5288.
14. A. Davey and K. Stewartson, One three-dimensional packets of water waves, Proc. Roy.
Soc. Lond. A 338 (1974), 101-110.
15. V.D. Djordjevic and L.G. Redekopp, On two-dimensional packets of capillary-gravity
waves, J. Fluid Mech. 79 (1977), 703-714.
16. J.-M. Ghidaglia and J.-C. Saut, On the initial value problem for the Davey-Stewartson
systems, Nonlinearity, 3, (1990), 475-506.
17. J.-M. Ghidaglia and J.-C. Saut, Non existence of traveling wave solutions to nonelliptic
nonlinear Schro¨dinger equations, J. Nonlinear Sci., 6 1996, 139-145.
18. J. Ginibre, Y. Tsutsumi and G. Velo, On the Cauchy problem for the Zakharov system, J.
Funct. Analysis 151 (2) (1997), 384-436.
19. L. Glangetas and F. Merle, Existence of self-similar blow-up solutions for Zakharov equa-
tion in dimension two. I, Comm. Math. Phys. 160 (1) (1994), 173-215.
20. L. Glangetas and F. Merle, Existence of self-similar blow-up solutions for Zakharov equa-
tion in dimension two. II, Comm. Math. Phys. 160 (2) (1994), 349-389.
21. T. Kato et G. Ponce Commutator estimates and the Euler and Navier-Stokes equations,
Comm. Pure Appl. Math. XLI, (1988), 891-907.
22. C. Kenig, G. Ponce and L. Vega, On the Zakharov and Zakharov-Schulman systems, J.
Funct; Anal. 127 (1) (1995), 204-234.
23. S. Klainerman and A. Majda, Singular limits of quasilinear hyperbolic systems with large
parameters and the incompressible limit of compressible fluids, Comm. Pure Appl. Math. 34
(4) (1981), 481-524.
24. D. Lannes, Sharp estimates for pseudo-differential operators with symbols of limited smooth-
ness and commutators, J. Funct. Anal. 232 (2) (2006), 495-539.
25. D. Lannes, Water waves : mathematical theory and asymptotics, Mathematical Surveys and
Monographs, vol 188 (2013), AMS, Providence.
26. F. Linares and C. Matheus, Well-posedness for the 1-D Zakharov system, Advances in Diff.
Equations 14 (3-4) (2009), 261-288.
27. J.-L. Lions, Quelques me´thodes de re´solution des proble`mes aux limites non line´aires, Dunod;
Gauthier-Villars, Paris (1989),
28. A. Majda, Compressible fluid flow and systems of conservation laws in several space vari-
ables, Applied Mathematical Sciences volume 53, Springer-Verlag, New-York (1984).
29. T. Mizumachi, Stability of line solitons for the KP-II equation in R2, Memoirs of the AMS,
vol. 238, number 1125, (2015).
30. T. Mizumachi and N. Tzvetkov, Stability of the line soliton of the KP-II equation under
periodic transverse perturbations, Math. Ann. 352 (3) (2012), 659-690.
31. C. Obrecht, The`se de Doctorat, Universite´ Paris-Sud (2015) and article in preparation.
32. M.Ohta, Stability and instability of standing waves for the generalized Davey-Stewartson
system, Diff. Int. Eq. 8 (1995), 1775-1788.
33. M.Ohta, Instability of standing waves for the generalized Davey-Stewartson system, Ann.
Inst. H. Poincare´, Phys. The´or. 62 (1995), 69-80.
34. M.Ohta, Blow-up solutions and strong instability of standing waves for the generalized Davey-
Stewartson system, Ann. Inst. H. Poincare´, Phys. The´or. 63 (1995), 111-117.
35. F. Oliveira, Stability of the solitons for the one-dimensional Zakharov-Rubenchik system,
Physica D 175 (3-4) (2003), 220-240.
36. F. Oliveira, Adiabatic limit of the Zakharov-Rubenchik system, Reports on Mathematical
Physics 61 (2008), 13-27.
24 H. LUONG, N. MAUSER, AND J.-C. SAUT
37. T. Ozawa and Y. Tsutsumi, Existence and smoothing effect of solutions for the Zakharov
equations, Publ. Res. Inst. Math. Sci., Kyoto University. Research Institute for Mathematical
Sciences. Publications, 28 (3) (1992), 329-361.
38. T. Ozawa and Y. Tsutsumi, The nonlinear Schro¨dinger limit and the initial layer of the
Zakharov equations, Proc. Jap. Acad. A 67 (1991), 113-116.
39. T. Ozawa and Y. Tsutsumi, The nonlinear Schro¨dinger limit and the initial layer of the
Zakharov equations, Diff. Int. Eq. 5 (1992), 721-745.
40. T. Passot, P.-L. Sulem and C. Sulem, Generalization of acoustic fronts by focusing ave
packets, Physica D 94 (1996), 168-187.
41. G. Ponce and J.-C. Saut, Well-posedness for the Benney-Roskes-Zakharov- Rubenchik sys-
tem, Discrete Cont. Dynamical Systems 13, 3 (2005), 811-825.
42. F. Rousset and N.Tzvetkov, Transverse instability of the line solitary water-waves, Invent.
Math. 184 (2) (2011), 257-388.
43. F. Rousset and N.Tzvetkov, Transverse nonlinear instability for two-dimensional disper-
sive models, Ann. Inst. H. Poincare´ Anal. Non Line´aire 26 (2) (2009), 477-496.
44. F. Rousset and N.Tzvetkov, Transverse nonlinear instability of solitary waves for some
Hamiltonian PDE’s, J. Math. Pures et Appl. 80 (6) (2008), 550-590.
45. S. H. Schochet and M.I. Weinstein, The nonlinear Schro¨dinger limit of the Zakharov
governing Langmuir turbulence, Comm. Math. Phys. 106 (4)(1986), 569-580.
46. C. Sulem and P.-L. Sulem, The nonlinear Schro¨dinger equation, Springer-Verlag, Applied
Mathematical Sciences 139 New York, Berlin 1999.
47. C. Sulem and P.-L. Sulem, Quelques re´sultats de re´gularite´ pour les e´quations de la turbu-
lence de Langmuir, C.R. Ac. Sci. Paris Se´r. A-B 289 (3)(1979), A173–A176
48. H. Takaoka, Well-posedness for the Zakharov system with the periodic boundary condition,
Diff. and Int. equations 6 (1999), 789-810.
49. N. Tzvetkov, Low regularity solutions for a generalized Zakharov system, Diff. and Int.
Equations 13 (4-6) (2000), 423-440.
50. V.E. Zakharov, Collapse of Langmuir waves, Sov. Phys. JETP 35 (5) (1972), 908-914.
51. V.E. Zakharov, Weakly nonlinear waves on the surface of an ideal finite depth fluid, Amer.
Math. Soc. Transl. 182 (2) (1998), 167-197.
52. V.E. Zakharov and E.A. Kuznetsov, Hamiltonian formalism for nonlinear waves, ,
Physics-Uspekhi 40 11) (1997), 1087-1116.
53. V. E. Zakharov and A. M. Rubenchik, Nonlinear interaction of high-frequency and low
frequency waves, Prikl. Mat. Techn. Phys. 5 (1972), 84-98.
54. Xiaofei Zhao and Ziyi Li, Numerical methods and simulations for the dynamics of one-
dimensional Zakharov-Rubenchik equations, J. Sci. Comput. 59 (2014, 412-438.
Fak. Mathematik, University of Vienna, Oskar MorgensternPlatz 1, A-1090 Wien,
Austria
E-mail address: luongh88@univie.ac.at
Wolfgang Pauli Institute c/o Fak. Math. Univ. Vienna, Oskar MorgensternPlatz
1, A-1090 Wien, Austria
E-mail address: norbert.mauser@univie.ac.at
Laboratoire de Mathe´matiques, UMR 8628, Universite´ Paris-Saclay, Paris-Sud and
CNRS, F-91405 Orsay, France
E-mail address: jean-claude.saut@u-psud.fr
