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Abstract
Wireless sensor networks are designed for a very wide, yet
speciﬁc, purpose. Their components have processing and
power limitations. Due to these limitations, decisions by
running complex algorithms with the information collected
bysensorsmustbedoneincomponentsexternaltotheWSN.
This document presents a combination of WSN and p2p net-
works to ease the development of systems that rely on WSN
functionality. As a result, we propose the creation of a pro-
graming abstraction that allows developers to concentrate
on the functionality of the developing system. We also pro-
pose the use of feedback loops as a way to design and de-
velop the components of the abstraction and to deﬁne self-
managing behavior for them. Those components should be
also lowly coupled, interchangeable and extensible.
1 Introduction
Wireless sensor networks (WSN) have been used to de-
velop solutions for a wide range of problems, ranging from
military applications to environmental and habitat monitor-
ing [1]. WSN are suitable for problems with harsh environ-
mentalconditionsthatneedunattendedoperation. Although
theyaremostlyusedtocollectﬁnegrainedenvironmentalor
ambient information (i.e., pressure, temperature, etc.), they
can also be used to actuate on their surrounding environ-
ment (e.g., by controlling mechanical actuators). Several
issues need to be taken into account when designing WSN-
based solutions; most notably, the fact that nodes are low
power devices in which both computational resources and
communication capabilities are limited.
Nowadays, we ﬁnd that WSN-based applications are very
difﬁcult to develop, deploy and maintain. Moreover, there
are situations in which is necessary to collect information
coming from different, even geographically distant sites;
WSN nodes, because of their limited communication capa-
bilities, are not able to perform such collection tasks. More-
over, the processing power of network devices is not usually
enough to process the collected information and take deci-
sions from it. As a a consequence, resulting WSN-based
applications are ad-hoc, costly, and difﬁcult to maintain,
scale, and extend (e.g., to adapt for new environment con-
ditions).
P2P networks bring a lot of ﬂexibility to the application de-
sign, and could overcome most of the WSN problems men-
tionedabove. Nevertheless, distributedsystemsdesignis, in
general, a very difﬁcult task. Most of the problems are re-
lated to the interaction among its components. In this sense,
feedback loops, as introduced in [5], appears as a promis-
ing design pattern to reason about all system elements, and,
in conjunction with a suitable software abstraction, could
be integrated to ease the design and development of WSN-
based applications.
We propose the development of a programming abstraction
to ease the design and construction of WSN-based applica-
tions in conjunction with p2p networks. This abstraction
will provide implementation of communication protocols
to support communication between peers and indirectly be-
tween WSN attached to the system.
The rest of the paper is structured as follows. In Section 1
we give a short introduction about why the development of
WSN-based applications is difﬁcult in some circumstances;
we then describe our proposal in Section 2 on combining
them with p2p networks. Section 3 gives an introduction to
feedback loops and the way we plan to include them in our
proposal. Finally, Section 4 present an example of a case
study and conclusions on what we expect from the proposed
abstraction are presented in Section and 5.
12 Combining p2p and wireless sensor net-
works
As hinted in the introduction, p2p networks can be a good
complement of WSN in application development. On one
side, p2p are well suited to communicate high-end nodes
with considerable computational power. On the other side,
WSN are best suited to capture environmental or ambi-
ent information in extreme conditions. The problem then
consists in integrating both architectures to cooperate for a
given functionality.
To build an abstraction that allows for the construction of
systems on its top, two aspects should be considered. First,
the distribution support built in the abstraction must be or-
thogonal to the functionality provided by the intended ap-
plication. In this way, we expect to provide a generic plat-
form for application development. This is why we do not
go into details of the WSN nor the p2p system. Second, the
abstraction should offer different modules for general pur-
poses. For instance, as communication between nodes is
done by message passing, different broadcast implementa-
tions should be available.
Every component implementation will be designed using
the feedback loop abstraction (to be discussed in Section
3). This should favor a number of desirable features: low-
coupled design among them, reuse, extensibility and exten-
sive use of multi-core hardware architectures. More impor-
tantly, it will provide autonomous control to the system, be-
ing able to monitor and correct itself, increasing its self-
management.
By doing minor assumptions on the interaction between p2p
and WSN nodes, it is possible to guarantee that the ab-
straction provides the enough ﬂexibility to be adaptable to
different WSN functionalities. Indeed, there is no restric-
tion in the way the WSN is set up, for instance, nodes in
it might run different software [3, 2]. These assumptions
comprise:
 Nodes in the p2p network may have, or not, a WSN
attached.
 They communicate with its WSN by asynchronous
message passing.
Figure 1 depicts an example of the structure of a running
application, in which a p2p network (with nodes labeled A,
B, C, M, N) cooperates with three WSN (labeled 1, 2, 3).
Nodes A, B, and C are connected to WSNs WSN 2, WSN 1,
and WSN 3, respectively. Nodes M and N are not attached
to any WSN but are intended to process the information col-
lected through A, B and C. Connections between nodes rep-
resent communication by asynchronous message passing.
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Figure 1. Structure example
In particular, we use dashed lines to represent that commu-
nication between both nodes is not constant. This means,
for instance, that node A may join or leave the network at
any given time.
Assumptions previously listed comprise, for instance, the
case when a given p2p node, based on processed informa-
tion, changes the way in which nodes inside the WSN be-
have. This feature is very interesting since allows the com-
plete system to adapt by itself to environment changes. For
example, suppose that WSN 1 monitors temperature on its
surrounding and sends the resulting value to B, after some
processing node B determines that given the value reported
for the temperature is crucial to measure humidity. B does
this by sending a message back to WSN 1 asking it to mea-
sure the new variable. This case is possible only if the un-
derlying hardware in WSN 1 is able to do that.
No constant communication is possible because the result-
ing p2p network should be open. That means, nodes can
join the network at any time. The case in which mobile sen-
sors, like described in [2], is also supported. One sensor
node can migrate from one WSN to other, just because it is
in some vehicle (e.g., in a bird, in the water, etc.). Discon-
nection of nodes may happen suddenly without respect any
protocol.
3 Feedback loops
One of the advantages of the proposed approach is that it
provides two levels of abstraction to simplify system de-
velopment. The ﬁrst one is at the WSN level, in which
hardware decisions play an important role for electronic en-
gineers. All the problems related with wireless nodes and
communication at this level are not propagated to other lev-
els in the design. The second level is at the high level com-
puting interface, which consists of a p2p network that al-
lows to process the information collected at the WSN level,
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tion is narrowed towards unattended operation. The initia-
tive is to design a self-managing system capable to main-
tain itself despite environment changes by using feedback
loops.
Feedback loops allow to model different kinds of systems.
They have been introduced in [5] as a way to model soft-
ware and, in particular, self-managing systems. A system
description is made up of four parts: (1) a subsystem, which
is the main component; (2) an agent that monitors the sub-
system; (3) a correcting agent, which depending on the in-
formation received from monitor agents can calculate the
corrective actions to take if needed; (4) an agent that ap-
plies the mentioned correcting actions back to the subsys-
tem. This abstraction is highly concurrent because each
component may run as a separate process or agent. Ab-
straction in feedback loops is also an example of a loosely-
coupled system in which components play a well deﬁned
role and can be added or replaced to adapt or change sys-
tem behavior.
Every component of the feedback loop can be a feedback
loop itself. For instance, a simple distributed application
modelled as a feedback loop would need a failure detector
as the monitoring component. When the monitor triggers a
failureevent, theapplicationwillneedtotriggeracorrective
action to tolerate the failure and continue working. The fail-
ure detector can also be modelled as a feedback loop. First
of all, the detector needs a keep alive message. In order to
do this, a ping message is sent to the other node partici-
pating in the communication session. This ping message
is one actuator of the loop. Once the message is sent, the
detector waits for a pong message that will conﬁrm that the
other node is alive. If no pong message is received within
a certain amount of time, a timeout will be triggered, which
is also monitored by the system. According to the policy
of the failure detector, two things could happen. A new
ping message can be sent as a reaction to the timeout, or a
failure event can be triggered to the larger loop, being the
distributed application.
We believe that feedback loops constitute a convenient way
of describing software systems at different levels of abstrac-
tion. Such levels favor simpliﬁcations both on the reasoning
about distributed systems and in their development. This is
because we can think of every model as an interaction be-
tween components that can be interchanged or specialized
and affect the behavior of the system. Interestingly, feed-
back loops can be used to design the WSN networks but
also to design the p2p network. In fact, they can be used to
model from different message passing protocols to failure
detector agents.
4 Case Study
An interesting application for the proposed programming
abstraction arises in agriculture. Cultivating crops requires
special conditions such as temperature, humidity of the
ground, etc. Figure 2 shows a diagram of an extensive land
with crops monitored by WSN. Suppose sensors at every
zone are continuously monitoring air and ground humidity
(sensing phase). When ground becomes too dry it is nec-
essary to start water irrigation. However, if in a near zone
the conditions of pressure and air humidity indicates high
chances of rain, then, irrigation can be delayed in order to
save resources.
To decide whether to start irrigation or not, it is necessary to
have information from adjacent zones. In this way, the node
needing this information will communicate with the others
peers to ask for it. The p2p network will deliver this infor-
mation to the site needing it. Irrigation is not the most com-
plicate scenario, there can be situations in which all peers
should execute some action without exception.
Figure 3 shows a feedback loop for the example described.
WSN are in charge of monitoring the agriculture area, pro-
viding information about temperature, humidity and other
related values such pressure. The information is given to a
p2p network that analyze the data in order to take a decision
using the actuators to affect the state of the subsystem. Such
action could involve start water irrigation or change the be-
haviour of the sensors to monitor different parameters, or
the frequency for providing information.
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Figure 2. Field with 4 zones monitored by one
WSN per zone.
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Figure 3. Feedback loop for the system de-
scribed in Figure 2.
Note that nothing is said about the amount of sensors or
peers. As long as the p2p network is large enough to offer
computer power to process the data provided by the WSN,
the system should scale without problem. It should also
scales independent of the functionality of the peers. You
can add nodes to the p2p network just to control how other
nodes behave, or to monitor them. This is one of the ad-
vantages of p2p networks: nodes do not require to share
the same, or a given, functionality. This fact encourages
the construction of hybrid systems that can be bug prone:
the larger the system, the difﬁculty to maintain it free of er-
rors. However, feedback loops speciﬁcation of nodes can be
adapted (i.e., by adding monitoring and correcting agents)
to monitor the behavior of entire components and take the
appropriate corrective actions, in this way, we call the result
a self managed system.
Our position is that this example can be an starting point
to devise the applicability of the proposed abstraction. It
is simple and can be used with success. However, this is
neither the only possible application nor the most complex
or the one that needs every possible feature from the pro-
gramming abstraction, for other applications you can refer
to [4].
Another issue to consider is the fact that we are using a
fully decentralized approach as opposite to the classic cen-
tralized client/server architecture. We have not explore yet
something in between. Information obtained from the WSN
could be combined with a third party server. For instance,
you can imaging the system retrieving weather information
from a server connected to a satellite (or a set of them) that
provides information about places where the WSN is not
present, and that are relevant for the whole system.
5 Conclusions
WSN-based combined with p2p systems might lead to the
development of robust applications. The use of feedback
loops as a design tool make it easier to develop an reason
about those, possibly large, resulting systems. A program-
ming abstraction that provides a p2p platform to communi-
cate and let developers to take care of functionality is a step
towards the simpliﬁcation of the development of distributed
applications. To provide basic communications protocol
implementations using feedback loops may help the devel-
opment of new and possibly more sophisticated implemen-
tations by extending the existing ones. We plan to have a
prototype of the mentioned abstraction along with the pro-
posed study case implemented, using the Mozart program-
ming system, by the end of this year.
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