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Abstract
In this study we consider the statistical representation of polymer conformations, which is very important when modeling rheology
at macroscopic scales. It is impossible to track all relevant microscopic variables for each polymer in a polymer-laden solution due
to the huge number degrees of freedom associated with such ﬂuids. We applied this approach to one of the most descriptive kinetic
models of polymer, Kramers bead-rod model, where the probability density function models the angle of each rod with respect to the
ﬁxed coordinate axes. Towards this goal we apply mixture of von Mises-Fisher distribution for modeling a polymer conformation.
The Expectation-Maximization based clustering algorithms are used to estimate the conformation given the ensemble of polymers.
Both distribution sampling and parameters estimation have been implemented in parallel using CPU and GPU based platforms.
c© 2013 The Authors. Published by Elsevier Ltd. Selection and/or peer-review under responsibility of the Hunan University and
National Supercomputing Center in Changsha (NSCC).
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1. Introduction
Considered model of the complex ﬂuid is represented as a dilute solution of polymers suspended in an incompress-
ible viscoelastic solvent. We are interested in continuum-kinetic-molecular approach to multi scale modeling of such
ﬂuids.
At continuum level (macroscopic length scales) the ﬂuid is described by the Navier-Stokes equation
∂u
∂t
+ u · ∇u + 1
ρ
∇P = νΔu + 1
ρ
∇ · τ, (1)
∇ · u = 0. (2)
Here, u is a ﬂuid velocity, ρ is a density, P is a pressure, and ν is Newtonian viscosity. When polymers are suspended
in the ﬂuid they contribute an extra stress τ to the system due to the characteristic orientation of polymer chains for
a certain area of of the solution. There are number of diﬀerent approaches to estimate the τ. One of them proposes
macroscopic constitutive closure relations (e.g. Oldroyd-B [1]) to approximate the viscoelastic stress at continuum
level. These models, however, are limited to a certain class of the ﬂuids under restricted ﬂow regimes [2].
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Kinetic models, on other hand, consider mesoscopic representation for a polymer close to its molecular structure.
As a result such models associated with a enormous number degrees of freedom in the system even for simple models
of a linear polymer.
The continuum-kinetic multiscale model employs statistical representation of molecular scale via the solution of
Fokker-Planck equation
∂ψ(t, x,Q)
∂t
+ u · ∇ψ(t, x,Q) = − ∂
∂Q
(Aψ(t, x,Q)) +
∂2
∂Q2
(Dψ(t, x, q)), (3)
where Q is a vector in conﬁguration space and ψ is a probability distribution of polymer conﬁguration, such that
ψ(t, x,Q)dQ is the probability of ﬁnding a polymer with conﬁguration lying in the interval [Q,Q + dQ] at time t and
position x. The viscoselastic stress is then found by Kramer’s expression
τ(x, t) = −npkBT Id + np
∫
(Q(t, x) ⊗ F(t,Q))ψ(t, x,Q)dQ. (4)
Here np is a polymer concentration, kB is Boltzmann’s constant, T is the temperature and Id is a unit tensor. The
diﬃculties with this approach are also related to complexity of the system.
Another statistical approach is based on equivalence between the Fokker-Planck equation and the corresponding
stochastic diﬀerential equation (SDE), and usually called the stochastic approach. The associated SDEs are solved for
a large ensemble of realisations, the distribution function is not computed exactly and the term ∇ · τ is obtained by
summing the drag forces applied to the ﬂuid [3]
f(x, t) =
∑
i
miγ(vi(t) − u(xi(t), t))δ(x(t) − xi(t))). (5)
On the other hand, there are diﬀerent models to represent the internal conﬁguration of a polymer at molecular level.
These include such models as the Hookean dumb-bell, the Rouse bead-chain, Kramer’s bead-rod model, etc. [1].
In the Kramer’s model a polymer is a set of n ’beads’ connected by n − 1 massless ’rods’ of length a. Each bead is
subject to Stokes drag and Brownian motion, thus the single polymer is given by the following system of constrained
SDEs:
∂xi
∂t
= vi, (6a)
∂vi
∂t
= γ(u(xi, t) − vi) + σξi, (6b)
‖xi − xi+1‖ = a, (6c)
where xi and vi are coordinate and velocity of the i-th bead respectively, ξi is a white noise representing stochastic
thermal bombardment by the solvent, γ is the friction coeﬃcient. The constant σ is given by
√
2γkBT/mi.
The high-order numerical methods for the system (6) have been developed in [4]. Numerical predictor-corrector
schemes for coupling individual polymers with microﬂuidic ﬂow were developed in [5], [3] and [6].
In our work we use the stochastic approach applied to Kramer’s bead-rod polymeric ﬂuid to simulate the ap-
proach developed in [7]. Speciﬁcally, we use Lagrangian markers in the ﬂow, that are advected using a continuum
macroscopic model. Each marker represents not a single polymer molecule, but a collection of random polymer con-
formations, drawn from the corresponding probability density function ψ at that point. We can generate an ensemble
of polymers at time t and march these forward in time to t + h with second-order algorithm, where h is a macro
scale time step. The divergence ﬁeld of τ and new distribution ψ is then derived based on the ensemble of advected
polymers.
ψ(t, x,Q)
sample−−−−→ {x ji (t), v ji (t)}
advect−−−−→ {x ji (t + Δt), v ji (t + Δt)}
ﬁt−→ ψ(t + Δt, x + uΔt,Q), (7)
where i ∈ [1, n] and j ∈ [1,Number of Samples]. To approximate the probability density function the original work
used a Gaussian mixture model
ψ(Q) =
nc∑
c
wcKc(|Q − Q¯c|), (8)
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where Gaussian kernel Kc is expressed in internal cylindrical coordinates Q, qc is coordinate of centre of mass, wc
is a weight coeﬃcient and nc is dimension of conformation space. These parameters were deﬁned by the method of
moments. However, the Gaussian distribution, being unbounded, does not take into account periodicity of the system.
Therefore, the deﬁciency of this model limits an ability to propery implement a clusterization algorithm of polymer
conformation.
Taking into account the above mentioned problems of Gaussian mixture model, we propose mixture of von Mises-
Fisher model as more appropriate representation of the bead-rod polymer conformation. von Mises-Fisher (vMF) is
one of the distributions of directional statistics, thus it is more suitable to catch the directional nature of the chain
conformations. Therefor, for each Lagangian marker we can put into correspondence a set of statistical parameters
obtained from the vMF model, which is used then in our multiscale approach.
The rest of the paper is organized as follows. Section 2 introduces vMF distribution and its mixture model, along
with the sampling and the model ﬁtting procedures. Section 3 describes how to represent the state in the polymer
conﬁguration space using mixture of vMF distribution, and inverse, to instantiate the conformation given the statistical
model. Finally, section 4 provides details on parallelisation of the sampling and parameter estimation procedures using
GPUs along with computational results that verify the proposed method.
2. von Mises-Fisher distribution
In directional statistics, analog of the Gaussian distribution on a (d−1)-dimensional sphere in Rd is the von Mises-
Fisher (vMF) distribution. The distribution is parameterised by two variables μ and κ, which have similar meaning to
the mean and the variance of Gaussian distribution. The parameter μ is called mean direction, and κ is a concentration
parameter. The grater values of κ indicate how strong the vectors drawn from the distribution are concentrated around
the mean direction μ (see pic.). The von Mises-Fisher distribution is described by the probability density function
(PDF)
f (x; μ, κ) = cd(κ) expκμ
T x, (9)
where x ∈ Sd−1, κ ≥ 0, ‖μ‖ = 1, and the normalising constant cd(κ) is given by
cd(κ) =
κd/2−1
(2π)d/2Id/2−1(κ)
. (10)
Here Iν denotes the modiﬁed Bessemerel function of the ﬁrst kind and order ν. In the case of d = 2, the distribution is
known as von Mises distribution, and for d = 3 as Fisher distribution. In this work we assume the d = 2 or 3.
There are straightforward algorithms for drawing independent samples from the von Mises and Fisher distributions
(e.g., [8]). To ﬁt the data to the vMF model, i.e. ﬁnd parameters of the underlying distribution, one needs to obtain the
maximum likelihood estimates of the μ and κ. According to [9], the parameter estimates must satisfy the following
conditions
μˆ =
∑n
i=1 xi
‖∑ni=1 xi‖ , (11)
Id/2(κˆ)
Id/2−1(κˆ)
=
‖∑ni=1 xi‖
n
= R (12)
The challenge here is to ﬁnd κˆ from the implicit equation (12) as it require to inverse the ratio of Bessel functions.
Thus the number of estimates of κˆ were provided, including heuristic approximation by [10]
κˆ =
R(d − R2)
1 − R2 (13)
and more advanced iterative approximation by [11, 12, 13]
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In case of multiple distinct directions μi the mixture of vMF distributions is used. The distribution of a mixture of
k von Mises-Fisher distributions (Fig 1 ) is given by PDF
f (x; A,M,K) =
k∑
i=1
αi f (x; μi, κi) (14)
where, A = {αi}, M = {μi}, K = {κi}, αi ≥ 0, ∑ki=1 αi = 1, and αi is the weight of ith direction μi.
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Fig. 1. Data sampled from mixture of vMF distribution with k=3. Blue cluster: α1 = 0.5, κ1 = 20, μ1 = (0, 1, 0). Orange cluster: α2 = 0.25, κ2 =
20, μ2 = (−0.66,−0.66, 0.33). Red cluster: α3 = 0.25, κ3 = 30, μ3 = (0.707, 0,−0.707)
To sample a vector from the mixture one chooses the ith direction randomly with probability αi, and then draws
the data point from f (x; μi, κi). To ﬁt the data to the mixture model one can use the expectation maximization (EM)
algorithm proposed in [10]. The algorithm requires the number of mixture components as an input, and outputs the
set of α, μ and κ for each component. The input data points are then separated into diﬀerent components using hard or
soft rule. The hard rule assigns each data point to single component, while the soft rule provides the data point with
probability of being drawn from every cluster.
In the next section we show how to use this distribution to model a polymer in the conﬁguration space.
3. Polymer conformation model
Within the framework described above a polymer is a set of n beads connected by n − 1 rods. Freely-jointed rods
can interpenetrate. Natural order on the set of polymer’s beads is produced by consequently numbering beads starting
from one of the two end beads. Such ordering induces naive orientation of the rods: xi+1 − xi. Thus the rods of a
polymer form a set of directions in a Rd, (d = 2, 3) which can be modelled using vMF distribution. We will say that
polymer follow (a mixture of) vMF distribution, if the set of its bead direction are drawn from that distribution.
We consider two general cases: a polymer that has the stretched shape, and a polymer that has the zigzag shape
(diﬀerent parts of a polymer are aligned along diﬀerent directions). The ﬁrst case is simply modelled by a single vMF
distribution, while the mixture of vMF is used to model the second one.
Polymers modelled by single vMF distribution are parameterised by mean direction μ and concentration parameter
κ. Both the sampling polymers from the distribution and the estimation of the distribution’s parameters are reduced
to sampling and estimating the corresponding distribution which are straightforward procedures. To sample a single
polymer from the vMF distribution one ﬁrst draws n − 1 unit vectors ri independently following f (x; μ, κ), and then
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builds a polymer by setting x1 = 0 and xi+1 = xi + ri. The polymer is then repositioned so, that its center of mass
located in the position of corresponding Lagrangian marker. The inverse problem, ﬁnding estimates for μ and κ of
the generating distribution given a polymer realization, is solved using maximum likelihood estimates method as
described in the previous section.
Representation of more complex conﬁguration of the polymer chain is a more complicated procedure. We consider
the case when the conﬁguration can be described by mixture model with up to 4 diﬀerent clusters. Such conformations
are produced in time from the random coil conﬁguration in the presence of velocity gradient generated by continuum
ﬂow. The process of the ﬁtting for such model is similar to the case of univariate vMF, diﬀering in EM procedure (see
section 2) instead of the simple parameter approximation. On the other hand, obtaining a polymer representation from
the mixture distribution is not as trivial as it is in the single direction case. The diﬃculty arises from the ambiguity of
polymer instantiation.
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Fig. 2. The data points (a) drawn from mixture of vMF distribution and corresponding realization of a polymer (b)
For example, two polymers one having ”V” shape, and another having ”W” shape have the same mixture of 2 vMF
distributions, but have diﬀerent conformations. In our work we reduce the problem to the case when the cluster from
which next rod will be drawn is chosen randomly with probability equal to the weight of that cluster in the mixture
model (Fig 2). The procedure of mixing diﬀerent clusters can be more robust, e.g. we can statistically determine an
average number of consecutive rods sampled from the same distribution. However, that case increase the complexity
of the system introducing additional random variables following Poisson distribution that control the length of the rod
sequence from each cluster and is not presented in the scope of this work.
In order to use stochastic method to estimation τ, we need sample and ﬁt distribution ψ(t, x,Q) of polymer conﬁg-
uration. This requires sampling and ﬁtting of ensemble of polymers. An estimation of parameters for the ensemble
consist of additional operations over computed parameters of every polymer. After the sets of α, μ and κ are found
for each polymer, we ﬁnd the average values by running the vMF ﬁtting procedure over the set of all μ. This gives us
means for αs and μ. The average for κ is found as arithmetic mean.
4. Experiments and Results
To increase eﬃciency of our numerical approach and reduce a computational burden, we take advantage of using
GPU units (NVIDIA Tesla) in our work. Thus, we implemented part of our code using CUDA. The GPU works
entirely on computation of the mixture model parameters for the given ensemble of polymer realizations. As it was
mentioned in the previous section, ﬁtting the ensemble to the mixture model requires ﬁnding the model parameters of
each polymer and then averaging them over the ensemble. Each polymer of the ensemble is computed on a separate
CUDA block. The blocks are arranged in a grid, which has a linear structure with size equal to the size of ensemble.
Thus, the signature of the kernel is following
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kernel<<<ensemble size, polymer size>>>(data, mu, kappa, alpha)
We use the EM algorithm for maximum likelihood estimation of the parameters of the model given in [10] to ﬁt the polymer
model. This algorithm runs as a CUDA kernel on each active block. The global memory is accessed by the kernel ﬁrst to read
the polymer rod directions and then to write the parameter estimates. The size of the threads in a block is equal to the size of
a polymer, i.e. number of its beads. The kernel iteratively executes expectation and maximization steps of the algorithm until
the relative absolute change in estimates is smaller than a tolerance value. In the E-step the kernel computes for each data point
a-posteriori probabilities of belonging to the clusters. The M-step is then maximizes the expected likelihood. We allocate space
for data, parameters and probability variables in the shared memory of the block, because they are extensively used in both steps
of the kernel. The reduction method is used in the M-step to ﬁnd the sum of the probabilities.
Initial experiments on mixture of vMF parameters estimation parallelization were performed on a workstation with two 3.33GHz
Intel Xeon 6-core with 6GB memory and NVIDIA Tesla C2075 with 6GB memory and 448 CUDA cores. The comparison of
execution time of vMF model parameter estimation algorithm for CPU and GPU is presented in Table 1. The number of beads
for polymer is 130, the convergence threshold is 1e-4, the ﬂoating point precision is double. The main bottleneck of the GPU
computation is a calculation of modiﬁed Bessel function containing a conditional loop.
Table 1. Execution time on CPU, GPU and speedup of the mixture of vMF parameters estimation algorithm for diﬀerent ensembles.
Size of ensemble, (d = 3, k = 2) CPU (sec) GPU (sec) Acceleration
10 0.06 0.06 1
20 0.13 0.08 1.6
30 0.24 0.08 3
40 0.30 0.08 3.7
50 0.36 0.08 4.5
60 0.42 0.09 4.6
70 0.50 0.12 4.1
To verify a legitimacy of the statistical representation method described by vMF distribution we performed a series of numerical
experiments based on stochastic dynamics of ﬁctitious polymer chains under diﬀerent ﬂow regimes.
In the ﬁrst set of numerical simulations we relaxed a polymer in diﬀerent prescribed velocity ﬁelds. The polymers with a same
initial conﬁgurations were ﬁxed at same point by applying a reposition for each time iteration over a large set of independent
stochastic paths. The ﬁnal parameters of vMF distribution for the relaxed polymer for each path, are obtained based on regular
data, which we compute from continuous evaluation of polymer each time step storing coordinate and velocity values for the each
polymer node. For statistical approach for each time step we are reproducing a polymer from statistical data of vMF distribution
that have been approximated from previous time step. All ﬁnal vMF parameter are averaged over all paths. The experiments were
carried out for Poiseuille Flow, Couette Flow and divergence-free smooth ﬂow by LeVeque [14].
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