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学 位 論 文 内 容 の 要 旨 
 本研究は、論理表現系における無限自由度から NP困難の一つと考えられるボンガー
ド問題に対し、集合論を基盤とする述語論理を活用し、独立属性群と従属特性群を分け
てオントロジー集合を設計することで解法を得る新たな理論基盤を示したものである。
同問題は、従来、確率モデルによる限定的な解法や、問題固有の論理解法が提案されて
いたが、いずれも限定的な解法で、一般性の高い論理解法やシステム的手法がなかった。
提案された独立属性群と従属特性群を分けてオントロジー集合を設計する方法では、
個々の要素属性そのものを指定して検索するのではなく、データ構造を指定し検索でき
る SPARQL文を組み合わせることで、論理表現の粒度を変化しながら当該問題の解と
等価となる空でない最小論理集合を抽出できる繰り返し探索を行うことができる。当該
提案アーキテクチャの設計および計算機実験の分析結果は、従来法に対して広範な対象
問題を扱える拡張性を得ただけでなく、脳内の論理表現を人工的に再現する理論基盤を
示したものである。 
 学位論文は、第１章では、研究背景として不良設定問題についての定義を述べ、ボン
ガード問題がその一つであり、集合論によって分析可能である視点が与えられるとして、
当該問題の数学的定義を述べている。そこでは、当該問題について議論し、解法を得る
計算機科学でどのような条件が必要かを示唆した認知科学者 Douglas R. Hofstadterの
未解決提案の骨子を整理し、論文構成が示されている。第 2章には、提案アーキテクチ
ャの実証のための計算機実験に必要な技術基盤であるセマンティックウェブ技術につ
いて述べられ、第３章には、同技術の共通データ形式 RDF表現を用いて、典型的なボ
ンガード問題を解くための論理計算手順が示されている。ここでは、ボンガード問題 39
番を扱い、左右に配置された各６枚のグループにおいて、各グループ内では共通で、グ
ループ間では排他的な述語論理式を得る解法が示されている。その場合、様々な線の集
合体に対し、左グループは平行な線の集合、右グループは非平行な線の集合という解が
導出される。第４章では、提案システムを一般化して構築し、100種存在するボンガー
ド問題に対して適用した結果、計算機実験において 65種の論理解を得ることができた
ことが示されている。加えて、従来法との比較、人が解いた場合の解法を得る速度との
比較分析が示されている。Hofstadterの提案に対し、セマンティックウェブ技術を基盤
とした場合に、概念ネットワークは知識ベース情報表現、フレームは ABoxならびに T-
Box表現、メタデータはテンプレート表現、フィルタは SPARQL文形式、等価論理検
知器は SWRL 則に置き換えて実装技術を完成させることで、当該問題の 65 種の論理
解を得るアーキテクチャが完成し、データ構造を指定し検索できる SPARQL文を組み
合わせ、論理表現の粒度を変化しながら当該問題の解と等価となる空でない最小論理集
合を抽出できる繰り返し探索を行うことができることが示されている。第５章では、提
案アーキテクチャで論理解が得られなかった残り 35種の問題を考察し、属性間の関係
性を扱う形に拡張することで、解法が得られることを分析した。その場合、クラス集合
表現を固定でなく、動的に変化させることが重要であることを議論している。第６章は、
結論と議論が示されている。 
 
学 位 論 文 審 査 の 結 果 の 要 旨 
 また、公聴会においても、多数の出席者があり、画像認識を主とする機械学習等デー
タ分析方法との差異、本提案手法の優位性および限界、知識情報をどの程度の精度で言
語化するのが妥当か、真偽の二値論理に対して不確実性をどのように取り扱うことがで
きるかなど、種々の質問がなされたが、いずれも著者の説明によって質問者の理解が得
られた。 
 以上により、論文調査及び最終試験の結果に基づき、審査委員会において慎重に審査
した結果、本論文が博士（ 工学  ）の学位に十分値するものであると判断した。 
