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Abstract
We give central limit theorems for generalized set-valued random variables whose level sets are
compact both in Rd or in a Banach space under milder conditions than those obtained recently by
the latter two authors.
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1. Introduction
After the pioneering works of Cressie [5] and Lyashenko [22], Weil [30] obtained a
satisfactory central limit theorem (CLT) for compact set-valued random variables in Rd .
For its proof he used the beautiful CLT for C(S)-valued random variables of Jain and
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bounded continuous functions on S, endowed with the uniform convergence norm. Soon
after, the CLT was generalized to that for compact set-valued random variables in a sepa-
rable Banach space by Giné et al. [8] and Puri and Ralescu [26].
In spite of the first impression, the extension of the CLT to generalized set (or function,
fuzzy set) valued random variables is not easy. This comes from the lack of separabil-
ity of the space of functions with respect to the extended Hausdorff metric. Klement et
al. [17] were the first who studied the CLT for generalized set-valued random variables,
whose values are Lipschitz continuous with respect to the extended Hausdorff metric. Since
their restriction is rather strong, people had tried to remove this, and recently Proske and
Puri [25] succeeded in proving the CLT without the Lipschitz condition by using the CLT
for empirical processes due to van der Vaart and Wellner [29].
In this paper, we shall simplify the proof and improve the results in [25]. Our new view
point is the monotone property of the level sets of generalized sets, which enables us to
prove the CLT without the finite entropy condition on the minimum covering number of
the ruling compact set in the underlying Banach space. To apply the theory of empirical
processes, we embed the space of generalized sets into the space of bounded measurable
functionsX on the product space S∗ × I0+ endowed with an appropriate metric, where S∗
is the unit ball in Rd or in the dual space X∗ of a Banach space X and I0+ = (0,1]. We
then regard the Cesàro sum of the centered generalized set-valued random variables as a
random measure on X , which is also interpreted as a functional on the space of measur-
able functions B(X ). By estimating the entropy of the minimum covering number of an
appropriate subset F of B(X ), we finally prove the convergence of the normalized sum
with respect to the uniform topology on F to a Gaussian element in 	∞(F), the space of
all bounded functions with the supremum norm.
The organization of this paper is as follows. In Section 2, we shall briefly introduce
some definitions, basic results on generalized set-valued random variables, and necessary
notations and results on empirical processes. In Section 3, we shall mainly prove the CLT
for generalized set-valued random variables with respect to the extended Hausdorff metric
d∞H when the basic space is Rd and then we shall extend it to the case when the basic space
is a separable Banach space X.
Let us mention that there are many important contributions to convergence theory
of set-valued random variables based on different types of convergences such as the
Kuratowski–Mosco convergence (cf. [9,11,19,20,23]), slice convergence (cf. [10]), the Wi-
jisman convergence (cf. [3,31,32]), and the cosmic metric convergence [28]. Thus we shall
stress the usefulness of the other convergences in applications. However, the convergence
in the Hausdorff metric is the strongest topology among them and most fundamental.
On the other hand, the Hausdorff metric also has its ‘weakness.’ For example, since the
Hausdorff metric of two unbounded sets may be infinite, the Hausdorff metric does not
give a good measure of ‘closeness’ for unbounded sets. In this case, it may be suitable
to use other convergences such as the Kuratowski–Mosco convergence, or the Wijsman
metric. An extension of the results in the present paper to unbounded sets would be inter-
esting.
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Throughout this paper, we assume that (Ω,A,µ) is a complete probability space, N is
the set of all natural numbers, and K(Rd) is the family of all nonempty, closed subsets of
d-dimensional Euclidean space Rd with the usual norm ‖ · ‖ and the induced metric d1.
The family of all nonempty compact (respectively, convex, compact convex) subsets of Rd
is denoted by Kk(Rd) (respectively,Kc(Rd),Kkc(Rd)).
The Hausdorff metric dH on K(Rd) is defined by
dH(A,B)= max
{
sup
a∈A
inf
b∈B ‖a − b‖, supb∈B infa∈A‖a − b‖
}
(2.1)
for A,B ∈ K(Rd). It is well known that the family of all bounded elements in K(Rd )
is a complete metric space with respect to the Hausdorff metric dH, and Kkc(Rd ) is its
separable closed subspace (cf. [21, Theorem 1.1.2]). For each B ∈K(Rd ), we let ‖B‖K =
dH({0},B)= supa∈B ‖a‖.
A set-valued random variable F :Ω → K(X) is a measurable mapping, that is, for every
B ∈K(X), the set F (−1)(B)= {ω ∈Ω; F(ω)∩B = ∅} ∈A. A set-valued random variable
F :Ω →K(X) is called integrably bounded if the real-valued random variable ‖F(ω)‖K
is integrable (cf. [12] or [21]). Those set-valued random variables are also called random
sets and measurable correspondences in literature (cf. [5,7,8,15,16]).
Let L1[Ω;Rd] be the set of allRd -valued integrable random variables and L1[Ω,A,µ;
K(Rd )] (respectively, L1[Ω,A,µ;Kc(Rd)], L1[Ω,A,µ;Kkc(Rd )]) be the family of
K(Rd )-valued (respectively, Kc(Rd),Kkc(Rd)-valued) integrably bounded random vari-
ables.
Denote I = [0,1] and I0+ = (0,1]. Let F (Rd) be the family of all functions ν :Rd → I
which satisfy the following two conditions:
(1) The level set ν1 = {x ∈Rd : ν(x)= 1} = ∅;
(2) ν is an upper semicontinuous function, i.e., for each α ∈ I0+, its α-level set να = {x ∈
Rd : ν(x) α}, is a closed subset of Rd .
Each element of F (Rd) is considered as a generalized set (called a fuzzy set in literature
such as [17,21,27]). It is an extension of the concept of ordinary set whose characteristic
function is a mapping from Rd to {0,1} (cf. [33]).
Let F k(Rd) denote the family of all functions in F (Rd ) which satisfy
(3) The support set ν0+ = cl{x ∈Rd : ν(x) > 0} of ν is compact.
A function ν in F (Rd) is called convex if
ν
(
λx + (1− λ)y)min{ν(x), ν(y)} for any x, y ∈Rd, λ ∈ I.
This definition was first introduced in [33]. It is known that ν is convex in the above sense
if and only if, for any α ∈ I0+, the level set να is a convex subset of Rd (cf. Theorem 3.2.1
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definition is different from that of concave (or convex) function in the usual sense, i.e.,
ν
(
λx + (1− λ)y) (or) λν(x)+ (1− λ)ν(y)
for any x, y ∈Rd , λ ∈ I .
Let F c(Rd) denote the family of all convex functions in F (Rd ), and F kc(Rd ) the subset
of all convex functions in F k(Rd ). Replacing Rd by X in the above, we have the corre-
sponding symbols such as F (X),F c(X),F kc(X), which will be used after the proof of
Theorem 1.
We now introduce a metric d∞H in F k(Rd), which is a natural extension of the Hausdorff
metric dH (cf. [17,24,27]). For ν1, ν2 ∈ F k(Rd ), let
d∞H (ν1, ν2)= sup
α∈I0+
dH
(
ν1α, ν
2
α
)
. (2.2)
The space (F k(Rd), d∞H ) is a complete metric space (cf. [27]) but not separable (cf. [17]).
An F (Rd)-valued random variable (or a generalized (fuzzy) set-valued random vari-
able) is a function X :Ω → F (Rd ) such that Xα(ω) = {x ∈ Rd :X(ω)(x)  α} is a
set-valued random variable for every α ∈ I0+. An F (Rd)-valued random variable X is
called integrably bounded if the real-valued random variable ‖X0+(ω)‖K is integrable. Let
L1[Ω,A,µ;F (Rd )] be the set of all integrably bounded F (Rd )-valued random variables,
and L1[Ω,A,µ;F kc(Rd )] be the set of all integrably bounded F (Rd)-valued random
variables whose support sets are nonempty compact convex valued random variables. Two
F (Rd)-valued random variables X,Y ∈ L1[Ω,A,µ;F (Rd)] are considered to be identi-
cal if for any α ∈ I , Xα(ω)= Yα(ω) a.e. (µ).
The expectation of a generalized set-valued random variable X, denoted by E[X], is an
element in F (Rd) such that, for every α ∈ I0+,(
E[X])
α
=E[Xα] = cl
{
E(f ): f ∈ SXα
}
, (2.3)
where the closure is taken in Rd and SXα = {f ∈L1[Ω;Rd]: f (ω) ∈Xα(ω) a.e. (µ)}. It is
an extension of the Aumann integral (cf. [2,12]). If X ∈ L1[Ω,A,µ;F (Rd)], we have an
equivalent definition in virtue of the existence theorem (cf. [18,21]), which is as follows:
E(X)(x)= sup{α ∈ I : x ∈E[Xα]} for any x ∈X.
We now review some notions and results on empirical processes in van der Vaart and
Wellner [29].
Let (X ,B) a measurable space and B(X ) be the space of all measurable functions onX .
For a subset F of B(X ) with a semi-norm ‖ · ‖, we define the bracketing number.
Given two functions l and u, the bracket [l, u] is the set of all functions f with
l  f  u. An ε-bracket is a bracket [l, u] with ‖l − u‖ < ε. The bracketing number
N[·](F ,‖ · ‖, ε) is the minimum number of ε-brackets which cover F .
Let N(F ,‖ · ‖, ε) denote the minimum number of balls of radius < ε which cover F .
Note that
N
(F ,‖ · ‖, ε)N[·](F ,‖ · ‖,2ε),
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define the evaluation operator πFx by πFx (f )= f (x) for every f ∈ F . An envelope F of
the class F is a measurable function on X which satisfies |πFx (f )| F(x) for all f in F .
Let M(X ) be the space of all signed measures on (X ,B) with finite total variations.
The integral of f ∈ B(X ) with respect to v ∈M(X ) is denoted by 〈v,f 〉. We then define
MF (X ) as the set of all v in M(X ) such that 〈|v|,F 〉 <∞, where |v| is the variation of
the signed measure v. Denote by 	∞(F) the set of all bounded functions ϕ on F with the
supremum norm
‖ϕ‖	∞(F) = sup
f∈F
∣∣ϕ(f )∣∣.
Then each element v in MF (X ) is regarded as an element in 	∞(F) via the mapping
f → 〈v,f 〉.
For elements x1, . . . , xn in X and real numbers λ1, . . . , λn, we denote the weighted
counting measure by
∑
i λ
iδxi , that is〈∑
i
λiδxi , f
〉
=
∑
i
λif (xi), f ∈B(X ).
Let X be an X -valued random variable on the probability space (Ω,A, µ). Then δX is
viewed as anM(X )-valued random element. If E[F(X)]<∞, then it is further regarded
as an 	∞(F)-valued random element, because |〈δX,f 〉|  〈δX,F 〉 for all f in F and
E[〈δX,F 〉] = E[F(X)]<∞. For such X, the expectation E[δX] of δX is defined by the
element inMF (X ) (or in 	∞(F)) such that〈
E[δX], f
〉=E[δX](f )=E[f (X)]
for f in B(X ) (or in F ). Note that the last formula coincides with ∫X f (x)µX (dx),
where µX is the distribution on X induced by X. Further, for X -valued random variables
X1, . . . ,Xn and real λ1, . . . , λn, the random weighted counting measure
∑
i λ
iδXi is an
	∞(F)-valued random element provided E[F(Xi)]<∞ for all i .
A sequence of 	∞(F)-valued random elements Xn is said to converge weakly to an
	∞(F)-valued Borel measurable random element X if
lim
n→∞E
∗[φ(Xn)]=E[φ(X)]
for all bounded continuous function φ on 	∞(F), where E∗ stands for the outer integral
with respect to µ (see [29]). More precisely, the outer integral E∗[T ] of a real valued
random element T on the probability space (Ω,A,µ) is defined by
E∗[T ] = inf{E[U ]: U  T , U :Ω → R¯ measurable and E[U ] exists},
where R¯ is the space of extended real numbers. An 	∞(F)-valued Borel measurable
random element G is called Gaussian if, for each f 1, . . . , f n in F , the joint distribu-
tion of G(f 1), . . . ,G(f n) is an n-dimensional Gaussian measure. The law of Gaussian
G is uniquely determined by its means E[G(f )], f ∈ F , and covariances E[(G(f 1) −
E[G(f 1)])(G(f 2)−E[G(f 2)])], f 1, f 2 ∈F .
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Proposition. Let Y,Y 1, Y 2, . . . be X -valued independent and identically distributed ran-
dom variables with E[(F (Y ))2]<∞. Assume further that∫
0+
(
lnN[·]
(F ,‖ · ‖L2(µY ), ε))1/2 dε <∞. (2.4)
Then the sequence of 	∞(F)-valued random elements
√
n
(
1
n
n∑
i=1
δY i −E[δY ]
)
converges weakly to the Borel measurable tight Gaussian random element G with mean
zero and covariance E[(f 1(Y )−E[f 1(Y )])(f 2(Y )−E[f 2(Y )])], f 1, f 2 ∈F .
Now we proceed to prove central limit theorems for generalized set-valued random
variables.
3. Central limit theorems for generalized set-valued random variables
Let Bb(S × I0+) be the space of all bounded measurable functions on S × I0+ with the
supremum norm, where S = {x ∈Rd : ‖x‖ 1}. For each ν ∈ F kc(Rd), define the support
function sν of ν by
sν(x,α)= s(x, να), (x,α) ∈ S × I0+,
where s(x,B) = supy∈B〈x, y〉 for B ∈ K(Rd). We define an injection j :F kc(Rd) →
Bb(S × I0+) by j (ν) = sν , or j (ν)(x,α) = sν(x,α) for every (x,α) ∈ S × I0+. Note
that j is an isometric injection from (F kc(Rd), d∞H ) into Bb(S × I0+). Let now X =
j (F kc(R
d )), and denote the space of all measurable functions on X by B(X ). For each t
in S × I0+, we define the evaluation operator πt by πt(s) = s(t) for all s ∈ X . We then
let F = {πt : t ∈ S × I0+}, which is included in B(X ). The envelope F of the class F is
given by F(s) = supt∈S×I0+ |s(t)|. Note that, for s ∈ Bb(S × I0+) and f = πt ∈ F , one
has πFs (f )= f (s)= πt(s)= s(t). Thus, for s = j (ν) ∈ X and f = πt ∈F ,∣∣πFs (f )∣∣= ∣∣sν(t)∣∣ F(sν)= ‖ν0+‖K .
Given now an F kc(Rd)-valued random variable X with E[‖X0+‖2K ]<∞, we let Y =
j (X). Then E[F(Y )2] = E[‖X0+‖2K ] <∞ and the semi-norm ‖f ‖L2(µY ) for each f =
πt ∈F turns out to be
‖f ‖L2(µY ) =
(
E
[∣∣f (Y )∣∣2])1/2 = (E[∣∣sX(t)∣∣2])1/2.
Note that, for each t = (x,α) in S × I0+, the random variable πt (Y )= sX(t) = s(x,Xα)
belongs to L2[Ω,A,µ;R] or πt belongs to L2[X ,B,µY ;R].
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Theorem 1. Let X,X1,X2, . . . be F k(Rd)-valued independent and identically distributed
random variables with σ 2 =E[‖X0+‖2K]<∞. Then
√
nd∞H
(
1
n
n∑
i=1
Xi, coE[X]
)
→‖G‖	∞(F) weakly,
where G is a Borel measurable tight Gaussian random element G on 	∞(F), such that
(a) E
[
G(πt)
]= 0, t ∈ S × I0+,
(b) E
[
G(πt1)G(πt2)
]=E[(πt1 ◦ j (coX)−E[πt1 ◦ j (coX)])
× (πt2 ◦ j (coX)−E[πt2 ◦ j (coX)])],
t1, t2 ∈ S × I0+.
To prove this theorem, we shall first prepare two lemmas.
Let X be as in the theorem and define the pseudo-metric dX2 on I0+ by
dX2 (α,β)= dH
(
E
[‖X0+‖KXα],E[‖X0+‖KXβ])1/2, α,β ∈ I0+.
We note that E[‖X0+‖KXα] is also compact.
Lemma 1. The pseudo-metric space (I0+, dX2 ) is totally bounded. Moreover, for each
ε > 0, it holds that
N
(
I0+, dX2 , ε
)
 1+ 2σ
2
ε2
N(S, d1, ε
2/4σ 2). (3.1)
Proof. Step 1. We first prove that (I0+, dX2 ) is totally bounded. For an arbitrary ε > 0,
there is a finite ε-net of (I0+, dX2 ). Indeed, let α0 = 1 and, for k ∈N,
αk := inf
{
α ∈ [0, αk−1]: dX2 (α,αk−1) < ε
}
.
We claim that
α0 > α1 > · · ·> αm−1 > 0= αm = αm+1 = · · · (3.2)
for some m ∈ N. Suppose that αk−1 > 0. In view of the fact that Xα is left continuous
and E[‖X0+‖KXα] = ‖X0+‖KE[Xα] is compact, we have limα↑αk−1 dX2 (α,αk−1)= 0.
This implies αk−1 > αk . Suppose next that αk > 0 for all k ∈ N. We then have
dX2 (αk,αk−1)  ε for all k ∈ N. Noting that E[‖X0+‖KXα] is compact again, we can
find xk ∈E[‖X0+‖KXαk ] inductively such that d1(xk, xl) ε for all 0 l  k − 1. Since
all xk must be included in the compact set E[‖X0+‖KX0+], this leads to contradiction. We
thus obtain (3.2).
Since the intervals (αk,αk−1], k = 1, . . . ,m, have dX2 -diameter not greater than ε by the
definition of {αk} and cover I0+, the finite set {α0, α1, . . . , αm−1} is an ε-net of (I0+, dX).2
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m− 1. Hence
sup
x∈S
∣∣s(x,Fk)− s(x,Fk−1)∣∣= dH(Fk,Fk−1) ε2,
where we denote Fk = E[‖X0+‖KXαk ] (cf. Corollary 1.1.10 in [21]). Now let N =
N(S, d1, ε
2/4σ 2) and xl , l = 1,2, . . . ,N , be the centers of the open balls with d1-radius
not greater than ε2/4σ 2 which cover S. Then, for each x ∈ S, there exists xl such that
d1(x, xl) ε2/4σ 2. Hence, due to the inequality∣∣s(x,Fk)− s(xl,Fk)∣∣ d1(x, xl)‖Fk‖K  ε2/4,
we see that
s(x,Fk)− s(x,Fk−1) s(xl,Fk)− s(xl,Fk−1)+ ε2/2.
Taking the supremum over x ∈ S, we have
ε2/2 max
1lN
(
s(xl,Fk)− s(xl,Fk−1)
)

N∑
l=1
(
s(xl,Fk)− s(xl,Fk−1)
)
for each k = 1,2, . . . ,m− 1. This implies
ε2(m− 1)/2
m−1∑
k=1
N∑
l=1
(
s(xl,Fk)− s(xl,Fk−1)
)
=
N∑
l=1
(
s(xl,Fm−1)− s(xl,F0)
)
N max
1lN
s(xl,Fm−1)Nσ 2,
and (3.1) follows. ✷
Let ρX2 be the product pseudo-metric d1 ⊗ dX2 on S × I0+. Clearly,
N
(
S × I0+, ρX2 ,
√
2ε
)
N(S, d1, ε)N
(
I0+, dX2 , ε
)
. (3.3)
Lemma 2. It holds that
N[·]
(F ,‖ · ‖L2(µY ), ε)N(S × I0+, ρX2 , ε/2(2σ 2 + 4)1/2). (3.4)
Proof. Let N = N(S × I0+, ρX2 , ε/2(2σ 2 + 4)1/2) and ti , i = 1,2, . . . ,N , be the centers
of open balls U(ti), i = 1,2, . . . ,N , of radius not greater than ε/2(σ 2 + 2)1/2 which cover
S × I0+. For each i = 1,2, . . . ,N , define f ui and f li in B(X ) by
f ui (s)= sup
t∈U(ti)
πt (s), f
l
i (s)= inf
t∈U(ti)
πt (s), s ∈ X .
Note that these functions are measurable and
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=E
[
sup
a,b∈U(ti)
∣∣πa ◦ j (X)− πb ◦ j (X)∣∣2]
 2E
[
sup
a∈U(ti)
∣∣πa ◦ j (X)− πti ◦ j (X)∣∣2].
Now let t0 = (x0, α0) ∈ S × I0+ and Uδ(t0) be the open ball at center t0 with ρX2 -radius
δ > 0. It then follows that
sup
a∈Uδ(t0)
∣∣πa ◦ j (X)− πt0 ◦ j (X)∣∣2 max{S1, S2} + S3,
where
S1 = 2 sup
α∈U2δ (α0), α>α0
∣∣s(x0,Xα)− s(x0,Xα0)∣∣2,
S2 = 2 sup
α∈U2δ (α0), α<α0
∣∣s(x0,Xα)− s(x0,Xα0)∣∣2,
S3 = 2 sup
x∈U1δ (x0)
sup
α∈U2δ (α0)
∣∣s(x,Xα)− s(x0,Xα)∣∣2.
In the above, U1δ (x0) (respectively, U2δ (α0)) is the open ball in S (respectively, in I0+) at
center x0 (respectively, α0) with d1-radius (respectively, dX2 -radius) δ > 0.
In view of the inequality∣∣s(x,Xα)− s(x0,Xα)∣∣ d1(x, x0)‖X0+‖K ,
we have E[S3] 2δ2σ 2. On the other hand, due to the monotone property of Xα , we can
find an increasing sequence in U2δ (α0) such that
2
(
s(x0,Xα0)− s(x0,Xαn)
)2 ↑ S1 as n ↑∞.
This with Fatou’s lemma implies
E[S1] = 2 lim
n→∞E
[∣∣s(x0,Xα0)− s(x0,Xαn)∣∣2].
But, with the help of Theorem 2.1.12 of [21],
E
[∣∣s(x0,Xα0)− s(x0,Xαn)∣∣2]
 2E
[
s
(
x0,‖X0+‖KXα0
)− s(x0,‖X0+‖KXαn)]
= 2(s(x0,E[‖X0+‖KXα0])− s(x0,E[‖X0+‖KXαn])) 2δ2,
and so E[S1]  4δ2. In the same way, we have E[S2]  4δ2. Summing up the above in-
equalities, we arrive at
E
[
sup
a∈Uδ(t0)
∣∣πa ◦ j (X)− πt0 ◦ j (X)∣∣2] 2(σ 2 + 2)δ2,
and so ‖f ui − f li ‖2L2(µY )  ε
2
. Now [f li , f ui ], i = 1,2, . . . ,N , are ε-brackets which cover
F and the proof is complete. ✷
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F kc(R
d ).
Let Y = j (X), Y 1 = j (X1), Y 2 = j (X2), . . . , X = j (F kc(Rd)), F = {πt : t ∈ S ×
I0+} ⊂ B(X ), and F(f )= sup(x,α)∈S×I0+ f (x,α) for any f ∈ X . We then have
E
[(
F(Y )
)2]=E[(F ◦ j (X))2]=E[‖X0+‖2]<∞.
Further, formulas (3.1), (3.3), and (3.4) imply
N[·]
(F ,‖ · ‖L2(µY ), ε)
N
(
S, d1, ε/4(σ 2 + 2)1/2
)(
1+ 16σ
2(σ 2 + 2)
ε2
N
(
S, d1,
ε2
64(σ 2 + 2)
))
.
But N(S, d1, ε)Lε−d for some positive constant L. Thus we have (2.3) and Proposition
ensures the weak convergence of random elements
√
n
(
1
n
n∑
i=1
δY i −E[δY ]
)
to the 	∞(F)-valued Borel measurable tight Gaussian random elementG which satisfy (a)
and (b).
Now let
φ(ϕ)= sup
t∈S×I0+
∣∣ϕ(πt )∣∣= ‖ϕ‖	∞(F)
for ϕ ∈ 	∞(F), which is a continuous function on 	∞(F). Hence, for each bounded con-
tinuous function ψ on R, the composition ψ ◦ φ is also a continuous function on 	∞(F).
Hence,
lim
n→∞E
∗
[
ψ ◦ φ
(
√
n
(
1
n
n∑
i=1
δY i −E[δY ]
))]
=E[ψ ◦ φ(G)]= E[ψ(‖G‖	∞(F))].
But
φ
(
√
n
(
1
n
n∑
i=1
δY i −E[δY ]
))
= sup
t∈S×I0+
√
n
∣∣∣∣∣1n
n∑
i=1
πt(Y
i)−E[πt(Y )]
∣∣∣∣∣
= sup
(x,α)∈S×I0+
√
n
∣∣∣∣∣1n
n∑
i=1
s
(
x,Xiα
)−E[s(x,Xα)]
∣∣∣∣∣
= sup
(x,α)∈S×I0+
√
n
∣∣∣∣∣s
(
x,
1
n
n∑
i=1
Xiα
)
− s(x,E[Xα])
∣∣∣∣∣
=√n sup
α∈I0+
dH
(
1
n
n∑
Xiα,E[Xα]
)
=√nd∞H
(
1
n
n∑
Xi,E[X]
)
.i=1 i=1
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E∗
[
ψ ◦ φ
(
√
n
(
1
n
n∑
i=1
δY i −E[δY ]
))]
=E
[
ψ
(
√
nd∞H
(
1
n
n∑
i=1
Xi,E[X]
))]
.
In view of coE[X] =E[X] in this case, we obtain
lim
n→∞E
[
ψ
(
√
nd∞H
(
1
n
n∑
i=1
Xi,E[X]
))]
=E[ψ(‖G‖	∞(F))].
Step 2. In this step, we deal with the general case that X, X1,X2, . . . are F k(Rd)-valued
random variables.
By the Shapley–Folkman inequality (cf. [1, p. 396]), we have
√
nd∞H
(
1
n
n∑
i=1
Xi,
1
n
n∑
i=1
coXi
)

√
d√
n
max
1in
‖Xi0+‖K .
Hence∣∣∣∣∣√nd∞H
(
1
n
n∑
i=1
Xi, coE[X]
)
−√nd∞H
(
1
n
n∑
i=1
coXi, coE[X]
)∣∣∣∣∣

√
d√
n
max
1in
∥∥Xi0+∥∥K .
The above last term converges weakly to zero (see [4, p. 188]). Since coE[X] = clE[coX]
and ‖X0+‖K = ‖coX0+‖K , we can apply the result in Step 1 to the random variables
coX, coX1, coX2, . . . to obtain the desired assertion. ✷
Now we extend the result of Theorem 1 to the case when X is an infinite-dimensional
separable Banach space. In this case, however, we can only deal with generalized set-
valued random variables taking values in F c(XK) a.e. (µ), where
F c(XK)=
{
ν ∈ F c(X): ν0+ ⊂XK
}
and XK =⋃∞n=1 nK for some compact convex symmetric set K ⊂X. XK is a σ -compact,
convex, symmetric subset of X. Fix such K and define
‖x‖K = inf{λ > 0: x ∈ λK}, ‖A‖K = sup
x∈A
‖x‖K = inf{λ > 0: A⊂ λK},
dK(x, y)= ‖x − y‖K for x, y ∈X, K◦ =
{
x∗ ∈X∗: sup
x∈K
∣∣〈x∗, x〉∣∣ 1},
‖x∗‖K◦ = inf{λ > 0: x∗ ∈ λK◦} = sup
x∈K
∣∣〈x∗, x〉∣∣, dK◦(x∗, y∗)= ‖x∗ − y∗‖K◦ .
Note that K is bounded and ‖x−y‖X  ‖K‖KdK(x, y). The set K◦ ⊂ X∗ is called a polar
of K and is a convex symmetric set. Let S∗ be the closed unit ball {x∗ ∈X∗: ‖x∗‖X∗  1}
in the dual space X∗. Then the space (S∗, dK◦) is a relatively compact metric space,
because the family of functions {〈x∗, ·〉: x∗ ∈ S∗} in K is uniformly bounded and equi-
continuous, and K is a compact set of X.
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j :F c(X) → Bb(S∗ × I0+) (cf. [13] and Theorem 1.1.12 of [21]). Since F c(XK) ⊂
F kc(X), the map j is also regarded as an injection j :F c(XK) → Bb(S∗ × I0+). Let
X = j (F c(XK)) and F = {πt : t ∈ S∗ × I0+}. An envelope F of F is also defined in the
same way as before. Given an F c(XK)-valued random variable X with E[‖X0+‖2K ]<∞,
we let Y = j (X), whence E[F(Y )2] = E[‖X0+‖2K ] ‖K‖2KE[‖X0+‖2K ] <∞. Now we
have the following theorem.
Theorem 2. Let X,X1,X2, . . . be F c(XK)-valued independent and identically distributed
random variables with σ 2 =E[‖X0+‖2K ]<∞. Suppose further that∫
0+
(
lnN(S∗, dK◦, ε)
)1/2
dε <∞.
Then
√
nd∞H
(
1
n
n∑
i=1
Xi,E[X]
)
→‖G‖	∞(F), weakly,
where G is a Borel measurable tight Gaussian random element G on 	∞(F), such that
(a) E
[
G(πt)
]= 0, t ∈ S∗ × I0+,
(b) E
[
G(πt1)G(πt2)
]=E[(πt1 ◦ j (coX)−E[πt1 ◦ j (coX)])
× (πt2 ◦ j (coX)−E[πt2 ◦ j (coX)])],
t1, t2 ∈ S∗ × I0+.
The proof of this theorem goes along the same line as that of Theorem 1. The pseudo-
metric dX2 on I0+ in this case is replaced by
dX3 (α,β)= dH
(
E
[‖X0+‖KXα],E[‖X0+‖KXβ])1/2, α,β ∈ I0+.
We note that E[‖X0+‖KXα] is also compact in X from the relation
E
[‖X0+‖KXα]⊂ ∥∥E[‖X0+‖KXα]∥∥KK ⊂ σ 2K.
Then, in place of Lemma 1, we have the following lemma, whose proof is the same as that
of Lemma 1.
Lemma 3. The pseudo-metric space (I0+, dX3 ) is totally bounded. Moreover, for each
ε > 0, it holds that
N
(
I0+, dX3 , ε
)
 1+ 2σ
2‖S∗‖K◦
ε2
N
(
S∗, d1, ε2/4σ 2‖S∗‖K◦
)
.
Now the rest of the proof of Theorem 2 is exactly same as that of Theorem 1 and will
be omitted.
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