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Abstract
In this thesis, we study local Weyl modules of Yangians and a cyclicity condition
for a tensor product of fundamental representations of a Yangian.
Let g be a simple Lie algebra over C with rank l and π be a generic l-tuple
of polynomials in u. We show that there exists a universal representation W (π) of
the Yangian Y (g), called the local Weyl module associated to π, such that every
finite-dimensional highest-weight representation associated to π is a quotient of
W (π). We prove that the dimension of W (π) is bounded by the dimension of some
local Weyl module of the current algebra g[t]. Let L = Va1(ωb1) ⊗ Va2(ωb2) ⊗
. . . ⊗ Vak(ωbk), where Vai(ωbi) is the bi-th fundamental representation of Y (g).
We prove that if Re(a1) ≥ Re(a2) ≥ . . . ≥ Re(ak), then L is a highest weight
representation. By comparing the dimensions of L and the upper bound of W (π),
we have W (π) ∼= L.
A cyclicity condition of the tensor product L is also studied: L is a highest
weight representation if aj − ai /∈ S(bi, bj) for 1 ≤ i < j ≤ k where S(bi, bj)
is a finite set of positive rational numbers. The cyclicity condition implies an irre-
ducibility criterion for L: L is irreducible if aj − ai /∈ S(bi, bj) for 1 ≤ i 6= j ≤ k.
Especially, when g = sll+1, L is irreducible if and only if aj − ai /∈ S(bi, bj) for
1 ≤ i 6= j ≤ k.
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Preface
Quantum groups, introduced by V. Drinfeld and M. Jimbo independently, arose in
the first half of 1980s. The lecture of V. Drinfeld at the International Congress of
Mathematicians in 1986 brought quantum groups to the attention of mathemati-
cians worldwide. The theory of quantum groups has applications in many mathe-
matical branches: topology, harmonic analysis, and number theory, to name a few.
Yangians and quantum affine algebras form two of the most important classes of
quantum groups. For any finite-dimensional simple Lie algebra g over C with rank
l, V. Drinfeld [Dr1] defined an infinite-dimensional Hopf algebra Y (g), called the
Yangian of g. A few years later(1988), V. Drinfeld gave another definition [Dr2]
which is the one we use in this thesis.
Let A = (aij)i,j∈I be the Cartan matrix of g, where I = {1, 2, . . . , l}. Let
D = diag (d1, . . . , dl), di ∈ N, such that d1, d2, . . . , dl are co-prime and DA is
symmetric. The Yangian Y (g) is isomorphic to the associative algebra with gener-
ators x±i,r, hi,r, i ∈ I , r ∈ Z≥0, and the following defining relations:
[hi,r, hj,s] = 0, [hi,0, x
±
j,s] = ± diaijx±j,s, [x+i,r, x−j,s] = δi,jhi,r+s,
[hi,r+1, x
±
j,s]− [hi,r, x±j,s+1] = ±
1
2
diaij
(
hi,rx
±
j,s + x
±
j,shi,r
)
,
[x±i,r+1, x
±
j,s]− [x±i,r, x±j,s+1] = ±
1
2
diaij
(
x±i,rx
±
j,s + x
±
j,sx
±
i,r
)
,∑
pi
[x±i,rpi(1) , [x
±
i,rpi(2)
, . . . , [x±i,rpi(m) , x
±
j,s] · · · ]] = 0, i 6= j,
for all sequences of non-negative integers r1, . . . , rm, where m = 1 − aij and the
sum is over all permutations π of {1, . . . , m}.
iii
The above definition of Y (g) allows us to define highest weight representations
of Y (g). Let Y ± be the subalgebras of Y (g) generated by the generators x±i,k.
Set N± =
∑
i,k
x±i,kY
±. Let µ =
(
µ1 (u) , µ2 (u) , . . . , µl(u)
)
, where µi (u) = 1 +
µi,0u
−1+µi,1u−2+ . . . is a formal series in u−1 for i ∈ I . A representation V (µ) of
Y (g) is said to be highest weight if it is generated by a vector v+ such that x+i,kv+ =
0 and hi,kv+ = µi,kv+. The Verma module M (µ) is defined to be the quotient of
Y (g) by the left ideal generated by N+ and the elements hi,k − µi,k1. Y (g) acts
on M (µ) by left multiplication. A highest weight vector of M (µ) is 1µ which is
the image of the element 1 ∈ Y (g) in the quotient. The Verma module M(µ) is a
universal highest weight representation in the sense that: If V (µ) is another highest
weight representation with a highest weight vector v, then the mapping 1µ 7→ v
defines a surjective Y (g)-module homomorphism M (µ) → V (µ). Pulling back
by the imbedding U(g) →֒ Y (g), V (µ) is a g-module. The weight subspace Vµ(0)
with µ(0) = (µ1,0, . . . , µl,0) is one-dimensional and spanned by the highest weight
vector of V (µ). All other nonzero weight subspaces correspond to the weights η of
the form η = µ(0)− k1α1− . . .− klαl, where all ki are nonnegative integers, not all
of them are zero. A standard argument shows that M (µ) has a unique irreducible
quotient L (µ).
V. Drinfeld described in [Dr2] the finite-dimensional irreducible representation
of Y (g): an irreducible representation L(µ) is finite-dimensional if and only if there
exists an l-tuple of polynomials π =
(
π1(u), . . . , πl(u)
)
such that µi (u) = pii(u+di)pii(u) ,
for i ∈ I . A standard argument shows that π is unique if we impose the conditions
that πi is monic. An irreducible representation is called fundamental if there is an
i ∈ I such that πi(u) = u− a and πj(u) = 1, where j 6= i and a ∈ C. In this case,
the fundamental representation is denoted by Va(ωi). If L(µ) is finite-dimensional,
π is called Drinfeld polynomials of V . Let V (µ) be a finite-dimensional high-
iv
est weight representation of Y (g), there exists an l-tuple of polynomials π asso-
ciated to its minimal quotient since this quotient of V (µ) is irreducible and finite-
dimensional. We call π the associated polynomials of V (µ). We will write V (π)
instead of V (µ) if the latter is finite-dimensional. V. Chari and A. Pressley shown
in [ChPr4] that every finite-dimensional irreducible representation of Y (g) is a sub-
quotient of a tensor product of fundamental representations. An explicit realization,
however, of these modules is still unknown in general but when g = sl2.
The finite-dimensional representation theory of the quantum affine algebra
Uq(gˆ) over C(q) is an analogue of the one of Y (g), where q is an indeterminate
and C(q) is the field of rational functions in q with complex coefficients. Every
finite-dimensional irreducible representation V of the quantum affine algebra Uq(gˆ)
is parameterized by an l-tuple of polynomials P =
(
P1(u), . . . , Pl(u)
)
, where
Pi(u) ∈ C(q)[u]. The fundamental representations are defined similarly. Denote
by pi,j the roots of Pi(u) and the fundamental representation associated to ωi by
Lp(ωi). It is well known that the finite-dimensional irreducible representation as-
sociated to P is a subquotient of W˜ =
⊗
ij
Lpi,j (ωi). In [AkKa], the authors con-
jectured that if for any pi,j and ps,t, pi,jps,t does not have a pole at q = 0, then W˜ is
irreducible, and proved this conjecture in the case of type A(1)n and C(1)n . This con-
jecture was also proved by E. Frenkel and E. Mukhin [FrMu] using the q-characters
method, by M. Varagnolo and Vasserot [VaVa] via the quiver varieties method when
g is simply-laced, and by M. Kashiwara in [Ka] through the crystal basis method.
This result was generalized in [Ch] by V. Chari who gave a sufficient condition for
the cyclicity of the tensor product of irreducible finite-dimensional representations
associated with P such that the roots of Pi(u) form a ‘q-string’ and Pj(u) = 1, for
all j 6= i. This condition is obtained by considering a braid group action on the
imaginary root vectors. However, there is no braid group action available for the
v
Yangian Y (g).
In order to have a better understanding of the category of finite-dimensional
highest weight representations of quantum affine algebras associated to P , the local
Weyl module W (P ) was introduced in [ChPr1]. The module W (P ) has a nice
universal property: any finite-dimensional highest weight representations of Uq(gˆ)
associated to P is a quotient of W (P ). It is known that W (P ) is isomorphic to an
ordered tensor product of fundamental representations of Uq(gˆ). A proof of this fact
can be found in [ChMo2]. The notion of a local Weyl module has been extended to
the finite-dimensional representations of current algebras [ChLo, FoLi, Na], twisted
loop algebras [ChFoSe], and current Lie algebras on affine varieties [FeLo1]. We
are about to extend the notion to the finite-dimensional representations of Yangians,
which are quantization of the enveloping algebras of the current algebras.
Inspired by the notion of the local Weyl modules of quantum affine algebras
Uq(gˆ), it is reasonable to ask: does there exist a finite-dimensional highest weight
representation W (π) of Y (g) such that every finite-dimensional highest weight rep-
resentation V (π) is a quotient of W (π)? If so, is W (π) finite-dimensional and
isomorphic to an ordered tensor product of fundamental representations of Y (g)?
In this thesis, we will answer these questions when g is either a finite-dimensional
classical simple Lie algebra or g = G2.
We now describe the content of this dissertation in more detail. We devote
Chapter 1 to an exposition of the background information concerning the local
Weyl modules of Yangians. We begin this chapter by introducing classical simple
Lie algebras and their fundamental representations, which is related to the finite-
dimensional representations of Y (g). We next introduce the definition of Yangians,
their highest weight representations and the fundamental representations of Yan-
gians. Y (g) admits a filtration and its associated graded algebra is isomorphic to
vi
U(g[t]), the universal enveloping algebra of the current algebra g[t]. Any high-
est weight representation V of Y (g) inherits the filtration, then the corresponding
associated graded vector space gr(V ) is a highest weight representation of U(g[t]).
Therefore, it is reasonable to introduce the current algebra and its finite-dimensional
representations. In the end of this chapter, we introduce the local Weyl module
W (λ), where λ =
∑
i∈I
miωi is a dominant integral weight of g, ωi is a fundamental
weight and mi ∈ Z≥0. The main result in Chapter 1 is that
Dim
(
W (λ)
)
=
∏
i∈I
(
Dim
(
W (ωi)
))mi
and W (ωi) ∼=g Va(ωi), where a ∈ C.
In Chapter 2, we give a definition of the local Weyl module W (π) of Yangian
Y (g) in terms of generator and relations. The main results in this chapter are that the
local Weyl moduleW (π) is finite-dimensional, and Dim
(
W (π)
) ≤ Dim (W (λ)),
where W (λ) is the local Weyl module of the current algebra g[t] associated to the
dominant integral weight λ =
∑
i∈I
miωi and mi is the degree of the polynomial πi.
In Chapters 3 to 6, we obtain a description of the local Weyl module W (π) of
Yangians of finite-dimensional classical simple Lie algebras over C. The ideas in
these chapters can be applied to characterize the local Weyl modules of Y (g) when
g is simple Lie algebra of type G2 in Chapter 7. The main proofs are similar, so
we can discuss them together. The main results in Chapter 1 lead us to consider
a tensor product of fundamental representations of Y (g). Let L = Va1(ωb1) ⊗
Va2(ωb2)⊗ . . .⊗ Vak(ωbk). Our main objective is to show that L is a highest weight
representation under certain conditions on the order of the tensor factors.
Let W1 (a), a ∈ C, be an evaluation representation of Y (sl2) which is isomor-
phic to C2 as an sl2-module. It was proved in [ChPr3] that, as a Y (sl2)-module,
W1 (a1) ⊗W1 (a2) ⊗ . . . ⊗W1 (ar) is a highest weight representation if and only
if aj − ai 6= 1 for 1 ≤ i < j ≤ r. Therefore some restriction on the subscripts ai
vii
in L are expected. By arranging the orders of Vai (ωbi) in L if necessary, we may
assume that
Re(aj)− Re(ai) ≤ 0
for 1 ≤ i < j ≤ l. We show that L is a highest weight representation of Y (g) by
induction on k. Denote by v+i the highest weight vectors in Vai (ωbi) and by v−1 the
lowest weight vectors in Va1 (ωb1). Without loss of generality, we may assume that
k ≥ 2 and Va2(ωb2)⊗ Va3(ωb3)⊗ . . .⊗ Vak(ωbk) is a highest weight representation
with a highest weight vector v+ = v+2 ⊗ v+3 ⊗ . . . ⊗ v+k . It is shown in Corollary
1.25, that v−1 ⊗ v+ generates L. If we can show v−1 ⊗ v+ ∈ Y (g)
(
v+1 ⊗ v+
)
, then
L is generated by v+1 ⊗ v+. The other two conditions on L to be a highest weight
representation are easy to check; then L is a highest weight representation of Y (g).
We now show that v−1 ⊗v+ ∈ Y (g)
(
v+1 ⊗ v+
)
. Note that the fundamental rep-
resentations of Y (g) are finite-dimensional and U(g) ⊆ Y (g). As g-modules, the
fundamental representations of Y (g) are completely reducible by Weyl’s theorem.
Their decomposition as g-modules is known, see [ChPr4]. There is a “path” from
the highest weight vector v+1 to the lowest weight vector v−1 by applying negative
root vectors in U(g) to v+1 . Suppose that v−1 = x−ns,0x
−
ns−1,0 . . . x
−
n2,0x
−
n1,0v
+
1 . Define
v0 = v
+
1 and vj = x−nj ,0x
−
nj−1,0
. . . x−n1,0v
+
1 for 1 ≤ j ≤ s. Let Ynj+1 be the subal-
gebra of Y (g) generated by x±nj+1,r and hnj+1,r, r ∈ Z≥0, which is isomorphic to
Y (sl2). We prove that, as Y (sl2)-modules,
Ynj+1 (vj)⊗ Ynj+1
(
v+2
)⊗ . . .⊗ Ynj+1 (v+k ) = Ynj+1(vj ⊗ (v+2 ⊗ . . .⊗ v+k ) ).
It is obvious that vj+1⊗
(
v+2 ⊗ . . .⊗ v+k
)
is contained in Ynj+1 (vj)⊗ Ynj+1
(
v+2
)⊗
. . . ⊗ Ynj+1
(
v+k
)
, so is in Ynj+1
(
vj ⊗
(
v+2 ⊗ . . .⊗ v+k
) )
. Using induction on j
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downward, we have
v−1 ⊗ v+ ∈ Y (g)
(
v+1 ⊗ v+
)
.
Let S be the multiset of all roots of πi (u) for all i ∈ I . Let am,n be one
of the numbers in S with the maximal real parts, and denote a1 = am,n and
b1 = m. Inductively, let as,t be one of the numbers in S − {a1, a2, . . . , ar−1}
with the maximal real part, and denote ar = as,t and br = s (r ≥ 2). Then L =
Va1(ωb1)⊗ Va2(ωb2)⊗ . . .⊗ Vak(ωbk) is a highest weight representation, and its as-
sociated polynomial is π. Since L is a quotient of W (π), Dim(L) ≤ Dim (W (π)).
However,
Dim(L) = Dim
(
W (λ)
) ≥ Dim (W (π)).
Thus bothL andW (π) have the same dimension, and then they must be isomorphic.
Therefore the structure of the local Weyl module W (π) is obtained.
On the way to prove that L is a highest weight representation, we can impose a
finite set to replace the constraint that Re(aj)−Re(ai) ≤ 0 for 1 ≤ i < j ≤ k, and
then a sufficient condition for L to be a highest weight representation is obtained:
L = Va1(ωb1) ⊗ Va2(ωb2) ⊗ . . . ⊗ Vak(ωbk) is a highest weight representation if
aj − ai /∈ S(bi, bj) for 1 ≤ i < j ≤ k, where S(bi, bj) is a finite set of positive
rational numbers. Note that L is irreducible if and only if both L and the left dual
tL are highest weight representations of Y (g). It is known that the left dual of
a fundamental representation of Y (g) is also a fundamental representation, thus
an irreducibility criterion for L follows immediately from the cyclicity condition.
Indeed, if aj − ai /∈ S(bi, bj) for 1 ≤ i 6= j ≤ k, then L is irreducible. When g is of
type A, L is irreducible if and only if aj − ai /∈ S(bi, bj) for 1 ≤ i 6= j ≤ k.
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Notation
Z the set of integers
Z≥0 the set of nonnegative integers
C the field of complex numbers
δij the Kronecker symbol, which is 1 if i = j and is 0 if i 6= j
g finite-dimensional simple Lie algebra over C
h the Cartan subalgebra of g
l rank of g
I = {1, 2, . . . , l} the nodes of the Dynkin diagram
W the Weyl group of g
w0 the longest element in W
U (g) the universal enveloping algebra of g
k k = 0 if k is even; k = 1 if k is odd
π l-tuple of polynomials in u
κ 1
2
× dual Coxeter number of g
xii
Chapter 1
Background
In this chapter we review some important definitions and theorems concerning the
local Weyl modules of Yangians of finite-dimensional classical simple Lie algebras
g over the complex numbers C. The objects of this chapter are the Yangians and
their representations, the current algebras and their local Weyl modules.
The universal enveloping algebra U(g) can be identified with the subalgebra
of Y (g). Thus every finite-dimensional representation of the Yangian is also a g-
module, hence it is isomorphic to a direct sum of irreducible representations of g.
So the dimensions of the fundamental representations of Yangians are determined
by how they decompose as irreducible g-modules. Therefore we begin this chapter
by a review of the finite-dimensional classical simple Lie algebras and their finite-
dimensional irreducible representations.
1.1 Classical simple Lie algebras and their represen-
tations
Although there are many ways to choose a Cartan subalgebra of g, we only take the
widely used one, which we give in below. Let Dim h = l and I = {1, 2, . . . , l} be
nodes of the Dynkin diagram of g. Let ∆ be the root system corresponding to the
Cartan subalgebra h, and ∆+ be the set of all positive roots. Let
∏
= {α1, . . . , αl}
be the set of simple roots. Denote by θ ∈ ∆+ the highest root. Let Q =
l⊕
i=1
Zαi
be the root lattice, and Let Q+ =
l⊕
i=1
Z≥0αi. Let B (·, ·) be the Killing form on g.
B (·, ·) is non-degenerate on h. For any α ∈ h∗, there exists a unique hα ∈ h such
that α (hβ) = B (hα, hβ). Define a bilinear form (·, ·) on h∗ by restriction of the
Killing form of g to h. The lattice P of integral weights is the set of elements λ ∈ h∗
such that λ (hα) ∈ Z for all α ∈ ∆, and let P+ be the set of dominant integral such
1
that λ (hα) ≥ 0. For i ∈ I , the fundamental weight ωi of g is given by
〈ωi, αj〉 := 2 (ωi, αj)
(αj , αj)
= δij .
LetW ⊂ Aut (h∗) be the Weyl group of g, which is generated by simple reflections
si (i ∈ I).
We list a theorem concerning finite-dimensional irreducible representations of
a simple Lie algebra g over C.
Theorem 1.1 (Theorem 21.2, [Hu]). If λ ∈ h is a dominant integral weight, then
the irreducible g-module L = L(λ) is finite-dimensional, and its set of weights∏
(λ) is permuted byW , with Dim (Lµ) = Dim
(
Lσ(u)
) for µ ∈∏(λ) and σ ∈ W .
Especially, when λ = ωi (i ∈ I), the module L(ωi) is called the i-th funda-
mental representation of g.
1.1.1 Simple Lie algebras Al
Cartan Subalgebra: h = {diag (h1, . . . , hl+1) |hi ∈ C, h1 + . . .+ hl+1 = 0}.
For i = 1, 2, . . . , l + 1, µi are the functions defined by
µi
(
diag (h1, . . . , hl+1)
)
= hi.
Root system: Φ = {µi − µj|1 ≤ i 6= j ≤ l + 1}.
Simple roots: {α1 = µ1 − µ2, . . . , αl = µl − µl+1}.
Positive roots: {µi − µj |1 ≤ i < j ≤ l + 1}.
Fundamental weights: {ωi = µ1 + . . .+ µi|i = 1, 2 . . . , l}.
Longest root: µ1 − µl+1 = α1 + α2 + . . .+ αl.
Weyl group: W = Sl = 〈s1, . . . , sl〉, where si is defined by
si (µi) = µi+1, si (µi+1) = µi, si (µj) = µj for j 6= i, i+ 1.
One reduced expression of the longest element in the Weyl group is:
w0 = sl (sl−1sl) (sl−2sl−1sl) . . . (s1s2 . . . sl) .
2
Indecomposable Cartan matrix of type Al:
2 −1
−1 2 −1
−1 2 −1
· · ·
−1 2 −1
−1 2 −1
−1 2

.
Theorem 1.2. The i-fundamental module for the simple Lie algebra of type Al
isomorphic to
∧i V , where V = Cl+1; its dimension is (l+1
i
)
.
1.1.2 Simple Lie algebras Bl
Cartan Subalgebra: h = {diag (0, h1, . . . , hl,−h1, . . . ,−hl) |hi ∈ C}.
For i = 1, 2, . . . , l, µi are the functions defined by
µi
(
diag (0, h1, . . . , hl,−h1, . . . ,−hl)
)
= hi.
Root system: Φ = {±µi ± µj|1 ≤ i 6= j ≤ l}
⋃{±µi}.
Positive roots: {µi ± µj |1 ≤ i < j ≤ l}
⋃{µi}.
Simple roots: {α1 = µ1 − µ2, . . . , αl−1 = µl−1 − µl, αl = µl}.
Longest root: µ1 + µ2 = α1 + 2α2 + 2α3 + . . .+ 2αl−1 + 2αl.
Weyl group: W = 〈s1, . . . , sl〉, where si, 1 ≤ i ≤ l − 1, is defined by
si (µi) = µi+1, si (µi+1) = µi, si (µj) = µj for j 6= i, i+ 1;
for i = l,
sl (µl) = −µl, sl (µj) = µj for j 6= l.
One reduced expression of the longest element in the Weyl group is:
w0 = −1 = sl (sl−1slsl−1) (sl−2sl−1slsl−1sl−2) . . .
(s2 . . . sl−1slsl−1 . . . s2) (s1s2 . . . sl−1slsl−1 . . . s2s1) .
Fundamental weights: {ωi|ωi = µ1 + . . .+ µi for 1 ≤ i ≤ l − 1, and
3
ωl =
1
2
(µ1 + . . .+ µl−1 + µl)}.
Indecomposable Cartan matrix of type Bl:
2 −1
−1 2 −1
−1 2 −1
· · ·
−1 2 −1
−1 2 −1
−1 2 −1
−2 2

.
Theorem 1.3. For 1 ≤ i ≤ l−1, the i-fundamental module for the simple Lie alge-
braBl is isomorphic to
∧i V with dimension (2l+1
i
)
, where V = C2l+1; L (ωl) ∼= U ,
where U is the spin representation with dimension 2l.
1.1.3 Simple Lie algebras Cl
Cartan Subalgebra: h = {diag (h1, . . . , hl,−h1, . . . ,−hl) |hi ∈ C}.
For i = 1, 2, . . . , l, µi are the functions defined by
µi
(
diag (h1, . . . , hl,−h1, . . . ,−hl)
)
= hi.
Root system: Φ = {±µi ± µj|1 ≤ i 6= j ≤ l}
⋃{±2µi}.
Positive roots: {µi ± µj |1 ≤ i < j ≤ l}
⋃{2µi}.
Simple roots: {α1 = µ1 − µ2, . . . , αl−1 = µl−1 − µl, αl = 2µl}.
Longest root: 2µ1 = 2α1 + 2α2 + 2α3 + . . .+ 2αl−1 + αl.
Weyl group: W = 〈s1, . . . , sl〉, where si, 1 ≤ i ≤ l − 1, is defined by
si (µi) = µi+1, si (µi+1) = µi, si (µj) = µj for j 6= i, i+ 1;
for i = l,
sl (µl) = −µl, sl (µj) = µj for j 6= l.
One reduced expression of the longest element, −1, in the Weyl group is:
w0 = −1 = sl (sl−1slsl−1) (sl−2sl−1slsl−1sl−2) . . .
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(s2 . . . sl−1slsl−1 . . . s2) (s1s2 . . . sl−1slsl−1 . . . s2s1) .
Fundamental weights: {ωi|ωi = µ1 + . . .+ µi for 1 ≤ i ≤ l}.
Indecomposable Cartan matrix of type Cl:
2 −1
−1 2 −1
−1 2 −1
· · ·
−1 2 −1
−1 2 −2
−1 2

.
Theorem 1.4. The i-th fundamental modules L(ωi) for the simple Lie algebra of
type Cl are given as follows.
(i) L (ω1) is the natural 2l-dimensional Cl-module V ∼= C2l.
(ii) For 2 ≤ i ≤ l, L(ωi) is the submodule of
∧i V given by the kernel of the
contraction map θ :
∧i V → ∧i−2 V ; and Dim(L (ωj)) = (2lj )− ( 2lj−2).
1.1.4 Simple Lie algebras Dl
Cartan Subalgebra: h = {diag (h1, . . . , hl,−h1, . . . ,−hl) |hi ∈ C}.
For i = 1, 2, . . . , l, µi are the functions defined by
µi
(
diag (h1, . . . , hl,−h1, . . . ,−hl)
)
= hi.
Root system: Φ = {±µi ± µj|1 ≤ i 6= j ≤ l}.
Simple roots: {α1 = µ1 − µ2, . . . , αl−1 = µl−1 − µl, αl = µl−1 + µl}.
Positive roots: {µi ± µj |1 ≤ i < j ≤ l}.
Longest root: µ1 + µ2 = α1 + 2α2 + 2α3 + . . .+ 2αl−2 + αl−1 + αl.
Fundamental weights: {ωi|ωi = µ1 + . . .+ µi for 1 ≤ i ≤ l − 2,
ωl−1 = 12 (µ1 + . . .+ µl−1 − µl) , ωl = 12 (µ1 + . . .+ µl−1 + µl)}.
Weyl group: W = 〈s1, . . . , sl〉, where si, 1 ≤ i ≤ l − 1, is defined by
si (µi) = µi+1, si (µi+1) = µi, si (µj) = µj for j 6= i, i+ 1;
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for i = l,
sl (µl−1) = −µl, sl (µl) = −µl−1, sl (µj) = µj for j 6= l − 1, l.
One reduced expression of the longest element in the Weyl group:
w0 = slsl−1 (sl−2slsl−1sl−2) . . . (s3 . . . sl−2slsl−1sl−2 . . . s3)
(s2 . . . sl−2slsl−1sl−2 . . . s2) (s1s2 . . . sl−2slsl−1sl−2 . . . s2s1) .
Indecomposable Cartan matrix of type Dl:
2 −1
−1 2 −1
−1 2 −1
· · ·
−1 2 −1
−1 2 −1 −1
−1 2 0
−1 0 2

.
Theorem 1.5. For 1 ≤ i ≤ l − 2, the i-fundamental module for the simple Lie
algebra of type Dl is isomorphic to
∧i V with dimension (2l
i
)
, where V = Cl+1;
L (ωl−1) ∼= U− and L (ωl) ∼= U+, where U− and U+ are the spin representations
with dimension 2l−1.
1.2 Yangians and their representations
1.2.1 Definition of Yangians
Let A = (aij)i,j∈I be the Cartan matrix of g, and D = diag (d1, . . . , dl), di ∈ N,
such that d1, d2, . . . , dl are co-prime and DA is symmetric. The Yangian Y (g) is
isomorphic to the associative algebra with generators x±i,r, hi,r, i ∈ I , r ∈ Z≥0, and
the following defining relations:
[hi,r, hj,s] = 0, [hi,0, x
±
j,s] = ± diaijx±j,s, [x+i,r, x−j,s] = δi,jhi,r+s,
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[hi,r+1, x
±
j,s]− [hi,r, x±j,s+1] = ±
1
2
diaij
(
hi,rx
±
j,s + x
±
j,shi,r
)
,
[x±i,r+1, x
±
j,s]− [x±i,r, x±j,s+1] = ±
1
2
diaij
(
x±i,rx
±
j,s + x
±
j,sx
±
i,r
)
,∑
pi
[x±i,rpi(1) , [x
±
i,rpi(2)
, . . . , [x±i,rpi(m) , x
±
j,s] · · · ]] = 0, i 6= j,
for all sequences of non-negative integers r1, . . . , rm, where m = 1 − aij and the
sum is over all permutations π of {1, . . . , m}.
The Yangian Y (g) admits a filtration defined by setting the degree of x±i,r and
hi,r to be r. Let Y (g)r, for r ≥ 0, be the linear span of all monomials in the
generators x±i,s, hi,s for which the sum of the indices s is at most r. It follows from
the definition that Y (g)r ⊂ Y (g)r+1, and Y (g)r · Y (g)s ⊂ Y (g)r+s. The associated
graded algebra is denoted by grY (g).
Suppose in g that
x±β = c[x
±
i1
, [x±i2 , . . . , [x
±
ik−1
, x±ik ] . . .]],
where 0 6= c ∈ C. For each r ∈ N, let r = r1 + . . . + rk be a partition of r into a
sum of k non-negative integers, and define
x±β,r = c[x
±
i1,r1
, [x±i2,r2, . . . , [x
±
ik−1,rk−1
, x±ik ,rk ] . . .]].
If x˜±β,r is obtained by using another different partition of r, then by the defining
relations of the Yangian
x˜±β,r − x±β,r ∈ Y (g)r−1.
Proposition 1.6 (Proposition 12.1.6, [ChPr2]). The Yangian Y (g) has the struc-
ture of a filtered algebra, such that the associated graded algebra is isomorphic to
U (g⊗C C[t]).
We state the PBW theorem for Yangians.
Proposition 1.7 (Proposition 12.1.8, [ChPr2]). Fix a total ordering on the set∑
= {x±β,r|β ∈ ∆+, r ∈ Z≥0}
⋃
{hi,r|i ∈ I, r ∈ Z≥0}.
Then the set of ordered monomials in the elements of ∑ is a vector space basis of
Y (g).
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In this thesis, we choose the order as
x−β,r1  hβ,r2  x+β,r3 .
The universal enveloping algebra U(g) can be identified with the subalgebra
of Y (g) generated by the elements x±i,0 and hi,0 for i = 1, . . . , n. Therefore
U(g) = Y (g)0.
For a fixed i and r ∈ Z≥0, both x±i,r and hi,r generate a subalgebra of Y (g) which
isomorphic to Y (sl2).
Let Y ±, H be the subalgebras of Y (g) generated by the x±β,k, hik respectively.
Set
N± =
∑
i,k
x±ikY
±.
We next introduce an automorphism of Y (g), which plays an important role in
the representation theory of Yangians.
Proposition 1.8 (Proposition 2.6, [ChPr4]). The assignment
τa(hi,k) =
k∑
r=0
(
k
r
)
ak−rhi,r, τa(x±i,k) =
k∑
r=0
(
k
r
)
ak−rx±i,r
extends a Hopf algebra automorphism of Y (g).
1.2.2 Coproduct of Yangians
In this subsection, we denote by ∆Y (sl2) and ∆Y (g) the coproduct of Y (sl2) and
Y (g), respectively. Define N±i to be the subalgebra of Y (g) generated by all mono-
mials in x±α,k with at least one factor with α 6= αi. Let M±i and Hi be the subalgebra
of Y (g) generated by x±i,k and hi,k, respectively. When g = sl2, Y ± would be a bet-
ter notation than M±i .
There is no explicit formula for the coproduct for the realization used in this
thesis. In [ChPr5], part of the coproduct of Y (sl2) is defined as:
∆Y (sl2)(x
−
k ) = x
−
k ⊗ 1 + 1⊗ x−k +
k∑
s=1
x−k−s ⊗ hs−1 modulo
∑
p,q,r
Y x−p x
−
q ⊗ Y x+r ;
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∆Y (sl2)(x
+
k ) = x
+
k ⊗ 1 + 1⊗ x+k +
k∑
s=1
hs−1 ⊗ x+k−s modulo
∑
p,q,r
Y x−p ⊗ Y x+q x+r .
For the former formula, it follows from the proof in this paper that we can replace
the first Y in
∑
p,q,r Y x
−
p x
−
q ⊗ Y x+r by HY − and the second Y by H . For the latter
formula, we can replace the first Y in
∑
p,q,r Y x
−
p ⊗ Y x+q x+r by H and the second
Y by HY +. In [ChPr4], the following proposition was proved.
Proposition 1.9 (Proposition 2.8,[ChPr4]).
Define Y := Y (g). Modulo Y ≡ (N−Y ⊗ Y N+)⋂ (Y N− ⊗N+Y ), we have
(i) ∆Y (g)
(
x+i,k
)
= x+i,k ⊗ 1 + 1⊗ x+i,k +
k∑
j=1
hi,j−1 ⊗ x+i,k−j ,
(ii) ∆Y (g)
(
x−i,k
)
= x−i,k ⊗ 1 + 1⊗ x−i,k +
k∑
j=1
x−i,k−j ⊗ hi,j−1,
(iii) ∆Y (g) (hi,k) = hi,k ⊗ 1 + 1⊗ hi,k +
k∑
j=1
hi,j−1 ⊗ hi,k−j .
In Y (g), for a fixed i ∈ I , {x±i,r, hi,r|r ≥ 0} generates Yi, and the assignment√
di
dk+1i
x±i,k → x±k and 1dk+1i hi,k → hk extends an automorphism from Yi to Y (sl2). Let
h1 = h1 − 12h20 and hi,1 = hi,1 − 12h2i,0. It is proved in [ChPr5] that ∆Y (sl2)
(
h¯1
)
=
h¯1 ⊗ 1 + 1 ⊗ h¯1 − 2x−0 ⊗ x+0 . The Hopf algebra homomorphism Yi ∼= Y (sl2) tells
that
∆Yi
(
h¯i,1
)
= h¯i,1 ⊗ 1 + 1⊗ h¯i,1 − (αi, αi) x−i,0 ⊗ x+i,0.
There is a difference between the coproduct of the Yangian Yi and the coprod-
uct of Yangians Y (g). For instance,
∆Yi
(
h¯i,1
)
= h¯i,1 ⊗ 1 + 1⊗ h¯i,1 − (αi, αi) x−i,0 ⊗ x+i,0;
∆Y (g)
(
h¯i,1
)
= h¯i,1⊗1+1⊗ h¯i,1− (αi, αi) x−i,0⊗x+i,0−
∑
α≻0,α6=αi
(α, αi) x
−
α,0⊗x+α,0.
In this subsection, we will show that ∆Y (g)
(
x−ik1 . . . x
−
iks
)
acts on any tensor product
of highest weight vectors in the same way as ∆Yi
(
x−ik1 . . . x
−
iks
)
. We first show the
difference between ∆Y (g)
(
x−ik1
)
and ∆Yi
(
x−ik1
)
.
Proposition 1.10. ∆Y (g)
(
x−i,k
)−∆Yi (x−i,k) ∈ HiN−i ⊗HiN+i .
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Proof. We prove this proposition by induction. Note that [h¯i,1, x±i,k] = ± (αi, αi)x±i,k+1.
It is shown in [ChPr4] that
∆Y (g)
(
h¯i,1
)
= h¯i,1 ⊗ 1 + 1⊗ h¯i,1 − (αi, αi) x−i,0 ⊗ x+i,0 −
∑
α≻0,α6=αi
(α, αi) x
−
α,0 ⊗ x+α,0
= ∆Yi
(
h¯i,1
)− ∑
α≻0,α6=αi
(α, αi) x
−
α,0 ⊗ x+α,0
and
∆Y (g)
(
x−i,0
)
= x−i,0 ⊗ 1 + 1⊗ x−i,0 = ∆Yi
(
x−i,0
)
.
∆Y (g)
(
x−i,1
)
=
−1
(αi, αi)
∆Y (g)
(
[h¯i,1, x
−
i,0]
)
=
−1
(αi, αi)
(
[∆Y (g)
(
h¯i,1
)
,∆Y (g)
(
x−i,0
)
]
)
=
−1
(αi, αi)
[∆Yi
(
h¯i,1
)− ∑
α≻0,α6=αi
(α, αi)x
−
α,0 ⊗ x+α,0,∆Yi
(
x−i,0
)
]
=
−1
(αi, αi)
∆Yi [h¯i,1, x
−
i,0]
+ [
∑
α≻0,α6=αi
(α, αi)
(αi, αi)
x−α,0 ⊗ x+α,0, x−i,0 ⊗ 1 + 1⊗ x−i,0]
=
−1
(αi, αi)
∆Yi [
(
h¯i,1
)
,
(
x−i,0
)
] + [
∑
α≻0,α6=αi
(α, αi)
(αi, αi)
x−α,0 ⊗ x+α,0, x−i,0 ⊗ 1]
+ [
∑
α≻0,α6=αi
(α, αi)
(αi, αi)
x−α,0 ⊗ x+α,0, 1⊗ x−i,0]
≡ ∆Yi
(
x−i,1
)
+N−i ⊗HiN+i .
The only difficulty for the above computations is to show that
[
∑
α≻0,α6=αi
(α, αi)
(αi, αi)
x−α,0 ⊗ x+α,0, 1⊗ x−i,0] ∈ HiN−i ⊗HiN+i .
Indeed, for α ≻ 0 and α 6= αi, by induction, we can show that
[[. . . [[x+α,0, x
−
i,r1
], x−i,r2 ] . . .]x
−
i,rm
] ∈ HN+i for any m ≥ 1.
Thus [x−α,0 ⊗ x+α,0, 1⊗ x−i,0] = x−α,0 ⊗ [x+α,0, x−i,0] ∈ HiN−i ⊗HiN+i .
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Suppose that ∆Y (g)
(
x−i,k−1
)
= ∆Yi
(
x−i,k−1
)
+HiN
−
i ⊗HiN+i . We next show:
∆Y (g)
(
x−i,k
)
= ∆Yi
(
x−i,k
)
+HiN
−
i ⊗HiN+i . Note that ∆Yi
(
x−i,k−1
)
= x−i,k−1⊗ 1+
1⊗ x−i,k−1 +
k−1∑
s=1
x−i,k−1−s ⊗ hi,s−1 +Hi
(
M−i
)2 ⊗HiM+i .
∆Y (g)
(
x−i,k
)
=
−1
(αi, αi)
∆Y (g)
(
[h¯i,1, x
−
i,k−1]
)
≡ −1
(αi, αi)
(
[∆Y (g)
(
h¯i,1
)
,∆Y (g)
(
x−i,k−1
)
]
)
≡ −1
(αi, αi)
[∆Yi
(
h¯i,1
)− ∑
α≻0,α6=αi
(α, αi) x
−
α,0 ⊗ x+α,0,
∆Yi
(
x−i,k−1
)
+HiN
−
i ⊗HiN+i ]
≡ −1
(αi, αi)
∆Yi[h¯i,1, x
−
i,k−1] +
−1
(αi, αi)
[∆Yi
(
h¯i,1
)
, HiN
−
i ⊗HiN+i ]
+ [
∑
α≻0,α6=αi
(α, αi)
(αi, αi)
x−α,0 ⊗ x+α,0,∆Yi
(
x−i,k−1
)
]
+ [
∑
α≻0,α6=αi
(α, αi)
(αi, αi)
x−α,0 ⊗ x+α,0, HiN−i ⊗HiN+i ]
≡ ∆Yi
(
x−i,k
)
+HiN
−
i ⊗HiN+i
+ [
∑
α≻0,α6=αi
(α, αi)
(αi, αi)
x−α,0 ⊗ x+α,0,
x−i,k−1 ⊗ 1 + 1⊗ x−i,k−1 +
k−1∑
s=1
x−i,k−1−s ⊗ hi,s−1 +Hi
(
M−i
)2 ⊗HiM+i ]
+ [
∑
α≻0,α6=αi
(α, αi)
(αi, αi)
x−α,0 ⊗ x+α,0, HiN−i ⊗HiN+i ]
≡ ∆Yi
(
x−i,k
)
+HiN
−
i ⊗HiN+i .
By induction, the proposition is proved.
Similarly, we can show that
Proposition 1.11. ∆Y (g)
(
x+i,k
)−∆Yi (x+i,k) ∈ HN− ⊗HN+.
Next, we prove the following proposition which will be crucial for this thesis.
Proposition 1.12. ∆Y (g)
(
x−iks . . . x
−
ik1
)−∆Yi (x−iks . . . x−ik1) ∈ HN−i ⊗M−i HN+i .
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Proof. We proof this proposition by induction. When s = 2, the basis of induction.
∆Y (g)
(
x−i,k2x
−
i,k1
)
= ∆Y (g)
(
x−i,k2
)
∆Y (g)
(
x−i,k1
)
≡ (∆Yi (x−i,k2)+HiN−i ⊗HiN+i ) (∆Yi (x−i,k1)+HiN−i ⊗HiN+i )
≡ ∆Yi
(
x−i,k2
) ·∆Yi (x−i,k1)+∆Yi (x−i,k2) ·HiN−i ⊗HiN+i
+HiN
−
i ⊗HiN+i ·∆Yi
(
x−i,k1
)
+HiN
−
i ⊗HiN+i ·HiN−i ⊗HiN+i
≡ ∆Yi
(
x−i,k2
)
∆Yi
(
x−i,k1
)
+HiN
−
i ⊗ x−i,k1HiN+i
+HN−i ⊗ x−i,k2HN+i +HiN−i ⊗HiN+i
≡ ∆Yi
(
x−i,k2
)
∆Yi
(
x−i,k1
)
+HiN
−
i ⊗HiN+i +HiN−i ⊗M−i HiN+i
≡ ∆Yi
(
x−i,k2
)
∆Yi
(
x−i,k1
)
+HiN
−
i ⊗M−i HN+i .
Similar proof as above,
(
HiN
−
i ⊗M−i HiN+i
)
∆Yi
(
x−i,k1
) ⊂ HiN−i ⊗M−i HiN+i .
Suppose that
∆Y (g)
(
x−i,ks−1 . . . x
−
i,k2
x−i,k1
)
= ∆Yi
(
x−i,ks−1 . . . x
−
i,k2
x−i,k1
)
+HiN
−
i ⊗M−i HiN+i .
We next compute ∆Y (g)
(
x−i,ksx
−
i,ks−1
. . . x−i,k2x
−
i,k1
)
.
∆Y (g)
(
x−i,ksx
−
i,ks−1
. . . x−i,k2x
−
i,k1
)
= ∆Y (g)
(
x−i,ks
)
∆Y (g)
(
x−i,ksx
−
i,ks−1
. . . x−i,k2x
−
i,k1
)
≡ (∆Yi (x−i,ks)+HiN−i ⊗HiN+i )(
∆Yi
(
x−i,ks−1 . . . x
−
i,k2
x−i,k1
)
+HN−i ⊗M−i HN+i
)
≡ ∆Yi
(
x−i,ks
)
∆Yi
(
x−i,ks−1 . . . x
−
i,k2
x−i,k1
)
+∆Yi
(
x−i,ks
) (
HN−i ⊗M−i HN+i
)
+
(
HiN
−
i ⊗HiN+i
)
∆Yi
(
x−i,ks−1 . . . x
−
i,k2
x−i,k1
)
+
(
HiN
−
i ⊗HiN+i
) (
HN−i ⊗M−i HN+i
)
≡ ∆Yi
(
x−i,ksx
−
i,ks−1
. . . x−i,k2x
−
i,k1
)
+HN−i ⊗M−i HN+i .
By induction, the proposition is proved.
It follows from Proposition 1.12 that ∆Y (g)
(
x−iks . . . x
−
ik1
)
acts on a tensor prod-
12
uct of highest weight representations in the same way as ∆Y (sl2)
(
x−iks . . . x
−
ik1
)
.
1.2.3 Representations of Yangians
The representation theory of Yangians has many applications in mathematics and
physics. For instance, from any finite-dimensional representation of a Yangian, one
can construct aR-matrix which is a solution of the quantum Yang-Baxter equations:
R12 (u)R13 (u+ v)R23 (v) = R23 (v)R13 (u+ v)R12 (u) .
As stated in [NT], “the physical data such as mass formula, fusion angle, and the
spins of integrals of motion can be extracted from the Yangian highest weight rep-
resentations.” The representation theory of Y (g) have found applications to the rep-
resentation theory of classical Lie algebras [Mo1].
Definition 1.13. A representation V (µ) of Y (g) is said to be highest weight if it is
generated by a vector v+ such that
x+i,kv
+ = 0 and hi,kv+ = µi,kv+,
where µ =
(
µ1 (u) , µ2 (u) , . . . , µl(u)
)
and µi (u) = 1+µi,0u−1+µi,1u−2+ . . . is
a formal series in u−1 for i ∈ I .
We call a weight vector v maximal in an Y (g)-module V if N+v = 0. The
defining relations of the Yangian allow one to define analogously the notion of
Verma module M(µ) of Y (g). The Verma module M(µ) is defined to be the quo-
tient of Y (g) by the left ideal generated by N+ and the elements hi,k − µi,k1; Y (g)
acts on M(µ) by left multiplication. A highest weight vector of M(µ) is 1µ which
is the image of the element 1 ∈ Y (g) in the quotient. The Verma module M(µ) is a
universal highest weight representation in the sense that: if V (µ) is another highest
weight representation with a highest weight vector v, then the mapping 1µ 7→ v
defines a surjective Y (g)-module homomorphism M (µ)→ V (µ).
Let V = V (µ) be a highest weight representation of Y (g). Pulling back by
the imbedding U(g) →֒ Y (g), V is a g-module. The weight subspace Vµ(0) with
µ(0) = (µ1,0, . . . , µl,0) is one-dimensional and spanned by the highest weight vector
of V . All other nonzero weight subspaces correspond to the weights η of the form
η = µ(0) − k1α1 − . . .− klαl,
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where all ki are nonnegative integers, not all of them are zero. A standard argument
shows that M(µ) has a unique irreducible quotient L (µ). In [Dr2], Drinfeld gave a
classification of the finite-dimensional irreducible representations of Y (g).
Theorem 1.14.
(a) Every finite-dimensional irreducible representation of Y (g) is highest weight.
(b) The representation L(µ) is finite dimensional if and only if there exist poly-
nomials πi (u), i ∈ I , such that
πi (u+ di)
πi (u)
= 1 +
∞∑
k=0
µi,ku
−k−1,
in the sense that the right-hand side is the Laurent expansion of the left-hand
side about u =∞.
The polynomials πi (u) above are called Drinfeld polynomials.
Lemma 1.15. Let Q(u+1)
Q(u)
= 1+du−1+dau−2+da2u−3+ . . . and Q(u) be a monic
polynomial. Then Q(u) =
(
u− (a− d+ 1)) . . . (u− (a− 1))(u− a).
Proof. We first show the uniqueness of Q (u). If Q(u+1)
Q(u)
= R(u+1)
R(u)
, then Q(u)
R(u)
=
Q(u+1)
R(u+1)
. Therefore Q(u)
R(u)
is periodic in u, which implies Q (u) = R (u).
Let Q (u) = (u− (a− d+ 1)) . . . (u− (a− 1)) (u− a).
Q(u+ 1)
Q(u)
=
(
u− (a− d))(u− (a− d+ 1)) . . . (u− (a− 2))(u− (a− 1))(
u− (a− d+ 1)) . . . (u− (a− 1))(u− a)
=
u− (a− d)
u− a
=
1− (a− d)u−1
1− au−1
=
(
1− (a− d)u−1) (1 + au−1 + a2u−2 + . . .+ anu−n + . . .)
= 1 + du−1 + dau−2 + da2u−3 + · · · .
Among all the finite-dimensional irreducible representations of Y (g), one type
of representation, called fundamental, is important: each finite-dimensional irre-
ducible representation is a subquotient of some tensor product of fundamental rep-
resentations.
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Definition 1.16. A finite-dimensional irreducible Y (g)-module is called funda-
mental if its Drinfeld polynomials are given by
πj (u) =
1 if j 6= i,u− a if j = i
for some i ∈ I; the corresponding representation will be denoted by Va(ωi).
Theorem 1.17 (Theorem2.16, [ChPr4]). Every finite-dimensional irreducible rep-
resentation V of Y (g) is a sub-quotient of a tensor product W = V1 ⊗ . . . ⊗ Vn
of the fundamental representations. In fact, V is a quotient of the cyclic sub-
representation of W generated by the tensor product of the highest weight vectors
in the Vi.
In [ChPr3] and [ChPr5], an explicit realization of finite dimensional irreducible
representations of Y (sl2) is given: every finite dimensional irreducible representa-
tion of Y (sl2) is a tensor product of representations which are irreducible under
sl2. However, this property is not true in general. A. Molev has a counterexample
in Remark 3.4.10 of his book [Mo1]. The Y (sl3)-module L (µ) is 8-dimensional,
where µ1 (u) = (1 + 3u−1) (1 + u−1) , µ2 (u) = 1 + 3u−1 and µ3 (u) = 1 + 2u−1.
On the other hand, the possible dimensions of the evaluation modules are 1, 3, 6,
8 . . . , so that L (µ) can not be isomorphic to a non-trivial tensor product of such
modules. The structure of the general finite-dimensional irreducible Y (g)-module
still remains unknown. In this thesis, a cyclicity criterion of the tensor productW as
in Theorem 1.17 is given when g is a classical simple Lie algebra or g = G2. More-
over, a sufficient condition for W to be irreducible can follow from the cyclicity
condition.
We next introduce the fundamental representations of Y (g).
Proposition 1.18 (Proposition 12.1.17, [ChPr2]). Let mi be the multiplicity of the
simple root αi in the highest root θ of g, and let dθ = di if θ is conjugate to αi under
the Weyl group of g. If mi = 1 or mi = dθ/di, the fundamental representation
L(ωi) of g can be made into a fundamental representation of Y (g).
Remark 1.19. The Proposition tells that
(i) When g is a simple Lie algebra of type A or C, L(ωi) ∼=g Va(ωi) for all i ∈ I;
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(ii) When g is a simple Lie algebra of type B, L(ωi) ∼=g Va(ωi) for i = 1, l;
(iii) When g is a simple Lie algebra of type D, L(ωi) ∼=g Va(ωi) for i = 1, l−1, l.
The remaining fundamental representations Va(ωi) of g are given by the following
proposition.
Proposition 1.20 (Proposition 12.1.18, [ChPr2]).
(i) If g is a simple Lie algebra of type Bl, then, for 2 ≤ i ≤ l − 1,
Va(ωi) ∼=g
[ i
2
]⊕
j=0
L (ωi−2j) .
(ii) If g is a simple Lie algebra of type Dl, then, for 2 ≤ i ≤ l − 2,
Va(ωi) ∼=g
[ i
2
]⊕
j=0
L (ωi−2j) .
The fundamental representations of Yangians of exceptional simple Lie alge-
bras over C can be found in [ChPr4].
Let V be an finite-dimensional irreducible representation of Y (g) with as-
sociated polynomial π. We are going to define the following associated Y (g)-
representations.
(i) Pulling back through τa as in Proposition 1.8, the representation V (a) has
associated polynomial {πi(u− a)}.
(ii) The left dual tV of V and right dual V t of V are the representations of Y (g)
on the vector space dual of V defined as follows:
(y · f) (v) = f (S (y) · v), y ∈ Y (g), f ∈ tV , v ∈ V .
(y · f) (v) = f (S−1 (y) · v), y ∈ Y (g), f ∈ V t, v ∈ V .
The dual of an irreducible representation is irreducible.
Lemma 1.21 (Lemma 3.3, [ChPr4]). Let Va(ωi) be a fundamental representation
of Y (g). Then
tVa(ωi) ∼= Va−κ
(
ω−w0(i)
)
, where κ = 1
2
× dual Coxeter number of g.
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Proposition 1.22 (Proposition 2.15, [ChPr4]). Let both V and V˜ be finite-dimensional
irreducible representations of Y (g) with associated polynomials π and π˜, respec-
tively. Let v+ ∈ V , v˜+ ∈ V˜ be their highest weight vectors. Then v+ ⊗ v˜+ is a
highest weight vector in V ⊗ V˜ and its associated polynomials are ππ˜.
Proposition 1.23 (Proposition 3.8, [ChPr6]). Let V be a finite-dimensional repre-
sentation of Y (g). V is irreducible if and only if V and tV (respectively, V and
V t
)
are both highest weight Y (g)-modules.
Lemma 1.24 (Lemma 3.1, [ChPr4]). Let V and W be finite-dimensional irre-
ducible representations of Y (g) with lowest and highest weight vectors v− and w+,
respectively. Then v− ⊗ w+generates V ⊗W .
The following corollary is analogue of Lemma 4.2 of [Ch]. Note that every
finite-dimensional highest-weight representation is also a lowest-weight represen-
tation and vice-versa. We can not find a proof for the case of the representation
theory of Yangians, so we prove it.
Corollary 1.25. Let V and W be finite-dimensional highest weight representations
of Y (g) with lowest and highest weight vectors v− and w+, respectively. Then
v− ⊗ w+ generates V ⊗W .
Proof. We first show that v− ⊗ W ⊆ Y (g) (v− ⊗ w+). ∀w ∈ W , there exists
X− ∈ Y − such that X−w+ = w since W is a highest weight representation. Then
it follows from (ii) of Proposition 1.9 that
X−
(
v− ⊗ w+) = ∆ (X−) (v− ⊗ w+) = v− ⊗X−w+ = v− ⊗ w.
Thus v− ⊗ w ∈ Y (g) (v− ⊗ w+). Therefore v− ⊗W ⊆ Y (g) (v− ⊗ w+).
To prove this corollary, it is equivalent to show that v ⊗w ∈ Y (g) (v− ⊗ w+),
where v ∈ V and w ∈ W . Since V is a lowest weight representation, it is enough
to show that
(
m∏
i=1
(
x+ji,ki
)ai v−) ⊗ w ∈ Y (g) (v− ⊗ w+). We use induction on the
degree N = k1a1 + . . .+ kmam of
m∏
i=1
(
x+ji,ki
)ai
. For fixed N , we use induction on
M = a1 + . . .+ am.
For N = 0, M = 1, Without loss of generality, we may assume that a1 6= 0.(
x+j1,0v
−)⊗ w = x+j1,0 (v− ⊗ w)− v− ⊗ (x+j1,0w) ∈ Y (g) (v− ⊗ w+) .
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Therefore the claim is true. Suppose M ≥ 2, and the claim is true for M − 1. By
the induction hypothesis, we may assume that for a1 + . . .+ am = M − 1,(
m∏
i=1
(
x+ji,0
)ai v−)⊗ w ∈ Y (g) (v− ⊗ w+) for all w ∈ W.
(
m∏
i=1
(
x+ji,0
)ai v−)⊗ w = (x+j1,0 (x+j1,0)a1−1 m∏
i=2
(
x+ji,0
)ai v−)⊗ w
= x+j1,0
((
x+j1,0
)a1−1 m∏
i=2
(
x+ji,0
)ai v− ⊗ w)
−
((
x+j1,0
)a1−1 m∏
i=2
(
x+ji,0
)ai v−)⊗(x+j1,0w
)
.
The claim follows from the induction hypothesis.
Suppose that N ≥ 1, and the claim is true for all value k ≤ N − 1. Without
loss of generality, we may assume that both k1 > 0 and a1 > 0.( m∏
i=1
(
x+ji,ki
)ai v−)⊗ w
=
(
x+ji,k1
(
x+ji,k1
)a1−1 m∏
i=2
(
x+ji,ki
)ai v−)⊗ w
= x+j1,k1
( (
x+j1,k1
)a1−1 m∏
i=2
(
x+ji,ki
)ai v− ⊗ w)
−
( (
x+j1,k1
)a1−1 m∏
i=2
(
x+ji,ki
)ai v−)⊗ (x+j1,k1w)
−
k1∑
j=1
hj1,j−1 ⊗ x+j1,k−j
(( (
x+j1,k1
)a1−1 m∏
i=2
(
x+ji,ki
)ai v−)⊗ w)
− Y
((
x+j1,k1
)a1−1 m∏
i=2
(
x+ji,ki
)ai v−)⊗ w).
Note that Y ∈ HiN−i ⊗ HiN+i by Proposition 1.11. By the induction hypothesis,
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most terms but one are obviously in Y (g) (v− ⊗ w+):
k1∑
j=1
hj1,j−1 ⊗ x+j1,k−j
(((
x+j1,k1
)a1−1 m∏
i=2
(
x+ji,ki
)ai v−)⊗ w).
By the defining relations of Yangians, Deg
(
hj1,j−1
( (
x+j1,k1
)a1−1 m∏
i=2
(
x+ji,ki
)ai v−))
is strictly less than N . Therefore
k1∑
j=1
hj1,j−1 ⊗ x+j1,k−j
(((
x+j1,k1
)a1−1 m∏
i=2
(
x+ji,ki
)ai v−)⊗ w) ∈ Y (g) (v− ⊗ w+) ,
and then (
m∏
i=1
(
x+ji,ki
)ai v−)⊗ w ∈ Y (g) (v− ⊗ w+) .
This finished the proof.
1.3 The current algebras and their representations
Let t be an indeterminate. Denote by C[t] the polynomial ring in t. Let g[t] =
g⊗C C[t] be a Lie algebra with commutator
[x⊗C f, y ⊗C g] = [x, y]⊗C fg, x, y ∈ g, f, g ∈ C[t].
Definition 1.26. Let λ =
∑
miωi be a dominant integral weight of g. Denote by
W (λ) the g[t]-module generated by an element vλ with the relations:
n+ ⊗ C[t]vλ = 0, h⊗ tC[t]vλ = 0, hvλ = λ (h) vλ,
(
x−αi ⊗ 1
)mi+1 vλ = 0
for all h ∈ h and all simple roots αi. This module is called the Weyl module for g[t]
associated to λ ∈ P+.
Theorem 1.27 (Theorem 1.2.2, [ChLo]). For all λ ∈ P+, the local Weyl mod-
ules W (λ) are finite dimensional. Moreover, any finite-dimensional g[t]-module V
generated by an element v ∈ V satisfying the relations:
n+ ⊗ C[t]v = 0, h⊗ tC[t]v = 0, hv = λ (h) v
is a quotient of W (λ).
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The structure of Weyl mdoules for g[t] associated to a dominant integral weight
λ is known, see [ChLo, FoLi, Na].
Theorem 1.28 (Corollary B, [Na]). Let λ =∑miωi be a dominant integral weight
of g. We have
W (λ) ∼= W (ω1)a1 ∗ . . .∗W (ω1)am1 ∗W (ω2)b1 ∗ . . .∗W (ω2)bm2 ∗ . . .∗W (ωl)l1 ∗ . . .∗W (ωl)lml ,
where ∗ denotes the fusion product introduced in [FeLo2], and a1, . . . , am1 ,
b1, . . . , bm2 , . . . , l1, . . . , lml are parameters used to define the fusion product.
Remark 1.29. As a g-module, the fusion products are isomorphic to tensor prod-
ucts.
Theorem 1.30 (Corollary A, [Na]).
Dim W (λ) =
∏
i∈I
(
Dim
(
W (ωi)
))mi
.
We will not give the definition of Kirillov-Reshetkhin modules KR(mωi) in
this thesis because we only require the fundamental ones (i.e. when m = 1) and it
is well known that KR(ωi) ∼=g[t] W (ωi). From the first part of the main theorem of
Section 2.2 in [ChMo], we obtain that KR(ωi) ∼=g Va (ωi), where g is a classical
simple Lie algebra, any i ∈ I and a ∈ C. Consequently, we have the following
important corollary.
Corollary 1.31. Dim
(
Va(ωi)
)
= Dim
(
W (ωi)
)
.
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Chapter 2
Finiteness of local Weyl modules
In this chapter, we first show the existence of the local Weyl module W (π) of
Y (g) associated to a generic l-tuple of polynomials π =
(
π1(u), . . . , πl(u)
)
, where
πi (u) =
mi∏
j=1
(u− aij). Then we prove thatW (π) are finite-dimensional. In the end,
we obtain an upper bound for the dimension of W (π).
Definition 2.1. The local Weyl module W (π) for Y (g) is defined as the module
generated by a highest weight vector wpi with the following relations:
x+i,kwpi = 0,
(
x−i,0
)mi+1wpi = 0, (hi (u)− πi (u+ di)
πi (u)
)
wpi = 0. (2.0.1)
Remark 2.2.
(i) The local Weyl module W (π) can be considered as the quotient of the Verma
module M(µ) by the submodule generated by
(
x−i,0
)mi+1wpi, where µi(u) =
pii(u+di)
pii(u)
.
(ii) It follows from Remark [2], part C of section 12.1 of [ChPr2] thatmi = λ(hi),
where hi = hi,0di . Thus for any finite-dimensional highest weight representa-
tion V (π) of Y (g),
(
x−i,0
)mi+1wpi = 0. Therefore V (π) is a quotient of W (π).
We are now in the position ready to prove the main objective of this Chapter.
Theorem 2.3. The local Weyl module W (π) is finite-dimensional.
Proof. Let λ = ∑
i∈I
miωi, where mi is the degree of the polynomial πi (u). We
divide the proof into steps.
Step 1: The N-filtration on Y (g) induces a filtration on W (π) as follows: let
W (π)s be the subspace of W (π) spanned by elements of the form ywpi, where
y ∈ Y (g)s. Denote by gr
(
W (π)
)
=
∞⊕
r=0
W (π)r/W (π)r−1 the associated graded
module, where W (π)−1 = 0. Let wpi be the image of wpi in gr
(
W (π)
)
.
Step 2: show gr
(
W (π)
)
= gr
(
Y (g)
)
wpi = U (g[t])wpi.
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Proof: The action of gr
(
Y (g)
)
on gr
(
W (π)
)
is given by y wpi = ywpi, where y¯
is the image of y ∈ Y (g) in gr(Y (g)). It is obvious that gr(W (π)) ⊇ gr(Y (g))wpi.
Let v ∈ gr(W (π)). Without loss of generality, we may assume that v ∈ W (π)r\W (π)r−1.
Thus v = ywpi for some y ∈ Y (g)r\Y (g)r−1 by Step 1 and hence v¯ = y¯ wpi. So
gr
(
W (π)
) ⊆ gr(Y (g))wpi.
Step 3: show gr
(
W (π)
)
is a highest weight representation of gr
(
Y (g)
)
.
Proof: Note that (x+α ⊗ tr)wpi = x+α,rwpi = 0 and hiwpi = hi,0wpi = miwpi.
Since wpi ∈ W (π)0 ⊆ W (π)r for all r ≥ 1, (hi ⊗ tr)wpi = hi,rwpi = c.wpi = 0,
where c ∈ C. Moreover, (x−i )mi+1wpi = (x−i,0)mi+1wpi = 0. Therefore Step 3 holds.
Step 4: W (π) is finite-dimensional.
Proof: There is a surjective homomorphism ϕ : W (λ) → gr(W (π)), by
Theorem 1.27. From Theorem ??, we know that W (λ) is finite-dimensional and
hence gr
(
W (π)
)
is as well since it is a quotient of W (λ). As Dim
(
W (π)
)
=
Dim
(
gr
(
W (π)
))
, W (π) is finite-dimensional.
Since gr
(
W (π)
)
is a quotient of the Weyl module W (λ) of g[t], we obtain an
upper bound of the dimension of the local Weyl module.
Theorem 2.4. Using the notation as in the above theorem,
Dim
(
W (π)
) ≤ Dim(W (λ)).
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Chapter 3
Local Weyl modules of Y (sll+1)
In this chapter, the local Weyl modules of Y (sll+1) are studied. We first look into
the local Weyl modules of Y (sl2). A lot of useful information is contained in this
case. Next we consider the general case: the local Weyl modules for Y (sll+1).
The ideas in this chapter will inspire us to characterize the local Weyl modules of
Yangians of simple Lie algebras of types B, C, D and G2.
Let π =
(
π1(u), π2(u), . . . , πl(u)
)
be a generic l-tuple of monic polynomials
in u, and πi (u) =
mi∏
j=1
(u− ai,j). Let k = m1 + m2 + . . . + ml, S = {ai,j|i =
1, . . . , l; j = 1, . . . , mi}, and λ =
l∑
i=1
miωi. Let am,n be one of the numbers
in S with the maximal real part. Then define a1 = am,n and b1 = m. Induc-
tively, let as,t be one of the numbers in S − {a1, . . . , ai−1} (i ≥ 2) with the max-
imal real part. Then define ai = as,t and bi = s. We construct a tensor product
L = Va1 (ωb1) ⊗ Va2 (ωb2) ⊗ . . . ⊗ Vak (ωbk) , where Vai(ωbi) are fundamental rep-
resentations of Y (sll+1). We prove that L is a highest weight representation associ-
ated to π. Note that the dimension of Vai (ωbi) is
(
l+1
bi
)
. Then Dim(L) =
l∏
i=1
(
l+1
i
)mi
.
Since L is a quotient of W (π), a lower bound on the dimension of the local Weyl
module W (π) is obtained.
Let W (λ) be the local Weyl module associated to λ of the current algebra
sll+1[t]. It follows from main theorem of [ChLo] that Dim
(
W (λ)
)
=
l∏
i=1
(
l+1
i
)mi
.
Comparing the dimensions of W (λ) and L, the structure of the local Weyl module
W (π) of Y (sll+1) is obtained, namely,
W (π) ∼= Va1 (ωb1)⊗ Va2 (ωb2)⊗ . . .⊗ Vak (ωbk) , where ai ∈ S.
Similar to the proof that L is a highest weight representation (Proposition
3.13), we obtain a sufficient condition for a tensor product of fundamental rep-
resentations of the form Va1(ωb1)⊗Va2(ωb2)⊗ . . .⊗Vak(ωbk) to be a highest weight
representation. If aj − ai /∈ S(bi, bj) for 1 ≤ i < j ≤ k, then L is a highest
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weight representation, where S(bi, bj) is a finite set of positive rational numbers as
in Lemma 3.15. A sufficient and necessary condition on the irreducibility of the
tensor product is obtained: L is irreducible if and only if aj − ai /∈ S(bi, bj) for
1 ≤ i 6= j ≤ k.
3.1 On the local Weyl modules for Yangian Y (sl2)
In this section, we denote the generators of Y (sl2) by x±r , hr, r ∈ Z≥0.
Lemma 3.1. The assignment ρ(x±k ) = δk,0x±k and ρ(hk) = δk,0hk extends linearly
to a homomorphism from Y (sl2) to U(sl2) for k ≥ 0.
Let Wm be the irreducible representation of sl2 with highest weight m ∈ Z≥1.
Pulling it back by ρ, Wm becomes to a Y (sl2)-module. Let Wm (a) be the ir-
reducible representation of Y (sl2) associated to the Drinfeld polynomial π(u) =(
u− a
)(
u− (a1 + 1)
)
. . .
(
u− (a+m− 1)
)
.
Proposition 3.2 (Proposition 3.5,[ChPr3]). For any m ≥ 1, a ∈ C, Wm (a) has a
basis {w0, w1, . . . , wm} on which the action of Y (sl2) is given by
x+k .ws = (s+ a)
k (s+ 1)ws+1, x
−
k .ws = (s+ a− 1)k (m− s+ 1)ws−1,
hk.ws =
(
(s+ a− 1)k s (m− s+ 1)− (s+ a)k (s+ 1) (m− s)
)
ws.
The cases when m = 1 and m = 2 are important for the characterization of
the local Weyl modules of Yangians. Calculations are listed in the two corollaries
below.
Corollary 3.3. In W1 (a),
hkw1 = a
kw1, x
−
k w1 = a
kx−0 w1, hkx
−
i,0w1 = −akx−0 w1. (3.1.1)
Corollary 3.4. Let W2 (a) = Y (sl2) (w2) = span{w0, w1, w2}.
(i) x−k w2 = (a+ 1)k w1, x−k w1 = 2akw0.
(ii) x−0 x−1 (w2) = (a+ 1)
(
x−0
)2
(w2).
(iii) x−1 x−0 (w2) = a
(
x−0
)2
(w2).
(iv) (x−1 x−0 + x−0 x−1 ) (w2) = (2a+ 1) (x−0 )2 (w2).
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(v) (x−2 x−0 + x−0 x−2 ) (w2) = (2a2 + 2a+ 1) (x−0 )2 (w2).
(vi) (x−1 )2 (w2) = a (a+ 1) (x−0 )2 (w2);
It follows from Propositions 1.9 and 3.2 that
Corollary 3.5. Let v+ (v−) and w+ (w−) be the highest (lowest) weight vectors in
W1 (b) and W1 (a) respectively. In W1 (b)⊗W1 (a),
(i) x−0 (v+ ⊗ w+) and x−1 (v+ ⊗ w+) are linear independent.
(ii) x−0 x−1 (v+ ⊗ w+) = (a+b+1)2
(
x−0
)2
(v+ ⊗ w+).
(iii) x−1 x−0 (v+ ⊗ w+) = (a+b−1)2
(
x−0
)2
(v+ ⊗ w+).
(iv) (x−1 x−0 + x−0 x−1 ) (v+ ⊗ w+) = (a+ b) (x−0 )2 (v+ ⊗ w+).
(v) x−2 (v+ ⊗ w+) = (b2 + b+ a) v− ⊗ w+ + a2v+ ⊗ w−, and
x−0 x
−
2 (v
+ ⊗ w+) = (b
2+b+a+a2)
2
(
x−0
)2
(v+ ⊗ w+) , and
x−1 x
−
2 (v
+ ⊗ w+) = ab(a+b+1)
2
(
x−0
)2
(v+ ⊗ w+).
(vi) x−1 x−1 (v+ ⊗ w+) = ab
(
x−0
)2
(v+ ⊗ w+).
(vii) x−3 (v+ ⊗ w+) = (b3 + b2 + ab+ a2) v− ⊗ w+ + a3v+ ⊗ w− and
x−0 x
−
3 (v
+ ⊗ w+) = b3+b2+ab+a2+a3
2
(
x−0
)2
(v+ ⊗ w+).
Proposition 3.6 (Proposition 3.6, [ChPr3]). Let a ∈ C and let v0 = v+ ⊗ w− −
v− ⊗ w+, where v+ and w+ (v− and w−) are highest (lowest) weight vectors in
W1 (a+ 1) and W1 (a), respectively. W1 (a + 1) ⊗ W1 (a) = Y (sl2) (v+ ⊗ v−),
and we have a short exact sequence of Y (sl2)-modules
0→ Y (sl2)v0 →W1 (a + 1)⊗W1 (a)→W2 (a)→ 0,
where Y (sl2)v0 is the one-dimensional trivial module.
Proposition 3.7 (Proposition 3.7, [ChPr3]). Let a1, a2, . . . , am ∈ C, m ≥ 1. Then
if aj − ai 6= 1 when i < j,
W1 (a1)⊗ . . .⊗W1 (am)
is a highest weight Y (sl2)-module.
It follows from the above proposition that we have
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Corollary 3.8. Let a1, a2, . . . , am ∈ C, m ≥ 1, and Re (a1) ≥ . . . ≥ Re (am).
Then
W1 (a1)⊗ . . .⊗W1 (am)
is a highest weight Y (sl2)-module.
Lemma 3.9 (Corollary 3.8.[ChPr3]). Let P1, P2, . . . , Pm be polynomials, and let
V (Pi) be the irreducible representation whose Drinfeld polynomial is Pi. Assume
that if ai is a root of Pi and aj a root of Pj , where i < j, then aj − ai 6= 1. Then
V (P1)⊗ V (P2)⊗ . . .⊗ V (Pm)
is a highest weight Y (sl2)-module.
Corollary 3.10. Let a1, a2, . . . , am ∈ C, m ≥ 1, and Re (a1) ≥ . . . ≥ Re (am).
Then
W2 (a1)⊗W1 (a2)⊗W1 (a3)⊗ . . .⊗W1 (am)
is a highest weight Y (sl2)-module.
Proof. Let P1 (u) =
(
u − (a1 + 1)
)(
u − a1
)
, P2 (u) = u − a2, P3 (u) = u − a3,
. . ., Pm (u) = u − am. It is easy to check that if ai is a root of Pi and aj a root
of Pj , where i < j, then aj − ai 6= 1. V (P1) = W2 (a1), V (P2) = W1 (a1),
V (P3) = W1 (a3), . . ., V (Pm) = W1 (am). Therefore the corollary follows from
the above lemma.
Theorem 3.11. Let π(u) = (u− a1)(u− a2) . . . (u− am) be a decomposition of π
overC such that Re (a1) ≥ . . . ≥ Re (am). ThenW (π) ∼= W1 (a1)⊗. . .⊗W1 (am).
Proof. It follows from Corollary 3.8 thatW1 (a1)⊗. . .⊗W1 (am) is a highest weight
module of Y (sl2). By Proposition 1.22, the associated polynomial is π(u). By
the maximality of the local Weyl module W (π), Dim
(
W (π)
)
≥ 2m. It follows
from the main theorem of [ChLo] that Dim
(
W (π)
)
≤ 2m. Thus it follows from
Theorem 2.4 that Dim
(
W (π)
)
= 2m. Therefore
W (π) = W1 (a1)⊗ . . .⊗W1 (am) .
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3.2 On the local Weyl modules of Y (sll+1) for l ≥ 2
In this section, we characterize the local Weyl modules of Y (sll+1) for l ≥ 2. Let π
be an l-tuple of polynomials π =
(
π1(u), . . . , πl(u)
)
, and W (π) be the local Weyl
module associated to π.
The next corollary is a consequence of Theorem 2.4 and the main theorem of
[ChLo].
Corollary 3.12. Let π be an l-tuple of polynomials π =
(
π1(u), . . . , πl(u)
)
, and
mi be the degree of πi(u). Then Dim
(
W (π)
)
≤
l∏
i=1
(
l+1
i
)mi
.
3.2.1 On a lower bound of the local Weyl modules of Y (sll+1)
Proposition 3.13. Let L = Va1(ωb1) ⊗ Va2(ωb2) ⊗ . . . ⊗ Vak(ωbk), where bi ∈
{1, . . . , l}. If Re (a1) ≥ Re (a2) ≥ . . . ≥ Re (ak), then L is a highest weight
representation of Y (sll+1).
Proof. Let Yi be the Yangian subalgebra generated by x±i,r and hi,r, where r ∈ Z≥0.
Let v+i be a highest weight vector of Vai (ωbi), and let v−1 be a lowest weight vector
of Va1(ωb1).
We prove this proposition by induction on k. It is obvious that for k = 1,
L = Va1(ωb1) is irreducible, hence it is a highest weight representation. We assume
that the claim is true for any integer less than or equal k − 1 (k ≥ 2). By the
induction hypothesis, Va2(ωb2) ⊗ Va3(ωb3) ⊗ . . . ⊗ Vak(ωbk) is a highest weight
representation of Y (sll+1), and a highest weight vector is v+ = v+2 ⊗ . . .⊗ v+k .
Let {e1, e2, . . . , el+1} be the standard basis of Cl+1, and {µ1, µ2, . . . , µl+1} be
the coordinate functions on the Cartan subalgebra of Y (sll+1). Then in Va1(ωb1),
v+1 = e1 ∧ e2 ∧ . . . ∧ eb1
and
v−1 = el+2−b1 ∧ el+3−b1 ∧ . . . ∧ el+1.
The corresponding weights of v+1 and v−1 are µ1+ . . .+µb1 and µl+2−b1+ . . .+µl+1,
respectively. Note that
v−1 =
(
x−l+1−b1,0 . . . x
−
1,0
) (
x−l+2−b1,0 . . . x
−
2,0
)
. . .
(
x−l,0 . . . x
−
b1,0
)
v+1 .
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Let σ = (sl+1−b1 . . . s1) (sl+2−b1 . . . s2) . . . (sl . . . sb1), where sk = (k, k + 1). De-
fine σ0 = 1, σ1 = sb1σ0, σ2 = sb1+1σ1, and so on (based on the expression of
σ). Thus there exists some i′ ∈ {1, . . . , l} such that σi+1 = si′σi. For a fixed
i, there exist unique nonnegative integers r and s for 0 ≤ s < l − b1 + 1 such
that i = r (l − b1 + 1) + s. Then i′ = b1 − r + s. Define vωb1 = v+1 and
vσi+1(ωb1 ) = x
−
i′,0vσi(ωb1 ) inductively. Moreover, these vectors are non-zero.
It follows from Proposition 1.9 that v+1 ⊗ v+ is a maximal vector and hi,k acts
on v+1 ⊗v+ by a scalar multiple. Thus we only have to show that v+1 ⊗v+ generates
L. It follows from Proposition 1.25 that it is enough to prove that
v−1 ⊗ v+ ∈ Y (sll+1)
(
v+1 ⊗ v+
)
.
We divide the proof into the following steps.
Step 1: σ−1i (αi′) ∈ ∆+.
Proof: It is routine to check.
Step 2: Yi′
(
v
σi(ωb1)
)
is a highest weight module of Yi′ .
Proof: Since the weight σi (ωb1) is on the Weyl group orbit of the highest
weight and the representation Va1(ωb1) is finite-dimensional, the weight space of
weight σi (ωb1) is 1-dimensional. The elements hj,s form a commutative subalgebra
H of Y (sll+1), so vσi(ωb1) is an eigenvector of hi′,r. Therefore we only have to show
that v
σi(ωb1)
is a maximal vector. Suppose to the contrary that x+i′,kvσiωbi 6= 0. Then
x+i′,kvσiωbi is a weight vector of weight σiωbi+αi′ , and then ωb1+σ
−1
i (αi′) is a weight
of Va1 (ωb1). Therefore ωb1 precedes ωb1 + σ−1i (αi′) by Step 1, which contradicts
that ωi is the highest weight of Va1(ωb1).
Step 3:wt
(
v
σi(ωb1)
)
= (µ1 + . . .+ µb1−r−1) +µb1−r+s+ (µl−r+2 + . . . µl+1).
Proof: Recall that vωb1 = e1 ∧ . . . ∧ eb1 .
v
σi(ωb1)
= (e1 ∧ e2 ∧ . . . ∧ eb1−r−1) ∧ eb1−r+s ∧ (el−r+2 ∧ el−r+3 ∧ . . . ∧ el+1) .
Thus wt
(
v
σi(ωb1)
)
= (µ1 + . . .+ µb1−r−1) + µb1−r+s + (µl−r+2 + . . . µl+1).
Step 4: The associated polynomial P (u) of Yi′
(
v
σi(ωb1)
)
has of degree 1.
Proof: Note that i′ = b1 − r + s. It follows from step 3 that
hi′,0vσi(ωb1)
= v
σi(ωb1)
.
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Thus the degree of P (u) equals 1.
Step 5: Yi′
(
v
σi(ωb1)
)
is a 2-dimensional Yi′-highest weight module which is
isomorphic to W1 (a). Moreover, if i ≥ 1, then Re (a) > Re (a1). The value of a
will be explicitly computed in the next section.
Proof: Let P (u) = (u− a). It follows from the definition of the local Weyl
module of Y (sl2) that Yi′
(
v
σi(ωb1)
)
is a sub-quotient of W1 (a). Since W1 (a) has
dimension 2, Yi′
(
v
σi(ωb1)
)
= W1 (a) by the maximality of W1 (a). By Proposition
3.2, the value of a can be determined by the eigenvalue of v
σi(ωb1)
under hi′,1. We
claim a =
(
a1 +
r+s
2
)
, i.e.,
hi′,1vσi(ωb1)
=
(
a1 +
r + s
2
)
v
σi(ωb1)
,
where r, s are decided uniquely from i = r (l − b1 + 1) + s for 0 ≤ s < l− b1 + 1.
Let us assume for the moment that this is done (the proof will be given in the next
section), and let us proceed to the next step.
Step 6: Yi′
(
v
σi(ωb1)
⊗ v+2 ⊗ . . .⊗ v+k
)
= Yi′
(
v
σi(ωb1)
)
⊗ Yi′
(
v+2
) ⊗ . . . ⊗
Yi′
(
v+k
)
.
Proof: Yi′ (v+m) is either trivial or isomorphic to W1 (am) if bm = i′. Suppose
in {b1, . . . , bk} that bj1 = bj2 = . . . = bjm = i′ with j1 < . . . < jm, and bn 6= i′ if
n /∈ {j1, j2, . . . , jm}. Note in Step 5 that Yi′
(
v
σi(ωb1)
) ∼= W1 (a). Thus
Yi′
(
v
σi(ωb1)
)
⊗ Yi′
(
v+2
)⊗ . . .⊗ Yi′ (v+k )
∼=
W1 (a)⊗W1 (aj1)⊗ . . .⊗W1 (ajm) if b1 6= i′W1 (a)⊗W1 (aj2)⊗ . . .⊗W1 (ajm) if b1 = i′.
Since Re (a) ≥ Re (a1) ≥ . . . ≥ Re (aj1) ≥ . . . ≥ Re (ajm), it follows from
Corollary 3.8 that Yi′
(
v
σi(ωb1)
)
⊗ Yi′
(
v+2
) ⊗ . . . ⊗ Yi′ (v+k ) is a highest weight
module with highest weight vector v
σi(ωb1)
⊗ v+2 ⊗ . . .⊗ v+k . Thus
Yi′
(
v
σi(ωb1)
⊗ v+2 ⊗ . . .⊗ v+k
)
⊇ Yi′
(
v
σi(ωb1)
)
⊗ Yi′
(
v+2
)⊗ . . .⊗ Yi′ (v+k ) .
It follows from the coproduct of the Yangian and Proposition 1.12 that
Yi′
(
v
σi(ωb1)
⊗ v+2 ⊗ . . .⊗ v+k
)
⊆ Yi′
(
v
σi(ωb1)
)
⊗ Yi′
(
v+2
)⊗ . . .⊗ Yi′ (v+k ) .
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Therefore the claim is true.
Step 7: vσi+1(ωb1 ) ⊗ v+ ∈ Yi′
(
v
σi(ωb1)
⊗ v+
)
.
Proof: The claim follows from
vσi+1(ωb1 ) ⊗ v+ ∈ Yi′
(
vσiωb1
)
⊗ Yi′
(
v+
)
= Yi′
(
v
σi(ωb1)
⊗ v+
)
.
Step 8: v−1 ⊗ v+ ∈ Y (sll+1)
(
v+1 ⊗ v+
)
.
Proof: It follows from step 7 immediately by induction on the subscript of σi.
It follows from Step 8 and Corollary 1.25 that L = Y (sll+1)
(
v+1 ⊗ v+
)
.
Remark 3.14. In what follows, these are the records of values of a as in Step 5 of
Proposition 3.13, which will be calculated explicitly in the next section.
In what follows, the notation a1
x−
b1,0−−−→ a1 + 12
x−
b1+1,0−−−−→ a1 + 1 means that
Yb1
(
v+1
) ∼= W1 (a1) and Yb1+1 (x−b1,0v+1 ) = W1 (a1 + 12).
a1
x−
b1,0−−−→ a1 + 12
x−
b1+1,0−−−−→ . . . x
−
l−1,0−−−→ a1 + l−b12
x−
l,0−→ a1 + 12
x−
b1−1,0−−−−→ (a1 + 12) +
1
2
x−
b1,0−−−→ . . . x
−
l−2,0−−−→ (a1 + 12) + l−b12 x−l−1,0−−−→ (a1 + 1) x−b1−2,0−−−−→ (a1 + 1) + 12 x−b1−1,0−−−−→
. . .
x−
l−3,0−−−→ (a1 + 1)+ l−b12
x−
l−2,0−−−→ (a1 + 32) x−b1−3,0−−−−→ . . . x−l−b1+2,0−−−−−→ (a1 + b1−12 ) x−1,0−−→(
a1 +
b1−1
2
)
+ 1
2
x−2,0−−→ . . .
x−
l−b1,0−−−−→ (a1 + b1−12 ) + l−b12 = a1 + l−12 x−l+1−b1,0−−−−−→
the lowest weight vector reached.
Replacing the condition Re (a1) ≥ Re (a2) ≥ . . . ≥ Re (ak), a much broader
condition on L to be a highest weight representation can be obtained, which allows
us to obtain a sufficient condition on L to be irreducible. Note that the first item of
next lemma was proved by other methods in [ChPr6].
Lemma 3.15. Vam (ωbm)⊗Van (ωbn) is a highest weight representation if an−am /∈
S (bm, bn), where the set S (bm, bn) is defined as follows:
(i) S (bm, bn) =
{
bn−bm
2
+ k|1 ≤ k ≤ min {bm, l − bn + 1}
} for bm ≤ bn.
(ii) S (bm, bn) =
{
bn−bm
2
+ k|bm − bn + 1 ≤ k ≤ min {bm, l − bn + 1}
}
for bm > bn.
Proof. By Proposition 3.13, if i′ 6= bn, then Yi′ (vbn) is 1-dimensional. Thus
Yi′
(
vσi(ωbm )
) ⊗ Yi′ (vbn) ∼= Yi′ (vσi(ωbm )), which is a highest weight representa-
tion. So we may assume that i′ = bn. Let’s compare the values of l − bm + 1 and
bn.
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Case 1: bm ≤ bn and l − bm + 1 ≤ bn.
Note that in this case
v−1 =
(
x−l+1−bm,0 . . . x
−
1,0
) (
x−l+2−bm,0 . . . x
−
2,0
)
. . .
(
x−bn−1,0 . . . x
−
bm−(l−bn)−1,0
)
(
x−bn,0 . . . x
−
bm−(l−bn),0
)
. . .
(
x−l−1,0 . . . x
−
bn,0
. . . x−bm−1,0
)
(
x−l,0 . . . x
−
bn,0
. . . x−bm,0
)
v+1 .
The position
(
counting from the back
)
of x−bn,0 in the k-th parenthesis
(
counting
from the back
)
is bn − bm + k. Moreover 1 ≤ k ≤ (l − bn) + 1 (this is the number
of parenthesis which contain the term x−bn,0).
The only possible values for i are (k − 1) (l − bm + 1) + (bn − bm + k − 1).
Therefore
Yi′
(
vσi(ωbm)
) ∼= W1(am + k + bn − bm + k − 2
2
)
.
For 1 ≤ k ≤ (l − bn)+1, if an−
(
am +
2k+bn−bm−2
2
) 6= 1, or an−am 6= 2k+bn−bm2 ,
then Yi′
(
vσi(ωbm )
)⊗ Yi′ (vbn) is a highest weight Yi′-module.
Case 2: bm ≤ bn and l − bm + 1 > bn.
Note that in this case
v−1 =
(
x−l+1−bm,0 . . . x
−
bn,0
. . . x−1,0
) (
x−l+2−bm,0 . . . x
−
bn,0
. . . x−2,0
)
. . .(
x−l−1,0 . . . x
−
bn,0
. . . x−bm−1,0
) (
x−l,0 . . . x
−
bn,0
. . . x−bm,0
)
v+1 .
The position (counting from the back) of x−bn,0 in the k-th parenthesis (counting
from the back) is bn − bm + k for 1 ≤ k ≤ bm.
The possible values for i are (k−1) (l − bm + 1)+(bn − bm + k − 1). There-
fore
Yi′
(
vσi(ωbm)
) ∼= W1(am + k + bn − bm + k − 2
2
)
.
For 1 ≤ k ≤ bm, if an −
(
am +
2k+bn−bm−2
2
) 6= 1, or an − am 6= 2k+bn−bm2 ,
Yi′
(
vσi(ωbm )
)⊗ Yi′ (vbn) is a highest weight Yi′-module.
Case 3: bm > bn and l − bm + 1 ≤ bn.
In this case
v−1 =
(
x−l+1−bm,0 . . . x
−
1,0
)
. . .
(
x−bn−1,0 . . . x
−
bm−(l−bn)−1,0
)
(
x−bn,0 . . . x
−
bm−(l−bn),0
)
. . .
(
x−l−bm+bn,0 . . . x
−
bn,0
)
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(
x−l−bm+bn+1,0 . . . x
−
bn+1,0
)
. . .
(
x−l−1,0 . . . x
−
bm−1,0
) (
x−l,0 . . . x
−
bm,0
)
v+1 .
The position of x−bn,0 in the k-th parenthesis (counting from the back) is k−(bm − bn),
where bm − bn + 1 ≤ k ≤ l − bn + 1.
The possible values of i are (k − 1) (l − bm + 1) +
(
k − (bm − bn) − 1
)
.
Therefore
Yi′
(
vσi(ωbm )
) ∼= W1(am + 2k − bm + bn − 2
2
)
.
For bm − bn + 1 ≤ k ≤ l − bn + 1, if an −
(
am +
2k−bm+bn−2
2
) 6= 1, or an − am 6=
2k−bm+bn
2
, then Yi′
(
vσi(ωbm )
)⊗ Yi′ (vbn) is a highest weight Yi′-module.
Case 4: bm > bn and l − bm + 1 > bn.
In this case
v−1 =
(
x−l+1−bm,0 . . . x
−
1,0
)
. . .
(
x−l−bm+bn−1,0 . . . x
−
bn,0
x−bn−1,0
) (
x−l−bm+bn,0 . . . x
−
bn,0
)(
x−l−bm+bn+1,0 . . . x
−
bn+1,0
)
. . .
(
x−l−1,0 . . . x
−
bm−1,0
) (
x−l,0 . . . x
−
bm,0
)
v+1 .
The position of x−bn,0 in the k-th parenthesis (counting from the back) is k−(bm − bn),
where bm − bn + 1 ≤ k ≤ bm.
The possible values of i are (k − 1) (l − bm + 1) +
(
k − (bm − bn) − 1
)
.
Therefore
Yi′
(
vσi(ωbm )
) ∼= W1(am + 2k − bm + bn − 2
2
)
.
For bm−bn+1 ≤ k ≤ bm, if an−
(
am +
2k−bm+bn−2
2
) 6= 1, or an−am 6= 2k−bm+bn2 ,
then Yi′
(
vσi(ωbm )
)⊗ Yi′ (vbn) is a highest weight Yi′-module.
Theorem 3.16. The tensor product L = Va1(ωb1)⊗ Va2(ωb2)⊗ . . .⊗ Vak(ωbk) is a
highest weight representation of Y (sll+1) if aj − ai /∈ S (bi, bj) for any pair (i, j)
with 1 ≤ i < j ≤ k.
Proof. Let us keep the notations used in Proposition 3.13. The proof is similar to the
proof of Proposition 3.13. The only difference is Step 6. If aj − ai /∈ S (bi, bj) with
1 ≤ i < j ≤ k, then the difference of the root of any two associated polynomials
of Yi′
(
v
σi(ωb1)
)
, Yi′
(
v+2
)
, . . . , Yi′
(
v+k
)
never equals 1. Therefore Yi′
(
v
σi(ωb1)
)
⊗
Yi′
(
v+2
)⊗ . . .⊗ Yi′ (v+k ) is a highest weight representation by Proposition 3.7.
We close this section by giving a sufficient and necessary condition for the
irreducibility of L.
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Theorem 3.17 (Theorem 6.2, [ChPr6]). Let 1 ≤ bm ≤ bn ≤ l. Vam(ωbm)⊗Van(ωbn)
is reducible as a Y (sll+1)-module if and only if
an − am = ±
(
bn−bm
2
+ r
)
, where 0 < r ≤ min (bm, l + 1− bn).
Remark 3.18. Theorem 3.17 can be paraphrased as the following. Let 1 ≤ bm ≤
bn ≤ l. Vam(ωbm) ⊗ Van(ωbn) is reducible as a Y (sll+1)-module if and only if
an − am /∈ S(bm, bn) or am − an /∈ S(bm, bn).
Theorem 3.19. L = Va1(ωb1) ⊗ Va2(ωb2) ⊗ . . . ⊗ Vak(ωbk) is an irreducible rep-
resentation of Y (sll+1) if and only if for any ai and aj , aj − ai /∈ S (bi, bj) with
1 ≤ i 6= j ≤ k.
Proof. “ ⇐ ” It follows from Theorem 3.16 that if aj − ai /∈ S(bi, bj), then L
is a highest weight representation. We next show that tL is a highest weight
representation if ai − aj /∈ S(bi, bj). Note that tVa (ωb) = Va−κ (ωl+1−b) and
t(V ⊗W ) = tW ⊗ tV as Y (sll+1)-module, where κ = 12×dual Coxeter number
of sll+1. Therefore
tL = Vak−κ (ωl+1−bk)⊗ . . .⊗ Vaj−κ
(
ωl+1−bj
)
⊗ . . .⊗ Vai−κ (ωl+1−bi)⊗ . . .⊗ Va1−κ (ωl+1−b1) .
It follows from Theorem 3.16 that tL is a highest weight representation if ai−aj /∈
S(l+1− bj, l+1− bi). A straight forward computation shows that S(l+1− bj, l+
1−bi) = S(bi, bj). Therefore ai−aj /∈ S(bi, bj) implies that tL is a highest weight
representation. Then L is irreducible by Proposition 1.23.
“ ⇒ ” Suppose that L is irreducible and there exists ai and aj such that
aj − ai ∈ S(bi, bj). Since L is irreducible, any permutation of tensor factors
Vas(ωbs) gives an isomorphic representation of Y (sll+1). Arranging the order if
necessary, we may assume that a2 − a1 ∈ S(b1, b2). A straight computation shows
that S(b1, b2) = S(b2, b1). If b1 ≤ b2, then Va1(ωb1) ⊗ Va2(ωb2) is reducible by
Theorem 3.17, so is L, contradicting to the assumption that L is irreducible. Thus
b1 > b2. Since a2 − a1 ∈ S(b1, b2) = S(b2, b1), Va2(ωb2) ⊗ Va1(ωb1) is reducible
by Theorem 3.17, and then L is reducible. Therefore, if aj − ai ∈ S(bi, bj), L is
reducible.
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3.3 Supplement Step 5 in Proposition 3.13
It remains to show that Re (a) ≥ Re (a1). Before we prove it, we would like to
introduce a notation to denote x−l,0 . . . x−b1+1,0x
−
b1,0
for the simplicity of formulas. Let
X
(m+1)
b1
= x−b1+m,0 . . . x
−
b1+1,0
x−b1,0 with the following conditions: 0 ≤ m ≤ l − b1,
the number of terms in x−b1+m,0 . . . x
−
b1+1,0
x−b1,0 is m + 1, and there is a consecutive
increase from b1 to b1 +m. For example, X(s)b1−r = x
−
b1−r+s−1,0 . . . x
−
b1−r+1,0x
−
b1−r,0
and X(l−b1+1)b1−r = x
−
l−r,0 . . . x
−
b1−r+1,0x
−
b1−r,0.
We want to point out that the irreducible representation W1 (a) of Y (sl2) is
very important in the calculations in this section. It follows from Proposition 2.6 of
[ChPr3] that in the 2-dimensional irreducible module W1 (a) = span{v1, x−i,0v1} of
Y (sl2),
if hi,1v1 = av1, then x−i,1v = ax−i,0v and hi,1x−i,0v1 = −ax−i,0v1. (3.1.1)
Let i = r(l − b1 + 1) + s. We claim that
hi′,1X
(s)
b1−rX
(l−b1+1)
b1−r+1 . . .X
(l−b1+1)
b1
v+1
= hb1−r+s,1X
(s)
b1−rX
(l−b1+1)
b1−r+1 . . .X
(l−b1+1)
b1
v+1
=
(
a1 +
r + s
2
)
X
(s)
b1−rX
(l−b1+1)
b1−r+1 . . .X
(l−b1+1)
b1
v+1 . (3.3.1)
We prove it by induction on r. For a fixed r, we use induction on s. Let
r = 0, s = 1.
hb1+1,1x
−
b1,0
v+1 = [hb1+1,1, x
−
b1,0
]v+1
=
(
[hb1+1,0, x
−
b1,1
] +
1
2
(
hb1+1,0x
−
b1,0
+ x−b1,0hb1+1,0
))
v+1
=
(
x−b1,1 +
1
2
x−b1,0 + x
−
b1,0
hb1+1,0
)
v+1
= x−b1,1v
+
1 +
1
2
x−b1,0v
+
1
=
(
a1 +
1
2
)
x−b1,0v
+
1 .
The claim is true.
Given a pair (r, s), suppose that the claim (3.3.1) is true for all pairs (m,n)
such that m < r and all possible values of n.
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We next show that (3.3.1) is true for the pair (r, 0). By the induction hypothesis
we may assume that
hb1−r+1,1X
(l−b1+1)
b1−r+2 X
(l−b1+1)
b1−r+3 . . .X
(l−b1+1)
b1
v+1
=
(
a1 +
r − 1
2
)
X
(l−b1+1)
b1−r+2 X
(l−b1+1)
b1−r+2 . . .X
(l−b1+1)
b1
v+1 .
From equations 3.1.1, we have
x−b1−r+1,1X
(l−b1+1)
b1−r+2 X
(l−b1+1)
b1−r+3 . . .X
(l−b1+1)
b1
v+1
=
(
a1 +
r − 1
2
)
x−b1−r+1,0X
(l−b1+1)
b1−r+2 X
(l−b1+1)
b1−r+3 . . . X
(l−b1+1)
b1
v+1 .
It is easy to see by the defining relations of Yangians that
h−b1−r,0X
(l−b1+1)
b1−r+2 . . .X
(l−b1+1)
b1
v+1 = 0.
Thus
[hb1−r,1,x
−
b1−r+1,0]X
(l−b1+1)
b1−r+2 . . .X
(l−b1+1)
b1
v+1
=
(
x−b1−r+1,1 +
1
2
x−b1−r+1,0 + x
−
b1−r+1,0hb1−r,0
)
X
(l−b1+1)
b1−r+2 . . .X
(l−b1+1)
b1
v+1
=
(
a1 +
r
2
)
X
(l−b1+1)
b1−r+1 X
(l−b1+1)
b1−r+2 . . .X
(l−b1+1)
b1
v+1 .
Therefore
hb1−r,1X
(l−b1+1)
b1−r+1 X
(l−b1+1)
b1−r+2 . . .X
(l−b1+1)
b1
v+1
= [hb1−r,1, X
(l−b1+1)
b1−r+1 X
(l−b1+1)
b1−r+2 . . .X
(l−b1+1)
b1
]v+1
= [hb1−r,1, X
(l−b1+1)
b1−r+1 ]X
(l−b1+1)
b1−r+2 . . .X
(l−b1+1)
b1
v+1
= X
(l−b1)
b1−r+1[hb1−r,1, x
−
b1−r+1,0]X
(l−b1+1)
b1−r+2 . . .X
(l−b1+1)
b1
v+1
=
(
a1 +
r
2
)
X
(l−b1+1)
b1−r+1 X
(l−b1+1)
b1−r+2 . . .X
(l−b1+1)
b1
v+1 .
We next show that (3.3.1) is true for the pair (r, s) by induction on s. We may
assume that (3.3.1) is true for all number less than or equals s− 1. Note that it was
shown in Proposition 3.13 that
wt
(
v
σi(ωb1)
)
= (µ1 + . . .+ µb1−r−1) + µb1−r+s + (µl−r+2 + . . .+ µl+1) .
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Thus
wt
(
X
(s−1)
b1−r X
(l−b1+1)
b1−r+1 X
(l−b1+1)
b1−r+2 . . .X
(l−b1+1)
b1
v+1
)
= (µ1 + . . .+ µb1−r−1) + µb1−r+s−1 + (µl−r+2 + . . .+ µl+1)
and
wt
(
X
(s)
b1−r+1X
(l−b1+1)
b1−r+2 . . . X
(l−b1+1)
b1
v+1
)
= (µ1 + . . .+ µb1−r) + µb1−r+s−1 + (µl−r+3 + . . .+ µl+1) .
It follows from induction hypothesis and 3.1.1 that
x−b1−r+s−1,1X
(s−1)
b1−r X
(l−b1+1)
b1−r+1 X
(l−b1+1)
b1−r+2 . . .X
(l−b1+1)
b1
v+1
=
(
a1 +
r + (s− 1)
2
)
X
(s−1)
b1−r X
(l−b1+1)
b1−r+1 X
(l−b1+1)
b1−r+2 . . . X
(l−b1+1)
b1
v+1 ,
and
x−b1−r+s+1,1X
(s)
b1−r+1X
(l−b1+1)
b1−r+2 . . .X
(l−b1+1)
b1
v+1
=
(
a1 +
(r − 1) + s
2
)
X
(s+1)
b1−r+1X
(l−b1+1)
b1−r+2 . . .X
(l−b1+1)
b1
v+1 .
Now we are ready to prove (3.3.1) for the pair (r, s).
hb1−r+s,1X
(s)
b1−rX
(l−b1+1)
b1−r+1 X
(l−b1+1)
b1−r+2 . . . X
(l−b1+1)
b1
v+1
= hb1−r+s,1
(
x−b1−r+s−1,0 . . . x
−
b1−r,0
)
X
(l−b1+1)
b1−r+1 . . .X
(l−b1+1)
b1
v+1
= [hb1−r+s,1, x
−
b1−r+s−1,0]X
(s−1)
b1−r X
(l−b1+1)
b1−r+1 X
(l−b1+1)
b1−r+2 . . . X
(l−b1+1)
b1
v+1
+X
(s)
b1−rhb1−r+s,1X
(l−b1+1)
b1−r+1 X
(l−b1+1)
b1−r+2 . . .X
(l−b1+1)
b1
v+1
=
(
x−b1−r+s−1,1 +
1
2
x−b1−r+s−1,0 + x
−
b1−r+s−1,0hb1−r+s,0
)
X
(s−1)
b1−r X
(l−b1+1)
b1−r+1
·X(l−b1+1)b1−r+2 . . .X
(l−b1+1)
b1
v+1
+X
(s)
b1−rhb1−r+s,1
(
x−l−r+1,0 . . . x
−
b1−r+2,0x
−
b1−r+1,0
)
X
(l−b1+1)
b1−r+2 . . .X
(l−b1+1)
b1
v+1
=
(
a1 +
r + (s− 1)
2
+
1
2
)
X
(s)
b1−rX
(l−b1+1)
b1−r+1 X
(l−b1+1)
b1−r+2 . . .X
(l−b1+1)
b1
v+1
+X
(s)
b1−rhb1−r+s,1
(
x−l−r+1,0 . . . x
−
b1−r+2,0x
−
b1−r+1,0
)
X
(l−b1+1)
b1−r+2 . . .X
(l−b1+1)
b1
v+1
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=(
a1 +
r + s
2
)
X
(s)
b1−rX
(l−b1+1)
b1−r+1 X
(l−b1+1)
b1−r+2 . . . X
(l−b1+1)
b1
v+1
+X
(s)
b1−rX
(l−b1−s)
b1−r+s+2[hb1−r+s,1, x
−
b1−r+s+1,0]X
(s)
b1−r+1X
(l−b1+1)
b1−r+2 . . .X
(l−b1+1)
b1
v+1
+X
(s)
b1−rX
(l−b1−s+1)
b1−r+s+1 hb1−r+s,1x
−
b1−r+s,0X
(s−1)
b1−r+1X
(l−b1+1)
b1−r+2 . . . X
(l−b1+1)
b1
v+1
=
(
a1 +
r + s
2
)
X
(s)
b1−rX
(l−b1+1)
b1−r+1 X
(l−b1+1)
b1−r+2 . . . X
(l−b1+1)
b1
v+1
+X
(s)
b1−rX
(l−b1−s)
b1−r+s+2
(
x−b1−r+s+1,1 +
1
2
x−b1−r+s+1,0 + x
−
b1−r+s+1,0hb1−r+s,0
)
·X(s)b1−r+1X
(l−b1+1)
b1−r+2 . . .X
(l−b1+1)
b1
v+1
−X(s)b1−rX
(l−b1−s+1)
b1−r+s+1 hb1−r+s,1X
(s−1)
b1−r+1X
(l−b1+1)
b1−r+2 . . .X
(l−b1+1)
b1
v+1
=
(
a1 +
r + s
2
)
X
(s)
b1−rX
(l−b1+1)
b1−r+1 X
(l−b1+1)
b1−r+2 . . . X
(l−b1+1)
b1
v+1
+
(
a1 +
(r − 1) + s
2
+
1
2
− 1
)
X
(s)
b1−rX
(l−b1+1)
b1−r+1 X
(l−b1+1)
b1−r+2 . . .X
(l−b1+1)
b1
v+1
−
(
a1 +
(r − 1) + (s− 1)
2
)
X
(s)
b1−rX
(l−b1+1)
b1−r+1 X
(l−b1+1)
b1−r+2 . . .X
(l−b1+1)
b1
v+1
=
(
a1 +
r + s
2
)
X
(s)
b1−rX
(l−b1+1)
b1−r+1 X
(l−b1+1)
b1−r+2 . . . X
(l−b1+1)
b1
v+1 .
By induction, the claim is proved.
3.4 On the local Weyl modules of Y (sll+1)
Our main theorem in this chapter follows from Theorem 1.2 and Propositions 1.18,
3.13 and 1.22.
Theorem 3.20. Let π =
(
π1 (u) , . . . , πl (u)
)
, where πi (u) =
mi∏
j=1
(u− ai,j) . Let
S = {a1,1, . . . , a1,m1 , . . . , al,1 . . . , al,ml} be the multiset of roots of these polynomi-
als. Let a1 = am,n be one of the numbers in S with the maximal real part and let
b1 = m. Similarly let aj = as,t (j ≥ 2) be one of the numbers in S \ {a1, . . . , aj−1}
with the maximal real part, and let bj = s. Let L = Va1(ωb1) ⊗ Va2(ωb2) ⊗ . . . ⊗
Vak(ωbk), where k = m1 + . . . +ml. Then L is a highest weight representation of
dimension
l∏
i=1
(
l+1
i
)mi
, and its associated polynomial is π.
Comparing the upper bound of dimension of W (π) and the dimension of L
above, we can determine explicitly the local Weyl module W (π) and its dimension.
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Theorem 3.21. The local Weyl moduleW (π) of Y (sll+1) has dimension
l∏
i=1
(
l+1
i
)mi
,
and is isomorphic to L as in Theorem 3.20.
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Chapter 4
Local Weyl modules of Y
(
so(2l,C)
)
In this chapter, the local Weyl modules of Y
(
so(2l,C)
)
are studied. The structure
of the local Weyl modules is determined, and the dimensions of the local Weyl
modules are obtained. In the process of characterizing the local Weyl modules,
a sufficient condition for a tensor product of fundamental representations of the
Yangian to be highest weight representation is obtained, which shall lead to an
irreducibility criterion for the tensor product.
Let π =
(
π1(u), π2(u), . . . , πl(u)
)
be a generic l-tuple of monic polynomials
in u, and πi (u) =
mi∏
j=1
(u− ai,j). Let k = m1 + m2 + . . . + ml, S = {ai,j|i =
1, . . . , l; j = 1, . . . , mi}, and λ =
l∑
i=1
miωi. Let am,n be one of the numbers in S
with the maximal real part. Then define a1 = am,n and b1 = m. Inductively, let
as,t be one of the numbers in S − {a1, . . . , ar−1} (r ≥ 2) with the maximal real
part. Then define ar = as,t and br = s. We prove that the ordered tensor product
L = Va1 (ωb1)⊗Va2 (ωb2)⊗ . . .⊗Vak (ωbk) is a highest weight representation, where
Vai(ωbi) are fundamental representations of Y
(
so(2l,C)
)
. A standard argument
shows that the associated l-tuple of polynomials of L is π. Since L is a quotient of
W (π), a lower bound on the dimension of W (π) is obtained.
LetW (λ) be the Weyl module associated to λ of the current algebra so(2l,C)[t].
It is showed in Corollary B of [FoLi] that Dim (W (λ)) = ∏
i∈I
(
Dim
(
W (ωi)
))mi
.
It follows from Corollary 1.31 that Dim(W (λ)) = Dim(L). Since Dim
(
W (λ)
) ≥
Dim(W (π)) ≥ Dim(L),
W (π) ∼= Va1(ωb1)⊗ Va2(ωb2)⊗ . . .⊗ Vak(ωbk).
The dimension of W (π) can be recovered from Theorem 1.5, Remark 1.19 and
Proposition 1.20.
Similar to the proof that L is a highest weight representation (Proposition 4.4),
we can obtain a sufficient condition for a tensor product of fundamental represen-
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tations of the form Va1(ωb1) ⊗ Va2(ωb2) ⊗ . . . ⊗ Vak(ωbk) to be a highest weight
representation. If aj − ai /∈ S(bi, bj) for 1 ≤ i < j ≤ k, then L is a highest
weight representation, where S(bi, bj) is a finite set of positive rational numbers
as in Lemma 4.7. By Proposition 1.23 and Lemma 1.21, an irreducible criterion
for a tensor product of fundamental representations of Y
(
so(2l,C)
)
is obtained: if
aj − ai /∈ S(bi, bj) for 1 ≤ i 6= j ≤ k, then L is irreducible.
4.1 From the highest weight vector to the lowest weight
vector in Va(ωi)
Let si be the fundamental reflections of the Weyl group of so(2l,C) for i = 1, . . . , l.
Denote by {µ1, µ2, . . . , µl} the coordinate functions on the Cartan subalgebra of
so(2l,C). When 1 ≤ i ≤ l − 1, si (µi) = µi+1, si (µi+1) = µi and si (µj) = µj for
j 6= i, i + 1. When i = l, sl (µl−1) = −µl, sl (µl) = −µl−1 and sl (µj) = µj for
j 6= l−1, l. The fundamental weights of so(2l,C) are given by ωi = µ1+. . .+µi for
1 ≤ i ≤ l− 2, ωl−1 = 12 (µ1 + . . .+ µl−1 − µl) and ωl = 12 (µ1 + . . .+ µl−1 + µl).
It follows that µ1 = ω1, µ2 = −ω1+ω2, . . ., µl−2 = −ωl−3+ωl−2, µl−1 = −ωl−2+
ωl−1 + ωl and µl = −ωl−1 + ωl. Thus α1 = 2ω1 − ω2, αi = −ωi−1 + 2ωi − ωi+1
for 2 ≤ i ≤ l− 3, αl−2 = −ωl−3 + 2ωl−2 − ωl−1 − ωl, αl−1 = −ωl−2 + 2ωl−1, and
αl = −ωl−2 + 2ωl. All the above information can be checked in Section 13.4 [Ca].
Proposition 4.1. si (ωj) = ωj for i 6= j. s1 (ω1) = −ω1 + ω2, s2 (ω2) = ω1 − ω2 +
ω3, . . . , sl−3 (ωl−3) = ωl−4 − ωl−3 + ωl−2, sl−2 (ωl−2) = ωl−3 − ωl−2 + ωl−1 + ωl,
sl−1 (ωl−1) = ωl−2 − ωl−1 and sl (ωl) = ωl−2 − ωl.
Proof. It is routine to check. For example, sl−3 (ωl−3) = sl−3 (µ1 + . . .+ µl−3) =
µ1 + . . . + µl−4 + µl−2 = ω4 + µl−2 = ωl−4 − ωl−3 + ωl−2; sl−1 (ωl−1) =
1
2
sl−1 (µ1 + . . .+ µl−2 + µl−1 − µl) = 12 (µ1 + . . .+ µl−3 + µl−2 + µl − µl−1) =
1
2
(ωl−2 − ωl−1 + ωl + ωl−2 − ωl−1 − ωl) = ωl−2 − ωl−1.
Let w0 be the longest element of the Weyl group of so(2l,C). One reduced
expression of w0 is given by
(sl) (sl−1) (sl−2slsl−1sl−2) (sl−3sl−2slsl−1sl−2sl−3) . . . (s1 . . . sl−2slsl−1sl−2 . . . s1) .
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Let k = 0 if k is even and let k = 1 if k is odd. Define for 1 ≤ i ≤ l − 2,
wi = (si . . . sl−2slsl−1 . . . si) (si−1si . . . sl−2slsl−1 . . . si) . . .
(s2 . . . sl−2slsl−1 . . . si) (s1 . . . sl−2slsl−1 . . . si+1si) ;
wl−1 = sl−l−1
(
sl−2sl−l−2
) (
sl−3sl−2sl−l−3
)
. . . (s2 . . . sl−2sl) (s1 . . . sl−2sl−1) ;
wl = sl−l
(
sl−2sl−l−1
) (
sl−3sl−2sl−l−2
)
. . . (s2 . . . sl−2sl−1) (s1 . . . sl−2sl) .
According to the expression of wj for a fixed j ∈ I , we define σk to be a
product of the last k terms in wj and keep the same orders as in wj . There exists
k′ ∈ {1, 2, . . . , l} such that σk+1 = sk′σk. Denote vσk(ωi) be a weight vector of
weight space of weight σk(ωi). Since the weight space of Va(ωi) of weight ωi is
1-dimensional, the weight space of weight σk(ωi) is 1-dimensional, and then vσk(ωi)
is unique, up to scalar.
Proposition 4.2. Write σk(ωi) as rk′ωk′ +
∑
j 6=k′
rjωj . Then rk′ ∈ {1, 2}.
Proof. It is enough to compute w0 (ωk) for 1 ≤ k ≤ l; see Remark 4.3 for the
reason. In what follows, for example, ωl−3 − ωl−2 s2...sl−4sl−3−−−−−−−→ ω1 − ω2 means
s2 . . . sl−4sl−3 (ωl−3 − ωl−2) = s2
(
. . . sl−4
(
sl−3 (ωl−3 − ωl−2)
)
. . .
)
= ω1 − ω2.
This fact can be easily proved by induction on l and using Proposition 4.1.
Case 1: i = 1.
ω1
s1−→ −ω1 + ω2 s2−→ −ω2 + ω3 s3−→ −ω3 + ω4 s4−→ . . . sl−3−−→ −ωl−3 + ωl−2 sl−2−−→
−ωl−2 + ωl−1 + ωl sl−1−−→ −ωl−1 + ωl sl−→ ωl−2 − ωl−1 − ωl sl−2−−→
ωl−3 − ωl−2 s2...sl−4sl−3−−−−−−−→ ω1 − ω2 s1−→
−ω1 (sl)(sl−1)(sl−2slsl−1sl−2)(sl−3sl−2slsl−1sl−2sl−3)...(s2...sl−2slsl−1sl−2...s2)−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ −ω1.
Case 2: 2 ≤ i ≤ l − 2.
ωi
si−1...s2s1−−−−−−→ ωi si−→ ωi−1 − ωi + ωi+1 sl−3sl−4...si+1−−−−−−−−→ ωi−1 − ωl−3 + ωl−2 sl−2−−→
ωi−1− ωl−2 +ωl−1 +ωl sl−1−−→ ωi−1− ωl−1 +ωl sl−→ ωi−1 +ωl−2− ωl−1− ωl sl−2−−→
ωi−1 + ωl−3 − ωl−2 sl−3−−→ ωi−1 + ωl−4 − ωl−3 si+1si+2...sl−4−−−−−−−−→ ωi−1 + ωi − ωi+1 si−→
2ωi−1 − ωi si−1−−→ 2ωi−2 − 2ωi−1 + ωi s2s3...si−2−−−−−−→ 2ω1 − 2ω2 + ωi s1−→
−2ω1 + ωi s2s3...sl−2slsl−1...s2−−−−−−−−−−−−→ −2ω2 + ωi s3s4...sl−2slsl−1...s3−−−−−−−−−−−−→
−2ω3 + ωi (sisi+1...sl−2slsl−1...si)(si−1si...sl−2slsl−1...si−1)...(s4s5...sl−2slsl−1...s4)−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
−ωi slsl−1...(si+1si+2...sl−2slsl−1...si+1)−−−−−−−−−−−−−−−−−−−−−→ −ωi.
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Case 3: i = l − 1.
ωl−1
sl−2...s1−−−−−→ ωl−1 sl−1−−→ ωl−2−ωl−1 sl−→ ωl−2−ωl−1 sl−2−−→ ωl−3−ωl−2 +ωl sl−3−−→
ωl−4 − ωl−3 + ωl s2s3...sl−4−−−−−−→ ω1 − ω2 + ωl s1−→ −ω1 + ωl sl−1...s1−−−−−→ −ω1 + ωl sl−→
−ω1 + ωl−2 − ωl sl−2−−→ −ω1 + ωl−3 + ωl−1 s2s3...sl−3−−−−−−→
−ω2 + ωl−1 s3s4...sl−2slsl−1...s3−−−−−−−−−−−−→ −ω3 + ωl s4s5...sl−2slsl−1...s4−−−−−−−−−−−−→
−ω4 + ωl−1 (sl)(sl−1)(sl−2slsl−1sl−2)...(s5s6...sl−2slsl−1...s5)−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ −ωl−l−1.
Case 4: i = l.
ωl
sl−1...s1−−−−−→ ωl sl−→ ωl−2 − ωl sl−2−−→ ωl−3 − ωl−2 + ωl−1 s2s3...sl−3−−−−−−→
ω1−ω2+ωl−1 s1−→ −ω1+ωl−1 sl−2...s1−−−−−→ −ω1+ωl−1 sl−1−−→ −ω1+ωl−2−ωl−1 sl−→
−ω1 + ωl−2 − ωl−1 sl−2−−→ −ω1 + ωl−3 − ωl−2 + ωl s2s3...sl−3−−−−−−→
−ω2 + ωl (sl)(sl−1)(sl−2slsl−1sl−2)...(s3s4...sl−2slsl−1...s3)−−−−−−−−−−−−−−−−−−−−−−−−−−−−→= −ωl−l.
This proposition becomes clear by the above calculations.
Remark 4.3. Delete all sm in the above calculations w0(ωi) such that ω
sm−→ ω, and
keep the rest in order. The product of what is left above each arrow, from the back to
the front, is wi. The purpose to define wi (i ∈ I) is to guarantee vσk(ωi) 6= vσk+1(ωi).
Proposition 4.4. Let v+1 and v−1 be highest and lowest weight vectors in the funda-
mental representation Va(ωi) of Y
(
so(2l,C)
)
. There exists y ∈ U(so(2l,C)) such
that v−1 = y.v+1 .
Proof. By either Remark 1.19 or Proposition 1.20, Va(ωi) = L(ωi) ⊕ M as a
so (2l,C)-module, and both v+1 and v−1 are in L(ωi). It follows from Proposition
4.2 and the formula sr (ω) = ω − 2(ω,αr)(αr ,αr)αr that the corresponding weight vector
vσj+1(ωi) of weight σj+1(ωi) can be defined as
vσj+1(ωi) =
(
x−j′,0
)rj′ vσjωi.
Case 1: i = 1, . . . , l − 2.
v−1 =
(
x−i,0 . . . x
−
l−2,0x
−
l,0 . . . x
−
i,0
)( (
x−i−1,0
)2
x−i,0 . . . x
−
l−2,0x
−
l,0 . . . x
−
i,0
)
. . .( (
x−1,0
)2
. . .
(
x−i−1,0
)2
x−i,0 . . . x
−
l−2,0x
−
l,0 . . . x
−
i,0
)
v+1 .
Case 2: i = l − 1.
v−1 = x
−
l−l−1,0
(
x−l−2,0x
−
l−l−2,0
)(
x−l−3,0x
−
l−2,0x
−
l−l−3,0
)
. . .
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(
x−2,0 . . . x
−
l−2,0x
−
l,0
) (
x−1,0 . . . x
−
l−2,0x
−
l−1,0
)
v+1 .
Case 3: i = l.
v−1 = x
−
l−l,0
(
x−l−2,0x
−
l−l−1,0
)(
x−l−3,0x
−
l−2,0x
−
l−l−2,0
)
. . .(
x−2,0 . . . x
−
l−2,0x
−
l−1,0
) (
x−1,0 . . . x
−
l−2,0x
−
l,0
)
v+1 .
4.2 On a lower bound for the dimension of the local
Weyl module W (π)
In this section, we construct a highest weight module which is a tensor product of
fundamental representations of Y
(
so(2l,C)
)
. By the maximality of the local Weyl
modules, a lower bound for the local Weyl module W (π) of Y
(
so(2l,C)
)
can be
obtained.
Proposition 4.5. Let L = Va1(ωb1) ⊗ Va2(ωb2) ⊗ . . . ⊗ Vak(ωbk), where bi ∈ I . If
Re (a1) ≥ Re (a2) ≥ . . . ≥ Re (ak), then L is a highest weight representation of
Y
(
so(2l,C)
)
.
Proof. Denote by Yi the subalgebra of Y
(
so(2l,C)
)
, generated by x±i,r, and hi,r,
where r ∈ Z≥0. Yi ∼= Y (sl2). Let v+m be the highest weight vectors of Vam (ωbm)
(1 ≤ m ≤ k), and let v−1 be the lowest weight vector of Va1 (ωb1).
We prove this proposition by induction on k. Without loss of generality, we
may assume that k ≥ 2, Va2(ωb2) ⊗ Va3(ωb3) ⊗ . . . ⊗ Vak(ωbk) is a highest weight
representation of Y
(
so(2l,C)
)
, and v+ = v+2 ⊗ . . .⊗ v+k is a highest weight vector.
To show that L is a highest weight representation, it follows from Corollary 1.25
that it suffices to show that
v−1 ⊗ v+ ∈ Y
(
so(2l,C)
) (
v+1 ⊗ v+
)
.
We divide the proof into the following steps.
Step 1: σ−1i (αi′) ∈ ∆+.
Proof: It is routine to check.
Step 2: Yi′
(
v
σi(ωb1)
)
is a highest weight module of Yi′ .
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Proof: Since the weight σi (ωb1) is on the Weyl group orbit of the highest
weight and the representation Va1(ωb1) is finite-dimensional, the weight space of
weight σi (ωb1) is 1-dimensional. The elements hj,s form a commutative subalgebra,
so v
σi(ωb1)
is an eigenvector of hi′,r. Therefore we only have to show that vσi(ωb1)
is a maximal vector. Suppose to the contrary that x+i′,kvσiωbi 6= 0. Then x+i′,kvσiωbi
is a weight vector of weight σi (ωb1) + αi′ . Thus ωb1 + σ−1i (αi′) is also a weight of
Va1(ωb1) and, by Step 1, ωb1 precedes ωb1 + σ−1i (αi′): this contradicts the fact that
ωb1 is the highest weight of Va1(ωb1).
Step 3: As a highest weight Yi′-module, Yi′
(
v
σi(ωb1)
)
has highest weight
P (u+1)
P (u)
for some monic polynomial P (u).
Proof: It follows from the representation theory of Y (sl2).
Step 4: P (u) has of degree 1 or 2.
Proof: The degree of P equals the eigenvalue of hi′,0 on vσi(ωb1). Since
hi′,0vσi(ωb1)
=
(
σi (ωb1) (hi′,0)
)
v
σi(ωb1)
,
it follows from Proposition 4.2 that σi (ωb1) (hi′,0) = 1 or 2. Therefore the degree
of P (u) equals 1 or 2.
Step 5: If Deg
(
P (u)
)
= 1, then Yi′
(
v
σi(ωb1)
)
is 2-dimensional and isomor-
phic to W1 (a); If Deg
(
P (u)
)
= 2, then Yi′
(
v
σi(ωb1)
)
is either 3-dimensional or
4-dimensional, and is isomorphic to W2 (a) or W1 (b)⊗W1 (a)
(
Re(b) > Re(a)
)
,
respectively. Moreover, if i ≥ 1, then Re (a) > Re (a1). The values of both b and a
will be explicitly computed in the next section.
Proof: Let us assume for the moment that this is done (the proof will be given
in the next section), and let us proceed to the next step.
Step 6: Yi′
(
v
σi(ωb1)
⊗ v+2 ⊗ . . .⊗ v+k
)
= Yi′
(
v
σi(ωb1)
)
⊗ Yi′
(
v+2
) ⊗ . . . ⊗
Yi′
(
v+k
)
.
Proof: Let W be one of the modules W1 (a), W2 (a) or W1 (b) ⊗ W1 (a).
Yi′ (v
+
m) is nontrivial if and only if bm = i′; moreover, Yi′ (v+m) ∼= W1 (am). Sup-
pose in {b1, . . . , bk} that bj1 = . . . = bjm = i′ with j1 < . . . < jm; moreover, if
s /∈ {j1, . . . , jm}, then bs 6= i′. Note in Step 5 that Yi′
(
v
σi(ωb1)
) ∼= W . Thus
Yi′
(
v
σi(ωb1)
)
⊗ Yi′
(
v+2
)⊗ . . .⊗ Yi′ (v+k )
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∼=
W ⊗W1 (aj1)⊗ . . .⊗W1 (ajm) if b1 6= i′W ⊗W1 (aj2)⊗ . . .⊗W1 (ajm) if b1 = i′.
Since Re (a) ≥ Re (a1) ≥ Re (aj1) ≥ . . . ≥ Re (ajm), it follows from either
Corollary 3.8 or Corollary 3.10 that Yi′
(
v
σi(ωb1)
)
⊗ Yi′
(
v+2
) ⊗ . . .⊗ Yi′ (v+k ) is a
highest weight module with highest weight vector v
σi(ωb1)
⊗v+2 ⊗. . .⊗v+k . Therefore
Yi′
(
v
σi(ωb1)
⊗ v+2 ⊗ . . .⊗ v+k
)
⊇ Yi′
(
v
σi(ωb1)
)
⊗ Yi′
(
v+2
)⊗ . . .⊗ Yi′ (v+k ) .
It easy to see by the coproduct of Yangians and Proposition 1.12 that
Yi′
(
v
σi(ωb1)
⊗ v+2 ⊗ . . .⊗ v+k
)
⊆ Yi′
(
v
σi(ωb1)
)
⊗ Yi′
(
v+2
)⊗ . . .⊗ Yi′ (v+k ) .
Thus the claim is true.
Step 7: vσi+1(ωb1 ) ⊗ v+ ∈ Yi′
(
v
σi(ωb1)
⊗ v+
)
.
Proof: vσi+1(ωb1 ) ⊗ v+ ∈ Yi′
(
vσiωb1
)
⊗ Yi′ (v+) = Yi′
(
v
σi(ωb1)
⊗ v+
)
.
Step 8: v−1 ⊗ v+ ∈ Y
(
so(2l,C)
) (
v+1 ⊗ v+
)
.
Proof: It follows from Step 7 immediately by induction on the subscript of σi.
It follows from Step 8 and Corollary 1.25 that L = Y
(
so(2l,C)
) (
v+1 ⊗ v+
)
.
Remark 4.6. In what follows, we record the values of root(s) of the associated
polynomial of Yi′
(
v
σi(ωb1)
)
in Step 5 of Proposition 4.5, which will be calcu-
lated explicitly in the next section. In next paragraph, a1
x−a,0−−→ (b2, a2)
(x−b,0)
2
−−−−→
(b3, a3)
(x−c,0)
2
−−−−→means that Ya (v) = W1 (a1), Yb
(
x−a,0v
) ∼= W , Yc( (x−b,0)2 x−a,0v) ∼=
V , and the lowest weight vector reached if there is no number after the arrow, where
W is at least 3 dimensional and is a quotient of W1 (b2) ⊗W1 (a2); V is at least 3
dimensional and is a quotient of W1 (b3) ⊗W1 (a3). The second (last) parenthesis
means the parenthesis in Proposition 4.4, counting from the back to the front.
When b1 = 1, 2, . . . , l − 2,
a1
x−
b1,0−−−→ a1 + 12
x−
b1+1,0−−−−→ . . . x
−
l−2,0−−−→ a1 + l−1−b12
x−
l−1,0−−−→ a1 + l−1−b12
x−
l,0−→
a1 +
l−b1
2
x−
l−2,0−−−→ a1 + l−b1+12
x−
l−3,0−−−→ . . .
x−
b1+1,0−−−−→ a1 + l − b1 − 1
x−
b1,0−−−→(
a1 + l − b1 − 12 , a1 + 12
) (x−b1−1,0)2−−−−−−→ (a1 + l − b1, a1 + 1) (x−b1−2,0)2−−−−−−→ . . . (x−2,0)2−−−−→
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(
a1 + l − b1 − 1 + b1−12 = a1 + 2l−b1−32 , a1 + b1−12
) (x−1,0)2−−−−→
(The second parenthesis) (a1 + 1)
x−
b1,0−−−→ (a1 + 1)+ 12
x−
b1+1,0−−−−→ (a1 + 1)+1
x−
b1+2,0−−−−→
. . .
(x−3,0)
2
−−−−→
(
(a1 + 1) +
2l−b1−4
2
, (a1 + 1) +
b1−2
2
) (x−2,0)2−−−−→
. . .
(The last parenthesis) (a1 + b1 − 1)
x−
b1,0−−−→ (a1 + b1 − 1) + 12
x−
b1+1,0−−−−→
(a1 + b1 − 1)+1
x−
b1+2,0−−−−→ . . .
x−
b1+1,0−−−−→ (a1 + b1 − 1)+ l− b1−1 = a1+ l−2
x−
b1,0−−−→
the lowest weight vector reached.
When b1 = l − 1,
a1
x−
l−1,0−−−→ a1 + 12
x−
l−2,0−−−→ a1 + 1
x−
l−3,0−−−→ . . . x
−
2,0−−→ a1 + l−22
x−1,0−−→
(The second parenthesis)(a1 + 1)
x−
l,0−→ (a1 + 1) + 12
x−
l−2,0−−−→ (a1 + 1) + 1
x−
l−3,0−−−→
. . .
x−3,0−−→ (a1 + 1) + l−32 = a1 + l−12
x−2,0−−→
(The third parenthesis)(a1 + 2)
x−
l−1,0−−−→ (a1 + 2) + 12
x−
l−2,0−−−→ (a1 + 2) + 1
x−
l−3,0−−−→
. . .
x−4,0−−→ (a1 + 2) + l−42 = a1 + l2
x−3,0−−→
. . .
(The last two parentheses)(a1 + l − 3)
x−
l−l−2,0−−−−−→ (a1 + l − 3) + 12
x−
l−2,0−−−→
(a1 + l − 3) + 1
x−
l−l−1,0−−−−−→ the lowest weight vector reached.
A broader condition for the cyclicity of the moduleL will be given in Theorem
4.8. We first show the following lemma. Since the proof is similar to the proof of
Lemma 3.15, we omit the proof.
Lemma 4.7. Vam (ωbm)⊗Van (ωbn) is a highest weight representation if an−am /∈
S (bm, bn), where the set S (bm, bn) is defined as follows:
(i) S (bm, bn) =
{
|bm−bn|
2
+ 1 + r, l + r − bm+bn
2
|0 ≤ r < min{bm, bn}
}
, where
1 ≤ bm, bn ≤ l − 2;
(ii) S (l − 1, bn) = S (l, bn) = S (bn, l − 1) = S (bn, l) ={
l−1−bn
2
+ 1 + r|0 ≤ r < bn, 1 ≤ bn ≤ l − 2
}
;
(iii) S (l − 1, l) = S (l, l − 1) = {2, 4, . . . , l − 2 + l};
(iv) S (l − 1, l − 1) = S (l, l) = {1, 3, . . . , l − 1− l}.
Note that S(bi, bj) = S(bj , bi). Similar to the proof of Theorem 3.16 that
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Theorem 4.8. Let L = Va1(ωb1)⊗Va2(ωb2)⊗. . .⊗Vak(ωbk), and S(bi, bj) be defined
as above.
(i) If aj − ai /∈ S(bi, bj) for 1 ≤ i < j ≤ k, then L is a highest weight represen-
tation of Y (so(2l,C)).
(ii) If aj − ai /∈ S(bi, bj) for 1 ≤ i 6= j ≤ k, then L is an irreducible representa-
tion of Y (so(2l,C)).
Remark 4.9. We note that in Theorem 7.2 [ChPr6], the authors gave a sufficient
and necessary condition for the cyclicity and irreducibility of Vam (ωbm)⊗Van (ωbn),
where bm ≤ bn. They proved that Vam (ωbm) ⊗ Van (ωbn) is reducible if and only
if ±(an − am) /∈ T (bm, bn), where T (bm, bn) is a finite set of positive rational
numbers. We note that T (bm, bn) = S(bm, bn) for most of the cases but when
1 ≤ bm ≤ bn ≤ l − 2 and bm + bn ≥ l + 1. At this case, T (bm, bn) $ S(bm, bn).
That means the methodology developed in this thesis only provides a sufficient
condition when g = so(2l,C). The main reason is that we use Lemma 3.9 in our
proof and the lemma only provides a sufficient condition for a tensor product of
fundamental representations of Y (sl2) to be cyclic. For example, V2(a−1)⊗V1(a)
is irreducible, but it fails the prescribed condition of Lemma 3.9.
4.3 Supplement Step 5 of Proposition 4.5
In this subsection, we will complete Step 5 of Proposition 4.5. The step 5 is shown
in 3 cases: b1 = 1, b1 = l − 1 or b1 = l, and 2 ≤ b1 ≤ l − 2.
We would like to review the following important fact (Corollary 3.3): inW1 (a),
hi,1v1 = av1, x
−
i,1v1 = ax
−
i,0v1 and hi,1x−i,0v1 = −ax−i,0v1. (3.1.1)
4.3.1 Case 1: b1 = 1.
In this case, the results are summarized in Proposition 4.11. Recall that in this case,
v−1 = x
−
1,0 . . . x
−
l−2,0x
−
l,0x
−
l−1,0 . . . x
−
1,0v
+
1 .
Lemma 4.10. For 1 ≤ k ≤ l − 2, Yk
(
x−k+1,0x
−
k,0x
−
k−1,0 . . . x
−
1,0v
+
1
)
is a trivial rep-
resentation of dimension 1.
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Proof. It is easy to see that σ−1k+1 (αk) ∈ ∆+. Similar to Step 2 of Proposition 4.5
that x+k,0x
−
k+1,0x
−
k,0x
−
k−1,0 . . . x
−
1,0v
+
1 = 0. Thus Yk
(
x−k+1,0x
−
k,0x
−
k−1,0 . . . x
−
1,0v
+
1
)
is a
highest weight representation. Let P (u) be the associated polynomial.
By case 1 of Proposition 4.2, for 1 ≤ k ≤ l − 4,
wt
(
x−k+1,0x
−
k,0x
−
k−1,0 . . . x
−
1,0v
+
1
)
= −ωk+1 + ωk+2;
for k = l − 3,
wt
(
x−l−2,0x
−
l−3,0x
−
l−4,0 . . . x
−
1,0v
+
1
)
= −ωl−2 + ωl−1 + ωl;
for k = l − 2,
wt
(
x−l−1,0x
−
l−2,0x
−
l−3,0 . . . x
−
1,0v
+
1
)
= −ωl−1 + ωl.
Hence hk,0x−k+1,0x
−
k,0x
−
k−1,0 . . . x
−
1,0v
+
1 = 0, and then the degree of P (u) is 0. There-
fore Yk
(
x−k+1,0x
−
k,0x
−
k−1,0 . . . x
−
1,0v
+
1
)
is a trivial representation of dimension 1. In
particular, hk,1x−k+1,0x
−
k,0x
−
k−1,0 . . . x
−
1,0v
+
1 = 0.
Proposition 4.11.
(i) Yk
(
x−k−1,0x
−
k−2,0 . . . x
−
1,0v
+
1
) ∼= W1 (a1 + k−12 ) for 1 ≤ k ≤ l − 1.
(ii) Yl
(
x−l−1,0 . . . x
−
2,0x
−
1,0v
+
1
) ∼= W1 (a1 + l−22 ).
(iii) Yl−2
(
x−l,0x
−
l−1,0 . . . x
−
2,0x
−
1,0v
+
1
) ∼= W1 (a1 + l−12 ).
(iv) Yk
(
x−k+1,0 . . . x
−
l−2,0x
−
l,0 . . . x
−
1,0v
+
1
) ∼= W1 (a1 + 2l−k−32 ) for 1 ≤ k ≤ l − 3.
Proof. (i). It follows from Proposition 4.2 that the weight of x−k−1,0x−k−2,0 . . . x−1,0v+1
is −ωk−1 + ωk + δl−1,kωl. Thus
hk,0x
−
k−1,0x
−
k−2,0 . . . x
−
1,0v
+
1 = x
−
k−1,0x
−
k−2,0 . . . x
−
1,0v
+
1 .
Therefore the associated polynomial P (u) to Yk(x−k−1,0x−k−2,0 . . . x−1,0v+1 ) has of de-
gree 1. Suppose P (u) = u− a. Note that
P (u+ 1)
P (u)
=
u− (a− 1)
u− a = 1 + u
−1 + au−2 + a2u−3 + . . . .
Thus the eigenvalue of x−k−1,0x
−
k−2,0 . . . x
−
1,0v
+
1 under hk,1 will tell the value of a.
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We claim that a = a1 + k−12 , and prove it by using induction on k. If k = 1,
then h1,1v+1 = a1v+1 . The claim is true. Suppose the claim is true for k − 1. By the
induction hypothesis, we have
hk−1,1x−k−2,0 . . . x
−
1,0v
+
1 =
(
a1 +
k − 2
2
)
x−k−2,0 . . . x
−
1,0v
+
1 ;
and then by (3.1.1)
x−k−1,1x
−
k−2,0 . . . x
−
1,0v
+
1 =
(
a1 +
k − 2
2
)
x−k−1,0x
−
k−2,0 . . . x
−
1,0v
+
1 .
We are about to show that the claim is true for k.
hk,1x
−
k−1,0x
−
k−2,0 . . . x
−
1,0v
+
1
= [hk,1, x
−
k−1,0]x
−
k−2,0 . . . x
−
1,0v
+
1
=
(
x−k−1,1 +
1
2
x−k−1,0 + x
−
k−1,0hk,0
)
x−k−2,0 . . . x
−
1,0v
+
1
=
(
a1 +
k − 2
2
+
1
2
)
x−k−1,0x
−
k−2,0 . . . x
−
1,0v
+
1
=
(
a1 +
k − 1
2
)
x−k−1,0x
−
k−2,0 . . . x
−
1,0v
+
1 .
Thus the claim is true for k. Therefore the claim is true by induction.
(ii). It follows from Proposition 4.2 that the weight of x−l−1,0 . . . x−2,0x−1,0v+1 is−ωl−1+
ωl. Thus
hl,0x
−
l−1,0 . . . x
−
2,0x
−
1,0v
+
1 = x
−
l−1,0 . . . x
−
2,0x
−
1,0v
+
1 .
Therefore the associated polynomial P (u) to Yl(x−l−1,0 . . . x−2,0x−1,0v+1 ) has of degree
1. Suppose P (u) = u− b. Similar to Step 1, the eigenvalue of x−l−1,0 . . . x−2,0x−1,0v+1
under hl,1 will tell the value of b.
hl,1x
−
l−1,0x
−
l−2,0 . . . x
−
1,0v
+
1
= x−l−1,0[hl,1, x
−
l−2,0]x
−
l−3,0 . . . x
−
1,0v
+
1
= x−l−1,0
(
x−l−2,1 +
1
2
x−l−2,0 + x
−
l−2,0hl,0
)
x−l−3,0 . . . x
−
1,0v
+
1
=
(
a1 +
l − 3
2
+
1
2
)
x−l−1,0x
−
l−2,0 . . . x
−
1,0v
+
1
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=(
a1 +
l − 2
2
)
x−l−1,0x
−
l−2,0 . . . x
−
1,0v
+
1 .
(iii). The proof of this item is similar to the proof of the item (i). We only
provide the computation of the eigenvalue of x−l,0x−l−1,0x−l−2,0 . . . x−1,0v+1 under hl−2,1.
hl−2,1x−l,0x
−
l−1,0x
−
l−2,0 . . . x
−
1,0v
+
1
= [hl−2,1, x−l,0]x
−
l−1,0x
−
l−2,0 . . . x
−
1,0v
+
1 + x
−
l,0hl−2,1, x
−
l−1,0x
−
l−2,0 . . . x
−
1,0v
+
1
=
(
x−l,1 +
1
2
x−l,0 + x
−
l,0hl−2,0
)
x−l−1,0x
−
l−2,0x
−
l−3,0 . . . x
−
1,0v
+
1
=
(
a1 +
l − 2
2
+
1
2
)
x−l,0x
−
l−1,0x
−
l−2,0 . . . x
−
1,0v
+
1
=
(
a1 +
l − 1
2
)
x−l,0x
−
l−1,0x
−
l−2,0 . . . x
−
1,0v
+
1 .
(iv). The proof of this item is similar to the proof of the item (i). We only pro-
vide the computation of the eigenvalue of x−k+1,0 . . . x−l−2,0x−l,0 . . . x−1,0v+1 under hk,1
for 1 ≤ k ≤ l−3. We would like introduce some notation to simplify the following
formula. We abbreviate x−k+1,0 . . . x−l−2,0x−l,0 . . . x−2,0x−1,0v+1 to x−k+1,0 . . . x−1,0v+1 . The
overline means the expression contains terms x−l,0. We claim that
hk,1x
−
k+1,0 . . . x
−
1,0v
+
1 =
(
a1 +
2l − k − 3
2
)
x−k+1,0 . . . x
−
1,0v
+
1 .
We use induction downward on k.
When k = l − 3.
hl−3,1x−l−2,0x
−
l,0x
−
l−1,0 . . . x
−
2,0x
−
1,0v
+
1
= [hl−3,1x
−
l−2,0]x
−
l,0x
−
l−1,0 . . . x
−
2,0x
−
1,0v
+
1
+ x−l−2,0x
−
l,0x
−
l−1,0hl−3,1x
−
l−2,0 . . . x
−
2,0x
−
1,0v
+
1
=
(
x−l−2,1 +
1
2
x−l−2,0 + x
−
l−2,0hl−3,0
)
x−l,0x
−
l−1,0 . . . x
−
2,0x
−
1,0v
+
1
=
(
a1 +
l − 1
2
+
1
2
)
x−l−2,0x
−
l,0x
−
l−1,0 . . . x
−
2,0x
−
1,0v
+
1
=
(
a1 +
l
2
)
x−l−2,0x
−
l,0x
−
l−1,0 . . . x
−
2,0x
−
1,0v
+
1 .
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Thus the claim is true for k = l − 3. Suppose that the claim is true for k + 1.
hk,1x
−
k+1,0 . . . x
−
l−2,0x
−
l,0 . . . x
−
2,0x
−
1,0v
+
1
= [hk,1x
−
k+1,0]x
−
k+2,0 . . . x
−
1,0v
+
1 + x
−
k+1,0 . . . x
−
k+2,0hk,1x
−
k+1,0x
−
k,0 . . . x
−
1,0v
+
1
=
(
x−k+1,1 +
1
2
x−k+1,0 + x
−
k+1,0hk,0
)
x−k+2,0 . . . x
−
1,0v
+
1 + 0
=
(
a1 +
2l − k − 4
2
+
1
2
)
x−k+1,0 . . . x
−
1,0v
+
1
=
(
a1 +
2l − k − 3
2
)
x−k+1,0 . . . x
−
l−2,0x
−
l,0 . . . x
−
2,0x
−
1,0v
+
1 .
Therefore the claim is true by induction.
4.3.2 Case 2: b1 = l − 1 or b1 = l.
Let b1 = l − 1. Recall that in this case
v−1 = x
−
l−l−1,0
(
x−l−2,0x
−
l−l−2,0
)(
x−l−3,0x
−
l−2,0x
−
l−l−3,0
)
. . .(
x−2,0 . . . x
−
l−2,0x
−
l,0
) (
x−1,0 . . . x
−
l−2,0x
−
l−1,0
)
v+1 .
In order to simplify the expressions of calculations, we introduce a notation:
Xk,m, where 1 ≤ k ≤ m ≤ l. When k ≤ m ≤ l − 1, Xk,m = x−k,0x−k+1,0 . . . x−m,0
without break. When m = l, Xk,l = x−k,0x−k+1,0 . . . x−l−2,0x−l,0.
Proposition 4.12. Yi′
(
vσi(ωl−1)
) ∼= W1 (a), where Re (a) ≥ Re (a1).
Proof. Recall that r = 0 if r is even; r = 1 if r is odd. We claim
hk,1Xk+1,l−(r+1)Xr,l−r¯ . . . X2,lX1,l−1v
+
1
=
(
a1 + r +
l − k − 1
2
)
Xk+1,l−(r+1)Xr,l−r¯ . . .X2,lX1,l−1v
+
1 .
=
(
a1 + r +
s
2
)
X
k+1,l−(r+1)Xr,l−r¯ . . .X2,lX1,l−1v
+
1 , (4.3.1)
where s = l − k − 1 is the number of x−i,0 in Xk+1,l−(r+1). If k = l − (r + 1), then
s = 0.
We will prove equation (4.3.1) by induction on r. For a fixed r, induction on s.
It is easy to check that the claim (4.3.1) is true for (r, s) = (0, 0). Suppose that the
claim (4.3.1) are true for all pairs (m,n) such that m < r and all possible n values.
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We first show the claim is true for the pair (r, 0). By induction hypothesis, we
have
x−l−2,1x
−
l−r,0Xr−1,l−r−1 . . .X2,lX1,l−1v
+
1
=
(
a1 + (r − 1) + 1
2
)
x−l−2,0x
−
l−r,0Xr−1,l−r−1 . . .X2,lX1,l−1v
+
1 ;
x−l−2,1x
−
l−r−1,0Xr−2,l−r−2 . . .X2,lX1,l−1v
+
1
=
(
a1 + (r − 2) + 1
2
)
x−l−2,0x
−
l−r−1,0Xr−2,l−r−2 . . .X2,lX1,l−1v
+
1 ;
hl−(r+1),1x
−
l−r−1,0Xr−2,l−r−2 . . .X2,lX1,l−1v
+
1
= −
(
a1 + (r − 2)
)
x−l−2,0x
−
l−r−1,0Xr−2,l−r−2 . . . X2,lX1,l−1v
+
1 ;
Then
Xr,l−3[hl−(r+1),1, x
−
l−2,0]x
−
l−r,0Xr−1,l−r−1 . . .X2,lX1,l−1v
+
1
= Xr,l−3
(
x−l−2,1 +
1
2
x−l−2,0 + x
−
l−2,0hl−(r+1),0
)
x−l−r,0Xr−1,l−r−1 . . .X1,l−1v
+
1
=
(
a1 + (r − 1) + 1
2
+
1
2
+ 0
)
Xr,l−rXr−1,l−r−1 . . .X2,lX1,l−1v
+
1 .
Similarly we have
Xr,l−r
(
Xr−1,l−3[hl−(r+1),1, x
−
l−2,0]x
−
l−r−1,0
)
Xr−2,l−r−2 . . .X2,lX1,l−1v
+
1
=
(
a1 + (r − 2) + 1
2
+
1
2
− 1
)
Xr,l−rXr−1,l−r−1 . . .X2,lX1,l−1v
+
1 ,
and
Xr,l−r
(
Xr−1,l−2hl−(r+1),1x
−
l−r−1,0
)
Xr−2,l−r−2 . . .X2,lX1,l−1v
+
1
= −
(
a1 + (r − 2)
)
Xr,l−rXr−1,l−r−1 . . . X2,lX1,l−1v
+
1 .
Thus
hl−(r+1),1Xr,l−rXr−1,l−r−1Xr−2,l−r−2 . . .X2,lX1,l−1v
+
1
=
(
Xr,l−3[hl−(r+1),1, x
−
l−2,0]x
−
l−r,0
)
Xr−1,l−r−1 . . . X2,lX1,l−1v
+
1
+Xr,l−rhl−(r+1),1Xr−1,l−r−1Xr−2,l−r−2 . . .X2,lX1,l−1v
+
1
=
(
Xr,l−3[hl−(r+1),1, x
−
l−2,0]x
−
l−r,0
)
Xr−1,l−r−1 . . . X2,lX1,l−1v
+
1
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+Xr,l−r
(
Xr−1,l−3[hl−(r+1),1, x
−
l−2,0]x
−
l−r−1,0
)
Xr−2,l−r−2 . . . X2,lX1,l−1v
+
1
+Xr,l−r
(
Xr−1,l−2hl−(r−1),1x
−
l−r+1,0
)
Xr+2,l−r+2 . . .X2,lX1,l−1v
+
1
=
(
a1 + (r − 1) + 1
2
+
1
2
)
Xr,l−r¯ . . .X2,lX1,l−1v+1
+
(
a1 + (r − 2) + 1
2
+
1
2
− 1
)
Xr,l−r¯ . . .X2,lX1,l−1v+1
−
(
a1 + (r − 2)
)
Xr,l−r¯ . . .X2,lX1,l−1v+1
= (a1 + r)Xr,l−r¯ . . .X2,lX1,l−1v+1 .
We now prove (4.3.1) for the pair (r, s). By the induction hypothesis, we may
assume that the claim (4.3.1) is true for 1, 2, . . . , s − 1. Similar to the above com-
putations,
hk,1Xk+1,l−(r+1)Xr,l−r¯ . . .X2,lX1,l−1v
+
1
= [hk,1, x
−
k+1,0]Xk+2,l−(r+1)Xr,l−r¯ . . .X2,lX1,l−1v
+
1
+Xk+1,l−(r+1)hk,1Xr,l−r¯ . . .X2,lX1,l−1v
+
1
= [hk,1, x
−
k+1,0]Xk+2,l−(r+1)Xr,l−r¯ . . .X2,lX1,l−1v
+
1
+Xk+1,l−(r+1)Xr,k−2[hk,1, x
−
k−1,0]Xk,l−r¯ . . .X2,lX1,l−1v
+
1
+X
k+1,l−(r+1)Xr,k−1hk,1Xk,l−r¯ . . .X2,lX1,l−1v
+
1
=
(
a1 + r +
s− 1
2
+
1
2
)
X
k+1,l−(r+1)Xr,l−r¯ . . . X2,lX1,l−1v
+
1
+
(
a1 + (r − 1) + s+ 1
2
+
1
2
− 1
)
X
k+1,l−(r+1)Xr,l−r¯ . . .X2,lX1,l−1v
+
1
−
(
a1 + (r − 1) + s
2
)
Xk+1,l−(r+1)Xr,l−r¯ . . .X2,lX1,l−1v
+
1
=
(
a1 + r +
s
2
)
Xk+1,l−(r+1)Xr,l−r¯ . . .X2,lX1,l−1v
+
1 .
By induction we know that the claim (4.3.1) is true in general.
Comparing the coefficients, we have Re (a) ≥ Re (a1).
Remark 4.13. By symmetry of nodes l − 1 and l, we can similarly prove a similar
result for the case b1 = l.
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4.3.3 Case 3: 2 ≤ b1 ≤ l − 2.
For the simplicity of subscript of x−b1,0, we assume that b1 = i in this subsection.
Recall that in this case
v−1 =
(
x−i,0 . . . x
−
l−2,0x
−
l,0 . . . x
−
i,0
) ((
x−i−1,0
)2
x−i,0 . . . x
−
l−2,0x
−
l,0 . . . x
−
i,0
)
. . .((
x−1,0
)2
. . .
(
x−i−1,0
)2
x−i,0 . . . x
−
l−2,0x
−
l,0 . . . x
−
i,0
)
v+1 .
Denote, for 1 ≤ m < i,(
x−m,0
)2
. . .
(
x−i−1,0
)2
x−i,0 . . . x
−
l−2,0x
−
l,0 . . . x
−
i+1,0x
−
i,0v
+
1 =
(
x−m,0
)2
. . . x−i,0v
+
1 .
Proposition 4.14. Let i ≤ k ≤ l − 2 and 1 ≤ m ≤ i− 2.
(i) Yk+1
(
x−k,0 . . . x
−
i+1,0x
−
i,0v
+
1
) ∼= W1 (a1 + k−i2 ).
(ii) Yl
(
x−l−1,0 . . . x
−
i+1,0x
−
i,0v
+
1
) ∼= W1 (a1 + l−i−12 ).
(iii) Yk
(
x−k+1,0 . . . x
−
l−2,0x
−
l,0x
−
l−1,0 . . . x
−
i+1,0x
−
i,0v
+
1
) ∼= W1 (a1 + 2l−i−k−22 ).
(iv) (a) If i < l−2, Yi−1
(
x−i,0 . . . x
−
i,0v
+
1
) ∼= W1 (a1 + l − i− 12)⊗W1 (a1 + 12).
(b) If i = l − 2, Yi−1
(
x−i,0 . . . x
−
i,0v
+
1
)
is isomorphic to either W2
(
a1 +
1
2
)
or W1
(
a1 +
3
2
)⊗W1 (a1 + 12), respectively.
(v) (a) If i < l − 2, Ym
((
x−m+1,0
)2
. . . x−i,0v
+
1
) ∼= W1 (a1 + 2l−i−m−22 )⊗
W1
(
a1 +
i−m
2
)
.
(b) If i = l − 2, Ym
((
x−m+1,0
)2
. . . x−i,0v
+
1
)
is isomorphic to either
W2
(
a1 +
i−m
2
)
or W1
(
a1 +
i−m+2
2
)⊗W1 (a1 + i−m2 ).
(vi) Yi
((
x−1,0
)2
. . . x−i,0v
+
1
) ∼= W1 (a1 + 1).
Proof. The items (i) , (ii) and (iii) can be proved very similarly as the ones in
Proposition 4.11, so we omit the proof. The item (iv) is proved in Lemma 4.15.
Lemmas 4.17 and 4.18 are devoted to the proof of the item (v). The item (vi) is
showed in Lemma 4.19.
Lemma 4.15.
(i) If i < l − 2, Yi−1
(
x−i,0 . . . x
−
i,0v
+
1
) ∼= W1 (a1 + l − i− 12)⊗W1 (a1 + 12).
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(ii) If i = l − 2, Yi−1
(
x−i,0 . . . x
−
i,0v
+
1
)
is either 3-dimensional or 4-dimensional,
which is isomorphic to either W2
(
a1 +
1
2
)
or W1
(
a1 +
3
2
) ⊗ W1 (a1 + 12),
respectively.
Proof. It follows from Proposition 4.2 that wt(x−i,0 . . . x−i,0v+1 ) = 2ωi−1 − ωi. Thus
hi−1,0x
−
i,0 . . . x
−
i,0v
+
1 = 2x
−
i,0 . . . x
−
i,0v
+
1 .
Thus the associated polynomialP (u) to Yi−1
(
x−i,0 . . . x
−
i,0v
+
1
)
has of degree 2. Sup-
pose P (u) = (u− a) (u− b) with Re (a) ≤ Re (b). Thus we have
P (u+ 1)
P (u)
=
u− (a− 1)
u− a
u− (b− 1)
u− b
=
(
1 + u−1 + au−2 + a2u−3 + . . .
) (
1 + u−1 + bu−2 + b2u−3 + . . .
)
= 1 + 2u−1 + (a+ b+ 1)u−2 +
(
a2 + b2 + a+ b
)
u−3 + . . . .
The eigenvalues of x−i,0 . . . x−i,0v+1 under hi−1,1 and hi−1,2 will tell the values of a and
b.
Note that the weight of x−i+1,0 . . . x−i,0v+1 is ωi−1 + ωi − ωi+1. Thus
hi−1,0x
−
i+1,0 . . . x
−
i,0v
+
1 = x
−
i+1,0 . . . x
−
i,0v
+
1 .
It follows from (iii) of Proposition 4.14 that
hi,1x
−
i+1,0 . . . x
−
l−2,0x
−
l,0 . . . x
−
i,0v
+
1 = (a1 + l − i− 1) x−i+1,0 . . . x−l−2,0x−l,0 . . . x−i,0v+1 .
Denote A = a1 + l − i− 1.
hi−1,1x
−
i,0 . . . x
−
i,0v
+
1
= [hi−1,1, x−i,0]x
−
i+1,0 . . . x
−
i,0v
+
1 + x
−
i,0 . . . x
−
i+1,0[hi−1,1, x
−
i,0]v
+
1
=
(
x−i,1 +
1
2
x−i,0 + x
−
i,0hi−1,0
)
x−i+1,0 . . . x
−
i,0v
+
1
+ x−i,0 . . . x
−
i+1,0
(
x−i,1 +
1
2
x−i,0 + x
−
i,0hi−1,0
)
v+1
=
((
A+
1
2
)
+
(
a1 +
1
2
)
+ 1
)
x−i,0 . . . x
−
i,0v
+
1
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= (2a1 + l − i+ 1)x−i,0 . . . x−i,0v+1 .
hi−1,2x−i,0 . . . x
−
i,0v
+
1
= [hi−1,2, x−i,0]x
−
i+1,0 . . . x
−
i,0v
+
1 + x
−
i,0 . . . x
−
i+1,0[hi−1,2, x
−
i,0]v
+
1
=
(
[hi−1,1, x
−
i,1] +
1
2
(
hi−1,1x
−
i,0 + x
−
i,0hi−1,1
))
x−i+1,0 . . . x
−
i,0v
+
1
+ x−i,0 . . . x
−
i+1,0
(
[hi−1,1, x−i,1] +
1
2
(
hi−1,1x−i,0 + x
−
i,0hi−1,1
))
v+1
= [hi−1,1, x−i,1]x
−
i+1,0 . . . x
−
i,0v
+
1 +
1
2
hi−1,1x−i,0 . . . x
−
i,0v
+
1
+
1
2
x−i,0 . . . x
−
i+1,0h
−
i−1,1x
−
i,0v
+
1 + x
−
i,0 . . . x
−
i+1,0[hi−1,1, x
−
i,1]v
+
1
+
1
2
x−i,0 . . . x
−
i+1,0hi−1,1x
−
i,0v
+
1
= hi−1,1x−i,1x
−
i+1,0 . . . x
−
i,0v
+
1 − x−i,1hi−1,1x−i+1,0 . . . x−i,0v+1
+
1
2
hi−1,1x−i,0 . . . x
−
i,0v
+
1 + x
−
i,0 . . . x
−
i+1,0hi−1,1x
−
i,1v
+
1
+ x−i,0 . . . x
−
i+1,0hi−1,1x
−
i,0v
+
1
= Ahi−1,1x−i,0 . . . x
−
i,0v
+
1 − x−i,1x−i+1,0 . . . x−i+1,0hi−1,1x−i,0v+1
+
1
2
hi−1,1x
−
i,0 . . . x
−
i,0v
+
1 + x
−
i,0 . . . x
−
i+1,0hi−1,1x
−
i,1v
+
1
+ x−i,0 . . . x
−
i+1,0hi−1,1x
−
i,0v
+
1
= A (A+ a1 + 2)x
−
i,0 . . . x
−
i,0v
+
1
−
(
a1 +
1
2
)
Ax−i,0 . . . x
−
i,0v
+
1 +
1
2
(A+ a1 + 2) x
−
i,0 . . . x
−
i,0v
+
1
+ a1
(
a1 +
1
2
)
x−i,0 . . . x
−
i,0v
+
1 +
(
a1 +
1
2
)
x−i,0 . . . x
−
i,0v
+
1
=
(
A+
1
2
)
(A+ a1 + 2)x
−
i,0 . . . x
−
i,0v
+
1
−
(
a1 +
1
2
)
(A− a1 − 1) x−i,0 . . . x−i,0v+1
=
(
2
(
a1 +
l − i+ 1
2
)2
+
(l − i− 2) (l − i)
2
)
x−i,0 . . . x
−
i,0v
+
1 .
Thus a + b + 1 = (2a1 + (l − i) + 1) and (a2 + b2 + a+ b) = 2
(
a1 +
l−i+1
2
)2
+
(l−i−2)(l−i)
2
. Suppose a = a1 + l−i+12 − x. Then b = a1 + l−i−12 + x. Since Re (b) ≥
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Re (a), Re (x) ≥ 1
2
. Substituting them to (a2 + b2 + a + b) = 2
(
a1 +
l−i+1
2
)2
+
(l−i−2)(l−i)
2
, we have
x2 − x = (l − i) (l − i− 2)
4
.
Thus x = 1
2
+
√
(l−i)(l−i−2)+1
4
= l−i
2
is a real number. Then a = a1 + 12 and
b = a1 + l − i− 12 .
Note that the dimension of Yi−1
(
x−i,0 . . . x
−
i,0v
+
1
)
is at least 3. The dimension
of the local Weyl module W (P ) of Y (sl2) is 4, which is isomorphic to
W1
(
a1 + l − i− 12
) ⊗ W1 (a1 + 12). If i < l − 2, then W (P ) is irreducible,
so is Yi−1
(
x−i,0 . . . x
−
i,0v
+
1
)
. If i = l − 2, then Yi−1
(
x−i,0 . . . x
−
i,0v
+
1
)
is either 3-
dimensional and isomorphic to W2
(
a1 +
3
2
)
or 4-dimensional and isomorphic to
W1
(
a1 +
3
2
)⊗W1 (a1 + 12).
It follows from either Corollary 3.4 or Corollary 3.5 that
Corollary 4.16.
x−i−1,1x
−
i−1,0x
−
i,0 . . . x
−
i,0v
+
1 =
(
a1 +
l − i− 1
2
)(
x−i−1,0
)2
. . . x−i,0v
+
1 .
(
x−i−1,1x
−
i−1,0 + x
−
i−1,0x
−
i−1,1
)
x−i,0 . . . x
−
i,0v
+
1 = (2a1 + l − i)
(
x−i−1,0
)2
. . . x−i,0v
+
1 .
(
x−i−1,1
)2
x−i,0 . . . x
−
i,0v
+
1
=
((
a1 +
l − i
2
)2
− (l − i− 2) (l − i) + 1
4
)(
x−i−1,0
)2
. . . x−i,0v
+
1 .
x−i−1,0x
−
i−1,2x
−
i,0 . . . x
−
i,0v
+
1
=
((
a1 +
l − i+ 1
2
)2
+
(l − i− 2) (l − i)
4
)(
x−i−1,0
)2
. . . x−i,0v
+
1 .
If i = 2, jump to Lemma 4.19. If i ≥ 3, the calculations continue.
Lemma 4.17.
(i) If i < l − 2, Yi−2
((
x−i−1,0
)2
. . . x−i,0v
+
1
) ∼= W1 (a1 + l − i)⊗W1 (a1 + 1).
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(ii) If i = l − 2, Yi−2
((
x−i−1,0
)2
. . . x−i,0v
+
1
)
is either 3-dimensional and iso-
morphic to W2 (a1 + 1) or 4-dimensional and isomorphic to W1 (a1 + 2) ⊗
W1 (a1 + 1).
Proof. Note that the weight of x−i,0 . . . x−i,0v+1 is 2ωi−1 − ωi, and the weight of
x−i−1,0 . . . x
−
i,0v
+
1 is ωi−2. It follows from Proposition 4.2 that the weight of vector
(x−i−1,0)2 . . . x
−
i,0v
+
1 is 2ωi−2 − 2ωi−1 + ωi. Thus
hi−2,0
(
x−i−1,0
)2
. . . x−i,0v
+
1 = 2
(
x−i−1,0
)2
. . . x−i,0v
+
1 .
Thus the associated polynomialP (u) has of degree 2. SupposeP (u) = (u− a) (u− b)
with Re (a) ≤ Re (b).
hi−2,1
(
x−i−1,0
)2
. . . x−i,0v
+
1
= [hi−2,1,
(
x−i−1,0
)2
]x−i,0 . . . x
−
i,0v
+
1
= [hi−2,1, x−i−1,0]x
−
i−1,0 . . . x
−
i,0v
+
1 + x
−
i−1,0[hi−2,1, x
−
i−1,0]x
−
i,0 . . . x
−
i,0v
+
1
=
(
x−i−1,1 +
1
2
x−i−1,0 + x
−
i−1,0hi−2,0
)
x−i−1,0 . . . x
−
i,0v
+
1
+ x−i−1,0
(
x−i−1,1 +
1
2
x−i−1,0 + x
−
i−1,0hi−2,0
)
x−i,0 . . . x
−
i,0v
+
1
=
(
x−i−1,1x
−
i−1,0 + x
−
i−1,0x
−
i−1,1
)
x−i,0 . . . x
−
i,0v
+
1 + 2
(
x−i−1,0
)2
. . . x−i,0v
+
1
= (2a1 + (l − i) + 2)
(
x−i−1,0
)2
. . . x−i,0v
+
1 .
Denote A = a1 + l−i2 .
hi−2,2
(
x−i−1,0
)2
. . . x−i,0v
+
1
= [hi−2,2,
(
x−i−1,0
)2
]x−i,0 . . . x
−
i,0v
+
1
= [hi−2,2, x−i−1,0]x
−
i−1,0 . . . x
−
i,0v
+
1 + x
−
i−1,0[hi−2,2, x
−
i−1,0]x
−
i,0 . . . x
−
i,0v
+
1
=
(
[hi−2,1, x
−
i−1,1] +
1
2
(
hi−2,1x
−
i−1,0 + x
−
i−1,0h
−
i−2,1
) )
x−i−1,0 . . . x
−
i,0v
+
1
+ x−i−1,0
(
[hi−2,1, x−i−1,1] +
1
2
(
hi−2,1x−i−1,0 + x
−
i−1,0h
−
i−2,1
) )
x−i,0 . . . x
−
i,0v
+
1
=
(
hi−2,1x−i−1,1 − x−i−1,1hi−2,1
)
x−i−1,0 . . . x
−
i,0v
+
1
+
1
2
(
hi−2,1x−i−1,0 + x
−
i−1,0h
−
i−2,1
)
x−i−1,0 . . . x
−
i,0v
+
1
+ x−i−1,0
(
hi−2,1x
−
i−1,1 − x−i−1,1hi−2,1
)
x−i,0 . . . x
−
i,0v
+
1
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+
1
2
x−i−1,0
(
hi−2,1x−i−1,0 + x
−
i−1,0h
−
i−2,1
)
x−i,0 . . . x
−
i,0v
+
1
= hi−2,1x−i−1,1x
−
i−1,0 . . . x
−
i,0v
+
1 − x−i−1,1hi−2,1x−i−1,0 . . . x−i,0v+1
+
1
2
hi−2,1
(
x−i−1,0
)2
. . . x−i,0v
+
1 + x
−
i−1,0hi−2,1x
−
i−1,1x
−
i,0 . . . x
−
i,0v
+
1
+ x−i−1,0hi−2,1x
−
i−1,0 . . . x
−
i,0v
+
1
=
(
a1 +
l − i− 1
2
)
hi−2,1
(
x−i−1,0
)2
x−i,0 . . . x
−
i,0v
+
1
− x−i−1,1
(
x−i−1,1 +
1
2
x−i−1,0 + x
−
i−1,0hi−2,0
)
x−i,0 . . . x
−
i,0v
+
1
+
1
2
hi−2,1
(
x−i−1,0
)2
x−i,0 . . . x
−
i,0v
+
1
+ x−i−1,0
(
x−i−1,2 +
1
2
x−i−1,1 + x
−
i−1,1hi−2,0
)
x−i,0 . . . x
−
i,0v
+
1
+ x−i−1,0
(
x−i−1,1 +
1
2
x−i−1,0 + x
−
i−1,0hi−2,0
)
x−i,0 . . . x
−
i,0v
+
1
= A (2A+ 2)
(
x−i−1,0
)2
. . . x−i,0v
+
1
−
(
A+
1
2
)(
A− 1
2
)(
x−i−1,0
)2
. . . x−i,0v
+
1
+
(l − i) (l − i− 2)
2
(
x−i−1,0
)2
. . . x−i,0v
+
1 −
1
2
(
A− 1
2
)(
x−i−1,0
)2
. . . x−i,0v
+
1
+
((
A+
1
2
)2
+
1
2
(
A+
1
2
))(
x−i−1,0
)2
. . . x−i,0v
+
1
+
(
A+
1
2
)(
x−i−1,0
)2
. . . x−i,0v
+
1 +
1
2
(
x−i−1,0
)2
. . . x−i,0v
+
1
=
(
2
(
a1 +
l − i+ 2
2
)2
+
(l − i− 2) (l − i)
2
)(
x−i−1,0
)2
. . . x−i,0v
+
1 .
Similar to the last lemma, a = a1 + 1 and b = a1 + l − i. If i < l − 2,
then Yi−1
(
x−i,0 . . . x
−
i,0v
+
1
) ∼= W1 (a1 + l − i) ⊗ W1 (a1 + 1). If i = l − 2, then
Yi−1
(
x−i,0 . . . x
−
i,0v
+
1
)
is either 3-dimensional and isomorphic to W2 (a1 + 1) or 4-
dimensional and isomorphic to W1 (a1 + 2)⊗W1 (a1 + 1).
If i > 3, the computations will keep going. Similar to the above lemma, we
have
Lemma 4.18. Let 1 ≤ m ≤ i− 2.
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(i) If i < l−2, Ym
((
x−m+1,0
)2
. . . x−i,0v
+
1
) ∼= W1 (a1 + 2l−i−m−22 )⊗W1 (a1 + i−m2 ).
(ii) If i = l−2, Ym
((
x−m+1,0
)2
. . . x−i,0v
+
1
)
is either 3-dimensional and isomorphic
to W2
(
a1 +
i−m
2
)
or 4-dimensional andis isomorphic to
W1
(
a1 +
i−m+2
2
)⊗W1 (a1 + i−m2 ).
Proof. It follows from Proposition 4.2 that the weight of vector (x−m+1,0)2 . . . x−i,0v+1
is 2ωm − 2ωm+1 + ωi. Thus
hm,0
(
x−m+1,0
)2
. . . x−i,0v
+
1 = 2
(
x−m+1,0
)2
. . . x−i,0v
+
1 .
We are going to show the following claims are true by induction on m downward:
hm,1
(
x−m+1,0
)2
. . . x−i,0v
+
1 = (2a1 + l −m)
(
x−m+1,0
)2
. . . x−i,0v
+
1 ;
and
hm,2
(
x−m+1,0
)2
. . . x−i,0v
+
1
=
(
2
(
a1 +
l −m
2
)2
+
(l − i− 2) (l − i)
2
)(
x−m+1,0
)2
. . . x−i,0v
+
1 .
The basis of induction is proved in the above lemma. Suppose that the claims are
true for k ≥ m + 1. We next show that they are also true for k = m. By the
induction hypothesis, we may assume that
hm+1,1
(
x−m+2,0
)2
. . . x−i,0v
+
1 = (2a1 + l −m− 1)
(
x−m+2,0
)2
. . . x−i,0v
+
1 ;
and
hm+1,2
(
x−m+2,0
)2
. . . x−i,0v
+
1
=
(
2
(
a1 +
l −m− 1
2
)2
+
(l − i− 2) (l − i)
2
)(
x−m+2,0
)2
. . . x−i,0v
+
1 .
Set c = 2a1 + l −m− 1.
hm,1
(
x−m+1,0
)2
. . . x−i,0v
+
1
= hm,1
(
x−m+1,0
)2 (
x−m+2,0
)2
. . . x−i,0v
+
1
= [hm,1,
(
x−m+1,0
)2
]
(
x−m+2,0
)2
. . . x−i,0v
+
1
60
= [hm,1, x
−
m+1,0]x
−
m+1,0
(
x−m+2,0
)2
. . . x−i,0v
+
1
+ x−m+1,0[hm,1, x
−
m+1,0]
(
x−m+2,0
)2
. . . x−i,0v
+
1
=
(
x−m+1,1 +
1
2
x−m+1,0 + x
−
m+1,0hm,0
)
x−m+1,0
(
x−m+2,0
)2
. . . x−i,0v
+
1
+ x−m+1,0
(
x−m+1,1 +
1
2
x−m+1,0 + x
−
m+1,0hm,0
)(
x−m+2,0
)2
. . . x−i,0v
+
1
=
(
x−m+1,1x
−
m+1,0 + x
−
m+1,0x
−
m+1,1
) (
x−m+2,0
)2
. . . x−i,0v
+
1
+ 2
(
x−m+1,0
)2
. . . x−i,0v
+
1
= (2a1 + l −m− 2 + 2)
(
x−m+1,0
)2
. . . x−i,0v
+
1
=
(
2a1 + l −m
)(
x−m+1,0
)2
. . . x−i,0v
+
1 .
Denote
(
x−m+2,0
)2
. . . x−i,0v
+
1 by v.
hm−1,2
(
x−m+1,0
)2
. . . x−i,0v
+
1
= hm−1,2
(
x−m+1,0
)2
v
= [hm−1,2,
(
x−m+1,0
)2
]v
= [hm−1,2, x−m+1,0]x
−
m+1,0v
+ x−m+1,0[hm−1,2, x
−
m+1,0]v
=
(
[hm,1, x
−
m+1,1] +
1
2
(
hm,1x
−
m+1,0 + x
−
m+1,0hm,1
) )
x−m+1,0v
+ x−m+1,0
(
[hm,1, x
−
m+1,1] +
1
2
(
hm,1x
−
m+1,0 + x
−
m+1,0hm,1
) )
v
= [hm,1, x
−
m+1,1]x
−
m+1,0v
+
1
2
hm,1
(
x−m+1,0
)2
v + x−m+1,0hm,1x
−
m+1,0v
+ x−m+1,0[hm,1, x
−
m+1,1]v
= hm,1x
−
m+1,1x
−
m+1,0v − x−m+1,1hm,1x−m+1,0v
+
1
2
hm,1
(
x−m+1,0
)2
v + x−m+1,0[hm,1, x
−
m+1,0]v
+ x−m+1,0[hm,1, x
−
m+1,1]v
=
1
2
(c− 2)hm,1
(
x−m+1,0
)2
v
− x−m+1,1
(
x−m+1,1 +
1
2
x−m+1,0 + x
−
m+1,0hm,0
)
v
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+
1
2
hm,1
(
x−m+1,0
)2
v
+ x−m+1,0
(
x−m+1,1 +
1
2
x−m+1,0 + x
−
m+1,0hm,0
)
v
+ x−m+1,0
(
x−m+1,2 +
1
2
x−m+1,1 + x
−
m+1,1hm,0
)
v
=
1
2
(c− 1)hm,1
(
x−m+1,0
)2
v
− (x−m+1,1)2 v − 12x−m+1,1x−m+1,0v
+
3
2
x−m+1,0x
−
m+1,1v +
1
2
(
x−m+1,0
)2
v
+ x−m+1,0x
−
m+1,2v
=
1
2
(c− 1) (c+ 1) (x−m+1,0)2 . . . x−i,0v+1
−
(1
4
c2 − c
2
− (l − i− 2) (l − i)
4
)(
x−m+1,0
)2
. . . x−i,0v
+
1
− 1
4
(c− 2) (x−m+1,0)2 . . . x−i,0v+1
+
3
4
c
(
x−m+1,0
)2
v +
1
2
(
x−m+1,0
)2
. . . x−i,0v
+
1
+
1
2
(1
2
c2 +
(l − i− 2) (l − i)
2
)(
x−m+1,0
)2
. . . x−i,0v
+
1
=
(1
2
(c+ 1)2 +
(l − i− 2) (l − i)
2
)(
x−m+1,0
)2
. . . x−i,0v
+
1
=
(
2
(
a1 +
l −m
2
)2
+
(l − i− 2) (l − i)
2
)(
x−m+1,0
)2
. . . x−i,0v
+
1 .
After a similar discussion as in Lemma 4.15, we have a = a1 + i−m2 and b =
a1 +
2l−i−m−2
2
. If i < l − 2, Ym
((
x−m+1,0
)2
. . . x−i,0v
+
1
) ∼= W1 (a1 + 2l−i−m−22 ) ⊗
W1
(
a1 +
i−m
2
)
. If i = l−2, Ym
((
x−m+1,0
)2
. . . x−i,0v
+
1
)
is either 3 or 4-dimensional
and isomorphic to W2
(
a1 +
i−m
2
)
or W1
(
a1 +
i−m+2
2
) ⊗W1 (a1 + i−m2 ), respec-
tively.
Lemma 4.19. Yi
((
x−1,0
)2
. . . x−i,0v
+
1
) ∼= W1 (a1 + 1).
Proof. It follows from Proposition 4.2 that the weight of vector (x−1,0)2 . . . x−i,0v+1 is
−2ω1 + ωi. Thus
hi,0
(
x−1,0
)2
. . . x−i,0v
+
1 =
(
x−1,0
)2
. . . x−i,0v
+
1 .
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It tells us that the associated polynomial has of degree 1. Thus we have
Yi
((
x−1,0
)2
. . . x−i,0v
+
1
) ∼= W1 (a) .
The eigenvalue of hi,1 on
(
x−1,0
)2
. . . x−i,0v
+
1 tells us the value of a. Note that
wt(x−i−1,0x
−
i,0 . . . x
−
i,0v
+
1 ) = ωi−1.
hi,1
(
x−1,0
)2
. . . x−i,0v
+
1
=
(
x−1,0
)2
. . .
(
x−i−2,0
)2
[hi,1, x
−
i−1,0]x
−
i−1,0 . . . x
−
i,0v
+
1
+
(
x−1,0
)2
. . .
(
x−i−2,0
)2
x−i−1,0[hi,1, x
−
i−1,0]x
−
i,0 . . . x
−
i,0v
+
1
+
(
x−1,0
)2
. . .
(
x−i−1,0
)2
hi,1x
−
i,0 . . . x
−
i,0v
+
1
=
(
x−1,0
)2
. . .
(
x−i−2,0
)2
x−i−1,0
(
x−i−1,1 +
1
2
x−i−1,0 + x
−
i−1,0hi,0
)
x−i,0 . . . x
−
i,0v
+
1
+
(
x−1,0
)2
. . .
(
x−i−2,0
)2(
x−i−1,1 +
1
2
x−i−1,0 + x
−
i−1,0hi,0
)
x−i−1,0x
−
i,0 . . . x
−
i,0v
+
1
− (a1 + l − i− 1)
(
x−1,0
)2
. . . x−i,0v
+
1
=
(
2a1 + l − i− (a1 + l − i− 1)
)(
x−1,0
)2
. . . x−i,0v
+
1
= (a1 + 1)
(
x−1,0
)2
. . . x−i,0v
+
1 .
Lemma 4.20. Denote s1 = s1s2 . . . sl−2slsl−1 . . . si. Then s−11 (αj) ∈ ∆+, where
j = 2, 3, . . . , l, and αj are the simple roots of so(2l,C).
Proof. s−11 = si . . . sl−1slsl−2 . . . s1. We claim that
s
−1
1 (µj − µj+1) =
uj − uj+1 if i < j 6= l − 1µj−1 − uj+δij if 2 ≤ j ≤ i.
and
s
−1
1 (µl−1 ± µl) = µl−1 ∓ µl.
The proof of the claim is trivial.
Proposition 4.21. Let v2 =
(
x−1,0
)2
. . . x−i,0v
+
1 .
(i) Yi+1
(
x−i,0v2
)
, Yi+2
(
x−i+1,0x
−
i,0v2
)
, . . . , Yi
(
x−i+1,0 . . . x
−
i,0v2
)
are 2-dimensional,
and are isomorphic to W1 (a) with Re (a) ≥ Re (a1).
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(ii) Yi−1
(
x−i,0 . . . x
−
i,0v2
)
, Yi−2
(
(xi−1,0)
2 . . . x−i,0v2
)
, . . ., Y2
(
(x−3,0)2 . . . x
−
i,0v2
)
are
either 3-dimensional or 4-dimensional and are isomorphic to either W2 (a)
or W1 (b)⊗W1 (a), Re (b) ≥ Re (a), respectively.
(iii) Yi
((
x−2,0
)2
. . . x−i,0v2
) ∼= W1 (a+ 2).
The values of a and b can be recovered from the corresponding cases of Proposition
4.14 by replacing a1 by a1 + 1.
Proof. Removing the first node in the Dynkin diamgram of the Lie algebra of type
Dl, then we get a simple Lie algebra which is isomorphic to the Lie algebra of type
Dl−1. Denote I ′ = {2, 3, . . . , l}. Let Y (1) be the Yangian generated by all x±j,r and
hj,r for j ∈ I ′ and r ∈ Z≥0. Y (1) ∼= Y (Dl−1).
From Proposition 4.2, the weight of v2 is s1(ωi), and then x+j,0v2 has weight
s1(ωi) + αj , where j ≥ 2. If x+j,0v2 6= 0, s1(ωi) + αj is a weight of Va1(ωi), so is
ωi + s
−1
1 (αj). By the above Lemma, ωi + s−11 (αj) precedes ωi, which contradicts
to the fact that ωi is the highest weight. Thus x+j,0v2 = 0. Therefore v2 is a maximal
vector of Y (1). v2 has weight−2ω1+ωi and then hj,0v2 = δijv2. therefore Y (1) (v2)
is a highest weight representation with highest weight Pj = 1 if j 6= i and Pi =
(u− a). It follows from the above lemma that a = a1 + 1. The rest of the proof
of this Proposition is similarly to the proof of Proposition 4.14, just replacing a1 by
a1 + 1.
Note that if i = 2, only part (i) is true and necessary.
For what follows, we assume that i ≥ 3. Let 3 ≤ m ≤ i. Similarly as the
proposition above, we define Y (m) to be the Yangian generated by all x±j,r and hj,r
for all j > m− 1. It is easy to see that l −m+ 1 ≥ l − i+ 1 ≥ 2 + 1 = 3.
If l−m+1 ≥ 4, then Y (m) is isomorphic to Yangian of Dl−m+1. By induction
on m, we have the following results. Again, when m = i, only the part (i) of the
below proposition is true and necessary.
Proposition 4.22. Let 3 ≤ m ≤ i and vm =
(
x−m−1,0
)2
. . . x−i,0vm−1, where v2 is
defined as above.
(i) Yi+1
(
x−i,0vm
)
, . . ., Yi
(
x−i+1,0 . . . x
−
i,0vm
)
are 2-dimensional, which are iso-
morphic to W1 (a) with Re (a) ≥ Re (a1).
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(ii) Yi−1
(
x−i,0 . . . x
−
i,0vm
)
, Yi−2
((
x−i−1,0
)2
. . . x−i,0vm
)
. . ., Ym
((
x−m+1,0
)2
. . . x−i,0vm
)
are either 3-dimensional or 4-dimensional, which is isomorphic to either
W2 (a) or W1 (b)⊗W1 (a), b ≥ a, respectively.
(iii) Yi
((
x−m,0
)2
. . . x−i,0vm
) ∼= W1 (a1 +m).
Remark 4.23. When i < l − 2, v−1 = x−i,0x−i+1,0 . . . x−i,0v+i .
If l −m + 1 = 3, then m = i = l − 2. In this case, the above proposition is
still true for v3, . . . , vl−3. By the part (iii) of the above proposition,
Yl−2
(
vl−2
)
= Yl−2
((
x−l−3,0
)2
. . . x−l−2,0vl−3
) ∼= W1 (a1 + l − 3) .
Explicit calculations show that
Lemma 4.24.
(i) Yl−1
(
x−l−2,0vl−2
) ∼= W1 (a1 + l − 3 + 12).
(ii) Yl
(
x−l−1,0x
−
l−2,0vl−2
) ∼= W1 (a1 + l − 3 + 12).
(iii) Yl−2
(
x−l,0x
−
l−1,0x
−
l−2,0vl−2
) ∼= W1 (a1 + l − 3 + 1).
4.4 On the local Weyl modules of Y
(
so(2l,C)
)
Theorem 4.25 (Corollary B, [FoLi]). As modules of so(2l,C)[t],
Dim
(
W (λ)
)
=
∏
i
(
Dim
(
W (ωi)
))mi
.
It follows from Propositions 4.5 and 1.22 that
Theorem 4.26. Let π =
(
π1 (u) , . . . , πl (u)
)
, where πi (u) =
mi∏
j=1
(u− ai,j). Let
S = {a1,1, . . . , a1,m1 , . . . , al,1 . . . , al,ml} be the multiset of roots of these polynomi-
als. Let a1 = am,n be one of the numbers in S with the maximal real part, and let
b1 = m. Similarly, let ar = as,t (r ≥ 2) be one of the numbers in S \{a1, . . . , ar−1}
(r ≥ 2) with the maximal real part, and br = s. Let k = m1 + . . . + ml. Then
L = Va1(ωb1)⊗ Va2(ωb2) ⊗ . . . ⊗ Vak(ωbk) is a highest weight representation, and
its associated polynomial is π.
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By comparing the upper bound of dimension of W (π) and dimension of L
above, we can determine explicitly the local Weyl module W (π) and its dimension.
Theorem 4.27. The local Weyl module W (π) is isomorphic to L as in Theorem
4.26. The dimension of W (π) can be recovered from Theorem 1.5, Remark 1.19
and Proposition 1.20.
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Chapter 5
Local Weyl modules of Y
(
sp(2l,C)
)
In this chapter, the local Weyl modules of Y
(
sp(2l,C)
)
are studied. The struc-
ture of the local Weyl modules is determined, and the dimensions of the local Weyl
modules are obtained. In the process of characterizing the local Weyl modules, a
sufficient condition for a tensor product of fundamental representations of Yangians
to be a highest weight representation is obtained, which shall lead to an irreducibil-
ity criterion for the tensor product.
Let π =
(
π1(u), π2(u), . . . , πl(u)
)
be a generic l-tuple of monic polynomials
in u, and πi (u) =
mi∏
j=1
(u− ai,j). Let k = m1 + m2 + . . . + ml, S = {ai,j|i =
1, . . . , l; j = 1, . . . , mi}, and λ =
l∑
i=1
miωi. Let am,n be one of the numbers in
S with the maximal real part. Then define a1 = am,n and b1 = m. Inductively,
let as,t be one of the numbers in S − {a1, . . . , ar−1} with the maximal real part.
Then define ar = as,t and br = s. We prove that the ordered tensor product L =
Va1 (ωb1)⊗Va2 (ωb2)⊗ . . .⊗Vak (ωbk) is a highest weight representation. A standard
argument shows that the associated l-tuple of polynomials of L is π. Since L is a
quotient of W (π), a lower bound on the dimension of W (π) is obtained.
Let W (λ) be the Weyl module associated to λ of sp(2l,C)[t]. In [Na], the
author proved Dim
(
W (λ)
)
=
∏
i∈I
(
Dim
(
W (ωi)
))mi
. It follows from Corollary
1.31 that Dim(W (λ)) = Dim(L). Since Dim
(
W (λ)
) ≥ Dim(W (π)) ≥ Dim(L),
W (π) ∼= L.
The dimension of W (π) can be recovered from Theorem 1.4 and Remark 1.19.
Similar to the proof that L is a highest weight representation (Proposition 5.4),
we can obtain a sufficient condition for a tensor product of fundamental represen-
tations of the form Va1(ωb1) ⊗ Va2(ωb2) ⊗ . . . ⊗ Vak(ωbk) to be a highest weight
representation. If aj − ai /∈ S(bi, bj) for 1 ≤ i < j ≤ k, then L is a highest
weight representation, where S(bi, bj) is a finite set of positive rational numbers.
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By Proposition 1.23 and Lemma 1.21, an irreducible criterion for a tensor product
of fundamental representations of Y
(
sp(2l,C)
)
is obtained: if aj − ai /∈ S(bi, bj)
for 1 ≤ i 6= j ≤ k, then L is irreducible.
5.1 From the highest weight vector to the lowest one
in Va(ωi)
Let si be the fundamental reflections of the Weyl group of sp (2l,C) for i =
1, . . . , l. Let {µ1, µ2, . . . , µl} be the coordinate functions on the Cartan subalge-
bra of sp(2l,C). For 1 ≤ i ≤ l − 1, si (µi) = µi+1, si (µi+1) = µi and si (µj) = µj
for j 6= i, i+1. For i = l, sl (µl) = −µl and sl (µj) = µj for j 6= l. The fundamen-
tal weights of sp(2l,C) are given by ωi = µ1+ . . .+µi for 1 ≤ i ≤ l. It follows that
µ1 = ω1, µ2 = −ω1 + ω2, . . ., µl−1 = −ωl−2 + ωl−1, and µl = −ωl−1 + ωl. Thus
α1 = 2ω1−ω2, αi = −ωi−1+2ωi−ωi+1 for 2 ≤ i ≤ l−1, and αl = −2ωl−1+2ωl.
Summarize all information above, we have
Proposition 5.1. si (ωj) = ωj for i 6= j. s1 (ω1) = −ω1 + ω2, s2 (ω2) = ω1 −
ω2+ω3, . . . , sl−2 (ωl−2) = ωl−3−ωl−2+ωl−1, sl−1 (ωl−1) = ωl−2−ωl−1+ωl and
sl (ωl) = 2ωl−1 − ωl.
Let w0 = −1 be the longest element of the Weyl group W of sp(2l,C). One
reduced expression of the longest element w0 is given by
w0 = (sl) (sl−1slsl−1) (sl−2sl−1slsl−1sl−2) . . . (s2 . . . sl−2sl−1slsl−1sl−2 . . . s2)
(s1 . . . sl−2sl−1slsl−1sl−2 . . . s1) .
According to the reduced expression of w0, define
wi = (si . . . sl−1slsl−1 . . . si) . . . (s2 . . . si−1si . . . sl−1slsl−1 . . . si)
(s1 . . . si−1si . . . sl−1slsl−1 . . . si) .
Let σk ∈ W be the product of the last k terms in wi and keep the same order
as in wi. For every suitable value k, there exists a k′ ∈ I such that σk+1 = sk′σk.
Let vσk(ωi) be a vector in the weight space of weight σk(ωi). Since the weight space
of weight ωi is 1-dimensional, the weight space of weight σk(ωi) is 1-dimensional,
and then vσk(ωi) is unique, up to a scalar.
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Proposition 5.2. Let σk(ωi) = rk′ωk′ +
∑
k′ 6=j
rjωj . Then ri′ ∈ {1, 2}.
Proof. The proof of this proposition is similar to Proposition 4.2. We only provides
the detail of the computation of w0(ωi).
Case 1: i = 1.
ω1
s1−→ −ω1 + ω2 s2−→ −ω2 + ω3 s3−→ −ω3 + ω4 s4−→ . . . sl−3−−→ −ωl−3 + ωl−2 sl−2−−→
−ωl−2 + ωl−1 sl−1−−→ −ωl−1 + ωl sl−→ ωl−1 − ωl sl−1−−→ ωl−2 − ωl−1 s2...sl−3sl−2−−−−−−−→
ω1 − ω2 s1−→ −ω1 (sl)(sl−1slsl−1)...(s2...sl−2sl−1slsl−1sl−2...s2)−−−−−−−−−−−−−−−−−−−−−−−−−−→ −ω1.
Case 2: 1 < i ≤ l − 1.
ωi
si−1...s1−−−−−→ ωi si−→ ωi−1 − ωi + ωi+1 sl−3...si+2si+1−−−−−−−−→ ωi−1 − ωl−3 + ωl−2 sl−2−−→
ωi−1 − ωl−2 + ωl−1 sl−1−−→ ωi−1 − ωl−1 + ωl sl−→ ωi−1 + ωl−1 − ωl sl−1−−→
ωi−1 + ωl−2 − ωl−1 si...sl−3sl−2−−−−−−−→ 2ωi−1 − ωi si−1−−→ 2ωi−2 − 2ωi−1 + ωi s2...si−3si−2−−−−−−−→
2ω1−2ω2+ωi s1−→ −2ω1+ωi s2...sl−1slsl−1...s2−−−−−−−−−−→ −2ω2+ωi s3...sl−1slsl−1...s3−−−−−−−−−−→ −2ω3+
ωi
(si...slsl−1...si)...(s4...sl−1slsl−1...s4)−−−−−−−−−−−−−−−−−−−−−→ −ωi sl(sl−1slsl−1)...(si+1...sl−1slsl−1...si+1)−−−−−−−−−−−−−−−−−−−−−−−→ −ωi.
Case 3: i = l.
ωl
sl−1...s1−−−−−→ ωl sl−→ 2ωl−1 − ωl sl−1−−→ 2ωl−2 − 2ωl−1 + ωl s2...sl−3sl−2−−−−−−−→
2ω1 − 2ω2 + ωl s1−→ −2ω1 + ωl s2...sl−1slsl−1...s2−−−−−−−−−−→
−2ω2 + ωl (sl−2sl−1slsl−1sl−2)...(s3...sl−1slsl−1...s3)−−−−−−−−−−−−−−−−−−−−−−−−→ −2ωl−2 + ωl sl−1−−→
−2ωl−2 + ωl sl−→ −2ωl−2 + 2ωl−1 − ωl sl−1−−→ −2ωl−1 + ωl sl−→ −ωl.
This proposition immediately follows from above calculations.
Proposition 5.3. Let v+1 and v−1 be highest and lowest weight vectors in the funda-
mental representation Va(ωi) of sp(2l,C). There exists y ∈ sp(2l,C) such that
v−1 = y.v
+
1 .
Proof. Recall that Va(ωi) ∼= L(ωi) as a sp(2l,C)-module, and both v+1 and v−1 are
in L(ωi). It follows from Proposition 5.2 and formula si (ω) = ω − 2(ω,αi)(αi,αi)αi that
v−1 =
(
x−i,0 . . . x
−
l−1,0x
−
l,0x
−
l−1,0 . . . x
−
i,0
)((
x−i−1,0
)2
x−i,0 . . . x
−
l,0 . . . x
−
i,0
)
. . .((
x−2,0
)2
. . .
(
x−i−1,0
)2
x−i,0 . . . x
−
l−1,0x
−
l,0x
−
l−1,0 . . . x
−
i,0
)
((
x−1,0
)2
. . .
(
x−i−1,0
)2
x−i,0 . . . x
−
l−1,0x
−
l,0x
−
l−1,0 . . . x
−
i,0
)
v+1 .
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5.2 On a lower bound for the dimension of the local
Weyl module W (π)
In this section, we construct a highest weight module which is a tensor product of
fundamental representations of Y
(
sp(2l,C)
)
. By the maximality of the local Weyl
modules, a lower bound for the local Weyl module W (π) of Y
(
sp(2l,C)
)
can be
obtained.
Recall that Yl = span{x±l,r, hl,r|r ∈ Z≥0} ∼= Y (sl2). However, x±l,r, hl,r do
not satisfy the defining relations of Y (sl2). Therefore, we need to rescale these
generators if we want to use the previous chapter results. Let
x˜±l,r =
√
2
2r+1
x±l,r, h˜l,r =
1
2r+1
hl,r.
Then span{x˜±l,r, h˜l,r|r ∈ Z≥0} ∼= Y (sl2) and the new generators satisfy the defining
relations of Y (sl2). Yi = span{x±i,r, hi,r|r ∈ Z≥0} ∼= Y (sl2)(1 ≤ i ≤ l − 1) and
x±i,r, hi,r satisfy the defining relations automatically.
In the defining relations of Y
(
sp(2l,C)
)
, d1 = . . . = dl−1 = 1 and dl = 2.
Proposition 5.4. Let L = Va1(ωb1)⊗Va2(ωb2)⊗ . . .⊗Vak(ωbk) be a Y
(
sp(2l,C)
)
-
module, where Re (a1) ≥ Re (a2) ≥ . . . ≥ Re (ak) and bi ∈ {1, . . . , l}. Then L is
a highest weight representation.
Proof. Let v+m be the highest weight vectors of Vam (ωbm). Let v−1 be the lowest
weight vector of Va1 (ωb1).
We prove this proposition by induction on k. Without loss of generality, we
may assume that k ≥ 2 and Va2(ωb2)⊗Va3(ωb3)⊗ . . .⊗Vak(ωbk) is a highest weight
representation of Y
(
sp(2l,C)
)
, and its highest weight vector is v+ = v+2 ⊗ . . .⊗v+k .
To show that L is a highest weight representation, it follows from Corollary 1.25
that it suffices to show that
v−1 ⊗ v+ ∈ Y
(
sp(2l,C)
) (
v+1 ⊗ v+
)
.
We divide the proof into the following steps.
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Step 1: σ−1i (αi′) ∈ ∆+.
Proof: It is easy to check by the definition of σi and the way we choose i′.
Step 2: Yi′
(
v
σi(ωb1)
)
is a highest weight module of Yi′ .
Proof: Since the weight σi (ωb1) is on the Weyl group orbit of the highest
weight and the representation Va1(ωb1) is finite-dimensional, the weight space of
weight σi (ωb1) is 1-dimensional. The elements hj,s form a commutative subalge-
bra, so v
σi(ωb1)
is an eigenvector of hi′,r. Therefore we only have to show that
v
σi(ωb1)
is a maximal vector. Suppose to the contrary that x+i′,kvσi(ωb1) 6= 0. Then
x+i′,kvσi(ωb1)
is a weight vector of weight σi(ωb1)+αi′ , so ωb1+σ−1i (αi′) is a weight.
Because σ−1i (αi′) ∈ ∆+, ωb1 is a weight preceding the weight ωb1+σ−1i (αi′), which
contradicts the maximality of ωb1 in the representation L (ωb1).
Step 3: Let P (u) be the associated polynomial of Yi′
(
v
σi(ωb1)
)
. Then as a
highest weight Yi′-module Yi′
(
v
σi(ωb1)
)
has highest weight P (u+1)
P (u)
.
Proof: It follows from the representation theory of Y (sl2).
Step 4: P (u) has of degree 1 or 2.
Proof: The degree of P (u) equals the eigenvalue of v
σi(ωb1)
under hi′,0. Note
that
hi′,0vσi(ωb1)
=
(
σi (ωb1) (hi′,0)
)
v
σi(ωb1)
.
It follows from Proposition 5.2 that the degree of P (u) equals 1 or 2.
Step 5: If Deg
(
P (u)
)
= 1, then for i′ 6= l, Yi′
(
v
σi(ωb1)
)
is 2-dimensional
and isomorphic to W1 (a); for i′ = l, Yi′
(
v
σi(ωb1)
)
is 2-dimensional and isomor-
phic to W1
(
a
2
)
; If Deg
(
P (u)
)
= 2, then Yi′
(
v
σi(ωb1)
)
is either 3-dimensional
or 4-dimensional and isomorphic to W2 (a) or W1 (b) ⊗W1 (a) (Re (b) > Re (a)),
respectively. Moreover Re (a) ≥ Re (a1). The values of both b and a will be ex-
plicitly computed in the next section.
Proof: Let us assume for the moment that this is done (the proof will be given
in the next section), and let us proceed to the next step.
Step 6: Yi′
(
v
σi(ωb1)
⊗ v+2 ⊗ . . .⊗ v+k
)
= Yi′
(
v
σi(ωb1)
)
⊗ Yi′
(
v+2
) ⊗ . . . ⊗
Yi′
(
v+k
)
.
Proof: For 1 ≤ i ≤ l − 1, let W be one of the modules W1 (a), W2 (a) or
W1 (b) ⊗ W1 (a); for i = l, let W be the module W1
(
a
2
)
. Yi′ (v
+
m) is nontrivial
if and only if bm = i′. Suppose that in {b1, . . . , bk}, bj1 = . . . = bjm = i′ with
j1 < . . . < jm; moreover, if s /∈ {j1, . . . , jm}, then bs 6= i′. Note in Step 5 that
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Yi′
(
v
σi(ωb1)
) ∼= W . If i′ 6= l,
Yi′
(
v
σi(ωb1)
)
⊗ Yi′
(
v+2
)⊗ . . .⊗ Yi′ (v+k )
∼=
W ⊗W1 (aj1)⊗ . . .⊗W1 (ajm) if b1 6= i′W ⊗W1 (aj2)⊗ . . .⊗W1 (ajm) if b1 = i′;
if i′ = l,
Yl
(
v
σi(ωb1)
)
⊗ Yl
(
v+2
)⊗ . . .⊗ Yl (v+k )
∼=
W ⊗W1
(aj1
2
)⊗ . . .⊗W1 (ajm2 ) if b1 6= l
W ⊗W1
(aj2
2
)⊗ . . .⊗W1 (ajm2 ) if b1 = l.
Since Re (a) ≥ Re (a1) ≥ Re (aj1) ≥ . . . ≥ Re (ajm) by Step 5, it follows
from either Corollary 3.8 or Corollary 3.10 that Yi′
(
v
σi(ωb1)
)
⊗ Yi′
(
v+2
) ⊗ . . . ⊗
Yi′
(
v+k
)
is a highest weight module of Yi′ with highest weight vector vσi(ωb1) ⊗
v+2 ⊗ . . .⊗ v+k . Thus
Yi′
(
v
σi(ωb1)
⊗ v+2 ⊗ . . .⊗ v+k
)
⊇ Yi′
(
v
σi(ωb1)
)
⊗ Yi′
(
v+2
)⊗ . . .⊗ Yi′ (v+k ) .
By the coproduct of Yangians and Proposition 1.12, it is obvious that
Yi′
(
v
σi(ωb1)
⊗ v+2 ⊗ . . .⊗ v+k
)
⊆ Yi′
(
v
σi(ωb1)
)
⊗ Yi′
(
v+2
)⊗ . . .⊗ Yi′ (v+k ) .
Therefore the claim is true.
Step 7: vσi+1(ωb1 ) ⊗ v+ ∈ Yi′
(
v
σi(ωb1)
⊗ v+
)
.
Proof: vσi+1(ωb1 )⊗ v+ ∈ Yi′
(
vσiωb1
)
⊗Yi′ (v+) = Yi′
(
v
σi(ωb1)
⊗ v+
)
by Step
6.
Step 8: v−1 ⊗ v+ ∈ Y
(
sp(2l,C)
) (
v+1 ⊗ v+
)
.
Proof: It follows immediately from Step 7 by induction on the subscript i of
vσi(ωb1 ).
It follows from Step 8 and Corollary 1.25 that L = Y
(
sp(2l,C)
) (
v+1 ⊗ v+
)
.
Remark 5.5. The following is the record of the root (s) of the associated polyno-
mials of Yi′
(
v
σi(ωb1)
)
for the possible i values. We refer to Remark 4.6 for the
notation used below.
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When 1 ≤ b1 ≤ l − 1,
a1
x−
b1,0−−−→ a1 + 12
x−
b1+1,0−−−−→ a1 + 1
x−
b1+2,0−−−−→ . . . x
−
l−1,0−−−→ 1
2
(
a1 +
l−b1+1
2
) x−
l,0−→ a1 +
l−b1+3
2
x−
l−1,0−−−→ a1 + l−b1+42
x−
l−2,0−−−→ . . .
x−
b1+1,0−−−−→ a1 + l−b1+32 + l−b1−12 = a1 + l− b1 +
1
x−
b1,0−−−→ (a1 + l − b1 + 32 , a1 + 12) (x−b1−1,0)2−−−−−−→ (a1 + l − b1 + 2, a1 + 1) (x−b1−2,0)2−−−−−−→
. . .
(x−2,0)
2
−−−−→ (a1 + l − b1 + 1 + b1−12 = a1 + l − b12 + 12 , a1 + b1−12 ) (x−1,0)2−−−−→
(The second parenthesis) (a1 + 1)
x−
b1,0−−−→ (a1 + 1) + 12
x−
b1+1,0−−−−→ . . . (x
−
3,0)
2
−−−−→(
a1 + l − b12 + 1, a1 + b12
) (x−2,0)2−−−−→
. . .
(The last parenthesis) (a1 + b1 − 1)
x−
b1,0−−−→ (a1 + b1 − 1) + 12
x−
b1+1,0−−−−→ . . .
x−
b1+1,0−−−−→
a1 + l
x−
b1,0−−−→ the lowest weight vector reached.
When b1 = l,
a1
2
x−
l,0−→ (a1 + 1, a1)
(x−l−1,0)
2
−−−−−→ (a1 + 32 , a1 + 12) (x−l−2,0)2−−−−−→ . . . (x−2,0)2−−−−→(
a1 +
l
2
, a1 +
l−2
2
) (x−1,0)2−−−−→
(The second parenthesis) a1+1
2
x−
l,0−→
(
(a1 + 1) + 1, a1 + 1
) (x−l−1,0)2−−−−−→(
a1 +
5
2
, a1 +
3
2
) (x−l−2,0)2−−−−−→ . . . (x−3,0)2−−−−→ (a1 + l+12 , a1 + l−12 ) (x−2,0)2−−−−→
. . .
(The last two parentheses) a1+l−2
2
x−
l,0−→ (a1 + l − 1, a1 + l − 2)
(x−l−1,0)
2
−−−−−→
a1+l−1
2
x−
l,0−→ the lowest weight vector reached.
A precise condition for the cyclicity of the tensor product L can be obtained in
the next Theorem. We first show the following lemma. Since the proof is similar to
the proof of Lemma 3.15, we omit the proof.
Lemma 5.6. Vam (ωbm)⊗Van (ωbn) is a highest weight representation if an−am /∈
S (bm, bn), where the set S (bm, bn) is defined as follows:
(i) S (bm, bn) =
{
|bm−bn|
2
+ 1 + r, l + 2 + r − bm+bn
2
|0 ≤ r < min{bm, bn}
}
,
where 1 ≤ bm, bn ≤ l − 1;
(ii) S (l, bn) =
{
l−bn+1
2
+ 1 + r, l−bn−1
2
+ 1 + r|0 ≤ r < bn, 1 ≤ bn ≤ l − 1
}
;
(iii) S (bm, l) =
{
l−bm+1
2
+ 2 + r|0 ≤ r < bm, 1 ≤ bm ≤ l − 1
}
;
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(iv) S (l, l) = {2, 3, . . . , l + 1}.
Similar to the proof of Theorem 3.16, we can prove the following Theorem.
Theorem 5.7. Let L = Va1(ωb1)⊗Va2(ωb2)⊗. . .⊗Vak(ωbk), and S(bi, bj) be defined
as the above lemma.
(i) If aj − ai /∈ S(bi, bj) for 1 ≤ i < j ≤ k, then L is a highest weight represen-
tation of Y (sp(2l,C)).
(ii) If aj − ai /∈ S(bi, bj) for 1 ≤ i 6= j ≤ k, then L is an irreducible representa-
tion of Y (sp(2l,C)).
Remark 5.8. It can be seen from Theorem 5.7 that the irreducibility of Vai (ωbi)⊗
Vaj
(
ωbj
)
is closely related to the difference of aj − ai. However, it is not known
what is the precise necessary and sufficient condition for the irreducibility of the
tensor product Vai (ωbi) ⊗ Vaj
(
ωbj
)
. Our result on the cyclicity condition for L is
an analogue of a special case m1 = m2 = 1 of the results in [Ch]. We now give
a detail interpretation. Note that there is a different labeling on the nodes of the
Dynkin Diagram and we transfer it to our labeling. The following come from case
(iii) of Corollary 6.2 [Ch].
S(l, l) = q6{q0, q2, . . . , q2l−2} = {q6, q8, . . . , q2l+4}.
S(l − i+ 1, l) = q4{qi−1, qi+1, . . . , q2l−1−i} = {qi+3, qi+5, . . . , q2l+3−i}.
S(l, l − i+ 1) = q4{qi−1, qi+1, . . . , q2l+1−i} = {qi+3, qi+5, . . . , q2l+5−i}.
S(l − i1 + 1, l − i2 + 1) = S(l − i2 + 1, l − i1 + 1) (i1 ≤ i2)
= q2{qi2−i1, qi2+i1, . . . , q2l−i1−i2 , q2l−i2+i1}
= {qi2−i1+2, qi2+i1+2, . . . , q2l−i1−i2+2, q2l−i2+i1+2}.
S(l − i1 + 1, l − i2 + 1) = S(l − i2 + 1, l − i1 + 1) (i1 ≥ i2)
= q2{qi1−i2, qi1+i2, . . . , q2l−i1−i2 , q2l−i1+i2}
= {qi1−i2+2, qi1+i2+2, . . . , q2l−i1−i2+2, q2l−i1+i2+2}.
For the reader’s convenience we give a parallel result in the Yangian case by making
the sets S(bi, bj) more explicit.
S (l, l) = {2, 3, . . . , l + 1}
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S (l − i+ 1, l) =
{
i
2
+ 2, . . . , l + 2− i
2
}
.
S (l, l − i+ 1) =
{
i
2
,
i
2
+ 1, . . . , l + 1− i
2
}
.
S(l − i1 + 1, l − i2 + 1) = S(l − i2 + 1, l − i1 + 1) (i1 ≤ i2)
= { i2 − i1
2
+ 1,
i2 + i1
2
+ 1, . . . , l − i2 + i1
2
+ 1, l − i2 − i1
2
+ 1}.
S(l − i1 + 1, l − i2 + 1) = S(l − i2 + 1, l − i1 + 1) (i1 ≥ i2)
= { i1 − i2
2
+ 1,
i1 + i2
2
+ 1, . . . , l − i1 + i2
2
+ 1, l − i1 − i2
2
+ 1}.
Note that the numbers in the sets S(l− i1 + 1, l− i2 + 1) are the exponents of q in
S(l − i1 + 1, l− i2 + 1) up to a factor of 2 and a constant.
5.3 Supplement Step 5 of Proposition 5.4
We prove Step 5 by three cases: 2 ≤ b1 ≤ l − 1, b1 = 1 and b1 = l. For the
simplicity of the notation, let b1 = i.
Case 1: 2 ≤ i ≤ l − 1.
Proposition 5.9. Let i ≤ k ≤ l − 1 and 1 ≤ m ≤ i− 2.
(i) Yk
((
x−k−1,0x
−
k−2,0 . . . x
−
i,0
)
v+1
) ∼= W1 (a1 + k−i2 ) as a Yk-module for.
(ii) Yl
(
x−l−1,0x
−
l−2,0 . . . x
−
i,0v
+
1
) ∼= W1(12 (a1 + l−i+12 ) ) as a Yl-module.
(iii) Yk
(
x−k+1,0 . . . x
−
i,0v
+
1
) ∼= W1 (a1 + 2l−i−k+22 ) as a Yk-module.
(iv) (a) Yi−1
((
x−i,0
)
. . . x−i,0v
+
1
) ∼= W1 (a1 + l − i+ 32)⊗W1 (a1 + 12).
(b) Ym
((
x−m+1,0
)2
. . . x−i,0v
+
1
) ∼= W1 (a1 + 2l−i−m+22 )⊗W1 (a1 + i−m2 ).
(v) Yi
((
x−1,0
)2
. . . x−i,0v
+
1
) ∼= W1 (a1 + 1).
Proof. The first item can be proved similarly as item (i) of Proposition 4.14, so we
omit the proof. Lemma 5.10 is devoted to prove the second item, and Lemmas 5.11
and 5.12 is for the third item. The fourth is proved in Lemmas 5.13, 5.15 and 5.16.
The item (v) will be showed in Lemma 5.17.
Lemma 5.10. Yl
(
x−l−1,0x
−
l−2,0 . . . x
−
i,0v
+
1
) ∼= W1(12 (a1 + l−i+12 ) ).
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Proof. By item (i) of this proposition,
hl−1,1x−l−2,0 . . . x
−
i,0v
+
1 =
(
a1 +
l − i− 1
2
)
x−l−2,0 . . . x
−
i,0v
+
1 ,
and by the (3.1.1) then
x−l−1,1x
−
l−2,0 . . . x
−
i,0v
+
1 =
(
a1 +
l − i− 1
2
)
x−l−1,0 . . . x
−
i,0v
+
1 .
It follows from Proposition 5.2 that wt(x−l−1,0x−l−2,0 . . . x−i,0v+1 ) = ωi−1 − ωl−1 + ωl.
Thus
h˜l,0x
−
l−1,0x
−
l−2,0 . . . x
−
i,0v
+
1 = x
−
l−1,0x
−
l−2,0 . . . x
−
i,0v
+
1 .
Therefore the degree of associated polynomial equals 1. Let P (u) = u − a be the
associated polynomial. The eigenvalue of x−l−1,0x−l−2,0 . . . x−i,0v+1 under hl,1 will tell
the value of a.
h˜l,1
(
x−l−1,0x
−
l−2,0 . . . x
−
i,0
)
v+1
=
1
4
hl,1
(
x−l−1,0x
−
l−2,0 . . . x
−
i,0
)
v+1
=
1
4
(
2x−l−1,1 + hl,0x
−
l−1,0 + x
−
l−1,0hl,0
)
x−l−2,0 . . . x
−
i,0v
+
1
=
1
4
(
2x−l−1,1 + hl,0x
−
l−1,0
)
x−l−2,0 . . . x
−
i,0v
+
1
=
1
2
(
a1 +
l − i− 1
2
+ 1
)
x−l−1,0x
−
l−2,0 . . . x
−
i,0v
+
1
=
1
2
(
a1 +
l − i+ 1
2
)
x−l−1,0x
−
l−2,0 . . . x
−
i,0v
+
1 .
Note that x˜−l,0 =
√
2
2
x−l,0.
x−l,1x
−
l−1,0 . . . x
−
i,0v
+
1 = 2
√
2x˜−l,1x
−
l−1,0 . . . x
−
i,0v
+
1
=
√
2
(
a1 +
l − i+ 1
2
)
x˜−l,0x
−
l−1,0 . . . x
−
i,0v
+
1
=
(
a1 +
l − i+ 1
2
)
x−l,0x
−
l−1,0 . . . x
−
i,0v
+
1 .
Lemma 5.11. Yl−1
(
x−l,0x
−
l−1,0 . . . x
−
i,0v
+
1
)
is a Yl−1-modules, which is isomorphic to
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the module W1
(
a1 +
l−i+3
2
)
.
Proof. It follows from Proposition 5.2 that wt (x−l,0x−l−1,0 . . . x−i,0) v+1 = ωi−1 +
ωl−1 − ωl. Then
hl−1,0
(
x−l,0x
−
l−1,0 . . . x
−
i,0
)
v+1 =
(
x−l,0x
−
l−1,0 . . . x
−
i,0
)
v+1 .
Therefore the degree of associated polynomial P (u) equals 1. Let P (u) = u − a
be the associated polynomial. By the theory of the local Weyl modules of Y (sl2)
that the eigenvalue of x−l,0x
−
l−1,0 . . . x
−
i,0v
+
1 under hl−1,1 will tell the value of a.
hl−1,1
(
x−l,0x
−
l−1,0 . . . x
−
i,0
)
v+1
= [hl−1,1x−l,0]x
−
l−1,0 . . . x
−
i,0v
+
1 + x
−
l,0hl−1,1x
−
l−1,0 . . . x
−
i,0v
+
1
=
(
2x−l,1 + 2x
−
l,0 + 2x
−
l,0hl−1,0
)
x−l−1,0 . . . x
−
i,0v
+
1
−
(
a1 +
l − i− 1
2
)
x−l,0x
−
l−1,0 . . . x
−
i,0v
+
1
= 2x−l,1x
−
l−1,0 . . . x
−
i,0v
+
1 −
(
a1 +
l − i− 1
2
)
x−l,0x
−
l−1,0 . . . x
−
i,0v
+
1
= 2
(
a1 +
l − i+ 1
2
)
x−l,0x
−
l−1,0 . . . x
−
i,0v
+
1
−
(
a1 +
l − i− 1
2
)
x−l,0x
−
l−1,0 . . . x
−
i,0v
+
1
=
(
a1 +
l − i+ 3
2
)
x−l,0x
−
l−1,0 . . . x
−
i,0v
+
1 .
Thus Yl−1
(
x−l,0x
−
l−1,0 . . . x
−
i+1,0x
−
i,0v
+
1
) ∼= W1 (a1 + l−i+32 ).
The first item of next lemma does not show up at the case of Y
(
so(2l,C)
)
, we
provide a proof.
Lemma 5.12. Suppose i ≤ k ≤ l − 2. Yk
(
x−k+1,0 . . . x
−
l−1,0x
−
l,0x
−
l−1,0 . . . x
−
i,0v
+
1
) ∼=
W1
(
a1 +
2l−i−k+2
2
)
as a Yk-module.
Proof. We first consider k = l − 2. It follows from Proposition 5.2 that
wt
(
x−l−1,0x
−
l,0x
−
l−1,0 . . . x
−
i,0
)
v+1 = ωi−1 + ωl−2 − ωl−1.
Then
hl−2,0x
−
l−1,0x
−
l,0x
−
l−1,0 . . . x
−
i,0v
+
1 = x
−
l−1,0x
−
l,0x
−
l−1,0 . . . x
−
i,0v
+
1 .
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Therefore the degree of associated polynomial P (u) equals 1. Let P (u) = u − a
be the associated polynomial. By the theory of the local Weyl modules of Y (sl2)
that the eigenvalue of x−l−1,0x
−
l,0x
−
l−1,0 . . . x
−
i,0v
+
1 under hl−2,1 will tell the value of a.
It follows from Lemma 4.10 that
hl−2,1x−l−1,0 . . . x
−
i,0v
+
1 = 0.
hl−2,1x−l−1,0x
−
l,0x
−
l−1,0 . . . x
−
i,0v
+
1
= [hl−2,1, x−l−1,0]x
−
l,0x
−
l−1,0 . . . x
−
i,0v
+
1 + x
−
l−1,0x
−
l,0hl−2,1x
−
l−1,0x
−
l−2,0 . . . x
−
i,0v
+
1
=
(
x−l−1,1 +
1
2
x−l−1,0 + x
−
l−1,0hl−2,0
)
x−l,0x
−
l−1,0 . . . x
−
i,0v
+
1 + 0
=
((
a1 +
l − i+ 3
2
)
+
1
2
)
x−l−1,0x
−
l,0x
−
l−1,0 . . . x
−
i,0v
+
1
=
(
a1 +
l − i+ 4
2
)
x−l−1,0x
−
l,0x
−
l−1,0 . . . x
−
i,0v
+
1 .
For i ≤ k ≤ l − 3, we omit the proof since it is similar to the proof of (iii) of
Proposition 4.14.
We introduce some notations to simplify the expression of vσj(ωi). Denote
x−k,0x
−
k+1,0 . . . x
−
l−1,0x
−
l,0x
−
l−1,0 . . . x
−
i+1,0x
−
i,0 by x−k,0 . . . x−i,0 for i ≤ k < l. The over-
line means that the expression x−k,0 . . . x
−
i,0 contains the term x−l,0 and is a piece
of x−i,0x−i+1,0 . . . x−l−1,0x
−
l,0x
−
l−1,0 . . . x
−
i+1,0x
−
i,0 without break. Similarly, we denote(
x−k,0
)2 (
x−k+1,0
)2
. . .
(
x−i−1,0
)2
x−i,0 x
−
i+1,0 . . . x
−
l−1,0x
−
l,0x
−
l−1,0 . . . x
−
i+1,0x
−
i,0 for k < i
by
(
x−k,0
)2
. . . x−i,0.
Lemma 5.13. Yi−1
(
x−i,0 . . . x
−
i,0v
+
1
) ∼= W1 (a1 + l − i+ 32)⊗W1 (a1 + 12).
Proof. It follows from Proposition 5.2 thatwt (x−i,0 . . . x−l−1,0x−l,0x−l−1,0 . . . x−i,0) v+1 =
2ωi−1 − ωi. Then
hi−1,0x
−
i,0 . . . x
−
i,0v
+
1 = 2x
−
i,0 . . . x
−
i,0v
+
1 .
Thus the associated polynomialP (u) to Yi−1
(
x−i,0 . . . x
−
i,0v
+
1
)
has of degree 2. Sup-
poseP (u) = (u− a) (u− b) withRe (a) ≤ Re (b). The eigenvalues of x−i,0 . . . x−i,0v+1
under hi−1,1 and hi−1,2 will tell the values of a and b.
hi−1,1x
−
i,0 . . . x
−
i,0v
+
1
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= [hi−1,1, x−i,0]x
−
i+1,0 . . . x
−
i,0v
+
1 + x
−
i,0 . . . x
−
i+1,0[hi−1,1, x
−
i,0]v
+
1
=
(
x−i,1 +
1
2
x−i,0 + x
−
i,0hi−1,0
)
x−i+1,0 . . . x
−
i,0v
+
1
+ x−i,0 . . . x
−
i+1,0
(
x−i,1 +
1
2
x−i,0 + x
−
i,0hi−1,0
)
v+1
=
((
a1 +
2l − i− i+ 2
2
+
1
2
+ 1
)
+
(
a1 +
1
2
))
x−i,0 . . . x
−
i,0v
+
1
=
(
2a1 + (l − i) + 3
)
x−i,0 . . . x
−
i,0v
+
1 .
hi−1,2x−i,0 . . . x
−
i,0v
+
1
= [hi−1,2, x
−
i,0]x
−
i+1,0 . . . x
−
i,0v
+
1 + x
−
i,0 . . . x
−
i+1,0[hi−1,2, x
−
i,0]v
+
1
=
(
[hi−1,1, x−i,1] +
1
2
(
hi−1,1x−i,0 + x
−
i,0hi−1,1
))
x−i+1,0 . . . x
−
i,0v
+
1
+ x−i,0 . . . x
−
i+1,0
(
[hi−1,1, x
−
i,1] +
1
2
(
hi−1,1x
−
i,0 + x
−
i,0hi−1,1
))
v+1
= [hi−1,1, x−i,1]x
−
i+1,0 . . . x
−
i,0v
+
1 +
1
2
hi−1,1x−i,0 . . . x
−
i,0v
+
1
+ x−i,0 . . . x
−
i+1,0hi−1,1x
−
i,0v
+
1 + x
−
i,0 . . . x
−
i+1,0hi−1,1x
−
i,1v
+
1
= hi−1,1x
−
i,1x
−
i+1,0 . . . x
−
i,0v
+
1 − x−i,1hi−1,1x−i+1,0 . . . x−i,0v+1 +
1
2
hi−1,1x
−
i,0 . . . x
−
i,0v
+
1
+ x−i,0 . . . x
−
i+1,0hi−1,1x
−
i,0v
+
1 + x
−
i,0 . . . x
−
i+1,0hi−1,1x
−
i,1v
+
1
= (a1 + l − i+ 1)hi−1,1x−i,0 . . . x−i,0v+1 − x−i,1 . . . x−i+1,0hi−1,1x−i,0v+1
+
1
2
hi−1,1x−i,0 . . . x
−
i,0v
+
1 + x
−
i,0 . . . x
−
i+1,0hi−1,1x
−
i,0v
+
1 + x
−
i,0 . . . x
−
i+1,0hi−1,1x
−
i,1v
+
1
= 2 (a1 + l − i+ 1)
(
a1 +
l − i+ 3
2
)
x−i,0 . . . x
−
i,0v
+
1
−
(
a1 +
1
2
)
(a1 + l − i+ 1)x−i,0 . . . x−i,0v+1 +
(
a1 +
l − i+ 3
2
)
x−i,0 . . . x
−
i,0v
+
1
+
(
a1 +
1
2
)
x−i,0 . . . x
−
i,0v
+
1 + a1
(
a1 +
1
2
)
x−i,0 . . . x
−
i,0v
+
1
=
(
2
(
a1 + l − i+ 3
2
)(
a1 +
l − i+ 3
2
))
x−i,0 . . . x
−
i,0v
+
1
−
((
a1 +
1
2
)
(a1 + l − i+ 1− a1 − 1)
)
x−i,0 . . . x
−
i,0v
+
1
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=(
2
(
a1 +
l − i+ 3
2
)2
+
(l − i+ 2) (l − i)
2
)
x−i,0 . . . x
−
i,0v
+
1 .
We have a+b+1 =
(
2a1+(l − i)+3
)
and (a2 + b2 + a+ b) = 2
(
a1 +
l−i+3
2
)2
+
(l−i+2)(l−i)
2
. We claim that Re(a) ≥ Re(a1). Suppose a = a1 + l−i+32 − x, and then
b = a1+
l−i+3
2
+x− 1. Thus Re (x) > 0 (Re (x) 6= 0 because we require Re (b) ≥
Re (a)
)
. Substituting them to (a2 + b2 + a+ b) = 2
(
a1 +
l−i+3
2
)2
+ (l−i+2)(l−i)
2
,
we have
x2 − x = (l − i) (l − i+ 2)
4
.
Thus x = 1
2
+
√
(l−i)(l−i+2)+1
4
= l−i+2
2
. Then a = a1 + 12 and b = a1 + l − i + 32 .
By the representation theory of the local Weyl modules of Y (sl2), the local Weyl
modules of Y (sl2) associated to P (u) isW1
(
a1 + l − i+ 32
)⊗W1 (a1 + 12), which
is irreducible. Thus
Yi−1
(
x−i,0 . . . x
−
i,0v
+
1
) ∼= W1(a1 + l − i+ 3
2
)
⊗W1
(
a1 +
1
2
)
.
It follows from Corollary 3.5 that
Corollary 5.14.
x−i−1,1x
−
i−1,0x
−
i,0 . . . x
−
i,0v
+
1 =
(
a1 +
l − i+ 1
2
)(
x−i−1,0
)2
. . . x−i,0v
+
1 .
x−i−1,0x
−
i−1,1x
−
i,0 . . . x
−
i,0v
+
1 =
(
a1 +
l − i+ 3
2
)(
x−i−1,0
)2
. . . x−i,0v
+
1 .(
x−i−1,1x
−
i−1,0 + x
−
i−1,0x
−
i−1,1
)
x−i,0 . . . x
−
i,0v
+
1 = (2a1 + l − i+ 2)
(
x−i−1,0
)2
. . . x−i,0v
+
1 .
(
x−i−1,1
)2
x−i,0 . . . x
−
i,0v
+
1
=
((
a1 +
l − i+ 2
2
)2
− (l − i+ 2) (l − i) + 1
4
)(
x−i−1,0
)2
. . . x−i,0v
+
1 .
x−i−1,0x
−
i−1,2x
−
i,0 . . . x
−
i,0v
+
1
80
=((
a1 +
l − i+ 3
2
)2
+
(l − i+ 2) (l − i)
4
)(
x−i−1,0
)2
. . . x−i,0v
+
1 .
For i = 2, jump to Lemma 5.17. Now we suppose i ≥ 3.
Lemma 5.15. Yi−2
((
x−i−1,0
)2
. . . x−i,0v
+
1
) ∼= W1 (a1 + l − i+ 2)⊗W1 (a1 + 1).
Proof. It follows from Proposition 5.2 that
hi−2,0
(
x−i−1,0
)2
. . . x−i,0v
+
1 = 2
(
x−i−1,0
)2
. . . x−i,0v
+
1 .
Thus the associated polynomial P (u) has of degree 2. Let P (u) = (u− a) (u− b)
with Re (a) ≤ Re (b). The eigenvalues of both (x−i−1,0)2 . . . x−i,0v+1 under hi−2,1 and(
x−i−1,0
)2
. . . x−i,0v
+
1 under hi−2,2 will tell the values of a and b.
hi−2,1
(
x−i−1,0
)2
. . . x−i,0v
+
1
= [hi−2,1,
(
x−i−1,0
)2
]x−i,0 . . . x
−
i,0v
+
1
= [hi−2,1, x
−
i−1,0]x
−
i−1,0 . . . x
−
i,0v
+
1 + x
−
i−1,0[hi−2,1, x
−
i−1,0]x
−
i,0 . . . x
−
i,0v
+
1
=
(
x−i−1,1 +
1
2
x−i−1,0 + x
−
i−1,0hi−2,0
)
x−i−1,0 . . . x
−
i,0v
+
1
+ x−i−1,0
(
x−i−1,1 +
1
2
x−i−1,0 + x
−
i−1,0hi−2,0
)
x−i,0 . . . x
−
i,0v
+
1
=
(
x−i−1,1x
−
i−1,0 + x
−
i−1,0x
−
i−1,1
)
x−i,0 . . . x
−
i,0v
+
1 + 2
(
x−i−1,0
)2
. . . x−i,0v
+
1
= (2a1 + (l − i) + 4)
(
x−i−1,0
)2
. . . x−i,0v
+
1 .
hi−2,2
(
x−i−1,0
)2
. . . x−i,0v
+
1
= [hi−2,2,
(
x−i−1,0
)2
]x−i,0 . . . x
−
i,0v
+
1
= [hi−2,2, x
−
i−1,0]x
−
i−1,0 . . . x
−
i,0v
+
1 + x
−
i−1,0[hi−2,2, x
−
i−1,0]x
−
i,0 . . . x
−
i,0v
+
1
=
(
[hi−2,1, x−i−1,1] +
1
2
(
hi−2,1x−i−1,0 + x
−
i−1,0hi−2,1
))
x−i−1,0 . . . x
−
i,0v
+
1
+ x−i−1,0
(
[hi−2,1, x−i−1,1] +
1
2
(
hi−2,1x−i−1,0 + x
−
i−1,0hi−2,1
))
x−i,0 . . . x
−
i,0v
+
1
= hi−2,1x−i−1,1x
−
i−1,0 . . . x
−
i,0v
+
1 − x−i−1,1hi−2,1x−i−1,0 . . . x−i,0v+1
+
1
2
hi−2,1x−i−1,0x
−
i−1,0 . . . x
−
i,0v
+
1 + x
−
i−1,0hi−2,1x
−
i−1,0 . . . x
−
i,0v
+
1
+ x−i−1,0hi−2,1x
−
i−1,1x
−
i,0 . . . x
−
i,0v
+
1
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= hi−2,1x−i−1,1x
−
i−1,0x
−
i,0 . . . x
−
i,0v
+
1 − x−i−1,1[hi−2,1, x−i−1,0]x−i,0 . . . x−i,0v+1
+
1
2
hi−2,1
(
x−i−1,0
)2
. . . x−i,0v
+
1
+ x−i−1,0[hi−2,1, x
−
i−1,1]x
−
i,0 . . . x
−
i,0v
+
1 + x
−
i−1,0[hi−2,1, x
−
i−1,0]x
−
i,0 . . . x
−
i,0v
+
1
=
(
a1 +
l − i+ 1
2
)
hi−2,1
(
x−i−1,0
)2
. . . x−i,0v
+
1
− x−i−1,1
(
x−i−1,1 +
1
2
x−i−1,0 + x
−
i−1,0hi−2,0
)
x−i,0 . . . x
−
i,0v
+
1
+
1
2
hi−2,1
(
x−i−1,0
)2
. . . x−i,0v
+
1
+ x−i−1,0
(
x−i−1,2 +
1
2
x−i−1,1 + x
−
i−1,1hi−2,0
)
x−i,0 . . . x
−
i,0v
+
1
+ x−i−1,0
(
x−i−1,1 +
1
2
x−i−1,0 + x
−
i−1,0hi−2,0
)
x−i,0 . . . x
−
i,0v
+
1
=
(
a1 +
l − i+ 2
2
)
(2a1 + (l − i) + 4)
(
x−i−1,0
)2
. . . x−i,0v
+
1
−
((
a1 +
l − i+ 2
2
)2
− (l − i) (l − i+ 2) + 1
4
)(
x−i−1,0
)2
. . . x−i,0v
+
1
− 1
2
(
a1 +
l − i+ 1
2
)(
x−i−1,0
)2
. . . x−i,0v
+
1
+
((
a1 +
l − i+ 3
2
)2
+
(l − i) (l − i+ 2)
4
)(
x−i−1,0
)2
. . . x−i,0v
+
1
+
3
2
(
a1 +
l − i+ 3
2
)(
x−i−1,0
)2
. . . x−i,0v
+
1 +
1
2
(
x−i−1,0
)2
. . . x−i,0v
+
1
=
(
2
(
a1 +
l − i+ 4
2
)2
+
(l − i+ 2) (l − i)
2
)(
x−i−1,0
)2
. . . x−i,0v
+
1 .
Similar to the above lemma, we have a = a1 + 1 and b = a1 + l− i+ 2. Then
Yi−2
((
x−i−1,0
)2
. . . x−i,0v
+
1
) ∼= W1 (a1 + l − i+ 2)⊗W1 (a1 + 1) .
Similar to Lemma 4.18, using induction on m downward, we have
Lemma 5.16. Let 1 ≤ m ≤ i − 3. Ym
((
x−m+1,0
)2
. . . x−i,0v
+
1
)
is 4-dimensional,
which is isomorphic to W1
(
a1 +
2l−i−m+2
2
)⊗W1 (a1 + i−m2 ).
Lemma 5.17. Yi
((
x−1,0
)2
. . . x−i,0v
+
1
) ∼= W1 (a1 + 1).
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The proof is similar to Lemma 4.19.
Lemma 5.18. Denote s1 = s1 . . . sl−1slsl−1 . . . si. Then s−11 (αj) ∈ ∆+, where
j = 2, 3, . . . , l, and αj are the simple roots of sp(2l,C).
Proof. s−11 = si . . . sl−1slsl−1 . . . s1. We claim that
s
−1
1 (µj − µj+1) =
µj − µj+1 if i < j ≤ l − 1µj−1 − µj+δij if 2 ≤ j ≤ i.
and
s
−1
1 (2µl) = 2µl.
The proof of the claim is trivial.
Let v2 =
(
x−1,0
)2
. . .
(
x−i−1,0
)2
x−i,0x
−
i+1,0 . . . x
−
l−1,0x
−
l,0x
−
l−1,0 . . . x
−
i+1,0x
−
i,0v
+
1 .
Proposition 5.19. Let i ≤ k ≤ l − 1 and 2 ≤ m ≤ i− 2.
(i) Yk
((
x−k−1,0x
−
k−2,0 . . . x
−
i,0
)
v2
) ∼= W1 (a1 + 1 + k−i2 ) as a Yk-module.
(ii) Yl
(
x−l−1,0x
−
l−2,0 . . . x
−
i,0v2
) ∼= W1(12 (a1 + 1 + l−i+12 ) ) as a Yl-module.
(iii) Yk
(
x−k+1,0 . . . x
−
i,0v2
) ∼= W1 (a1 + 1 + 2l−i−k+22 ) as a Yk-module.
(iv) (a) Yi−1
((
x−i,0
)
. . . x−i,0v2
) ∼= W1 (a1 + 1 + l − i+ 32)⊗W1 (a1 + 1 + 12).
(b) Ym
((
x−m+1,0
)2
. . . x−i,0v2
) ∼= W1 (a1 + 1 + 2l−i−m+22 )⊗W1 (a1 + 1 + i−m2 ).
(v) Yi
((
x−2,0
)2
. . . x−i,0v2
) ∼= W1 (a1 + 2).
Proof. Removing the first node in the Dynkin diagram of the Lie algebra of type
Cl, we get the Lie algebra which is isomorphic to the simple Lie algebra of type
Cl−1. Denote I ′ = {2, 3, . . . , l}. Let Y (1) be the Yangian generated by all x±i,k and
hi,k for i ∈ I ′ and k ∈ Z≥0. Y (1) ∼= Y
(
sp (2 (l − 1) ,C) ).
From Proposition 5.2, the weight of v2 is s1(ωi), and then x+j,0v2 has weight
s1(ωi) + αj , where j ≥ 2. If x+j,0v2 6= 0, s1(ωi) + αj is a weight of Va1(ωi), so is
ωi + s
−1
1 (αj). By the above Lemma, ωi precedes ωi + s−11 (αj), which contradicts
to the fact that ωi is the highest weight. Thus x+j,0v2 = 0. Therefore v2 is a maximal
vector of Y (1), and Y (1) (v2) is a highest weight representation. Since v2 has weight
−2ω1 + ωi, the degree of the associated polynomial Pj equals 0 if j 6= i; and
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Deg
(
Pi (u)
)
= 1. Therefore Pj (u) = 1 if j 6= i and Pi (u) = (u− a). It follows
from Lemma 5.17 that a = a1+1. The rest of the proof of this proposition is similar
to the proofs of Proposition 5.9, just replacing a1 by a1 + 1.
Note that if i = 2, only (i) , (ii) and (iii) of the above proposition is true and
necessary. Now we assume that i ≥ 3.
Define inductively vm+1 =
(
x−m,0
)2
. . . x−i,0vm for 2 ≤ m ≤ i − 1, and let
Y (m) be the Yangian generated by all x±r,k and hr,k for r > m and k ∈ Z≥0. Since
m ≤ i − 1 ≤ l − 2, Y (m) is a Yangian of type Cl−m. Then we have no problem to
transfer all proof of above proposition to the following.
Proposition 5.20. Let i ≤ k ≤ l − 1 and m+ 1 ≤ n ≤ i− 2.
(i) Yk
((
x−k−1,0x
−
k−2,0 . . . x
−
i,0
)
vm+1
) ∼= W1 (a1 +m+ k−i2 ) as a Yk-module.
(ii) Yl
(
x−l−1,0x
−
l−2,0 . . . x
−
i,0vm+1
) ∼= W1(12 (a1 +m+ l−i+12 ) ) as a Yl-module.
(iii) Yk
(
x−k+1,0 . . . x
−
i,0vm+1
) ∼= W1 (a1 +m+ 2l−i−k+22 ) as a Yk-module.
(iv) (a) Yi−1
((
x−i,0
)
. . . x−i,0vm+1
) ∼= W1 (a1 +m+ l − i+ 32)⊗W1 (a1 +m+ 12).
(b) Yn
((
x−n+1,0
)2
. . . x−i,0v2
) ∼= W1 (a1 + 1 + 2l−i−m+22 )⊗W1 (a1 +m+ i−n2 ).
(v) Yi
((
x−m+1,0
)2
. . . x−i,0vm+1
) ∼= W1 (a1 +m+ 1).
Note that v−1 = x−i,0 . . . x−i,0v+i . When m = i− 1, only (i) , (ii) and (iii) of the
above proposition is true and necessary.
This completes the proof of Step 5 of Proposition 5.4 for the case 2 ≤ i ≤ l−1.
Case 2: i = 1.
Due to the previous case 2 ≤ i ≤ l − 1, it is no hard to prove the following
proposition. Because the similarity of the proof to the one of Proposition 5.9, we
omit the proof here.
Proposition 5.21. Let 1 ≤ k ≤ l − 1.
(i) Yk
(
x−k−1,0 . . . x
−
2,0x
−
1,0v
+
1
) ∼= W1 (a1 + k−12 ) as a Yk-module.
(ii) Yl
(
x−l−1 . . . x
−
2,0x
−
1,0v
+
1
) ∼= W1 (12 (a1 + l2)) as a Yl-module.
(iii) Yk
(
x−k+1,0 . . . x
−
l−1,0x
−
l,0 . . . x
−
2,0x
−
1,0v
+
1
) ∼= W1 (a1 + 2l−k+12 ),as a Yk-modules.
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Case 3: i = l.
Proposition 5.22.
(i) Yl
(
v+1
)
= W1
(
a1
2
)
.
(ii) Yl−1
(
x−l,0v
+
1
) ∼= W2 (a1).
(iii) For 2 ≤ k ≤ l−1, Yk−1
( (
x−k,0
)2
. . .
(
x−l−2,0
)2 (
x−l−1,0
)2
x−l,0v
+
1
)
is isomorphic
to either W2
(
a1 +
l−k
2
)
or W1
(
a1 +
l−k
2
+ 1
)⊗W1 (a1 + l−k2 ).
(iv) Yl
( (
x−1,0
)2
. . .
(
x−l−2,0
)2 (
x−l−1,0
)2
x−l,0v
+
1
)
is isomorphic to W1
(
a1+1
2
)
.
Proof. The first item will be proved in Lemma 5.23. Lemma 5.24 is devoted to
prove the second item. The third item will be showed in Lemmas 5.25 and 5.26.
Lemma 5.27 is reserved to prove the fourth item.
Corollary 5.23. Yl
(
v+1
)
= W1
(
a1
2
)
.
Proof. It follows from (ii) of Theorem 1.14 that
hl (u) v
+
1 =
P (u+ dl)
P (u)
=
u− (a1 − 2)
u− a1 v
+
1
=
(
1 + 2u−1 + 2a1u−2 + 2a21u
−2 + . . .
)
v+1 .
Since h˜lr = 12r+1hlr, h˜lrv
+
1 =
1
2r+1
hlrv
+
1 =
1
2r+1
2ar1v
+
1 =
ar1
2r
v+1 =
(
a1
2
)r
v+1 . Thus
h˜1 (u) v
+
1 =
(
1 + u−1 +
a1
2
u−2 +
(a1
2
)2
u−3 + . . .
)
v+1 =
u− (a1
2
− 1)
u− a1
2
.
The associated polynomial for Yl
(
v+1
)
is P (u) = u− a1
2
. By the theory of the local
Weyl modules of Y (sl2), Yl
(
v+1
) ∼= W1 (a12 ) as desired.
Lemma 5.24. Yl−1
(
x−l,0v
+
1
) ∼= W2 (a1) as Y (sl2)-module.
Proof. It follows from Proposition 5.2 that wt(x−l,0v+1 ) = 2ωl−1 − ωl. Then
hl−1,0x−l,0v
+
1 = 2x
−
l,0v
+
1 .
Thus the associated polynomial P (u) has of degree 2. Let P (u) = (u− a) (u− b)
with Re (a) ≤ Re (b). The eigenvalues of both x−l,0v+1 under hi−2,1 and under hi−2,2
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will tell the values of a and b.
hl−1,1x−l,0v
+
1 = [hl−1,1x
−
l,0]v
+
1
=
(
2x−l,1 + 2x
−
l,0 + 2x
−
l,0hl−1,0
)
v+1
= (2a1 + 2)x
−
l,0v
+
1
= 2 (a1 + 1)x
−
l,0v
+
1 .
hl−1,2x−l,0v
+
1 = [hl−1,2x
−
l,0]v
+
1
=
(
[hl−1,1, x−l,1] + hl−1,1x
−
l,0 + x
−
l,0hl−1,1
)
v+1
=
(
hl−1,1x−l,1 + hl−1,1x
−
l,0
)
v+1
= hl−1,1
(
x−l,1 + x
−
l,0
)
v+1
= 2 (a1 + 1)
2 x−l,0v
+
1 .
It follows from Lemma 1.15 that the associated polynomial is
(
u−a1
)(
u−(a1+1)
)
.
We claim that Yl−1
(
x−l,0v
+
1
) ∼= W2 (a1). It is clear from (i) of Corollary 3.5
that we only have to show that x−l−1,1
(
x−l,0v
+
1
)
is a scalar multiple of x−l−1,0
(
x−l,0v
+
1
)
.
It follows from the defining relations of Yangians that
[x−l−1,1, x
−
l,0]v
+
1 − [x−l−1,0, x−l,1]v+1 = x−l−1,0x−l,0v+1 + x−l,0x−l−1,0v+1 . (5.3.1)
Note that x−l−1,1v
+
1 = 0 and x−l,1v+1 = a1x−l,0v+1 . Equation (5.3.1) implies
x−l−1,1x
−
l,0v
+
1 = (a1 + 1)x
−
l−1,0x
−
l,0v
+
1 .
By (i) of Corollary 3.5, Yl−1
(
x−l,0v
+
1
)
≇ W1 (a1 + 1) ⊗W1 (a1). By the theory of
the local Weyl modules of Y (sl2), Yl−1
(
x−l,0v
+
1
) ∼= W2 (a1).
Lemma 5.25. Yl−2
( (
x−l−1,0
)2
x−l,0v
+
1
)
is isomorphic to either W2
(
a1 +
1
2
)
or
W1
(
a1 +
3
2
)⊗W1 (a1 + 12).
Proof. We will need wt (x−l,0v+1 ) = 2ωl−1 − ωl, wt (x−l−1,0x−l,0v+1 ) = ωl−2, and
wt
( (
x−l−1,0
)2
x−l,0v
+
1
)
= 2ωl−2 − 2ωl−1 + ωl.
By Proposition 5.2 that wt
((
x−l−1,0
)2
x−l,0v
+
1
)
= 2ωl−2 − 2ωl−1 + ωl, and then
hl−2,0
(
x−l−1,0
)2
x−l,0v
+
1 = 2
(
x−l−1,0
)2
x−l,0v
+
1 .
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Thus the associated polynomial P (u) has of degree 2. Let P (u) = (u− a) (u− b)
with Re (a) ≤ Re (b). The eigenvalues of (x−l−1,0)2 x−l,0v+1 under hl−2,1 and under
hl−2,2 will tell the values of a and b.
hl−2,1
(
x−l−1,0
)2
x−l,0v
+
1
=
[
hl−2,1, x−l−1,0
]
x−l−1,0x
−
l,0v
+
1 + x
−
l−1,0
[
hl−2,1, x−l−1,0
]
x−l,0v
+
1
+
(
x−l−1,0
)2
hl−2,1x
−
l,0v
+
1
=
(
x−l−1,1 +
1
2
x−l−1,0 + x
−
l−1,0hl−2,0
)
x−l−1,0x
−
l,0v
+
1
+ x−l−1,0
(
x−l−1,1 +
1
2
x−l−1,0 + x
−
l−1,0hl−2,0
)
x−l,0v
+
1
=
(
x−l−1,1x
−
l−1,0 + x
−
l−1,0x
−
l,1
)
x−l,0v
+
1 + 2
(
x−l−1,0
)2
x−l,0v
+
1
= 2
(
a1 +
3
2
)(
x−l−1,0
)2
x−l,0v
+
1 .
hl−2,2
(
x−l−1,0
)2
x−l,0v
+
1
=
[
hl−2,2, x−l−1,0
]
x−l−1,0x
−
l,0v
+
1 + x
−
l−1,0
[
hl−2,2, x−l−1,0
]
x−l,0v
+
1
=
( [
hl−2,1, x−l−1,1
]
+
1
2
(
hl−2,1x−l−1,0 + x
−
l−1,0h
−
l−2,1
) )
x−l−1,0x
−
l,0v
+
1
+ x−l−1,0
( [
hl−2,1, x−l−1,1
]
+
1
2
(
hl−2,1x−l−1,0 + x
−
l−1,0h
−
l−2,1
) )
x−l,0v
+
1
= hl−2,1x−l−1,1x
−
l−1,0x
−
l,0v
+
1 − x−l−1,1hl−2,1x−l−1,0x−l,0v+1 +
1
2
hl−2,1
(
x−l−1,0
)2
x−l,0v
+
1
+ x−l−1,0hl−2,1x
−
l−1,0x
−
l,0v
+
1 + x
−
l−1,0hl−2,1x
−
l−1,1x
−
l,0v
+
1
=
(
a1 +
1
2
)
hl−2,1
(
x−l−1,0
)2
x−l,0v
+
1 − x−l−1,1
[
hl−2,1, x−l−1,0
]
x−l,0v
+
1
+ x−l−1,0
[
hl−2,1, x−l−1,0
]
x−l,0v
+
1 + (a1 + 1) x
−
l−1,0
[
hl−2,1, x−l−1,0
]
x−l,0v
+
1
= hl−2,1
(
a1 +
1
2
)(
x−l−1,0
)2
x−l,0v
+
1 − x−l−1,1
[
hl−2,1, x−l−1,0
]
x−l,0v
+
1
+ (a1 + 2)x
−
l−1,0
[
hl−2,1, x−l−1,0
]
x−l,0v
+
1
= 2
(
a1 +
3
2
)(
a1 +
1
2
)(
x−l−1,0
)2
x−l,0v
+
1 − x−l−1,1
(
x−l−1,1 +
1
2
x−l−1,0
)
x−l,0v
+
1
+ (a1 + 2)x
−
l−1,0
(
x−l−1,1 +
1
2
x−l−1,0
)
x−l,0v
+
1
87
=(
2
(
a1 +
3
2
)(
a1 +
1
2
)
− a1
(
a1 +
3
2
)
+ (a1 + 2)
(
a1 +
3
2
))
· (x−l−1,0)2 x−l,0v+1
= 2
(
a1 +
3
2
)2 (
x−l−1,0
)2
x−l,0v
+
1 .
It follows from Lemma 1.15 that the associated polynomial is(
u−
(
a1 +
1
2
))(
u−
(
a1 +
3
2
))
.
By the theory of the local Weyl modules of Y (sl2), Yl−2
( (
x−l−1,0
)2
x−l,0v
+
1
)
is iso-
morphic to either W2
(
a1 +
1
2
)
or W1
(
a1 +
3
2
)⊗W1 (a1 + 12).
Lemma 5.26. Let 2 ≤ k ≤ l − 1. Yk−1
( (
x−k,0
)2
. . .
(
x−l−2,0
)2 (
x−l−1,0
)2
x−l,0v
+
1
)
is
isomorphic to either W2
(
a1 +
l−k
2
)
or W1
(
a1 +
l−k
2
+ 1
)⊗W1 (a1 + l−k2 ).
Proof. We prove this proposition by induction on k downward. The basis of induc-
tion is proved in the above lemma. Suppose that claims are true for all m ≥ k + 1.
Therefore, we may assume that Yk
((
x−k+1,0
)2
. . .
(
x−l−2,0
)2 (
x−l−1,0
)2
x−l,0v
+
1
)
is iso-
morphic to either W2
(
a1 +
l−k−1
2
)
or W1
(
a1 +
l−k−1
2
+ 1
)⊗W1 (a1 + l−k−12 ).
We next show they are also true for k. For the simplicity of the expression,
define
v =
(
x−k+1,0
)2
. . .
(
x−l−2,0
)2 (
x−l−1,0
)2
x−l,0v
+
1 .
It follows from Proposition 5.2 that wt
((
x−k,0
)2
v
)
= 2ωk−1 − 2ωk + ωl. Then
hk−1,0
(
x−k,0
)2
v = 2
(
x−k,0
)2
v.
We are going to show the following claims are true:
hk−1,1
(
x−k,0
)2
v = 2
(
a1 +
l − k + 1
2
)(
x−k,0
)2
v;
and
hk−1,2
(
x−k,0
)2
v = 2
(
a1 +
l − k + 1
2
)2 (
x−k,0
)2
v.
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Note that wt (v) = 2ωk − 2ωk+1 + ωl and wt
(
x−k,0v
)
= ωk−1 − ωk+1 + ωl.
hk−1,1
(
x−k,0
)2
v = [hk−1,1,
(
x−k,0
)2
]v
= [hk−1,1, x
−
k,0]x
−
k,0v + x
−
k,0[hk−1,1, x
−
k,0]v
=
(
x−k,1 +
1
2
x−k,0 + x
−
k,0h
−
k−1,0
)
x−k,0v
+ x−k,0
(
x−k,1 +
1
2
x−k,0 + x
−
k,0h
−
k−1,0
)
v
=
(
x−k,1x
−
k,0 + x
−
k,0x
−
k,1
)
v + 2
(
x−k,0
)2
v
= (2a1 + l − k + 2)
(
x−k,0
)2
v
= 2
(
a1 +
l − k + 2
2
)(
x−k,0
)2
v.
Set c = (2a1 + l − k).
hk−1,2
(
x−k,0
)2
v
= [hk−1,2,
(
x−k,0
)2
]v
= [hk−1,2, x
−
k,0]x
−
k,0v + x
−
k,0[hk−1,2, x
−
k,0]v
=
(
[hk−1,1, x−k,1] +
1
2
(
hk−1,1x−k,0 + x
−
k,0h
−
k−1,1
))
x−k,0v
+ x−k,0
(
[hk−1,1, x−k,1] +
1
2
(
hk−1,1x−k,0 + x
−
k,0h
−
k−1,1
))
v
= [hk−1,1, x−k,1]x
−
k,0v +
1
2
hk−1,1
(
x−k,0
)2
v + x−k,0h
−
k−1,1x
−
k,0v + x
−
k,0hk−1,1x
−
k,1v
= hk−1,1x−k,1x
−
k,0v − x−k,1hk−1,1x−k,0v +
1
2
hk−1,1
(
x−k,0
)2
v
+ x−k,0[h
−
k−1,1, x
−
k,0]v + x
−
k,0[hk−1,1, x
−
k,1]v
=
1
2
(c− 1)hk−1,1
(
x−k,0
)2
v − x−k,1[hk−1,1, x−k,0]v +
1
2
hk−1,1
(
x−k,0
)2
v
+ x−k,0[h
−
k−1,1, x
−
k,0]v + x
−
k,0[hk−1,1, x
−
k,1]v
=
c
2
hk−1,1
(
x−k,0
)2
v − x−k,1
(
x−k,1 +
1
2
x−k,0 + x
−
k,0h
−
k−1,0
)
v
+ x−k,0
(
x−k,1 +
1
2
x−k,0 + x
−
k,0h
−
k−1,0
)
v + x−k,0
(
x−k,2 +
1
2
x−k,1 + x
−
k,1hk−1,0
)
v
=
c
2
hk−1,1
(
x−k,0
)2
v − x−k,1x−k,1v −
1
2
x−k,1x
−
k,0v
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+
3
2
x−k,0x
−
k,1v +
1
2
(
x−k,0
)2
v + x−k,0x
−
k,2v
=
c
2
(c+ 2)
(
x−k,0
)2
v −
((
c
2
+
1
2
)(
c
2
− 1
2
))(
x−k,0
)2
v
− c− 1
4
(
x−k,0
)2
v +
3
2
c+ 1
2
(
x−k,0
)2
v +
1
2
(
x−k,0
)2
v +
(
c+ 1
2
)2 (
x−k,0
)2
v
=
(
c2
2
+ c− c
2
4
+
1
4
− c
4
+
1
4
+
3c
4
+
3
4
+
1
2
+
c2
4
+
c
2
+
1
4
)(
x−k,0
)2
v
=
1
2
(c+ 2)2
(
x−k,0
)2
v
= 2
(
a1 +
l − k + 2
2
)2 (
x−k,0
)2 (
x−k+1,0
)2
. . .
(
x−l−2,0
)2 (
x−l−1,0
)2
x−l,0v
+
1 .
Thus the associated polynomial is
(
u − (a1 + l−k2 ) )(u − (a1 + l−k+22 ) ). Then
we know Yk−1
( (
x−k,0
)2
. . .
(
x−l−1,0
)2
x−l,0v
+
1
)
is isomorphic to either W2
(
a1 +
l−k
2
)
or W1
(
a1 +
l−k
2
+ 1
)⊗W1 (a1 + l−k2 ) by the theory of the local Weyl modules of
Y (sl2).
By induction, the lemma is proved.
Lemma 5.27. Yl
( (
x−1,0
)2
. . .
(
x−l−2,0
)2 (
x−l−1,0
)2
x−l,0v
+
1
) ∼= W1 (a1+12 ).
Proof. By Proposition 5.2, wt
( (
x−1,0
)2
. . .
(
x−l−2,0
)2 (
x−l−1,0
)2
x−l,0v
+
1
)
= −2ω1+ωl,
and then
h˜l,0
(
x−1,0
)2
. . .
(
x−l−2,0
)2 (
x−l−1,0
)2
x−l,0v
+
1 =
(
x−1,0
)2
. . .
(
x−l−2,0
)2 (
x−l−1,0
)2
x−l,0v
+
1 ,
which tells that the associated polynomial has of degree 1. Thus we have
Yl
( (
x−1,0
)2
. . .
(
x−l−2,0
)2 (
x−l−1,0
)2
x−l,0v
+
1
) ∼= W1 (a) .
Then the eigenvalue of
(
x−1,0
)2
. . .
(
x−l−2,0
)2 (
x−l−1,0
)2
x−l,0v
+
1 under h˜l,1 will tell us
the value of a.
4h˜l,1
(
x−1,0
)2
. . .
(
x−l−2,0
)2 (
x−l−1,0
)2
x−l,0v
+
1
= hl,1
(
x−1,0
)2
. . .
(
x−l−2,0
)2 (
x−l−1,0
)2
x−l,0v
+
1
=
(
x−1,0
)2
. . .
(
x−l−2,0
)2
[hl,1, x
−
l−1,0]x
−
l−1,0x
−
l,0v
+
1
+
(
x−1,0
)2
. . .
(
x−l−2,0
)2
x−l−1,0[hl,1, x
−
l−1,0]x
−
l,0v
+
1
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+
(
x−1,0
)2
. . .
(
x−l−2,0
)2 (
x−l−1,0
)2
hl,1x
−
l,0v
+
1
=
(
x−1,0
)2
. . .
(
2x−l−1,1 + 2x
−
l−1,0 + 2x
−
l−1,0h
−
l,0
)
x−l−1,0x
−
l,0v
+
1
+
(
x−1,0
)2
. . . x−l−1,0
(
2x−l−1,1 + 2x
−
l−1,0 + 2x
−
l−1,0h
−
l,0
)
x−l,0v
+
1
− 2a1
(
x−1,0
)2
. . .
(
x−l−1,0
)2
x−l,0v
+
1
=
(
x−1,0
)2
. . .
(
2
(
x−l−1,1x
−
l−1,0 + x
−
l−1,0x
−
l−1,1
))
x−l,0v
+
1
+ (4− 2 · 2− 2a1)
(
x−1,0
)2
. . .
(
x−l−1,0
)2
x−l,0v
+
1
= (2 (2a1 + 1)− 2a1)
(
x−1,0
)2
. . .
(
x−l−1,0
)2
x−l,0v
+
1
= 2 (a1 + 1)
(
x−1,0
)2
. . .
(
x−l−2,0
)2 (
x−l−1,0
)2
x−l,0v
+
1 .
Therefore
h˜l,1
(
x−1,0
)2
. . .
(
x−l−1,0
)2
x−l,0v
+
1 =
1
2
(a1 + 1)
(
x−1,0
)2
. . .
(
x−l−1,0
)2
x−l,0v
+
1 .
So the claim is proved.
Proposition 5.28. Let v2 =
(
x−1,0
)2
. . .
(
x−l−2,0
)2 (
x−l−1,0
)2
x−l,0v
+
1 .
(i) Yl−1
(
x−l,0v2
)
, Yl−2
((
x−l−1,0
)2
x−l,0v2
)
, Yl−3
((
x−l−2,0
)2 (
x−l−1,0
)2
x−l,0v2
)
, . . .,
Y2
((
x−3,0
)2
. . .
(
x−l−2,0
)2 (
x−l−1,0
)2
x−l,0v2
)
are isomorphic toW2 (a) orW1 (a+ 1)⊗
W1 (a) with Re (a) ≥ Re (a1).
(ii) Yl
( (
x−2,0
)2 (
x−3,0
)2
. . .
(
x−l−1,0
)2
x−l,0v2
) ∼= W1 (a1+22 ).
Proof. The main idea of the proof is to use Y (1) as in the proof for Proposition 5.19.
We omit the proof.
Similarly, we have
Proposition 5.29. Let 2 ≤ m ≤ l − 2. Let vm+1 =
(
x−m,0
)2
. . .
(
x−l−1,0
)2
x−l,0vm.
(i) Yl−1
(
x−l,0vm+1
)
,Yl−2
( (
x−l−1,0
)2
x−l,0vm+1
)
, . . .,
Ym
( (
x−m+1,0
)2
. . .
(
x−l−1,0
)2
x−l,0vm+1
)
are isomorphic toW2 (a) orW1 (a+ 1)⊗
W1 (a) with Re (a) ≥ Re (a1).
(ii) Yl
( (
x−m+1,0
)2
. . .
(
x−l−1,0
)2
x−l,0vm+1
) ∼= W1 (a1+m+12 ).
Remark 5.30. Suppose m = l − 2.
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(i) Y (l−2) is isomorphic to the Yangian of simple Lie algebra of type C2. The
condition of Proposition 5.19 is still true.
(ii) v−1 = x−l,0
(
x−l−1,0
)2
x−l,0vl−1. In Proposition 5.29, we only have to compute
Yl−1
(
x−l,0vl−1
)
and Yl
( (
x−l−1,0
)2 )
x−l,0vl−1.
5.4 On the local Weyl modules of Y
(
sp(2l,C)
)
Let λ =
∑
i∈I
miωi. In [Na], the dimension of the local Weyl module W (λ) of the
current algebra sp(2l,C)[t] is given.
Proposition 5.31 (Corollary 9.5, [Na]). Let λ =∑
i∈I
miωi. Then
Dim
(
W (λ)
)
=
∏
i∈I
(
Dim
(
W (ωi)
))mi
.
The next theorem follows from Propositions 5.4, 1.22.
Theorem 5.32. Let π =
(
π1 (u) , . . . , πl (u)
)
, where πi (u) =
mi∏
j=1
(u− ai,j). Let
S = {a1,1, . . . , a1,m1 , . . . , al,1 . . . , al,ml} be the multiset of roots of these polynomi-
als. Let a1 = am,n be one of the numbers in S with the maximal real part, and let
b1 = m. Similarly, let ar = as,t (r ≥ 2) be one of the numbers in S \{a1, . . . , ar−1}
(r ≥ 2) with the maximal real part, and br = s. Let k = m1 + . . . + ml. Then
L = Va1(ωb1) ⊗ Va2(ωb2) ⊗ . . . ⊗ Vak(ωbk) is a highest weight representation of
Y
(
sp(2l,C)
)
, and its associated polynomial is π.
The structure of the local Weyl modules is obtained, so are the dimensions.
Theorem 5.33. The local Weyl module W (π) of Y (sp(2l,C)) associated to π is
isomorphic to L = Va1(ωb1)⊗ Va2(ωb2)⊗ . . .⊗ Vak(ωbk).
Proof. On the one hand, by Theorem 2.4 Dim (W (π)) ≤ Dim (W (λ)); on the
other hand, L is a quotient ofW (π), and then Dim
(
W (π)
)
≥ Dim (L). By Corol-
lary 1.31, we haveDim
(
W (λ)
)
= Dim (L), and then this implies thatDim
(
W (π)
)
=
Dim (L). Therefore W (π) ∼= L.
The dimension of the local Weyl module W (π) can be recovered by Theorem
1.4 and Remark 1.19.
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Chapter 6
Local Weyl modules of Y
(
so(2l+1,C)
)
In this chapter, the local Weyl modules of Y
(
so(2l + 1,C)
)
are studied. The struc-
ture of the local Weyl modules is determined, and the dimensions of the local Weyl
modules are obtained. In the process of characterizing the local Weyl modules, a
sufficient condition for a tensor product of fundamental representations of Yangians
to be a highest weight representation is obtained, which shall lead to an irreducibil-
ity criterion for the tensor product.
Let π =
(
π1(u), π2(u), . . . , πl(u)
)
be a generic l-tuple of monic polynomials
in u, and πi (u) =
mi∏
j=1
(u− ai,j). Let k = m1 + m2 + . . . + ml, S = {ai,j|i =
1, . . . , l; j = 1, . . . , mi}, and λ =
l∑
i=1
miωi. Let am,n be one of the numbers in S
with the maximal real part. Then define a1 = am,n and b1 = m. Inductively, let as,t
be one of the numbers in S−{a1, . . . , ar−1}with the maximal real part. Then define
ar = as,t and br = s. We construct a tensor productL = Va1 (ωb1)⊗Va2 (ωb2)⊗. . .⊗
Vak (ωbk) , where Vai(ωbi) are fundamental representations of Y
(
so(2l+1,C)
)
. We
prove that L is a highest weight representation. A standard discussion shows that
L is a highest weight representation associated to π. The dimension of Vai (ωbi) is
known, so is the one of L. Then a lower bound on the dimension of the local Weyl
module W (π) is obtained.
Let W (λ) be the Weyl module associated to λ of the current algebra so(2l +
1,C)[t]. In [Na], the author proved Dim
(
W (λ)
)
=
∏
i∈I
(
Dim
(
W (ωi)
))mi
. It
follows from Corollary 1.31 that Dim(W (λ)) = Dim(L). Since Dim
(
W (λ)
) ≥
Dim(W (π)) ≥ Dim(L),
W (π) ∼= Va1(ωb1)⊗ Va2(ωb2)⊗ . . .⊗ Vak(ωbk).
The dimension of W (π) can be recovered from Theorem 1.3 and Proposition 1.20.
Similar to the proof that L is a highest weight representation (Proposition 6.4),
we can obtain a sufficient condition for a tensor product of fundamental represen-
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tations of the form Va1(ωb1) ⊗ Va2(ωb2) ⊗ . . . ⊗ Vak(ωbk) to be a highest weight
representation. If aj − ai /∈ S(bi, bj) for 1 ≤ i < j ≤ k, then L is a highest
weight representation, where S(bi, bj) is a finite set of positive rational numbers.
By Proposition 1.23 and Lemma 1.21, an irreducible criterion for a tensor product
of fundamental representations of Y
(
so(2l+1,C)
)
is obtained: if aj−ai /∈ S(bi, bj)
for 1 ≤ i 6= j ≤ k, then L is irreducible.
6.1 From the highest weight vector to the lowest one
of Va(ωi)
In this section, we would like to find a path from the highest weight vector to the
lowest one of a fundamental representation Va(ωi) of Y
(
sp(2l,C)
)
. Let si be the
fundamental reflections of the Weyl group of so (2l + 1,C) for i = 1, . . . , l. Let
{µ1, µ2, . . . , µl} be the coordinate functions on the Cartan subalgebra of so(2l +
1,C). For 1 ≤ i ≤ l − 1, si (µi) = µi+1, si (µi+1) = µi and si (µj) = µj for
j 6= i, i+ 1. For i = l, sl (µl) = −µl and sl (µj) = µj for j 6= l. The fundamental
weights of so (2l + 1,C) are given by ωi = µ1 + . . . + µi for 1 ≤ i ≤ l − 1
and ωl = 12 (µ1 + . . .+ µl−1 + µl). It follows that µ1 = ω1, µ2 = −ω1 + ω2, . . .,
µl−1 = −ωl−2 +ωl−1, and µl = −ωl−1 +2ωl. α1 = 2ω1−ω2, αi = −ωi−1 +2ωi−
ωi+1(2 ≤ i ≤ l − 2), αl−1 = −ωl−2 + 2ωl−1 − 2ωl, and αl = −ωl−1 + 2ωl.
Proposition 6.1. si (ωj) = ωj for i 6= j. s1 (ω1) = −ω1 + ω2, s2 (ω2) = ω1 −
ω2 + ω3, . . . , sl−3 (ωl−3) = ωl−4 − ωl−3 + ωl−2, sl−2 (ωl−2) = ωl−3 − ωl−2 + ωl−1,
sl−1 (ωl−1) = ωl−2 − ωl−1 + 2ωl and sl (ωl) = ωl−1 − ωl.
Let w0 = −1 be the longest element of the Weyl group W of so(2l + 1,C).
One reduced expression of the longest element w0 is given by:
w0 = (sl) (sl−1slsl−1) (sl−2sl−1slsl−1sl−2) (sl−3sl−2sl−1slsl−1sl−2sl−3) . . .
(s2 . . . sl−2sl−1slsl−1sl−2 . . . s2) (s1 . . . sl−2sl−1slsl−1sl−2 . . . s1) .
According to the reduce expression of w0, define
wi = (si . . . sl−1slsl−1 . . . si) . . . (s2 . . . si−1si . . . sl−1slsl−1 . . . si)
(s1 . . . si−1si . . . sl−1slsl−1 . . . si) .
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Let σk ∈ W be the product of the last k terms in wi and keep the same order as in
wi. For every suitable value j, there exists a k′ ∈ I such that σk+1 = sk′σk. Let
vσk(ωi) be a vector in the weight space of weight σk(ωi). Since the weight space
of weight ωi is 1-dimensional, the weight space of weight σk(ωi) is 1-dimensional,
and then vσk(ωi) is unique, up to a scalar.
Proposition 6.2. Let σk(ωi) = rk′ωk′ +
∑
k′ 6=j
rjωj . Then ri′ ∈ {1, 2}.
Proof. The proof of this proposition is similar to Proposition 4.2. We only provides
the detail of the computation of w0(ωi).
Case 1: i = 1.
ω1
s1−→ −ω1 + ω2 s2−→ −ω2 + ω3 s3−→ −ω3 + ω4 s4−→ . . . sl−3−−→ −ωl−3 + ωl−2 sl−2−−→
−ωl−2 + ωl−1 sl−1−−→ −ωl−1 + 2ωl sl−→ ωl−1 − 2ωl sl−1−−→ ωl−2 − ωl−1 s2...sl−3sl−2−−−−−−−→
ω1 − ω2 s1−→ −ω1 sl(sl−1slsl−1)...(s2...slsl−1...s2)−−−−−−−−−−−−−−−−−−→ −ω1.
Case 2: 1 < i ≤ l − 1.
ωi
si−1...s1−−−−−→ ωi si−→ ωi−1 − ωi + ωi+1 sl−3...si+1−−−−−−→ ωi−1 − ωl−3 + ωl−2 sl−2−−→
ωi−1 − ωl−2 + ωl−1 sl−1−−→ ωi−1 − ωl−1 + 2ωl sl−→ ωi−1 + ωl−1 − 2ωl sl−1−−→
ωi−1 + ωl−2 − ωl−1 si...sl−3sl−2−−−−−−−→ 2ωi−1 − ωi si−1−−→ 2ωi−2 − 2ωi−1 + ωi s2...si−2−−−−−→
2ω1−2ω2+ωi s1−→ −2ω1+ωi s2...sl−1slsl−1...s2−−−−−−−−−−→ −2ω2+ωi s3...sl−1slsl−1...s3−−−−−−−−−−→ −2ω3+
ωi
(si...slsl−1...si)...(s2...slsl−1...s2)−−−−−−−−−−−−−−−−−−−→ −ωi sl(sl−1slsl−1)...(si+1...sl−1slsl−1...si+1)−−−−−−−−−−−−−−−−−−−−−−−→ −ωi.
Case 3: i = l.
ωl
sl−1...s1−−−−−→ ωl sl−→ ωl−1−ωl sl−1−−→ ωl−2−ωl−1+ωl s2...sl−3sl−2−−−−−−−→ ω1−ω2 +ωl s1−→
−ω1 + ωl s2...sl−1slsl−1...s2−−−−−−−−−−→ −ω2 + ωl (sl−2sl−1slsl−1sl−2)...(s3...sl−1slsl−1...s3)−−−−−−−−−−−−−−−−−−−−−−−−→
−ωl−2 + ωl sl−1−−→ −ωl−2 + ωl sl−→ −ωl−2 + ωl−1 − ωl sl−1−−→ −ωl−1 + ωl sl−→ −ωl.
Proposition 6.3. Let v+1 and v−1 be highest and lowest weight vectors in the funda-
mental representation Va1(ωi) of Y (so (2l,C)). There exists y ∈ so(2l+1,C) such
that
v−1 = y.v
+
1 .
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Proof. It follows from Proposition 1.20 that Va(ωi) = L(ωi)⊕M as a so(2l+1,C)-
module, and both v+1 and v−1 are in L(ωi). Note that sj′
(
σj(ωi)
)
= σj(ωi) −
2
(
σj(ωi),αj′
)
(
αj′ ,αj′
) αj′. By Proposition 6.2, sj′(σj(ωi)) = σj(ωi)− rj′αj′.
Case 1: 1 ≤ i ≤ l − 1.
v−1 =
(
x−i,0 . . . x
−
l−1,0
(
x−l,0
)2
x−l−1,0 . . . x
−
i,0
)
( (
x−i−1,0
)2
x−i,0 . . . x
−
l−1,0
(
x−l,0
)2
x−l−1,0 . . . x
−
i,0
)
.
.
.( (
x−2,0
)2
. . .
(
x−i−1,0
)2
x−i,0 . . . x
−
l−1,0
(
x−l,0
)2
x−l−1,0 . . . x
−
i,0
)
( (
x−1,0
)2
. . .
(
x−i−1,0
)2
x−i,0 . . . x
−
l−1,0
(
x−l,0
)2
x−l−1,0 . . . x
−
i,0
)
v+1 .
Case 2: i = l.
v−1 = x
−
l,0
(
x−l−1,0x
−
l,0
)
. . .
(
x−2,0x
−
3,0 . . . x
−
l−1,0x
−
l,0
) (
x−1,0x
−
2,0 . . . x
−
l−1,0x
−
l,0
)
v+1 .
6.2 On a lower bound for the local Weyl modules of
Y
(
so(2l + 1,C)
)
In this section, we would like to obtain a lower bound for the local Weyl module
W (π) of Y
(
so(2l + 1,C)
)
. To achieve this, we construct a highest weight repre-
sentation whose associated polynomial is π. It follows from the universal property
of the local Weyl modules of the Yangian that a lower bound can be obtained.
Proposition 6.4. Let L = Va1(ωb1) ⊗ Va2(ωb2) ⊗ . . . ⊗ Vak(ωbk), where bi ∈
{1, . . . , l}. If Re (a1) ≥ Re (a2) ≥ . . . ≥ Re (ak), then L is a highest weight
representation.
Proof. Let v+m be the highest weight vector of Vam (ωbm). Let v−1 be the lowest
weight vector of Va1 (ωb1).
We prove this proposition by induction on k. Without loss of generality, we
may assume that k ≥ 2 and assume that Va2(ωb2)⊗ Va3(ωb3) ⊗ . . .⊗ Vak(ωbk) is a
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highest weight representation of Y
(
so(2l + 1,C)
)
. Thus the highest weight vector
of Va2(ωb2)⊗ Va3(ωb3)⊗ . . .⊗ Vak(ωbk) is v+ = v+2 ⊗ . . .⊗ v+k . To show that L is
a highest weight representation, by Corollary 1.25, it suffices to show that
v−1 ⊗ v+ ∈ Y
(
so(2l + 1,C)
) (
v+1 ⊗ v+
)
.
We divide the proof into the following steps.
Step 1: σ−1i (αi′) ∈ ∆+.
Proof: It is easy to check by the definition of σi and the way we choose i′.
Step 2: Yi′
(
v
σi(ωb1)
)
is a highest weight module of Yi′ .
Proof: Since the weight σi (ωb1) is on the Weyl group orbit of the highest
weight and the representation Va1(ωb1) is finite-dimensional, the weight space of
weight σi (ωb1) is 1-dimensional. The elements hj,s form a commutative subalge-
bra, so v
σi(ωb1)
is an eigenvector of hi′,r. Therefore we only have to show that
v
σi(ωb1)
is a maximal vector. Suppose to the contrary that x+i′,kvσi(ωb1) 6= 0. Then
x+i′,kvσi(ωb1)
is a weight vector of weight σi(ωb1)+αi′ , so ωb1+σ−1i (αi′) is a weight.
Because σ−1i (αi′) ∈ ∆+, ωb1 is a weight preceding the weight ωb1+σ−1i (αi′), which
contradicts the maximality of ωb1 in the representation L (ωb1).
Step 3: Let P (u) be the associated polynomial of Yi′
(
v
σi(ωb1)
)
. Then as a
highest weight Yi′-module, Yi′
(
v
σi(ωb1)
)
has highest weight P (u+1)
P (u)
.
Proof: It follows from the representation theory of Y (sl2).
Step 4: P (u) has of degree 1 or 2.
Proof: The degree of P (u) equals the eigenvalue of v
σi(ωb1)
under h˜i′,0. Note
that
h˜i′,0vσi(ωb1)
=
(
σi (ωb1)
(
h˜i′,0
))
v
σi(ωb1)
.
It follows from Proposition 6.2 that the degree of P (u) equals 1 or 2.
Step 5: If Deg
(
P (u)
)
= 1, Yi′
(
v
σi(ωb1)
)
is 2-dimensional and isomorphic
to W1 (a). If Deg
(
P (u)
)
= 2, then Yi′
(
v
σi(ωb1)
)
is either 3-dimensional or
4-dimensional and isomorphic to W2 (a) or W1 (b)⊗W1 (a) (Re (b) > Re (a)), re-
spectively. Moreover, for any i ∈ I , Re (a) ≥ Re
(
a1
di
)
. The values of both b and a
will be explicitly computed in the next section.
Proof: We suppose that this step is true for this moment. This step will be
showed in Section 6.3.
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Step 6: Yi′
(
v
σi(ωb1)
⊗ v+2 ⊗ . . .⊗ v+k
)
= Yi′
(
v
σi(ωb1)
)
⊗ Yi′
(
v+2
) ⊗ . . . ⊗
Yi′
(
v+k
)
.
Proof: For i 6= l, let W be one of the modules W1 (a), W2 (a) or W1 (b) ⊗
W1 (a); for i = l, let W be one of the modules W1 (a), W2 (a) or W1 (b)⊗W1 (a).
Yi′ (v
+
m) is nontrivial if and only if bm = i′. Suppose in {b1, . . . , bk} that bj1 = . . . =
bjm = bj = i
′ with j1 < . . . < jm; moreover, if s /∈ {j1, . . . , jm}, then bs 6= i′. Note
in Step 5 that Yi′
(
v
σi(ωb1)
) ∼= W . Thus if i′ = l,
Yi′
(
v
σi(ωb1)
)
⊗ Yi′
(
v+2
)⊗ . . .⊗ Yi′ (v+k )
=
W ⊗W1 (aj1)⊗ . . .⊗W1 (ajm) if b1 6= i′W ⊗W1 (aj2)⊗ . . .⊗W1 (ajm) if b1 = i′;
if i′ 6= l,
Yi′
(
v
σi(ωb1)
)
⊗ Yi′
(
v+2
)⊗ . . .⊗ Yi′ (v+k )
=
W ⊗W1
(aj1
2
)⊗ . . .⊗W1 (ajm2 ) if b1 6= i′
W ⊗W1
(aj2
2
)⊗ . . .⊗W1 (ajm2 ) if b1 = i′.
Since Re (a) ≥ Re (a1) ≥ Re (aj1) ≥ . . . ≥ Re (ajm), it follows from either
Corollary 3.8 or Corollary 3.10 that Yi′
(
v
σi(ωb1)
)
⊗ Yi′
(
v+2
) ⊗ . . . ⊗ Yi′ (v+k ) is
a highest weight Yi′-module with highest weight vector vσi(ωb1) ⊗ v
+
2 ⊗ . . . ⊗ v+k .
Thus
Yi′
(
v
σi(ωb1)
⊗ v+2 ⊗ . . .⊗ v+k
)
⊇ Yi′
(
v
σi(ωb1)
)
⊗ Yi′
(
v+2
)⊗ . . .⊗ Yi′ (v+k ) .
By the coproduct of the Yangians and Proposition 1.12 that
Yi′
(
v
σi(ωb1)
⊗ v+2 ⊗ . . .⊗ v+k
)
⊆ Yi′
(
v
σi(ωb1)
)
⊗ Yi′
(
v+2
)⊗ . . .⊗ Yi′ (v+k ) .
Therefore the claim is true.
Step 7: vσi+1(ωb1 ) ⊗ v+ ∈ Yi′
(
v
σi(ωb1)
⊗ v+
)
.
Proof: vσi+1(ωb1 )⊗ v+ ∈ Yi′
(
vσiωb1
)
⊗Yi′ (v+) = Yi′
(
v
σi(ωb1)
⊗ v+
)
by Step
6.
Step 8: v−1 ⊗ v+ ∈ Y
(
so(2l + 1,C)
) (
v+1 ⊗ v+
)
.
Proof: It follows from Step 7 immediately by induction.
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It follows from Step 8 and Corollary 1.25 thatL = Y
(
so(2l+1,C)
) (
v+1 ⊗ v+
)
.
The proof above leads us to an irreducibility criterion for the tensor product of
fundamental representations of the Yangian.
Remark 6.5. The following is the record of the root (s) of the associated polyno-
mials of Yi′
(
v
σi(ωb1)
)
for the possible i values. We refer to Remark 4.6 for the
notation used below.
When 1 ≤ b1 ≤ l − 1,
a1
2
x−
b1,0−−−→ a1
2
+ 1
2
x−
b1+1,0−−−−→ a1
2
+ 1
x−
b1+2,0−−−−→ . . . x
−
l−2,0−−−→ a1
2
+ l−b1−1
2
x−
l−1,0−−−→
(a1 + l − b1, a1 + l − b1 − 1)
(x−l,0)
2
−−−−→ a1
2
+ l−b1
2
x−
l−1,0−−−→ a1
2
+ l−b1+1
2
x−
l−2,0−−−→ . . .
x−
b1+1,0−−−−→
a1
2
+ l−b1
2
+ l−b1−1
2
= a1
2
+ l − b1 − 12
x−
b1,0−−−→ (a1
2
+ l − b1, a12 + 12
) (x−b1−1,0)2−−−−−−→(
a1
2
+ l − b1 + 12 , a12 + 1
) (x−b1−2,0)2−−−−−−→ . . . (x−2,0)2−−−−→(
a1
2
+ l − b1 + b1−22 = a12 + l − b12 − 1, a12 + b1−12
) (x−1,0)2−−−−→
(The second parenthesis) (a1
2
+ 1
) x−b1,0−−−→ (a1
2
+ 1
)
+ 1
2
x−
b1+1,0−−−−→ . . . (x
−
3,0)
2
−−−−→(
a1
2
+ l − b1−1
2
, a1
2
+ b1
2
) (x−2,0)2−−−−→
. . .
(The last parenthesis) (a1
2
+ b1 − 1
) x−b1,0−−−→ (a1
2
+ b1 − 1
)
+ 1
2
x−
b1+1,0−−−−→ . . .
x−
b1+1,0−−−−→
a1
2
+ b1 − 1 + l − b1 − 12 = a12 + l − 32
x−
b1,0−−−→ the lowest weight vector reached.
When b1 = l,
a1
x−
l,0−→ a1
2
+ 1
2
x−
l−1,0−−−→ . . . x
−
3,0−−→ a1
2
+ l−2
2
x−2,0−−→ a1
2
+ l−1
2
x−1,0−−→
(The second parenthesis) a1 + 2
x−
l,0−→ a1+2
2
+ 1
2
x−
l−1,0−−−→ . . . x
−
3,0−−→ a1+2
2
+ l−2
2
=
a1
2
+ l
2
x−2,0−−→
. . .
(The last two parentheses) a1+2 (l − 2)
x−
l,0−→ a1+2(l−2)
2
+1
2
x−
l−1,0−−−→ a1+2 (l − 1)
x−
l,0−→
the lowest weight vector reached.
A precise condition for the cyclicity of the tensor product L can be obtained in
the next Theorem. We first show the following lemma. Since the proof is similar to
the proof of Lemma 3.15, we omit the proof.
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Lemma 6.6. Vam (ωbm)⊗Van (ωbn) is a highest weight representation if an−am /∈
S (bm, bn), where the set S (bm, bn) is defined as follows:
(i) S (bm, bn) = {|bm − bn|+ 2 + 2r, 2l − (bm + bn) + 1 + 2r|0 ≤ r < min{bm, bn}},
where 1 ≤ bm, bn ≤ l − 1;
(ii) S (l, bn) = {l − bn + 2 + 2r|0 ≤ r < bn, 1 ≤ bn ≤ l − 1};
(iii) S (bm, l) = {l − bm + 1 + r, l − bm + r|0 ≤ r < bm, 1 ≤ bm ≤ l − 1};
(iv) S (l, l) = {1, 3, . . . , 2l − 1}.
Similar to the proof of Theorem 3.16, we can prove the following Theorem.
Theorem 6.7. Let L = Va1(ωb1)⊗Va2(ωb2)⊗. . .⊗Vak(ωbk), and S(bi, bj) be defined
as the above lemma.
(i) If aj − ai /∈ S(bi, bj) for 1 ≤ i < j ≤ k, then L is a highest weight represen-
tation of Y (so(2l + 1,C)).
(ii) If aj − ai /∈ S(bi, bj) for 1 ≤ i 6= j ≤ k, then L is an irreducible representa-
tion of Y (so(2l + 1,C)).
Remark 6.8. This remark is parallel to Remark 5.8. It is not known what is the
precise necessary and sufficient condition for the irreducibility of the tensor product
Vai (ωbi) ⊗ Vaj
(
ωbj
)
. Our result on the cyclicity condition for L is an analogue
of a special case m1 = m2 = 1 of the results in [Ch]. We now give a detail
interpretation. Note that there is a different labeling on the nodes of the Dynkin
Diagram and we transfer it to our labeling. The following come from case (ii)
of Corollary 6.2 [Ch]. Our result on the cyclicity condition for L is an analogue
of a special case m1 = m2 = 1 of the results in [Ch]. We now give a detail
interpretation. Note that there is a different labeling on the nodes of the Dynkin
Diagram and we transfer it to our labeling. The following come from case (ii) of
Corollary 6.2 [Ch].
S(l, l) = q2{q0, q4, . . . , q4l−4} = {q2, q6, . . . , q4l−2}.
S(l − i+ 1, l) = q4{q2i−3, q2i−1, . . . , q4l−2i−1}
= {q2i+1, q2i+3, . . . , q4l−2i+3}.
S(l, l − i+ 1) = q4{q2i−3, q2i−1, . . . , q4l−2i−3}
100
= {q2i+1, q2i+3, . . . , q4l−2i+1}.
S(l − i1 + 1, l − i2 + 1) = S(l − i2 + 1, l − i1 + 1) (i1 ≤ i2)
= q6{q2i2−2i1 , q2i2+2i1−6, . . . , q4l−2i1−2i2 , q4l−2i2+2i1−6}
= {q2i2−2i1+6, q2i2+2i1 , . . . , q4l−2i1−2i2+6, q4l−2i2+2i1}.
S(l − i1 + 1, l − i2 + 1) = S(l − i2 + 1, l − i1 + 1) (i1 ≥ i2)
= q6{q2i1−2i2 , q2i1+2i2−6, . . . , q4l−2i1−2i2 , q4l−2i1+2i2−6}
= {q2i1−2i2+6, q2i1+2i2 , . . . , q4l−2i1−2i2+6, q4l−2i1+2i2}.
For the reader’s convenience we give a parallel result in the Yangian case by making
the sets S(bi, bj) more explicit.
S (l, l) = {1, 3, . . . , 2l− 1}
S (l − i+ 1, l) = {i− 1, i, . . . , l} .
S (l, l − i+ 1) = {i+ 1, i+ 3, . . . , 2l − i+ 1} .
S(l − i1 + 1, l − i2 + 1) = S(l − i2 + 1, l − i1 + 1) (i1 ≤ i2)
= {i2 − i1 + 2, i2 + i1 − 1, . . . , 2l − i2 − i1 + 2, 2l − i2 + i1 − 1}.
S(l − i1 + 1, l − i2 + 1) = S(l − i2 + 1, l − i1 + 1) (i1 ≥ i2)
= {i1 − i2 + 2, i1 + i2 − 1, . . . , 2l − i1 − i2 + 2, 2l − i1 + i2 − 1}.
Note that the numbers in the sets S(l− i1 + 1, l− i2 + 1) are the exponents of q in
S(l − i1 + 1, l− i2 + 1) up to a factor of 2 and a constant.
6.3 Supplement Step 5 of Proposition 6.4
We are going to prove the step 5 by dividing the proof into 3 cases: b1 = 1, b1 = l,
and 2 ≤ b1 ≤ l − 1. Before we prove the step case by case, the following notices
are important.
In the definition of Yangians of type Bl, d1 = . . . = dl−1 = 2 and dl =
1. Recall that the algebra spanned by all monomials in the generators x±i,r, hi,r is
isomorphic to Y (sl2). However, x+i,r, hi,r does not satisfy the defining relations of
Y (sl2) for i = 1, 2, . . . , l − 1. In order to use all known results in Chapters 4 and
5, we need to re-scale the generators. Let x˜±i,r =
√
2
2r+1
x±i,r, h˜i,r =
1
2r+1
hi,r. Then the
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algebra spanned by all monomials in the generators x˜±i,r, h˜i,r is isomorphic to Y (sl2)
and the generators satisfy the defining relations of Y (sl2). Moreover, we need to
calculate “new” defining relations in terms of the new generators. For the thesis’s
purpose, we only list the formulas we are going to use.
The following proposition just follows from the defining relations of Yangians.
Proposition 6.9. Suppose that 1 ≤ i, j ≤ l − 1.
[h˜i,r, h˜j,s] = 0, [h˜i,0 x˜
−
j,s] = − aij x˜−j,s,
[h˜i,1, x˜
−
i±1,0] = x˜
−
i±1,1 +
1
2
x˜−i±1,0 + x˜
−
i±1,0h˜i,0 (i 6= l − 1) ,
[h˜l−1,1, x˜
−
l−2,0] = x˜
−
l−2,1 +
1
2
x˜−l−2,0 + x˜
−
l−2,0h˜l−1,0,
[hl,0, x˜
−
l−1,0] = 2x˜
−
l−1,0, [hl,0, x˜
−
l−1,1] = 2x˜
−
l−1,1,
[hl,1, x˜
−
l−1,0] = 4x˜
−
l−1,1 + 2x˜
−
l−1,0 + 2x˜
−
l−1,0hl,0,
[hl,2, x˜
−
l−1,0] = 2[hl,1, x˜
−
l−1,1] + hl,1x˜
−
l−1,0 + x˜
−
l−1,0hl,1,
[h˜l−1,0, x
−
l,0] = x
−
l,0, [h˜l−1,0, x
−
l,1] = x
−
l,1,
[h˜l−1,1, x−l,0] =
1
2
(
x−l,1 + x
−
l,0 + 2x
−
l,0h˜l−1,0
)
.
For the simplicity of some discussions in the future, we also denote x±l,0 and
hl,0 by x˜±l,0 and h˜l,0, respectively.
6.3.1 Case 1: b1 = 1
This is the easiest case. We claim that
Proposition 6.10.
(i) For 1 ≤ k ≤ l − 1, Yk
(
x˜−k−1,0x˜
−
k−2,0 . . . x˜
−
1,0v
+
1
) ∼= W1 (a12 + k−12 ).
(ii) Yl
(
x˜−l−1,0x˜
−
l−2,0 . . . x˜
−
1,0v
+
1
)
is isomorphic to either W2 (a1 + l − 2) or
W1 (a1 + l − 1)⊗W1 (a1 + l − 2) .
(iii) For 1 ≤ k ≤ l − 1, Yk
(
x˜−k+1,0x˜
−
k+2,0 . . . x˜
−
l−1,0
(
x−l,0
)2
x˜−l−1,0 . . . x˜
−
1,0v
+
1
)
is
isomorphic to W1
(
a1
2
+ 2l−k−2
2
)
.
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Proof. The proof of (i) is similar to the one of Proposition 4.11 by replacing a1 by
a1
2
. We omit the proof. The proofs of (ii) and (iii) are in Lemmas 6.11, 6.12 and
6.13.
Lemma 6.11. Yl
(
x˜−l−1,0x˜
−
l−2,0 . . . x˜
−
1,0v
+
1
)
is isomorphic to either W2 (a1 + l − 2)
or W1 (a1 + l − 1)⊗W1 (a1 + l − 2).
Proof. By Proposition 6.2, wt(x˜−l−1,0x˜−l−2,0 . . . x˜−1,0v+1 ) = −ωl−1 + 2ωl, and then
hl,0x˜
−
l−1,0x˜
−
l−2,0 . . . x˜
−
1,0v
+
1 = 2x˜
−
l−1,0x˜
−
l−2,0 . . . x˜
−
1,0v
+
1 .
Thus the associated polynomial P (u) of Yl
(
x˜−l−1,0x˜
−
l−2,0 . . . x˜
−
1,0v
+
1
)
has of degree
2. Suppose P (u) = (u− a) (u− b) with Re (a) ≤ Re (b). The eigenvalues of both
x˜−l−1,0x˜
−
l−2,0 . . . x˜
−
1,0v
+
1 under hl,1 and under hl,2 will tell the values of a and b.
hl,1x˜
−
l−1,0x˜
−
l−2,0 . . . x˜
−
1,0v
+
1
= [hl,1, x˜
−
l−1,0]x˜
−
l−2,0 . . . x˜
−
1,0v
+
1
=
(
4x˜−l−1,1 + 2x˜
−
l−1,0 + 2x˜
−
l−1,0hl,0
)
x˜−l−2,0 . . . x˜
−
1,0v
+
1
=
(
4x˜−l−1,1 + 2x˜
−
l−1,0
)
x˜−l−2,0 . . . x˜
−
1,0v
+
1
= (2 (a1 + l − 2) + 2) x˜−l−1,0x˜−l−2,0 . . . x˜−1,0v+1
= 2 (a1 + l − 1) x˜−l−1,0x˜−l−2,0 . . . x˜−1,0v+1 .
hl,2x˜
−
l−1,0x˜
−
l−2,0 . . . x˜
−
1,0v
+
1
= [hl,2, x˜
−
l−1,0]x˜
−
l−2,0 . . . x˜
−
1,0v
+
1
=
(
2[hl,1, x˜
−
l−1,1] +
(
hl,1x˜
−
l−1,0 + x˜
−
l−1,0hl,1
) )
x˜−l−2,0 . . . x˜
−
1,0v
+
1
=
(
2hl,1x˜
−
l−1,1 + hl,1x˜
−
l−1,0
)
x˜−l−2,0 . . . x˜
−
1,0v
+
1
= hl,1
(
2x˜−l−1,1 + x˜
−
l−1,0
)
x˜−l−2,0 . . . x˜
−
1,0v
+
1
= hl,1 (a1 + l − 1) x˜−l−1,0x˜−l−2,0 . . . x˜−1,0v+1
= 2 (a1 + l − 1)2 x˜−l−1,0x˜−l−2,0 . . . x˜−1,0v+1 .
By Lemma 1.15, the associated polynomial of Yl
(
x˜−l−1,0 . . . x˜
−
1,0v
+
1
)
as Y (sl2)-module
is P (u) =
(
u− (a1 + l − 2)
)(
u− (a1 + l − 1)
)
. Then it follows from the theory
of the local Weyl modules of Y (sl2) that Yl
(
x˜−l−1,0x˜
−
l−2,0 . . . x˜
−
1,0v
+
1
)
is isomorphic
to either W2 (a1 + l − 2) or W1 (a1 + l − 1)⊗W1 (a1 + l − 2).
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Lemma 6.12. Yl−1
( (
x−l,0
)2
x˜−l−1,0 . . . x˜
−
1,0v
+
1
) ∼= W1 (a12 + l−12 ).
Proof. By Proposition 6.2, wt (x−l,0)2 x˜−l−1,0 . . . x˜−1,0v+1 = ωl−1 − 2ωl, and then
h˜l−1,0
(
x−l,0
)2
x˜−l−1,0 . . . x˜
−
1,0v
+
1 =
(
x−l,0
)2
x˜−l−1,0 . . . x˜
−
1,0v
+
1 .
Thus the associated polynomial P (u) has of degree 1. Say P (u) = u − a. The
eigenvalue of
(
x−l,0
)2
x˜−l−1,0x˜
−
l−2,0 . . . x˜
−
1,0v
+
1 under h˜l−1,1 will tell the value of a.
h˜l−1,1
(
x−l,0
)2
x˜−l−1,0x˜
−
l−2,0 . . . x˜
−
1,0v
+
1
= [h˜l−1,1, x
−
l,0]x
−
l,0x˜
−
l−1,0 . . . x˜
−
1,0v
+
1 + x
−
l,0[h˜l−1,1, x
−
l,0]x˜
−
l−1,0 . . . x˜
−
1,0v
+
1
+
(
x−l,0
)2
h˜l−1,1x˜−l−1,0 . . . x˜
−
1,0v
+
1
=
1
2
(
x−l,1 + x
−
l,0 + 2x
−
l,0h˜l−1,0
)
x−l,0x˜
−
l−1,0 . . . x˜
−
1,0v
+
1
+
1
2
x−l,0
(
x−l,1 + x
−
l,0 + 2x
−
l,0h˜l−1,0
)
x˜−l−1,0 . . . x˜
−
1,0v
+
1
−
(
a1
2
+
l − 2
2
)(
x−l,0
)2
x˜−l−1,0x˜
−
l−2,0 . . . x˜
−
1,0v
+
1
=
1
2
(
x−l,1x
−
l,0 + x
−
l,0x
−
l,1
)
x˜−l−1,0x˜
−
l−2,0 . . . x˜
−
1,0v
+
1
−
(
a1
2
+
l − 2
2
)(
x−l,0
)2
x˜−l−1,0x˜
−
l−2,0 . . . x˜
−
1,0v
+
1
=
1
2
(2a1 + 2l − 3)
(
x−l,0
)2
x˜−l−1,0x˜
−
l−2,0 . . . x˜
−
1,0v
+
1
−
(
a1
2
+
l − 2
2
)(
x−l,0
)2
x˜−l−1,0x˜
−
l−2,0 . . . x˜
−
1,0v
+
1
=
1
2
(a1 + l − 1)
(
x−l,0
)2
x˜−l−1,0x˜
−
l−2,0 . . . x˜
−
1,0v
+
1 .
Lemma 6.13. Let 2 ≤ m ≤ l− 1. Ym−1
(
x˜−m,0 . . . x˜
−
l−1,0
(
x−l,0
)2
x˜−l−1,0 . . . x˜
−
1,0v
+
1
)
is
isomorphic to W1
(
a1
2
+ 2l−m−1
2
)
.
Proof. By Proposition 6.2, wt(x˜−m,0 . . . x˜−l−1,0
(
x−l,0
)2
x˜−l−1,0 . . . x˜
−
1,0v
+
1 ) = ωm−1 −
ωm, and then
h˜m−1,0x˜
−
m,0 . . . x˜
−
l−1,0
(
x−l,0
)2
x˜−l−1,0 . . . x˜
−
1,0v
+
1 = x˜
−
m,0 . . .
(
x−l,0
)2
. . . x˜−1,0v
+
1 .
104
Thus we know that
Ym−1
(
x˜−m,0 . . . x˜
−
l−1,0
(
x−l,0
)2
x˜−l−1,0 . . . x˜
−
1,0v
+
1
) ∼= W1 (a) .
Thus the associated polynomial P (u) to
Ym−1
(
x˜−m,0 . . . x˜
−
l−1,0
(
x−l,0
)2
x˜−l−1,0x˜
−
l−2,0 . . . x˜
−
1,0v
+
1
)
has of degree 1. Suppose P (u) = u− a.
We claim that a = a1
2
+ 2l−m−1
2
. We use induction on m downward.
When m = l − 1, this is the basis of induction.
h˜l−2,1x˜−l−1,0
(
x−l,0
)2
x˜−l−1,0 . . . x˜
−
1,0v
+
1
= [h˜l−2,1, x˜
−
l−1,0]
(
x−l,0
)2
x˜−l−1,0x˜
−
l−2,0 . . . x˜
−
1,0v
+
1
+ x˜−l−1,0
(
x−l,0
)2
h˜l−2,1x˜−l−1,0x˜
−
l−2,0 . . . x
−
1,0v
+
1
=
(
x˜−l−1,1 +
1
2
x˜−l−1,0 + x˜
−
l−1,0h˜l−2,0
)(
x−l,0
)2
x˜−l−1,0x˜
−
l−2,0 . . . x˜
−
1,0v
+
1 + 0
=
(
a1
2
+
l − 1
2
+
1
2
)
x˜−l−1,0
(
x−l,0
)2
x˜−l−1,0x˜
−
l−2,0 . . . x˜
−
1,0v
+
1
=
(
a1
2
+
l
2
)
x˜−l−1,0
(
x−l,0
)2
x˜−l−1,0x˜
−
l−2,0 . . . x˜
−
1,0v
+
1 .
Supposed that claims are true for all value k such that k > m. We next show the
case when k = m.
h˜m−1,1x˜−m,0 . . . x˜
−
l−1,0
(
x−l,0
)2
x˜−l−1,0 . . . x˜
−
1,0v
+
1
= [h˜m−1,1x˜
−
m,0]x˜
−
m+1,0 . . . x˜
−
l−1,0
(
x−l,0
)2
x˜−l−1,0 . . . x˜
−
1,0v
+
1
+ x˜−m,0 . . . x˜
−
l−1,0
(
x−l,0
)2
x˜−l−1,0 . . . x˜
−
m+1,0h˜m−1,1x˜
−
m,0x˜
−
m−1,0 . . . x˜
−
1,0v
+
1
=
(
x˜−m,1 +
1
2
x˜−m,0 + x˜
−
m,0h˜m−1,0
)
x˜−m+1,0 . . . x˜
−
l−1,0
(
x−l,0
)2
x˜−l−1,0 . . . x˜
−
1,0v
+
1
=
(
a1
2
+
2l −m− 2
2
+
1
2
)
x˜−m,0 . . . x˜
−
l−1,0
(
x−l,0
)2
x˜−l−1,0 . . . x˜
−
1,0v
+
1
=
(
a1
2
+
2l −m− 1
2
)
x˜−m,0 . . . x˜
−
l−1,0
(
x−l,0
)2
x˜−l−1,0 . . . x˜
−
1,0v
+
1 .
By induction, the claim is true.
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6.3.2 Case 2: b1 = l.
Proposition 6.14.
(i) Yl
(
v+1
) ∼= W1 (a1).
(ii) Yk
(
x˜−k+1,0 . . . x˜
−
l−1,0x
−
l,0v
+
1
) ∼= W1 (a12 + l−k2 ) for 1 ≤ k ≤ l − 1.
(iii) Yl
(
x˜−1,0x˜
−
2,0 . . . x˜
−
l−1,0x
−
l,0v
+
1
) ∼= W1 (a1 + 2) .
Proof. The proofs of the first and second items are similar to the one in Proposition
4.11, so we omit the proof. The third item is proved by Lemma 6.15.
Lemma 6.15. Yl
(
x˜−1,0x˜
−
2,0 . . . x˜
−
l−1,0x
−
l,0v
+
1
) ∼= W1 (a1 + 2) .
Proof. By Proposition 6.2, wt(x˜−1,0x˜−2,0 . . . x˜−l−1,0x−l,0v+1 ) = −ω1 + ωl, and then
hl,0x˜
−
1,0x˜
−
2,0 . . . x˜
−
l−1,0x
−
l,0v
+
1 = x˜
−
1,0x˜
−
2,0 . . . x˜
−
l−1,0x
−
l,0v
+
1 .
Thus Yl
(
x˜−1,0x˜
−
2,0 . . . x˜
−
l−1,0x
−
l,0v
+
1
) ∼= W1 (a) . The eigenvalue of x˜−1,0x˜−2,0 . . . x˜−l−1,0x−l,0v+1
under hl,1 will tell the value of a.
hl,1x˜
−
1,0x˜
−
2,0 . . . x˜
−
l−1,0x
−
l,0v
+
1
= x˜−1,0x˜
−
2,0 . . . x˜
−
l−2,0[hl,1x˜
−
l−1,0]x
−
l,0v
+
1 + x˜
−
1,0x˜
−
2,0 . . . x˜
−
l−2,0x
−
l−1,0hl,1x˜
−
l,0v
+
1
= x˜−1,0x˜
−
2,0 . . . x˜
−
l−2,0
(
4x˜−l−1,1 + 2x˜
−
l−1,0 + 2x˜
−
l−1,0hl,0
)
x−l,0v
+
1
− a1x˜−1,0x˜−2,0 . . . x˜−l−1,0x−l,0v+1
=
(
4
(
a1
2
+
1
2
)
− a1
)
x˜−1,0x˜
−
2,0 . . . x˜
−
l−1,0x
−
l,0v
+
1
= (a1 + 2) x˜
−
1,0x˜
−
2,0 . . . x˜
−
l−1,0x
−
l,0v
+
1 .
Let v2 = x˜−1,0x˜
−
2,0 . . . x˜
−
l−1,0x
−
l,0v
+
1 , and Y (1) = span{x±i,r, hi,r|i > 1}. It follows
from the defining relations of Yangians that Y (1) ∼= Y (so(2l − 1,C)).
Proposition 6.16.
(i) Yk
(
x˜−k+1,0 . . . x˜
−
l−1,0x
−
l,0v2
) ∼= W1 (a1+22 + l−k2 ) for 2 ≤ k ≤ l − 1.
(ii) Yl
(
x˜−2,0 . . . x˜
−
l−1,0x
−
l,0v2
) ∼= W1 (a1 + 4).
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Proof. Denote s1 = s1s2 . . . sl−2sl−1sl. It is routine to check s−11 (αj) ∈ ∆+ for
j = 2, 3, . . . , l. Similar to Step 2 of Proposition 6.4, we have x+j,0v2 = 0. h˜j,rv2 is
a scalar multiple of v2. Thus Y (1) (v2) is a highest weight representation. Since the
weight of v2 is −ω1 + ωl, the degree of the associated polynomial Pj equals 0 if
j 6= l; andDeg
(
Pl (u)
)
= 1. Therefore Pj (u) = 1 if j 6= l and Pl (u) = (u− a).
It follows from Lemma 6.15 that a = a1+2. The rest of the proof of this proposition
is similar to the proofs of Proposition 6.14, just replacing a1 by a1 + 2.
Similarly we define vm+1 = x˜−m,0x˜−m+1,0 . . . x˜−l−1,0x−l,0vm for m ≤ l − 2. Let
Y (m) = span{x±i,r, hi,r|i > m} with 2 ≤ m ≤ l − 2. Due to the defining relations
of Yangians, we know Y (m) ∼= Y (so (2 (l −m) + 1,C) ). Similarly, we have
Proposition 6.17. Let m+ 1 ≤ k ≤ l.
(i) Yk
(
x−k+1,0 . . . x˜
−
l−1,0x
−
l,0vm+1
) ∼= W1 (a1+2m2 + l−k2 ).
(ii) Yl
(
x˜−m+1,0 . . . x˜
−
l−1,0x
−
l,0vm+1
) ∼= W1(a1 + 2 (m+ 1)).
Note that v−1 = x−l,0x˜
−
l−1,0x
−
l,0vl−1. The computations will finish when m =
l − 2. At the same time, Y (m) ∼= Y (so (5,C) ).
6.3.3 Case 3: 2 ≤ b1 ≤ l − 1.
For the simplicity of the expression in this case, denote b1 by i. We will denote
x˜−k+1,0 . . . x˜
−
l−1,0
(
x−l,0
)2
x˜−l−1,0 . . . x˜
−
i,0 by x˜−k+1,0 . . . x˜−i,0, and(
x˜−m+1,0
)2
. . .
(
x˜−i−1,0
)2
x˜−i,0 . . . x˜
−
l−1,0
(
x−l,0
)2
x˜−l−1,0 . . . x˜
−
i,0 by
(
x˜−m+1,0
)2
. . . x˜−i,0. We
summarize the main calculations in the following proposition.
Proposition 6.18. Let i ≤ k ≤ l − 1 and 1 ≤ m ≤ i− 2.
(i) Yk
(
x˜−k−1,0x˜
−
k−2,0 . . . x˜
−
i,0v
+
1
) ∼= W1 (a12 + k−i2 ).
(ii) Yl
(
x˜−l−1,0x˜
−
l−2,0 . . . x˜
−
i,0v
+
1
)
is isomorphic to either W2 (a1 + l − i− 1) or
W1 (a1 + l − i)⊗W1 (a1 + l − i− 1).
(iii) Yk
(
x˜−k+1,0 . . . x˜
−
i,0v
+
1
) ∼= W1 (a12 + 2l−k−i−12 ).
(iv) (a) Yi−1
(
x−i,0 . . . x
−
i,0v
+
1
) ∼= W1 (a12 + l − i)⊗W1 (a12 + 12).
(b) Ym
((
x˜−m+1,0
)2
. . . x˜−i,0v
+
1
) ∼= W1 (a12 + 2l−i−m−12 )⊗W1 (a12 + i−m2 ).
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(v) Yi
((
x˜−1,0
)2
. . . x˜−i,0v
+
1
) ∼= W1 (a12 + 1).
Proof. The proofs of parts (i), (ii) and (iii) follow from similar calculations in the
Case 1 of this section. We omit the proofs.
The Claim (iv) is shown in 3 steps.
Step 1: Yi−1
(
x˜−i,0 . . . x˜
−
i,0v
+
1
) ∼= W1 (a12 + l − i)⊗W1 (a12 + 12).
Proof: The proof is provided in Lemma 6.19.
Step 2: Yi−2
((
x˜−i−1,0
)2
. . . x˜−i,0v
+
1
) ∼= W1 (a12 + l − i+ 12)⊗W1 (a12 + 1).
Proof: The proof is similar to the proof of Lemma 4.17, so we omit the proof.
Step 3: Ym
((
x˜−m+1,0
)2
. . . x˜−i,0v
+
1
) ∼= W1 (a12 + 2l−i−m−12 )⊗W1 (a12 + i−m2 ).
Proof: The proof of this step is similar to case (i) of Lemma 4.18, by induction
on m downward. We omit the proof.
The proof of the claim (v) is provided in Lemma 6.20.
Lemma 6.19. Yi−1
(
x˜−i,0 . . . x˜
−
i,0v
+
1
) ∼= W1 (a12 + l − i)⊗W1 (a12 + 12).
Proof. By Proposition 6.2, wt(x˜−i,0 . . . x˜−i,0v+1 ) = 2ωi−1 − ωi, and then
h˜i−1,0x˜−i,0 . . . x˜
−
i,0v
+
1 = 2x˜
−
i,0 . . . x˜
−
i,0v
+
1 ,
which tells the associated polynomial P (u) of Yi (v2) has of degree two. Say
P (u) = (u− a) (u− b) .
The values of both a and b will follow from the calculations
h˜i−1,1x˜−i,0 . . . x˜
−
i,0v
+
1 = (a+ b+ 1) x˜
−
i,0 . . . x˜
−
i,0v
+
1 ,
and
h˜i−1,2x˜
−
i,0 . . . x˜
−
i,0v
+
1 =
(
a2 + b2 + a+ b
)
x˜−i,0 . . . x˜
−
i,0v
+
1 .
h˜i−1,1x˜
−
i,0 . . . x˜
−
i,0v
+
1
= [h˜i−1,1, x˜−i,0]x˜
−
i+1,0 . . . x˜
−
i,0v
+
1 + x˜
−
i,0 . . . x˜
−
i+1,0[h˜i−1,1, x˜
−
i,0]v
+
1
=
(
x˜−i,1 +
1
2
x˜−i,0 + x˜
−
i,0h˜i−1,0
)
x˜−i+1,0 . . . x˜
−
i,0v
+
1
+ x˜−i,0 . . . x˜
−
i+1,0
(
x˜−i,1 +
1
2
x˜−i,0 + x˜
−
i,0h˜i−1,0
)
v+1
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=(
a1
2
+
2l − 2i− 1
2
+
1
2
+ 1
)
x˜−i,0 . . . x˜
−
i,0v
+
1
+
(
a1
2
+
1
2
)
x˜−i,0 . . . x˜
−
i,0v
+
1
=
(
a1 +
2l − 2i+ 3
2
)
x˜−i,0 . . . x˜
−
i,0v
+
1
= 2
(
a1
2
+
2l − 2i+ 3
4
)
x˜−i,0 . . . x˜
−
i,0v
+
1 .
Let c = a1
2
+ 2l−2i−1
2
. Note that 2
(
a1
2
+ 2l−2i+3
4
)
= 2c− 2l−2i−5
2
.
h˜i−1,2x˜−i,0 . . . x˜
−
i,0v
+
1
= [h˜i−1,2, x˜−i,0]x˜
−
i+1,0 . . . x˜
−
i,0v
+
1 + x˜
−
i,0 . . . x˜
−
i+1,0[h˜i−1,2, x˜
−
i,0]v
+
1
=
(
[h˜i−1,1, x˜−i,1] +
1
2
(
h˜i−1,1x˜−i,0 + x˜
−
i,0h˜i−1,1
))
x˜−i+1,0 . . . x˜
−
i,0v
+
1
+ x˜−i,0 . . . x˜
−
i+1,0
(
[h˜i−1,1, x˜−i,1] +
1
2
(
h˜i−1,1x˜−i,0 + x˜
−
i,0h˜i−1,1
))
v+1
= [h˜i−1,1, x˜
−
i,1]x˜
−
i+1,0 . . . x˜
−
i,0v
+
1 +
1
2
h˜i−1,1x˜
−
i,0x˜
−
i+1,0 . . . x˜
−
i,0v
+
1
+ x˜−i,0 . . . x˜
−
i+1,0h˜i−1,1x˜
−
i,0v
+
1 + x˜
−
i,0 . . . x˜
−
i+1,0[h˜i−1,1, x˜
−
i,1]v
+
1
= h˜i−1,1x˜−i,1x˜
−
i+1,0 . . . x˜
−
i,0v
+
1 − x˜−i,1h˜i−1,1x˜−i+1,0 . . . x˜−i,0v+1
+
1
2
h˜i−1,1x˜
−
i,0x˜
−
i+1,0 . . . x˜
−
i,0v
+
1 + x˜
−
i,0 . . . x˜
−
i+1,0h˜i−1,1x˜
−
i,1v
+
1
+ x˜−i,0 . . . x˜
−
i+1,0h˜i−1,1x˜
−
i,0v
+
1
= c · h˜i−1,1x˜−i,0x˜−i+1,0 . . . x˜−i,0v+1 − x˜−i,1x˜−i+1,0 . . . x˜−i+1,0h˜i−1,1x˜−i,0v+1
+
1
2
h˜i−1,1x˜
−
i,0x˜
−
i+1,0 . . . x˜
−
i,0v
+
1 + x˜
−
i,0 . . . x˜
−
i+1,0h˜i−1,1x˜
−
i,1v
+
1
+ x˜−i,0 . . . x˜
−
i+1,0h˜i−1,1x˜
−
i,0v
+
1
=
(
c+
1
2
)(
2c− 2l − 2i− 5
2
)
x˜−i,0 . . . x˜
−
i,0v
+
1 − c
(
a1
2
+
1
2
)
x˜−i,0 . . . x˜
−
i,0v
+
1
+
(
a1
2
+
1
2
)
a1
2
x˜−i,0 . . . x˜
−
i,0v
+
1 +
(
a1
2
+
1
2
)
x˜−i,0 . . . x˜
−
i,0v
+
1
=
(
a1
2
+
2l − 2i− 1
2
+
1
2
)(
a1 +
2l − 2i+ 3
2
)
x˜−i,0 . . . x˜
−
i,0v
+
1
−
(
a1
2
+
1
2
)(
a1
2
+
2l − 2i− 1
2
)
x˜−i,0 . . . x˜
−
i,0v
+
1
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+
a1
2
(
a1
2
+
1
2
)
x˜−i,0 . . . x˜
−
i,0v
+
1 +
(
a1
2
+
1
2
)
x˜−i,0 . . . x˜
−
i,0v
+
1
=
(
2
(
a1
2
+
2l − 2i+ 3
4
)2
+
(2l − 2i− 3) (2l − 2i+ 1)
8
)
x˜−i,0 . . . x˜
−
i,0v
+
1 .
Similar to Lemma 4.15, a = a1
2
+ 1
2
and b = a1
2
+ l− i. By the local Weyl modules
theory of Y (sl2), we have
Yi−1
(
x˜−i,0 . . . x˜
−
i,0v
+
1
) ∼= W1 (a1
2
+ l − i
)
⊗W1
(
a1
2
+
1
2
)
.
Lemma 6.20. Let v2 =
(
x˜−1,0
)2
. . . x˜−i,0v
+
1 . Yi (v2)
∼= W1
(
a1+2
2
)
.
Proof. By Proposition 6.2, wt(v2) = −2ω1 + ωi, and then h˜i,0v2 = v2, which
tells us that the associated polynomial P (u) of Yi (v2) has of degree one. Say
P (u) = u− a. The value of a will follow from the calculation h˜i,1v2 = av2.
It follows from Proposition 6.2 thatwt(x˜−i,0 . . . x˜−l−1,0
(
x−l,0
)2
x˜−l−1,0 . . . x˜
−
i,0v
+
1 ) =
2ωi−1−ωi. wt(x˜−i−1,0x˜−i,0 . . . x˜−i,0v+1 ) = 2ωi−1−ωi− (−ωi−2 + 2ωi−1 − ωi) = ωi−2.
h˜i,1v2
= h˜i,1
(
x˜−1,0
)2
. . .
(
x˜−i−1,0
)2
x˜−i,0 . . . x˜
−
l−1,0
(
x−l,0
)2
x˜−l−1,0 . . . x˜
−
i,0v
+
1
=
(
x˜−1,0
)2
. . .
(
x˜−i−2,0
)2
[h˜i,1, x˜
−
i−1,0]x˜
−
i−1,0x˜
−
i,0 . . . x˜
−
l−1,0
(
x−l,0
)2
x˜−l−1,0 . . . x˜
−
i,0v
+
1
+
(
x˜−1,0
)2
. . .
(
x˜−i−2,0
)2
x˜−i−1,0[h˜i,1, x˜
−
i−1,0]x˜
−
i,0 . . . x˜
−
l−1,0
(
x−l,0
)2
x˜−l−1,0 . . . x˜
−
i,0v
+
1
+
(
x˜−1,0
)2
. . .
(
x˜−i−1,0
)2
h˜i,1x˜
−
i,0 . . . x˜
−
l−1,0
(
x−l,0
)2
x˜−l−1,0 . . . x˜
−
i,0v
+
1
=
(
x˜−1,0
)2
. . .
(
x˜−i−2,0
)2(
x˜−i−1,1 +
1
2
x˜−i−1,0 + x˜
−
i−1,0h˜i,0
)
x˜−i−1,0x˜
−
i,0 . . . x˜
−
i,0v
+
1
+
(
x˜−1,0
)2
. . .
(
x˜−i−2,0
)2
x˜−i−1,0
(
x˜−i−1,1 +
1
2
x˜−i−1,0 + x˜
−
i−1,0h˜i,0
)
x˜−i,0 . . . x˜
−
i,0v
+
1
+
(
x˜−1,0
)2
. . .
(
x˜−i−1,0
)2
h˜i,1x˜
−
i,0 . . . x˜
−
l−1,0
(
x−l,0
)2
x˜−l−1,0 . . . x˜
−
i,0v
+
1
=
(
a1 +
2l − 2i+ 1
2
+
1
2
+ 0 +
1
2
− 1−
(
a1
2
+
2l − 2i− 1
2
))
v2
=
(a1
2
+ 1
)
v2.
Therefore a = a1+2
2
.
Proposition 6.21. Let i ≤ k ≤ l − 1 and 2 ≤ m ≤ i− 2.
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(i) Yk
(
x˜−k−1,0x˜
−
k−2,0 . . . x˜
−
i,0v2
) ∼= W1 (a1+22 + k−i2 ).
(ii) Yl
(
x˜−l−1,0x˜
−
l−2,0 . . . x˜
−
i,0v2
)
is isomorphic to either W2 ((a1 + 2) + l − i− 1)
or W1 ((a1 + 2) + l − i)⊗W1 ((a1 + 2) + l − i− 1).
(iii) Yk
(
x˜−k+1,0 . . . x˜
−
i,0v2
) ∼= W1 (a1+22 + 2l−k−i−12 ).
(iv) (a) Yi−1
((
x−i,0
)
. . . x−i,0v2
) ∼= W1 (a1+22 + l − i)⊗W1 (a1+22 + 12).
(b) Ym
((
x˜−m+1,0
)2
. . . x˜−i,0v2
) ∼= W1 (a1+22 + 2l−i−m−12 )⊗W1 (a1+22 + i−m2 ).
(v) Yi
((
x˜−2,0
)2
. . . x˜−i,0v2
) ∼= W1 (a12 + 2).
Proof. Removed the first node in the Dynkin diagram of the Lie algebra of type
Bl, we get a simple Lie algebra which is isomorphic to Lie algebra of type Bl−1.
Denote {2, 3, . . . , l} by I ′. Let Y (1) be the Yangian generated by all x±j,r and hj,r for
j ∈ I ′ and r ∈ Z≥0. Y 1 ∼= Y
(
so(2l + 1,C)
)
.
From Proposition 6.2, the weight of v2 is s1(ωi). Similar to Step 2 of Proposi-
tion 6.4, we have x+j,0v2 = 0. Therefore v2 is a maximal vector of Y (1). Note that
hj,rv2 is a scalar multiple of v2. v2 has weight −2ω1 + ωi and then hj,0v2 = δijv2.
Therefore Y (1) (v2) is a highest weight representation with highest weight Pj = 1
if j 6= i and Pi =
(
u− a
2
)
. It follows from the Lemma 6.20 that a = a1 + 2. The
rest of the proof of this proposition is similar to the proofs of Proposition 6.18, just
replacing a1 by a1 + 2.
Let vm+1 =
(
x˜−m,0
)2
. . . x˜−i,0vm, where 2 ≤ m ≤ i − 1. Define Y (m) be the
Yangian spanned by {hj,r, x±j,r} for j > m. Note that when i = l−1 and m = i−1,
Y (m) = Y (l−2) ∼= Y (so(5,C)). Thus Y (m) is isomorphic to the Yangian of type
B2.
Similarly to the above proposition, we have
Proposition 6.22. Let i ≤ k ≤ l − 1 and m+ 1 ≤ n ≤ i− 2.
(i) Yk
(
x˜−k−1,0x˜
−
k−2,0 . . . x˜
−
i,0vm+1
) ∼= W1 (a1+2m2 + k−i2 ).
(ii) Yl
(
x˜−l−1,0x˜
−
l−2,0 . . . x˜
−
i,0vm+1
)
is isomorphic to either W2
(
(a1 + 2m)+ l− i−
1
)
or W1
(
(a1 + 2m) + l − i
)
⊗W1
(
(a1 + 2m) + l − i− 1
)
.
(iii) Yk
(
x˜−k+1,0 . . . x˜
−
i,0vm+1
) ∼= W1 (a1+2m2 + 2l−k−i−12 ).
(iv) (a) Yi−1
((
x−i,0
)
. . . x−i,0vm+1
) ∼= W1 (a1+2m2 + l − i)⊗W1 (a1+2m2 + 12).
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(b) Yn
((
x˜−n+1,0
)2
. . . x˜−i,0vm+1
) ∼= W1 (a1+2m2 + 2l−i−n−12 )⊗W1 (a1+2m2 + i−n2 ).
(v) Yi
((
x˜−m+1,0
)2
. . . x˜−i,0vm+1
) ∼= W1 (a1+2(m+1)2 ).
Remark 6.23.
(i) If m = i− 2, the computations part (b) of (iv) is not necessary.
(ii) If m = i− 1, the computations stop at step (iii) when k = i.
6.4 On the local Weyl modules of Y
(
so(2l + 1,C)
)
Let λ =
∑
i∈I
miωi. In [Na], the dimension of the local Weyl module W (λ) is given.
Proposition 6.24 (Corollary 9.5, [Na]). Let λ =∑
i∈I
miωi. Then
Dim
(
W (λ)
)
=
∏
i∈I
(
Dim
(
W (ωi)
))mi
.
The next theorem follows from Propositions 6.4 and 1.22.
Theorem 6.25. Let π =
(
π1 (u) , . . . , πl (u)
)
, where πi (u) =
mi∏
j=1
(u− ai,j). Let
S = {a1,1, . . . , a1,m1 , . . . , al,1 . . . , al,ml} be the multiset of roots of these polynomi-
als. Let a1 = am,n be one of the numbers in S with the maximal real part, and let
b1 = m. Similarly, let ar = as,t (r ≥ 2) be one of the numbers in S \{a1, . . . , ar−1}
(r ≥ 2) with the maximal real part, and br = s. Let k = m1 + . . . + ml. Then
L = Va1(ωb1) ⊗ Va2(ωb2) ⊗ . . . ⊗ Vak(ωbk) is a highest weight representation of
Y
(
so(2l + 1,C)
)
, and its associated polynomial is π.
Theorem 6.26. The local Weyl module W (π) of Y (so(2l + 1,C)) associated to π
is isomorphic to the ordered tensor product L as in the above theorem.
Proof. On the one hand, by Theorem 2.4, Dim (W (π)) ≤ Dim (W (λ)); on the
other hand, L is a quotient of W (π), and then Dim
(
W (π)
) ≥ Dim (L). By Corol-
lary 1.31, we have Dim
(
W (λ)
)
= Dim (L). Therefore
W (π) ∼= L.
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Chapter 7
The local Weyl modules of Y (g) when
g is of type G2
In this chapter, g denotes the exceptional simple Lie algebra of type G2. the local
Weyl modules of Y (g) are studied. The structure of the local Weyl modules is deter-
mined, and the dimensions of the local Weyl modules are obtained. In the process
of characterizing the local Weyl modules, a sufficient condition for the tensor prod-
uct of fundamental representations of Y (g) to be a highest weight representation is
obtained, which shall lead to an irreducibility criterion for the tensor product.
Let π =
(
π1(u), π2(u)
)
be a pair of monic polynomials in u, and πi (u) =
mi∏
j=1
(u− ai,j) for i ∈ I = {1, 2}. Let λ = m1ω1 + m2ω2, k = m1 + m2 and
S = {aij |i = 1, 2; j = 1, 2, . . . , mi}. Let am,n be one of the numbers in S with
the maximal real part. Then define a1 = am,n and b1 = m. Inductively, let as,t be
one of the numbers in S − {a1, . . . , ai−1} with the maximal real part. Then define
ai = as,t and bi = s. We prove that L = Va1(ωb1) ⊗ Va2(ωb2) ⊗ . . . ⊗ Vak(ωbk)
is a highest weight representation. A standard argument shows that the associated
l-tuple of polynomials of L is π. Since L is a quotient of W (π), a lower bound on
the dimension of W (π) is obtained.
In [Na], the author proved Dim
(
W (λ)
)
=
∏
i∈I
(
Dim
(
W (ωi)
))mi
. We can
show that Dim
(
W (λ)
)
= Dim(L). The dimension of W (λ) is known, then an up-
per bound for the dimension of the local Weyl module W (π) is obtained. Compar-
ing this dimension and the dimension of L, the structure of the local Weyl module
W (π) of Y (g) is obtained, namely,
W (π) ∼= L.
Similar to the proof that L is a highest weight representation (Proposition
7.2), we can obtain a sufficient condition for a tensor product L˜ of fundamental
representations to be a highest weight representation. If aj − ai /∈ S(bi, bj) for
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1 ≤ i < j ≤ k, then L˜ is a highest weight representation, where S(bi, bj) is a
finite set of positive rational numbers. By Proposition 1.23 and Lemma 1.21, an
irreducible criterion for a tensor product of fundamental representations of Y (g) is
obtained: if aj − ai /∈ S(bi, bj) for 1 ≤ i 6= j ≤ k, then L˜ is irreducible.
7.1 Information on the simple Lie algebra of typeG2.
Here is some useful information on the simple Lie algebras of type G2.
Indecomposable Cartan matrix of G2:
(
2 −1
−3 2
)
.
In our notation, α1 is the positive long root, and α2 is the positive short root. It
is the opposite of the paper [ChMo3].
Root system: Φ = {α1, α2, α1+α2, α1+2α2, α1+3α2, 2α1+3α2,−α1,−α2,
− α1 − α2,−α1 − 2α2,−α1 − 3α2,−2α1 − 3α2, }.
Positive roots: {α1, α2, α1 + α2, α1 + 2α2, α1 + 3α2, 2α1 + 3α2}.
Simple roots: {α1, α2}.
Longest root: 2α1 + 3α2.
Weyl group: W = 〈s1, s2〉, where
s1 (α1) = −α1, s2 (α1) = α1 + 3α2
s1 (α2) = α1 + α2, s2 (α2) = −α2.
One reduced expression of the longest element in Weyl group: w0 = s1s2s1s2s1s2.
Fundamental weights: {ω1 = 2α1 + 3α2, ω2 = α1 + 2α2}.
Fundamental representations: Dim
(
L (ω1)
)
= 14 and Dim
(
L (ω2)
)
= 7.
s1 (ω1) = −ω1 + 3ω2, s1 (ω2) = ω2, s2 (ω1) = ω1, s2 (ω2) = ω1 − ω2.
Proposition 7.1. Denote si(µ1) = µ2 by µ1
si−→ µ2. We have
ω1
s2−→ ω1 s1−→ −ω1+3ω2 s2−→ 2ω1−3ω2 s1−→ −2ω1+3ω2 s2−→ ω1−3ω2 s1−→ −ω1.
ω2
s2−→ ω1 − ω2 s1−→ −ω1 + 2ω2 s2−→ ω1 − 2ω2 s1−→ −ω1 + ω2 s2−→ −ω2 s1−→ −ω2.
Define w1 = s1s2s1s2s1 and w2 = s2s1s2s1s2. According to the expression of
wi for a fixed i ∈ I , we define σk (0 ≤ k ≤ 5) to be the product of the last k simple
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reflections sj in wi and keep the same orders as in wi. There exists k′ ∈ {1, 2} such
that σk+1 = sk′σk.
7.2 A lower bound for the dimension of the local Weyl
module W (π)
In this case, let D =
(
3 0
0 1
)
. Then DA is symmetric. We next define Y1 and
Y2. Let Y1 = span{x±1,r, h1,r|r ∈ Z≥0}. Y1 ∼= Y (sl2), but x±1,r, h1,r do not sat-
isfy the defining relations of Y (sl2). Therefore we need to re-scale the generators.
Let x˜±1,r =
√
3
3r+1
x±1,r, h˜1,r =
1
3r+1
h1,r. Then x˜±1,r, h˜1,s satisfy the defining relations
of Y (sl2). Y2 = span{x±2,r, h2,r|r ∈ Z≥0} ∼= Y (sl2), and x±2,r, h2,r satisfy the
defining relations of Y (sl2). Denote h2,r by h˜2,r for the simplicity of the following
expressions.
Proposition 7.2. Let L = Va1(ωb1) ⊗ Va2(ωb2) ⊗ . . . ⊗ Vak(ωbk). If Re (a1) ≥
Re (a2) ≥ . . . ≥ Re (ak) and bi ∈ {1, 2}, then L is a highest weight representation.
Proof. Let v+m be a highest weight vector of Vam (ωbm)(1 ≤ m ≤ k), and let v−1 be
a lowest weight vector of Va1 (ωb1).
We prove this proposition by induction on k. Without loss of generality, we
may assume that k ≥ 2, and Va2(ωb2)⊗Va3(ωb3)⊗. . .⊗Vak(ωbk) is a highest weight
representation of Y (g) generated by the highest weight vector v+ = v+2 ⊗ . . .⊗ v+k .
To show that L is a highest weight representation, it follows from Corollary 1.25
that it suffice to show that
v−1 ⊗ v+ ∈ Y (g)
(
v+1 ⊗ v+
)
.
We divide the proof into the following steps.
Step 1: σ−1i αi′ ∈ ∆+.
Proof: It is routine to check.
Step 2: v
σi(ωb1)
is a highest weight vector of the Yi′-module Yi′
(
v
σi(ωb1)
)
.
Proof: Since the weight σi (ωb1) is on the Weyl group orbit of the highest
weight and the representation Va1(ωb1) is finite-dimensional, the weight space of
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weight σi (ωb1) is 1-dimensional. The elements hj,s form a commutative subalge-
bra, so v
σi(ωb1)
is an eigenvector of hi′,r. Therefore we only have to show that
v
σi(ωb1)
is a maximal vector. Suppose to the contrary that x+i′,kvσi(ωb1) 6= 0. Then
x+i′,kvσi(ωb1)
is a weight vector of weight σi(ωb1)+αi′ , so ωb1+σ−1i (αi′) is a weight.
Because σ−1i (αi′) ∈ ∆+, ωb1 is a weight preceding the weight ωb1+σ−1i (αi′), which
contradicts the maximality of ωb1 in the representation L (ωb1).
Step 3: Let P (u) be the associated polynomial of Yi′
(
v
σi(ωb1)
)
. Then as a
highest weight Yi′-module, Yi′
(
v
σi(ωb1)
)
has highest weight P (u+1)
P (u)
.
Proof: This follows from the representation theory of Y (sl2).
Step 4: P (u) has of degree 1, 2, or 3.
Proof: The degree of P (u) equals to the eigenvalue of h˜i′,0 on vσi(ωb1). Since
h˜i′,0vσi(ωb1)
=
(
σi (ωb1)
(
h˜i′,0
))
v
σi(ωb1)
,
it follows from Proposition 7.1 that σi (ωb1)
(
h˜i′,0
)
= 1, 2 or 3. Therefore the
degree of P (u) equals to 1, 2, or 3.
Step 5: If Deg
(
P (u)
)
= 1, then Yi′
(
v
σi(ωb1)
)
is 2-dimensional and is iso-
morphic to W1
(
a
di′
)
; If Deg
(
P (u)
)
= 2, then Yi′
(
v
σi(ωb1)
)
is a quotient of
W1
(
a+1
di′
)
⊗W1
(
a
di′
)
; If Deg
(
P (u)
)
= 3, then i′ = 2 and Yi′
(
v
σi(ωb1)
)
is a
quotient of W1 (a+ 2)⊗W1 (a + 1)⊗W1 (a). Moreover, if i ≥ 1, then Re (a) ≥
Re (a1)− 12 . The values of a will be explicitly computed in the next section.
Proof: Let us assume for the moment that this is done (the proof will be given
in the next section). We proceed to the next step.
Step 6: Yi′
(
v
σi(ωb1)
⊗ v+2 ⊗ . . .⊗ v+k
)
= Yi′
(
v
σi(ωb1)
)
⊗ Yi′
(
v+2
) ⊗ . . . ⊗
Yi′
(
v+k
)
.
Proof: For i′ = 1, let W be one of the modules of W1
(
a
3
)
or W1
(
a+1
3
) ⊗
W1
(
a
3
)
; for i′ = 2, let W be one of the modules of W1 (a), W1 (a+ 1) ⊗W1 (a),
or W1 (a + 2)⊗W1 (a + 1)⊗W1 (a). Yi′ (v+m) is nontrivial if and only if bm = i′;
moreover, Y2 (v
+
m)
∼= W1 (am) and Y1 (v+m) ∼= W1
(
am
3
)
. Suppose in {b1, . . . , bk}
that bj1 = . . . = bjm = i′ with j1 < . . . < jm; moreover, if s /∈ {j1, . . . , jm}, then
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bs 6= i′. Thus for i′ = 1, Yi′
(
v
σi(ωb1)
)
⊗ Yi′
(
v+2
)⊗ . . .⊗ Yi′ (v+k ) is a quotient ofW ⊗W1
(aj1
3
)⊗ . . .⊗W1 (ajm3 ) if b1 = 2
W ⊗W1
(aj2
3
)⊗ . . .⊗W1 (ajm3 ) if b1 = 1;
for i′ = 2, Yi′
(
v
σi(ωb1)
)
⊗ Yi′
(
v+2
)⊗ . . .⊗ Yi′ (v+k ) is a quotient ofW ⊗W1 (aj1)⊗ . . .⊗W1 (ajm) if b1 = 1W ⊗W1 (aj2)⊗ . . .⊗W1 (ajm) if b1 = 2.
Denote aj0 = Re (a) + 12 . Since Re (a) +
1
2
≥ Re (a1) ≥ Re (aj1) ≥ . . . ≥
Re (ajm), ajk − ajl 6= 1 for 0 ≤ l < k ≤ m. Then it follows from Corollary 3.7
that W ⊗W1 ⊗ . . .⊗W1 is a highest weight representation, so is Yi′
(
v
σi(ωb1)
)
⊗
Yi′
(
v+2
)⊗ . . .⊗ Yi′ (v+k ). The highest weight vector of Yi′ (vσi(ωb1))⊗ Yi′ (v+2 )⊗
. . .⊗ Yi′
(
v+k
)
is v
σi(ωb1)
⊗ v+2 ⊗ . . .⊗ v+k . Therefore
Yi′
(
v
σi(ωb1)
⊗ v+2 ⊗ . . .⊗ v+k
)
⊇ Yi′
(
v
σi(ωb1)
)
⊗ Yi′
(
v+2
)⊗ . . .⊗ Yi′ (v+k ) .
By the coproduct of Yangians and Proposition 1.12 that
Yi′
(
v
σi(ωb1)
⊗ v+2 ⊗ . . .⊗ v+k
)
⊆ Yi′
(
v
σi(ωb1)
)
⊗ Yi′
(
v+2
)⊗ . . .⊗ Yi′ (v+k ) .
Thus the claim is true.
Step 7: v
σi+1(ωb1)
⊗ v+ ∈ Yi′
(
v
σi(ωb1)
⊗ v+
)
.
Proof: v
σi+1(ωb1)
⊗ v+ ∈ Yi′
(
vσiωb1
)
⊗ Yi′ (v+) = Yi′
(
v
σi(ωb1)
⊗ v+
)
.
Step 8: v−1 ⊗ v+ ∈ Y (g)
(
v+1 ⊗ v+
)
.
Proof: It follows from Step 7 immediately by induction on the subscripts of σi.
It follows from Step 8 and Corollary 1.25 that L = Y (g)
(
v+1 ⊗ v+
)
.
Remark 7.3. The following is the record of the root (s) of the associated polyno-
mials of Yi′
(
v
σi(ωb1)
)
as in Proposition 7.2 for the possible i values. We refer to
Remark 4.6 for the notation used below.
When b1 = 1,
a1
3
x−1,0−−→ (a1 + 32 , a1 + 12 , a1 − 12) x−2,0−−→ (a1+23 , a1+13 ) x−1,0−−→(
a1 +
7
2
, a1 +
5
2
, a1 +
3
2
) x−2,0−−→ a1
3
+ 1
x−1,0−−→.
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When b1 = 2,
a1
x−2,0−−→ a1+ 32
3
x−1,0−−→ (a1 + 3, a1 + 2)
x−2,0−−→ a1+ 72
3
x−1,0−−→ a1 + 5
x−2,0−−→.
Lemma 7.4. Vam (ωbm)⊗Van (ωbn) is a highest weight representation if an−am /∈
S (bm, bn), where the set S (bm, bn) is defined as follows: S(1, 1) = {3, 4, 5, 6},
S(1, 2) = {1
2
, 3
2
, 5
2
, 7
2
, 9
2
}, S(2, 1) = {9
2
, 13
2
} and S(2, 2) = {1, 3, 4, 6}.
Similar to the proof of Theorem 3.16, we can prove the following Theorem.
Theorem 7.5. Let L = Va1(ωb1)⊗Va2(ωb2)⊗. . .⊗Vak(ωbk), and S(bi, bj) be defined
as in the above lemma.
(i) If aj − ai /∈ S(bi, bj) for 1 ≤ i < j ≤ k, then L is a highest weight represen-
tation of Y (g).
(ii) If aj − ai /∈ S(bi, bj) for 1 ≤ i 6= j ≤ k, then L is an irreducible representa-
tion of Y (g).
Remark 7.6. In Section 6.2 [Ch], Chari gave the set S(i1, i2), i1 ≤ i2 of values
of a−11 a2 for which the tensor product V (i1, a1)⊗ V (i2, a2) may fail irreducibility.
Note that we interchange the nodes of the Dynkin diagram of G2 in this paper in
the following discussion. In the paper, V. Chari found that
S(1, 1) = {q6, q8, q10, q12}.
S(2, 1) = {q7, q11}.
S(1, 2) = {q3, q7}.
S(2, 2) = {q2, q6, q8, q12}.
7.3 Supplement proof of the step 5 of Proposition 7.2
In this section we complete the proof of step 5 of Proposition 7.2. We divide the
proof into two cases: b1 = 1 and b1 = 2. The following two formulas will be used
many times in this section, which are from the defining relations of Yangians.
(i) [h2,1, x−1,0] =
(
3x−1,1 +
3
2
(
3x−1,0 + 2x
−
1,0h2,0
) )
.
(ii) [h˜1,1, x−2,0] =
(
1
3
x−2,1 +
1
2
x−2,0 + x
−
2,0h˜1,0
)
.
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7.3.1 Case 1: b1 = 1.
In this case,
v−1 = x
−
1,0
(
x−2,0
)3 (
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1 .
We summarize all the computations into the following proposition.
Proposition 7.7. As modules of Y (sl2), the following are true.
(i) Y1
(
v+1
) ∼= W1 (a13 ) .
(ii) Y2
(
x−1,0v
+
1
)
is a quotient of W1
(
a1 +
3
2
)⊗W1 (a1 + 12)⊗W1 (a1 − 12).
(iii) Y1
( (
x−2,0
)3
x−1,0v
+
1
) ∼= W1 (a1+23 )⊗W1 (a1+13 ).
(iv) Y2
((
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1
)
is a quotient of W1
(
a1 +
7
2
) ⊗ W1 (a1 + 52) ⊗
W1
(
a1 +
3
2
)
.
(v) Y1
((
x−2,0
)3 (
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1
) ∼= W1 (a13 + 1).
Proof. We omit the proof of the item (i) since it is similar to the proof of Lemma
5.23. The second item is proved in Lemma 7.9. Lemma 7.13 is devoted to prove
the third item. The fourth is proved in Lemma 7.15. The item (v) will be showed in
Lemma 7.17.
Remark 7.8. In Y1
(
v+1
)
,
(i) x−1,kv+1 = ak1x−1,0v+1 ;
(ii) h1,kx−1,0v+1 = −3ak1x−1,0v+1 .
Lemma 7.9. Y2
(
x−1,0v
+
1
)
is a quotient ofW1
(
a1 +
3
2
)⊗W1 (a1 + 12)⊗W1 (a1 − 12).
Proof. It follows from Proposition 7.1 that wt(x−1,0v+1 ) = −ω1 + 3ω2, then
h2,0x
−
1,0v
+
1 = 3x
−
1,0v
+
1 .
h2,1x
−
1,0v
+
1 = [h2,1, x
−
1,0]v
+
1
=
(
3x−1,1 +
3
2
(
3x−1,0 + 2x
−
1,0h2,0
))
v+1
=
(
3x−1,1 +
9
2
x−1,0
)
v+1
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= 3
(
a1 +
3
2
)
x−1,0v
+
1 .
h2,2x
−
1,0v
+
1 = [h2,2, x
−
1,0]v
+
1
=
(
[h2,1, x
−
1,1] +
3
2
(
h2,1x
−
1,0 + x
−
1,0h2,1
))
v+1
=
(
h2,1x
−
1,1 +
3
2
h2,1x
−
1,0
)
v+1
= h2,1
(
3x−1,1 +
3
2
x−1,0
)
v+1
=
(
a1 +
3
2
)
h2,1x
−
1,0v
+
1
= 3
(
a1 +
3
2
)2
x−1,0v
+
1 .
In general, by induction on k, we have
h2,kx
−
1,0v
+
1 = 3
(
a1 +
3
2
)k
x−1,0v
+
1 .
It is not hard to see that the associated polynomial is
P (u) =
(
u−
(
a1 +
3
2
))(
u−
(
a1 +
1
2
))(
u−
(
a1 − 1
2
))
.
By the representation theory of the local Weyl modules of Y (sl2), Y2
(
x−1,0v
+
1
)
is a
quotient of W1
(
a + 3
2
)⊗W1 (a+ 12)⊗W1 (a− 12).
Corollary 7.10. In W1
(
a+ 3
2
)⊗W1 (a + 12)⊗W1 (a− 12),
(i) x−2,1
(
x−2,0
)2
x−1,0v
+
1 =
(
a1 − 12
) (
x−2,0
)3
x−1,0v
+
1 .
(ii) x−2,0x−2,1x−2,0x−1,0v+1 =
(
a1 +
1
2
) (
x−2,0
)3
x−1,0v
+
1 .
(iii) (x−2,0)2 x−2,1x−1,0v+1 = (a1 + 32) (x−2,0)3 x−1,0v+1 .
(iv) x−2,2
(
x−2,0
)2
x−1,0v
+
1 =
(
a1 − 12
)2 (
x−2,0
)3
x−1,0v
+
1 .
(v) x−2,0x−2,2x−2,0x−1,0v+1 =
(
a1 +
1
2
)2 (
x−2,0
)3
x−1,0v
+
1 .
(vi) (x−2,0)2 x−2,2x−1,0v+1 = (a1 + 32)2 (x−2,0)3 x−1,0v+1 .
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In the following two lemmas, the computations is tedious if we use h˜i,k. We
introduce a new series of generators of H ⊆ Y (g). Let
Hi(u) =
∞∑
k=0
Hi,ku
−k+1 := ln
(
hi(u)
)
.
An explicit computation shows that
Hi (t) =
(
hi,0t
−1 + hi,1t−2 + · · ·
)− (hi,0t−1 + hi,1t−2 + · · · )2
2
+
(hi,0t
−1 + hi,1t−2 + · · · )3
3
− · · ·
= (hi,0) t
−1 +
(
hi,1 − 1
2
(hi,0)
2
)
t−2 +
(
hi,2 − hi,0hi,1 + 1
3
(hi,0)
3
)
t−3
+
(
hi,3 − hi,0hi,2 − 1
2
(hi,1)
2 + (hi,0)
2 hi,1 − 1
4
(hi,0)
4
)
t−4 − . . .
Lemma 7.11 (Corollary 1.5, [Le]).
[Hi,k, x
±
j,l] =∓ 3x±j,l+k
±
∑
0≤s≤k−2
k+s even
2s−k(−3)k+1−s
(
k+1
s
)
k + 1
x±j,l+s.
The next corollary follows from Lemma 7.11 immediately.
Corollary 7.12.
(i) [H1,0, x−2,0] = 3x−2,0.
(ii) [H1,1, x−2,0] = 3x−2,1.
(iii) [H1,2, x−2,0] = 3x−2,2 + 94x−2,0.
(iv) [H2,0, x−1,0] = 3x−1,0.
(v) [H2,1, x−1,0] = 3x−1,1.
(vi) [H2,2, x−1,0] = 3x−1,2 + 94x−1,0.
(vii) [H2,3, x−1,0] = 3x−1,3 + 274 x−1,1.
Lemma 7.13. Y1
( (
x−2,0
)3
x−1,0v
+
1
) ∼= W1 (a1+23 )⊗W1 (a1+13 ).
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Proof. Note H1,0 = h1,0. Since [h1,0, x−2,0] = 3x−2,0 and h1,0x−1,0v+1 = −3x−1,0v+1 ,
H1,0
(
x−2,0
)3
x−1,0v
+
1 = 6
(
x−2,0
)3
x−1,0v
+
1 .
It follows from Remark 7.8 thatH1,1x−1,0v+1 =
(−3a1 − 92) x−1,0v+1 andH1,2x−1,0v+1 =
(−3a21 − 9a1 − 9)x−1,0v+1 .
H1,1
(
x−2,0
)3
x−1,0v
+
1
= [H1,1, x
−
2,0]
(
x−2,0
)2
x−1,0v
+
1 + x
−
2,0[H1,1, x
−
2,0]x
−
2,0x
−
1,0v
+
1
+
(
x−2,0
)2
[H1,1, x
−
2,0]x
−
1,0v
+
1 +
(
x−2,0
)3
H1,1x
−
1,0v
+
1
= 3x−2,1
(
x−2,0
)2
x−1,0v
+
1 + 3x
−
2,0x
−
2,1x
−
2,0x
−
1,0v
+
1
+ 3
(
x−2,0
)2
x−2,1x
−
1,0v
+
1 −
(
3a1 +
9
2
)(
x−2,0
)3
x−1,0v
+
1
= 3
((
a1 − 1
2
)
+
(
a1 +
1
2
)
+
(
a1 +
3
2
)
−
(
a1 +
3
2
))(
x−2,0
)3
x−1,0v
+
1
(this equality follows from Corollary 7.12)
= 6a1
(
x−2,0
)3
x−1,0v
+
1 .
H1,2
(
x−2,0
)3
x−1,0v
+
1
= [H1,2, x
−
2,0]
(
x−2,0
)2
x−1,0v
+
1 + x
−
2,0[H1,2, x
−
2,0]x
−
2,0x
−
1,0v
+
1
+
(
x−2,0
)2
[H1,2, x
−
2,0]x
−
1,0v
+
1 +
(
x−2,0
)3
H1,2x
−
1,0v
+
1
= 3x−2,2
(
x−2,0
)2
x−1,0v
+
1 + 3x
−
2,0x
−
2,2x
−
2,0x
−
1,0v
+
1 + 3
(
x−2,0
)2
x−2,2x
−
1,0v
+
1
+ 3
(
3
2
)2 (
x−2,0
)3
x−1,0v
+
1 −
(
3a21 + 9a1 + 9
) (
x−2,0
)3
x−1,0v
+
1
= 3
((
a1 − 1
2
)2
+
(
a1 +
1
2
)2
+
(
a1 +
3
2
)2
+
9
4
− (a21 + 3a1 + 3)
)
(
x−2,0
)3
x−1,0v
+
1 (this equality follows from Corollary 7.12)
=
(
6a21 + 6
) (
x−2,0
)3
x−1,0v
+
1 .
It follows from the above computations that
h˜1,0
(
x−2,0
)3
x−1,0v
+
1 = 2
(
x−2,0
)3
x−1,0v
+
1 ;
h˜1,1
(
x−2,0
)3
x−1,0v
+
1 =
(
2a1
3
+ 2
)(
x−2,0
)3
x−1,0v
+
1 ;
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h˜1,2
(
x−2,0
)3
x−1,0v
+
1 =
(
2
(a1
3
)2
+ 4
a1
3
+
14
9
)(
x−2,0
)3
x−1,0v
+
1 .
Thus the degree of the associated polynomial is 2, say P (u) = (u− a) (u− b) .
Similar to Lemma 4.15, a+ b = 2a1
3
+ 1 and a2 + b2 + a+ b = 2
(
a1
3
)2
+ 4a1
3
+ 14
9
,
and then a = a1+1
3
and b = a1+2
3
.
It follows from representation theory of Y (sl2) that Y1
((
x−2,0
)3
x−1,0v
+
1
)
is a
quotient of the Weyl moduleW1
(
a1+2
3
)⊗W1 (a1+13 ). Since W1 (a1+23 )⊗W1 (a1+13 )
is irreducible,
Y1
((
x−2,0
)3
x−1,0v
+
1
) ∼= W1(a1 + 2
3
)
⊗W1
(
a1 + 1
3
)
.
Remark 7.14. Let a = a1+1
3
and b = a1+2
3
. Similar to Corollary 3.5, long compu-
tations show that
(i) (x−1,1x−1,0 + x−1,0x−1,1) (x−2,0)3 x−1,0v+1 = 3(a+ b) (x−1,0)2 (x−2,0)3 x−1,0v+1 .
(ii) (x−1,2x−1,0 + x−1,0x−1,2) (x−2,0)3 x−1,0v+1 = 32(a2 + b2) (x−1,0)2 (x−2,0)3 x−1,0v+1 .
(iii) (x−1,3x−1,0 + x−1,0x−1,3) (x−2,0)3 x−1,0v+1 = 33(a3 + b3) (x−1,0)2 (x−2,0)3 x−1,0v+1 .
Lemma 7.15. Y2
((
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1
)
is a quotient ofW1
(
a1 +
7
2
)⊗W1 (a1 + 52)
⊗W1
(
a1 +
3
2
)
.
Proof. Note that
H2,0
(
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1 = h2,0
(
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1 = 3
(
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1 .
H2,1
(
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1
= [H2,1, x
−
1,0]x
−
1,0
(
x−2,0
)3
x−1,0v
+
1 + x
−
1,0[H2,1, x
−
1,0]
(
x−2,0
)3
x−1,0v
+
1
+
(
x−1,0
)2
H2,1
(
x−2,0
)3
x−1,0v
+
1
= 3x−1,1x
−
1,0
(
x−2,0
)3
x−1,0v
+
1 + 3x
−
1,0x
−
1,1
(
x−2,0
)3
x−1,0v
+
1
+
(
−3
(
a1 − 1
2
)
− 9
2
)(
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1
=
(
(6a1 + 9)− (3a1 + 3)
) (
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1 (by (i) of Remark 7.14)
= (3a1 + 6)
(
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1 .
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H2,2
(
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1
= [H2,2, x
−
1,0]x
−
1,0
(
x−2,0
)3
x−1,0v
+
1 + x
−
1,0[H2,2, x
−
1,0]
(
x−2,0
)3
x−1,0v
+
1
+
(
x−1,0
)2
H2,2
(
x−2,0
)3
x−1,0v
+
1
=
(
3x−1,2 +
9
4
x−1,0
)
x−1,0
(
x−2,0
)3
x−1,0v
+
1 + x
−
1,0
(
3x−1,2 +
9
4
x−1,0
)(
x−2,0
)3
x−1,0v
+
1
−
(
3
(
a1 − 1
2
)2
+ 9
(
a1 − 1
2
)
+ 9
)(
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1 (by Remark 7.14)
=
(
3a21 + 12a1 +
57
4
)(
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1 .
H2,3
(
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1
= [H2,3, x
−
1,0]x
−
1,0
(
x−2,0
)3
x−1,0v
+
1 + x
−
1,0[H2,3, x
−
1,0]
(
x−2,0
)3
x−1,0v
+
1
+
(
x−1,0
)2
H2,3
(
x−2,0
)3
x−1,0v
+
1
=
(
3x−1,3 +
27
4
x−1,1
)
x−1,0
(
x−2,0
)3
x−1,0v
+
1 + x
−
1,0
(
3x−1,3 +
27
4
x−1,1
)(
x−2,0
)3
x−1,0v
+
1
−
(
3
(
a1 − 1
2
)3
+
27
2
(
a1 − 1
2
)2
+ 27
(
a1 − 1
2
)
+
81
4
)
(
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1 (by Remark 7.14)
=
(
3a31 + 18a
2
1 +
171
4
a1 +
75
2
)(
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1 .
Recall that
Hi (t) = (hi,0) t
−1 +
(
hi,1 − 1
2
(hi,0)
2
)
t−2 +
(
hi,2 − hi,0hi,1 + 1
3
(hi,0)
3
)
t−3
+
(
hi,3 − hi,0hi,2 − 1
2
(hi,1)
2 + (hi,0)
2 hi,1 − 1
4
(hi,0)
4
)
t−4 + . . .
It follows from the above calculations that
h2,0
(
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1 = 3
(
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1 ;
h2,1
(
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1 = 3
(
a1 +
7
2
)(
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1 ;
h2,2
(
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1 = 3
(
a1 +
7
2
)2 (
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1 ;
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h2,3
(
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1 = 3
(
a1 +
7
2
)3 (
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1 .
Similarly as in Lemma 4.15, we omit the proof that the associated polynomial of
Y2
((
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1
)
is
(
u− (a1 + 32)) (u− (a1 + 52)) (u− (a1 + 72)). By
the representation theory of Y (sl2), we know Y2
((
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1
)
is a quo-
tient of W1
(
a1 +
7
2
)⊗W1 (a1 + 52)⊗W1 (a1 + 32).
Corollary 7.16. In W1
(
a1 +
7
2
)⊗W1 (a1 + 52)⊗W1 (a1 + 32),
(i) x−2,1
(
x−2,0
)2 (
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1 =
(
a1 +
3
2
) (
x−2,0
)3 (
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1 ;
(ii) x−2,0x−2,1x−2,0
(
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1 =
(
a1 +
5
2
) (
x−2,0
)3 (
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1 ;
(iii) (x−2,0)2 x−2,1 (x−1,0)2 (x−2,0)3 x−1,0v+1 = (a1 + 72) (x−2,0)3 (x−1,0)2 (x−2,0)3 x−1,0v+1 .
Lemma 7.17. Y1
((
x−2,0
)3 (
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1
) ∼= W1 (a13 + 1).
Proof. It follows from Proposition 7.1 that
h˜1,0
(
x−2,0
)3 (
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1 =
(
x−2,0
)3 (
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1 .
Thus Y1
((
x−2,0
)3 (
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1
) ∼= W1 (a). The eigenvalue of(
x−2,0
)3 (
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1 under h˜1,1 will tell the value of a.
For the simplicity of the following computations, let v =
(
x−2,0
)3
x−1,0v
+
1 .
H1,1
(
x−2,0
)3 (
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1
= [H1,1, x
−
2,0]
(
x−2,0
)2 (
x−1,0
)2
v + x−2,0[H1,1, x
−
2,0]x
−
2,0
(
x−1,0
)2
v
+
(
x−2,0
)2
[H1,1, x
−
2,0]
(
x−1,0
)2
v +
(
x−2,0
)3
H1,1
(
x−1,0
)2
v
= 3x−2,1
(
x−2,0
)2 (
x−1,0
)2
v + 3x−2,0x
−
2,1x
−
2,0
(
x−1,0
)2
v
+ 3
(
x−2,0
)2
x−2,1
(
x−1,0
)2
v − (6a1 + 18)
(
x−2,0
)3 (
x−1,0
)2
v
=
(
3
(
3a1 +
15
2
)
− (6a1 + 18)
)(
x−2,0
)3 (
x−1,0
)2
v
=
(
3a1 +
9
2
)(
x−2,0
)3 (
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1 .
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Then h˜1,1
(
x−2,0
)3 (
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1 =
(
a1
3
+ 1
) (
x−2,0
)3 (
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1 .
Y1
((
x−2,0
)3 (
x−1,0
)2 (
x−2,0
)3
x−1,0v
+
1
) ∼= W1 (a1
3
+ 1
)
.
7.3.2 Case 2: b1 = 2.
In this case
v−1 = x
−
2,0x
−
1,0
(
x−2,0
)2
x−1,0x
−
2,0v
+
1 .
We summarizing all lemmas in this case in the following proposition. The proof of
each lemma is provided.
Proposition 7.18.
(i) Y2
(
v+1
) ∼= W1 (a1).
(ii) Y1
(
x−2,0v
+
1
) ∼= W1 (a13 + 12).
(iii) Y2
(
x−1,0x
−
2,0v
+
1
)
is isomorphic to eitherW2 (a1 + 2) orW1 (a1 + 3)⊗W1 (a1 + 2).
(iv) Y1
((
x−2,0
)2
x−1,0x
−
2,0v
+
1
) ∼= W1 (a13 + 76).
(v) Y2
(
x−1,0
(
x−2,0
)2
x−1,0x
−
2,0v
+
1
) ∼= W1 (a1 + 5).
Proof. The item (i) follows from the representations of Y (g), so we omit the proof.
The second item is proved in Lemma 7.19. Lemma 7.21 is devoted to prove the
third item. The item (iv) will be showed in Lemma 7.22. The item (v) is proved in
Lemma 7.23.
Lemma 7.19. Y1
(
x−2,0v
+
1
) ∼= W1 (a13 + 12).
Proof. It follows from Proposition 7.1 that
h˜1,0x
−
2,0v
+
1 = x
−
2,0v
+
1 .
Thus the associated polynomial P (u) is of degree 1. Suppose that
P (u) = (u− a) .
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The eigenvalue of x−2,0v+1 under h˜1,1 will tell the values of a.
h˜1,1x
−
2,0v
+
1 = [h˜1,1, x
−
2,0]v
+
1
=
(
1
3
x−2,1 +
1
2
x−2,0 + x
−
2,0h˜1,0
)
v+1
=
(
a1
3
+
1
2
)
x−2,0v
+
1 .
By the representation theory of Weyl modules of Y (sl2), we have
Y1
(
x−2,0v
+
1
) ∼= W1(a1
3
+
1
2
)
.
Remark 7.20. It follows from Corollary 3.3 that x˜−1,1x−2,0v+1 =
(
a1
3
+ 1
2
)
x−1,0x
−
2,0v
+
1 .
Then x−1,1x−2,0v+1 =
(
a1 +
3
2
)
x−1,0x
−
2,0v
+
1 .
Lemma 7.21. Y2
(
x−1,0x
−
2,0v
+
1
)
is isomorphic to eitherW2 (a1 + 2) orW1 (a1 + 3)⊗
W1 (a1 + 2).
Proof. It follows from Proposition 7.1 that
h2,0x
−
1,0x
−
2,0v
+
1 = 2x
−
1,0x
−
2,0v
+
1 .
Thus the associated polynomial P (u) is of degree 2. Suppose that
P (u) = (u− a) (u− b) ,
where Re (a) ≤ Re (b). The eigenvalues of both x−1,0x−2,0v+1 under h2,1 and under
h2,2 will tell the values of both a and b.
h2,1x
−
1,0x
−
2,0v
+
1
= [h2,1, x
−
1,0]x
−
2,0v
+
1 + x
−
1,0h2,1x
−
2,0v
+
1
=
(
3x−1,1 +
3
2
(
3x−1,0 + 2x
−
1,0h2,0
))
x−2,0v
+
1 − a1x−1,0x−2,0v+1
=
(
3
(
a1 +
3
2
)
+
3
2
(3− 2)− a1
)
x−1,0x
−
2,0v
+
1
= 2 (a1 + 3) x
−
1,0x
−
2,0v
+
1 .
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h2,2x
−
1,0x
−
2,0v
+
1
= [h2,2, x
−
1,0]x
−
2,0v
+
1 + x
−
1,0h2,2x
−
2,0v
+
1
= [h2,2, x
−
1,0]x
−
2,0v
+
1 − a21x−1,0x−2,0v+1
=
(
[h2,1, x
−
1,1] +
3
2
(
h2,1x
−
1,0 + x
−
1,0h2,1
))
x−2,0v
+
1 − a21x−1,0x−2,0v+1
=
(
h2,1x
−
1,1 − x−1,1h2,1 +
3
2
(
h2,1x
−
1,0 + x
−
1,0h2,1
))
x−2,0v
+
1 − a21x−1,0x−2,0v+1
=
(
h2,1
(
x−1,1 +
3
2
x−1,0
)− (x−1,1 − 32x−1,0)h2,1
)
x−2,0v
+
1 − a21x−1,0x−2,0v+1
=
(
a1 +
3
2
+
3
2
)
h2,1x
−
1,0x
−
2,0v
+
1 + a1
(
a1 +
3
2
)
x−1,0x
−
2,0v
+
1
− 3
2
a1x
−
1,0x
−
2,0v
+
1 − a21x−1,0x−2,0v+1
=
(
2 (a1 + 3) (a1 + 3) + a
2
1 +
3
2
a1 − 3
2
a1 − a21
)
x−1,0x
−
2,0v
+
1
= 2 (a1 + 3)
2 x−1,0x
−
2,0v
+
1 .
The associated polynomial of Y2
(
x−1,0x
−
2,0v
+
1
)
is
(
u − (a1 + 2)
)(
u − (a1 + 3)
)
by Lemma 1.15. By the representation theory of the Weyl modules of Y (sl2),
Y2
(
x−1,0x
−
2,0v
+
1
)
is isomorphic to either W2 (a1 + 2) or W1 (a1 + 3)⊗W1 (a1 + 2).
Lemma 7.22. Y1
((
x−2,0
)2
x−1,0x
−
2,0v
+
1
) ∼= W1 (a13 + 76).
Proof. It follows from Proposition 7.1 that
h˜1,0
(
x−2,0
)2
x−1,0x
−
2,0v
+
1 =
(
x−2,0
)2
x−1,0x
−
2,0v
+
1 .
Thus the associated polynomial P (u) is of degree 1. Suppose that
P (u) = (u− a) .
The eigenvalue of
(
x−2,0
)2
x−1,0x
−
2,0v
+
1 under h˜1,1 will tell the value of a.
Note that wt
(
x−1,0x
−
2,0v
+
1
)
= −ω1 + 2ω2 and wt
(
x−2,0x
−
1,0x
−
2,0v
+
1
)
= 0.
h˜1,1
(
x−2,0
)2
x−1,0x
−
2,0v
+
1
= [h˜1,1, x
−
2,0]x
−
2,0x
−
1,0x
−
2,0v
+
1 + x
−
2,0[h˜1,1, x
−
2,0]x
−
1,0x
−
2,0v
+
1 +
(
x−2,0
)2
h˜1,1x
−
1,0x
−
2,0v
+
1
=
(
1
3
x−2,1 +
1
2
x−2,0 + x
−
2,0h˜1,0
)
x−2,0x
−
1,0x
−
2,0v
+
1
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+ x−2,0
(
1
3
x−2,1 +
1
2
x−2,0 + x
−
2,0h˜1,0
)
x−1,0x
−
2,0v
+
1 v
+
1 −
(
a1
3
+
1
2
)(
x−2,0
)2
x−1,0x
−
2,0v
+
1
=
1
3
(
x−2,1x
−
2,0 + x
−
2,0x
−
2,1
)
x−1,0x
−
2,0v
+
1 −
(
a1
3
+
1
2
)(
x−2,0
)2
x−1,0x
−
2,0v
+
1
=
(
1
3
(a1 + 2 + a1 + 3)−
(
a1
3
+
1
2
))(
x−2,0
)2
x−1,0x
−
2,0v
+
1 (by Corollary 3.5)
=
(
a1
3
+
7
6
)(
x−2,0
)2
x−1,0x
−
2,0v
+
1 .
By the representation theory of the Weyl modules of Y (sl2),
Y1
((
x−2,0
)2
x−1,0x
−
2,0v
+
1
) ∼= W1(a1
3
+
7
6
)
.
Lemma 7.23. Y2
(
x−1,0
(
x−2,0
)2
x−1,0x
−
2,0v
+
1
) ∼= W1 (a1 + 5).
Proof. It follows from Proposition 7.1 that
h2,0x
−
1,0
(
x−2,0
)2
x−1,0x
−
2,0v
+
1 = x
−
1,0
(
x−2,0
)2
x−1,0x
−
2,0v
+
1 .
Thus the associated polynomial P (u) is of degree 1. Suppose that
P (u) = (u− a) .
The eigenvalue of x−1,0
(
x−2,0
)2
x−1,0x
−
2,0v
+
1 under h2,1 will tell the value of a.
h2,1x
−
1,0
(
x−2,0
)2
x−1,0x
−
2,0v
+
1
= [h2,1, x
−
1,0]
(
x−2,0
)2
x−1,0x
−
2,0v
+
1 + x
−
1,0h2,1
(
x−2,0
)2
x−1,0x
−
2,0v
+
1
=
(
3x−1,1 +
3
2
(
3x−1,0 + 2x
−
1,0h2,0
) ) (
x−2,0
)2
x−1,0x
−
2,0v
+
1
− 2 (a1 + 2)x−1,0
(
x−2,0
)2
x−1,0x
−
2,0v
+
1
=
(
3
(
a1 +
7
2
)
− 3
2
− 2 (a1 + 2)
)
x−1,0
(
x−2,0
)2
x−1,0x
−
2,0v
+
1
=
(
a1 + 5
)
x−1,0
(
x−2,0
)2
x−1,0x
−
2,0v
+
1
By the representation theory of the Weyl modules of Y (sl2),
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Y2
(
x−1,0
(
x−2,0
)2
x−1,0x
−
2,0v
+
1
) ∼= W1 (a1 + 5) .
7.4 On the local Weyl modules of Y (g) when g is of
type G2
Recall π =
(
π1(u), π2(u)
)
and πi (u) =
mi∏
j=1
(u− ai,j) for i ∈ I = {1, 2}. Let
λ =
∑
i∈I
miωi. In [Na], the dimension of the local Weyl module W (λ) is given.
Proposition 7.24 (Corollary 9.5, [Na]). Let λ =∑
i∈I
miωi. Then
Dim
(
W (λ)
)
=
∏
i∈I
(
Dim
(
W (ωi)
))mi
.
It follows from Proposition 7.2 and Corollary 1.22 that
Theorem 7.25. Let π =
(
π1(u), π2(u)
)
be a pair of monic polynomials in u, and let
πi (u) =
mi∏
j=1
(u− ai,j). Let S = {a1,1, . . . , a1,m1 , a2,1, . . . , a2,m2} be a multi-set of
roots. Let a1 = am,n be one of the numbers in S with the maximal real part, and let
b1 = m. Similarly let ar = as,t (i ≥ 2) be one of the number in S \ {a1, . . . , ar−1}
with the maximal real part, and let br = s. Let L = Va1(ωb1) ⊗ Va2(ωb2) ⊗ . . . ⊗
Vak(ωbk), where k = m1 +m2. Then L is a highest weight representation, and its
associated polynomials are π.
Theorem 7.26. The local Weyl module W (π) of Y (g) associated to π is isomorphic
to L as in Theorem 7.25.
Proof. On the one hand, Dim (W (π)) ≤ Dim (W (λ)) by Theorem 2.4; on the
other hand, Dim
(
W (π)
) ≥ Dim (L) by the maximality of the local Weyl mod-
ules of Yangians. Note that as G2-modules, W (ωi) ∼= KR(ωi) ∼= Va(ωi), where
the latter isomorphism follows easily from the main theorem of section 2.3 of
[ChMo3] and Theorem 6.3 [ChPr4]. Especially, Dim (W (ωi)) = Dim (Va(ωi))
for any a ∈ C. Therefore, Dim (W (λ)) = Dim (L), and then this implies that
Dim
(
W (π)
)
= Dim (L). Therefore W (π) ∼= L.
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