Motivated by the need to export relational databases as XML data in the context of the Web, we investigate the typechecking problem for transformations of relational data into tree data (XML). The problem consists of statically verifying that the output of every transformation belongs to a given output tree language (specified for XML by a DTD), for input databases satisfying given integrity constraints. The typechecking problem is parameterized by the class of formulas defining the transformation, the class of output tree languages, and the class of integrity constraints. While undecidable in its most general formulation, the typechecking problem has many special cases of practical interest that turn out to be decidable. The main contribution of this article is to trace a fairly tight boundary of decidability for typechecking in this framework. In the decidable cases we examine the complexity, and show lower and upper bounds. We also exhibit a practically appealing restriction for which typechecking is in PTIME.
INTRODUCTION
Beginning with Codd's work in the early 70s [Codd 1970 ], databases have been modeled as first-order relational structures and database queries as mappings from relational structures to relational structures. This captured well relational databases, where both data and query answers are represented as tables.
Today's technology trends require us to model data that is no longer tabular. The World Wide Web Consortium has adopted a standard data exchange format for the Web, called Extended Markup Language (XML) (see Abiteboul et al. [1999] ), in which data is represented as a labeled ordered tree, rather than as a table. XML is rapidly becoming the de facto data format on the Web, and many industries (e.g., financial, manufacturing, health care) are migrating their application-specific formats to XML. All major database vendors now offer tools for exporting relational data as XML, thus making it easier for companies to define XML views of their relational data and share it with business partners over the Web. An important aspect of XML is that it allows users to define types. A type is a tree language, and the current standards for XML types (DTD and XML-Schema) correspond to restricted regular tree languages. XML data exchange is always done in the context of a fixed type: a community (or industry) agrees on a certain type, and subsequently all members of the community create XML views of their relational data that are of that type.
In this article, we study the problem of mapping relational data into tree data, specifically addressing the typechecking problem. Given a mapping and a type for the output tree, we wish to automatically check whether every database is mapped to a tree of the desired output type.
Our work addresses a real practical need. The current consensus is that most data processing will continue to be done by existing relational database systems, which over the decades have evolved into robust, highly scalable, and highly available systems. XML data will be generated dynamically, from the relational back-end, much like HTML pages are today generated dynamically. The mapping from the relational data into XML will be expressed in a declarative language. Research systems like SilkRoute [Fernandez et al. 2000] and Experanto Shanmugasundaram et al. 2000 Shanmugasundaram et al. , 2001 have pioneered languages to express such mappings, and all database vendors already offer such mappings with their systems. Such systems need to provide typecheckers for these mappings, in order to enable users to verify whether a given mapping produces XML outputs of the desired type. This is precisely the problem addressed in this paper. In addition to its practical importance, we will show that the problem is also technically interesting and nontrivial from a theoretical perspective. Example 1.1. To illustrate the typechecking problem, consider a car dealership called LogiCar that maintains an SQL database about used cars, containing two tables CAR(Name, Brand, Price) and STOCK(Name, Quantity), with the following content. Further assume that several dealerships in the same geographical area, including LogiCar, agree to exchange data between their database systems in order to facilitate cooperation. They agree on a common XML format having the following DTD:
CAR
<!ELEMENT dealership (name, brand*)> <!ELEMENT brand (name, car*)> <!ELEMENT car (name, price, quantity)> This DTD states that the exchanged XML files start with the dealership name and then, for each brand, contain the brand name and the brand's cars, including the car name, price, and available quantity. To illustrate such an XML data instance, LogiCar's data is exported as follows: <dealership> <name> LogiCar </name> <brand> <name> Ford </name> <car> <name> Fiesta </name> <price> 300 </price> <quantity> 5 </quantity> </car> <car> <name> Focus </name> <price> 800 </price> <quantity> 2 </quantity> </car> </brand> <brand> <name> VW </name> <car> <name> Golf </name> <price> 450 </price> <quantity> 7 </quantity> </car> </brand> </dealership>
To generate this XML data from its relational database, LogiCar might use the following SilkRoute query 1 :
1 We follow here the newer SilkRoute syntax described in Fernandez et al. [2002] , which is based on XQuery [Chamberlin et al. 2002] . The original SilkRoute language [Fernandez et al. 2000 ] was based on XML-QL [Deutsch et al. 1999 ].
• N. Alon et al. return <dealership> <name> LogiCar </name> for $B IN distinct(sqlDatabase()/CAR/Brand) return <brand> <name> $B </name> for $C IN sqlDatabase()/CAR where $C/Brand = $B return <car> <name> $C/Name </name> <price> $C/Price </price> for $Q IN sqlDatabase()/STOCK where $Q/name = $C/name return <quantity> $Q/Quantity </quantity> </car> </brand> </dealership>
The query starts by constructing a <dealership> root element with a <name> LogicCar </name> child, then iterates over all distinct values of the Brand attribute in the CAR relation: here sqlDatabase() is the XML representation of the relational database, and the variable $B is bound successively to each distinct brand name in this relation. For each such value it constructs a <brand> element with a <name> child, then iterates again over all tuples in the CAR to retrieve all cars of that brand: a join is performed here with the condition $C/Brand = $B. For each such car it constructs a <car> element. Finally, a third level of iteration is needed to retrieve the quantities for that particular car, with a new join between the CAR and the STOCK relations: $Q/name = $C/name.
The question is: does this query typecheck, that is, does it always return an XML document conforming to the DTD above? The answer here is no. While the query, when applied on the particular relational instance presented above, does yield a file with the appropriate structure, this may not be the case for arbitrary instances. For example, if the relation STOCK contains two tuples with the same car name and different quantities, the XML file generated by the query will contain a <car> element with two <quantity> subelements, thus violating the DTD.
However, the query does typecheck if one enforces some constraints on the relational database. For example, LogiCar may have the following two constraints:
-STOCK.Name is a key. -CAR.Name is a foreign key to STOCK.Name.
The first constraint ensures that each <car> will have at most one <quantity>; the second constraint ensures that each <car> has at least one <quantity>. Together, they ensure that the query typechecks.
To study formally the typechecking problem, we have defined a language, TreeQL, which is an abstraction of the real practical mapping languages mentioned above, expressing mappings from relational structures to trees. A mapping m in TreeQL is specified as a tree where each node is labeled by a logical formula, possibly with free variables, and a symbol from a finite alphabet . An ordered relational structure is mapped into a -tree whose nodes consists of all tuples that satisfy some formula in the tree, and whose edges are defined based on the edges in m. In the typechecking problem, we are given a regular tree language, called the output type, and a set of integrity constraints, and are asked to check whether every input structure satisfying the constraints is mapped into a tree in the output type. When the output type is a DTD, typechecking boils down to verifying whether the strings generated by the ordered sets of tuples satisfying a sequence of logical formulas belong to some regular language. The typechecking problem is parameterized by the fragment of TreeQL, the class of output types, and the class of integrity constraints.
The typechecking problem in its various instantiations requires an understanding of the interaction between logic and tree languages. We found this interaction interesting, and had to develop distinct approaches for the different instances of the typechecking problem, bringing into play techniques from finite-model theory, language theory, and combinatorics.
It is easily seen that typechecking becomes undecidable when arbitrary firstorder logic (FO) formulas are allowed in the mapping, due to a reduction from the FO finite satisfiability problem. Hence, we focus our investigation on the particular case when the formulas are conjunctive queries. When the output types are further restricted to star-free regular languages, typechecking is decidable. When the output type is an arbitrary regular expression, typechecking is still decidable for projection-free conjunctive formulas (the proof uses a combinatorial argument based on Ramsey's Theorem). On the other hand, we show that even small extensions to the basic decidable cases lead to undecidability of typechecking. Thus, our results provide a fairly tight boundary of decidability of typechecking. A side benefit is new insight into the subtle interplay between constraints, query languages, and output tree types.
Related Work
Type inference is a well-studied topic in functional programming languages [Mitchell 1996] . A type inference system consists of a set of inference rules that can be used to check whether a function (program) is type safe. This means that during execution the program will never get into a state where it attempts to apply an operator to operands of wrong types. The problem we consider here is different.We are checking a semantic property, namely whether every input database is mapped to an output tree of the right type, which is in contrast to the syntactic nature of applying the type inference rules. In our setting, typechecking rapidly becomes undecidable if we allow the transformation language or the output types to be too expressive. In contrast, type inference for functional programming languages (that are Turing complete) is usually decidable for powerful type systems but is only sound.
• N. Alon et al. Our work is motivated by the practical need to typecheck XML views of relational databases. SilkRoute [Fernandez et al. 2000 ] is a research prototype enabling an XML view to be defined from a relational database using a declarative language. The language TreeQL used in the present article is an abstraction of the language used by SilkRoute.
A different but related problem is that of typechecking programs defining XML transformations. In previous work [Milo et al. 2000 ], a subset of the authors studied the typechecking problem for transformations of unranked trees expressed by k-pebble transducers, and showed that typechecking is decidable. The unranked trees considered there are abstractions of the basic nesting structure of XML documents. They are labeled over a fixed, finite alphabet and so do not take into account the data values present in XML documents. The kpebble transducer model captures the tree manipulation core of common XML languages, but also ignores data values. In subsequent work [Alon et al. 2001] , we pursued this investigation by considering an extended framework accounting for data values. More precisely, XML documents are abstracted as trees whose nodes have associated data values from an infinite domain in addition to the tags. A transformation language QL is defined, that can make use of data values. It is shown that typechecking quickly becomes undecidable when QL programs can perform joins on data values. However, typechecking becomes decidable for several restrictions on the class of transformations and/or the tree types. While some of the techniques in Alon et al. [2001] are similar in flavor to those in the present article, there are considerable differences in the two settings. Indeed, relational structures can be encoded as XML, but the integrity constraints do not have an analog in XML. Conversely, the DTDs that constrain XML documents cannot be expressed by the relational constraints we consider. Furthermore, negation used in formulas of TreeQL programs do not have a natural analog in XML languages, and the use of path expressions in XML languages requires a form of recursion, which is not available in TreeQL programs. Despite this basic mismatch, some connections exist between the two frameworks. There is an immediate translation from TreeQL programs using conjunctive queries to programs in QL. Hence, the typechecking problem for such TreeQL programs in the absence of constraints can be reduced to the typechecking problem for QL queries. Consequently, some of the lower bound results in the present paper can be transferred to the XML context and strengthen results from Alon et al. [2001] . Conversely, the only result that transfers from Alon et al. [2001] to the present paper is the decidability result provided by Theorem 3.6. A direct, simplified proof of Theorem 3.6 is provided here for the convenience of the reader and to make the paper self contained. Beyond the restricted connection just described, the ability to transfer results between [Alon et al. 2001 ] and the present framework is limited by the significant differences between the two settings.
Organization
The article is organized as follows: The first section develops the basic formalism, including our abstraction of XML documents, DTDs, and the transformation language TreeQL. Section 3 presents the decidability results; Section 4 the complexity analysis; and Section 5 the undecidability results. The article ends with brief conclusions.
BASIC FRAMEWORK
We introduce here the basic formalism used throughout the paper, including our abstraction of XML documents, DTDs, and the query language TreeQL.
Trees
XML documents are abstracted as ordered labeled tree documents [Abiteboul et al. 1999] . They capture the nesting structure of XML elements and their tags. We refrain from modeling data values since output types only constrain the structure of the output XML document, not the data values at the leaves or in attributes. For example, the tree abstraction of the XML document in Example 1.1 of the introduction (LogiCar's exported data) is shown in Figure 1 , with its data values omitted.
We consider ordered trees with node labels from a finite alphabet . We also refer to such trees as -trees. We denote by nodes(t) the set of nodes of a tree t; for a node v, we denote by lab(v) the label of v. There is no a priori bound on the number of children of a node; we therefore call these trees unranked. We denote the empty tree by ε and the set of all finite trees over by T . The root of t is denoted by root(t). To define the semantics of TreeQL programs, we also need the notion of a forest, which is just a sequence of trees. We employ the following notational convenience. We use σ (t 1 , . . . , t n ), where t 1 , . . . , t n are trees, to denote a tree where the root is labeled with σ and the ith subtree is t i .
Types and DTDs
DTDs and their variants provide a typing mechanism for XML documents. We use several notions of types for trees.
Definition 2.1. Let be an alphabet and C a class of languages over . A DTD over with respect to C is a mapping that associates to each symbol σ in a language d (σ ) in C.
When is understood, we denote the class of DTDs with respect to C by DTD(C). Let d ∈ DTD(C). A -tree t satisfies d if for every node v of t with
Obvious examples of classes C are the regular languages (REG), the starfree regular languages (SF), and the context-free languages (CFL). When C are the regular languages, our notion of DTDs corresponds closely to the DTDs proposed for XML documents.
Example 2.2. Let d be a DTD(REG) specifying the structure of the exported LogiCars documents in Example 1.1, defined as follows:
Obviously, the tree depicted in Figure 1 satisfies d .
Usual DTDs in XML use regular languages to describe the allowed sequences of children of a node. However, weaker specification mechanisms are sufficient in many applications. We consider throughout the article several such alternative mechanisms, each yielding a restricted kind of DTD. To understand the rationale behind the restrictions, note that strings over alphabet can be viewed as logical structures over the vocabulary {<, (O σ ) σ∈ } where < is a binary relation and every O σ is a unary relation. A string w = σ 1 · · · σ n is represented by the logical structure ({1, . . . , n}; <, (O σ ) σ∈ ) where < is the natural order on {1, . . . , n}, and for each i, i ∈ O σ iff σ i = σ . It is well-known that regular languages are exactly those definable by Monadic Second-Order (MSO) logic 2 on the logical vocabulary of strings [Büchi 1960; Ebbinghaus and Flum 1995] . However, this is much more powerful than needed by most DTDs. In many cases, the required properties of valid strings can be expressed simply in First-Order logic (FO). This corresponds to a well-known subset of the regular languages, called star-free. There is a language-theoretic characterization of star-free languages: they are precisely described by the star-free regular expressions, which are build from single symbols, ∅, and using concatenation, union, and complement. The correspondence between the logical and language-theoretic definitions of star-free languages was shown by McNaughton and Papert [McNaughton and Papert 1971; Thomas 1997] . Note that d in Example 2.2 maps every symbol to a star-free language (the regular expressions used in the example are not star-free, but are obviously equivalent to star-free expressions since the languages they denote are definable in FO).
We will consider an even simpler class of DTDs, which specifies cardinality constraints on the tags of children of a node, but does not restrict their order. Such DTDs are useful when order is irrelevant for the given application. We use a logic called SL, inspired by Neven and Schwentick [1999] . The syntax of the language is as follows.
Definition 2.3. For every σ ∈ and natural number 3 i, σ =i and σ ≥i are atomic SL-formulas; true is also an atomic SL-formula.
Every atomic SL-formula is an SL-formula and the negation, conjunction, and disjunction of SL-formulas are also SL-formulas.
A string w over satisfies an atomic formula σ =i if it has exactly i occurrences of σ , and similarly for σ ≥i . Further, true is satisfied by every string. Note that the empty string is defined by σ ∈ σ =0 and the empty set by ¬true. Hence, we use ε and ∅ as shorthand in SL formulas. Satisfaction of Boolean combinations of atomic formulas is defined in the obvious way.
As an example, consider the SL formula
This expresses the constraint that a co-producer can only occur when a producer occurs. One can check that languages expressed in SL correspond precisely to properties of structures over the vocabulary {<, (O σ ) σ∈ } that can be expressed in FO without using the order relation, <. Thus, SL forms a natural subclass of the star-free regular expressions. We have so far defined DTDs and several restrictions. We next consider an orthogonal extension of basic DTDs, variants of which are also present in more recent DTD proposals such as XML-Schema [Beech et al. 1999; Biron and Malhotra 1999] . This is motivated by a severe limitation of basic DTDs: their definition of the type of a given tag depends only on the tag itself and not on the context in which it occurs. For example, consider the dealer's document tree in Figure 2 .
A DTD corresponding to it might be:
However, it may be natural for used car ads to have different structure than new car ads. There is no mechanism to do this using DTDs, since rules depend only on the name of the element, and not on its context. To overcome this limitation, extensions of DTDs provide mechanisms to decouple element names from their types and thus allow context-dependent definitions of their structure. Interestingly, this also leads to closure of the definable sets of trees under Boolean operations. We show one way to formalize the decoupling of names from types, using the notion of specialized DTD (studied in Papakonstantinou and Vianu [2001] and equivalent to formalisms proposed in Beeri and Milo [1999] and Cluet et al. [1998] ). Formally, we have: Definition 2.4. For a class of languages C, a specialized DTD over with respect to C is a tuple τ = ( , , d , µ) where (i) and are finite alphabets; (ii) d is a DTD over with respect to C; and (iii) µ is a mapping from to . A tree t over satisfies a specialized DTD
Here, we also denote by µ the homomorphism induced on strings and trees. When is understood, we denote the set of all specialized DTDs with respect to C by S-DTD(C).
Intuitively, provides for some a's in a set of specializations of a, namely those a ∈ for which µ(a ) = a. Interestingly, it turns out that the class S-DTD(REG) is precisely equivalent to the class of regular tree automata over unranked trees [Brüggemann-Klein et al. 2001; Papakonstantinou and Vianu 2001] . This is more evidence that specialized DTDs are a robust and natural specification mechanism.
For example, we can now write a specialized DTD distinguishing used car ads from new car ads in the dealer example as follows: = {dealer, UsedCars, NewCars, ad, model, year}, = ∪ {ad used , ad new }, µ is the identity on and µ(ad used ) = µ(ad new ) = ad and the mapping d is defined by:
Logic
Consider some fixed relational vocabulary S. A database over S is just a finite S-structure defined in the usual way [Abiteboul et al. 1995; Ebbinghaus and Flum 1995] . We denote the domain of a database A by dom(A). Furthermore, let L be a logic over S. We denote the free variables occurring in ϕ ∈ L by Free(ϕ).
In the sequel, L will usually be the set of conjunctive queries over S, denoted by CQ. Formally, a conjunctive query is a positive existential first-order logic formula ϕ(x 1 , . . . , x n ) having conjunctions as its only Boolean connective. Without loss of generality, we can assume a conjunctive query to be a formula of the form
where ψ is a conjunction of atomic formulas over S. The basic conjunctive queries do not contain equality.
We relax the definition of CQs by introducing the following notation. We denote by CQ with superscripts in {=, ¬} the conjunctive queries where ψ can contain equality and negations of atomic formulas, respectively. A conjunctive query is projection-free when there are no leading existential quantifiers.
Another logic frequently referred to in the sequel consists of the FO formulas of the form ∃x∀ȳϕ(x,ȳ) with ϕ quantifier-free. We denote this class by FO(∃ * ∀ * ). This is known as the Bernays-Schönfinkel-Ramsey prefix class (see, e.g., Börger et al. [1997] ). We denote by FO(∀ * ) the universal fragment of FO, that is, FO(∃ * ∀ * )-formulas without existential quantifiers. Finally, we recall the following technical notion. For a finite sequence of variables X , an X -substitution θ for database A is a mapping from the variables in X to dom(A). Letx be a sequence of variables not occurring in X and letā be a sequence of as many elements of dom(A). Then, θ ∪ {x →ā} denotes the (X ∪ {x})-substitution that maps each x i to a i and every y ∈ X to θ( y).
Integrity Constraints
In relational databases, one usually considers databases satisfying some integrity constraints [Abiteboul et al. 1995] . These are sentences in a specific logic. A database A satisfies a set of constraints , if A |= ϕ for every ϕ ∈ . We mainly consider constraints specified in FO(∃ * ∀ * ). Note that they encompass functional dependencies (FDs), but not, for instance, inclusion dependencies (IDs). Recall that FDs are expressions of the form X → Y where X and Y are sets of attributes of a relation, and X → Y holds in a relation if whenever two tuples agree on X they also agree on Y . IDs are of the form
where R and S are relation symbols, and i 1 , . . . , i k and j 1 , . . . , j k are natural numbers less than or equal to the arity of R and S, respectively. A database satisfies the above inclusion dependency iff π i 1 ,...,i k (R) ⊆ π j 1 ,..., j k (S) where π denotes projection as usual. An inclusion dependency is unary when k = 1. A set of IDs is cyclic iff either one of the following holds -contains a dependency of the form
A set of IDs is acyclic when it is not cyclic. Acyclic IDs arise naturally in practice, for example in relational representations of class hierarchies of object-oriented databases (e.g., see Abiteboul et al. [1995] ). We denote the class of acyclic inclusion dependencies by AcIDs.
TreeQL
The transformation language we consider defines mappings of relational databases to trees and is an abstraction of the language used by SilkRoute [Fernandez et al. 2000] . We refer to it as TreeQL. The queries are trees whose nodes are labeled with symbol-formula pairs. Denote by × L the set of pairs (σ, ϕ(x)) with σ ∈ , and ϕ(x) a formula in L. TreeQL programs are trees in T ( ×L)∪ . In the following definition, we denote by formula(v) the formula associated to a node v.
• N. Alon et al. The TreeQL abstraction of the SilkRoute query in Example 1.1 of the introduction is shown in Figure 3 . Note that the TreeQL version of the query does not specify the data values associated to nodes in the answer tree. This can be done in any number of ways, but is left unspecified as it is immaterial to the typechecking problem we are investigating. The formal syntax and semantics of TreeQL are provided below.
-the root is labeled with an element from ; -every nonroot node is labeled with an element from × L; and, -Free(formula(v)) ⊆ Free(formula(v )), for all nonroot nodes v and v where v is a descendant of v.
The role of the last condition is to enforce grouping of children according to bindings of the variables in their parent node.
If L or are clear from the context or not important, we sometimes omit them.
Definition 2.6. Let A be a database over S, P a TreeQL program, and < a total order on dom(A) and the variables occurring in P .
Let θ and θ be two X -substitutions where X is the set of variables {x 1 , . . . , x n }. Assume x i < x j for all i < j . We say that θ < θ iff the string
The tree P (A, <) generated by P from A and < is now defined as follows:
-The root is (root(P ), ∅).
-The nonroot nodes consist of pairs of the form (v, θ ) where v is a nonroot node of P and θ is an X -substitution (where X = Free(formula(v))) such that A |= ϕ[θ ] for every formula ϕ labeling v or labeling an ancestor of v in P . -The edges in P (A, <) are ((v, θ ), (v , θ )) such that v is a child of v in P and θ is an extension of θ. -Sibling nodes in P (A, <) are ordered as follows: if v and v are siblings in P and v occurs before v , then all nodes (v, θ ) occur before all nodes (v , θ ) in 
Example 2.7. To illustrate the above definitions, let P be the TreeQL query in Figure 3 . Suppose that the database A consists of the two relations CAR and STOCK in the introduction, and let < be the alphabetical order. Then, P (A, <) is the tree depicted in Figure 1 . To understand how this tree is constructed, we show (part of) it again in Figure 4 , this time showing for each node the variable substitution generating it. As shorthand, we use { } in the figure to denote the fact that the variable substitution of a node is the same as that of its parent. Note that, in this example, the ordering does not affect the output.
We remark that SilkRoute's mapping language [Fernandez et al. 2000] , of which TreeQL is an abstraction, also allows to output data values occurring in the input database as labels of leaves in XML documents. However, since our focus is on typechecking and output types do not constrain data values, we choose to omit them from the formalism. Example 2.8. As another example, let P be the TreeQL-program in Figure 5 .
Consider further a database
, and the natural order < on {0, . . . , 9}. Then P (A, <) is a tree whose root has 10 children labeled b followed by 55 children labeled c and followed by 55 2 = 3025 children labeled d .
An Extension: TreeQL with Virtual Nodes
We use an extension of TreeQL that allows programs to define "temporary" nodes, that are eliminated in the final answer. We call these virtual nodes. While this feature is not supported by Silkroute, it is a useful construct that has been proposed in Beeri and Milo [1999] and Milo and Zohar [1998] . To see why virtual nodes are useful, consider again the dealership relational database in Example 1.1 and assume we now wish that the exported XML file obey the following DTD.
Thus, the exported file must contain, for each brand, a list of triples consisting of car name, price, and quantity. Note the difference with the original DTD: these triples are no lnger nested within <car> elements. It is easy to see that this cannot be defined by any TreeQL program, because the program cannot group the car names, prices, and quantities as required. Indeed, the sequence of labels of the children of any node in a tree generated by a TreeQL program always satisfies a pattern of the form σ * 1 · · · σ * n , where every σ i is a -symbol. However, suppose we can use temporary nodes, identified by a special label #. Consider the query P v in Figure 6 . The query is similar to that of Figure 3 , except that it produces, for each triple of car name, price, and quantity, a parent node labeled by # rather than by car.
The desired ordered sequence of car name, price, and quantity triples can now be obtained by a "flattening" operation that eliminates the # nodes and concatenates their children.
More formally, let # be a special symbol not occurring in . We denote by # the set ∪ {#}. The symbol # will be used to specify virtual nodes. The function λ # maps trees to forests by recursively eliminating #-labeled nodes as follows: Let t be the tree σ (t 1 , . . . , t n ). Then
Definition 2.9. A TreeQL(L, ) program P with virtual nodes is a TreeQL(L, # ) program where lab(root(P )) = {#}. We denote the set of all such programs by TreeQL virt (L, ). The tree generated by P from A and < is defined as λ # (P (A, <)), and denoted, by slight abuse of notation, also by P (A, <).
To continue with our running example, for the database A consists of the relations CAR and STOCK in the introduction, and for the alphabetical order <, P v (A, <) is the tree depicted in Figure 7 , and λ # (P v (A, <)) is the tree in Figure 8 . To save space, we abbreviated some of the labels.
Typechecking
We next formalize the central problem of this article. Figure 3 (Example 2.7) does not typecheck with respect to d . The reason is that there is no constraint enforcing, in the STOCK relation, a single quantity for each car name. Indeed, suppose we add a tuple (Fiesta, 6) to STOCK. Then, we obtain a tree of the form depicted in Figure 9 , which does not conform to the DTD because the leftmost car node has two children labeled quantity.
However, when we add the constraint
P typechecks with respect to d and .
Recall that by our definition, P typechecks with respect to d and iff P (A, <) ⊆ L(d ) for every database A that satisfies and every total order < on 
dom(A).
The reason for requiring correctness of the answer for every ordering of the input is that in practice, some arbitrary ordering of the input is made up in order to translate an unordered relational into an ordered XML document. However, it is of interest to note that for DTDs without specialization, correctness of the answer for every input ordering is implied by correctness of the answer for some arbitrary input ordering, as stated next.
PROPOSITION 2.13. Let d be a DTD (without specialization) and P be an TreeQL program. Suppose there exists a total ordering < of the input
The proof follows immediately from the definition of TreeQL programs and the fact that DTDs without specialization do not enforce constraints across multiple levels in the answer tree. Proposition 2.13 no longer holds for specialized DTDs. Indeed, consider the specialized
Intuitively, this specialized DTD requires that the first a should have one b-labeled child while all subsequent a's should have no children. Let P be the program let A be the structure E := {(1, 3), (3, 5), (2, 4)}, and let < asc and < desc be the ascending and descending ordering of {1, 2, 3, 4, 5}, respectively. Hence, P (A, < asc ) is
Clearly, the first tree satisfies d while the second does not.
The typechecking problem is parameterized by (1) the fragment of TreeQL; (2) the output type; and (3) the integrity constraints. Therefore, we denote by
the above decision problem where R is a fragment of TreeQL or TreeQL virt , D is a class of output types, and IC is a class of integrity constraints. To reduce notation, we abbreviate TreeQL(L) and TreeQL virt (L) by L and L virt , respectively; and, we abbreviate DTD(C) and S-DTD(C) by C and C spec , respectively.
Remark 2.14. Clearly, TC [L, D, IC] is undecidable for any logic L for which satisfiability is undecidable. Indeed, for a sentence ϕ ∈ L, consider the program with an output type d that maps d (result) to {ε} (namely the language containing the empty string as a single word) . Then ϕ is satisfiable iff the program does not typecheck with respect to d .
In the sequel, we focus on conjunctive queries, which correspond to the widely used select-project-join queries in SQL. As shown in Section 5, the typechecking problem quickly becomes undecidable. Nevertheless, as shown in the next section, we obtain decidability and even tractability for a large class of transformations.
DECIDABILITY
We present in this section our decidability results on typechecking TreeQL queries:
(i) We show that typechecking is decidable for TreeQL(CQ =,¬ ) programs, integrity constraints in FO(∃ * ∀ * ), and star-free output DTDs. The proof yields a CONEXPTIME upper bound. In Section 4, we provide the matching lower bound.
(ii) Typechecking remains decidable for DTDs with full regular expressions when the queries are restricted to projection-free CQs and the integrity constraints to FDs. The proof is based on Ramsey theory and yields a nonelementary upper bound. It is open whether this can be improved.
In Section 5, we show that the above decidability results are essentially tight: slight increase of the power of the DTDs or the integrity constraints leads to undecidability. However, it remains open whether in (ii) above, the restriction to projection-free CQs is required. We begin by introducing some notation needed in the decidability proofs (Theorems 3.2 and 3.6, below). We use in the followingv to denote a vector of nodes in the query tree,x (respectively,ȳ) to denote a vector of formula variables andā (respectively,b) to denote a vector of database values.
Definition 3.1. Let R be a TreeQL-program, d a DTD, and a set of constraints such that R does not typecheck with respect to d and . Consequently, -there is a pathv :
in that order; and -there is an A with elementsā :
We say that (v, A,ā) is a breakpoint for R, d , and .
We next consider the typechecking problem for TreeQL programs using conjunctive queries with equality and negation, star-free output DTDs, and integrity constraints in FO(∃ * ∀ * ).
PROOF. The roadmap of the proof is as follows: The main idea is to show that for every TreeQL program R that does not typecheck with respect to d and there exists some breakpoint of size exponential in |R| + |d| + | |. To this end, we first prove a lemma describing the fine structure of a possible breakpoint. All conditions required for a breakpoint (except the integrity constraints ) are existential. Therefore, if some breakpoint involving a structure A exists, the existential conditions have witnesses drawn from A. We then use the witnesses to construct a smaller breakpoint involving a substructure B of A, whose size is bounded as desired. Finally, a standard argument shows that holds in B, because of the form of Bernays-Schönfinkel-Ramsey formulas.
Let R be a TreeQL(CQ =,¬ ) program, let d ∈ DTD(SF), and let be a finite set of FO(∃ * ∀ * ) sentences. Suppose that R does not typecheck with respect to d and . Then, there exists a breakpoint (v, A,ā) for R, d and . We use below the notation introduced in Definition 3.1.
Let d (σ k ) be represented by the star-free regular expression r. So, δ
The next lemma characterizes the structure of star-free regular expressions of the above form. We first extend the star-free regular expressions by the constructs σ =i and σ ≥i . These denote the languages {σ i } and {σ j | j ≥ i}, respectively. As the proof is straightforward but technical, we defer it to the appendix. We denote the length of a regular expression s by |s|. · · · δ * n j n n where each * i ∈ {=, ≥} and
We next show there is a substructure B of A of size exponential in |R| + |d | + | |, such that (v, B,ā) is a breakpoint for R, d and . In particular, B satisfies (1) and (2). To see this, we introduce some notation. Let
We next identify a subset E of the domain of A such that A |E satisfies (1) and (2). Recall that A |E is obtained from A by restricting every relation to its tuples using only elements in E. The set E is the union of three sets E 1 , E 2 , and E 3 , defined next.
For each ∈ {1, . . . , p}, letā α be a tuple such that A |= ∀ȳ α α (ā α ,ȳ α ). As A satisfies , such elements can always be found. Let E 1 := {ā α | = 1, . . . , p}. Recall thatā in the breakpoint (v, A,ā) is of the formā 1 , . . . ,ā n . For each i ∈ {1, . . . , k}, letā ϕ i be a tuple such that A |= γ i (ā 1 , . . . ,ā i ,ā ϕ i ). As (v, A,ā) is a breakpoint, such tuples can always be found. Let E 2 := {ā
Note that the size of E := E 1 ∪ E 2 ∪ E 3 is at most polynomial in |R| + |d| + | |. Hence, the size of A |E is exponential in |R| + |d| + | |.
Moreover, A |E |= . The latter follows by a standard argument (see, e.g., Proposition 6.2.17 in Börger et al. [1997] Finally, let B equal A |E . In view of the above, (v, B,ā) is a breakpoint for R, d , and and the universe of B is polynomial in |R| + |d| + | |. In summary, whenever a breakpoint (v, A,ā) exists for R, d , and , there is another breakpoint (v, B,ā) for which the universe of B is polynomial in |R| + |d| + | |. As the number of tuples in B can be exponential, this leads to the following NEXPTIME algorithm for computing a counterexample: guess a structure B together with an ordering < of its domain, and verify that B satisfies and that P (B, <) ∈ L(d ). Note that the verification phase can be done in PSPACE with respect to B, R, d and , so in EXPTIME with respect to |R| + |d| + | |.
Remark 3.4 (i) In the proof of Theorem 3.2, the structure B constructed for the counterexample breakpoint (v, B,ā) has universe polynomial in |R| + |d| + | | and size exponential in the same. This assumes, in particular, that the schema of the relational database is part of the input to the typechecking problem. If, to the contrary, the input schema is considered fixed, then the size of B remains polynomial in |R| + |d| + | | and the typechecking problem is in PSPACE with respect to the same.
(ii) It is easily seen that the above proof extends to TreeQL programs with FO(∃ * )-formulas rather than CQs. The former are FO(∃ * ∀ * )-formulas without universal quantifiers. Proposition 5.5 suggests that it is unlikely that typechecking remains decidable for further extensions of the logic used by TreeQL programs.
The next result shows that typechecking remains decidable even when DTDs use full regular languages, as long as the conjunctive queries in the TreeQL program are restricted to be projection-free and the constraints are universal formulas. The proof is nontrivial and is based on Ramsey's Theorem. It is similar and follows from the proof of an analogous but harder result in Alon et al. [2001] . We provide here the direct, simpler variant of the proof for the reader's convenience.
We make use of the following extension of Lemma 3.3.
LEMMA 3.5. Let δ 1 , . . . , δ n be symbols and let ν = (k 1 , j 1 ), ..., (k n , j n ) be a vector of n pairs of natural numbers. We denote by L ν the language consisting of all words of the form δ
where each α i is a natural number, 1 ≤ i ≤ n. For each regular language r over alphabet {δ 1 , . . . , δ n }, there exists a finite set Vec(r) of vectors of pairs of natural numbers as above such that r ∩ δ *
The proof of the lemma is straightforward and provided in the appendix. We can now show our next decidability result. THEOREM 3.6. TC [projection-free CQ =,¬ , REG, FO(∀ * )] is decidable.
PROOF. As in the proof of Theorem 3.2, we show that whenever there exists a breakpoint for an instance of the typechecking problem, there is also one whose size is bounded by some function in the size of the instance. Let d ∈ DTD(REG) and let R be a projection-free TreeQL(CQ) query. To simplify, we initially assume there are no constraints, that is, = ∅. The general case is considered afterwards.
Assume (v, A,ā) is a breakpoint for R and d (with the empty set of constraints), as defined in Definition 3.1. We use the notation introduced there. Let d (σ k ) be represented by the regular expression r. So, δ
n is in the regular languager = ¬r ∩ δ * 1 · · · δ * n . It follows from Lemma 3.5 thatr is a union of languages, each described by a vector of n pairs of natural numbers (k 1 , j 1 ) , . . . , (k n , j n ), restricting the number of the δ l 's in every string to be k l + (α l × j l ) for some natural number α l .
As (v, A,ā) is a breakpoint, there exists a vector V = (k 1 , j 1 ), . . . , (k n , j n ) such that for all l = 1, . . . , n,
for some natural number α l .
We will be interested in substructures of A that have the same property. More formally, Definition 3.7. For a breakpoint (v, A,ā) and a vector V as above, we say that substructure A of A has the the modulo property with respect to (v, A,ā) and V if for all l = 1, . . . , n,
For brevity, when (v, A,ā) and V are clear from the context, we omit them and simple say that A has the the modulo property.
We next show that if the size of A is larger than some fixed number M (R, d ), depending on the input, then there is always a strictly smaller substructure with the modulo property. This provides an upper bound on the size of the minimum counterexample. As discussed later, the number M (R, d ) is nonelementary with respect to R and d .
Let N be the set of elements in dom(A) consisting of the following:
(1) all the elements in the vectorā, (2) for every δ l with corresponding pair (k l , j l ), all the domain elements appearing in some arbitrarily chosen subrelation of size
It is easy to see that the size of N is bounded by the input independently of A. Indeed, (1) generates at most |R| elements, as the number of variables is bounded by |R|; and, (2) generates at most k l × |R| elements for each l . We show that if dom(A) − N is larger than some integer M (R, d ) then it contains a non-empty set of elements X , disjoint from N , such that the database A obtained from A by removing all the tuples containing elements in X still has the modulo property. As dom(A ) = dom(A) − X , its size will be smaller than M (R, d ).
We use the following notation: To each element u ∈ dom(A), we associate a vector t u = (t Note that each vector associated to a set of elements can be viewed abstractly as a color. We can then apply Ramsey's Theorem, (stated below for convenience), and its Corollary 3.9. Indeed, it follows from Corollary 3.9 that for every number m, if dom(A) is larger than some integer M (m, R, d ), then there exists a set X of m elements in A, disjoint from N , such that for every p ≤ |R|, all subsets of X of size p have the same associated vector. There may be different vectors for different p's, but all subsets of the same size p have the same vector. Now, consider the structure A obtained from A by removing all the tuples containing elements in X . Observe that since the query is projection-free, each element in X deleted from dom(A) affects precisely the tuples in {b | A |= ψ l (ā,b)} in which it appears. Moreover, since R is projection free and since none of the elements in N are deleted, the following holds: -A |= ϕ i (ā 1 , . . . ,ā i ) for each i = 1, . . . , k; and -for every δ l for which the corresponding pair is (k l , j l ) with j l = 0, the set {b | A |= ψ l (ā,b)} contains exactly k l tuples.
To show that A has the modulo property, it remains to prove that for every δ l where j l > 0, the relation {b | A |= ψ l (ā,b)} is of size k l + α l × j l for some natural number α l . To see this, we compute the number of tuples deleted from {b | A |= ψ l (ā,b)} as a consequence of removing X from dom(A). If we show that this number is zero modulo j l , we are done.
The total number of tuples deleted from {b | A |= ψ l (ā,b)} is described by the following inclusion-exclusion formula
where for i = 1, . . . , |ȳ l |, However, some tuples are counted several times, since they contain several elements of X . To fix this, we subtract, for every pair of elements in X , the number of tuples in which the two elements appear together. As every subset of two elements has the same associated vector, denoted by (c 2 1 , . . . , c 2 n ), the total number of tuples that contain at least two elements in X is of the form α
Note that we again subtracted too much. Indeed, the tuples containing three or more elements in X were counted several times. To fix this we add, for each triple of elements, the number of tuples in which the three elements appear together. As above, this is α Since the maximum number of elements in a tuple is bounded by |ȳ l | (which is bounded by |R|), the inclusion/exclusion sum stops when we reach that size. Now, let us choose m to be n l =1 j l × (|R|!). This means that each element in ( * ) is divisible by j l . So, the total number N l of tuples that we lost is divisible by j l . It follows that A still has the modulo property.
To conclude, we review Ramsey's Theorem, and the corollary used in the above proof. THEOREM 3.8. (Ramsey's Theorem) [Graham et al. 1990 , see also Ramsey 1929, pp. 7-9] . Now, observe that, in the proof above, we simply need to view each possible vector attached to a set domain elements as a color. The number w of available colors is then j 1 ×...× j n (node that these numbers depend on R and d ); k = |R|; and, m = n l =1 j l × (|R|!). The rest follows immediately from Corollary 3.9. Recall that so far we assumed no constraints. However, as A is a substructure of A it readily follows that every universal formula satisfied by A is also satisfied by A . Hence, the proof also works for universal constraints.
The proof yields a nonelementary upper bound. It is open whether this can be improved. It also remains open whether the projection-free restriction can be removed or whether the class of constraints can be extended.
COMPLEXITY
In this section, we provide several lower bounds for the complexity of typechecking. We also exhibit a practically significant restriction for which typechecking is in PTIME.
Theorem 3.2 provides an upper bound of CONEXPTIME on the complexity of typechecking under certain restrictions. We next prove a matching lower bound for the case when negation and inequality are allowed in CQs. However, we show that even without these, typechecking remains intractable, more precisely DPhard.
4 By further restricting the structure of CQs and SL-formulas, we obtain a PTIME algorithm for typechecking. To this end, define SL r as the fragment of SL where there are no occurrences of the form σ =i and all occurrences of the form σ ≥i are such that i ∈ {0, 1}. We abbreviate σ ≥1 simply by σ . This fragment already suffices to obtain the next lower bound.
PROOF. The proof consists of a reduction from the satisfiability problem of FO(∃ * ∀ * ) sentences without equality which is known to be hard for NEXPTIME (see, e.g., Theorem 6.2.21 in Börger et al. [1997] ), to the complement of the typechecking problem.
Let ϕ be a formula of the form ∃x 1 , . . . , 
Remark 4.2. In the above proof, it is possible to eliminate the sets D i at the expense of introducing equality. Indeed, we could replace the node (D,
Although it is unclear whether in Theorem 4.1, negation can be dispensed with, we show that in any case the complexity of the problem, even for the standard case, remains intractable. Indeed, one can easily reduce the containment of conjunctive queries and propositional validity to typechecking. In the sequel, CQ = denotes CQ with inequality. The proof of the next proposition is straightforward.
(1) Let ϕ be a formula in propositional logic over the variables x 1 , . . . , x n . Let Q 1 and Q 2 be two conjunctive queries. It is well known that testing whether ϕ is valid, and testing whether Q 1 ⊆ Q 2 , are hard for CONP and NP, respectively (see, e.g., Papadimitriou [1985] and Abiteboul et al. [1995] ).
Let R be the TreeQL program defined as follows: . Note that the set X i assigns a truth value to the variable x i . More precisely, x i is true iff X i is nonempty. Clearly, R typechecks with respect to d iff ϕ is valid and Q 1 ⊆ Q 2 . Indeed, suppose R typechecks with respect to d . Then for every input database A over X 1 , . . . , X n and the relations occurring in Q 1 and Q 2 , and for every ordering <, R(A, <) satisfies d . By construction of d , this implies that every truth assignment to the variables x i satisfies ϕ. Moreover, every a appearing as a child of result also has a b child. Hence, Q 1 is contained in Q 2 . Conversely, it is easy to see that R typechecks with respect to d if ϕ is valid and Q 1 ⊆ Q 2 .
(2) The proof is by reduction of containment of conjunctive queries with inequalities, which is known to be The proof of Proposition 4.3 implies that, in order to have a PTIME algorithm for typechecking, we must at least restrict the queries so that testing containment is in PTIME and that validity of the SL r formulas used must be in PTIME. We present one set of restrictions that leads to a PTIME typechecking test. Let CQ k denote the conjunctive queries in FO k , that is, the set of conjunctive queries using at most k variables. Such queries can be evaluated in combined complexity PTIME [Immerman 1982; Vardi 1995] . We restrict TreeQL programs as follows: there exists some k such that, for each node v in the program, the conjunction of all queries of nodes along the path from root to v is in CQ k . Furthermore, no distinct siblings v, v in the query tree have labels (a, ϕ) and (a, ϕ ) for the same a ∈
. We call such a program k-bounded and denote the set of k-bounded TreeQL programs by TreeQL k . Finally, we also need a restriction on the SL r formulas used in the DTD: they are in conjunctive normal form. We call such SL r formulas conjunctive.
The fragment CQ k appears to be a practically useful one. Note that the only semantic restriction in the definition is that siblings cannot have the same label. However, this appears to be frequently satisfied in natural queries. For instance, the query of Figure 5 , as well as the query of Example 1.1, shown in Figure 3 , satisfy this condition. The number k is a parameter that can be computed for each query. For example, the query of Figure 5 belongs to CQ 4 . The query of Figure 3 belongs to CQ 8 (the bound variables occurring in several formulas have to be renamed to satisfy the definition, which explains that k is larger than 6, the number of variables used in Figure 3) .
PROOF. Let R be a TreeQL k program and let d be a DTD using conjunctive SL r formulas. We assume without loss of generality that no bound variable occurs in two distinct formulas of R. For every nonleaf node v of R, we do the following. Let d (lab(v)) = ϕ v , where ϕ v = ∧ i C i and each C i is a disjunction of positive or negated a i 's. Further, let γ be the conjunction of the formulas occurring in labels along the path from root to v. The program typechecks with respect to v if for every input, the sequence of children of v in the output satisfies each of the C i 's. So it is enough to typecheck separately with respect to each of the C i 's. Each C i is of the form a 1 ∨ · · · ∨ a n ∨ ¬b 1 ∨ · · · ∨ ¬b m . For each a ∈ , let ψ a denote the formula associated to the unique child of v labeled with a. There are three cases to consider:
(1) n > 0 and m > 0. Then C i is (b 1 ∧ · · · ∧ b m ) → (a 1 ∨ · · · ∨ a n ). We must check that
where the ∃ quantify all variables on the left-and right-hand sides, respectively, except the free variables occurring in γ . From standard conjunctive query techniques (e.g., see Abiteboul et al. [1995] ), it follows that the above holds iff there exists j such that
This in turn holds iff the result of evaluating the conjunctive query ∃(ψ a j ∧γ ) on the canonical structure associated to the matrix
(2) m = 0. This amounts to testing that ∃((ψ a 1 ∧ γ ) ∨ · · · ∨ (ψ a n ∧ γ )) is true on every input. This is false on the empty input, so the program does not typecheck.
is always satisfiable, this never typechecks.
Clearly, each of the steps outlined above is polynomial with respect to R and d . The fine-grained complexity analysis depends, of course, on the specific data structures used and the assumptions on the set of operations that can be performed in constant time. Roughly speaking, the straightforward algorithm implementing the above takes time O(|d | 2 |R| k+3 ). This breaks down as follows:
-the iteration through the nonleaf nodes v of R takes time O(|R|); -the iteration through the conjuncts C i of ϕ v is O(|d |); -for each disjunct, steps (2) and (3) can be assumed to be O(1), as they can be merged with the above; -for step (1), the iteration through all disjuncts a i takes time O(|d |); -testing each implication
by evaluating the query ∃(ψ a j ∧ γ ) on the canonical structure associated to the matrix of
. The |R| k factor is due to iterating through the possible assignments to the k variables of ∃(ψ a j ∧ γ ), and the |R| 2 factor is due to checking that every ground atom in the matrix of ∃(ψ a j ∧ γ ) for a given variable assignment is also a ground atom in the matrix of ∃(ψ b 1 ∧ · · · ∧ ψ b m ∧ γ ) for the same variable assignment.
Remark 4.5. The typechecking algorithm for TreeQL k programs outlined in the proof of Theorem 4.4 is polynomial for fixed k, with k in the exponent. This worst-case bound suggests that typechecking could become intractable for all but small values of k. However, this analysis is quite conservative. In practice, typechecking is likely to remain feasible even for fairly large values of k. Indeed, item (3) in the above proof, which is responsible for the presence of k in the exponent, can be implemented simply by evaluating a straightforward SQL query corresponding to ∃(ψ a j ∧ γ ) on the database corresponding to the matrix of ∃(ψ b 1 ∧ · · · ∧ ψ b m ∧ γ ). The number of variables used in the SQL query (and thus the number of joins in the resulting relational algebra expression implementing the query), is bounded by k. SQL queries with large number of variables are routinely run in practice, and are feasible due to relational query optimization techniques. Lastly, note that the database corresponding to the matrix of ∃(ψ b 1 ∧ · · · ∧ ψ b m ∧ γ ) is likely to be very small compared to typical databases on which SQL queries are run.
UNDECIDABILITY RESULTS
We have seen in the previous section that TC[CQ ¬,= , SF, FO(∃ * ∀ * )] is decidable. This is a fairly tight bound. Indeed, we next show that even minor extensions lead to undecidability. We consider several extensions of the output DTDs, TreeQL queries, and integrity constraints. Specifically, we consider (i) specialization, (ii) virtual nodes, (iii) FO(∃ * ∀ * ) formulas, and (iv) acyclic inclusion dependencies (AcID), and show that typechecking becomes undecidable with each of these extensions. Another parameter in the formalism is the class of string languages used by DTDs. Recall that decidability still holds if we replace SF by REG when restricting to projection-free CQs and omit integrity constraints. We show that this most likely cannot be extended beyond REG: allowing deterministic CFLs (DCFL) in DTDs leads to undecidability.
We first consider the impact of augmenting DTDs with specialization. We illustrate the reduction in Example 5.2.
PROOF. We use a reduction from finite validity of first-order logic formulas without equality over directed graphs, which is well known to be undecidable (see, e.g., Börger et al. [1997] ). The finite validity problem is to check, given an FO formula ϕ, whether A |= ϕ for every finite graph A with nonempty universe. Assume ϕ = 1 x 1 · · · n x n δ(x 1 , . . . , x n ), where each i is ∃ or ∀ and δ is quantifier-free, and the vocabulary of ϕ is a binary relation E providing the edges of the graph. To avoid having equalities in our CQ's, we introduce, in addition to the graph relation E, a unary relation D that will contain the universe of the graph. Next, we modify ϕ to quantify explicitly over D. Therefore, denote by ϕ the formula obtained from ϕ by recursively replacing each occurrence of a subformula of the form ∃x i ψ by ∃x i (D(x i ) ∧ ψ), and each occurrence of a subformula of the form ∀x i ψ by ∀x i (D(x i ) → ψ). Hence, ϕ is an FO formula over the vocabulary {E, D} where D is a unary relation and E a binary edge relation. Clearly, ϕ is valid iff ϕ is valid. This modification allows us to avoid using the equality x = x in our TreeQL program to define the domain, and instead to simply state D(x). We can assume that δ is in disjunctive normal form, that is, of the form formula. For a negated atomic formula N , we denote the unnegated formula byÑ . Recall that atomic formulas can only be of the form E(x i , x j ).
Consider the TreeQL(CQ) program R depicted in Figure 10 . We denote bȳ L i the sequence of m i + 1 nodes labeled as follows:
Recall that the first component of each pair is a label while the second one is a formula. Intuitively, every occurrence of an X i in the output tree represents a value assignment for the variable x i . More specifically, a node (v, θ ) in R(A, <) labeled X i specifies in θ a value assignment for the variables x 1 , . . . , x i , 1 ≤ i ≤ n. 6 The specialized DTD then checks the quantification pattern of ϕ. For instance, if the prenex of ϕ looks like ∃x 1 ∀x 2 ∃x 3 , then the specialized DTD should verify that there is an X 1 -node such that for all its X 2 -children there is an X 3 -node that satisfies δ. We make use of the alphabet = {Y i , Z i | i ∈ {1, . . . , n}} ∪ {result}. If the specialized DTD assigns the label Y n to a node (v, θ) in R(A, <) with lab(v) = X n , then A |= δ(θ ). Further, for each i = 2, . . . , n − 1, if the specialized DTD assigns the label Y i to a node (v, θ ) in R(A, <) with lab(v) = X i then A |= i+1 x i+1 · · · n x n δ(θ). Consequently, if 1 = ∃, then at least one child of the root (labeled result) should be a Y 1 ; otherwise, if 1 = ∀, then all children of the root should be Y 1 's. So Y 's stand for marked values assignments. Similarly, Z 's will stand for unmarked ones.
We have the following specialized DTD. Define
6 Recall the definition of nodes in the output tree R(A, <).
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Here, ε makes sure the empty graph typechecks. Note that the expression Y i ∧ ¬Z i means that there is at least one child and all children should be labeled
A is the empty structure. Hence, ϕ (and ϕ) is valid iff R typechecks with respect to d .
Example 5.2. We illustrate the reduction in the proof of Theorem 5.1 by an example. Let ϕ := ∀x 1 ∃x 2 E(x 1 , x 2 ). We construct ϕ by restricting quantification over D. So, ϕ is of the form ∀x 1 (D(x 1 ) → ∃x 2 (D(x 2 ) ∧ E(x 1 , x 2 )). The latter formula is equivalent to ∀x 1 ∃x 2 (¬D(x 1 ) ∨ (D(x 2 ) ∧ E(x 1 , x 2 ))) which is in disjunctive normal form. The TreeQL program R is depicted in Figure 11 . For clarity, we enclosed formulas occurring as labels with brackets. The DTD d is defined as follows: PROOF. As in the proof of Theorem 5.1, we reduce the problem of validity of FO sentences to the typechecking problem. Thus, let ϕ be an FO formula over graphs. We construct a TreeQL program R with virtual nodes and using only projection-free CQ formulas, and a star-free DTD d such that A |= ϕ iff R(A, <) satisfies d , for every nonempty graph A.
We use the same notation as in the proof of Theorem 5.1. Thus, let ϕ be constructed from ϕ in the same manner, and let L i andL i be defined in the same way. The idea of the reduction is similar. In the proof of Theorem 5.1, the answer to R consists of a tree whose internal nodes result from instantiating the variables x 1 , . . . , x n of the formula ϕ , and whose leaves provide the ground matrix of ϕ for each complete instantiation of the variables. Then specialization is used to check the formula, following its quantification pattern. This time, however, we cannot use specialization. To overcome this, we use virtual nodes to obtain, as an answer to the query, a string that essentially encodes the tree constructed in the previous proof. In particular, we use markers X i andX i to make explicit the scope of the quantification of x i in the formula, and the scope of each instantiation. Then, the quantification pattern of the formula can be checked using a star-free regular expression applied to the string. More precisely, let R be the TreeQL virt program depicted in Figure 12 . Intuitively, R works as follows: Due to the virtual nodes, the answer to R on input (A, <) is a flat tree consisting of a string w under the root. Suppose the universe of A (ordered by <) is a 1 , . . . , a k . The string w is a concatenation of strings w 1 · · · w k where each w j is of the form X 1 αX 1 and corresponds to all valuations θ of for which θ (x 1 ) = a j . Each α is in turn a concatenation of words of the form X 2 βX 2 , one for each valuation of x 2 , and this is repeated recursively. The innermost strings that are generated correspond to complete valuations θ of x 1 , . . . , x n , and consist of θ (L 1 ) · · · θ(L k ), where each θ (L i ) is the concatenation of the labels inL i for which the corresponding formula is true for θ.
To verify satisfaction of ϕ , it is enough to verify satisfaction of the matrix for its quantification pattern. For example, if x 1 is existential in ϕ , we need to find at least one minimal substring X 1 αX 1 of w (α does not contain X 1 orX 1 ), corresponding to an instantiation of x 1 for which the remainder of the formula holds. If x 1 is universal, this has to be verified for every such minimal substring X 1 αX 1 . It turns out that the above can be specified using a star-free regular expression. However, instead of devising directly the star-free expression, it is more convenient to construct an FO formula over strings that defines the desired property. By a Theorem of McNaughton and Papert [McNaughton and Papert 1971; Thomas 1997; Ebbinghaus and Flum 1995] , each FO formula on strings is equivalent to a star-free regular expression.
We next describe the construction of the FO formula over strings. The formula mimics closely ϕ , and in fact can be constructed directly from ϕ by appropriately modifying it. As explained in Section 2, formulas over strings use the vocabulary {<, (O σ ) σ∈ }. We start by introducing some notation. We denote by x 1 , x 2 ∈]x , x r [, the formula
expressing that x 1 , x 2 belong to the interval ]x , x r [. In the sequel we use variables x i and x r i , which will be interpreted by matching markers X i andX i , respectively.
Let ϕ be the formula obtained from ϕ by recursively replacing every subformula of the form ∃x i α (for i > 1) by
Then, replace ∃x 1 α and ∀x 1 α by
respectively. So far, ϕ has translated all quantifications of ϕ , but has left unchanged its quantifier-free part δ(x 1 , . . . x n ). Finally, let ϕ be the sentence obtained from ϕ by replacing the quantifier-free part δ(x 1 , . . . , x n ), by
Define the DTD as mapping result to the language defined by ϕ , which is star-free as mentioned above. Clearly, ϕ is valid iff for every A with ordering <, w |= ϕ for R(A, <) = result(w). Hence, R typechecks iff ϕ is valid.
Theorems 5.1 and 5.3 highlight an interesting trade-off between specialization in output DTDs and virtual nodes in queries.
The undecidability result in Theorem 5.3 requires DTDs using SF formulas. The next proposition shows that restricting the DTD language to SL renders typechecking decidable, even when virtual nodes are allowed, the queries in the program can use equality and negation, and the input is constrained by FO(∃ * ∀ * formulas. Define the function ρ that maps ( # × CQ =,¬ )-trees to forests by eliminating #-labeled nodes and expanding the logical formulas recursively as follows. Let R be the tree (σ, ϕ(x))(R 1 , . . . , R n ). Then Here, R i is obtained from R i by replacing the label (δ, ψ(x,ȳ) ) of the root of R i by (δ, ψ(x,ȳ) ∧ ϕ(x) ). Intuitively, the transformation ρ eliminates virtual nodes from the program, in a manner similar to the "flattening" transformation λ # used to eliminate virtual nodes from answers to queries (see Section 2.6). Note that the two operators do not commute, that is, applying flattening to the program before it is evaluated is not equivalent to applying flattening to the answer after the program is evaluated. For example, flattening the program with virtual nodes in Figure 12 (with n = 2 and m = 1) yields the program in Figure 13 (whereL 1 ∧ D(x 1 )∧ D(x 2 ) denotes the sequence of nodesL 1 where the conjunct D(x 1 ) ∧ D(x 2 ) is added to each formula). Clearly, the latter program is not equivalent to the first. Indeed, the results of the two programs differ in the ordering of the nodes. However, it is easily seen that the number of nodes with a given label occurring under the root is the same. Thus, the outputs are not distinguishable by SL formulas, which ignore node ordering.
More precisely, we say that two trees t 1 , t 2 are similar, denoted t 1 ≈ t 2 , if there is function p from nodes(t 1 ) to nodes(t 1 ) that is a permutation of the children of each node such that p(t 1 ) = t 2 . A straightforward proof by induction shows that for any TreeQL virt program R, input A and ordering <, R(A, <) ≈ ρ(R)(A, <). As SL formulas do not take order into account, R typechecks with respect to an output type d iff ρ(R) typechecks with respect to d .
Another way to strengthen the TreeQL formalism is to allow programs with more expressive formulas. We can show the following:
PROOF. It is well-known that satisfiability of formulas of the form ∀x∃ȳα(x,ȳ) where α is quantifier-free, is undecidable (see, e.g., Börger et al. [1997] ). Note that such a formula is not satisfiable iff its negation ∃x∀ȳ¬α(x,ȳ) is valid. This holds iff the valid formula ∀x(x = x) is contained in ∃x∀ȳ¬α(x,ȳ). That is, for all databases A, A |= ∀x(x = x) → ∃x∀ȳ¬α(x,ȳ). Given ψ := ∀x∃ȳα(x,ȳ), we define the TreeQL program R as and define the DTD d by d (result) := true and d (a) = b. Clearly, R typechecks with respect to d iff ∀x(x = x) is contained in ∃x∀ȳ¬α(x,ȳ). So, R typechecks with respect to d iff ψ is not satisfiable. PROOF. We consider the fragment of FO consisting of formulas of the form ∀xϕ(x) where ϕ is a quantifier-free formula over the vocabulary of two unary functions f and g . It is wellknown that it is undecidable whether there is a nonempty structure A such that A |= ∀xϕ(x) (see, e.g., Börger et al. [1997] ). The schema of the input database consists of the two binary relations F and G (representing the functions f and g ), and a unary relation D representing the active domain of the structure. Using D will allow to eliminate circular dependencies.
First, we have to make sure that F and G are indeed functions, that their domain is D, and their range is included in D. These are specified by the cyclic unary inclusion dependencies
However, we will only keep the dependencies (e) and (f): we show that (a)-(d) can be expressed by the TreeQL program itself. We next describe this TreeQL program in detail. We first check whether the inclusion dependency (a) holds. If not, we generate the flag (a) does not hold.
The same is done for the dependencies (b)-(d ). Next, we have to check whether F is indeed a function and not a relation. For instance, both (a, b) and (a, c), with b = c, could belong to F . This can be detected as follows
The same is done for G. In particular, if G is a relation and not a function then the flag wrong G is raised.
We test whether A |= ∀xϕ(x), that is, A |= ∃x¬ϕ(x). We can rewrite ∃x¬ϕ(
where each L i is of the form m i j =1 C i j , where each C i j is an equality or an inequality between terms. For instance, C 1 ≡ fgx = ffx (parenthesis omitted for clarity) or C 2 ≡ fgx = ffx. Obviously, there is a canonical way to associate a CQ =,¬ with each C. For instance,
and
The just described part of the TreeQL query is then of the form:
Hence, A |= ∀xϕ(x) whenever one of the error flags L i is raised. Finally, we have to make sure that D is nonempty. Therefore, we have
The final TreeQL program is the concatenation of the previous programs (that is, the concatenation of all children under one result node). Note that a nonempty input structure for which A |= ∀xϕ(x) simply generates the tree Theorem 3.6 showed that typechecking remains decidable even for DTDs using full regular languages, as long as the queries are restricted to be projection-free. As shown next, going beyond regular languages quickly leads to undecidability. THEOREM 5.7. TC [projection-free CQ, DCFL, ∅] is undecidable.
• N. Alon et al. PROOF. The proof is a reduction from Hilbert's tenth problem, diophantine equations, well known to be undecidable [Matiyasevich 1993 ]. We consider the following variant. For a polynomial P (x 1 , . . . , x n ) with integer coefficients, are there positive integers i 1 , . . . , i n such that P (i 1 , . . . , i n ) = 0? We only give the reduction by example. The general case is a straightforward generalization. Consider, for instance, the polynomial 2xy − x 2 + 1. The input database consists of two sets X and Y where the cardinalities of X and Y stand for the numbers x and y, respectively. We describe a TreeQL program that generates from X and Y sequences of a's and b's. A positive term in P generates a's while a negative one generates b's. Hence, an a stands for +1, and a b stands for −1. The output DTD states that the number of a's differs from the number of b's. This holds iff |X | and |Y | do not form a solution to P , and the language specified by the DTD can easily be recognized by a deterministic PDA. The TreeQL program is a tree of depth one. For the example polynomial, the program is Here, the first two symbols correspond to the term 2xy and generate a's as the term is positive; similarly, the third and the fourth symbol correspond to −x 2 and +1, respectively. The output generates sequences of a's and b's. The deterministic PDA accepts when the number of a's is different from the number of b's. Hence, the TreeQL program typechecks iff the diophantine equation has no positive solution.
CONCLUSIONS
We investigated the problem of typechecking XML views of relational databases satisfying given integrity constraints. This is a practically important problem in the context of the Web, where relational databases must be exported in XML form that satisfies target DTDs. The formal query language TreeQL maps firstorder relational structures to tree data, and is a faithful abstraction of the view definition language used in the SilkRoute prototype. The results of the article trace a fairly tight border of decidability for the typechecking problem. The parameters considered include features of the query language, of the DTDs, and the class of integrity constraints satisfied by the relational database. The proofs bring into play a variety of techniques at the confluence of finite-model theory, language theory, and combinatorics.
As it turns out, the results of the article are largely a bearer of bad news with regard to the feasibility of typechecking. Indeed, they show that typechecking when data values are present quickly becomes undecidable. Some of the decidable cases have prohibitively high complexity (all the way to nonelementary) while others are more in line with the typical complexity of static analysis of conjunctive queries (PSPACE to CONEXPTIME). On the positive side, we also exhibit a restriction of possible practical interest for which typechecking is in PTIME.
Altogether, the complexity results have to be taken with a grain of salt, as they are often overly pessimistic. As discussed in Remark 4.5, practical implementations often manage to perform in realistic cases better than the worstcase analysis would suggest.
• N. Alon et al. contradictory, when there is a j and 1 = 2 with - * · · · σ * n i n n , where for each j = 1, . . . , n, - * j = '=' and i j = i j for some for which * j = '='; and - * j = '≥' and i j = max{i j | } when no * j is '='.
From the construction it readily follows that the integers are ≤ |s|. Further, as there are at most (2|s|) n possible disjuncts, the size of ρ r is exponential in |s|. However, the above algorithm is double exponential in the size of |s|. Indeed, the conversion from conjunctive to disjunctive normal form can result in an exponential blow-up of the formula size. Therefore, we next give a brute force algorithm to compute ρ r in exponential time.
We have just shown that the integers in the expression are bounded above by |s|. Therefore, we can define ρ r as the expression n ∈ L(r) can be tested in PSPACE, the result follows. To see the latter, we can translate the star-free regular expression into an equivalent FO sentence whose size is linear in the size of r and test whether σ * 1 i 1 1 · · · σ * n i n n satisfies this formula. This is well-known to be in PSPACE.
PROOF OF LEMMA 3.5. Let M = (Q, , δ, q 0 , F ) be a nondeterministic finitestate automaton accepting r, where Q is the set of states, = {δ 1 , . . . , δ n }, δ : Q × → 2 Q is the transition mapping, q 0 is the start state and F the set of final states. The mapping δ is extended in the usual way to Q × * . Let Q be the set of all sequences q of states q 0 · · · q n for which there exists some word w = u 1 · · · u n in r ∩ δ * 1 · · · δ * n , where u 1 ∈ δ * 1 , . . . , u n ∈ δ * n , such that Thus, words in L m pq can be described using pairs of integers as follows: Each singleton word w ∈ L ≤k is described by the pair (|w|, 0). Each language w i (a j ) * consists of the words of length |w i | + α where α ≡ 0 mod j , therefore, is described by the pair (|w i |, j ). Thus, each language L m pq is a union of languages described by pairs of numbers. The lemma easily follows by distributing concatenation over union in each of the languages L q = L q 0 q 1 · · · L q n−1 q n . Finally, note that the sizes of the integers involved in the vectors ν are linear in the number of states of M , so linear in r.
