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Optimal Control Theory for the Design of
Optical Waveguides
D. K. Pant, Rob D. Coalson, Marta I. Herna´ndez, and Jose´ Campos-Martı´nez
Abstract— Techniques of optimal control theory, previously
developed to assist in the design of ultrafast laser pulses for
controlling laser-molecule interactions, are adapted to aid in the
design of optical waveguides that can be modeled via the paraxial
equation. Noting that the paraxial equation is isomorphic to the
time-dependent Schro¨dinger Equation, previous work focussing
on control of quantum systems can be directly applied to the
problem of waveguide design. Specific application is given to the
design of S-bend waveguides. It is shown how optimal control
theory yields an algorithm which can refine an initial guess for
the index of refraction profile in order to minimize a cost function
which reflects design goals. Numerical examples are presented to
illustrate the utility and flexibility of the proposed technique.
Index Terms— Calculus of variations, coherent control, La-
grange multipliers, Maxwell’s Equations, optimal control theory,
paraxial equation, S-bend waveguide, steepest descents.
I. INTRODUCTION
OPTICAL waveguides play an important role in commu-nications technology and as logical elements in optically
based computing devices [1]. From the point of view of theory,
a major challenge is to predict an index of refraction profile
that will guide input light in the desired way, subject to
constraints that enable practical fabrication of the waveguide.
The fundamental theoretical framework for understanding
the propagation of light through materials is Maxwell’s Equa-
tions [2], a set of coupled vectorial time-evolution equations
for the three dimensional electric and magnetic field dis-
tributions. While straightforward to solve in principle [3],
considerable computer time and memory is required, especially
in the simulation of waveguide propagation, which requires
that accurate long-time steady state behavior be numerically
monitored [4].
Fortunately, light propagation in optical waveguides fabri-
cated from semiconductor materials such as GaAs and AlGaAs
[5] is generally well-described by the approximation of scalar
optics, namely Helmholtz’ Equation [6], [7]. In fact, an ap-
proximate version of Helmholtz’ Equation known as the
paraxial equation is usually adequate [1], [8]. The paraxial
equation prescribes unique evolution along the propagation
direction of a component of the electric or magnetic field,
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given its value at the point of injection into the waveguide.
Standard numerical algorithms such as the beam propagation
method (BPM) [9], [10] can reliably generate the selected
component of the electromagnetic field everywhere in space
once the index of refraction profile is specified.
While it is very useful to have methods for computing
electromagnetic fields associated with a specific index profile,
their availability does not in itself provide a direct way to
optimize the index profile in order to produce a desired guided
light beam. One can propose an index profile (on intuitive
grounds) and then compute the associated field component.
The output field distribution hopefully suggests a way to
modify the index profile in order to improve the desired
guiding, but this often amounts to an inefficient trial and error
strategy.
The paraxial equation of scalar optics is isomorphic to the
time-dependent Schro¨dinger Equation of quantum mechanics
in two space plus one time degree of freedom. That is, the
time variable in quantum mechanics maps onto the propaga-
tion coordinate (say, of the optical waveguide. The two
transverse coordinates in the waveguide problem map
onto spatial degrees of freedom in quantum mechanics. The
index of refraction profile in optics maps onto the potential
energy function in quantum mechanics (details are given
below). The dilemma outlined in the preceding paragraph is
also encountered in modern molecular quantum mechanics.
Namely, given a potential energy function it is possible
(at least for small molecules) to solve the time-dependent
Schro¨dinger Equation in order to predict how an initially
prepared state will evolve in time, but one would often like
to know what potential function generates a measured output
state, or even more ambitiously, what potential function will
generate a desired output state at some particular time.
These concerns have become of great interest in the molecu-
lar quantum mechanics community with the advent of sophisti-
cated ultrafast (subpicosecond) laser instruments and detection
schemes [12]. It is now possible, in prototypical cases, to
“sculpt” the potential function, in particular the coupling of
the molecular dipole to the applied time-dependent laser field,
to guide a molecular wavepacket through space and time [13].
The desire to assist with such “coherent control” experiments
has spurred the development of “optimal control” algorithms
[14] that enable systematic and intelligent modification of the
potential function (more precisely, the applied electric field
pulse) to achieve desired wavepacket propagation.
The same strategy can be applied to the design of optical
waveguides. This follows immediately from 1) the existence
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of well-defined methodologies for optimizing molecular po-
tentials in order to achieve desired wavepacket propagation
according to the time-dependent Schro¨dinger Equation, and 2)
the isomorphism between Schro¨dinger and paraxial equations
noted above. In this paper we explain the procedure by con-
sidering a simple yet nontrivial problem in optical waveguide
design, namely how to construct an S-bend guide that takes a
light beam incident at one point along the transverse -plane
and guides it to another point along the plane over a fixed
propagation distance. The S-bend guide shape is represented
as a Fourier series, and equations/algorithms for optimizing the
Fourier coefficients are provided and illustrated by numerical
example. The procedure can handle an arbitrary number of
coefficients (CPU time scales roughly linearly with the number
of coefficients) and can easily be generalized to more complex
waveguide structures.
We also illustrate the ability of the optimal control procedure
to incorporate a range of costs or penalties which may figure
into the design strategy. In the present illustration, we consider
the desire to achieve the “bend” in the S-guide as rapidly
as possible along the propagation direction, in order to make
the device as compact as possible. We devise an appropriate
cost function that favors rapid bending. Beyond a certain
point, rapid bending can only be achieved at the cost of some
degradation in the guiding accuracy - the designer decides
what the most important objective is and builds this into the
design prescription.
An outline of the paper is as follows. In Section II, we
briefly review important details of the paraxial equation. In
Section III, we adapt principles of Optimal Control The-
ory that have previously been applied to the time-dependent
Schro¨dinger Equation [14] to the paraxial equation. In par-
ticular, we consider the problem of optimizing an S-guide to
produce a desired output electric field at a prescribed distance
from the entrance to the guide. In Section IV, we illustrate
the procedure numerically using parameters relevant to the
design of GaAs/AlGaAs optical waveguides [5]–[7]. Section V
summarizes the work.
II. THE PARAXIAL EQUATION
For many waveguides the Helmholtz Equation [1], [2]
provides a good description of the steady state field amplitudes.
Namely, for a given index of refraction profile
(1)
where is the three dimensional Laplacian op-
erator, is the appropriate component of the electric field,
and where is the free space wavelength of the
injected light. In standard optical waveguides the index profile
is only weakly dependent on the propagation direction, In
this case it is useful to write where
is an appropriate “reference propagation constant” which
factors out as much of the dependence in as possible. The
standard synthesis of waveguides entails deposition of a thin
layer of “impurity” material on a bulk substrate to form the
guiding region. For devices fabricated in this manner a good
choice for the reference index is with the index
of refraction of the substrate.
If the index difference between the bulk and the guiding
regions of the waveguide is much less than the absolute value
of the bulk index, electric fields guided by the device will be
characterized by an amplitude factor that varies slowly with
In this case, the evolution of is accurately described by
a partial differential equation which is first order in namely
(2)
Here is the transverse Laplacian,
and is the deviation of the index
of refraction from its bulk value at any point in space. The
condition has also been invoked to neglect a term
proportional to on the right hand-side (RHS) of (2).
Clearly, (2), known as the paraxial equation [1], [8], has the
form of a time-dependent Schro¨dinger equation two “space”
and one “time” coordinate . The role of the effective
potential in the equivalent Schro¨dinger equation is played
essentially by . The fact that light is trapped
in regions of space with higher values of refractive index is
consistent with the equivalent quantum mechanical scenario
in which a wavepacket is bound in a potential well (region of
low potential energy relative to its surroundings).
Of the two directions transverse to the propagation direction,
the dependence of the electric field on the direction parallel
to the “deposition” surface, say , is important, since it deter-
mines whether light is effectively confined in this direction.
The details of the electric field along the other transverse
direction ( pointing into the substrate) are less important.
The light is attenuated as one moves further into the bulk,
but the details are not critical for most waveguide design
issues. Fortunately, the dependence of the paraxial equation on
coordinate can be eliminated to a good approximation using
the effective index method (EIM) [1]. For each the EIM
provides a procedure for obtaining the effective index along
the important transverse direction to be denoted
The paraxial equation then simplifies to
(3)
with
In this paper we shall concern ourselves with the paraxial
equation in one “confinement” direction and one propa-
gation direction assuming that for a given index profile
the solution of this equation accurately represents
the distribution of the electric field in the waveguide under
steady-state conditions. The goal is to select the index profile
that generates the best guiding results. Suppose, for example,
that we inject a spot of light at the beginning of the waveguide
at the lateral position . At the output of the
waveguide a distance down the propagation axis, we want
the spot to be located at lateral position What index of
refraction function generates an output state which
best matches the appropriate target state (e.g., the fundamental
mode of the waveguide into which the light is transferred at
)?
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Since there are many possible motifs for the construction
of the waveguide, let us be more specific. We shall consider a
class of profiles for which at any point along the propagation
distance the waveguide is centered at but the shape of
the waveguide remains the same. For simplicity, we consider
a piecewise continuous profile with the guiding region defined
by a strip of width (centered at . The (effective)
index inside the guide is and outside the guide it is
such that Thus, the problem is to pick the
guiding curve which optimizes the output field for given
input conditions. This is a problem which can be solved in a
systematic and efficient manner using optimal control theory.
III. OPTIMAL CONTROL THEORY
To simplify notation, and to connect easily to the quantum
mechanical literature upon which our treatment is based, note
that the paraxial equation (3) has the form
(4)
where is the differential operator (parametrically depen-
dent on Here
(5)
This notation is in direct analogy to that used to describe
the evolution of the quantum mechanical wavefunction for a
one dimensional particle moving along spatial coordinate as
a function of time (which becomes in the paraxial equation
isomorphism). In the Schro¨dinger Equation [15], is the
particle’s kinetic energy and is the potential energy which
depends on (the particle’s location) and time (or the location
along the propagation axis, in the paraxial equation).
As noted above, we consider a class of guiding potentials
given by
(6)
where the depth of the confining well is .
The function specifies the center of the well in the
direction at each point along the axis. Our goal is to optimize
in order to provide the most desirable wavepacket
propagation, or in waveguide language, electric field profile.
What constitutes a “good result”? Clearly, one criterion is that
the output field, i.e., resembles a prescribed target
field . The latter, for example, may correspond to the
fundamental guided mode of a horizontal waveguide (oriented
parallel to the axis) centered at and having width .
Thus, we wish to maximize Equivalently, we
can define a “cost functional” and seek
the waveguide which minimizes this cost functional.
It may be desirable to take into account other features
besides the quality of the output state. For example, for the
S-bend waveguides considered here, the shorter the propa-
gation distance over which the bend can be achieved, the
more compact the device. This may be an important factor,
particularly if the waveguide is to be used as an element
of an optical circuit, where compactness is a virtue. One
way to bias the optimization procedure in favor of rapidly
bending waveguides is to add to the cost functional a term like
i.e. a simple functional of the guiding
trajectory which penalizes structures that remain close
to over a long propagation distance (“bend slowly”).
Thus the specific cost functional we will utilize in this work is
(7)
The parameter weights the relative importance of the two
contributions to the cost. When , only the quality of
the output state (measured by its overlap with a prescribed
target state) matters. As becomes increasingly positive, paths
which “move away quickly” from become strongly
favored, even though this entails some degradation of the
output state. It is up to the designer to choose a value of
which achieves the desired balance between these two factors.
There are many ways to parameterize the guiding path
. A simple yet flexible representation can be given in
terms of a Fourier series. Specifically
(8)
where the first term on the RHS provides a straight-line path
between and over a propagation distance while the
series of sine waves enables representation of a wide variety
of paths between these fixed endpoints. (As arbitrary
paths can be constructed.) Thus, our task is to pick the set of
Fourier coefficients corresponding to the index profile
that guides the incident lightwave in an optimal manner, i.e.,
has the lowest cost associated with it.
When the trial path contains only one or two Fourier
components, direct enumeration can be used to search all
possibilities. However, the number of configurations of
which must be considered goes up geomet-
rically with so this “brute force” procedure will not be
useful in the general case. Fortunately, optimal control theory
[14] provides an efficient recipe for computing the gradient
of at a particular configuration. Given we can
then use a simple annealing procedure like steepest descents
[17] to quickly locate a minimum of the function . The
Fourier coefficients for which is a minimum are at least
locally optimal, i.e., provide the best guiding of any set
near the initially guessed values. More advanced minimization
techniques such as simulated annealing [17] may be utilized
to check for the presence of other, deeper lying minima, in the
landscape, if these are suspected to exist.
The recipe for is obtained by the method of Lagrange
multipliers [16]. That is, the cost function is modified to
c.c.
(9)
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The modification of the first term on the RHS is cos-
metic. The projection operator provides
another way to express the condition
(Introduction of this projection operator
simplifies the derivation of the expression for cf., the
Appendix.)
The final term (2nd line) on the r.h.s. of (9) is a Lagrange
multiplier addition which expresses the condition that only
which satisfy the paraxial equation are considered
in calculating the “cost” associated with a particular Fourier
coefficient vector (Here and below c.c. indicates “complex
conjugate.”) The auxiliary function is a set of Lagrange
multipliers [one for each ]. It is determined by consider-
ing unconstrained variations of the and using the constraint
that must satisfy the paraxial equation at an appropriate
stage of the derivation.
Following Rabitz and coworkers [14] (some details are
given in the Appendix), one finds that each gradient component
can be calculated as
(10)
Once we have arrived at this expression, the practical proce-
dure consists of a sequence of steps. First, is propagated
forward from under the Hamiltonian
with the 1-d kinetic energy operator and
the effective “guiding” potential indicated in (5). Second, the
auxiliary wavefunction is obtained by propagating
a function which essentially corresponds to the target state
backward from to along the same
potential. The precise description of at the boundary
is
(11)
and the equation of motion for evolving backward
along the same guiding potential (index of refraction profile)
to is
(12)
Third, the different gradient components are computed using
(10). The derivation of these results is presented in the
Appendix. Finally, the technique of steepest descents can be
used to “march downhill” until a minimum in the function
is reached. In this method [17], the Fourier coefficients
are updated according to where is
a small positive number (an infinitesimal time step). For small
enough the method is guaranteed to find a minimum value
of the function which corresponds to an (at
least locally) optimal waveguide design. In the next section
we illustrate the method for prototypical S-bend waveguides.
IV. NUMERICAL ILLUSTRATIONS
Fig. 1 shows typical S-bend guides, whose purpose is to
move light injected at lateral position to a different
Fig. 1. S-bend waveguides with center paramaterized by one Fourier coef-
ficient, a2: Solid, dashed, and dot-dashed show cases a2 = 0:35; 0:0; 1:0,
respectively. (All distances are in microns.)
lateral position at the end of the waveguide. Here, we
choose As noted above, in the interior of
the guide the refractive index is and outside the guide
the refractive index is . The numerical values utilized in
the calculations presented in this section are
and . (The parameters specified in this paragraph
are typical for a variety of waveguides characterized from
GaAs/AlGaAs composites [5]–[7].) For each value of , the
index profile along the direction is the same except for the
shift in the center of the guiding region. The specific form
of the lateral variation of the guide is as given in (6), with
the numerical value (i.e., the width of the guide is
2 ). The length of the guide in the propagation direction is
and the free-space wavelength of the propagated
light is 0.87 .
The center of the guide varies with according to the
function . This function can be parameterized as a
straight line connecting the endpoints and plus a
superposition of sine waves that vanish at the endpoints. By
varying the coefficients of the sine waves a variety of curves
can be represented. To illustrate, we begin with the case of
one sine wave, i.e.
(13)
The value obviously corresponds to a straight
line connecting path (dashed lines in Fig. 1). Increasing
introduces curvature into the guiding path. With the class
of guiding paths parameterized by (13), is a function of
only one variable . Hence, we can determine the function
by propagating under the paraxial equation for
the index profile determined by each value of and then
evaluating the RHS of (7).
More specifically, given an initial electric field amplitude
distribution and an index of refraction profile, the
paraxial equation (4) provides unique values for the amplitude
at all distances along the propagation axis, i.e., . There
are a number of reliable ways to propagate the amplitude to
on a spatial grid. One of the most efficient, accurate, and
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Fig. 2. Plot of cost function J versus a2 for waveguide center parameterized
by one Fourier coefficient (cf. Fig. 1), and w = 0 (only wavepacket overlap
is considered).
flexible is the split operator method (SOM) of Feit and Fleck,1
which has been utilized in all calculations presented here.
Given [output from the split operator amplitude
propagation calculation], (7) calls for overlap with a target field
amplitude The natural choice for in the present
illustration is the fundamental guided mode of the “straight
guide” (extending along the -axis without curvature) that
connects to the endpoint of our S-guide at The index
profile for this guide is specified by (6) with
The guide’s fundamental mode is the eigenfunction of the
operator which corresponds to the smallest eigenvalue.
We compute this eigenfunction in the standard manner (by
matching and at the -values where the index
function is discontinuous [1]). The overlap with is
then performed via numerical quadrature.
The result when is shown in Fig. 2. As can be seen,
the global minimum in occurs for and corresponds
to an output state characterized by
This guiding is considerably better than for a straight line
path when So the strategy of
locating the global minimum of is evidently prudent.
Most importantly, we have checked that the Optimal Control
procedure generates the slope reliably at each value
of Recall that this entails forward propagation of
then backward propagation of an auxiliary wavepacket
[cf., (12)]. We have further checked that this procedure for
derivative evaluation can be combined with a steepest descents
algorithm based on these derivatives in order to locate the
minimum in . Provided that we make a decent initial guess,
e.g., the algorithm, which we shall term the “Optimal
Control/Steepest Descent (OC/SD) protocol,” finds the global
minimum with no problem. The topography of in
Fig. 2 illustrates the generic feature that is a complicated
function of its arguments and will in general have more
than one minimum. In the present case, it would require a
poor guess (say, which produces a bizarre S-bend
guide; for example, the dot-dashed in Fig. 1) to get stuck in
1Back-propagation along the z-axis was also performed using the Split
Operator method [9].
Fig. 3. Solid line shows cost function J versus a2 for waveguide center
parameterized by one Fourier coefficient (cf., Fig. 1), and w = 0:0015
(weighting factor for rapid bend is included). This curve is decomposed into
the wavepacket overlap term (same as in Fig. 2), shown via dashed line, and
the rapid bend weight term, shown via dash-dotted line.
a local minimum that is far from the global minimum. In
some problems it may be necessary to couple the steepest
descents strategy with a method like simulated annealing
[17] or Brownian dynamics [18] to prevent trapping in local
minima. Fortunately, in many cases, like the ones presented
here and below, a good intuitive guess is possible. The OC/SD
protocol then quickly improves upon the initial guess.
Now we consider optimization subject to the additional
condition that the guide bends as rapidly as possible. This is
realized by the “penalty” functional proportional to parameter
in (7). We show as the solid line in Fig. 3 modification of
for the value of . This curve is decomposed
into its two components, namely the “overlap quality” term
(dashed line, same data as in Fig. 2), and the “penalty term”
[dash-dotted line, representing the second term in (7)]. Note
that the addition of the penalty term results in a shift in the
minimum of , which now occurs at . This shift
incorporates the desired increase in the rapidity of the bend
in the waveguide (slightly beyond that of the case
shown in Fig. 1). Also note that the output quality associated
with the “optimized waveguide” is approximately 0.90, i.e.,
somewhat reduced from that obtained when However,
this is still much better than the output quality associated with
the straight line waveguide discussed above. The compromise
between the two terms in the cost functional is “designer
controlled” by the choice of .
To demonstrate the utility of the optimal control method
we next consider a guiding curve represented by two Fourier
coefficients, i.e.
(14)
A contour plot of vs is shown in Fig. 4 for
the case (overlap optimization only). It is apparent
that the minimizing Fourier configuration is approximately
Fig. 5 shows the corresponding
plot when . In this case, the global minimum
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Fig. 4. Contour plot of J versus a2; a4 for case where waveguide
center is parameterized by these two Fourier coefficients, and w = 0
(only wavepacket overlap is considered). Note the (global) minimum at
(a2; a4) = (0:33; 0:034):
occurs at approximately . These plots
were obtained by a direct scan of the configuration
space, propagating for each point on a square
grid. The scaling of numerical effort to carry out this proce-
dure grows geometrically with number of Fourier coefficients
(hence the relatively coarse grid spacing utilized in these
figures). The scaling of the OC/SD strategy is much better.
The only real issue is whether (10) produces an accurate value
of the gradient of for any We have checked that it
does. Given this fact, the computational effort associated with
the procedure is guaranteed to scale mildly with number of
Fourier coefficients. Evaluation of the gradient (in all Fourier
coefficient directions) requires only one forward and one
backward wavepacket propagation according to the paraxial
equation. The extraction of all components of the gradient
is then nearly instantaneous.2 Finally, the steepest descent
procedure exhibits a roughly linear scaling with number of
Fourier coefficients (the number of “sweeps” needed is nearly
independent of dimension of the configuration space). We have
checked that, starting from the initial guess
the OC/SD protocol easily locates the global minima indicated
in Figs. 4 and 5.
It is instructive to plot the electric field distribution
associated with the “optimized” waveguide structure. The
waveguide which produces the best output state [i.e., the one
with is shown in Fig. 6, along with
the associated electric field distribution. The output state is
compared visually to the target state (and the initial state) in
Fig. 7. The overlap measure has the value
for this waveguide. This should be contrasted with the
2 It is easy to see that for the form of xc(z) utilized in our illustration
[(8)], the second integral in (10) has the structure sL
0
dz g(z) sin(kz=L);
where g(z) is a function which is independent of the particular value of ak
for which @J=@ak is being computed. In fact, the first integral in (10) has the
same structure. For this integral, the function g(z) depends on the details of
the wavepackets j (z)i and j(z)i: But, again, it is the same function for all
ak: Thus, evaluation of @J=@ak is achieved via a one dimensional quadrature,
which can be done “instantaneously” on current computer workstations.
Furthermore, the work required to calculate ~rJ (@J=dak for all Fourier
coefficients) scales linearly with the number of coefficients included in the
series.
Fig. 5. Contour plot of J versus a2; a4 for case where waveguide cen-
ter is parameterized by these two Fourier coefficients, and w = 0:0015
(weighting factor for rapid bend is included). Note the (global) minimum
at (a2; a4) = (0:6; 0:1):
Fig. 6. S-bend waveguide (edges shown via solid lines) and the asso-
ciated electric field intensity j (x; z)j2 (shown via dashed line) for the
optimized, w = 0 guide parameterized by two Fourier coefficients, namely
(a2; a4) = (0:33; 0:034): (All distances in this and subsequent figures are
in microns. Also note that the “staircase” features in the edge demarcation lines
are artifacts of the contour plotting program. The actual waveguide edges are
smooth, as depicted in Fig. 1.)
corresponding straight waveguide results,
which are shown in Figs. 8 and 9. The overlap is 0.52 for
this unoptimized structure. The structure generated with the
optimization procedure in the case that is shown
in Fig. 10, with the associated output state depicted in Fig. 11.
Here the overlap is 0.82, which is somewhat lower than the
maximum value obtainable (though still considerably better
than that obtained from the straight structure.) However, this
waveguide bends more rapidly than either of the other two
structures, and hence delivers the light to the target position
over a shorter distance, as desired.
V. CONCLUSIONS
In this paper we have adapted the principles of optimal
control theory, which have been developed over the last decade
by the quantum dynamics community [14] to improve control
of laser-molecule interactions, to the problem of designing
optical waveguides. Our task was made easy by the fact
that electric fields in such waveguides are well described
by the paraxial equation of scalar optics, and the paraxial
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Fig. 7. Output electric field intensity j (x; z)j2 associated with guide de-
picted in Fig. 6 is shown via solid line. Target field intensity is shown via
dot-dashed line; lateral intensity distribution of field incident at z = 0 is
shown via dashed line.
Fig. 8. S-bend waveguide (edges shown via solid lines) and the associ-
ated electric field intensity j (x; z)j2 (shown via dashed line) for straight
waveguide.
Fig. 9. Output electric field intensity j (x; z)j2 associated with straight
waveguide depicted in Fig. 8 is shown via solid line. Target field intensity
is shown via dot-dashed line; lateral intensity distribution of field incident at
z = 0 is shown via dashed line.
Fig. 10. S-bend waveguide (edges shown via solid lines) and the associated
electric field intensity j (x; z)j2 (shown via dashed line) for the optimized,
w = 0:0015 guide parameterized by two Fourier coefficients, namely
(a2; a4) = (0:6; 0:1):
Fig. 11. Output electric field intensity j (x; z)j2 associated with guide
depicted in Fig. 10 is shown via solid line. Target field intensity is shown
via dot-dashed line; lateral intensity distribution of field incident at z = 0 is
shown via dashed line.
equation is a time-dependent Schro¨dinger Equation of the
type used in quantum dynamics. Of course, the details of
the “time-dependent potential energy function” associated with
the waveguide design problem are different here, as are
the associated optimal design features (e.g., additional goals
besides producing a desired output electric field).
Optimal control theory begins with a cost function, which
indicates how well a particular waveguide performs. (The
waveguide is specified in terms of some number of variable
parameters. In the illustration presented here, Fourier coef-
ficients were used to define the guiding path of an S-bend
waveguide.) It then prescribes an efficient way to compute
the gradient of the cost function for any set of parameters
defining the waveguide structure. Knowledge of the gradient
can be coupled with simple multidimensional minimization
techniques like steepest descents to find the parameter set that
gives the minimum (optimal) value of the cost function.
We demonstrated the basic principle of the optimal con-
trol/steepest descents protocol with some illustrative examples.
The encouraging scaling of effort with the number of variable
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parameters considered in the waveguide design was clearly
indicated. We note that the method is in no way restricted to
a Fourier series description of the guiding center of a single
waveguiding structure. A wide variety of variations can be
considered, including changes in the width of the guide in
certain sections (as exploited, for example, in multimode inter-
ference [MMI] devices [19]), or the index of the guiding region
as a function of position along the propagation direction [20].
Compound waveguide structures such as Y-junctions [21] and
Mach–Zehnder interferometers [22] can also be analyzed. We
hope that the availability of an efficient, automated procedure
for optimizing waveguide structures will lead to improvements
in their functionality (e.g., in optoelectronic applications).
APPENDIX
Consider the change in made by a small change of
Fourier coefficients around their current configuration
Clearly, on the left hand-side (LHS) of (9),
To calculate the first order variation
of on the RHS, we must consider variations induced on
the Hamiltonian (potential function), on and on the
propagated wavefunction and the (still to be deter-
mined) Lagrange multipliers That is, we substitute
and
Following standard procedure in the Calculus
of Variations [23], only terms which entail no variation or are
first order in one of the variations are retained. This leads to
an overall first order variation which can be broken into
five terms3
I II III IV V (15)
The terms are
I c.c.
II
III c.c.
IV c.c.
Of these terms, [I] is generated by considering variations in
the first (target overlap) term on the RHS of (9), [II] comes
from varying the second (“design goal”) term, and [III, IV, V]
from the third (Lagrange multiplier) terms.
First note that [IV] vanishes, since the wavepacket
associated with the current set of Fourier coefficients satisfies
the Schro¨dinger Equation associated with the same coeffi-
cients. Furthermore, by choosing the Lagrange multipliers
appropriately, we can arrange for the sum I III
3The boundary condition j (0) = 0; which reflects the fact that the initial
value of the amplitude function  (x; 0) is fixed, has also been employed to
obtain this formula.
This requires that satisfy
(16)
subject to the boundary condition that
(17)
To summarize the content of (16) and (17). Take the output
wavepacket and form the wavepacket as
indicated in (17). (Note: For the choice of adopted here,
is equal to to within an overall constant.)
Then, backpropagate to As noted above, this
choice of results in the condition I III By
matching the remaining terms on the r.h.s. of (9) with those on
the left, the identification of noted in (10) is achieved.
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