Safe, robust operation of an autonomous vehicle in cross-country environments relies on sensing of the surroundings. Thanks to the reduced cost of vision hardware, and increasing computational power, computer vision has become an attractive alternative for this task. This paper concentrates on the use of stereo vision for navigation in cross-country environments. For visual navigation the Scale Invariant Feature Transform, SIFT, is used to locate interest points that are matched between successive stereo image pairs. In this way the ego-motion of a autonomous platform may be estimated by least squares estimation of the interest points in current and previous frame. The paper investigate the situation where GPS become unreliable due to occlusion from for example trees. In this case, however, SIFT based navigation has the advantage that it is possible to locate sufficient interest points close to the robot platform for robust estimation of its ego-motion. In contrast GPS may provide very stable navigation in an open cross-country environment where the interest points from the visual based navigation are sparse and located far from the robot and hence gives a very uncertain position estimate. As a result the paper demonstrates that a combination of the two methods is a way forward for development of robust navigation of robots in a cross country environment.
INTRODUCTION
Robotics, control, and sensing technology are today at a level, where it becomes interesting to investigate the development of mobile autonomous vehicles to off-road equipment domains, such as agriculture (Stentz et al., 2002; Bak and Jakobsen, 2004) , lawn and turf grass (Roth and Batavia, 2002) , and construction (Kochan, 2000) . Efficient deployment of such vehicles would allow simple, yet boring, tasks to be automated, replacing conventional machines with novel systems which rely on the perception and intelligence of machines.
One of the most challenging aspects of crosscountry autonomous operation is perception such as in agricultural fields, small dirt roads and terrain covered by vegetation. Though navigation and positioning may be may be achieved using "global technology" such as GPS, the reliability of this is severely affected by artifacts occluding the hemisphere, such as trees, buildings etc.. As a results the number and distribution of the available satellites will be limited and hence the precision of the position estimate by triangulation will be degraded and may be subjected to significant shifts. To account for this drawback of GPS based navigation it will be necessary to combine it with locally operating navigation methods.
To perform locally based robot navigation it is necessary to sense the surrounding environment and from this derive landmarks or temporal interest points which may be used for estimation of the robots position or ego-motion. This study will focus on the use of natural landmarks in an outdoor context. Though markers can be use to support navigation within an limited area it will always be a solution prone to errors and less generic.
To support the concept of natural landmarks the scale-invariant feature transform, introduced by David G. Lowe (Lowe, 2004; Lowe, 1999) , will be used for determination of interest points in an outdoor context. For a more compact representation of the descriptor the PCA-SIFT method of (Ke and Sukthankar, 2004 ) is used. The SIFT method has previously with success been used for robot navigation in an in-door context (Stephen Se and Little, 2002; Stephen Se and Little, 2005) . However, in this context the range of sight for the robot will typically be limited to within a few meters. In contrast the range in an outdoor context may be from a few meters to several hundreds, which gives a very different precision of landmark based positioning. Looking closer at the outdoor context it becomes obvious that a combination of computer vision and GPS based navigation systems may nicely supplement each other.
In open space away from buildings, trees and other artifacts GPS will be operating without occlusion of the hemisphere and hence a good position estimate may be feasible. In contrast near buildings, trees etc. the GPS will be subjected to occlusion of the hemisphere and hence the precision and reliability will be reduced. Looking at a locally operating computer vision system the situation is the opposite. Near artifacts the system will be able to find interest points at a distance that makes it possible to give a very precise position estimate. In contrast far from structures it will be difficult to locate interest points and the distance to them may be so far that the position estimate of the robot will be within several meters. So, for once in a time we are in the happy situation that we have two technologies that nicely supplement each other.
This paper study the potential of using a binocular stereo vision setup where interest points are located and matched in the left and right image pairs, respectively. Next the ego-motion of the robot is estimated by consecutive matches of interest points in two successive frames. The position estimates is compared with estimates from a differential GPS module. This paper first outlines the background in terms of SIFT stereo vision and introduces how this may be used for estimation of the robots ego-motion. After this modeling of stereo error due to quantification is briefly introduced. The experimental setup is presented and the experiments investigating the potential combination of the two navigation approaches is introduced. Finally, the results are discussed and conclusions given.
MATERIAL AND METHODS

SIFT Stereo
SIFT is a method for image feature generation for objects recognition (Lowe, 1999; Lowe, 2004) . The method is invariant in respect to rotation, scale, and partially to affine transformation, 3D viewpoint orientation, addition of noise and illumination changes. In general terms the method can be split in to two steps:
• Extraction of interest points
• Description of extracted interest points An initial set of interest points is found by searching for scale-space extremes. In the SIFT method the continuous scale-space is approximated by a Difference of Gaussian (DoG) function. In practice the DoG is generated by smoothing the original image incrementally with a Gaussian kernel and then subtract the smoothed images at adjacent scales, figure 1. Next the image is down sampled by a factor two to produce the next octave in an image pyramid. This is repeated until the image size is so small that it is impossible to detect interest points.
The interest points are detected by comparing a center pixel with its eight neighbors at its own scale and the nine neighbors at the scale above and below. For sub-scale and sub-localization of the interest point a Taylor expansion (up to the quadric term) of the scale-space function D is centered at the interest point being evaluated x (Brown and Lowe, 2002) :
This is especially important for interest points detected at a low resolution. The solutionx, is determined by taking the derivative of the function with respect to x and setting it to zero:
After the sub-scale and sub-localization estimation each interest point is evaluated with respect to its contrast and if it is located along and edge. For the contrast the value of the extremum of D(x) is determined by setting eqn. 1 into eqn. 2. The extremum |D(x)| is treshold according to a predefined value which it should be larger that, i.e. there is significant contrast at the interest point.
Interest points located on edges are detected by evaluation of the principal curvature at the point of interest. The principal curvature is derived from the Hessian by the ratio of the squared trace divided by the determinant of the matrix (Lowe, 2004) . Again interest points are filtered according to a predefined treshold. After the selection of interest points the remaining are described by the orientation in the region around it and a local descriptor. The orientation of the region is used to rotate the descriptor region to a consistent orientation. The 4 × 4 orientation histograms has 8 directions bins in each, will in this way be in the same order and hence the description of the interest point will be independent of rotation of the image. Figure  2 , demonstrates the SIFT method at the interest point located at Lena's left eye. Notice, how the region is rotated according to the main orientation of it before the descriptor is formed, figure 2 b. For a more compact and less noise sensitive representation of the feature with 128 entries in feature vector is projected to the 36 first eigenvectors of the eigen space introduced by (Ke and Sukthankar, 2004) , also known as PCA-SIFT.
A match between two interest points is calculated by the squared distance between them and a similarity criteria is calculated as the ratio between the best and second best match. The similarity measure is used for selection of unique interest points, i.e. a large distance between the best and second best match. In the matching procedure only interest points along the same epipolar lines are considered and between consecutive frames the possible ego-motion of the robot is taking into account.
Ego-motion Estimation
For calculation of the robots movement between two consecutive stereo frames the translation and rotation of the platform has to be estimated. Figure 3 , illustrates the matching procedure for the stereo and transient interest points.
For estimation of the translation and rotation the first part of the two step method by (Matthies, 1989) is used. The translation and rotation necessary for alignment of the two 3D points sets, i.e. from the current and previous frame is estimated by weighted least square:
where Q c is the current 3D point set and Q p the previous set and R the rotation matrix, T the translation vector, SSE is the weighted squared error and w is a diagonal matrix with the weight w j of point j in its diagonal. The weights are estimated by pooling the determinants of the 3D points covariances from the current and previous points sets, last line in eqn. 4. The points uncertainty are given by modeling of the stereo error, (see section 2.3). The solution of the rotation R and translation T parameters are given by:
where the vectors V and U are the orthonormal vectors from a SVD of: whereQ cj,pj are the two point sets corrected by their respectively mean values. The translation may now be estimated by:T
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where Q 1,2 are the weighted sums of the 3D point sets and W are the sum of the weights, w j . In the second step of the method the uncertainty of the 3D points is propagated so it takes the full covariance into account. In practice this mean that the initial estimates of the rotation and translation is corrected for the full covariance structure of the points location derived from modeling of the stereo error. In this study this error propagation is not important as the position estimates is only used for derivation of the robots ego-motion (visual odometry) and not used in for example a Kalman filter for fusion with input from other sensors as GPS, gyro, compass etc. (This work is in progress).
Modeling Stereo Error
Due to the quantification of the image sensor an uncertainty in the reconstruction of the interest points 3D position, is introduced. As illustrated in figure 4 a given point may lie within a polygon. The size of the polygon is a function of the distance to the stereo setup and the pixel size. For modeling of the uncertainty introduced by the triangulation the method presented in (Matthies and Shafer, 1987) is used. This models the polygons by three dimensional Gaussian distributions. For further detail please consult (Matthies and Shafer, 1987) . The covariances of these distribution are used for estimation of the weights w j in eqn. 4.
The depth uncertainty of the triangulation estimates along the optical axis h e is given by the standard formula h e = 2h 2 x T f−2h x , where h is the depth, x the pixel size, T the baseline, and f the focal length. The function is plotted in figure 5 for the robot setup used in the experiments. For the experiments the autonomous platform described in (Bak and Jakobsen, 2004) , will be used (figure 6). Table 1 summarize the characteristics of the stereo setup mounted on the platform. Images from the stereo setup is synchronously logged together with corresponding position estimates from a TopCom RTK GPS-module mounted on robot, so there is a complete correspondence between the two recordings.
Robot Setup
The local coordinate system of the robot has its xaxis along the baseline of the cameras, the z-axis orthogonal to this in the driving direction of the robot. This gives the bird view plan. The y-axis is perpendicular to this plan, i.e. the elevation plan of the robot. 
Experiments
For evaluation of the potential use of computer vision in combination with GPS three different out-door experiments was performed. For all experiments the ground truth of the robots ego-motion is evaluated by visual comparison of the estimated trajectory by computer vision and GPS. The experiments are designed so they examine the potentials and drawbacks of the two methods.
In the first experiment the robot is driving in a linear motion starting close to a hedge of trees and moving 19 meters backwards away from this. In the second experiment the robot is driving 31 meters on a gravel road with hedges on either side. The motion of the robot is oscillating and driven under high contrast changes and in way that limits the consecutive matches between successive frames. The third experiment is a circular motion of 31 meters, which demonstrates how the vision system looses its capabilities when it is searching for interest points in an open country side environment with structures far away. It also demonstrates how the GPS may suddenly make abruptly changes when it gets occluded by trees. For all images the robots motion starts in (0,0). Figure 10 , illustrates examples of images from the right camera from all three experiments.
Finally, a fourth experiment (figure 9) is performed, where the robot is driven in oscillating motion on a gravel road with large trees on each side covering the main part of the hemisphere.
RESULTS
Evaluation of the experiments is mainly done by visual comparison of the logged GPS positions and the ego-motion of the robot. This because the GPS positions can only partly be used as "ground truth". Figure 7 , illustrates the accordance between the GPS and the position estimates derived from the egomotion of the robot of the first three experiments. For the linear experiment there is good agreement between the two estimates. From table 2 the robot ends 1.67 meters behind the GPS position estimate, which is within the uncertainty for the stereo setup at a distance of app. 20 meters, (figure 5). More complex is the second experiment. In this the computer vision system is capable of getting good ego-motion matches until it has moved 15 meters. Hereafter it loses track mainly due to lack of ego- The circular motion illustrates both the potential and drawbacks of GPS and visual based navigation. In the beginning the robot is moving towards and along the hedge whereafter is field of view at image 65 is changing to the open field until image 123 where the hedge is appearing in its field view again. Figure  10 bottom, illustrates the sequence. Compared with the number of consecutive matches (figure 8 it is obvious that between image 65 and 123 there is very few consecutive matches and hence the ego-motion estimate gets very unstable. For the GPS positioning estimate there is a abruptly change in the lower right corner of the circle. However, overlapping the egomotion with the GPS position it obvious that the circle can be closed by fusion of the two position estimates. The last experiment is illustrated in figure 9 . This show the situation where the GPS is significantly occluded by large trees and hence give a very poor position estimate, which in many case is several meters of the visual navigation estimate. The robot moves in oscillating motion. In the beginning of the sequence the hemisphere is only partly occluded. As the robot moves the trees on either side of the gravel road gets larger and occludes the hemisphere completely. In the sequence the computer vision based ego-motion estimate is able to estimate the motion of the robot whereas the GPS is significantly disturbed by the large trees.
DISCUSSION
The study presented demonstrates the potential of using SIFT for localization of interest points in an outdoor environment and further how these may be use for estimation of a robots ego-motion. Estimation of the robots location by its ego-motion has been compared with the position estimation from a RTK-GPS system. The study demonstrates both the advantages and disadvantages of the two methods but further it demonstrates that the two methods can nicely supplement each other for robust navigation.
In the study only the ego-motion of the robot has been used for estimation of it position. Clearly, this can be extended by inclusion of landmarks that may be storing in a database and used over several frames. However, in an outdoor cross-country the number of landmarks that may be distinct over seasonal changes of the country side will be very limited. In this respect the very naive ego-motion estimate only considering consecutive frames will be a robust method.
Fusion of the ego-motion and GPS positioning estimates has not be considered in this study. In further development this will be a problem to address. The study, however, illustrates that there is a potential in fusion of the two methods as they supplement each other nicely in the situation where the performance and reliability of one of them is sensitive to the surrounding environment.
CONCLUSION
In this study the potential combination of GPS and visual navigation by use of scale invariant feature transform (SIFT) for detection of interest points in a crosscountry environment has been investigated. The study demonstrates that if the visual navigation system is close to artifacts as trees and hedge it is possible to derive a reliable ego-motion estimate of the robot by matching of interest points in two consecutive stereo pairs. On the other hand if the robot is far from structures the ego-motion of the robot gets unreliable.
In contrast the study demonstrates the sensitively of GPS when it gets occluded by trees or other artifacts. In this situation the position estimate gets unreliable and subjected to abruptly changes. However, this is the situation where the visual navigation system is operating with high accuracy. As results and as demonstrates in the experiments the two methods may nicely supplement each other in future development of robust outdoor cross-country navigation systems. 
