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Abstract
Invariant risk minimization (IRM) (Arjovsky
et al., 2019) is a recently proposed framework
designed for learning predictors that are invariant
to spurious correlations across different training
environments. Yet, despite its theoretical justifica-
tions, IRM has not been extensively tested across
various settings. In an attempt to gain a better un-
derstanding of the framework, we empirically in-
vestigate several research questions using IRMv1,
which is the first practical algorithm proposed
to approximately solve IRM. By extending the
ColoredMNIST experiment in different ways, we
find that IRMv1 (i) performs better as the spurious
correlation varies more widely between training
environments, (ii) learns an approximately invari-
ant predictor when the underlying relationship is
approximately invariant, and (iii) can be extended
to an analogous setting for text classification.
1. Introduction
Invariant risk minimization (IRM) (Arjovsky et al., 2019) is
a recently proposed machine learning framework where the
goal is to learn invariances across multiple training environ-
ments (Peters et al., 2016). Compared to the widely used
framework of empirical risk minimization (ERM), IRM does
not assume that training samples are identically distributed.
Rather, IRM assumes that training samples come from mul-
tiple environments and seeks to find associations that are
invariant across those environments. This allows its result-
ing predictor to be effective in out-of-distribution (OOD)
generalization, i.e., achieving low error on test samples that
might come from an unseen environment.
Although IRM is a promising framework for OOD gener-
alization, it is not extensively tested across many settings
in which IRM is expected to perform well. Experiments in
(Arjovsky et al., 2019) are limited to two-environment bi-
nary classification tasks, which do not cover different types
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of multi-environment settings found in real-world datasets
(Torralba & Efros, 2011; Beery et al., 2018; Geva et al.,
2019).
In this paper, we conduct a series of experiments that exam-
ine the extent to which the IRM framework can be effective.
Specifically, we extend the ColoredMNIST setup from (Ar-
jovsky et al., 2019) in several ways and compare the OOD
generalization performances of ERM and IRMv1, which is
the first practical algorithm for IRM proposed by (Arjovsky
et al., 2019). We find that:
• The generalization performance of IRMv1 improves as
the training environments become more diverse. (§3.1)
• IRMv1 learns an approximately invariant predictor
when the underlying relationship is approximately in-
variant. (§3.2)
• IRMv1 can be extended to an analogous setup for a
text classification task. (§4)
We publicly release our code at https://github.com/
kakaobrain/irm-empirical-study.
2. Background: Invariant Risk Minimization
2.1. The IRM Framework
Consider a set of environments E . For each environment
e ∈ E , we assume a data distributionDe onX×Y and a risk
function Re(f) = E(Xe,Y e)∼De [L(f(Xe), Y e)] for a con-
vex and differentiable loss function L, such as cross-entropy
and mean squared error. Our goal is to find a predictor
f : X → Y that minimizes the maximum risk over all envi-
ronments, or the OOD risk: ROOD(f) = maxe∈E Re(f).
A representation function Φ : X → H is said to elicit an
invariant predictor w ◦ Φ if there exists a classifier w :
H → Y that is simultaneously optimal for all environments,
i.e. w ∈ arg minw¯ Re(w¯ ◦ Φ) for all e ∈ E . Given training
environments Etr ⊆ E , IRM learns an invariant predictorw◦
Φ by solving the following bi-level optimization problem:
min
Φ,w
∑
e∈Etr
Re(w ◦ Φ) (1)
subject to w ∈ arg min
w¯
Re(w¯ ◦ Φ) ∀e ∈ Etr
Arjovsky et al. (2019) use the theory of invariant causal
prediction (ICP) (Peters et al., 2016) to illustrate that, for
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linear predictors and a linear underlying causal structure,
an invariant predictor can be found using IRM as long as
the training environments are sufficiently diverse and the
underlying invariance is satisfied. The connection to ICP
also yields a causal interpretation of IRM: it can discover
causal structures from the underlying data distribution that
can be extrapolated to OOD datasets.
2.2. The IRMv1 Algorithm
Because (1) is highly intractable, particularly when Φ is
allowed to be non-linear, Arjovsky et al. (2019) proposed a
tractable variant that approximates (1), called IRMv1:
min
Φ
∑
e∈Etr
[
Re(w · Φ) + λ · ||∇w|w=1Re(w · Φ)||22
]
(2)
where Φ : X → Rk for output dimension k, w ∈ Rk
is an k-dimensional vector, and 1 is an k-dimensional all-
1 vector. λ ∈ [0,∞) is a hyperparameter that balances
between predictive power over training tasks, i.e., the ERM
loss, and the squared gradient norm, i.e., the IRM penalty.
Note that, in (Arjovsky et al., 2019), the IRMv1 derivation
focused on the case where k = 1, where the predictor
outputs a single scalar (e.g., a logit). Throughout this paper,
we build predictors that output k ≥ 2 dimensional logits for
k-class classification, such that the gradient in the penalty
term is also k-dimensional.
Importantly, the penalty term captures how much the in-
variant representation Φ can be improved by locally scal-
ing itself. For each Φ and e, the squared gradient norm
penalty approximates “how close” w is to a minimizer
weΦ ∈ arg minw¯ Re(w¯ ◦ Φ). Note that (2) is now an ob-
jective with respect to Φ only and can be optimized using
gradient descent for non-linear Φ, such as a neural network.
3. Extended ColoredMNIST
In this section, we examine IRMv1 on different versions of
Extended ColoredMNIST, a collection of synthetic image
classification tasks derived from MNIST. Extended Col-
oredMNIST tweaks the original ColoredMNIST setup from
(Arjovsky et al., 2019), where the training set of MNIST is
split into two environments and spurious correlations are in-
troduced by associating specific colors with specific output
classes. The overall pipeline for constructing a Extended
ColoredMNIST dataset can be summarized as follows.
Extended ColoredMNIST: Data Construction Pipeline
1. Randomly split the training data (n = 50, 000) into m
environments, e1, . . . , em. The test data (n = 10, 000)
is considered to come from its own environment etest.
2. Corrupt each label with probability ηe.
3. Pair each output class with a unique color, e.g.,
(class1, color1), (class2, color2), and so on.
4. With probability pe, color the input image with the
color paired with its (possibly corrupt) label. Other-
wise, color the input image with a different color.
The goal of this setup, which includes1 the original Col-
oredMNIST construction (Arjovsky et al., 2019), is to build
a set of training environments where the spurious corre-
lation is stronger than the invariant correlation in data,
but only the spurious correlation varies among the training
environments. The spurious correlation is captured by the
correlation between color and label, or 1 − pe, while the
invariant correlation is captured by the correlation between
shape and label, or 1 − ηe. In this setting, we expect that
ERM picks up the spurious correlation that appears strong
during training and suffers in the test set where the spuri-
ous correlation is altered. On the other hand, we expect
that IRM picks up the invariant correlation only, because it
learns an invariant predictor.
In the following experiments, we use the training configu-
rations used in the original implementation2, unless noted
otherwise. Full training details are presented in Appendix B.
Due to space constraints, we highlight two of our findings
for Extended ColoredMNIST here; we include additional
experimental results in Appendix C.
3.1. How does the diversity of training environments
affect IRMv1’s performance?
First, we examine how the OOD generalization performance
of IRMv1 is affected by the difference between training
environments in terms of their spurious correlations. For
m = 2 training environments, the gap between training
environments is captured by |p1 − p2|, the difference in col-
oring probabilities. Since IRM exploits this gap in spurious
correlations among the environments, we expect that the
algorithm can perform well only if this gap is substantially
greater than zero. Note that, if p1 = p2, then no algorithm
can distinguish the invariant correlation from the (no longer)
spurious one.
In Figure 1, we plot the train and test accuracies of ERM and
IRMv1 against |p1−p2|. For each value of gap := |p1−p2|,
we define p1 = 0.2 + gap/2 and p2 = 0.2− gap/2. Since
the average of coloring probabilities is p1+p22 = 0.2, the
spurious correlation is always stronger than the invariant
correlation during training. All other settings are the same as
ColoredMNIST – in particular, a random baseline achieves
50% accuracy and the optimal classifier achieves 75%.
As shown in the right plot of Figure 1, we find that the gener-
alization performance of IRMv1 consistently improves as the
gap between training environments grows larger. Note that
1See Appendix A for a detailed explanation.
2https://github.com/facebookresearch/
InvariantRiskMinimization
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Figure 1. Accuracy on Extended ColoredMNIST, train (left) and
test (right), versus the difference in spurious correlations between
the two training environments, |p1 − p2|. Averaged over 10 trials
(error bars represent standard deviations).
IRMv1 outperforms ERM as soon as a non-zero gap exists
and achieves above-chance accuracy for |p1 − p2| ≥ 0.05.
As the gap grows larger, IRMv1’s test set accuracy consis-
tently improves and eventually gets close to the accuracy
(70.6%) of the grayscale model, which is the same model
trained on data without spurious correlations (i.e., the col-
ors). This suggests that IRMv1 benefits from more varying
spurious correlations between training environments.
3.2. How does approximate invariance affect IRMv1’s
performance?
In ColoredMNIST and in §3.1, shape and label were as-
sociated with the same degree of correlation (1 − ηe) for
all environments. However, in reality, it may be unreason-
able to assume that this association is completely invariant.
Arjovsky et al. (2019) states that, when the data follows
an approximately invariant model, IRM should return an
approximately invariant solution, because its objective is a
differentiable function with respect to the training environ-
ments. Our goal here is to empirically validate this claim.
We set up a different version of Extended ColoredMNIST,
where we now vary the rate of label corruption across en-
vironments. Specifically, we evaluate IRMv1 and ERM on
different values of |η1 − η2|, while keeping their average
fixed to the test set, i.e., η1+η22 = ηtest = 0.25. We also
fix p1 = 0.2 and p2 = 0.1. As |η1 − η2| grows larger, the
association between shape and label becomes less invariant.
Figure 2 shows mean accuracies of ERM (blue), IRMv1
(green), and random (orange) predictors across different
values of |η1 − η2| (0.0 to 0.5 with 0.01 increments). First,
we find that IRMv1 can achieve a high test accuracy even
when the association between shape and label is only ap-
proximately invariant. For example, when |η1− η2| = 0.05,
IRMv1 achieves a 70.4% test accuracy, which is even larger
than the test accuracy when η1 = η2 (66.2%). As long as the
association is not more variant than the spurious correlation
Figure 2. Accuracy on Extended ColoredMNIST, train (left) and
test (right), versus the gap in label corruption ratio across train-
ing environments, |η1 − η2|. Averaged over 10 trials (error bars
represent standard deviations).
between color and label, IRMv1 performs above chance and
also well above ERM, which quickly overfits to color across
all values of |η1 − η2|.
Interestingly, the overall behavior of test accuracy for
IRMv1 (Figure 2, right) suggests that the algorithm gives
more weight to whichever factor that is more invariant, in a
nearly smooth manner. As the gap grows larger, IRMv1’s
test accuracy becomes directly correlated to |η1 − η2|: high
when the gap is small and low when the gap is large. In
fact, this pattern in IRMv1 test accuracy is almost a smooth
function of the gap, starting from high test accuracy (i.e.,
predictions made off of shape) eventually reaching the test
accuracy of ERM (i.e., predictions made off of color). Also
notable is that the accuracy is close to the random baseline
(50%) precisely when |η1−η2| = |p1−p2| = 0.1. We posit
that, at this point, the algorithm either discards both factors,
as they are equally non-invariant, or weighs both factors
equally, which would cancel out in terms of test accuracy.
In either case, it is interesting to see that IRMv1 chooses
not to favor color, which is a stronger indicator of the label
than shape in the training set.
4. PunctuatedSST-2
As described in (Arjovsky et al., 2019), the fact that ERM is
prone to absorbing biases and spurious correlations from the
training data is a fundamental problem across all machine
learning applications. Natural language processing (NLP)
is no exception: several recent papers (Gururangan et al.,
2018; McCoy et al., 2019; Niven & Kao, 2019) repeatedly
pointed out the presence of spurious correlations in text
classification tasks, often in the form of specific words being
highly correlated with specific labels, and how NLP models
actively exploit them. As a result, state-of-the-art models
for NLP often make trivial mistakes and fail to generalize
out-of-distribution.
With this in mind, we apply the data construction pipeline
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for Extended ColoredMNIST to a text classification dataset
and evaluate the performances of both ERM and IRMv1.
We start with Stanford Sentiment Treebank (SST-2) (Socher
et al., 2013), a standard benchmark dataset for binary senti-
ment analysis, and use an analogous pipeline.
PunctuatedSST-2: Data Construction Pipeline
1. Randomly split the SST-2 training data (n = 67, 350)
into m environments, e1, . . . , em. The SST-2 valida-
tion data (n = 873) is also randomly split, but into
m+ 1 environments: e1, . . . , em and eOOD.
2. Corrupt each label with probability ηe.
3. Pair each output class with a punctuation mark: posi-
tive with a period (.) and negative with an exclamation
mark (!).
4. Remove any existing punctuation mark at the end of
each input sentence.
5. With probability pe, punctuate the input sentence with
the mark paired with its (possibly corrupt) label. Oth-
erwise, punctuate the input sentence with the other
mark.
There are two key differences from the pipeline for Ex-
tended ColoredMNIST. First, we now keep a separate test
set that is assumed to have come from each of the training
environments. This allows us to more precisely measure
how much the model is picking up the spurious correlation,
as the examples from this test set are unseen but has the
same degree of spurious correlation as its corresponding
training environment. The final test set, now renamed as
coming from environment eOOD, corresponds to the test set
we had in Extended ColoredMNIST.3 Second, because the
inputs are now sequences of tokens, we need a different way
to “color” them based on the label. In PunctuatedSST-2, we
introduce associations between each output class and a spe-
cific punctuation mark. Adding a punctuation mark at the
end allows us to preserve both the meaning and grammatical-
ity of the input sentence. Aside from these two differences,
we use the original ColoredMNIST setup for the following
experiments: m = 2 training environments with p1 = 0.2,
p2 = 0.1, and pOOD = 0.9, and label corruption across
environments of η1 = η2 = ηOOD = 0.25.
4.1. Can IRMv1 work with spurious token-to-label
correlations in text classification tasks?
Because state-of-the-art models on SST-2 can be quite com-
plex for our tests, we resort to a simple bag-of-words (BOW)
model with averaged word embeddings (Pennington et al.,
2014). We still train using gradient descent, although we run
a new hyperparameter search (Bergstra et al., 2015). Further
training details can be found in Appendix D.
3The same could have been done for Extended ColoredMNIST,
but we preserved the original pipeline by (Arjovsky et al., 2019) to
make our results comparable.
Algorithm Test Accuracy
e1 e2 eOOD
ERM 71.2± 0.6 81.8± 3.2 30.4± 1.6
IRMv1 57.7± 1.8 62.1± 2.2 61.4± 2.2
Majority 50.3 50.2 52.2
Oracle 58.7± 2.0 65.8± 2.4 61.5± 1.2
Table 1. Test accuracy (%) on PunctuatedSST-2. Averaged over
10 trials (mean ± standard deviation). e1 and e2 refer to held-
out data sampled from the same distributions as the two training
environments (p1 = 0.2, p2 = 0.1). eOOD refers to a held-out set
with an inverted spurious correlation (pOOD = 0.9).
In Table 1, we report the mean accuracies for ERM and
IRMv1, as well as for the majority vote and oracle (ERM
without input perturbations, or the “grayscale” model) base-
lines. We first find that the ERM model is highly suscep-
tible to the spurious token-to-label correlations present in
the training environments, resulting in a worse-than-chance
OOD accuracy (30.4%) as in ColoredMNIST. More impor-
tantly, we find that the IRMv1 penalty works to remove the
effect of this spurious but varying correlation, achieving
almost as high OOD accuracy (61.4%) as the oracle model
(61.5%)4. These results suggest that the IRMv1 algorithm
can indeed be extended to analogous settings in NLP.
5. Conclusion and Future Work
To deepen our understanding of IRM, we examined the gen-
eralization performance of IRMv1 across several extensions
of ColoredMNIST. Overall, our findings were optimistic.
We found that IRMv1 is capable of detecting and remov-
ing small variations across environments and that it learns
approximately invariant predictors when the underlying re-
lationship is approximately invariant. We also found that
IRMv1 can be extended to analogous text classification tasks
involving spurious token-to-label correlations.
We believe that these results serve as initial steps toward
making IRM more broadly and effectively applicable. One
important future direction is to identify multi-environment
settings where we can apply IRM to achieve OOD gener-
alization, or more specifically, how we find or construct
training environments that are sufficiently diverse. Teney
et al. (2020), for example, recently illustrated a use case
in visual question answering (VQA), where question types
or (learned) clusters in inputs were used to create different
training environments. Developing more stable approxima-
tions of the IRM framework, as pointed out in (Ahuja et al.,
2020) and (Teney et al., 2020), would also be crucial for
scaling IRM to larger datasets and models.
4The bag-of-words model is known to only achieve ∼80%
accuracy before label corruption (Wang et al., 2019). Because we
also add a 25% label corruption, we can expect even the oracle
model to have an even lower accuracy.
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A. ColoredMNIST is a Special Case of
Extended ColoredMNIST
The original ColoredMNIST setup from (Arjovsky et al.,
2019) is a special case of Extended ColoredMNIST. It con-
sists of m = 2 environments and a test environment, all
with label corruption probabilities η1 = η2 = ηtest = 0.25.
The two training environments have coloring probabilities
p1 = 0.2 and p2 = 0.1 respectively, while the test environ-
ment has ptest = 0.9. Labels are collapsed into two classes,
y = 0 for digits 0-4 and y = 1 for digits 5-9. To color
the image, the input image is represented in two channels,
one for red and one for green. During training, the color of
each input image is highly correlated to the binary label: 0
with green and 1 with red (with probability 1− pe for each
environment e). At test time, this correlation is reversed: 0
with red and 1 with green (with probability ptest).
B. Extended ColoredMNIST Training Details
Our code5 is based on the official implementation for (Ar-
jovsky et al., 2019), and we chose our hyperparameters
as follows. The representation model is parametrized as a
multi-layer perceptron (MLP) with ReLU activations, three
layers, and an equal number (h = 256) of hidden units
in between layers, containing a total of 166,914 trainable
parameters. The model is trained using gradient descent
for 500 steps, with a fixed learning rate of 0.001 and a L2
weight decay of 0.001. λ is set to 10, 000 but is fixed to 1 for
the first 100 steps. Input MNIST images were subsampled
from 28x28 to 14x14. All reported accuracies are averaged
over 10 random seeds, along with their standard deviations.
C. Additional Extended ColoredMNIST
Experiments
In this section, we run additional experiments with different
variations of Extended ColoredMNIST, complementing our
results from §3.
C.1. Is IRMv1 still effective when the invariant
correlation is stronger than the spurious one?
In the original ColoredMNIST experiment, by construction,
the spurious correlation is stronger than the invariant cor-
relation during training. In reality, the spurious correlation
might exist but its degree might not be as strong as the invari-
ant correlation. We pose two questions here: (i) Does the
weak spurious correlation still hurt ERM’s generalization
performance? (ii) If so, can IRMv1 help avoid this issue?
5https://github.com/kakaobrain/
irm-empirical-study/tree/master/colored_
mnist
Algorithm 25% Label Corruption No Label Corruption
Train Test Train Test
ERM 81.5± 0.5 61.6± 2.0 99.6± 0.0 92.7± 0.2
IRMv1 74.0± 0.3 71.6± 0.9 †98.3± 0.0 †91.0± 0.3
Random 50 50 50 50
Optimal 75 75 100 100
Grayscale 76.6± 0.3 71.6± 0.5 99.3± 0.1 97.9± 0.1
Table 2. Accuracy (%) on Extended ColoredMNIST, where the
invariant correlation is stronger than the spurious one. Averaged
over 10 trials (mean ± standard deviation). †Trained longer for
10,000 (x20) steps, around which both the ERM loss and the
IRMv1 penalty stopped decreasing.
To answer these questions, we setup two Extended Col-
oredMNIST settings where the invariant correlation is
stronger the spurious one. In the first setting, the spuri-
ous correlations for training environments are weakened to
p1 = 0.45 and p2 = 0.35, with label corruption probabili-
ties kept at η1 = η2 = ηtest = 0.25. In the second setting,
we remove label corruption, i.e. η1 = η2 = ηtest = 0.0, and
the spurious correlations are unchanged from the original
version, i.e. p1 = 0.2 and p2 = 0.1. In both settings, the
average spurious correlation (1− p1+p22 ) is now 0.15 lower
than the invariant correlation (1− η), and the gap between
training environments (p1 − p2) is fixed to 0.1. Also, ptest
is kept as 0.9 in both settings.
In Table 2, we present train and test accuracies in the two
settings. We also present random, oracle, and grayscale
baselines in both settings. With 25% label corruption, we
find that IRMv1 achieves the same accuracy (71.6%) as the
grayscale model, suggesting that it effectively ignores the
spurious correlation and predicts as well as the same model
trained without the spurious correlation. In contrast, while
ERM now achieves accuracy above chance (61.6%), it fails
to completely ignore the spurious correlation when making
its prediction, as evidenced by its relative high train and low
test accuracies.
With no label corruption, however, we find that ERM (92.7%)
outperforms IRMv1 (91.0%), even though IRMv1 needed
much more training steps (10,000) for the training loss and
penalty to stop decreasing. One possible explanation is that,
because the invariant correlation is “too strong”, the differ-
ence in spurious correlations between training environments
was comparatively not large enough for IRMv1 to exploit.
This would suggest that IRMv1 is less effective when the
invariant correlation is already strong enough, such as the
case of no label corruption. Also, notice that ERM’s per-
formance is still lower than the grayscale model (97.9%),
suggesting that the spurious correlation is still problematic
for ERM, although IRMv1 does not seem to solve this issue.
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Algorithm # Envs. Accuracy
Train Test
ERM 2 86.4± 0.9 28.5± 3.8
IRMv1 2 72.0± 0.5 70.1± 0.8
IRMv1 3 71.8± 0.8 69.6± 1.4
IRMv1 5 72.2± 1.2 68.3± 0.8
IRMv1 5 (uneven) 70.9± 0.8 68.5± 1.5
IRMv1 10 72.2± 0.9 68.4± 1.4
Table 3. Accuracy (%) on Extended ColoredMNIST with multiple
environments (m = 2, 3, 5, 10). In each setting, the maximum gap
in coloring probabilities between training environments is 0.2 and
their average is less than 0.25. Averaged over 10 trials (mean ±
standard deviation).
C.2. Does IRMv1 work with more than two training
environments?
Some realistic datasets for IRM may contain examples
sourced from many more environments than two. When
datasets are collected from multiple sources, which is com-
mon for many benchmark datasets, they are likely separable
into many environments, each with a different degree of
spurious correlation.
To examine the performance of IRMv1 with m ≥ 2 en-
vironments, we follow the Extended ColoredMNIST data
construction pipeline we described earlier to build datasets
with m = 3, 5, 10 training environments. Each environ-
ment e possesses a unique probability pe that the label is
correlated to a specific color. In all cases, we set maximum
and minimum values of pe to 0.3 and 0.1, respectively, and
spread out the environments evenly. For m = 3 environ-
ments, we use p1 = 0.3, p2 = 0.2, and p3 = 0.1. We
also test out uneven gaps when m = 5 using p1 = 0.3,
p2 = 0.25, p3 = 0.17, p4 = 0.15, and p5 = 0.1. Note that
the average of environment probabilities is always smaller
than η = 0.25, meaning that ERM performs poorly (< 50%)
in all of these environments.
Our results are summarized in Table 3. Overall, we find
that IRMv1 can achieve high test accuracy (68.3-70.1%)
with 3, 5, or 10 training environments, spread out evenly or
unevenly. Also, the performance seems slightly better for
less numbers of environments, although not significantly.
We posit that the performance might degrade for more envi-
ronments as the average gap between any two environments
gets closer, because we fixed the maximum gap.
C.3. Does IRMv1 work with multiple outcomes?
Our final Extended ColoredMNIST experiment examines
the performance of IRMv1 for multiple outcomes. This is
important because many real-world datasets involve multi-
dimensional outputs – most notably, multi-class classifica-
tion tasks require multi-dimensional logits as outputs. Yet,
for the sake of clarity, the original formulation of IRMv1 in
Algorithm # Outcomes Accuracy
Train Test
ERM
2
89.1± 0.4 19.6± 1.0
IRMv1 71.4± 0.8 67.6± 1.3
Random 50 50
Grayscale 76.6± 0.2 71.6± 0.4
ERM
5
‡95.2± 0.2 ‡41.0± 0.6
IRMv1 82.2± 0.4 62.0± 2.4
Random 20 20
Grayscale 73.2± 0.2 71.7± 0.4
ERM
10
‡92.6± 0.2 ‡39.2± 0.9
IRMv1 †83.4± 0.5 †58.6± 2.5
Random 10 10
Grayscale 73.2± 0.1 71.9± 0.5
Table 4. Accuracy (%) on Extended ColoredMNIST with multiple
outcomes (k = 2, 5, 10). Averaged over 10 trials (mean± standard
deviation). †Trained longer for 1,000 (x2) steps, around which
both the ERM loss and the IRMv1 penalty stopped decreasing.
‡Trained longer for 5,000 (x10) steps, around which the ERM loss
stopped decreasing.
(Arjovsky et al., 2019) focused on binary classification with
sigmoidal logits, leading to a scalar output. Here, we treat
ColoredMNIST as a multi-class classification task, per the
extended derivation of IRMv1 in (2).
Analogous to ColoredMNIST with two classes, we construct
a k-class ColoredMNIST by assigning a unique color that
is highly correlated to each output class during training and
shifting it for the test set. To prevent introducing unwanted
correlation structures, we assign a unique input channel for
each color. Note that this makes the first layer of the MLP
contain more parameters for larger k. We test four values of
k: k = 2 (y = 0 for digits 0-4, y = 1 for 5-9); k = 5 (y = 0
for 0-1, y = 1 for 2-3, ..., y = 4 for 8-9); and k = 10 (each
digit is its own class).
Our results are summarized in Table 4. Overall, we find that
IRMv1 still generalizes significantly better than ERM on
multiple outcomes (k = 5, 10). This shows that the IRMv1
penalty for multi-dimensional outputs is still effective, so
long as the underlying causal structure is preserved. We do
note that the test accuracy for IRMv1 degrades as more out-
put classes are used, unlike the grayscale model that retains
its test accuracy. This suggests that, although effective, the
IRMv1 penalty may become less effective when its squared
gradients are summed over more dimensions. One possibil-
ity is that the gradient norm penalty does not scale each of
the k dimensions adaptively, although it is unclear how to
weigh each dimension properly. Another possibility is that
evaluating the gradient at the all-1 vector is problematic, al-
though the IRMv1 derivation for least-squares in (Arjovsky
et al., 2019) suggests that this shouldn’t be an issue.
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D. PunctuatedSST-2 Training Details
Our code6 for PunctuatedSST-2 extends the data construc-
tion and training scripts for Extended ColoredMNIST.
For text pre-processing, we reference the SST-2 data pre-
processing script from HuggingFace’s transformers7
library.
For hyperparameters, we use the average of the 300-
dimensional GloVe (glove.6B.300d) (Pennington et al.,
2014) word vectors as inputs, and train a 3-layer (300-300-
2) perceptron with ReLU activations. The model contains
181,202 trainable parameters, which is comparable to the
MLP model used for ColoredMNIST. We still train with
full gradient descent for 500 steps, but use hyperopt8
with tree-structured Parzen estimators (TPE) (Bergstra et al.,
2015) for a hyperparameter search over the learning rate
(1e-3, 2e-3, 5e-3, 1e-2), L2 weight decay (1e-4, 5e-4, 1e-3,
1e-2), and the penalty weight λ for IRMv1 (5k, 7.5k, 10k,
20k, 50k). Across 50 hyperparameter configurations, we
choose the one that gives the highest minimum accuracy
over the three test sets (averaged over 5 trials). We then
use the best hyperparameter configuration to report the final
mean accuracy.
6https://github.com/kakaobrain/
irm-empirical-study/tree/master/punctuated_
sst2
7https://github.com/huggingface/
transformers
8https://github.com/hyperopt/hyperopt
