For nonlinear systems, instability of the zero dynamics is known to correspond to the non-minimum phase property of linear systems. For linear systems it is also known that non-minimum phase is associated with certain step response behavior e.g. the initial direction of the step response is opposite to the final value. The corresponding step response properties of nonlinear systems are investigated in this contribution. It is also investigated whether a certain nonlinear canonical form gives insight into the relation between step response and non-minimum phase behavior.
INTRODUCTION
For non-linear systems it is well known that the zero dynamics plays an important role in analysis and design, see e.g. (Byrnes & Isidori 1991) , (Byrnes & Hu 1993) , (Isidori 1995) . The importance lies among other things in the performance restrictions that arise from unstable zero manifolds. This is particularly noticeable for linear systems where the dynamics of the zero manifold is given by the zeros of the system, and related to non-minimum phase properties of the transfer function, see e.g. (Glad & Ljung 2000) . From an engineering point of view an important aspect of non-minimum phase behaviour lies in the "strange" step responses that are often encountered. For linear systems it is easy to see, e.g. from initial and final value theorems for Laplace transforms, that an odd number of zeros in the right half plane will give a step response starting in a direction opposite to the final value. The purpose of this paper is to investigate some similar properties in the nonlinear case. 
DIRECTION OF STEP RESPONSE
Consider a system with relative degree r where x 1 = y, x 2 =ẏ, ..., x r = y (r−1) are introduced as the first state variables. Let z with dimension n−r be a vector with the remaining state variables. The state space description is then.
. . .
where b is assumed to be everywhere nonzero. Let x = 0, z = 0, u = 0 be an equilibrium. Let
be the Jacobian of the right hand side with respect to x, z, where the dimensions of the submatrices correspond to the dimensions of z and x. To simplify the analysis A 22 is assumed to be nonsingular.
Now consider the equations for a different equilibrium u = u o , y = y o :
The vector z is then defined by
Define the matrix
where v is the first column of A 21 , c is the last row of A 12 and a c is the r, 1-element of A 11 . The block matrices have the following property.
Proof. For block matrices with A 22 nonsingular it holds in general that
one gets
22 v Taking the determinant of this matrix gives the desired result.
One can now derive the following property of the equilibrium point. 
Proof. Since A is nonsingular it follows from (11) that a c − cA
it follows that A o is nonsingular and the implicit function theorem can be applied, showing that y o can be solved as a function of u o . Differentiating (9), (10) with respect to u o then gives
Eliminating z uo and solving for dy o /du o then gives the desired result.
The equations for the zero dynamics are
The Jacobian of the right hand side, evaluated at the origin, is
The matrix B has the following property.
Lemma 3.
Proof. The result follows from
and the determinant formula
Theorem 1. For the system (1) with relative degree r one has the relation
where A and B are the matrices of the linearized dynamics and linearized zero dynamics respectively and all quantities are evaluated at the origin.
Proof. Follows directly from a combination of Lemmas 1, 2 and 3.
The theorem has a number of immediate consequences.
Corollary 2. Suppose A has all its eigenvalues strictly in the left half plane and that B has ν eigenvalues strictly in the right half plane and the remaining eigenvalues strictly in the left half plane. Then
Proof. This follows from the fact that the determinant equals the product of the eigenvalues.
For a step response of system (1), starting at the origin one has
where u o is the magnitude of the step. From (19) it follows that the step response will initially move in the direction of the steady state if the linearized zero dynamics has an even number of eigenvalues in the right half plane (and in particular if there are no eigenvalues in the right half plane). If the zero dynamics has an odd number of eigenvalues in the right half plane the step response will initially be in the "wrong" direction with respect to the steady state value. (Since dy o /du o at the origin is used in (19) this resoning applies if the steps are small enough.)
THE OBSERVER CANONICAL FORM
One can analyze the dynamics in more detail if it is assumed that the nonlinear system can be transformed to observer form, (Krener & Isidori 1983) . The observer form iṡ
If the relative degree is r, then b 1 = . . . = b r−1 = 0 and b r = 0. It is assumed that b n (x 1 ) = 0 for all x 1 . Since one can define u with the opposite sign, it is then no restriction in assuming 
Lemma 5. Assume that for every y o the equilibrium point is stable. Then u o is an increasing function of y o .
Proof. Differentiating the expression (22) gives
The linearized dynamics at an equilibrium point is given by the matrix 
there must be at least one eigenvalue in the right half plane and the equilibrium can not be stable. It follows that −a n (y o ) + u o b n (y o ) ≤ 0 and consequently the numerator of du o /dy o is positive.
Lemma 6. For a system with relative degree r the zero dynamics at an equilibrium point y o is given by
The zero dynamics is thus linear with characterisitic equation
From (20) it follows that the first nonvanishing initial value of an output derivative for a step response is given by b r (y o ) times the step amplitude.
Since the equilibrium value of y is an increasing function of u, it follows that b r (y o ) > 0 corresponds to the initial direction of the step response being in the "right" direction. Since b n > 0 the conclusions from Theorem 1 and Corollary 2 are easily arrived at: b r (y o ) > 0 precisely when there is an even number of zero dynamics poles in the right half plane.
SOME STEP RESPONSES
Consider the systeṁ
The steady state response is given by
In Figure 1 the step response of the system is shown for a step from u o = 1.6, y o = 2 to u o = 3. Since b 1 (y o ) = 1 − 2 3 = −7, the initial step response is in the "wrong" direction. The eigenvalue of the zero dynamics is 4/7 so the zero dynamics is unstable. If the step is instead from u o = 0, y 0 = 0 to u o = 3, the coefficient b 1 (y o ) = 1 and the step is in the "right" direction as shown in Figure 2 . The zero dynamics is stable with the eigenvalue −1.
Now consider the systeṁ
The step response from u o = 0.729, y o = 0.9 to u o = 1.729 is shown in Figure 3 . The initial part of the step is magnified in Figure 4 . The zero dynamics is given by the characteristic polynomial 0.1λ 2 − λ + 1 with roots 1.12 and 8.87. Since both roots are positive the zero dynamics is unstable. However, since the first coefficient is positive, the step response initially goes in the "right" direction. As the figures show the step response soon alters direction and is negative for some time. This is clearly an effect of the coefficient b 2 that is negative. The example shows that there is interesting behavior of non-minimum phase systems that is not predicted by the first nonzero b-coefficient. Step response of (28). Magnification.
CONCLUSION
It is seen from Theorem 1 that there is a relation between zero dynamics and the direction of initial response for the step response. In section 3 it is shown that the relation between step response and zero manifold behavior is much easier to analyze if the system is in observer form. Some examples show that there are many further aspects of nonlinear non-minimum phase step responses to analyze.
