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http://dx.doi.org/10.1016/j.bpj.2015.01.001Protein-protein interactions (PPIs), such as those involved in
signaling pathways and enzyme-inhibitor interactions, play a
fundamental role in biological function and evolution. Thus
significant biological insight can be gained by estimating the
strength of PPIs in the whole interactome (1). Various
methods have been developed to predict binding affinities
accurately and quickly, either based on physical force fields
(2–4) or molecular dynamics (5,6). Although several recent
methods were reported to show high correlation to experi-
ment (7,8), it is still challenging to estimate the precise bind-
ing energy of a specific protein complex from first principles,
especially at a relatively low computational cost.
To accurately predict the binding energy of two proteins,
we need to identify and quantify physical factors that govern
binding energy. It has been known (9,10) that major contrib-
utors to binding energy are buried surface area (11,12), hot
spots (13,14), and allostery (7,15). Some of them are due
only to solvation, whereas the others involve specific inter-
actions between protein chains. In this Letter we will
analyze the contribution of the solvation factor by investi-
gating the predictive power of PPI binding affinity based
solely on the solvation factor using the mean-field approach,
and check if this simple model can reveal important chem-
istry and biology.
Here the solvation factor is modeled by buried surface
areas, or changes in accessible surface areas (DASAs) dur-
ing association. It has been reported that DASA provides amajor contribution to binding free energy, especially when
binding is not accompanied by major conformational
changes (12). Based on the fact that the contribution to sol-
vation depends on the amino-acid type of residues (13), we
classified atomic DASAs by their residue types. We have 20
side-chain DASA types as well as one backbone DASA
type; the backbone atoms are considered independently,
because their DASAs are known to be independently crucial
in stabilizing a protein structure (16). The Shrake-Rupley
algorithm (17) was employed to compute ASAs, with the
probe radius of 1.4 A˚. Here we neglect hydrogen atoms.
The target protein setwas constructed from139 complexes
extracted from a structure-based benchmark, which provides
their corresponding three-dimensional structures and bind-
ing affinities (12). Using the fourfold cross-validation
method (18), we divided the whole set into four subsets of
equal size (Table S1 in the Supporting Material). Then we
ran four rounds of training and testing, in each of which the
union of three sets serves as a training set and the remaining
subset is used as a test set (Fig. S1 in the Supporting Mate-
rial). In each round, we ran a linear regression using each
possible combination of 21 DASA terms (that is, 221-1
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796 Biophysical Letterscombinations were investigated for each round), and checked
if the combination is ‘‘relevant’’, based on the correlation
coefficient of the regression. A combination is ‘‘relevant’’
if removing any of its constituent DASA terms leads to a sta-
tistically significant decrease in predictive power compared
to random-number terms (Table S5 and Fig. S5).
From each round of different training and test sets, we
collected four groups of relevant combinations, and found a
common combination, which consists of only three DASA
terms: DASATyr, DASASer, and DASACys (Table S2). Here
DGbind ¼ Cþ wTyr  DASATyr þ wSer  DASASer
þ wCys  DASACys;
where C ¼ 8.5 kcal/mol, wTyr ¼ 0.0086 kcal/mol/A˚2,
wSer ¼ 0.014 kcal/mol/A˚2, and wCys ¼ 0.032 kcal/mol/
A˚2. (The numbers have been determined by using the entire
dataset.) This model shows the Pearson coefficient R of 0.48
between predicted and observed binding affinities for the
whole set of 139 protein complexes, which is unexpectedly
high when compared to the known methods, especially
considering its simple nature (Table 1 and Fig. S2). The
root-mean-squared error is 2.6 kcal/mol, comparable to
the root-mean-squared error of 2.25 kcal/mol from ZAPP
calculation (19–21). Equivalent error estimates for GA-
PLS and BIOQSAR were reported to be 0.8–1.5 kcal/mol
(7,8). It should be noted that even though the whole set con-
tains protein complexes with large conformational changes
during docking, this model still shows a desirable perfor-
mance without considering such allosteric effects.
We tested the applicability of this simple model to discern
structural differences among different types of protein com-
plexes. We extracted representative nonredundant groups
(Fig. S6) of various obligatory and transient protein
complexes from the PDBePISA database (22) (Table S3):
antibody light-heavy chain recognition (LH, 367 com-
plexes), antibody-antigen recognition (AA, 157 complexes),
enzyme-inhibitor recognition (EI, 123 complexes), and
receptor-substrate recognition (RS, 210 complexes). LH
recognition is considered obligatory, while the other threeTABLE 1 Comparison of the Pearson coefficient R among
various methods, where the same data set (12) is used
Method R Feature Ref.
MARS 0.52 Machine learning (20)
ZAPP 0.63 Regression with nine terms (19)
GA-PLS 0.83 Consideration of allostery (7)
BIOQSAR 0.82–0.88 Machine learning (8)
SPA-PP 0.39 Statistical potential (21)
ROSETTADOCK 0.42 Regression with 11 terms (21)
DFIRE 0.35 Statistical potential (20)
PMF 0.37 Corrected statistical potential (20)
Interface area 0.24 Regression with DASAtotal
This work 0.48 Solvation only
This work shows R ¼ 0.48, comparable to traditional methods such as
ROSETTADOCK and DFIRE.
Biophysical Journal 108(4) 795–798interactions are all known as transient (9,23,24). It has been
known that obligatory interactions are generally tighter
than the transient interactions (9,23), but we want to quanti-
tatively analyze the differences in binding energies. Our
model is used to calculate the binding energy distributions
for all four groups (Fig. 1 A).
Note that the distributions generally conform to the previ-
ously reported distribution of protein binding energies (25).
It is shown that obligatory interactions are stronger than
transient ones, as expected. However, among the three tran-
sient complexes, the RS complexes turned out to have
significantly weaker binding than AA and EI complexes.
This quantitative difference can be explained by different
natures of AA/EI and RS interactions. The functions of
AA/EI binding are mostly to bind to their partners as tightly
as possible. In contrast, receptor-substrate binding shows
weaker interaction because binding partners should easilyFIGURE 1 Calculated binding energy distributions in different
biochemical contexts and those in different genetic contexts.
(A) Binding energy distributions of protein complexes with
different biochemical functions: antibody-antigen recognition
(AA, blue), enzyme-inhibitor recognition (EI, green), receptor-
substrate recognition (RS, red), and heavy-light chain recogni-
tion in antibody (HL, cyan). The average binding energies are
11.45, 11.47, 10.52, and 15.78 kcal/mol for AA, EI, RS,
and HL complexes, respectively. (B) Binding energy distribu-
tions of protein dimers according to genetic origins of compo-
nents: intragenic (blue) and intergenic (green) interactions
from Homo sapiens. The average values are 10.75 kcal/mol
for intragenic and 11.28 kcal/mol for intergenic interactions.
To see this figure in color, go online.
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sults were attained from more accurate yet computationally
extensive ZAPP calculation (Fig. S3 A). We also checked
distributions of contact counts, and found that the difference
between obligatory and transient interactions is mainly due
to the interface area, whereas the difference between AA/EI
and RS mostly comes from amino-acid compositions of the
interfaces (Fig. S4 A).
Another interesting comparison is between complexes of
protein domains coming from the same gene and those from
different genes. (To our knowledge, there has been no previ-
ous study to compare their binding energy distributions
quantitatively.) We focused on the dimers from Homo sapi-
ens because they comprise the largest set in the PDB and
created two different nonredundant groups of protein dimers
(22) (Table S4). These dimers were classified as either intra-
genic (1213 complexes) or intergenic (270 complexes). An
interaction between two components of a dimer is consid-
ered intragenic when they are from the same open reading
frame, which is tagged by a unique UniProt ID (26). Other-
wise, the interaction is intergenic.
The binding energy distributions of these groups reveal
that intergenic interactions are significantly stronger than
intragenic ones (Fig. 1 B). The trend was also reproduced
by ZAPP calculation (Fig. S3 B). This is presumably due
to an entropic cost of finding their binding partners, which
must be compensated by stronger binding. In other words,
intragenic complexes have their components in spatial
proximity when synthesized, while intergenic complexes
need to search the subunits to be assembled. From the con-
tact count distributions, we found the reason why intra- and
intergenic interactions are different: mainly the interface
areas (Fig. S4 B).
In this Letter we have shown that solvation alone, repre-
sented by the change in accessible surface area, contributes
significantly to binding energy of protein complexes. The
simple model has also shown its ability to reveal important
aspects of chemistry and biology of PPIs on the whole pro-
teome scale. We expect the simple predictor of PPI binding
affinity presented in this study to be used in future prote-
omics studies of physics and evolution of protein com-
plexes, such as more realistic simulations of mass action
dynamics in PPI networks of a variety of organisms (27).SUPPORTING MATERIAL
Supporting Materials and Methods, six figures, and five tables are avail-
able at http://www.biophysj.org/biophysj/supplemental/S0006-3495(15)
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