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ABSTRACT Several suggestions have been made about the functional significance of dendritic spines in connection with
synaptic plasticity. We investigated transient electrical behavior of spines with bulbous terminals in neurons with
arbitrary dendritic geometries. It is shown that postsynaptic potential transform caused by a synapse on a spine can be
resolved into a product of two transfer functions and the synaptic input current transform. The first transfer function
was determined to be independent of the spine. The second transfer function represents the straightforward attenuation
effect of the spine, which determines the effective synaptic current reaching the parent dendrite. Using what is known of
the size and the shape of spines from histology, we conclude that almost all of the synaptic current flow into the parent
dendrite, and that therefore the straightforward attenuation effect is negligible. Consequently, when the synaptic
current remained unaltered, as was the case for a large synaptic resistance as compared with the spine stem resistance, a
morphological change of the spine did not produce an effective change in the postsynaptic potential. On the other hand,
when the synaptic resistance is compared with the spine stem impedance, the morphological change of the spine might
induce changes of the synaptic current and the postsynaptic potential.
INTRODUCTION
Many synapses in the brain are situated on dendritic
spines. Dendritic spines show considerable variation in size
and shape. Peters and Kaiserman-Abramof (1970) classi-
fied spines into the following three types. The most com-
mon (72%) have long, thin stalks and small bulbous
endings. The least common are mushroom-shaped and
have thick stalks ending in large bulbs. Other spines are
short and stubby without well-defined stalks.
Several suggestions have been made about the func-
tional significance and behavior of dendritic spines; some
of which have important implications in synaptic plasticity.
These include the following. (a) Chang (1952) first
pointed out that the high resistance of a thin spine stem
would attenuate the effect of synaptic input delivered to
the spine head upon the postsynaptic neuron. (b) Rall
(1970) stated as follows. "My own preference is to point
out that spine stem resistance could be an important
variable which might be used physiologically to change the
relative weights of synaptic inputs from different afferent
sources; this could provide a basic mechanism for learning
in the nervous system. " (c) Tsukahara and Oda (1981)
pointed out that the shortening of dendritic spines of red
nucleus neurons can be considered one of the possible
mechanisms for shortening the time-to-peak of cortico-
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rubral excitatory postsynaptic potentials, which is seen
after establishment of classical conditioning. (d) Crick
(1982) hypothesized that there are contractile proteins
associated with each spine that enable the spine to change
its shape rapidly during neuronal activity. The twitch of
the spine would produce a very rapid change in the
effectiveness of the synapse on the spine. This might
provide a possible mechanism for a very short term mem-
ory.
Morphological changes of spines take place under vari-
ous environmental conditions. For example, it is well
known that the number of spines of pyramidal cells in the
visual cortex changes when animals are kept in darkness
during early developmental stages (Valverde, 1967).
Moreover, two groups of authors (Fifkova and van Harrev-
eld, 1977; Lee et al., 1980) have presented experimental
evidence that spines in the hippocampus can change shape
as a result of the kind of massive stimulation that produces
postactivation potentiation. Katsumaru et al. (1982) dem-
onstrated the presence of actin in dendritic spines of red
nucleus neurons. This might provide a molecular basis for
morphological changes of dendritic spines.
Rall (1974, 1978) and Jack et al. (1975) have already
done theoretical studies of spines to assess the quantitative
significance of the above suggestions. Unfortunately their
published results were confined to only steady state condi-
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tions. Jack et al. (1975) treated the parent dendrite to
which the spine stem is attached as an infinite cable.
Wilson (1982) has presented a report on the transient
behavior of the spine in the same simplified dendritic
geometry. If the parent dendrite is very short and its
peripheral end is sealed, their treatment is not sufficient.
To evaluate changes of postsynaptic potentials associated
with morphological changes of dendritic spines, it is desir-
able to study transient behavior of spines in neurons with
arbitrary dendritic geometries. Although we (Kawato and
Tsukahara, 1983) investigated transient electrical proper-
ties of spines in our previous paper, we treated a spine as a
cylinder and neglected the effect of end bulbs. Because
almost all spines have their end bulbs, in this paper we
incorporate the effect of end bulbs into our model as one of
the boundary conditions.
We reduced postsynaptic potential transform produced
by a synapse on a dendritic spine into a product of two
transfer functions and the synaptic input current trans-
form, according to Butz and Cowan's theorem (1974). The
first transfer function is the Laplace transform of an
impulse response function of the neuron and is determined
to be independent of the spine. The second transfer func-
tion is concerned mainly with the spine and represents the
straightforward attenuation effect of the spine. The synap-
tic input current might be reduced if the extra resistance of
the spine stem chokes back the ionic current flow during
synaptic activation. We quantitatively evaluate changes of
postsynaptic potential associated with morphological
changes of the spine by examining both the second transfer
function and the synaptic input current.
POSTSYNAPTIC POTENTIAL CAUSED BY A
SYNAPSE ON A DENDRITIC SPINE
Our model starts with the well-established cable equation
representation (Rall, 1959) of electrotonic potentials. The
major assumptions are the following (a) All dendritic
branches are cylinders of uniform passive nerve mem-
brane. (b) The extracellular space is an isopotential. (c)
Each unit membrane is connected to its neighbors by core
resistance, so that each cylinder is regarded as a one-
dimensional cable of finite length. (d) At all branch points
membrane potential is assumed to be continuous, and core
current is conserved. With the above assumptions one can
derive the cable equation for the membrane potential
v(x,t) and the equation for the core current i(x,t)
X2[02v(x, t)/0x21 - TOV(X, t)/Ot - V(X, t) = 0, (1)
i(x, t) = -(l/ri) [Oav(x, t)/Ox], (2)
where x is the position along some branch of the dendritic
tree, t is time. r = rmcm = RmCm and X = ;-l =
vIRma/2Ri are called the membrane time constant and the
cylinder space constant of the branch, respectively. Ri, Rm,
Cm, a, r,, rm, cm are, respectively, the intracellular resistivi-
ty, the membrane resistance, the membrane capacitance,
the cylinder radius, the intracellular resistance to axial
flow of current along cylinder, the membrane resistance
per unit length cylinder, and the membrane capacitance
per unit length cylinder. These parameters may be dif-
ferent for different branches.
Let V(x, p) and I(x, p) be the Laplace transforms of
v(x, t) and i(x, t).
V(x, p) = J v(x, t)e-Pdt,
I(x, p) = J i(x, t)e-P'dt
The general solution is easily written as
V(x, p) = C(p) cosh yx + D(p) sinh yx,
I(x,p) = -(I/Z) [C(p) sinh yx + D(p) cosh yx],
where
y = q/X,
q = ;,rtp + 1,
Z = ri/ly.
(3)
(4)
(5)
(6)
(7)
(8)
(9)
Z is known as the characteristic impedance of the cable.
To study the postsynaptic potential caused by a synapse
on a dendritic spine, we consider a spine located at a point
M levels of branching in the neuron with arbitrary den-
dritic geometry (Fig. 1). There is no loss of generality in
considering this special case. All dendritic branches are
treated as cylinders. It is important to consider boundary
conditions that approximate the effects of end bulbs of
dendritic spines. The simplest procedure is to represent
them as a lumped impedance Bh = 1 /Sh(CmhP + 1 /Rmh) =
(Rmh/Sh)/(ThP + 1) = Rh/(rhP + 1) at the peripheral
boundary of the spine stalk. Sh, Rmh, Cmh, Th = RmhCmh, Rh
are, respectively, surface area, the membrane resistance,
the membrane capacitance, the membrane time constant,
and the total membrane resistance of the spine head. Thus,
in our model, the spine is represented by a cylinder of
length i, with a terminal impedance Bh (see Fig. 1). The
postsynaptic terminal on the spine is located at the head of
*
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FIGURE 1 Dendritic configuration of the neuron with the dendritic
spine of length 4,. The effect of the spine head is represented by the
terminal impedance Bh. The chain line indicates the direct path from the
soma (x = 0) at which the postsynaptic potential is recorded to the
location of the synaptic current source at the spine head. See text for
detail.
BIOPHYSICAL JOURNAL VOLUME 46 1984156
the spine. The spine stalk becomes continuous with the
main dendritic trunk of length Id at a branching point lb
(lb _ Id) along the cylinder corresponding to the parent
dendrite. This branching point is called BP. The dendritic
tree that is attached to the distal end of the parent dendrite
is simply called P. There are M branches proximal to the
opposite end of the parent dendrite along the direct path
from the spine to the soma. These branches are represented
by the first, second, ... Mth cylinder. M dendritic sub-
trees, which are continuous with the direct path from the
spine to the soma, are designated as the first subtree SI,
second subtree S2, ... Mth subtree SM. Apart from the
dendritic tree containing the spine in question, several
dendritic trees may radiate from the soma. These are
collectively designated OT. To incorporate a lumped
impedance, which represents the effect of the soma, one of
the OT is assumed to be very short and to have the
boundary impedance Bso,ma = 1/(CsomaP + Gsoma). The total
dendritic tree of the neuron in Fig. 1 may have many
dendritic spines other than the spine in question.
Zk (k = 1, 2, ..., M) represents the characteristic
impedance (see Eq. 9) of the kth branch. ZM+k (k =
1, 2, . . ., M) represents the characteristic impedance of
the dendritic branch, which is continuous with the direct
path from the spine to the soma, of the kth subtree Sk. as,
'ys, and Zs, respectively, denote the spine radius, y, of the
spine (see Eq. 7), and the characteristic impedance of the
spine. Similarly ad, Yd, and Zd represent those quantities of
the parent dendrite.
With this notation Butz and Cowan's theorem (1974)
facilitates calculations of the membrane potential trans-
form for any electrical activity in the neuron of Fig. 1 (see
Appendix A for Butz and Cowan's theorem). In particular,
the postsynaptic membrane potential transform, PSP(p),
at the soma caused by the synapse on the spine is derived
and given by Eq. BI in Appendix B. Although Eq. BI is
simple in its form, it is still far from useful for understand-
ing electrical properties of dendritic spines. Horwitz
(1981) recently developed the analytical method with
which one can calculate the Laplace inverse of Butz and
Cowan's solution. However, since he assumed a special
symmetry in a simple dendritic tree, we cannot use his
result.
To investigate the change in the postsynaptic potential
associated with a morphological change of the spine as a
potential mechanism underlying synaptic plasticity, we
resolve the postsynaptic potential transform as follows.
PSP(p) = K(p) * H(p) * Iyn(p)
is the transfer function between the branching point, BP,
and the soma. As seen from Eq. B2, K(p) is Laplace
transform of voltage transient, k(t), at the soma of the
neuron without the spine, which is otherwise the same as
the original neuron, in response to a pulse current in the
form of Dirac delta function injected at the point that
corresponds to BP where the spine was attached in the
original neuron. I,yn(p) denotes the Laplace transform of
the synaptic current input, isyn(t). Itff(p) is the Laplace
transform of the effective electric current, ieff(t), which
flows into the parent dendrite from the spine stem via the
BP (see Fig. 2). H(p) is defined by Eq. B3 and can be
interpreted as the transfer function that represents the
straightforward attenuation effect of the spine transform-
ing the synaptic current into the effective current.
The relation Ierf(P) = H(P) * Is,.(p) in Eq. 10 can be
derived without the Butz and Cowan graphical notation as
follows. We assume that the intracellular resistivity, Ri, of
the spine and the parent dendrite are the same. We further
assume that the membrane resistance, Rm, and the mem-
brane capacitance, Cm, are common to the parent dendrite,
the spine stalk, and the spine head. Then, the membrane
time constant, r, is also common to these structures. In this
case the following equations hold true.
Zd/ZS = (as/ad) / ,
Zj/Bh = q/Psh,
(11)
(12)
where PSh is stalk-head conductance ratio and is defined as
Psh = Bh(O)/ZS(O) = Rh/riX = 7l l2Rm/Ri a.V2/Sh- (1 3)
PSh is much larger than one for usual configurations of
spines, but it might become close to one for a spine with a
very thin stalk and a large end bulb.
The current transform across the spine-head mem-
brane, Ih(p), can be expressed
Ih(p) = Vh(p)/Bh(P) = (q/PshZJ)Vh(P)
= (q/P.hZ)VS (I, P), (14)
= K(p) - Iff(P).
The derivation is given in Appendix B. Hereafter we use
several symbols that are defined in Appendix B and C.
However, when a new symbol first appears in the text, we
will always explain its meaning and state where it is
defined in the Appendix. K(p), which is defined by Eq. B2,
SM
FIGURE 2 Magnification of the neuron in Fig. I around the spine.
Ic.f(p) = H(p) - I5,y(p) denotes the effective current transform which
reaches the parent dendrite.
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where Vh(p) and V,(x, p) are the voltage transforms of the
spine head and the spine stem at point x. The boundary
condition at the spine head can be expressed
I"yn(P) = Ih(P) - is, P)l (15)
where Ih(x, p) is the axial current transform of the spine
stem at point x. The other boundary condition for the spine
stem at the BP is
Vs(O,p) = leff(p) - Zin(P) = I,(O,P) - Zin(P), (16)
where Zin(p) represents the input impedance function of
the parent dendrite at the point where the spine is attached.
The use of these boundary conditions with Eqs. 5 and 6
leads to
1/H(p)
-Is,,n(p)/rf(p)
= cosh y.l + (q/PAh) sinh 'yj,
+ [Zin(P)/Zs(P)]
. [sinh
-ys's + (q/P5h) cosh -yslI.] (17)
Eq. 17 is equivalent to the definition of H(p), Eq. B3.
However, the explicit expression of H(p) is essential to
evaluate the straightforward attenuation effect of the spine
quantitatively. Eq. B3 can be rewritten on the above
assumptions into a form for which comparison with Eq. 17
is easy
1 /H(p) = cosh y,l, + (q/P,h) sinh -yj,
+ (a./ad)312F(p)
- [sinh y,/ + (q/P,h) cosh yj4]. (18)
Derivation of Eq. 18 and explicit expression of F(p) are
given in Appendix C. Eq. 18 can also be obtained by
substituting the explicit Butz and Cowan's expression of
Zin(p) into Eq. 17.
Eq. 10 can be represented in the time domain as follows
psp(t) If k(u)[f: h (w)iyn(t - u - w) dw]du
= f k(u)if(t - u)du, (19)
where
ieff(t) = f isyn(u)h(t - u)du. (20)
h(t) is the inverse Laplace transform of H(p). psp(t) is the
postsynaptic potential caused by the synapse on the spine,
and hence is the inverse Laplace transform of PSP(p).
Eq. 19 can be regarded as the superposition principle of
a linear system. Then k(t) is regarded as an impulse
response function of the neuron without the spine, and
ieff(t) as an input to the neuron without the spine. If the
synapse is located directly on the parent dendrite, then the
postsynaptic potential, psp*(t), of the neuron without the
spine is
psp*(t) = fk (u)i5y(t -u)du. (21)
Hence, the psp(t) of the neuron with the spine is repre-
sented as follows
psp(t) = psp*(u)h(t - u)du. (22)
While h(t) was interpreted from Eq. 20 as the filter that
represents the straightforward attenuation effect of the
spine transforming the synaptic current, i,,,,(t), into the
effective current, ieff(t), it can also be regarded from Eq. 22
as the straightforward attenuation factor of the postsynap-
tic potential due to the spine. Because K(p) or k(t) depends
only on the dendritic tree other than the spine, it is not
affected by a conformation change of the spine. On the
other hand, h(t) and i4y,(t) are determined mainly by
electrical and morphological characteristics of the spine.
Although h(t) represents the straightforward attenuation
effect of the spine, i4y,(t) might also change because the
synaptic activation involves a transient change of conduc-
tance at the synapse. The extra resistance of the spine neck
might choke back the resultant flow of ions during synaptic
activation. To quantitatively assess the suggestions made in
the Introduction, we evaluate the straightforward attenua-
tion effect in the next section. Then the second attenuation
effect will be examined. If one notices the perfect symme-
try between the stimulus site and the recording site in Butz
and Cowan's theorem, it is quite easy to prove the following
proposition in a way similar to the derivation of Eq. 19.
Proposition
The transient membrane potential v,(l,, t) at the spine
head, in response to current input applied anywhere on the
dendritic tree except on the spine, is expressed as the
following convolution integral
v,(ls, t) = f Vd (lb, u)h(t - u)du, (23)
where vd4(lb, t) is the transient voltage at the point that
corresponds to BP in response to the same input current
applied at the same point as in the original case, of the
neuron without the spine, which is otherwise the same as
that of Fig. 1.
The proposition provides us with the mathematical tool
with which we can quantitatively assess the suggestion that
the dendritic spine provides a postsynaptic region that is
effectively isolated from other synapses in the neuron.
QUANTITATIVE ASSESSMENT OF THE
STRAIGHTFORWARD ATTENUATION
EFFECT OF THE DENDRITIC SPINE
In this section, we quantitatively evalute h(t) using mor-
phological parameters describing the size and shape of
BIOPHYSICAL JOURNAL VOLUME 46 1984158
dendritic spines, which are known from histology. In
Appendix D we prove that F(p) of Eq. 18, which is defined
by Eq. C2, is at most on the order of 1 (F[p] - 0[1]). We
now make a major assumption.
Assumption
The diameter of the spine, 2a, is very small compared with
the diameter, 2ad, of the parent dendrite to which the spine
stem is attached. To state this more explicitly, we assume
(a./ad)3/2 < 1. (24)
Jack et al. (1975) take, as an example, a parent dendrite
diameter of 5 ,um and a spine stalk diameter of 0.2 jum.
This leads to (a,/ad)31/2 = 0.008, which is sufficient for our
purpose. It has been reported, for several neuron types, that
dendritic spines with long and thin spine stems occur more
frequently on the more distal dendritic branches of small
diameter, while stubby dendritic spines occur more fre-
quently on dendritic trunks and the more proximal den-
dritic branches of larger diameter. This observation also
supports our assumption. We would like, in this section, to
examine the consequence of this assumption about mor-
phological features of dendritic spines.
From the above assumption and the fact that F(p) -
0(1), we can neglect the third term of Eq. 18
H(p) t G(p) = 1/[cosh ey.s + (q/P.h) sinh y,/]. (25)
We can get the inverse Laplace transform g(t) of G(p)
g(t) = Nr2_7i/(rT) . e(A/2-I)T
.Ee(n+112)phL. . e-(n+ 1/2)'L,/(2)
n-O
n
*E[(-n)r/r!]23~~~~~~'+'*sh
r-O
Tr {(r + 1) ~25.TD_r2
[Psh T + (2n + 1) L,4/V7]
+ (2n + 1)LsD_r_
[Psh 2T + (2n + 1)L/L,fi]2 , (26)
where T = t/r and
L. = /ks = v/2Ri/Rm lsa- 1/2 (27)
4 is the electrotonic length of the spine stalk and Dn(x) is
the parabolic cylinder function. The derivation of Eq. 26 is
given in Appendix E.
Let Qeff denote the total electric charge that flows into
the parent dendrite via the bifuraction point BP
Qcff ,Q fyn"2 g(t)dt = QsynG(0)
= Qsyn PhA/(sinh L + PAh cosh 4). (28)
Here Qsyn denotes the total electrical charge injected at the
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FIGURE 3 Tg(t) of Eq. 26 is shown as a function of T. Numerals
attached to curves in the figure indicate values of the electrotonic length
of the spine, 4, or stalk-head conductance ratio, pb. g(t) determines the
straightforward attenuation effect of the spine. Note that g(t) has
dimension ms-', so Tg(t) is dimensionless. Calculation was done on a
computer summing up at least the first 10 terms in Eq. 26 and up to
higher terms so that an error is <0.0001. A shows Tg(t) when psh = 20.0
and Lshas values of 0.02, 0.03,0.04, and 0.05. B shows it when pb - 1.0. C
shows rg(t) when L, 0.04 and Psh has values of 1, 5, 10, and 20.
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postsynaptic terminal on the spine. It is easy to see that Qeff
is a decreasing function of L4 and an increasing function of
Psh. That is, the longer the spine is, and the smaller the
stalk-head conductance ratio, the smaller amount of
injected electrical charge reaches the parent dendrite. We
can prove that G(0) - Qeff/Qsyn is also equal to ratio of
areas ofpsp(t) and psp*(t).
Eqs. 26 and 28 together make it possible to quantita-
tively assess the attenuation effect of the spine on the
effective synaptic current and the postsynaptic potential.
g(t) for various values of Psh and L4 are shown in Fig. 3. The
ratios Qcff/Q,yn G(0) for the same PAh and L4 as those used
for the graphs in Fig. 3 are shown in Table I.
Peters and Kaiserman-Abramof (1970) reported the
sizes and shapes of three types of dendritic spine of small
pyramidal neurons. From their data the ranges and the
averages of Sh, 4s, and a, can be evaluated for the thin type
of spines. They are: 0.13 , Sm2<Sb C 13 htm2,Sh = 1 ,um2,
0.3 Mm < 4, < 3 Mum, 4. = 1 um, 0.02 ,um < a. < 0.15 um,
as = 0.05 ,m. If we assume that R; and Rm of the spine are
similar to other excitable cells (e.g., Ri = 100 Q2cm and
Rm = 5,000 Qcm2), we find L4 = 0.0089 and Psh = 35.1. The
maximum attenuation effect of the spine is obtained for the
largest LS and the smallest Psh. This requires the combina-
tion of the largest Sh and 4s with the smallest as. Although
these parameters, Sh = 13 gm2, 4, = 3 ,um, and a, = 0.02
,um, induce an extraordinary configuration out of the
physiological range, they still lead to only LS = 0.042 and
Psh = 0.68. Generally, Ls does not exceed 0.05 and Psh iS
>1.0.
From Eqs. 20, 22, and 25 we obtain the following
approximations.
ieff(t) = ' isyn (u)h(t - u)du ' isyn(u)g(t - u)du, (29)
psp(t) = f'psp*(u)h(t - u)du
f psp*(u)g(t - u)du. (30)
We present some simple illustrative examples by numerical
calculations. First the effective current is calculated from
Eq. 29. We choose the a-function, isyn(t) = a2(t/r)
exp (-at/X), as a time varying synaptic current following
Jack and Redman (1971). We can modify the duration of
the synaptic current by varying a. Fig. 4 shows the
TABLE I
RATIOS OF Qeff AND Qy,m FOR VARIOUS VALUES
OF L, and Ph: G(O) QeflQsyn
PshL0.02 0.03 0.04 0.05
1.0 0.980 0.970 0.961 0.951
5.0 0.996 0.994 0.991 0.989
10.0 0.998 0.996 0.995 0.994
20.0 0.999 0.998 0.997 0.996
I-
31
W 0.06-
ti me. T
FIGURE 4 The effective electrical current that flows into the parent
dendrite for various values of L, and P.b The a-function is chosen as the
synaptic current and a is 20 in A and 100 in B. The bar indicates 4 ,um for
insets showing shapes of spines. See text for details.
effective current as a function of time. The curve on the far
left represents the synaptic current. The effective current
was calculated for the following geometrical parameter
values (L,, Psh) = (0.02, 20), (0.05, 20), (0.02, 1), and
(0.05, 1). The insets in Fig. 4 show examples of the
corresponding shapes of spines for Ri = 100 Qcm, Rm =
5,000 Qcm2, and a, = 0.05 rm. As these insets clearly
indicate, the values (0.02, 1) and (0.05, 1) are apparently
out of the physiological range. The value (0.05, 20) might
be on the border of the physiological range. The value
(0.02, 20) is inside the physiological range but it produces
the stronger effect than the average value (0.0089, 35.1).
In Fig. 4 a relatively long duration of the synaptic current
(a = 20) is chosen. In this case the effective current for
(0.02, 20) is almost identical to the synaptic current and
hence cannot be drawn. Even the value on the border of the
physiological range (0.05, 20) produces only a small
attenuation effect on the effective current. The effective
currents for values outside the physiological range are
drawn by a chain line for (0.02, 1) and a broken line (0.05,
1). On the other hand, for short duration of the synaptic
current (see Fig. 4 b for a = 100), even the value (0.02, 20)
inside the physiological range, slightly attenuates the effec-
tive current. For the value (0.05, 20) the attenuation effect
is not negligible.
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Second, we numerically calculated the postsynaptic
potential from Eq. 30 in a simple model shown in Fig. 5. In
the model, whole dendritic geometry is replaced by an
equivalent cylinder of electronic length 1.1. The same
synaptic current of a-function is injected at the spine head,
which is located at the electrotonic distance of 0.6 from the
soma. Although we deal with only one dendritic spine on
one dendrite in this model, it is essentially equivalent to the
case where every dendrite has a spine at the same electro-
tonic distance from the soma. For, if one spine causes, for
example, 1% change in the postsynaptic potential shape,
any number of spines cause exactly the same 1% change
because of linear summation of postsynaptic potentials.
Figs. 6 a and b show the postsynaptic potential for a = 20
and a = 100. The solid curve represents the postsynaptic
potential psp*(T), which is caused by the synapse located
directly on the parent dendrite. The postsynaptic potentials
for values (0.02, 20) and 0.05, 20) are almost identical to
psp*(T) and hence cannot be drawn for both cases of a =
20 and a = 100. The change of peak amplitude is <0.5%
for these spines. The chain line and the broken line indicate
the postsynaptic potentials for extraordinary shapes of
spines outside the physiological range. Hence, the straight-
forward attenuation effect on the postsynaptic potential is
negligible irrespective of the duration of the synaptic
current.
We can draw general conclusions from these examples.
From the nature of the convolution integrals in Eqs. 29 and
30, clearly g(t), which is much shorter than the duration of
i,yn(t) or psp*(t) and whose area is almost equal to 1, will
give a small contribution. As shown in Table I, fog(t)dt =
G(0)
-Qff/Qyn is almost equal to 1 for physiological
ranges of parameters. On one hand, the duration of g(t) is
shorter than 1/100 of the membrane time constant for
physiological ranges of geometrical parameters as seen
from Fig. 3. (Note that scales of abscissa in Fig. 3 are
either 1/ 1,000 or 1/100 of the membrane time constant.)
On the other hand, the duration of postsynaptic potentials
is usually longer than 1/10 of the membrane time constant
(see Tsukahara and Kosaka [1968], for example). Hence,
g(t) is very close to the Dirac delta function in the above
sense and psp(t) is almost identical to psp*(t). Thus, the
postsynaptic potential due to the synapse on the spine is
-0.6
0 equivalent cylinder 1.1
FIGURE 5 A simple equivalent cylinder model with the dendritic spine.
a =20
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time,T
1.0
(1 =100
FIGURE 6 The postsynaptic potential in the simple model of Fig. 5 for
various values of 4 and P.h. a is 20 in A and 100 in B. See text for detail.
almost equal to the postsynaptic potential caused by the
synapse on the parent dendrite if the synaptic input current
is the same for both cases. Therefore, a morphological
change of the spine, if it were to take place, would lead to
only negligible changes in the postsynaptic potential, when
the synaptic current remains unaltered, which is the case
for a large synaptic resistance as compared with the spine
stem resistance.
Experimental evaluation of synaptic activation time,
ivn(t), is more difficult than that of the postsynaptic
potential. However, in red nucleus neurons the duration of
isyn(t) is evaluated to be longer than 1/10 of the membrane
time constant (Tsukahara et al., 1975). Consequently,
ieff(t) is almost identical to i,vn(t). However, if synaptic
activation time is very short (say 1/100 or 1/ 1,000 of the
membrane time constant), the shape of i,ff(t) is different
from that of isyn(t). Note that the change of the postsynap-
tic potential is negligible even in this case. Consequently,
we can still generally state that the straightforward attenu-
ation effect of spines is negligible because the effective
current has much less relevance to synaptic plasticity than
the postsynaptic potential.
Similarly to the above discussion, the proposition in the
preceding section reveals that the isolation effect of the
spine on the synapse from the electrical activity of a
neighboring synapse is negligible unless it is very rapid
(whose duration is shorter than 1/100 or 1/ 1,000 of the
membrane time constant). This point has been noted
previously by Jack et al. (1975). It is also implicit in Rall
and Rinzel (1973) and Rinzel and Rall (1974).
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EVALUATION OF THE ATTENUATION
EFFECT OF THE DENDRITIC SPINE ON
THE SYNAPTIC CURRENT
The synaptic input current, isy4(t), might be reduced if the
extra resistance of the spine stem chokes back the ionic
current flow during synaptic activation. In this section, we
present conditions for the change of the synaptic current
associated with a morphological change of the spine. The
synaptic input current satisfies the equation
isyn(t) = [synV(t)- [Vre - v,(lI, t)], (31)
where vrev is the reversal potential of the synapse, and
v,(l,, t) is the membrane potential at the spine head. Let us
assume, for simplicity, that the synaptic conductance,
gsyn(t), changes in the form of a rectangular pulse
O t <O, w < t
gsyn (t) =
R
(32)
1/R,yn 0< t < w.
Then the synaptic input current, isyn(t), is given as follows
fOt<O, w< t
isyn( j(= ) (33)
where j(t) is an inverse Laplace transform of the following
function
J (p) = (v..,/P)
*fl|RSYfl+ I(Bh Z [ZsZtanh y'l, + ZdF(p)J)
We assume that (al/ad)312 << 1 and that Bh >> Z,, tanh
,y,/4 + ZdF(p), which is quite reasonable because L4 << 1.
Then, J(p) can be approximated by the simpler expres-
sion
J (p) c vr,,/p [R,yn + Z. tanh y,/ + ZdF(p)]
= vrcv/p Rsyn + Z,[tanh ysIs + (as/ad)312F(p)]I. (35)
Here the second term in the denominator is the input
impedance of the spine stalk. The third term in the
denominator is the input impedance of the dendritic tree at
BP. When the spine changes its shape, only the second
term of the denominator changes in the right-hand side of
Eq. 35. Hence, conditions for the change of isyn(t), which is
associated with the morphological change of the spine, are
the following. (a) The input impedance of the spine stalk
must be comparable with the input impedance of the
dendritic tree at BP. (b) The input impedance of the spine
stalk must be comparable with the synaptic resistance. We
illustrate these conditions in two extreme cases. The first
case is the long duration of conductance changes. In this
case the conditions become
Z,(0) tanh L4 > Zd(O) * F(O),
i.e., L. (ad/a,)33/ > F (0) =0(1)), (36)
(37)
The first condition has been pointed out by Rall (1974,
1978), although his discussion does not contain a geometric
view point. Because L4 is much smaller than one, this
condition requires that (aS/ad)312 << 1. Let us examine the
second condition. If we adopt the value Ri = 100 flcm,
Z,(0) tanh L4 - (Rjls)/(ra,) has a range 4.3 x 106 Q _
2.4 x 109 fl given the following ranges of parameters: 0.3
,um < 4, < 3 ,um, 0.02 ,um < a. < 0.15 ,um. Rall (1978)
implicitly assumed that the spine stem resistance, Z,(0)
tanh L, is either nearly equal to R5y5 or else ten times as
large. On the other hand, if we take a value Rsyn = 109 Q as
Jack et al. (1975) adopted as an illustrative value, the
synaptic input current does not change effectively for
almost all dendritic spines. The actual size of the synaptic
resistance change on a spine is still an open question.
Barrett and Crill ( 1974) estimated the synaptic resistance,
which produces unitary excitatory postsynaptic potential
(EPSP) in motoneurons, as being on the order of 108 Q2.
Our preliminary estimation of the synaptic resistance for
unitary EPSP in red nucleus neurons also suggests an order
of 108 fl. In consideration of the possibility that the unitary
postsynaptic potentials in the central nervous system might
be produced by activation of many synaptic terminals,
single synaptic resistance on a spine may be > 109 U. In this
case, the dendritic spine has no electrical function in the
brain. Anyway, whether the synaptic resistance is larger
than the spine stem resistance or not is the important,
unresolved aspect of the overall problem.
We consider the second extreme case of very rapid
conductance changes. Let w(>> 1) denote the main fre-
quency of the conductance change. Then we can replace p
by jw. If R and Y denote real and imaginary parts of
11 + jiw, then both R and Y are large for large w.
Because of the hyperbolic identity, the following equation
holds true
tanh (ysl,) = tanh (LsR + jLsY)
= [sinh (2LsR) + j sin (2L,Y)]/
[cos h (2L,R) + cos (2L,Y)]
t tanh (2L,R) 1. (38)
Consequently, the first condition is always satisfied. The
second condition becomes
|(r X vri + jTw) tanh ( l1 + jTjwL.)j
= [riX/(R + jY)] tanh (LSR + jL,Y) > R,5.y (39)
This condition is severer than that in Eq. 37 because both R
and Y are large. Physiologically, this corresponds to the
fact that the spine stalk does not provide an effective
impedance for very brief current.
From these results for two extreme cases, we can
conclude that the synaptic current does not change effec-
tively associated with change of the spine for any synaptic
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conductance change if the synaptic resistance is very large
compared with the spine stalk resistance.
DISCUSSION
Our conclusion that dendritic spines have no significant
electrical functions when the synaptic resistance is large as
compared with the spine stem resistance, depends on
several assumptions. We will discuss them in order.
First, we evaluated L4 and Psh on the assumption that the
intracellular resistivity, Ri, and the membrane resistance,
Rm, of spines are similar to other excitable cells. Jones and
Powell (1969) reported that the cytoplasm of a spine looks
a little different in the electron microscope from that in the
adjacent dendritic shaft, the former being somewhat
denser and also flocculent in appearance. Peters and
Kaiserman-Abramof (1970) reported that the spine appa-
ratus is present in most spines, particularly in large ones.
These observations might imply a high intracellular resis-
tivity. As we have shown in Eqs. 13 and 27, L4 and PAh
depend on the square root of Ri. Because a larger value of
Ri leads to a larger L4 and a smaller Psh, the attenuation of
the effective current due to the spine becomes severe for
large Ri. If we assume Ri = 1,000 Qcm, which is 10 times
higher than usual, this leads to L4 = 0.028 and Psh = 1 1.1.
As we have seen in section entitled Quantitative Assess-
ment of the Straightforward Attentuation Effect of the
Dendritic Spine, these values still produce only a negligible
effect.
Second, we approximate H(p) by G(p) on the assump-
tion that the diameter of the spine stalk is very small
compared with that of the parent dendrite. If a very thick
spine stalk is attached to a very thin parent dendrite, this
assumption does not hold true and G(p) might be quite
different from H(p). To emphasize the possible difference
between G(p) and H(p), we take an example of the largest
spine (a, = 0.15 gm, 4, = 3 ,um, Sh = 13 ,um2) and a thin
parent dendrite (ad = 0.3 ,am). To complete overestimation
of the difference, we assume that F(p) = 1. For these
values of parameter we obtain H(O) = 0.969 and G(0) =
0.999. Recall that H(0) or G(0) is equal to the portion of
injected electrical charge that reaches the parent dendrite.
So, actually 3.1% of the synaptic current does not reach the
parent dendrite, but our assumption makes it 0.1%. Hence,
our approximation is not accurate in this specific example.
However, both H(O) and G(0) are sufficiently close to 1
and the approximation is not so bad in this sense. Our
conclusion that the spine does not produce an effective
straightforward attenuation effect still remains valid.
Our major conclusions in this paper are as follows. (a)
The isolation effect of the spine on the synapse from the
electrical effects of neighboring synapse is negligible. (b)
When the synaptic resistance is large compared with the
spine stem resistance, a morphological change of the spine,
if it were to take place, would lead to only negligible
changes in the postsynaptic potential. Moreover, we sug-
gested the following possibility. (c) On the other hand,
when the synaptic resistance is comparable with the input
impedance of the spine stalk, a morphological change of
the spine may induce the effective change of the postsynap-
tic potential by changing the synaptic input current itself.
The second conclusion is in good agreement with the
results of Jack et al. (1975). At first sight, it appears in
sharp contrast to the results of Rall (1974, 1978). How-
ever, Rall implicitly assumed that the synaptic resistance is
comparable with the spine stem resistance. Hence, our
third conclusion is in agreement with his results. In subse-
quent papers we hope to study the change of the synaptic
current based on the values of synaptic conductance and
the three-dimensional morphology of the neuron, which are
obtained experimentally.
APPENDIX A
Butz and Cowan's Theorem
Butz and Cowan (1974) developed the graphical calculus that generates
analytic solutions for membrane potential at any point on the dendritic
tree of neurons with arbitrary dendritic geometries in response to synaptic
current inputs at any point. Using this mathematical technique, we
investigate the transient electrical behavior of dendritic spines with end
bulbs. We briefly illustrate their results in this Appendix.
Theorem (Butz and Cowan, 1974). On a dendritic tree of
arbitrary geometry, the membrane potential transform, V(x, p), at a
point x on any branch due to a current source transform, Isy,(p), at a point
y on the same or any other branch of the tree is a quotient whose
numerator and denominator are expressions involving sums and products
of the hyperbolic trigonometric functions sinh and cosh. One can then
develop a geometric notation whereby the denominator is represented by a
graph structure topologically isomorphic to the physical dendritic tree and
the numerator is given by the following deletion rule: For any dendritic
tree, delete the direct path from the point x at which the membrane
potential is desired to the location y of the current source. This deletion
dismembers the dendritic tree into disjoint connected sets. Then (a) the
geometric notation of the numerator simply corresponds to a product of
structures topologically isomorphic to the resulting disjoint sets of
connected dendritic branches, and (b) for each bifurcation point deleted
in the tree, there is a corresponding algebraic product of three characteris-
tic impedances in the numerator. If the bifurcation point is the junction of
branches labeled k, 1, m, the product is ZkZZm.
They then gave the explicit expressions of the geometric notation for
the case of arbitrary boundary conditions. Let B(p3. be the terminal
impedance of one end (x - 0) of a dendritic branch, representing the
following boundary condition
V(O, p) =
-B(p)I(O, p). (Al)
The graphical, geometric notation, denoted by the value in the square
brackets [], is defined for one branch case as follows
[(v] = Z * sinh-yx + B - cosh yx. (A2)
One end of the cylinder satisfies the boundary condition (Eq. Al). The
other end of the cylinder is killed, that is, v(x, t) - 0. In other words,
terminal impedance of this end is 0. A graph operation called conjugacy,
which is denoted by an asterisk, is simply the interchange of sinh's and
cosh's
[ ®$]* = Z . cosh yx + B . sinhyx. (A3)
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The geometric notation is defined inductively using the conjugacy
I II= (/Z) {[ iLJ[kj]* + I .*
[A.(] I 11+ 12 (A4)
12 Z1Z2[(jL]V~ ][ ]*
- = +Z( Z3 I I * I
13B Z2Z3 [(FL] [(v][(v] (A5)
Derivation of Eq. 10
The postsynaptic potential transform caused by the synapse on the spine
(see Fig. 1) is derived by Butz and Cowan's theorem (1974) to be
[n (ZkZk+IZM,k)] - (ZMZdZ2M) (Zd2Z,)l
t { [° > ] ( [ k]) h [p] x Isyn(P))
PSP(p) =
OT -- -,- P
I I2 M . (Bi)
We define K(p) as follows
( ([ }H; (ZkZk+ IZM +k)] (ZMZdZ2M) 1
x([OT - E
K(p) -
(A6)
(B2)
From Butz and Cowan's theorem it is easy to see that K(p) is the Laplace
transform of voltage transient, k(t), at the soma of the neuron without the
spine in response to a current pulse injected at BP. H(p) is defined as
follows
Zd SBh
L3NJ L ')J 1L(' (a)]J. (A7)
This graphical notation is defined inductively for higher order branching
by similar decomposition using the commutative operation OX) as in Eqs.
A6 and A7. The operator OD represents multiplication in the ordinary
sense when the corresponding analytic formulae (Eq. A5) are substituted,
except for terms involving the common branches (that is, l2 in Eq. A6 and
12 and l3 in Eq. A7) for which the following "parity" rule applies
H(p) =
(B3)
Zk sinh 'Ykk Zk sinh Ykk -Zk sinh Yk'k
Zk cosh 'Ykk Zk cosh Ykk - Zk sinh Yk'k
Zk cosh 'Yklk Zk sinh YklZk- cosh Ykk
k = 2 in Eq. A6,
k = 2, 3 in Eq. A7.
From Eqs. B1-B3, the following decomposition of PSP(p) is trivial
PSP(p) = K(p) H(p) * Iyn(P) (B4)
This is the required result. It is also easy to prove that H(p) * Isyn(p) is the
Laplace transform of the effective current, igf(t), which reaches the
(A8) parent dendrite (see Fig. 2).
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APPENDIX C
Explicit Expression of H(p)
H(p) of Eq. B3 can be rewritten as follows
ZdZSBh [OT
neurons. The first assumption is that the diameter of the kth branch is
larger than that of the (k + 1) branch. The second is that the input
resistance of the neuron at the soma is at most on the order of 1O7. The
latter is true for red nucleus neurons, pyramidal tract neurons, and
hippocampal neurons that have dendritic spines (Tsukahara et al., 1975;
Takahashi, 1965; Spencer and Kandel, 1961).
We can rewrite Eq. C2 using definitions of geometric notation in Eqs.
A2 and A3
-- S1 S~-- 5M
H(p) =
F(p) =
Z'[cosh Ydld - coshyd(21b - Id)]
+ ZdBp [sinhYdld + sinhYd (21b + Id)]
+ ZdBC [sinh Ydld + sinh'Yd(21b + Id)]
- + B,Bp [coshYdld + coshyd(2lb - Id)])
Zdsinh'Ydld + ZdBpcosh yd Id
+ ZdBCcoshYdld + BCBpsinhYdld (DI)
The following inequalities hold because 0 < lb < Id
= ZdZsBh (C1)
where Bc(p) and Bp(p) represent terminal impedances of the parent
dendrite at the proximal and the peripheral ends. That is, B,(p) is an input
impedance of the dendritic tree proximal to the parent dendrite at its
proximal end. Similarly Bp(p) is an input impedance of the dendritic
subtree P at the peripheral end of the parent dendrite. Eq. Cl is
transformed using Eqs. A4 and A5
H(p) = ZdZsBh/{ZSZd [v§_] +
+ &
-d1/[(Zl/Bh) sinhysl4
+ cosh y,l + (Zd/Bh)F(p) cosh %yl5 + (Zd/ZS)F(p)
sinh y5l,], (Cla)
where
F(p)= [®] []/([(ffi] [ (]
+ [®v]*[(]) (C2)
Substituting Eqs. 12 and 13 into Eq. Cia, we obtain the following
equation
I/H(p) = cosh y,l, + (q/P,h) sinh y,/,
+ (aS/ad)312F(p)
- [sinh 'y.l. + (q/PSh) cosh yl1]. (C3)
This is exactly Eq. 18.
APPENDIX D
In this Appendix, we prove that F(p) is at most on the order of 1 [F(p) -
0(1)1 assuming two points that are usual for ordinary configurations of
O < cosh YdId - cosh 'Yd(21b - Id) < cosh Yd'd,
O < sinh Yd'd + sinh Yd(2/b - Id) < 2 sinh Yd'd,
O < sinh Yd'd - sinh Yd(21b - ld) < 2 sinh 'Yd'd,
O < cosh 'YdId + cosh 'Yd(2/b - Id) < 2 cosh 'Yd'd- (D2)
Since Zd(p), Bp(p), and Bc(p) are non-negative for all p _ 0, we obtain
) (Zd + BCBp) + (ZdBp + ZdBC) tanh Ydd (D3
(ZdBp + ZdBC) + (Z2 + BCBp) tanh 'YdId
From this inequality we find that F(p) gets much larger than 1 only when
the following four conditions are satisfied
p <<1,
Id <<1
Bc >>Zd»
Bp>> Zd- (D4)
On the first assumption of this Appendix, we obtain the following
evaluation for BJ(O)
Zd (0) tanh L + 'somaBc(O) < Zd(O) Zd(O) + Rsoma tanh L'" (D5)
where L is electrotonic distance between the proximal end of the parent
dendrite and the soma, and R,, is the input resistance at the soma of the
neuron without the subtree, which contains the spine. The third condition
of Eq. D4 and the inequality of Eq. D5 together imply L << 1. This and the
second condition of Eq. D4 Ld << 1 lead
I IRi. - 1/B,(O) + 1/Bp(O). (D6)
Because Rin < Zd(O), from the second assumption made at the beginning
of this appendix, we find that
(D7)
Hence, the fourth condition of Eq. D4 is not satisfied. Consequently, we
conclude that F(p) is on the order of 1.
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APPENDIX E
Here we calculate the inverse Laplace transform g(t) of G(p), which is
given in Eq. 25. To obtain g(t), G(p) itself must be arranged into a form
for which the inverse transform may be found. Eq. 25 may be rewritten
G(p) = 2Psh ( r+lP +) e . (El)
n0(]Vrp + 1 +PA+
From Jack and Redman (1971, p. 349, Eqs. A13-A16), we get the
following transform pair
(vp) i - PAYh) -zN(Ui + PAY;
u(t) = e -Z/(4t) exp (k2/4) Z
V 2'r Psh t r-O
n) 23r/2pr+ltr/2
x [(r + 1) vI2tDr2(k) + ZD-r-I(k)], (E2)
where k = X {fpb vt + [(2n + 1)L/2 i] I and (-n), = (-n) (n-n + 1)
(-n + 2)... (-n + r - 1). For the transform pair U(p) u(t), it is well
known that U(p + 1) exp (-t)u(t) and U(-rp + 1) (1/r) *exp
(-t/r) * u(t/r) hold true. Hence we obtain Eq. 26.
Received for publication 14 December 1982 and in final form 16 April
1984.
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