In preparing this review an attempt was made to establish some sort of meaningful outline that would serve as a guide in arranging the varied auditory research to be reported upon. For this purpose, it appeared that the most satisfactory approach would be in terms of the functions of the auditory system as it serves as an information processing device. With this arrangement both behavioral and physiological investigations can be intermixed as they bear upon similar functional aspects of hearing. Admittedly, purely anatomical reports may not have much to say directly about function; however, such studies generally have functional implications and caa be fitted into the review without too much stress and strain. (See Table 1 , Page 58).
ELLIOTT
Dierks & Jeffress (21) investigated the effect of interaural phase. They found that reversing the signal phase lowered the threshold and concluded, since this was similar to masking study results, that so-called absolute thresholds are in reality masked thresholds, with the internal masking noise exhibiting a slight positive correlation between the ears.
Signal detection theory was considered in several articles. Green & Sewall (48) investigated the detection of noise bursts with and without noise pedestals in the presence of background noise. They found, as has been found with pure tone signals, that pedestals resulted in a change in the psychometric function to one consistent with the assumption of exact knowledge of the signal (in this case, of its temporal occurrence). Pfafftin & Mathews (98) posed an energy detection model to account for the variation in the shape of the psychometric function as a function of the pedestal size. Luce (79) and Atkinson (2) have proposed alternatives to the signal detection model, each of which involves two processes. Luce, arguing for the preservation of the concept of a threshold, has proposed a model involving a sensory threshold and a decision process. While the reviewer does not feel adequate to a critical evaluation of the competing Claims of Luce's model and the signal detection model, it would appear that Luce may, in attempting to save the threshold, have created a model with limited application.
Thus, as he points out, a major problem of his model is the fact that in the yes-no detection experi-AUDITORY RESEARCH merit the isosensitivity curve consists of two distinct segments with no criterion available to decide which segment is in use during a particular experimental run; because of this, only data close to the 0, 0 point or the 1, 1 point can be interpreted unequivocally. Atklnson, concerned with sequential performance, has proposed a theory of signal detection which incorporates an "activation" and a "decision" process, with the decision process accounting for variations in performance which reflect changes in the decision rule in about the same manner as the usual signal detection model; however, the decision rule is expected to change as a function of accrued information resulting from feedback. The activation process refers to the condition of the sensory state which fluctuates as a function of preceding events. Physiologically, Atkinson appears to be suggesting that the sensory system will change in sensitivity in an understandable sequential manner as a function of feedback.
In a final tribute to the impact of the signal detectionlsts, an animal study is reported by Hack (53) in which receiver operating characteristic (ROC) curves for rats are plotted. While it is possible to fit the data (plotted on normal coordinates) with the expected straight line the obtained data do not require such a fit (except by the annointed detectionlsts).
Physiological studies.--These articles can be divided into three general categorles-conductlon to the inner ear, nature of the inner ear, and nature of more central portions of the auditory system.
Conduction.--Hood (58) presented an excellent review of data on bone conduction, noting the ambiguous clinical data concerning various modes of bone conduction (see below). Stromsta (129) investigated the delay associated with slde-tone pathways which consist both of tissue and bone, and of air pathways. He found shorter delays for the higher frequencies, regardless of the conduction medium. Zwislocki (152) reported on the input impedance of the middle ear. An electric analogue was developed which he believed refleets the functions of various parts of the middle ear under a variety of conditions. Tonndorf (140) simulated bone conduction under conditions in which both windows functioned normally and when the windows were closed. He concluded that with both windows compliant fluid inertia reflects differences in volume of the t~vo perilymphatlc scall; thus, blocking the oval window and the round window has different effects on the development of a pressure differential across the cochlear partition.
Inner ear anatomy.--Flock et el. (39) and Engstrom et al. (26) have scribed in detail the arrangement of the hairs on the individual hair cells. Both articles emphasized the importance of the basal body, whose location appears to be related to the direction in which the inner and outer hair arrangements are oriented. Differences in the hair arrangements of the inner and outer hair cells are in agreement with yon B~k6sy's findings concerning the optimal direction of vibration of the inner and outer hair cells. Flock et al. propose that movement of the tectorlal membrane in the direction of the 60 ELLIOTT basal body--whlch in outer hair cells is located on the Hensen's cells slde--is followed by a drop in the endolymphatic potential reflecting an increased flow through the hair cells; and that this increased flow is the excitatory stimulation. Engstrom et al. suggested that, since the hairs of the hair cells appear to be somewhat brittle and inflexible, they act as levers which transmit the energy of the shearing movements of the rectorial membrane to the cuticular plate of the hair cells and thus to the basal body.
Several studies have been concerned with the termination olivocochlear bundle on the organ of Corti. Kimura & Wersatl (70) sectioned the olivocochlear bundle at the facial colllcull area of the guinea pig and found many large granulated nerve endings, Type II, to have degenerated. They suggested that these are the ultimate terminals of the crossed ollvocochlear bundle; since many large granulated nerve endings were left intact on the outer hair cells they may be terminals of the homolateral efferent fibers. Hildlng & Wersall (55) stained the sensory epithelium of the guinea pig determine the localization of chollnesterase activity. Such activity was found in the internal bundle of all turns of the cochlea and in nerve endings to the outer hair cells; further, in support of the study above (70), they note a close relation between the staining reaction and the location of large granulated nerve endings in the cochlea. They also report that cholinesterase activity in the outer hair cells decreases in the upper turns, an observation in line with Davis' observation (16) that stimulation of the olivocochlear bundle results in maximal inhibition of responses to high frequency tone stimulation.
Rossl (110) studied the localization of acetylchollnesterase during embryonal development of the membranous labyrinth.
He found that the intraganglionlc spiral bundle is made up of nerve fibers having a cholinergic nature; further, he reported two acetylcholinesterase areas, one medial and one lateral to Corti's tunnel and limited to the zone of the inner and outer hair cells. These studies add support to earlier suggestions that the efferent bundle serves to inhibit neural responses at the receptoneural j unctlon.
Iurato (60) reported on the submicroscopic structure of the rectorial and basilar membranes. He found the tectorial membrane to consist primarily of transverse filaments, a finding in agreement with yon B6k~sy's report of differential elasticity in the transverse and longitudinal directions. However, while yon B6k~sy reported the basilar membrane exhibited similar elastic properties in longitudinal and transverse directions, Iurato reported the supporting layer of the basilar membrane to be made up of transverse fibers; he suggested that it displays isotrophic elastic properties under light pressure and anisotrophic behavior when exposed to greater loads.
Inner ear functioning.--Davis (16) reviewed the functioning of the inner ear, pointing out that the source of the normal positive endolymphatic potential and of the anoxlc negative potential is the stria vascularls. He also suggested, on the basis of the latency of the neural response, that a chemical mediator, triggered by the electrical responses, serves to initiate the neural response.
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The nature of the traveling wave was considered in several studies. Teas et al, (133) utilizing differential electrodes, determined the CM voltages from peak to dip and their time of occurrence in each of the turns of the guinea pig cochlea. From these data traveling waves were reconstructed; they were in good agreement with previous observations. Flanagan (34, 35) has described a computational model for estimating basilar membrane dlsplacement in the human ear and reported on its relationship to subjective auditory behavior. Greenwood (49) calculated the dimensions of the traveling wave envelopes four species. Wever (148) reviewed the development of traveling wave theories; he noted the effect of a number of variables upon the traveling wave, and concluded that it is the elasticity of the basilar membrane which is most important in differential frequency responses, since this is the factor that is subject to the widest variation over the extent of the basilar membrane.
Reflecting the increasing use of primate auditory subjects Fernandez et al. (30) determined the cochlear potentials of the rhesus and squirrel monkey and found them to be similar to those recorded for the guinea pig and cat, except that maximum cochlear mlcrophonlcs (CM) voltage occurs at higher SPLs than for the other animals. Wever et al. (149) , recording round window CMs, determined high frequency sensitivity of the guinea pig up to 100 kc; they report a rapid decrement in sensitivity at higher frequencies and cortsiderable individual variation above 70 kc.
Neuralfunctioning.--Several studies have been concerned with neural responses and their relation to cochlear functioning. Peake & Kiang (95) measured auditory nerve responses to condensation and rarefaction clicks over a wide range of intensities. At low intensities responses to the different clicks showed no latency)differences while at high intensities rarefaction clicks resulted in faster response; it therefore appears that at higher intensities the neural response reflects the upward movement of the basilar membrane. At low intensities, however, a slow cochlear potential which is similar for both stimulus polarities and more prominent than the CM appeared to predominate.
Teas et al. (133) studied the whole nerve response and its relation to the traveling wave (see above). By interfering ~vith or removing responses neurons from restricted portions of the basilar membrane, the shape of the whole nerve action potential (AP) could be changed in ~ fashion reflecting the subtraction of these neural responses. From these observations it appears that the basic unitary neural response is diphasic, negative to positive, as usually recorded; and the whole-nerve AP waveform reflects the sequential arousal of neurons, with the positive phase of earlier responses coinciding with and concealing the negative phases of later responses. It further was found that most of the primary neurons fire repetitively.
While this may account for the N~ response, they suggested that N~ may reflect the response of the cochlear nucleus. Ruben & Alford (112) , however, investigating the cochlear sources of Nx and Nl responses, recorded from the round window and www.annualreviews.org/aronline Annual Reviews ELLIOTT the fourth turn of the guinea pig; from the similarity of the responses at the two recording locations it appears that both responses had the same locus of origin [Ruben et al. (111) ].
Kiang et al. (69) studied the response of indlvidual units in the auditory nerve of the cat. Contrary to reports of the asymmetrical frequency response areas of units of the guinea pig, it was found that units with high characteristic frequencies show sharp tuning curves and do not respond to lower frequency stimuli. A tonotopic organization of the auditory nerve was reported; it differs from that reported for the monkey by Katsuki et al. (65) . It was also found that, in agreement with the nature of the traveling waver high frequency units exhibited lower response latencies. When clicks were used as stimuli, time intervals between the repetitive responses following the stimulus were found to be related to the unit's characteristic frequency (for units below 5,000 cycles), the reciprocal of their characteristic frequency agreeinḡ well with the intervals between modal poststimulus responses; such behavior probably reflects the time pattern of the mechanical vibration of the basilar membrane in response to clicks. The authors reported no evidence of inhibitory activity in the auditory nerve fibers; it was evident in the cochlear nucleus.
Katsukl et al. (65) reported on the anatomical and functional characteristics of the peripheral and central nervous systems of monkeys. In addition to reporting tonotopic localization in the cochlear nerve, they reported on the nature of the frequency response areas of many different neurons. Two types are evident: those with low characteristic frequencies had symmetrical response areas which extended above the characteristic frequency while those with characteristic frequencies above 4 kc had asymmetrical response areas which cut off sharply above the characteristic frequency (midfrequency neurons, 500-3000 cycles, were mixed in the nature of their response areas). From this it was concluded that the mode of innervatlon of hair cells at the apex and base of the cochlea differs. A second type of differentiation was found for low and middle frequency neurons, based on threshold levels; such fibers were found to fall into two normally distributed populations, possibly representing fibers coming from the inner and outer hair cells of the upper turns of the cochlea. Since only a single population of nerve fibers was found for higher frequencies it was suggested that the width of the basilar membrane near the oval window is so narrow that the difference in sensitivity of inner and outer hair cells disappears. A third functional relationship was reported. This was the relationship between the rate at which impulses increased as stimulus intensity increased and threshold level, neurons with higher threshold levels having higher rates of increase. Studies of cortical auditory neurons in unanesthetlzed animals were also reported. Such neurons were found to exhibit on-or-off or on-off responses. In studying the frequency response areas two types of neurons were discovered. The most numerous showed wide response areas with no well defined characteristic irewww.annualreviews.org/aronline Annual Reviews quencies. Some neurons were found, however, with response areas slmiIar to those of the primary ones (but with phasic response patterns); such fibers also appeared to be inhibited by tones outside the limited frequency range to which they responded. Because of the phasic response patterns of the cortical auditory neurons--found to be related to depolarization and hyperpolarization of the membrane potential--the authors suggested a temporal funneling action for successive sounds in addition to the frequency funneling action suggested by yon B6k6sy.
STUDIES OF TEMPORARY ALTERATIONS
These studies can be divided into several categories. Shifts due to: (a) concurrent interfering stimulation (masking), (b) preceding stimulation (adaptation, fatigue, habituation), (c) acoustic reflex, (d) efferent effects, and (e) experimental alterations of the ear. The acoustic reflex could be subsumed under one of the first two; however, since it has been studied iñ ts own right it will be considered separately here.
Masking
Psychol~t~yslcal studles.--Blodgett et al. (5) extended the studies of the interaural masking effects of noise upon a 500 cycle tone. They found that noise in the nonsignal ear decreased the masking effect roughly in proportion to its level, once the level was sufficient to produce an effect. Jeffress et al. (63) determined the masking level decrement due to signal interaural phase shifts or masking noise time differences for a low frequency signal (167 cycles); in agreement with Hirsh's findings, the masking level differences were found to be significantly smaller than those found for a 500 cycle signal. They suggested that the frequency-related variations in masking level differences are due to differences in the central neural delays required for the localization of sound.
Gardner (44) utilized separate plck-up microphones leading to two earphones. By varying the location of these microphones and the relative positions of noise and signal sources he determined the conditions for optimum and least favorable detection of the signal. Detection was found most efficient when the sum of the phase differences of the noise (at the signal frequency) and signal was 180°, or its odd multiple; he also found that masking level differences decrease in size for signal frequencies well above 500 cycles. With a physical obstruction between the pick-up microphones, pressure level differences and phase differences were altered; under this condition, detection of low frequency signals was found to vary primarily as a function of phase differences, while detection of high frequency tones became increasingly a function of pressure-level differences.
Durlach (22) considered the pitch created when a narrow region of binaurally presented broad band noise is shifted in phase at one ear. He suggested that the phenomenon is a binaural masking stimulus and that'pltch is www.annualreviews.org/aronline Annual Reviews heard because of an auditory system cancellation process which leaves only the out-of-phase noise band.
Watson (146) determined the masking effect of noise on cats. Using the relationship between human pitch discrimination and critical band size he predicted masking effects from previously determined frequency discrimination in cats. The predicted and obtained masking agreed well, leading to the conclusion that the function relating masking to the spectrum level of noise for the cat is similar to that of man when differences in frequency discrimination for the species are considered. De Boer (17) , pointing out that FIetcher's critical bands have a loudness which fluctuates from moment to moment, proposed that these fluctuations increase the masking effectiveness of the critical band so that the effective noise level is overestimated and the critical bandwidth is underestimated.
Rittmanlc (107) investigated the effect of narro~v-noise bands in normal subjects and patients with sensorineural hearing losses. Since the data were presented as thresholds specified in sound pressure level values rather than as threshold shifts, the data are difficult to interpret. He reported a greater spread of "masking" beyond the limits of the noise for the patients, and suggested the existence of excessive distortion in such ears; the differences, however, may have reflected fatigue shifts rather than masking.
Studies of forward and backward masking might better be considered in connection with short-term adaptation phenomena; however, since the term has come to have fairly wide usage it will be considered here. Raab (101), reviewing the studies of backward masking, pointed out that such a phenomenon probably involves both central and peripheral mechanisms, and that notions about the neural mediating mechanisms have been restricted to inferences based upon psychophyslcal data--an observation which can be modified on the basis of recent physiological studies. He also noted that many studies involving subliminal influences suggest that, while the masked stimulus may not be detected per se, the combination of test and masking stimuli is perceived differently than the masking stimulus alone.
Elliott (24, 25) investigated the temporal extent of backward and forward masking over a range of 100 msec in both monotic and dichotic conditions. She used a procedure designed to guard against the diflSculty mentioned by Raab. With 50 msec masking noise bursts and 5 and 10 msec signal pulses of 1000 cycle tone, she found significantly more backward than forward masking. Further, when the masker and the signal ~vcre presented dlchotically there was evidence of some backward masking but of no forward masking. From these results she suggests that backward masking reflects, in part, the more rapid transmission of the more intense masking stimulus and must involve higher neurological levels. Because of a sharp break in the slope of the backward masking as a function of time at about 15 msec it was suggested that two processes are involved in backward masking, a short-term central neurological process affecting stimuli not preceding the masker by www.annualreviews.org/aronline Annual Reviews more than 15 msec and a peripheral process having a backward effect of up to 50 msec. However, since the major differences in extent of monotic and dichotic backward masking occur over short time intervals and the conditions produce virtually identical masking effects over the longer intervals of backward masking, the operation of central mechanisms over the longer periods appears to be a real possibility.
Bocca & Teatini (6) determined auditory recovery time by adjusting the frequency of noise interruptions needed to exert a masking effect equal to that of continuous noise. At a S/N ratio set for minimum masking they found the maximum duration for equivalent masking to be approximately 25 msec and independent of signal frequency or intensity; as the S/N ratio decreased recovery time increased.
Studebaker (130), investigating the effectiveness of monaural air-conducted masking noise on the bone-conducted threshold in the contralateral ear, reported a threshold shift which he believed to reflect central masking. However, the fact that bone-conducted signals are transmitted to both ears with about equal effectiveness suggests that a sizable portion of the shift reflected peripheral masking in the ear exposed to the noise.
.Physiological studies.--Teas & Kiang (134) investigated the effect b.ackground noise upon evoked cortical responses. They found under normal conditions a positive deflection followed by a longer-lasting negative deflection; noise of appropriate intensity, however, virtually eliminated the initial positive response and had little effect on the later negative response. Since the two cortical responses were altered differentially as noise level was increased, it was suggested that they reflect activity arriving over different pathways.
A daptation, fatigue, habituation
Psychophysical studies.reWard (145) compared the fatiguing effects various tones and noise bands. He concluded that the concept of the critical band has little utility when considering the deafening effect of noise stimuli, since the effective band width probably varies with intensity.
Generally, threshold shifts for exposure to a pure tone were found to be similar to those for an octave band of noise of equal intensity (RMS), if the expected temporary threshold shift (TTS) is corrected for the greater effectiveness of the noise in maintaining the acoustic reflex (AR). No correction, however, was found necessary for fatiguing frequencies above 2000 cycles because of the effectiveness of the AR in attenuating high frequency signals. Selters (117) investigated the effect of changing the fatiguing noise level. He found that after a noise-level increase, .if exposure time is adjusted by the "equivalent-exposure rule," the usual TTS growth function for the higher level predicts subsequent TTS growth accurately. Thus, TTS growth at a given noise-level refleets both the duration and intensity of preceding exposure and not simply the TTS at the moment the new noise level is introduced.
www.annualreviews.org/aronline Annual Reviews ELLIOTT Ward (144) investigated the effect of temporal spacing of high intensity impulsive stimuli. While spacing affected early-recovery TTS measurementsd ifferences nearly disappeared after five minutes of recovery time. Considering the long term TTS effects, it was therefore suggested that number of puIses rather than total time of exposure is important in predicting threshold shifts (though in the study the number of impulsive stimuli remained unchanged). Thus, it appears that Hirsh and Bilger's hypothesized "R-I" early recovery process functions to a significant degree during widely spaced impulses; such a process, however, appears to be relatively unrelated to the longer term "R-2" recovery process. Loeb & Fletcher (78) investigated the reliability of short-recovery-perlod TTSs (up to 150 sec) induced by noise and by clicks. Reliability was found to be poor; no report of the reliability of longer-recovery-period TTSs was reported. Rodda (108) investigated recovery time after a fatiguing exposure in an investigation of the existence of a diphaslc recovery process. He interpreted the results as indirect evidence supporting such a process, though it is difficult to understand how the data bear on the matter.
Nixon & Glorig (86) reported upon TTS resulting from four samples industrial workers after a single day's exposure to their industrial environments. More sensitive ears exhibited greater shifts. They suggested that TTS data should supplement noise-level measurements in establishing damage risk data. Kryter & Welsz (71) determined the TT$ resulting from exposure to stimulation used to produde analgesia under a variety of conditions. On the basis of the data they presented a schedule of safe exposure levels, durations, and interruption times. Hopp (59) studied the effect of exposure to highspeed dental drills on dental students. Exposure for one-half hour per week resulted in no evidence of any trauma.
Sergeant & Harris (119) investigated the development of perstimulatory adaptation using both a steady and variety of interrupted tones. It was found that intermittent stimulation resulted in slower perstimulatory adaptation and was related to the duty cycle; with an "adaptation-recovery" ratio of about 1 to 4 (i.e., a 20 per cent duty cycle) or lower, no cumulative adaptation appeared--so long as pulse duration was 300 msec or longer. For shorter pulse durations greater adaptation occurred; the authors suggest that this reflects the fact that short-pulses do not elicit a full on-effect, and, consequently, there is a lessened over-shadowlng of adaptation by the on-effect.
Several studies were concerned with adaptation and fatigue measures as related to auditory pathologies. These are reported below.
_Physiological studi~s.--Peake et al. (196) investigated whole nerve responses to repetitive stimuli and reported upon the initial transient stage during which responses decrease in amplitude. They found that, in addition to the upper frequency limit beyond which ~ynchronized responses disappear, there is a lower limit; this is possibly due to the fact that at low frequencies the slow rise of the low frequency stimulus is ineffective in synchronizing neural responses. They also reported on the rate effect of repetiwww.annualreviews.org/aronline Annual Reviews tlve 0.1 msec noise pulses under the steady state condition following the transient stage. In this adapted condition amplitude of response remains constant up to a rate of 10 pps. Beyond this rate a decrement in amplitude was found, but with no change in the form of the neural response up to 50 pps; above this rate the decrease in amplitude is accompanied by alteration of the wave form, and probably reflects the overlapping of neural response complexes. They also investigated the effect of varying noise-burst length as well as rate and intensity. At intensities well above threshold the amplitude of neural responses decreased with increasing rate, the decrease being greater for longer noise bursts; these changes appear to reflect adaptation in the steady state responses. This dependency of amplitude upon rate disappeared, however, for stimuli near the threshold (either in quiet or the presence of background noise), since responses remained fairly constant in size as repetition rate increased. This lack of dependence of amplitude on rate was explained in terms of Frishkoph and Rosenblith's probability model which assumes neural units fluctuating in sensitivity and the fact that near threshold relatively few units respond to each stimulus so that most units are available for responding to subsequent stimuli.
Finck & Ruben (32) investigated the decrement in response to the second of pairs of clicks as a function of inter-click interval and intensity; recordings were made at the round window, eighth nerve, and contralateral inferior colliculus.
They also reported greater recovery time was required when responses were measured in the eighth nerve rather than at the round window. Buoncrlstiani & Peake (9) studied the effect of noise bursts of varying duration and intensity upon responses to subsequent click stimuli. They found that lntens]ty-duratlon values producing equal afterei~ects at one recovery interval did not do so at other intervals; thus, response recovery after shortduration high-intensity noise bursts is more rapid than that to longer duration lower intensity bursts. Galambos 8: Sheatz (43) , investigating the classical conditioning of clicks and light flashes to air puffs, reported evidence of "polysensory areas" which gave large CRs to both click and light flash; they suggest that this represents a sort of pseudoconditionlng and that the US merely alerts the animal to all sensory input. In addition, there was EEG evidence of true conditioning and evidence that distraction stimuli reduced the size of the CR.
Acoustic reflex
The report of a seminar on the functioning of the middle ear, in which a maiority of the papers were concerned with the AR in its various ramifications, was received just as the manuscript of this review was being sent to the Editor (155) . In this seminar reports of a number of psychophyslcal and physiological studies were made. The summary of the seminar will be left to the next chapter reviewer.
_Psyclzoplzyslcal studies.--Several studies have been concerned with the effectiveness of the AR in protecting the ear from hlgh intensity stimulation.
www.annualreviews.org/aronline Annual Reviews Fletcher (37) found that AR-indueing stimuli which preceded gun shots reduced the TTS significantly.
He also found that noise and dick stimuli were more effective in inducing and maintaining the AR than was a pure tone. In another study Fletcher & Loeb (38) investigated the effectiveness of various stimuli upon the contralateraI threshold of audition of a 500 cycle tone; they found that noise was more effective than were pure tone and square wave signals. Ward (143) investigated reflex latency by varying intervals between the reflex-produdng stimuli and fatiguing stimuli. He found that at least 150 msec should be allowed for the reflex to become fully activated.
Physiological studies.--M~ller (85) determined impedance changes resulting from the activation of the AR by ipsilateral, contralateral, and bilateral stimulation. The size of the AR was found greatest for bilateral and smallest for contralateral stimulation of equal intensity; further, noise was found more effective than pure tones in el/citing the AR.
Several studies have been concerned with the manner in which the AR is measured. Simmons (120) compared electrophysiological data (CM EMG) with impedance-change measurements; he found the electropbyslological indices of the AR to be more sensitive, though differences in sensitivity between the measures vary as a function of frequency of the signal. Weiss et al. (147) utilized tympanomanometry to investigate the nature of the human AR; they concluded that the tensor tympani, as well as the stapedius, is involved in this reflex. Mendelson (84) compared various indices of the in humans, using TTS reduction, contralateral threshold shift, and manometer data. He found no parallel trends apparent in the three sets of data. He also reported on the nature of the manometrleally recorded data as they reflected the functioning of both intra-aural muscles. An imbalance was noted which in some cases was oscillatory in nature. Simmons & Beatty (121) speculated on function of the rapid contracting and relaxing of the muscles in the presence of low and moderate intensity signal levels. They suggested that at these levels the rapid amplitude modulations resulting from such activity serve to maintain attention and may assist in analyzing the auditory signal.
Efferen~ nerve effects
The exact function of the efferent olivocochlear system continues a challenging problem. Davis (16) , describing the anatomy of the inner ear, noted that the apical turns of the cochlea.appear to be better supplied by the system. (However, on the basis of the observation of Hilding & Wersall (55) reported above, this may have to be revised.) Further, Davis noted that, because of the small number of such fibers, their effects are probably general in nature rather than specific. Desmedt (18, 19) investigated the effect stimulation of the olivocochlear bundle (OCB) upon CMs and APs various levels, from the periphery to the cortex. H,e found that several electric pulses to the OCB were required to elicit maximal changes in the auditory potentials. In addition, he found a good correlation between changes in NI responses and changes at higher levels. (This is in contrast to the report by www.annualreviews.org/aronline Annual Reviews
Ruben & Sekula of cortical suppression with little or no eighth nerve suppression-an effect believed by Desmedt to reflect spurious stimulation of second order neurons which evoked cortical responses followed by a refractory stage and subsequent reduction of click-evoked cortical responses.) Ns uppression up to an equivalent of a 25 dB decrement in stimulus intensity was noted; an important observation was that the decrement of NI, when specified in terms of dB decrease in stimulus input necessary to produce an equal decrement, was constant for a given level of OCB stimulation at various levels of auditory input. Pfalz (99) reported the suppression of spontaneous discharge rates of second order neurons (after destruction of the homolateral cochlea) by auditory stimulation of the contralateral ear. The effects appeared to be related to the frequency of the inhibiting tone.
Fex (31) , in an important and impressive series of experiments, studied the functioning of the crossed ollvocochlear fibers. His findings go a long distance in explicating the manner in which the efferent fibers are aroused and their effect on auditory functioning. He found evidence that afferents and efferents from homotoplc cochlear points in opposite cochleas are connected. The results of the several studies strongly suggest the existence of frequencyrelated closed feedback loops within the auditory system--a point of extenslve previous speculation.
Marsh et al. (82) reported on the effects of room acoustics on evoked auditory potentials; it was pointed out that in studies of habituation, etc., in which evoked potentials are studied, variation of the signal intensity at the ear because of movement in the sound field must be considered in interpreting the results.
Experimental alteration of the inner ear
A number of studies were concerned with the effect of alterations of the cochlea upon its electrical functioning. Gullck et al. (51) reported on the decrement of the CM upon removal of perilymph from the scala tympani; with return of the perilymph normal functioning was restored. The results are interpreted as evidence against Davis' hypothesized CM current flow through the perilymph; however, such an interpretation does not appear to be required from the data reported. Butler et al. (10) studied changes in the endolymphatic resting potential which, from previous studies, has been found to be related to the endolymphatic oxygen supply. It was found that perfusing the scala vestibuli prior to and during asphyxia reduced the rate at which the endolymphafic potential declined; perfusion of the scala tympani had no such effect. They suggested that the drop in potential may reflect, in part, accumulation of toxic agents rather than a lack of oxygen; however, the authors pointed out that the perfusing material, despite the precautions taken, may have contained oxygen which could have maintained the endolymphatic potential.
Legoulx (74) investigated the functioning of the cochlea under conditions of altered intralabyrinthine pressure and the direct application of pressure to www.annualreviews.org/aronline Annual Reviews the basilar membrane by means of a hair. Moderate increases of hydrostatic pressure were found to cause a decrease in the size of apical CMs (though their character remained unchanged) ; at higher pressures, phase shifts along the basilar membrane were observed. When the second turn basilar membrane was displaced by pressure from a hair, apical turn responses were altered. From this latter observation Legouix concluded that a significant amount of energy is transmitted along the basilar membrane as opposed to the transmission of energy through the fluid alone. This interpretation is a plausible one; Legouix, however, does not consider the possibility that the local displacement of the basilar membrane may result in displacement of distal portions as well. Gulick & Curt (50) continued their investigation of cochlear temperature and functioning; changes in normal temperature were found to be related to a decrement in cochlear responses. Whether this decrement is directly related to cochlear temperature or is related to general systemic changes remains, as the authors indicated, unanswered.
PERMANENTLY ALTERED AUDITORY SYSTEMS
Studies in this area can convenlently'be divided into two categories: (a) those concerned with auditory tests capable of differentiating normal hearing and various types of deafness, and (b) those concerned with the development of permanent hearing losses.
Diagnostic tests.--Probably the most widely investigated test is the pure tone audiogram.obtalned with the.B6k~sy audiometer. Clearly it has become the research darling of many persons concerned with evaluating the hearing of patients--posslbly because, with a flick of a switch, one can change the rates of frequency change and intensity change, the direction of frequency sweep, or can change the tone from continuous to pulsed. When one considers that both the threshold location and the pen excursion size are important and may serve to differentiate various types of patients, the number of possible studies which might be run can be seen to be considerable.
From such studies a number of generalizations concerning the performance on B6kdsy audiograms have been made (most, several years ago). The outpouring of B6k6sy studies, however, continues unabated and, from many of the studies reviewed (but not reported here), the impression develops that anyone wishing to get into print with a minimum of effort can do so merely by collecting a fev¢ subjects and running them on some one or combination of the conditions available with the B~k6sy audiometer.~ Just out of curiosity the reviewer decided to determine the number of possible experimental conditions which could be run with a standard Be'k~sy and the usual types of subjects. With three rates of frequency change (fast, slow, and fixed), two directions of frequency sweep, and pul~ed or continuous tone~, there are twelve different conditions under which audiograms can be determined. If one categorizes possible subjects as normals, and conductive, cochlear, and retrocochlear patients (conveniently eliminating the "mixed"), a three×two×two×four experimental design is possible, with a total of 48 conditions. If, however, the audiometer manufacturer is www.annualreviews.org/aronline Annual Reviews Hirsh (56) reviewed the uses of the B~k6sy audiometer in differential diagnosis, noting its effectiveness in detecting recruiting behavior and abnormal adaptation. Jerger (64) , in a comparative evaluation of a variety audiometric tests, noted the existence of significant abnormal adaptation and tendencies to,yard reduced pen excursions in sensorineural patients. In addition to hearing sensitivity losses, the following general observations have been made (4, 54, 56, 64) (a) Pulsed tones tend to give as good or better thresholds than do continuous tones. (b) With sweep frequency audiograms abnormal adaptation is reflected in differences in threshold location for pulsed and continuous tones, greater loss being evident with the continuous tone; for fixed frequency conditions, tone decay with continuous tones often appears. (c) Recruitment is sometimes reflected in abnormally small pen excursions; this effect may be reduced if a pulsed rather than a steady tone is used.
Rose (109) reported on the effects of reversing the direction of frequency sweep; he found that such a procedure resulted in accentuation of behavior indicative of recruitment and abnormal adaptation.
S~rensen (124, 126) , investigating fast adaptation in normal subjects and patients, found that patients with perceptive deafness exhibited lower thresholds of adaptation than did normal and "pure" conductive patient subjects. However, his data did not differentiate between perceptive deafness of cochlear and of retrocochlear origin. He also utilized a variation of the tone decay test (125) for 2000 cycle signals in normal and patient subjects. Abnormal decay was most evident in patients with acoustic nerve impairment. Epstein & Bower (27) determined TTSs of normal and patient subjects using test tones of the same frequency as the exposure tones. Since they did not report whether the test stimulus was interrupted or not, and since exposure intensity was 20 dB above each subject's threshold, their results are difficult to interpret. However, when Epstein et al. (28) , determining the TTSs resulting from 20 dB SL tones for normal and conductive patient subjects, utilized analysis of co-variance which controlled for initial threshold differences no significant differences in the TTSs were obtained. Pestalozza & Cioce (97) utilized various adaptation tests (loudness matching, threshold decay, and masked threshold) in an attempt to differentiate various types of patients. They found that all adaptation tests reflected auditory nerve lealert, he will keep abreast the research so that, when all of these conditions have been explored and re-explored, modifications in the audiometer can he introduced (e.g., making attenuation rate and frequency sweep-rate independently adjustable or introducing adiustable pulse-rates and rise-decay times) which will have the effect of multiplying the total number of experimental conditions conveniently available. The possibilities for an infinite series of Be'kdsy audiometer experiments are clearly within our grasp! www.annualreviews.org/aronline Annual Reviews sions, and that the loudness matching reflected additionally the existence of recruiting.
Bone conduction data in patients often are of important diagnostic significance. Hood (58) , reviewing the findings on bone conduction, summarized the various modes of bone transmission originally noted by yon B6k6sy. He referred to the studies of Hirsh and others, who have noted that the data supporting the hypothesized bone conduction due to ossicular chain inertia are ambiguous.
Goldstein et al. (46), Lynn & Pirkey (80) , and Tillman (138) compared the Rainville technique with standard bone conduction techniques. They noted that at low frequencies the different procedures are not in agreement; the differences appear to reflect a low frequency occlusion effect with the Ralnville technique, which utilizes an earphone (91) . Katz & Epstein (67) , noting evidences of recruitment with some ears having conductive losses, have suggested that deprivation of normal stimulation because of conductive losses results in altered physiological processes. Alternative interpretations might, of course, have been proposed.
Cohen et al. (13) and Resnick & Burke (104) studied nonorganlc hearingloss patients. Abnormal difference between thresholds obtained with varying techni.ques and between different types of thresholds was reported for such patients when compared with normal subjects or patients with well defined organic bases of deafness. (87) reported on air conducted and bone conducted hearing changes as a function of age in a sample of males believed not to have been previously exposed to damaging noise. They found general evidence of conductive losses at higher frequencies. From this it was concluded that aging losses reflect alterations in the middle ear ossicular articulations which result in a decrement of middle ear stiffness necessary for transmission of high frequency tones. The authors question whether central nervous system degeneration is usually a major factor in deafness due to aging. Glorlg & Nixon (45) also reported on survey data different age groups and developed a formula to describe the development of presbyeusis.
Development of permanent hearing losses.--Nixon et al.
Several studies were concerned with the effects of stapedeetomy operations on later hearing losses. Schuknecht (116) reported on sensorineural losses following the operation and indicated that when such losses occur they are usually a result of the surgical technique at the time of the operation. Paperella (92) determined the hearing loss of cats following application cutting burs to various points of the ossicular chain. Gozum (47) reported upon the effect of drilling and footplate removal on cochlear functioning. To date, however, unambiguous data concerning changes in the susceptibility of noise-induced hearing losses of persons with the operation are not available.
Lawrence (73) , eoneernlng himself with middle-ear mechanles, concluded that the stapedectomy operation for otosclerotlc patients is the one of choice www.annualreviews.org/aronline Annual Reviews and that consideration of the characteristics of the middle ear should guide reconstructive surgery for optimal effects.
Kelemeu (68) pointed to a variation in the bony capsule that is located near the 4000 cycle region that may be a factor in the commonly observed hearing losses at that frequency.
Andersen et al.
(1) studied the sound transmission of the ear of postmortem temporal bones by introducing the signals at the round window and picking them up with a microphone in the external auditory meatus. Their conclusion that the results may be applied to conditions in living specimens ignores the postmortem impedance changes known to occur. Zwislocki & Feldman (153) studied such changes and reported that acoustic impedance at the eardrums changes rapidly after death and may exceed that of otosclerotic ears.
Fisch & Ruben (33) and Ruben et al. (111) obtained electrophysiological measures after sectioning the eighth nerve. Since both N, and N2 responses were evident after sectioning the nerve, they concluded that they arise distal to the cochlear nucleus. Their disappearance, which occurred two or three days after scctioning, was followed by a neural-like biphasic positive response; they suggested that the response may reflect the response of the vestibular apparatus.
DIFFERENTIATION/IDENTIFICATION

STUDIES OF NORMAL DIFFERENTIATION/IDENTIFICATION
A majority of the studies in this category are psychophysical in nature. They can most conveniently be considered in terms of the nature of the discrimination required.
Location of slgnals.--The majority of the Iocalizatlon studies have concerned themselves with angular location. Teas (132) , in an earphone study, investigated the laterallzation effect of interaural time differences for high and low pitched clicks presented at different sensation levels. He found that for small interaural time differences there was a greater change in lateral position as a function of increasing level for low than for high pitched transients. Further, interaural time differences produced greater shifts for the low than for the high transients.
He suggested that the effect of such changes in acoustic signals as frequency content or intensity may be reducible to changes in the synchrony of the neural input to the central nervous system.
Freedman & Pfaff (41), also using earphone presentation, determined the intensity difference-time difference trade-off relations for trains of pulses. The slope of the time differences to intensity differences obtained was found to be less steep than that reported by Deatherage & Hirsh who used single pairs of clicks. In addition, different functions were obtained when time differences were adjusted to center signals differing in intensity than when the reverse procedure was followed; however, different psychophysical prowww.annualreviews.org/aronline Annual Reviews 74 ELLIOTT cedures were followed, and the authors point out that the significance of these differences is in doubt.
Nordlund (89) , in a carefully controlled investigation, studied angular localization in a free field (anechoic chamber). He found that for pure tones low frequency phase differences are paramount cues while for pure tones of high frequency intensity differences are critical.
He found further that the accuracy of localization is greatest for low frequency signals and is better for low frequency noise than for pure tones. He suggests that localization tests of various signals can provide useful audiometrlc information on discrimlnatlon of interaural phase, intensity, and time differences. Possibly as important as the localization study itself was the investigation of the nature of the sound field. He found that it would provide significant sources of error if an ideal free field in the anechoic chamber was assumed.
van Bergeijk (142) proposed a definite locus of lateralizatlon processes, vlz., the accessory nucleus which contains units which respond to input from one ear and are inhibited by input from the other. Since there is great variation in the sensitivity of these units he believed that time-intenslty trades can occur.
Thurlow & Marten (137) studied the perception of high-pass noise alternatcly presented from two angular locations and at different rates and duty cycles. A variety of perceptions was reported, ranging from a fixed unvarying signal to clearly separated signals. For widely separate signal sources, a third steady signal was reported between the two actual sources for rapid alternations; the authors suggested that this third tone may reflect overlapping in the localization system if rates of alternation are too great to allow sharpening processes to operate effectively. They also reported signal location displacement which may reflect short term neural adaptation effects.
Tobias & Jeffress (139) investigated earphone responses to short stimuli. They pointed out the inability of standard earphones to reproduce accurately short electrical stimuli (often used in studying interaural relations).
Fletcher (36) investigated depth perception of sound sources varying intensity. For sources differing from 5 to 90° in angular location and with conflicting loudness cues, better-than-chance depth localization performance indicated that cues other than loudness can be utilized.
Frequency of signals
19sychophysical studies.--Sergeant & Harris (118) investigated the ability of subiects to detect unidirectional frequency changes of a 1500 cps tone by naming the direction of the change. For moderate duration signal (one to ten sec) the total frequency change at threshold was 5 to 7.5 cycles, and the authors point out the similarity of this frequency change and that found earlier for pitch memory. They also correlated performance on this test with performance on tests of pitch memory and pitch discrimination; on the basis of the low correlations, they concluded that sensitivity of unilateral frequency change represents a primary factor different than those reflected by pitch www.annualreviews.org/aronline Annual Reviews memory and pitch discrimination tests. However, since performance at different rates of unilateral change also correlated poorly, they-might, using the same logic, have concluded that detection of the different rates of change also requires different primary abilities. Schouten et al. (113) discussed the significance of the data on "residue pitch." They concluded that it does not reflect nonlinear functioning of the ear, and that it is based on more than envelope detection. They concluded that such pitch is "extracted" at some point beyond the cochlea and probably functions in the time domain, taking into account the fine structure of the signal. Ritsma (106) determined the modulation rate limits within which tonal residue is evident for different frequencies. He found that for a given harmonic complex with center frequency F there is a limited range of spacing that will result in a tonal residue; thus, there is an upper and lower limit of spacing of the harmonic components beyond which the tonal residue disappears, this limit varying as a function of F. It was proposed that the excitation curves of the various components must overlap for residue to occur; further, s[nce no tonal residue is evident when the constituent frequencies are higher than 5 kc, the approximate limit for observable volleying, it was suggested that the pitch extractor operates in the time domain. Tonndorf (141) discussed observations of his cochlear models; he concluded that periodicity pitch is based on two processes--the first, cochlear demodulation, and the second, central auto-correlation.
Guttman & Pruzansky (52), nsing trains of unipolar pulses, determined the lower frequency limits of pitch as an ordinal phenomenon (higher or lower) and as a musical phenomenou (for which an octave interval could detected); musical pitch was found to disappear below about 60 cycles. Jeffress (61) , considering the conditions iu which absolute pitch is found, suggested that it may be an imprinted rather than an inherited response.
Elliott et al. (23) described an operant procedure for the determination animal frequency discrimination.
_Physiological studies. , investigating the possibility of cortical spatial coding of periodicity pitch, recorded evoked potentials at the cortex for a variety of interrupted signals. They found, however, that the cortical responses are related to the frequency characteristics of the signal rather than its rate of interruption. Parker (93) determined the characteristic frequency of individual neurons at various vertical distances beneath the surface of the auditory cortex of the cat. Results indicated that units lying in a vertical column below the surface tend to have similar characteristic frequencies.
Intensity of signals
Loeb & Hawkes (76) , using the same subjects, determined intensity discrimination thresholds for a variety of signals (intensity modulated tones as well as separate tone pulses) at different frequencies, intensities, and for different numbers of comparisons per trial; earphone as well as loudspeaker www.annualreviews.org/aronline Annual Reviews presentations were studied. They found relative discrimination better at higher intensities, for multiple comparisons, and for the fluctuating intensity signals; discrimination was better for loudspeaker presentation than earphone presentation, though the authors point out that practice factors are not balanced between the two conditions.
Several studies have concerned themselves with the loudness function. Stevens & Guirao (128) reported on the judgments of softness in which the log-log plot was equal in slope but reversed in sign to that for loudness; it was pointed out that the slope did not support the hypothesis that loudness judgments are based on learning which utilizes the inverse square law. In a general consideration of the scales obtained with partition and magnitude scaling procedures of prothetic continua, the authors suggested that the consistent differences obtained in the scaling reflect primarily a bias introduced in the partitioning procedure by the positive function of variability to magnitude. Raab & Osman (103) scaled the loudness of clicks using the method of magnitude estimation; the power law was found to hold, with a slope (plotted against peak intensities) somewhat lower than that reported for 1000 cycle tones. Riach et al. (105) , scaling 2800 cycle tones, also obtained a lower slope. Lochner & Burger (75) , utilizing Stevens' power law, computed a new set of equal loudness contours based on data previously reported. MacKay (81) has suggested the existence of an internal "comparator" which matches the incoming signal; he suggests that it is the intensity of this matching response which determines the perceived magnitude of the signal; further, that the slope of the magnitude function reflects the degree to which the comparator is coupled to the receptive input, rather than (as Stevens suggests) the functioning of the transducer system. Data which demonstrate a change in the magnitude slope as a function of alteration of the hair cells (see below), however, cast doubt on this assumed process as the sole determinant of the slope. White (150) has suggested using magnitude estimation scale units in evaluating intensity generalization data. He points out that such units reduce (though they do not eliminate) the asymmetry the generalization slopes above and below the conditioning intensity.
Small et al. (122) , replicating earlier studies, determined the durationintensity trading relations for constant loudness responses. They found, as previously reported, that the trading relations for constant loudness and for threshold responses are not similar. Sorkin (127) extended the theory signal detection to encompass matching procedures. Results indicated constant efficiency across discrimination and matching tasks. Zwicker (151) compared the effect of amplitude modulation of the lower portion of a band of noise and of frequency modulation of the lower cutoff of a similar band. Results were interpreted as support of the hypothesis that sensations from frequency and amplitude modulation of noise are based on the same mechanism. Thiessen & Subbarao (135) had subjects match reverberant and nonreverberant clicks for noisiness; between intensity levels of about 75 and 110 dB reverberant clicks were judged more noisy and less acceptable. It was suggested that the upper limit reflects the functioning of the AR.
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Temporal characteristics of signals
Creelman (15) studied the effect of signal intensity and signal duration upon subjects' abilities to detect duration increments. A decision-theoretical model based on a "counting" mechanism was used to account for the data, He found that discrimination improved with signal intensity (to some critical limit at which it was clearly detectable) and that it was also a function of the standard duration. Loeb & Hawkes (77) studied detection of auditory and cutaneous duration changes in a vigilance task. No decrement in auditory discrimination occurred.
Complex signals
Farrlmond (29) determined speech perception and pure tone thresholds for subjects ranging in age from 20 through 79 years; their performances were compared with performance on a paper and pencil vocabulary test. A positive relationship was found between both types of hearing test and the vocabulary test; after matching subjects for pure tone audiograms the relationship between vocabulary level and speech perception remained. Nober & Nober (88) compared speech perception for disc-recorded and tape-recorded signals and found no difference; frequency limiting filters (270 to 3800 cps range) also had no effect upon performance.
Craig & Jeffress (14) studied the effect of changing phase angle and intensity of a 250 cycle fundamental and its octave upon the quality of the percept. They found it was possible to assign different sensory qualities to different phase relationships; further, altering phase and level of the complex signal resulted in differences which varied among the subjects. They suggested various bases for the changes observed, viz., a phase-related shift of the cochlear locus of maximal stimulation, a basal turn "envelope reader," and interaction of aural harmonics.
Nye (90) studied the rate of learning and responding to multi-dimensional signal codes of letters of the alphabet. He found that codes consisting of fivedimensional signals (which could vary with respect to frequency, intensity, modulation, noise content, and direction of presentation) were learned more rapidly and responded to more quickly than codes consisting of three-dimensional signals (modulation, intensity, ~nd frequency). Since only the one three-dlmenslonal combination was studied, however, conclusions concerning the effect of the number of dimensions of multi-dimensional signals upon recognition time must remain tentative.
STUDI~S OF TEMPORARY SHIFTS IN DIFFERENTIATION/IDENTIFICATION
Masking
Localizatlon.--Raab & Osman (102) determined the extent to which clicks in the presence of noise in one ear had to be increased to produce centering or in order to sound equal in loudness to unmasked clicks in the other ear. They found recruitment evident in both cases, though it was much more evident for the centering responses, i.e., the masked click could www.annualreviews.org/aronline Annual Reviews be centered at an intensity at which it sounded weaker than the unmasked click. They suggested that the (insensitive) cells fired by the masked click have the same effective latency as those fired in the opposite ear, though the amplitude of the neural responses to the clicks may be smaller for the masked than for the unmasked click.
Jeffress et al. (62) determined the extent to which uncorrelated noise the two ears interferes with the centering of a correlated noise. They found that centering performance was degraded very slightly even when the correlation of the noise to the two ears was no greater than 0.20.
Butler & Naunton (11) studied the effect of earphone-presented monaural ("masking") stimuli on the apparent location of a loudspeaker directly front of the subiect. Utilizing a variety of loudspeaker signals and masking signals they found that when the two signals overlapped in frequency or when the masking signal was lower than the masked signal the effect was to shift the apparent location of the loudspeaker toward the masked ear. The reverse effect was found when the masking signal was a high band of noise and the signal a pure tone below the limits of the noise. These effects were interpreted asevidence of binaural interaction. Schubert (114) , however, referring to monaural studies which have shown a shift in pitch away from the region of the basilar membrane occupied by noise components, suggested that the lateral shifts may reflect this peripheral phenomenon rather than any central interaction.
Freedman 8/Pfaff (40) and Freedman & Secunda (42) found that jects exposed for two hours to dichotic noise, while walking or being moved about, showed increases in variability of dichotic time-difference discrimination. They interpreted this as evidence of auditory disorientation resulting from lack of agreement between head movement and binaural input.
Speech percept~on.--Schubert & Schultz (115) investigated the extent which intelllglbility improved when speech signals, in the presence of masking noise or in the presence of masking speech, were interaurally reversed in phase or delayed by 0.5 msec to one ear. Using speech signals restricted to various frequency ranges, they found greatest improvement for low frequency speech, and for low S/N ratios. Subjectively, the antlphasic and time delay conditions produced quite different lateralizatlon effects, and the authors suggest that the different interaural transformations are handled at different neural loci.
Calearo et al. (12) determined the extent to which noise, interrupted various rates (up to 500/sec), interfered with speech intelligibility. They found that the interference increased with noise interruption rate. Since at the same S/N ratios higher noise intensities resulted in greater interference, and since the interference was greater than that foun'd for interrupted speech at the same rates, the authors concluded that the noise effects "spill over" into the interburst intervals. Hogan & Hanley (57) determined the effect increasing the speaking rate of masking voices and found a decrement in intelligibility.
www.annualreviews.org/aronline Annual Reviews Bryden (?, 8) determined the accuracy and order of reporting of competing verbal material presented dichotlcally. Subjects tended to report right ear material first and more accurately; even when order of report was controlled by instructions there was slightly greater right ear accuracy. The author suggested the existence of a true difference in functioning. Katz (66) presented partially overlapping spondees in which the last syllable of a spondee to one ear coincided with the first syllable of a second spondee to the other ear. He reported a number of cases of patients with central lesions having normal speech discrimination scores who showed decrements when presented with competing words; no normative data were presented.
Adaptation, fatigue
Riach et al. (105) measured changes in the loudness function (using magnitude estimation procedure) and in intensity discrimination thresholds under varying degrees of poststimulatory fatigue. It was found that as fatigue increased the lower portion of the loudness curve became progressively steeper while the upper portion remained normal. Intensity discrimination thresholds became smaller under conditions of fatigue; however, the progressive increases in the slope of the loudness growth curves with increasing fatigue were not paralled by progressive decrements in the discrimination thresholds. It was concluded that the two measures reflect, at least to some extent, different auditory processes.
Taylor (131) reported the lateral shift of the apparent location of a sound source away from the source of preceding stimulation. This is similar to the findings of Thurlow & Marten (137) .
STUDIES OF PERMANENT SHIFTS IN DIFFERENTIATION/IDENTIFICATION
Jerger (64) , in a comparative study of a variety of auditory tests with normal subjects and sensofineural patients, found the Short Increment Sensitivity Index test of intensity discrimination clearly differentiated the mean performance of the two groups of subjects, the patients having better discrimination. Since he did not report on the variability of normal subject performance, however, the actual extent to which the subjects in the two groups of subjects overlapped could not be determined.
I~ryter et al. (72) studied the effect upon discrimination of eliminating spee.ch frequencies above 2000 cycles. They found that even for persons with high frequency losses the 2000 cycle cutoff resulted in a decrement in speech discrimination scores. They suggested that at threshold levels of speech the higher frequencies may be near or below threshold and of little help, but that at the higher intensities at which speech intelligibility scores are determined they are important.
Bailey & Martin (3) determined the effectiveness of bone-conducted masking noise on speech reception threshold and used this as a predictor of postoperative (stapedectomy) speech reception thresholds. It was found be effective for this purpose.
www.annualreviews.org/aronline Annual Reviews ELLIOTT Several previous studies have indicated that cortically ablated anlmals can show behavioral evidence of auditory discrimination: though alterations in the procedure may result in disappearance of such discriminal responses. Diamond et al. (20) reported on a study concerned with such anomalous results. Using a neutral tone pattern (low-hlgh-low) continuously repeated, and an avoidance tone pattern (low-low-low), they found that ablation A1, A2, and EP permanently impaired the cat's ability to relearn the discrimination. They point out that in this situation the avoidance signal did not introduce tones of a different frequency from those of the constantly repeated neutral stimulus--as has been the case in the usual form of frequency discrimination task. They suggested that for successful postablatlon discrimination behavior to occur some component in the avoidance stimulus complex must differ from those of the continuously repeated neutral stimulus complex. Thompson (136) , also concerned with the fact that postablation discrimination is evident only if the animal is required to respond to a change in background auditory stimulation, has suggested that ablation results in the elimination of the ability to learn to inhibit responses to the neutral stimulus (rather than in elimination of discrimination abilities).
After conditioning ablated animals to a fixed stimulus he found that extinction to various frequencies occurred at a similar rate and concluded there was complete generalization. From these studies it is clear that the patterning and spacing of neutral and avoidance auditory stimuli are critical variables in determining the outcome of animal discrimination studies.
