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Al :mtract - -The  product moment of order statistics of Burr distribution (2.1) are obtained in a 
general form in terms of n, r, and s for specific values of the parameters of the distribution. The 
best linear estimates of the mean and standard eviation are obtained as a linear combination of the 
elements of a complete and censored samples up to size 5. 
I. INTRODUCTION 
In [1] Sarhan had obtained the estimation of the mean and standard deviation by order statistics 
and taking the best linear combination of the sample elements. In [2] Sarhan obtained results 
of estimating the mean and standard deviation of certain populations from a single and doubly 
censored samples up to size 5. Also he obtained the variances of O1 and (~2 and the percentage 
efliciencies of certain estimates of the mean and standard deviation relative to the best linear 
estimates in different population from ordered samples up to size 5. In [3] A.H. Khan and 
I.A. Khan obtained single and product moments of order statistics from doubly truncated Burr 
distribution and the same distribution was characterized through the properties of order statistics. 
In this paper the estimation of the mean and the standard deviation based on the linear 
combination of all elements of samples up to size 5 drawn from a Burr population are considered. 
Also the estimation of the mean and the standard deviation of the same distribution from a single 
and doubly censored samples up to size 5 are obtained. Censored samples were considered in the 
work of Gupta [4] and Epstein et al. [5]. 
2. MAIN RESULTS 
The probability frequency function of the Burr population is defined by 
a~(~-e~ +~)°-' a,~ > 0 
. f (y .e l ,  e2)  -" e2[l+(v_e,+.Oo]¢+, yG[01 - ")'02col (2.1) 
®2 
and in its standard form by [7] 
f(x) - [I +xa]¢ +I' 
where 7 E ]-co, co[. The population mean is 
a, ~ > 0 (2.2) 
x>0 
el+ [iB (1+ ~,~- ~) -7] e2 
while the population standard eviation is 
(2.3) 
(2.4) 
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The coefficients can be adjusted to give the estimates of the mean p and the standard eviation 
a, in the form 
p- -e l -{ -  [ ,B ( l+ l , , -1 ) - ' y ]e2  (2.5) 
,2 - -  [ ,B ( l+2,~: -2 ) - (CB( l+ l ,¢ - l )} ' ]O I  (2.6) 
The Kth moment of the rth order statistics is given by 
1 
oo k dO 
l(x(,)) l(X)dx dx(,) (2.7) 
(,) 
where 
n! 
Cl( r )  - (r - 1)!(n - r)! for n > 1 (2.8) 
By using the binomial expansion and the transformation 
1 1 
- (2.9) l+xa  = z 
we have 
where 
E( = 
r - i  ( r - 1 ) (~  ~)  ~K -- C l ( r )  ~(-1)  J ~B + 1, ~(n - r + J + 1) - 
J 
J---0 
For the product moment of X(r) and X(s), we get 
E(X(r ) ,  X( , ) )  -- C2(r, s) X(s) X( r )XO)  f ( z )dz  f(x(r) 
(s) JO 
X(.) f(z)dz f(z(,) f(z)dz dz(r)dx(s) 
LJx(,) (,) 
where 
n! 
C2(r ,s)  - (r - 1)[(s - r - 1)[(n - s)! 
Using previous notation (2.9), this could be put in the form 
E(X( r ) ,Xo)  ) = v 
(2.10) 
(2.11) 
(2.12) 
where 
"s-r-I r-I 
t_,~L ~(s - r - l+M)~- i  1 
o 
L (L+I+-~)  k L=O 
(2.13) 
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It is apparent from the last expression that to insure positive integers for the upper limit in 
the last summand, the following conditions must be satisfied: 
(1) The number -~ should be an integer. 
(2) The number ~ should he greater than -~ while is also needed to make the argument of the 
Beta function a positive number. 
For k = 1, 2, we can compute ~k and v using appropriate programming on the (IBM-1986) 
computer to given the expected values of X(r) and X~r ) and product moments of X(r) and X0). 
3. NUMERICAL  EXAMPLE 
As an example, we choose the values a = ½, ~ = 5, and 7 = ~ and calculate the co- 
efficients air, a2r appearing in the best linear estimates of el and e2 respectively (namely 
ei = ~'~r a~rX(r), i = 1, 2) in samples of size up to 5 from the Burr distribution using the 
least squares method (see [6]). Table 1 is constructed to give the coefficients of the best linear 
estimates of the parameter el, for any sample up to size 5. The summation of all coefficients 
for estimating el is equal to one. The coefficients of the best linear estimates of the parameter 
e2 using samples of size less than or equal to 5 are presented in Table 2. The summation of 
coefficients for estimating e2 is equal to zero. Table 3 is constructed to give the variances of the 
estimates el and e2. It is easy to calculate the variances of estimates of the mean and standard 
deviation using Table 3 and relations (2.5), (2.6). 
Table 1. Coefficients c~1 r in the best linear estimates ofthe parameter (el)  in samples 
from the Burr distribution (2.1). 
X(~) 
2 
3 
4 
5 
X(1) X(2) X(3) X(4) X(s) 
-1.3 2.3 
-9.36639 10.0018 0.364621 
-14.2628 11.3191 3.78225 0.161469 
-18.0748 11.6834 5.25015 2.04614 0.0950599 
Table 2. Coefficients a2r with best linear estimates ofthe parameter (e2) in samples 
from the Burr distribution (2.1). 
X(r) X(1) X(2) X(3) X(4) X(5) 
n 
2 -3.6 3.6 
3 -15.8194 15.2646 0.554833 
4 -23.1317 17.1705 5.71741 0.243788 
5 -28.8269 17.6832 7.9188 3.08176 0.143094 
Table 3. Variances of the estimators @I, @2 of the parameters O1, 02. 
n variance of variance of 
Ol 02 
2 9.94087 24.2 
3 2.24699 5.18275 
4 1.21698 2.76914 
5 0.82754 1.87343 
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4. CENSORED SAMPLES 
We calculate the coefficients for the best linear estimates of 01 and $2 in censored samples up 
to size 5 from a Burr distribution given in (2.1). We define rl to be the number of observations 
which are censored from the left and r2 to be the number or observations which are censored 
from the right. Table 4 gives the coefficients for the best linear estimates of e l  and e2. It is 
clear that for any censored sample, the summation of all coefficients for estimating e2 is equal 
to zero. 
Table 4. The coefficients of ~tinmtlom of @1,O2 from samples up to size 5. For 
example, when we take a sample of IdZe 5 and take rl  = O, r2 = 3 we find that 
~1 = -58.6101X(2) 4- 59.6101X(2) and 02 = -89.9038X0) % 89.9038X(2 ). It is 
apparent here that the coefficients in 01 are summed to one, while the sum of the 
coefflcien~ ofe2 is zero. 
r2 =0 
r i= l  
X(1) 
01 -12.018 
02 -19~543 
n=3 rl = 0 
I X(2) [ X(3) 
0.652501 1.6525 
-2.73 2.73 
13.018 
19.8543 
r2=l  
r2 =0 
rl =1 
rl =2 
01 
01 
01 
01 
n=4 
-31.1332 
-48.6263 
-15.8362 
-25.5017 
x(2) 
-6.44818 
-11.6448 
32.1332 
48.6263 
12.3301 
18.697 
x(a) 
7.17718 
11.2234 
-0.290983 
-2.26342 
4.50244 
6.80475 
x(4) 
0.271 
0.421428 
1.29098 
2.26342 
rl ----0 
r2 ----2 
r2 ----1 
r2 ----0 
rl ----I 
rl =2  
rl ----3 
n=5 
X(1) 
01 
02 
Ol 
02 
01 
02 
01 
02 
01 
02 
01 
02 
-58.6101 
-89.9038 
-27.1206 
-42.4493 
-19.2163 
-30.5452 
x(2) 
-10.3018 
-17.3302 
59.6101 
89.9038 
16.1103 
24.3498 
12.301 
18.6128 
8.33669 
12.8414 
-4.85372 
-9.41228 
12.0103 
18.0995 
5.54061 
8.35603 
x(+} 
2.84035 
4.34841 
5.63421 
9.06196 
-0.052767 
-1.96616 
2.37469 
3.57632 
x(5) 
0.124722 
0.190401 
0.219512 
0.350323 
1.05277 
1.96616 
rl ----0 
r2 ----3 
r2=2 
r2----1 
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