The framework adopted in this thesis for modelling navigation problems mathematically is the Partially Observable Markov Decision Process (POMDP). An exact solution to a POMDP problem provides the optimal balance between reward-seeking behaviour and information-seeking behaviour, in the presence of sensor and actuation noise. Unfortunately, previous exact and approximate solution methods have had difficulty scaling to real applications.
The contribution of this thesis is the formulation of an approach to planning in the space of continuous parameterised approximations to probability distributions. Theoretical and practical results are presented which show that, when compared with similar methods from the literature, this approach is capable of scaling to larger and more realistic problems.
In order to apply the solution algorithm to real-world problems, a number of novel improvements are proposed. Specifically, Monte Carlo methods are employed to estimate distributions over future parameterised beliefs, improving planning accuracy without a loss of efficiency. Conditional independence assumptions are exploited to simplify the problem, reducing computational requirements. Scalability is further increased by focussing computation on likely beliefs, using metric indexing structures for efficient function approximation. Local online planning is incorporated to assist global offline planning, allowing the precision of the latter to be decreased without adversely affecting solution quality.
Finally, the algorithm is implemented and demonstrated during real-time control of a mobile robot in a challenging navigation task. We argue that this task is substantially more challenging and realistic than previous problems to which POMDP solution methods have been applied. Results show that POMDP planning, which considers the evolution of the entire probability distribution over robot poses, produces significantly more robust behaviour when compared with a heuristic planner which considers only the most likely states and outcomes. 
Introduction
This thesis is concerned with the problem of planning and acting in uncertain, partially observable, continuous domains. In particular, it focusses on the task of planning and acting for mobile robot navigation when a map of the environment is available. Robot navigation problems are particularly challenging for planners because they are inherently continuous, uncertain, and non-linear. However, the ability to make good plans despite these conditions is fundamental to an autonomous mobile robot's ability to navigate reliably in real-world environments.
Classical Artificial Intelligence (AI) planning assumes that environments are fully-observable, deterministic, finite, static, and discrete [95]. The first major planning system for such environments was STRIPS [39] , which represented the state of the environment with a set of symbols. A set of actions were posited, each of which had a set of pre-conditions and a set of deterministic effects on the symbolic state of the world. Given a start state, the definitions of actions, and a goal state, a STRIPS-style planner could autonomously map out a fixed sequence of actions which would lead to that goal. To account for un-predictability in the world, the MDP model requires that the effects of agents' actions can be described by stationary probability distributions. That is, from any given state and for any given action, an MDP specifies a probability distribution over subsequent states. MDP solution algorithms have solved many challenging problems, particularly for board games such as backgammon [106] . Translating this success to real-world problems can be problematic however, because the MDP formulation assumes that the agent has perfect knowledge of the state. A more realistic formulation assumes only partial observability.
Partial Observability
While an MDP models uncertainty in an agent's actions, it assumes that the agent is completely aware of the state of the world. This assumption is often invalid in real scenarios, particularly for the kinds of problems considered in this thesis. A more realistic model is a Partially Observable Markov Decision Process, or POMDP. A POMDP extends an MDP by assuming that, rather than sensing the state of the world directly, an agent can make observations which give it imperfect information about the state. The POMDP formulation assumes that the likelihood of observations given the hidden state can be described by stationary probability distributions.
While an MDP agent has the luxury of making decisions based on the state, a POMDP agent must make decisions based solely on the history of actions and observations. This history represents everything the agent knows about the world, and is often referred to as the information-state. This dependence on history complicates matters. For MDPs, the Markov property implies that an agent can safely ignore history. The POMDP formulation also assumes that the state obeys the Markov property, however this state is no longer directly observable. The entire history of actions and observations is therefore relevant as it potentially confers information about the hidden state.
The dominant approach to avoiding this history is to use all the available information to maintain a probability distribution, or belief, over possible states. The belief is a sufficient statistic for history. That is, if an agent knows the current probability distribution, the observations and actions which led to that distribution are irrelevant for predicting the future. It will be shown in Chapter 2 that a POMDP can be seen as a special kind of MDP.
The unobservable state can be replaced by the observable information-state, which can be On one extreme, the combination of a fine discretisation with exact value iteration will produce excellent plans but will be incapable of scaling to realistic problems. On the other extreme, heuristics require little computation but fail to take a principled approach to uncertainty. The most useful planner lies somewhere in the middle. The figure is adapted from [94] .
summarised by a belief-state. Standard MDP solution algorithms can then be applied to the resultant MDP.
POMDPs are excellent models for many mobile robot navigation problems in which the state is the pose (position and heading) of the robot. A typical scenario involves the use of sensors such as cameras, laser range-finders, and wheel encoders to gather information.
The information is imperfect because sensors are noisy, cannot look everywhere at once, and usually cannot sense the state of interest (i.e. the pose) directly. In this context, a POMDP solution represents a plan which allows the robot to gather the information it requires while simultaneously bringing it to its goal.
Solving POMDPs
Realistic mobile navigation problems are difficult to solve using POMDPs because their state, action, and observation spaces are large and continuous. It will be shown in Chapter 2 that a continuous state-space implies an infinite-dimensional continuous value function.
Since this cannot be represented except in very special cases, approximations are clearly required for the general case. Solving POMDPs for robot navigation problems is therefore a game of approximations. One must strike the right balance between approximations which over-simplify the problem to the point where the robot is incapable of planning effectively, and approximations which do not simplify the problem enough, leaving it computationally intractable. This trade-off is illustrated in Figure 1 .1.
The simplest approach is to choose actions based on the assumption that the most likely pose is true, ignoring uncertainty. As an improvement, a number of heuristics for dealing with uncertainty have been devised. The details are discussed in Section 2.7.1, however suffice it to say that these approaches can only reason about the evolution of probability distributions over a very short planning horizon. In terms of Figure 1 .1 they err on the side of over-simplification of the problem, producing plans which are not robust in the presence of uncertainty.
Another common approximation is to discretise the state, action and observation spaces.
Having done so, a number of exact solution algorithms exist such that no further approximation is required [23] . Unfortunately, these exact algorithms are considered to be incapable of scaling to real-world problems in general, and will certainly not scale to the kinds of problems considered in this thesis. They lie on the opposite extreme of the spectrum depicted in Figure 1 .1, representing an under-simplification of the problem.
After applying discretisation, a number of further approximations stem from the important insight that not all probability distributions are equally relevant. shows an irrelevant belief. It is impossible, or at least highly unlikely, for this belief to occur. Hence, a robot which has specifically planned for this belief is unlikely to perform any differently from a robot which has ignored it.
This insight has been used in two ways:
1. to focus computation on a set of likely beliefs within a class, and 2. to restrict the class of beliefs which can be considered.
The first approach includes point-based methods which generate belief sets by model simu- planning. The hope is that the plan will generalise from this representative set of beliefs to all beliefs which are likely to be encountered in practice. The second approach is to restrict the class of beliefs which can be considered. This includes approaches such as belief compression [94] , which is based on dimensionality reduction. The space of all possible probability distributions over a discrete set of states is high-dimensional and continuous. Rather than allowing arbitrary beliefs, belief compression restricts itself to those which lie on a low-dimensional manifold embedded in that high-dimensional space.
By choosing the manifold carefully, the set of beliefs which are likely to occur in practice will hopefully lie on or near that manifold.
The approach advocated in this thesis can be seen as a case of restricting the class of representable beliefs. The important difference from previous work is that we do not begin with discretisation. Instead, we assume that beliefs can be approximated by continuous functions described by finite sets of parameters. The space of functions prescribes the class of beliefs to which the planner is restricted. If this space is chosen appropriately, it will hopefully be a good approximation to the kinds of beliefs which will occur in practice.
We will show that this difference has important ramifications, allowing us to scale to realworld problems. Most importantly, the use of parameterised continuous functions provides a compact representation of beliefs which does not rely on an underlying discretisation.
For large problems, an underlying discrete representation is problematic. One must choose between a fine discretisation, which introduces scalability problems, and a coarse discretisation, with which one is unable to represent smooth gradients and small shifts in distributions.
In contrast, the use of continuous parameterised functions can handle smooth gradients and small shifts, but introduces a choice of function complexity. The use of overly complex functions may cause a problem to be intractable, whereas simple functions may constrain the shapes of beliefs too tightly, resulting in poor plans. We will show that for robot navigation problems, Gaussians represent a class of functions which are sufficiently simple to allow us to scale to large problems. At the same time they are sufficiently expressive to closely approximate the kinds of probability distributions which are usually, but not always, encountered during robot navigation. Section 3.1 will discuss the validity of this approximation in detail.
Application Domain
The particular application which this thesis works towards is the reliable operation of the autonomous mobile robot shown in Figure 1 .3 in a large semi-structured outdoor environment. The robot senses the environment with a forward-looking laser range-finder, and senses its own motion with wheel encoders. We assume that the robot is given an a priori map of the environment.
The scenario considered here is particularly challenging for a number of reasons. Debris and holes in the asphalt make odometry particularly poor. Since the robots are statically unstable, they must pitch back and forth in order to balance, especially when accelerating or decelerating. This makes sensing with a fixed laser complicated. On the edge of the robots' working area lies natural terrain for which an accurate geometric model would be Figure 1 .3: A robot and its environment. The robot is dynamically stabilised. A forwardlooking scanning laser range-finder is mounted centrally, just above the wheels. A second robot is in the background.
extremely complicated. In addition, the environment contains a number of hazards which could cause the robots to fall. These hazards lie below the plane of the laser, and are therefore essentially invisible to the robots.
Indeed, this is the most challenging robot navigation problem to which POMDP solution methods have been applied, by a significant margin. We would argue that Roy's work represents the most challenging problem previously attempted [94] . This involved a simulated environment of a similar size. The problem was simplified by using an omni-directional sensor and ignoring the robot's heading. The addition of heading is more realistic but much more challenging, adding an extra dimension to the problem. By excluding heading from the POMDP model, the robot's actions must be specified in absolute terms, which is unrealistic unless the robot is somehow aware of its absolute heading during plan execution. Furthermore, the robot cannot be aware of the fact that sharp turns now increase uncertainty in the future. The simplification of using an omni-directional sensor means that the robot needn't consider the fact that its ability to gather information depends on the direction in which it is travelling. POMDP solution methods which rely on this simplification are unable to generalise to the arguably more common case of sensors which are not omni-directional.
In contrast, our application includes heading and uses a forward-pointing sensor, implying that our robot must be able to account for all these details.
A solution to the decision-making problem relies on a robust solution to the localisation problem. That is, the robot must be able to use its uncertain sensor readings to work out where in the map it might be. While this is challenging, it is by no means unsolvable.
Excellent progress has been made in this area over the last couple of decades by casting the problem as one of Bayesian estimation, and by applying approximations which make the problem computationally tractable in real-time [111] . Essentially, the robot maintains a probability distribution (or belief) over possible poses, and uses the actions and observations at each time interval to update this probability distribution.
Unfortunately, while the agent has access to these powerful methods of maintaining probability distributions, practical systems do not generally use the entirety of those distributions for decision-making. The standard approach is to assume that the most likely pose is in fact the true pose. To get from a start location to a destination, one can then apply any one of a number of deterministic path-planning algorithms which assume complete observability and deterministic actions [63][64] . This blind faith that the most likely pose is true can lead the robot to be overly confident, with potentially catastrophic results. POMDPs provide a framework for overcoming this problem by using the entire probability distribution, however the computational complexity of solving POMDPs has prohibited their widespread adoption. The following section outlines the contributions this thesis makes in order to address this issue.
Contributions
The contributions of this thesis are as follows:
• The presentation of a unifying view of several POMDP solution methods from the literature as specific instances of a more general solution method, namely the application of fitted value iteration in a particular information-space.
• The development and analysis of a novel planning algorithm, entitled PPOMDP, representing a specific instance of the general methodology defined above. PPOMDP entails the application of fitted value iteration in the space of continuous parameterised functions.
• The formulation of an approach to estimating distributions over posterior parameterised beliefs using methods from the particle filtering literature. This novel approach is shown to scale independently from the size of the state-space, and hence is applicable to large, realistic planning problems.
• The formulation of a simplification of the planning problem using a factoring based on conditional independence assumptions. With certain approximations, this novel approach allows algorithms based on fitted value iteration to be broken into smaller components, reducing the total computational complexity.
• The presentation of a method for efficient function approximation for arbitrary sets of parameterised beliefs, using data structures from the similarity search literature.
• The efficient integration of local online forward planning into the PPOMDP framework, assisting offline global planning.
• The experimental evaluation of the PPOMDP approach in its various forms, and an experimental comparison against a state-of-the-art POMDP solution algorithm, in several simulated environments.
• The real-time implementation and experimental validation of the PPOMDP algorithm on a real robot navigating in a challenging environment. To the author's knowledge, this work represents the most challenging robot navigation problem to which POMDP solution methods have successfully been applied to date.
Thesis Structure
Chapter 2 introduces basic MDP and POMDP terminology and concepts more formally, then reviews numerous solution algorithms which have been proposed in the literature.
Chapter 3 introduces the basic concepts and solution algorithm behind the approach in this thesis, namely planning in the space of parameterised continuous functions. It argues for the use of Gaussian functions to approximate beliefs encountered in robot navigation problems.
In order to compare approaches, Chapter 3 introduces BlockWorld: a simple continuous navigation problem. We describe the details necessary to implement our algorithm for BlockWorld, then compare its performance against an MDP-based heuristic and a state-ofthe-art point-based algorithm [103] . The results and algorithm presented in Chapter 3 are very similar to previously published work [19] .
Chapter 3 serves as a foundation for the remaining chapters of this thesis. The algorithm presented in Chapter 3 has a number of deficiencies, in terms of both performance and scalability. Subsequent chapters maintain the same basic approach, but present improvements to both the quality of plans and the scalability of planning, to the point where the algorithm can operate competently in real environments. Each of Chapters 4 through 7 build on the algorithm as presented in the previous chapter by improving on a specific aspect, and present results on the BlockWorld problem to quantify that improvement.
Chapter 4 highlights some of the deficiencies of the Algorithm from Chapter 3. It suggests an improved and more general algorithm for projecting beliefs forward in time, and describes details of how it can be implemented efficiently. This improvement allows the algorithm to produce significantly better plans in approximately the same amount of time.
In Chapter 5, it will be shown how planning speed can be improved dramatically by precalculating the effects of observations. Essentially, the problem can be broken down into smaller components by a factoring based on conditional independence assumptions. This improvement produces similar results to the algorithm presented in the previous chapter, but in a fraction of the time.
Having already restricted the space of representable beliefs, Chapter 6 focusses computation on the important areas of that space. The algorithm requires a set of sample beliefs to plan over. Until this point, the algorithm has required that these lie on a regular grid over belief-space. In order to relax this requirement, a method is needed to efficiently retrieve the set of beliefs in the vicinity of a query belief. Chapter 6 reviews data structures from the similarity search literature and applies them to achieve this aim, resulting in a significant increase in scalability.
Chapter 7 introduces the final improvement. It shows how real-time online planning can be integrated with the offline planning algorithm described in previous chapters. Essentially, this allows an online agent to locally "fill in the gaps" of an occasionally coarse pre-computed global plan.
