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DETERMINATION OF GRAIN SIZE DISTRIBUTION FUNCTIQN
USING TWO-DIMENSIONAL FOURIER TRANSFORMS OF TONE PULSE ENCODED IMAGES
Edward R. Generaz10
Nat10nal Aeronaut1cs and Space Adm1n1strat10n
Lew1s Research Center
Cleveland, Oh10 44135
ABSTRACT
M1crostructural images may be "tone pulse encoded" and subsequently
Four1er transformed to determine the two-dimensional dens1ty of frequency
components. A theory 1s developed relat1ng the dens1ty of frequency components
to the density of length components. The density of length components
corresponds directly to the actual grain size d1str1bution function from wh1ch
the mean grain shape, size, and or1entation can be obtained.
INTRODUCTI ON
Mater1al characteristics, such as tens11e strength, hardness, y1eld
1-6 7stress, fracture stress, impact res1stance, and ultrasonic attenuation
are d1rectly related to the gra1n size distribution in polycrystalline
i' . •
materials. Thus prediction of these properties requires detailed knowledge of
the grain size distribution. While the theoretical determination of grain
size distribution has received considerable attention. S The experimentally
measured distribution function has received limited acceptance, primarily due
to complexity of real microstructures where the grain topology varies
considerably. Hence researchers have acquiesced with determination of the
mean or average grain diameter wh1ch ideally should be determined from the
grain size distribution.
There are currently several accepted techniques S for determ1ning the
mean grain size without measuring the grain size distribution function. Most
methods rely on a line intercepts along random directions or in circular paths;
alternatives estimate the circumference or area of each grain .. Current
techniques are not applicable to any arbitrary system and the researcher must
often determine which method will yield the most accurate data. The gUidelines
for making this decision are qualitative generalizations and, as such, can lead
to considerable error in the results. 8
The most common method used for determining mean grain size are the ASTM
line intercept and the ASTM comparison method. 8 The line intercept method
has been shown to work well for materials having regular grain microstructure;
however, this method is not applicable to materials exhibiting oriented or
complex, irregular structure, and when applied by different researchers, the
line intercept method can lead to results that vary up to 50 percent. 8 The
comparison method relies on the researchers judgment in comparing standard ASTM
grain charts with the observed microstructure. Neither of these methods is
used for determination of the grain size distribution.
This paper describes a technique for determining the grain size
distribution function from a metallographically prepared sample. By applying
two-dimensional Fourier transform theory to tone pulse encoded microstructural
images, the grain size distribution function is determined. The resulting
relationship is two-dimensional and yields the grain size distribution, mean
grain shape, size and orientation.
THEORY
One Dimensional Fourier Transforms
(,)
The Fourier transform of an arbitrary function f(x) is given by.9
+co
F(u) = J f(x) e-i(2~ux) dx
-co
IF(u) I represents a density function such that the number of components
contained in the interval Idul is given by'O IF(u)lldul. The variable x may
2
refer to any quantity such as frequency, time, length, etc. For example, if x
is time then u is frequency and IF(u)1 represents the density of frequency
components. Given a frequency u the period Xl is given by Xl = l/u.
Throughout this work we will refer to Xl as the reciprocal variable of u
and u as the reciprocal variable of Xl.
Equation (1) may be expressed with respect to the period var1ab1e,ll Xl.
(2 ) IP(x') Ildxll = IF(u) Iidul
where IP(x l ) I Idx' I is the number of period components contained in a
period interval Idx l I. Then
(3 )
using
(4)
we obtain,
(5 )
IP(x')1 = IF(u)1 I~~II
2IP(xl)1 = IF(u)lu
TWO-DIMENSIONAL FOURIER TRANSFORM THEORY'
A two-dimensional Fourier transform contains two variables, such as x
and y and is given by9
(6 )
<XI +<XI
F(u,v) = J f f(x,y) e-12~(ux+vy) dx dy
_<XI _<XI
Here the number of components per area interval Idulldvl is given by
IF(u,v) I Idul Idvl. Equation (6) may also be expressed in polar coordinates.
With dx dy = rde dr we have12
~ <XI
F(s,<t» = J 1 f(r,e) e-12~s.r rde dr
-~ 0
where s = Vu2 + land r = vi + i
3
( 8)
The number of components per area 1nterval is
IF(s,4» Ilsd4>llds 1
and the number of components per radial length at an ~ngle 4> is
(9) IF(s,4» lids I·
Expressing Equation 9 in terms of period reciprocal variable r' we have
(l0)
where IP(r l ,4»1 is the density of period components in the interval Idr'l.
Using s = l/r' we obtain
(11) 2IP(r l ,4»1 = IF(s,4»ls
Determination of Boundary Length Distribution Function
Suppose there exists a set of barriers placed along the axis as shown in
Figure l(a). The boundaries are randomly spaced along the x-axis and have
the same amplitudes. We are interested in determining the distribution of
lengths between the boundaries over the entire length of the x-axis. The
Fourier spectra of a three cycle tone pulse having an amplitude 2A, with Xl
and fundamental frequency u = 3/x
'o
1s given by'·
(12 ) {
sin [~(uo - u)x l ]
IF(u) I = Ax' [~(uo - u)x l ]
If a three cycle, sine wave, tone pulse is formed between adjacent barriers
(see Figure l(b» the resulting waveform will be made up of a series of tone
I
pulses each having fundamental frequencies at 3/x1 , where xi refers to
the length between the 1 and (1 + 1) barriers. The Fourier transform of the
waveform will yield IF(u)l, the density of frequency components, and
IP(xl)1 will provide the density of length components (or the length
d1str1but1on function). Three cycles will correspond to a fundamental period
one third the true width between the barriers (This true period or length will
4
be referred to as the barr1er w1dth.). Th1s 1s eas1ly correcte~ by rescal1ng
the fundamental per10ds by a factor of three.
It 1s poss1ble for the relat1ve phases between tne tone pulses to 1nteract
by construct1ve and destruct1ve 1nterference. Th1s would lead to an erroneous
dens1ty of frequency components where construct1ve or destruct1ve phase
1nterference dom1nates. If the phase interference is incoherent (1.e .• random)
or negl1gible. then the density of frequency components 1s accurate.
Here 1t 1s assumed that phase interaction between tone pulses 1s e1ther
neg11g1ble or 1ncoherent. Th1s 1s a relat1vely strong assumpt1on. but it will
be shown later to be a reasonable one. It 1s po1nted out that for th1s work
we w1ll use a d1gital 512 po1nt fast Fourier transform (FFT) which l1m1ts the
resolution of the x-axis to 512 points.
In order to form a smooth barrier width d1str1but1on funct10n 512 random
barrier systems similar to that shown 1n F1gure l(a) w1ll be evaluated ..Each
of the 512 barrier systems 1s frequency coded with tone pulses and subsequently
Four1er transformed to determ1ne IF (u) I where the subscript n refers
n
th ; .
to the n barr1er system. 'The total dens1ty of frequency components for
the entire set of barrier systems is g1ven by
(13)
512
IFt(u)1 = L IF (u)1
n=1 n
from which the total dens1ty of length components is obtained
(14) IPt(xl)1 = IF t (U)lu
2
F1gures 2(a) and (c) show the dens1ty of length components and the actual
barrier length d1stribution function, respectively. For lengths less than
Xl < 13 p1xels (u > 0.076). IF(u) lu2 deviates considerably from the actual
barrier distribution function. This deviation originates from the
nonnegligible h1gher order harmonics that are present for a three cycle tone
pulse. These high frequency components are enhanced by the factor u2
5
(Eq. (14)). Equat10n (12) 1nd1cates that the dens1ty of freque~cy components
at the fundamental frequency of a three cycle tone pulse 1s proport1onal to
the tone pulse w1dth, Xl. If the amp11tude of each three cycle tone pulse 1s
d1m1n1shed 1n proport1on to 1ts correspond1ng w1dth, then the resultant dens1ty
of frequency components, at the fundamental frequency for each tone pulse, 1s
norma11zed to a constant value, A. Wh11e the h1gher order harmon1cs are
correspond1ngly d1m1n1shed 1n amp11tude. For example, the waveform shown 1n
F1gure l(b) 1s mod1f1ed by decreas1ng the amp11tude of each tone pulse by
l/X~ where x~ 1s the w1dth of the 1th tone pulse. If the phases
of the tone pulses exh1b1t neg11g1ble or 1ncoherent 1nteract1on then the
Four1er transform of the mod1f1ed waveform for the jth barr1er system 1s
(15 )
where sr denotes the Four1er transform and f1(x) descr1bes the waveform
th I th
of the 1 tone pulse. S1nce x1 1s constant for the 1 tone
pulse we have
(16 )
th .for the j barr1er system.
The dens1ty of frequency components for a set of 512 barr1er systems becomes
where the subscr1pt m refers to the mod1f1ed system. Us1ng Equat10n (14) the
dens1ty of length components 1s
(18 ) IP( X I) I
6
Equation (18) indicates that when'the Fourier spectra of the modjf1ed system
\Fm(U) I is multiplied by u the density of length components is obtained
(compare Equations (18) and (14». The results follow similarly in two
dimensions (from Equation (11» to yield the density of radial length
components at an angle ~,
(19)
The approximation in Equation (17) become equivalence when
10
approach delta functions at the fundamental frequencies, u =
o
In other words, if the number of cycles in each tone pulse is increased the
'IF (u)!u, the density of length components, becomes a more accurate
m
representation of the true density of length components. Unfortunately,
increasing the number of cycles of each tone pulse in a digital 512 point array
10prohibits tone encoding of small lengths. Here, the Nyquist frequency is
the limiting factor. Therefore, there is a trade off between the required
measurement of small lengths and the required accuracy of the length
distribution function.
The resultant modified waveform is shown in Figure l(c). This
modification is done for the entire 512 barrier systems. The density of length
components for the modified barrier set is shown in Figure 2(b) and is given
by IP(x')1 = IF (u)lu where one additional factor of u is pre-included in
m
the construction of the modified barrier systems (see Equation (18». This
2
modification reduces the high frequency enhancement from u to u and
yields a more accurate representation of the length distribution function as
shown in Figure 2(b). The flat region of the distribution for pixel periods
less than 10 pixels is identified as residual noise resulting from higher
frequency harmonics. This flat noise region is observed in all systems
investigated and is intrinsic in the Fourier transform theory. This easily
7
identifiable region is clipped to a zero value to elim1nate the h1gher
harmon1c no1se. Figure 2(d) is an overlay of curves shown 1n F1gure 2(a),
(b), and (c).
The results shown 1n F1gure 2 1ndicate that the density of length
components corresponds d1rectly to the actual length distribut10n funct1on.
Th1s supports the assumptions that: (1) The phase 1nteraction of tone pulses
1s 1ncoherent or neglig1ble. (2) The selection of three cycles per length 1s
sufficient to yield an accurate result.
App11cat1on of Four1er Transform Theory to M1crostructura1 Images
To apply Four1er transform theory to microstructural 1mages we tone pulse
encode the two-dimensional image. The construction of a two-dimensional tone
pulse encoded representat10n of an arbitrary m1crostructural image requires
enhancement of the original image as 1nd1cated below. The microstructure of
stock nickel 200 is shown in F1gure 3(a). The image was digitally recorded
1nto a 512 by 512 pixel array via a v1d1con camera connected to a video
d1g1t1zer. The 1mage is a numer1cal average of .ftve d1g1t1zat1ons. The gray
scale resolution of the v1deo dig1t1zer allows for pixel 1ntens1t1es to vary
from 0 to 255, where an image intens1ty of 0 and 255 correspond to black and
white, respect1vely. The gra1n boundar1es are clearly visible as
interconnect1ng dark curves.
The gra1n boundar1es are enhanced by tak1ng the two-d1mens1onal d1g1tal
grad1ent9 (F1gure 3(b» of the microstructure shown 1n Figure 3(a). A gray
level line scan along the x-direction (in Figure 3(b» at y = 255 is shown
1n F1gure 3(c). A series of peaks are observed 1n th1s line scan that
correspond to the pos1t1on of the grain boundaries. The peaks vary in
amplitude where the magnitude der1vative between grains var1es in agreement
w1th the optical intensity. Between the peaks there ex1st noise generated by
8
var'atlons of the optlcal lntenslty wlthln the gralns. Thls nolse ls also
observed In the orlglnal mlcrostructural lmage (Flgure 3(a». The wlthln graln
nolse ls removed by determ'nlng the magnltude of the derlvatlve of the weakest
(that ls, the most dlfflcult to determ'ne optlcally) graln boundary. All
plxels In the gradlent lmage havlng a value lower than thls value are set to
zero whlle all others are set to a constant nonzero value. As a result we
have a clean lmage of the graln structure where each graln boundary ls glven
equal welght (l.e., the same lntenslty). A gray level l\ne scan along the
x-dlrectlon at y = 255 for the nolse reduced, graln boundary enhanced lmage
(Flgure 4(a» ls shown ln Flgure 3(d). The llne scan reveals a serles of
equal amplltude, half cycle pulses. Each pulse corresponds to lts respectlve
graln boundary along the scan dlrectlon. The enhanced lmage ls a
two-dlmenslonal representatlon of the one-dlmenslonal case shown In Flgure
lea). In order to assure that there ls equal welghtlng of gralns ln all'
dlrectlons the enhanced lmage ls clrcularly masked as shown ln Flgure 4(a).
Next a tone pulse encoded lmage contalnlng the fundamental harmonlcs of each
graln ls generated. Thls ls done as ln the one-dlmenslonal case. The tone
pulse beglns at a graln boundary and ends at a graln boundary and has a wldth
equal to the wldthof the graln. A new tone pulse ls started at an adjacent
graln boundary whlch generally has a dlfferent wldth. Thls ls done dlgltally
startlng at the center of the lmage and proceeds outward along a flxed number
of radll to the perlmeter of the clrcular mask. The process ls repeated for
all angles (0 to 2~ rad) so that the frequency coded lmage appears as shown In
Flgure 4(b). Flgure 4(c) ls a gray level llne scan along the x-dlrection of
Flgure 4(b) at y = 255 and ls slmllar to that shown for the one-dlmenslonal
case (see Flgure l(c».
Nlne dlfferent photomlcrographs of the same sample are tone pulse encoded
and then dlgltally Fourler transformed uslng a complex 512 polnt, hardwlred,
9
fast Fourier transform array processor. The density of length cpmponents at
an angle ~ is given by Equation (19) and is shown in Figure 5(a). This
figure represents the density of length component as a function of the
reciprocal length, s. We may better understand this result by plotting the
result in Figure 5(a) as a function of lis (i.e., length) as shown in
Figure 5(b). Figure 5(b) represents the density of length components as a
function of length, r l , and corresponds directly to the actual grain size
distribution function IP(rl,~) I. From this figure the grain size distribution
and mean grain size of the original microstructure may be determined along any
direction.
The mean grain length D(~) along an arbitrary angle ~ is obtained from
Figure 5(b) and is given as
(20) D(~)
where r I = -Vi+y2
The ~ean grain shape, size, and orientation ~btai~ed from Equation (20)
is shown in Figure 5(b) (inset). For this microstructure the mean grain shape
is roughly circular with no net orientation.
The grain size distribution along the x-direction (~ = 0), IP(rl,D)I,
is shown in Figure 5(c) as a dark curve. Also shown for comparison is a
histogram of the grain size distribution along the x-direction obtained by
using a commeOrc1ally aval1able image analyzer. The histogram exhibHs a slight
shift in the distribution toward larger grains. This is most probably due to
the technique used for determining grain size for this instrument. The
histogram obtained is determined by measuring the maximum length (in the x
direction) of each grain. Therefore it is expected that the histogram be
shifted to toward larger grains. The IItone pulse encoded ll and commercial
10
instrument results yield mean gra1n diameters (along the x-d1re~t1on) of 60
and 72 pm, respectively, and differ by 16 percent.
As the mean grain size of a real microstructure ts not known a priori and
is found to be dependent on the methodology used for its determ1nat1on8, it
seems appropriate to provide a test system for which the mean grain size, shape
and orientation are known. A simulated microstructure containing a
distribution of sizes of identically shaped and oriented grains shown in
Figure 6(a) was used. After tone pulse encoding, the space between the grains
was masked to a zero value tone code to eliminate treating them as "artificial"
grains. The resultant density of length components is shown in Figure 6(b).
The mean grain size, shape and orientation are obtained by use of
Equation (20). The reconstructed mean grain shape and orientation is shown in
Figure 6(c) along with the actual mean grain. The reconstructed grain is
properly oriented and of similar shape to the actual mean grain. The largest
error in the reconstruction of the mean grain has occurred at the regions of
sharp radii of curvature (top and bottom of the actual grains). The error at
these regions is 12 percent.
This work may also be applied to ceramics for the determination of pore
size distribution .. Figure 7(a) is a digitally enhanced photomicrograph of a
sintered ceramic showing a distribution of pores. The area between the pores
was set to a zero value tone code after tone pulse encoding. The pore size
distribution function shown in Figure 7(b) exhibits an anisotropic
distribution. The mean pore (see Figure 7(b) inset) is oval in shape and is
oriented along the vertical axis with an aspect ratio of 10:7.
DISCUSSION
The entire process of digitizing images, image enhancement, tone pulse
encoding, Fourier transformation and determination of the grain size
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d1str1but10n funct10n takes about" 15 hr us1ng a nonv1rtual m1n1cpmputer,
hardw1red array processor (for FFT) and a v1deo d1g1t1zer. The operator needs
to 1nteract dur1ng the d1g1t1zat10n of the m1crostrucfural 1mages wh1ch takes
about 20 m1n. Most of the computer t1me 1s spent read1ng and wr1t1ng to the
v1deo d1g1t1zer. Th1s t1me could be eas1ly reduced by at least an order of
magn1tude by us1ng a v1rtual m1n1comp~ter that can perform mathemat1cal
operat10ns on an ent1re 1mage conta1ned 1n a random access memory array. By
compar1son the commerc1al 1mage analyzer requ1res about 2 hr of operator
1ntens1ve act1v1ty (trac1ng gra1n boundar1es) to y1eld gra1n d1str1but10n data
along two perpend1cular d1rect10ns.
S1nce each m1crostructural 1mage conta1ns a d1fferent set of gra1ns the
gra1n s1ze d1str1but10n w1ll not be 1dent1cal for each 1mage. Thus averag1ng
over a number of photom1crographs lO 1s necessary to est1mate the real gra1n
s1ze d1str1but1on. The 1ncrease 1n accuracy of the gra1n s1ze d1str1but1on
funct10n 1s proport10nal to ~ where N 1s the number of averaged 1mages.
N1ne 1mages prov1de for an 1ncrease 1n accuracy by a factor of three; 1t
should be noted that 1t would take 100 images to 1ncrease the accuracy by a
factor of 10.
In order to tone pulse encode three full cycles between adjacent
boundar1es, at lease 10 p1xels are requ1red. Therefore, the smallest gra1n
w1dth measurable has a length of 10 p1xels, and all gra1ns hav1ng w1dths less
than 10 p1xels are not 1ncluded 1n the determ1nat1on of the gra1n s1ze
d1str1but10n. Th1s 1s observed 1n F1gure S(c) where the gra1n s1ze
d1str1but1on beg1ns a sharp r1se at 10 p1xels. The funct10nal form of the
gra1n s1ze d1str1but1on 1s not known for smaller gra1n w1dths. It could be
argued that more data would be ava1lable by tone pulse encod1ng w1th one or two
cycles 1nstead of three cycles. By us1ng one or two cycles 1n the tone pulse,
gra1ns hav1ng w1dths of 4 or 7 p1xels, respect1vely, could be encoded. In
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order to address this argument we must examine the gradient 1mag~ (Figure 4(a»
where the uncertainty of the grain widths is 3 pixels.
Tone pulse encoding with fewer cycles would a110~ for the inclusion of
smaller width grains (grains having widths 4 to 7 pixels). However, the
current uncertainty (3 pixels) in the grain width would remain the same making
detailed measurement of these narrow width grains of questionable validity.
The percent uncertainty in the grain width is given by
lox l = l~xl • 100 percent, where ~x = 3 pixels and x is the grain width.
The percent uncertainty is inversely proportional to the grain width. That is,
the larger the grain width to be measured the more accurate the measurement.
There is less that 15 percent uncertainty (due to the uncertainty in the grain
widths) in the grain size distribution function for grain widths greater than
20 pixels.
This work could be enhanced in several ways. A hardwired tone pulse
encoding processor could be used in conjunction with a virtual
superminicomputer to reduce the processing speed ,to a few minutes. Increased
accuracy (via averag1ng) of the d1str1but10n function could be available with
a computer controlled vidicon camera scanning the actual microstructural
surface. Also, an image array greater than 512 by 512 pixels would allow for
finer definition of boundaries allowing for tone encoding of narrower widths.
This technique is not limited to gra1n or poros1ty d1str1but10ns. It may
also be app11ed to any system for wh1ch the length d1str1but1on function 1s
requ1red. Some spec1f1c examples are the determ1nat10n of wh1sker s1ze
d1str1but10n funct10n 1n chopped f1ber compos1tes as well as the length
d1str1but1on function between wh1skers. Th1s also app11es to cont1nuous f1ber
compos1tes. In metals the 1nc1us10n and meta111c phase length d1str1but10n
functions may be determ1ned. App11cat10n of th1s work to three mutually
13
perpend1cular planar sect10ns wlll y1eld the full three-d1mens1o~al mean gra1n
and/or pore s1ze, shape, and or1entat1on.
CONCLUSIONS
M1crostructural 1mages may be tone pulse encoded and subsequently Four1er
transformed 1n order to determ1ne the two-d1mens1onal dens1ty of frequency
components. A theory has been developed and app11ed to relate the dens1ty of
frequency components to the dens1ty of length components. The dens1ty of
length components corresponds d1rectly to the two-d1mens1onal gra1n and/or pore
s1ze d1str1but1on funct10n from wh1ch the mean gra1n or pore s1ze, shape, and
or1entat1on are obta1ned.
REFERENCES
1. K11ma, S.J. and Baak11n1 G.Y., "Nondestruct1ve Character1zat1on of
Structural Ceram1cs," SAMPE Quarterly, Vol. 17, Apr. 1986, pp. 13-19.
2. Evans, A.G., "Aspects of Re11ab111ty of Ceram1cs," Defect Propert1es'and
Process1ng of H1gh-Technology Nonmetal11c Mater1als, Mater1als Research
Soc1ety Sympos1um Proceed1ngs, Vol. 24, J.H. Crawford Jr., Y. Chen, and
W.A. S1bley, eds., 1984, pp. 63-80, Elsev1er, New York, NY.
3. Petch, N.J., "Cleavage Strength of Polycrysta1s," Journal of Iron Steel
Inst1tute, Vol. 174, May 1953, pp. 25-28.
4. Hall, E.O., "The Deformat1on and Age1ng of M11d Steel: III D1scuss1on of
Results," Proceed1ngs Phys1cal Soc1ety (London), Vol. 64B, Sept. 1951,
pp. 747-753.
5. D1eter, G.E., Mechan1cal Metallurgy, 1961, McGraw-H1l1, New York, NY.
6. Reed-H111, R.E., Phys1ca1 Metallurgy Pr1nc1p1es, 2nd ed1t1on, 1973,
Van Nostrand, New York, NY.
7. Generaz10, E.R., "Scal1ng Attenuat10n Data Character1zes Changes 1n
Mater1al M1crostructure," Mater1als Evaluat1on, Vol. 44, Feb. 1986
pp. 198-202, 208.
14
8. DeHoff, R.T., Quant1tat1ve M1croscopy, 1968, McGraw-H111, Ne~ York, NY.
9. Gonzalez, R.C. and P. W1ntz, D1gital Image Processing, 1977,
Addison-Wesley, Reading, MA.
10. Lynn, P.A., Introduction to the Analysis and Processing of Signals, 2nd
ed1tion, 1983, Howard W. Sams & Co., Indianapolis, IN.
11. Blakemoore, J.S., Solid State Physics, 2nd edition, 1974, W.B. Saunders,
Philadelphia, PA.
12. Hildebrand F.B., Advanced Calculus for Applications, 2nd edition, 1976,
Prentice-Hall, Englewood Cliffs, NJ.
15

511256
PIXELS
"" BARRIERS
,,/" \
o
""
\
I
f-Xj-
(a)
x
(b)
w
o
::::l
t-
::::i
a..
~
<C
X
IL.(c.:-.)_---....LI-----'
o 256 511
DISTANCE, PIXELS
FIGURE 1.
fe z 
3-5 >- IÃ i-og z z Q _  
n 0 
C_3 
0 .1 .2  
FREQUENCY, 
11x1  PIXELS ST^ 
u 
30 15 10 5 
PERIOD, 
X'  (PIXELS) 
Figure 2. 
(c)
INTENS ITY
Y=255
o X, PI XELS
511
Figure 3.
o X, PIXELS 511
(a)
y= 255 --.. '
(b)
AMPLITUDE
(e)
o
x, PIXELS
Figure 4.
511
"'-' -.,
0-
(a)
256_
I
-256
I
o
I
256
(b)
O~X
- ~
..;::-
~ 10 PI XELS
GRAIN SIZE DISTRIBUTION GRAIN SIZE DISTRIBUTION
IMAGE ANALYSER TONE PULSE ENeODI NG
NUMBER
OF GRAINS,
(ARB ITRARY
UNITS)
(c)
o 120
GRAIN WIDTH (PIXELS)
I
o 120
GRAIN WIDTH (PIXELS)
Figure 5.
-256
(b)
(e)
•
:
• • ,
o
•
..
••• •
I
256
Figure 6.
(a)
p(r/,¢)~
20 PI XELS ..I I....
Ii
(b)
a
x
Figure 7.
..f
.1"10 PIXELS
1. Report No.
NASA TM-88790
4. Title and Subtitle
2. Government Accession No.. 3. Recipient's Catalog No.
5. Report Date
Determination of Grain Size Distribution Function
Using Two-Dimensional Fourier Transforms of Tone
Pulse Encoded Images
7. Author(s)
Edward R. Generazio
9. Performing Organization Name and Address
National Aeronautics and Space Administration
Lewis Research Center
Cleveland, Ohio 44135
12. Sponsoring Agency Name and Address
National Aeronautics and Space Administration
Washington, D.C. 20546
15. Supplementary Notes
16. Abstract
June 1986
6. Performing Organization Code
506-43-11
8. Performing Organization Report No.
E-3125
10. Work Unit No.
11. Contract or Grant No.
13. Type of Report and Period Covered
Technical Memorandum
14. Sponsoring Agency Code
Microstructural images may be "tone pulse encoded" and subsequently Fourier
transformed to determine the two-dimensional density of frequency components. A
theory is developed relating the density of frequency components to the density
of length components. The density of length components corresponds directly to
the actual grain size distribution function from which the mean grain shape,
size, and orientation can be obtained. I
17. Key Words (Suggested by Author(s))
Grain size; Distributions;
Distribution function; Porosity
18. Distribution Statement
Unclassified - unlimited
STAR Category 38
19. Security ClassIf. (of this report)
Unc lass ifi ed
20. Security Classlf. (of this page)
Unclassified
21. No. of pages 22. Price·
• For sale by the National Technical Information Service, Springfield. Virginia 22161

r-Jational Aeronautics and
Space Admlnistralion
Lewis Research Center
Cleveland. Ohio 44135
Official Business
Penalty for Private Use $300
NI\S/\
SECOND CLASS MAIL
ADDRESS CORRECTION REQUESTED
I II II I ~.--
-
u.s.MAIL
\..-~
Postage and Fees Paid
National Aeronautics and
Space Administration
NASA-451
