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Applications of the Nature of Second Order Equations 
to Third Order Equations 
The hehal-ior of solutions of 
(I?“‘)‘ + pf = ‘I? (1) 
is the subject of numerous papers. The results of this work are related to 
those of Hanan [3] and Dolan and Klaasen [2], on third order equations, 
and of Leighton and Skidmore [5] and the author on second order equa- 
tions [I]. 
By rhe substitution 
J’ = I= u(t) dt + .I. 
. 0 
and by the change of variahlrs 
s = I’= (thr(t)), 
. II 
(3 
(3) 
Eq. (I) together with the conditions 
are replaced by 
Z(s) +i(s) p(s) ti(s) = icj(s) [Jf i(o) i(0) da + a] ,
G(O) = 8. u“(0) = y . r(O), (2q.F) = U(Y(S)). etc.). 
Therefore we can use the nature of solutions of second order equations 
to investigate the nature of third order equations. 
In Theorem I WC explain in detail how we use this idea; afterward. \ve 
state the results with a brief sketch of the proof. 
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THEOREM I. Let T(X) > 0, -Y’(X) 2 0 and q(x) 2 0 be continuous 
functions for x 3 0, and let r(x) p(x) b e a continuous increasing junction. Let 
J(X) be a nontrizial solution of (1) which satisfies 
J(O) = ‘I, y’(0) = 0, J”(0) = p, 1, /3 .- 0. (4) 
Then J(S) is positizle and the minima oft are increasing for s > 0. 
Furthermore, ;f we denote the e>alues qf s in athich .v(x) has a consecutizqe 
minimum. nuximum and minimum by b, , i = I, 2, 3, 0 .< b, < 6, < 6, , then 
b, - b, -:’ ctl - b, ;:: b, - 6, , (5) 
zvlrere 6, and co are consecutizv zeros of a solution z?(x) of 
i”’ + p’ ZZZ 0. (6) 
The proof is based on the following theorem. 
THEOREM [I, Theorem 41. Let the function p(s) E C, sati$\ 
p(-2) &I p(s), s :.: 0. 
Let j(s) E C be nonnegative, let u,,(s) be a solution of 
un + pu =f 
defined b)v 
u,,(O) = 0, u,,‘(O) = a < 0. 
Let b*, 0, b, + be conserutizqe zeros of u,(s); then 
(7) 
u,,( -s) ‘:, -u,(s). 
Let z(s) be a solution of (6) dejined b> 
v(0) = 0, e,‘(O) = a; 
then 
and 
U”(S) .’ .2’(S), c * 5;: s .::- b, * . . ._ , 
zlqhere c*, 0, cl* are consecutk-e zeros of .z(s). 
For the proof of Theorem I it is convenient to use the following conse- 
quence to the just-stated theorem. 
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COROLLARY. Let p(s) E C be increasing in 0 < s < s, . Let f (s) E C be non- 
negative in s E [0, s,]. Let u(s) be a solution of (7) dejked by u(O) = 0, u’(0) 2 0. 
Then, 
J 
s 
u(t) dt > 0, 0 < s g S,) 
0 
(iff = 0 then u’(O) ji u(t) dt > 0). 
For the proof we also use the following theorem. 
THEOREM [4, Theorem 3991. Let r(s) E Cl be nonnegative and nonincreasing, 
and let u(s) be given satisfying 
Then 
.cs 
u(t) dt > 0, 0 < s < s,, . 
0 
I’ 
’ U(U) I da > 0, 0 < s :< so . 
0 
Proof of Theorem 1. By the substitution 
y” x s u(t) dt + a, 0 
Eq. (1) together with conditions (4) is replaced by 
(ru’)’ + pu = q (L’ u(t) dt $- a) > 
u(0) = 0, u’(0) = p > 0, 
and by the change of variables 
s = o’ (W(t)), s (3) 
system (8) yields 
(2) 
(8) 
C’(s) + T”(s) p(s) 6(s) = T”(s) 4”(s) [j; C(u) v(u) do + a] , 
C(O) = 0, t;‘(O) > 0. (9) 
(W) = 4-w, f(s) = r(x(s)), B(s) = PW)~ 4”(s) = &(sN). 
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j(s) = i(s) fj(s) [I, Ii(U) i(u) da + a] 
is positive in some interval [0, s,,]. Suppose that for 5 = j,, 
f( Ii(u) i(0) da + ,A =: 0. 
* I) 
(10) 
From the corollav we obtain 
As i(s) is a positive and nonincreasing function, then using [4, Theorem 
3991, it follows that 
1’” qu) i(uj th -:5 0. 
. I) 
This contradicts (IO). Therefore 
y(s) = I'I u(t)cit + LI = [' qu)qu, ciu + a 1, II. .Y ‘) 0. 
- II 'II 
This completes the proof that J,(S) >a 0. and thus shows that the values 
of J(S) obtained to the right of the minimum, in this case at b, = 0, are 
always larger then the values of this minimum. 
To show that inequalities (5) hold we ohserve that from [I. Theorem 41. 
h,” - b,* c3* - bzr ‘;. b,’ - b,“. 
(This follows by applying [I. Theorem 41 to the points bLx, b,“, ba*, c3* 
instead of to the points b”, 0, b,‘, c,*.) 
This and (3) give 
(“‘(l.r(t))dt 3 [“(I ‘r(t))dt ;- fbJ(I ‘r(t))dt (b,” = s(b,), i == I. 2, 3). 
- b, - t2 . h, 
r-l(t) is positive and nondecreasing, hence inequalities (5) follow. 
A similar proof yields the following theorem. 
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THEOREhI 2. fd’t t/w systm 
,\“” + p-v’ = q(s)g(jnj + f(x). 
J(O) = fi, y’(0) = 0. f’(O) = j$ Lz + j? - 0, *,/cl 2.0 
(11) 
be giwn. Let g( -v) be a continuous function which satisfies 
Let q(s) and .f(.rj be positke continuous functions and let p(x) E C be an 
increasing function. Then the solution oj. the swtem (I I ) satisjies in its internal 
of existence the same conclusions as in Theorem I. 
As in [5] one can verify that a solution U(X) of (7) defined b!- u(O) = 0, 
u’(0) = a ‘;I, 0, attains its first masimum and its first zero to the right of the 
first maximum and the first zero. respectiveI!-, of a solution of (6) with the 
same conditions at x = 0. L/sing this result and (9) we obtain the following 
theorem : 
THEOREhI 3. Let Eq. (1) be giwn. Let r(s) ::. 0, and q(x) -;> 0 be continuous 
functions. Then [f 
(w’)’ + pz.1 = 0 (13 
has no oscillator)* solutions for .v : 0. there is a point .v = a such that for 
b 1::’ a ay solution of (I) which satisfies F(b) :.: 0, ?l’(b) = 0, j!“(b) 1 0, 
y(b) + v”(b) 3; 0, is an increasing function .for s -- 6. If in addition p(x) ; 0 
then J(X) is a comes function. 
Theorem 3 generalizes a recent result of Dolan and Klaasen [2. Theorem l J. 
Another use of properties of second order equation is to show that the 
equation 
J”’ + p-v’ = QJ’ (1’) 
is oscillatory if q(s) ::: 0, p(x) Y 0, p’(s) > 0. q(s) E C. 
It is enough to show that 
j’“’ + py’ = 0 (13) 
is oscillatory (see [3, Theorem 4.81). \\ ‘e will use the above-stated corollary 
of [I, Theorem 41 in the case-[(s) = 0. It means that we will use the fact that 
v’(O) Jf r(t) dt ;:: 0, s -y 0, z(s) is a nontrivial solution of (6) defined b! 
F(O) = 0. 
Let 0 = r,, < C, < ... be consecutive zeros of E(S), a solution of (6) defined 
by Y(O) = 0, T’(0) = I. 
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Let us define 
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n, = 
II 
v(t) dt , N = I. z,..., 
-C.-l 
and 
S,< = f” v(1) dt = (I, - a, ‘.’ + (- I)n+l (I, . 
‘0 
It is clear from the corollary that 0 0: s, < a, and 
Therefore, for any number s E [s’, sl], a solution of (13) (when it is given that 
p(x) > 0, p’(x) > 0, s > 0) defined by y(O) = S, -V’(O) = 0, y”(O) = - I is an 
oscillatory solution of (13). Hence Eq. (I’) Is osci1lutor-v ifp(s) > 0, p’(s) > 0 
and q(s) > 0 me continuous functions. 
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