The task of classifying videos of natural dynamic scenes into appropriate classes has gained a lot of attention in recent years. The problem especially becomes challenging when the camera used to capture the video is dynamic. In this paper, we analyse the performance of statistical aggregation (SA) techniques on various pre-trained convolutional neural network(CNN) models to address this problem. The proposed approach works by extracting CNN activation features for a number of frames in a video and then uses an aggregation scheme in order to obtain a robust feature descriptor for the video. We show through results that the proposed approach performs better than the-state-of-the art works for the Maryland and YUPenn dataset. The final descriptor obtained is powerful enough to distinguish among dynamic scenes and is even capable of addressing the scenario where the camera motion is dominant and the scene dynamics are complex. Further, this paper shows an extensive study on the performance of various aggregation methods and their combinations. We compare the proposed approach with other dynamic scene classification algorithms on two publicly available datasetsMaryland and YUPenn to demonstrate the superior performance of the proposed approach.
INTRODUCTION
Consider the video of a natural dynamic scene which could have been captured either by a static or a dynamic camera. Given several categories comprising of natural scene videos, we would like to assign the correct category for a given video. This dynamic scene classification problem is more challenging for a moving camera than that for a static camera.
In the case of images, a lot of significant research has been done to address the problem of scene recognition. Image scene recognition involves classifying an image into one of the several given classes (SUN Database) [1] . Convolution Neural Network (CNN) based approaches have recently dominated the task of image scene classification, obtaining Thanks to SERB-DST Start Up Grant for Young Scientists.
very high accuracy and outperforming other previous stateof-the-art approaches by a significant margin. These powerful methods focus on finding appropriate spatial feature descriptors for a given image. Hence, they take into consideration only the spatial description of the scene present in the image.
In contrast to image scene classification, where the class labels are based only on the spatial properties, dynamic scene classification tries to classify videos into different categories whose semantic labels are derived from the activities occurring in the scene. The dynamic scene like 'avalanche' is given its class label based on the movement of ice and not just based on the spatial attributes of the scene.
A number of CNN implementations pre-trained on a large database of images are available which are ready to be used for off-the-shelf image feature extraction. We take forward this idea of classification with off-the-shelf CNN implementation in order to perform dynamic scene classification for videos by using Caffe CNN framework. We utilize several pre-trained models such as AlexNet [4] , Places [22] , and Hybrid Places model [22] for the task. We use very simple yet effective tools for dynamic scene classification and show that even common statistical measures can be employed to capture the temporal variation which can be combined with spatial information for dynamic scene videos.
It is worth mentioning that all of the previous dynamic scene classification methods, relied on using local features and did not exploit very large dataset. The proposed approach explores three different models of CNN pre-trained on ImageNet (ILSVRC 2012), Places, and Hybrid (combination of both) datasets. The ImageNet database is largely dedicated to object recognition tasks but not dynamic scene classification tasks [5] . On the other hand, Places and Hybrid datasets consist fully or partially of scene images, hence we expect them to have more discriminative power for dynamic scene classification task.
The primary contributions of the proposed approach are listed below. (a) Exploiting pre-trained CNN models and adapting them to the dynamic scene classification task for obtaining high accuracy, (b) Using common statistical measures to merge the spatial features with their temporal variation to arrive at a novel feature descriptor, (c) We perform comparative study on different off-the-shelf CNN models and compare different pooling strategies, (d) We obtain state-ofthe-art results on two dynamic scene datasets -Maryland and YUPenn.
RELATED WORK
A lot of work has been done in the field of scene classification in the past decade. This includes recognizing scenes from single images as well as classifying dynamic scenes from videos. In the field of single image recognition tasks, bag-of-features based methods were initially prevalent among the research community [6, 7, 8] . Later, these methods were enhanced through spatial pyramid matching (SPM) [9] . However, CNN based approaches have been able to achieve even higher accuracies as observed in some of the recent works [10, 2, 11, 12] . This sparked a lot of recent research work on architectures and applications of CNNs for visual classification and recognition tasks.
In [2] , the CNN architecture consisted of five convolutional layers, followed by two fully connected layers (4096 dimensional) and a softmax layer. The activation features from the fully connected layer have proven to be very powerful general feature descriptors for high level vision tasks. Several CNN implementations, trained on very large datasets, are available for feature extraction to perform image classification tasks [13, 4, 11] . These CNNs, pre-trained on large datasets such as ImageNet, have been efficiently used in scene classification and have achieved high/impressive accuracies [10] . Also, the ImageNet trained model of these implementations have been shown to generalize well to accommodate other datasets as well [13, 12] . On the other hand, research in dynamic scene classification from videos has been dominated by the idea of finding more powerful and robust local spatio-temporal feature descriptors. This is followed by embedding weak global information to find most appropriate representation of the given video. Initially, spatial and temporal feature based approaches such as GIST+HOF and GIST+Chaos were employed to perform dynamic scene classification [14, 15, 16] . In [14] , it was shown that spatial and temporal descriptors together gave better results than using either of them alone. These methods were built and tested for Maryland (In-the-Wild) dataset introduced by [15] .
The spatio-temporal based approaches were introduced by spatio-temporal oriented energies [17] , which also introduced the YUPenn dataset. The very same work concluded that even relatively simple spatio-temporal feature descriptors were able to achieve consistently higher performance on both YUPenn and Maryland datasets as compared to HOF+GIST and HOF+Chaos approaches. Current state-of-the-art approach, bags of space time energies (BoSE), proposes using a bag of visual words for dynamic scene classification [18] . Here, local features extracted via spatio-temporally oriented filters are employed. They are encoded using a learned dictionary and then dynamically pooled. The technique currently holds the highest accuracy on the two mentioned datasets [18] amongst all peer-reviewed studies. Recently, a work done by Duran et al. uses a novel three dimensional CNN architecture for spatio-temporal classification problems [3] .
METHODOLOGY
Most of the recent works on dynamic scene classification have focused on dense extraction of spatio-temporal features, followed by feature encoding and pooling strategies to obtain the final feature representation for a video. Several other methods have considered separately extracting spatial and temporal features and then combining them to obtain the final feature representation for a given video. However, we use a different approach here. Given a video, we first extract spatial feature descriptors for a chosen number of frames. After that, we use aggregation strategies to obtain information about the temporal variation of the spatial features. Using this information, we arrive at the final feature descriptor for a given video to be classified.
Pre-trained CNN Models
For the feature extraction purpose, we experiment with the following three pre-trained Caffe models:
This model has been trained on ImageNet with 1000 categories and over a million images [5] .
2. Places205-CNN [22] : This model has been trained on 205 scene categories of Places database with approximately 2.5 million images.
3. Hybrid-CNN [22] : This model has been trained on 1183 categories (205 scene categories from Places database and 978 object categories from the train data of ILSVRC2012) with 3.6 million images.
Feature Extraction from Frames
To start with, we extract feature descriptors for the frames of a video using spatial information only. Given a video V k containing a total of N 0k frames, we select N k frames that are linearly spaced in the interval [1, N 0k ]. An important thing to note here is that the temporal distance between consecutive frames in the set of N k frames differ from video to video, as there is a lot of variation in the frame rate and the total video duration in the datasets. After selection, each of these N k frames are resized appropriately (AlexNet model uses a resolution of 256×256 while the other two models use 227×227) . Then we extract the CNN activation features for each of these frames using the above mentioned pretrained CNN Caffe implementations. For each of the frame f i taken as input, we take the output of either the sixth (fc6) or the seventh (fc7) fully connected layer of the CNN (post ReLU transformation) and obtain the 4096 dimensional feature descriptor X i . Thus, after the feature extraction step, we obtain an N k × 4096 dimensional matrix X for the video V k . This matrix contains the information about how each of these 4096 features evolve with time and hence can be exploited to extract the temporal properties. We have 4096 time curves each of length N k .
Ideally we would like to use a feature descriptor for each of these curves that captures the temporal variations in a robust way. But such an ordered temporal descriptor would make the final descriptor for the video very huge, since there are 4096 such curves. Hence, rather than using the ordered properties, we use temporally orderless statistics for each curve. We show that simply using the first few moments yield very high accuracy for both the datasets.
Statistical Aggregation and Classification
From the previous step, we obtain a set of 4096 dimensional vectors, {X 1 , ..., X K }, each of which contains rich spatial information and represents a single frame in the given video. In this step, we combine these K vectors {X 1 , ..., X K } in time in order to capture the temporal statistics of the spatial features . We do this to induce a certain degree of temporal invariance and extract temporally order-less properties. Here, we consider the primary statistical measures like moments, for M = N k instances for each of the 4096 dimensions. Let X ij denote the i th instance of j th dimension of the feature descriptor, where i ∈ {1, 2.., M } and j ∈ {1, 2.., 4096}. Then we use the following statistical measures to aggregate M instances to get the final feature descriptors. 
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The video descriptor obtained after the aggregation step is fed into the linear SVM Classifier. Please note that each ofμ,σ,γ andκ are 4096 dimensional vectors. For classification, we can consider each one of these moments individually or their various combinations (concatenation) to get the final feature descriptor of the video. Apart from using the moments, we also evaluate the performance of the classifier on using max-pooling for temporal aggregation. Apart from the aggregation scheme, we also experiment with majority voting classification. 
RESULTS AND DISCUSSION
We evaluate our method on the following two publicly available datasets : [14] . Both the datasets have large variation in illumination, image scale, camera viewpoint, frame resolution, duration of the video, etc. The videos in Maryland dataset contain large camera motion and scene cuts, whereas those in YUPenn involve static camera and hence contain negligible camera motion. All the above factors result in large intra-class variations which make dynamic scene classification a challenging task.
Results
As mentioned in the proposed approach, we first choose one of the three pre-trained CNN models for feature extraction. Then given a video V k , we extract the 4096 dimensional activation features from either the fc6 or the fc7 layer for each of the N k frames chosen from the video. Thus we obtain N k such 4096 dimensional feature vectors for the video V k . To find the final vector representation for each video, we perform temporal aggregation using statistical moments or max pooling. After obtaining the feature vector representation for each video in the dataset we perform multi-class classification. For classification, we use one-vs-rest SVM with the leave-onevideo-out (LOVO) method as done in previous works [18] . For the implementation of SVM, we use the LIBSVM library We evaluate the classification accuracies obtained using (a) mean pooling, (b) max pooling and (c) combination of the first four moments (μ +σ +γ +κ). We evaluate for both the fc6 and the fc7 layer. In this experiment all the frames of a video are used for aggregation. After aggregation, the final features for each video are normalised and then classification is performed.
First, we conduct an experiment to find out which of the three pre-trained models is best suited for the dynamic scene classification task. The results obtained are mentioned in Table 1 (for Maryland) and Table 2 (for YUPenn) . For these results, we utilize all the frames, that is, we set :
From the tables it is clearly visible that HYBRID-CNN outperforms the other two models in all the three cases. This is owing to the fact that hybrid model has been pre-trained on both objects and scenes, and hence has more discriminative power. Hence, in all the further experiments we use the fc7 layer of the HYBRID-CNN model for the feature extraction task in both Maryland and YUPenn Datasets. Due to space constraints, the detailed results are included in the pre-print version of the paper 1 . Following are the summaries of the results : (a) Activation features obtained from fc7 layer perform better compared to fc6 layer. (b) We observed that the concatenation of all the four moments (μ +σ +γ +κ) consistently gives high accuracy on both the datasets. (c) Since the time taken for computing the final feature vector for a given video V k largely depends on the value of N k , it is very important to understand how the accuracy of the classifier varies with N k . We conducted experiments to analyse this variation. It was observed that the accuracy starts to saturate for N > 30. Hence, we chose N = 30 as the optimum value as it provides a good balance between accuracy and computation time. (d) We also performed classification based on majority voting scheme explained earlier. We obtained the average accuracy of 90.77% for Maryland dataset and 97.14% for YUPenn dataset.
We compare the results obtained using statistical aggregation scheme (μ +σ +γ +κ) to previous methods for Mary-1 http://arxiv.org/abs/1502.05243 land and YUPenn (Table 3 ). The proposed approach shows the superior performance over current state-of-the-art methods (BoSE & C3D) for the Maryland dataset, with a leap of 16.16%. The state of the art results for the YUPenn dataset is nearly saturated. Hence, a marginal improvement is obtained in the case of YUPenn dataset. It achieves perfect accuracy in nine out of fourteen classes. Overall, the accuracy of the proposed approach exceeds that of the state of the art methods, BoSE & C3D by 2.14% & 1.66% respectively for the YUPenn dataset.
CONCLUSION
As compared to the previous spatio-temporal approaches, we focus on capturing temporal variations of very powerful spatial descriptors provided by CNN. This method is computationally efficient than the traditional local feature extraction, encoding and pooling approaches. We observed that CNN spatial descriptors are excellent representatives of spatial information, as demonstrated by the accuracies obtained using only a single frame per video. This is due to the fact that most of the natural scenes, in spite of the inherent dynamism, are highly correlated with their spatial attributes. However, there is a large uncertainty in the performance, as it is highly dependent on which frame is chosen from the video. We proposed methods that utilize multiple frames to improve accuracy as well as reduce this uncertainty to a large extent. We also showed that CNN pre-trained on hybrid of ImageNet and Places datasets outperforms the models trained on either of them alone.
Our proposed approach shows outstanding performance over the current state-of-the-art methods by 16.16 % for Maryland and 1.66 % for YUPenn datasets. The approach works well even for the very challenging Maryland dataset having large camera motion and jitter. High accuracies obtained for the various statistical moments indicate that similar classes have similar temporal statistics and that the spatial features temporally evolve in a similar way. Hence in future, various probabilistic methods can be explored by considering the joint distribution of the 4096 random variables (from the activation features of CNN) and finding out different models for different classes.
