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Abstract
A real-time path integral for ultrasoft QCD is formulated. It exhibits a Feynman’s
influence functional. The statistical properties of the theory and the gauge symmetry
are explicit. The correspondence is established with the alternative version, where a
noise term enters a transport equation.
Ultrasoft QCD is an effective theory for gluons at high temperature T (g(T ) ≪ 1)
at distance and time scales larger than (gT )−1, i.e. the scales T−1 and (gT )−1 have been
integrated out [1, 2]. The two dominant features are the coloured collective excitations of
the gluons, and the important energy dissipation towards smaller distance scales.
This last feature forbids an imaginary time formalism. In the real time formalism, an effective
action has been found [3] which exhibits simple and interesting features. Here, the time has
to run forwards and backwards along the time axis, A+ is the field component that lives on
the forward branch, and A− lives on the backward branch. The appropriate basis for writing
this action is
A(1) = (A+ + A−)/2 , A(2) = A+ − A− , (1)
known as the Keldysh basis [4]. The effective action for ultrasoft QCD reads
S(A(1), A(2)) = S0(A
(1), A(2)) + SIF(A
(1), A(2)), (2)
where S0 is the Yang-Mills action in this basis:
S0(A
(1), A(2)) = −
∫
X
1
4
[F+µνF
+µν − F−µνF−µν ]
= −1
2
∫
X
(D(1)µA(2)ν −D(1)νA(2)µ)a (F (1)aµν + gfabcA(2)bµ A(2)cν /4) (3)
where
∫
X =
∫ +∞
−∞ dt
∫
d3x , a is a color index, D(1) abx = δ
ab∂X + gf
abcA(1)c is the covariant
derivative built with the field A(1) in the adjoint representation. Furthermore:
SIF(A
(1), A(2)) = −
∫
X
A(2)µ(X) jµ(X ;A
(1))
+ i
∫
X,Y
1
2
A(2)µ(X) Kµν(X, Y ;A
(1)) A(2)ν(Y ) , (4)
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where the trace over the colour indices is implicitly understood. jµ(X ;A(1)) is the response
function, i.e. the response of the plasma to a small external perturbation at the appropriate
scale. In this nonlinear theory
jµ(X ;A(1)) = ΠµνretA
(1)
ν +
1
2
Γµνρret A
(1)
ν A
(1)
ρ + · · · . (5)
jµ is expressed in terms of the (retarded) propagator along jagged paths in a background
coloured field A(1)(X) [5, 2]
jaµ(X ;A
(1)) = m2D
[
− g0µA(1)a0 (X)
+ i
∫
v,v′
∫
d4Y vµG
ab
ret(X, Y ;A
(1);v,v′) ∂Y0(v
′ · A(1)b(Y ))
]
(6)
where m2D = g
2NT 2/3,
∫
v =
∫
dΩv/4pi, and Gret is the retarded Green function defined as
the solution to:
i (v ·D(1)x + Cˆ) Gret(X, Y ;A(1);v,v′) = δ(4)(X − Y ) δS2(v − v′) (7)
Cˆ Gret(X, Y ;A
(1);v,v′) =
∫
v”
C(v,v”)Gret(X, Y ;A
(1);v”,v′) (8)
with the condition Gret(X, Y ) = 0 for X0 < Y0 . v · D(1)x is the covariant drift operator in
the space-time direction vµ = (1,v) (v2 = 1). The collision operator Cˆ is local in X , and
changes the v direction of the drift. It is symmetric in v and v′, and has positive eigenvalues
of order g2T ln 1/g, except for a zero mode
∫
v C(v,v
′) = 0. Its explicit form can be found in
Refs. [1, 5, 6, 2].
The dissipation comes from Cˆ and it gives rise to the second term in the action. Kµν
was found to be the complement to jµ that is needed to fulfill the KMS constraints, which
exist, for each n, on n-point amplitudes[3].
Kabµν(X, Y ;A
(1)) = im2D T∫
v,v′
[
vµG
ab
ret(X, Y ;A
(1);v,v′)v′ν + vνG
ba
ret(Y,X ;A
(1);v,v′)v′µ
]
. (9)
Note that i Gret(X, Y ;A;v,v
′) is real, therefore jµ(X ;A
(1)) is real, while Kµν(X, Y ;A(1)) is
real and positive. For example
Kµν(p0,p;A
(1) = 0) = − T
p0
2 ImΠµνret(p0,p) . (10)
The occurrence of Kµν(X, Y ;A(1)) in the action may be interpreted as the extension to a
nonlinear case of the fluctuation-dissipation relation .
As early as 1963, Feynman[7] introduced the influence functional exp iSIF. In a path
integral approach, this factor accounts for the influence of the environment upon the system.
Feynman examined the case of gaussian influence functionals, i.e. SIF quadratic both in
A+ and A−, and he showed [7] that the term linear in A(2) should be real, while the term
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quadratic in A(2) should be imaginary. The action (4) exhibits these properties for the A(2)
dependence, while it is fully non-linear in the non-abelian gauge field A(1). From Feynman’s
point of view, the modes of the QCD plasma with momenta p≪ gT made up the “system”,
while the role of the “environment” is played by the modes that have been integrated out, i.e.,
by the modes with momenta p ≥ gT . This interpretation will be fully developed somewhere
else [8]. Recent applications of the influence functional [9, 10] did not consider gauge theories.
Ultrasoft QCD is in fact a semi-classical theory [1, 2]. Indeed the number of gluons is
Ng(p0 ≪ T ) ∼ T/p0 ≫ 1, i.e. Ng ≈ Ng + 1, and the commutation relations’ effect should
be negligible. A(1) may be identified with a classical field, while A(2) describes the thermal
fluctuations around it. The physical role of the A(2) field is to balance, via its fluctuation,
the dissipation associated with the collision term, in such a way that the field A(1) remains
in thermal equilibrium.
The action (3)–(4) is invariant under the gauge transformations of the A(1) field, with
A(2) transforming covariantly, as well as jµ and Kµν ,
A(1)µ → h A(1)µ h† − (i/g) h ∂µ h† , A(2)µ → h A(2)µ h† . (11)
Moreover jµ and K
µν are covariantly conserved:
D(1)µ j
µ = 0,
D(1)x µK
µν = D(1)y ν K
µν = 0 . (12)
The generating functional of the n-point correlation functions of the fields A(1), A(2) at
temperature T is the following path-integral [8]
Z(J1, J2) =
∫
DA(1)DA(2) exp i[S(A(1), A(2)) + J2A(1) + J1A(2)] (g.f.) (13)
where (g.f.) is the gauge-fixing factor. Note that this is written fully in real time: there is
no need for an imaginary-time piece in the contour since the thermalisation of the fields A(1)
proceeds exclusively via their scattering off the thermal fluctuations of the “medium” (the
hard modes integrated over, and simulated here by the fields A(2)) [8].
The measure in the path integral (13) is invariant under the transformation (11). The
normalization of Z(J1, J2) is Z(J1, J2 = 0) = a constant. Indeed, this condition means that,
in addition to S(A(1), A(2) = 0) = 0, all the correlation functions, involving the field A(2)
only, vanish, and this property is a characteristic feature of the Keldysh basis [4].
Moreover, the fields A(2) are typically weak, so their mutual interactions can be safely
neglected [8]. Indeed, their fluctuations are suppressed by the large imaginary term in the
action, which implies A(2) ≡
√
〈A(2)A(2)〉 =
√
K−1, with K−1 ∝ p0/T ≪ 1. It is therefore
appropriate to also neglect the term cubic in A(2) in the Yang-Mills action (3). Once this is
done, the resulting full action has the simplifying feature to be quadratic in the “fluctuation”
field A(2) (but non-linear to all orders in the “background field” A(1)). Specifically :
S(A(1), A(2)) =
∫
X
A(2)µ(X)
(
D(1)νF (1)νµ − jµ(X ;A(1))
)
+i
∫
X,Y
1
2
A(2)µ(X) Kµν(X, Y ;A
(1)) A(2)ν(Y ) . (14)
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This action is manifestly invariant under the gauge transformations (11), and it has the
additional gauge symmetry A(1)µ → A(1)µ , A(2)µ → A(2)µ + D(1)µ Λ(X). One may then fix the
gauge and perform the path integral on the A(2) field. The choice of a background-gauge
fixing term for A(2), i.e. i (D(1)µ A
(2)µ)2/2λ, has the advantage that it preserves the gauge
symmetry of A(1), while it introduces K˜µν = Kµν+D
(1)
µ D
(1)
ν /λ. (An alternative gauge choice
is the time-axial gauge A
(1)
0 = 0 = A
(2)
0 ). As a result of the path integration on A
(2), a real
gaussian weight appears for the quantity D(1)νF (1)νµ − jµ(X ;A(1)), which represents the fluc-
tuations around the classical equation of motion for the field A(1). The generating functional
of the correlation functions of the field A(1) is now written as a path integral on the field
configurations, with a real weight, as in a statistical mechanics approach.
The comparison with the alternative approach to ultrasoft QCD (which is in term of
two classical equations) makes use of the identity
exp(−A(2)KA(2)/2) = [detK]−1/2
∫
Dη exp(−ηK−1η/2− iηA(2)) (15)
where A(2)KA(2) = A
(2)
i KijA
(2)
j , Dη = Dηi(X), with the gauge choice A(2)0 = A(1)0 = 0 . The
action S(A(1), A(2), η) is now linear in A(2), and the result of the path integration on A(2) is
a functional δ–function which enforces an effective equation of motion for the field A(1) :
D(1)νF
(1)
νi − ji(X ;A(1))− ηi(X) = 0 . (16)
The current ηi(X) is a random variable with, for fixed A
(1), a real Gaussian distribution with
zero average and 2-point correlation function:
〈ηai (X) ηbj(Y )〉|A(1)fixed = Kabij (X, Y ;A(1)) . (17)
In reality, however, A(1) is related to η via the non-linear equation of motion (16), so that
the true statistics of the coupled random fields A(1) and η is considerably more involved.
Moreover, in the gauge A
(2)
0 = A
(1)
0 = 0, the Coulomb law D
(1)νF
(1)
ν0 −j0(X ;A(1))−η0(X) = 0
is a consequence of Eqs. (16)–(12), with η0 defined by ∂tη0 +Diηi = 0, and with vanishing
initial conditions at t = −∞. Eq. (17) is then generalized to
〈ηaµ(X) ηbν(Y )〉|A(1)fixed = Kabµν(X, Y ;A(1)) , (18)
i.e., for fixed A(1), Kµν is the 2-point correlation function of the random source ηµ.
The original formulation of the effective theory by Bo¨deker [1] involves a set of coupled
equations
(DνFνµ)a(X) = m
2
D
∫
v
vµ Wa(X,v) (19)
(v ·D + Cˆ)abWb(X,v) = v · Ea + ξa(X,v) (20)
where ξ(X,v) is a gaussian white noise term, with zero average and the 2-point correlation
function
〈〈ξa(X,v) ξb(Y,v′)〉〉 = 2T
m2D
C(v,v′) δ(4)(X −X ′) δab . (21)
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where 〈〈· · ·〉〉 means average over the random white noise. Eq. (20) may be solved with the
help of the retarded Green function (7). With the initial condition W = 0 at t = −∞, the
result is
m2D
∫
v
vµW (X,v) = jµ(X ;A) + j
(ξ)
µ (X ;A) , (22)
where jµ(X ;A) ≡ jµ(X ;A(1) = A) defined in Eq. (6) (with v.E = ∂0(v.A)− v.DA0), and
j(ξ)µ (X ;A) = m
2
D
∫
d4Z
∫
v,v′
i vµGret(X,Z;A;v,v
′) ξ(Z,v′). (23)
Thus, Eq. (19) can be rewritten as:
DνFνµ(X) = jµ(X ;A) + j
(ξ)
µ (X ;A) , (24)
where the second piece j(ξ)µ of the current is proportional to the random source ξ, and so is
itself a random quantity. One notes that, for fixed A, j(ξ)µ has a Gaussian distribution with
zero average and 2-point correlation function which follows from Eq. (21):
〈〈 j(ξ)aµ (X ;A)j(ξ)bν (Y ;A) 〉〉|A fixed = Kµν(X, Y ;A) , (25)
with the use of the identity
GˆT 2Cˆ Gˆ = −i GˆT
(
(GˆT )−1 + (Gˆ)−1
)
Gˆ = −i(Gˆ + GˆT ) , (26)
where GˆT is the transpose of Gˆ in X space, colour space, and v space , i.e. i GˆT = (−v.D+
Cˆ)−1 in the adjoint representation.
Comparing Eqs. (24)–(25) to Eqs. (16)–(18), one concludes that the random current
j(ξ)µ (X ;A) can be identified with the variable ηµ(X), and the field A(X) with A
(1)(X).
An attempt to write down a path integral, involving the field A(X) only, was made by Arnold
[11] in the case of the static approximation to the W field equation (20), and in the A0 = 0
gauge.
An explicit comparison between the two approaches is possible when the Green func-
tion Gret(X, Y ;A) is expanded in powers of A, an expansion valid for P ∼ g2T ln 1/g. The
solution to the classical equations (19)(20) is then obtained as an expansion in powers of the
noise ξ, while the expansion of SIF (see Eq. (4) ) in powers of A
(1) produces effective propa-
gators and 1PI vertices involving A(1) and A(2). It has been checked that both approaches
give the same answer for the n-point correlation functions of A(1) ≡ A : (i) at the tree-level
for n = 2, 3 [3] and n = 4, (ii) at the one-loop level for n = 2, as it is now detailed. In the
field theory approach, the result for 〈A(1)(X)A(1)(Y )〉 is, in momentum space (disregarding
the indices µ, ν)
Gc(P ) =
T
p0
( 1
P 2 −Πr(P )−Πr new(P ) − [P → −P ]
)
(27)
where Πr is the ultrasoft self-energy (see Eq.(5) ) and Πr new is the contribution to the self-
energy arising from one-loop diagrams with loop-momenta K ∼ g2T ln 1/g and with effective
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vertices and propagators [12]. In the classical form 〈〈A(X)A(Y )〉〉, the terms quadratic and
quartic in the noise ξ lead to the two lowest-order terms in an expansion of Πr new of the
right hand side of Eq. (27).
To conclude, this effective theory provides a full explicit example of a Feynman influ-
ence functional for a nonlinear case [8], in contrast to other examples where the emphasis is
on the “backreaction”. Note finally that a similar influence action can be constructed [8] for
the HTL effective theory[2], i.e., the theory for the collective dynamics over the scale (gT )−1.
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