Abstract-This paper is concerned with the error analysis of linear multistep methods and RungeKutta methods applied to some classes of one-parameter stiff singularly perturbed problems with delays. We derive the global error estimates of A(a)-stable linear multistep methods and algebraically and diagonally stable Runge-Kutta methods with Lagrange interpolation procedure. Numerical experiments confirm our theoretical analysis.
INTRODUCTION
smooth. In order to make the error analysis feasible, we always assume that problem (1.1) has a unique solution (z(t), y(t)) which is sufficiently differentiable and satisfies where M, and JV, are constants which are independent of the stiffness of the problem.
The numerical solution of delay differential equations (DDEs) has been the object of interesting research in recent years. Many papers investigated the local and globai error behaviour of DDE solvers (cf. [l-G]). However, they are only suitable for nonstiff DDEs. In 1997, the concept of D-convergence for stiff DDEs was introduced (cf. [7] ). Subsequently, D-convergence theory was further developed [8, 9] . Now we briefly recall the concept of D-convergence (cf. [7-g] ). C onsider the following nonlinear problem: s'(t) = f(6 z(t), s(t -r)), t 2 0:
x(t) = c;(t), t L 0, (1.2) where f : [O, 4-m) x CA' x C"' + CA* is a given mapping which satisfies the following conditions:
Re(f(Gx1.z) -f(t,52,~f,a -~2) I Plh -x2112, t L 0, The argument _$"' denotes an approximation to x(tn f Cjh -7) , which is obtained by a specific interpolation procedure at the point t = t, + Cjh -T. where the functio22 C(t) alld the n2~jmum stepsize ho depend 0121~ on the n2et~2od, the parameters ,Y, yT and r, a22d boul2ds for certain derivatives of the exact solution.
Zhang and Zhou [7] 
ERROR OF LINEAR MULTISTEP METHODS FOR SPPS WITH DELAYS
In this section, we assume that (cf. . . , k) are given constants, c~k/3k # 0. The arguments ?,, and $, denote an approximation to x(tn -T) and y(t, -T), respectively, which are obtained by a specific interpolation procedure at the point t = t, -T using xr and ~1~ respectively, with 1 2 11 -1. Process (2.2) is defined completely by the linear multistep method and the interpolation procedure for CZ, and tn.
Let p, Y 2 0 be integers, r = (m -S)h with integer m 2 k + v + 1 and 6 E [0, 1). W'e consider the following interpolation procedure:
where zj = p(tj) and yJ = ,Q(t,) for j 5 0, and
Here we assume m 2 k + v + 1 not only so as to guarantee that, in the interpolation procedure, no unknown values xr and yl with 1 > n + k -1 are used, but also for simplicity in the discussion _ _ of Part (c) in this section. In this section, the constants hi, C, C,, C, C,, and r; used later are independent of stiffness of the considered problem. Subtraction of (2.5a) from (2.2a) yields, for 7% > 0,
U'e take the difference of (2.2b) and (2.5b) and then subtract from both sides the quantity (I&/E) C,"=, /3, JAy,+i. This yields, for n 2 0, 
On the other hand, it follows from ( 
, &l) .
The proof is completed. Since condition (2.1) and the fact that the method is A(o)-stable and strictly stable at infinity, it follows from formula (VI.1.52) in [12] (there is a typing error in the formula, where a(<-") should be cr(<-')) that 1(
Consequently, also the inverse of (2.17) is uniformly bounded for E > 0 and h 5 ho. Hence, the nonlinear system (2.2a),(2.2b) possesses a locally unique solution.
REMARK 2.4. The result (Theorem 2.1) can be considered as an extension of that obtained by Lubich (cf. [13] ) for the case of singular perturbation problems without delay.
ERROR OF RUNGE-KUTTA METHODS FOR MSPPS WITH DELAYS
In this section, we assume problem (1.1) satisfies the following conditions: with moderately-sized constant ulr and -wp, where ~~~1~x2,~ E RA1, y,yl, y2;v E RN, and f(z, 'u. y, v) and g(x, u, y, -u) satisfy Lipschitz conditions with respect to other arguments. Without loss of generality, we assume w2 = 1 (cf. [12] ).
We note that the one-sided Lipschitz condition (3.la) is weaker than the conventional Lipschitz In this section, we extend the study of Xiao to RISPPs with delays. where 5, and y, are an approximation to the exact solutions z(tn) and 3(&f, respectively.
The arguments ri'!"' and P!"' denote an approximation to z(tn + cjh -T) and y(tn + Cjh -T), respectively, which are obta&ed by a specific interpolation procedure at the point t = t, + cjh -T using values II; and gk, respectively, with Ic i: n.
We always assume that 0 5 ci I 1 (i = 1, . . . , s). In this section, the constants hi, D, Di, Bi, and Dij used later are independent of the stiffness of the considered problem, and so are constants symbolized in the O(. . . ) terms.
Process
In order to prove our results, we need the following lemmas [Zl] , and suppose that c in the lemm,as is a given real constant. 
X(t) = (,(t + cl h)T, z(t + czh)'. . . . , s(t -t-c,h)T)T , y(t) = (& + c$)~, ~(t + czh)', . . . : ~(t + c,h)T)T : F(X(t), X(t -T),Y(t), Y(t -T)) = f(z(tfcllz),z(t+clh-r),y(t+clh),y(t+clh-r))T,..., ( f (z(t + c,h),z(t + c,h -T).y(t + c,h),sl(t + c,h -T,,~)~ ,

GtX(t),_~(~ -~)~Y(~),Y(t -7)) = (
CJ (z:(t + clh),z(t + clh -T), ~(t + clh), Y(t + clh -#-,
. . . ,
y (z(f + csh), z(t + c,h -7). ?;l(t + c,h), Y(t + c,h -T))~) ' ,
AX(") = X(t,) -Xc"), AYtn' = Y(t,) -Y(l), Ax(") :: X(t, -7) -Xcn), Ap("' zzz Y(t, -T) -ytn),
AF'"' = F(X(t,), X(t, -r), Y(t,), Y(t, -T)) -F (X(n)7x(n). I,+"), PC"') ,
AG'"' = G(X(f,), X(t, -T), Y(t,), Y(t, -7)) -G (Xc"', x@), Y@), p(n)) .
CoIlditions B(q) and C(q) imply
X(L) = e 63 x(L) i-hiiF (X(L), X(t, -T), Y(t,).Y(t, -T)) + 0 (hq+l) , Y(L) = e E y(h) + q,G (X(h). X(t, -T), Y(t,), Y(t, -T)) + U (hq+l) , z(&+I) = x(k) + hhTF (X(&,),X(& -~),Y(tn), Y(t, -T)) + Cl (hq+') , !/(&+I) = v(L) + ;iTG (X(&),X(& -T), Y(k), Y(t, -7)) + 0 (hq+') .
(3.9s)
Sli~~tractions of (3.5a) from (3.%), (3.5b) f rom (3.9b), (3.5~) from (3.9c), and (3.5d) from (3%) yield, for n 2 0,
104
AYcn) = e 8 Ayn + tAAG(n) + 0 (hQ+l) ,
Ax n+l = Ax, + /L&~AF"~' -I-0 (V+') ? (3.1Oc)
Since diagonal stability of the method implies that A is invertible (cf.
[N]), we can compute AF(") aud AGln), from (3.10~11) and (3.lOb), 
, 0 ,Y1 +e(yjt,+ctll)-Y,("'),y(t,+clh-r)) d6,
1
. . . , and similarly for g,, gu, gV, and gt,. From (3.1Ob) and (3.13b), we can obtain AYW=q(jS+J1 (3.14)
J ( fp
X~").8~"',Y,'")+#(y(t,+c,h)-Y!"'),y(t,+c,h-7) d6
x ( ic g Ay, + AGsAx (n) + AGs AX@' + AG~AP) + 0 (chq) > .
Inserting (3.13~) and (3.14) into (3.10a) gives The proof is completed. We also can verify that the two-stage Lobatto IIIC method satisfies the assumptions in Theorem 3.3. 
. , gy (Xin), x:"), YJ'"), pin))) .
By Lemma 3.1 and condition (3.la), we have, for h < h2,
We can show as (3.16), for any given h > 0,
1;
Hence, the nonlinear system (3.5a),(3.5b) possesses a locally unique solution. Noting that the BDF2 is of order p = 2 and the Radau IIAZ is of stage order q = 2, according to Theorems 2.1 and 3.3, we select linear interpolation procedure (i.e., I_L = 0, v = 1) for BDF2 and RadauIIA2.
NUMERICAL EXAMPLES
Moreover, in order to observe whether the order of convergence of the adapting RadauIIA2 increases when the order of the interpolation procedure increases, we also consider quadratic interpolation procedure (i.e., p = -1, v = 1 for 0 < @j 2 0.5 or p = 0, v = 2 for 0.5 < 8, < 1) for RadauIIA2.
We denote BDF2 and RadauIIA2 with linear interpolation procedure by BDF'L-1 and RadauIIAZ1, respectively, RadauIIA2 with quadratic interpolation procedure by RadauIIA2-2. Let errz and erry be the global errors of z-and y-components at T = 10, respectively, err = err, + erry. Let c = 10wG. The numerical results (i.e., err) are listed in Tables 1 and 2 . For al = -5 in problem (4.1), the result of RadauIIAB-2 is better than that of RadauIIA2-1, but for al = -1000, the results are not improved apparently for RadauIIA2-2. For a2 = -1 in problem (4.21, the result of RadauIIAP-2 is better than that of RadauIIAB-1, but for u2 = -1000, no accuracy increase is observed for RadauIIA2-2.
Therefore, for multiple stiff problems, it is sufficient to require that the order of t.he interpolation procedure matches the stage order of the method in Theorem 3.3; i.e., higher order of the interpolation is not necessary. It is clear that the results given by Tables 1 and 2 confirm Theorems 2.1 and 3.3. 
