Abstract. In this paper, we consider anisotropic diffusion with decay, which takes the form α(x)c(x) − div[D(x)grad[c(x)]] = f (x) with decay coefficient α(x) ≥ 0, and diffusivity coefficient D(x) to be a second-order symmetric and positive definite tensor. It is well-known that this particular equation is a second-order elliptic equation, and satisfies a maximum principle under certain regularity assumptions. However, the finite element implementation of the classical Galerkin formulation for both anisotropic and isotropic diffusion with decay does not respect the maximum principle. Put differently, the classical Galerkin formulation violates the discrete maximum principle for diffusion with decay even on structured computational meshes.
INTRODUCTION
In this paper we consider heterogeneous anisotropic diffusion with decay, which takes the form: second-order tensor. This equation is a linear second-order elliptic partial differential equation [21] .
There are many important problems in Mathematical Physics which give rise to this equation [60] .
Also, this equation arises in numerical methods and mathematical analysis of transient problems [35] . Some of these cases include:
(a) For certain gases, the diffusion process is accompanied by a decay of the molecules of the diffusing gas, and the decay is proportional to the concentration of the gas. Such a phenomenon can be modeled as a diffusion equation with decay. 1.1. Maximum principles and discrete maximum principles. From the theory of partial differential equations, it is well-known that the diffusion equation with decay satisfies a maximum principle under appropriate regularity assumptions. In some cases (but not always) the physically important condition that the concentration is non-negative is a direct consequence of a maximum principle. It is important to note that the classical maximum principle for diffusion with decay is different from the classical maximum principle for pure diffusion equation (see Theorem 2.1 and
Remark 2.5 in this paper).
It is imperative that predictive numerical simulations employ accurate and reliable discretization methods. The resulting discrete systems must inherit or mimic fundamental properties of continuous systems. The non-negative constraint and maximum principles are some of the essential properties of diffusion-type equations. However, it is well-known (and also discussed below) that many numerical formulations (including the popular ones) may not give non-negative solutions or satisfy maximum principles for these types of equations on general computational grids. Another point to note is that the satisfaction of maximum principles and the non-negative constraint by a numerical formulation will be altered by the presence of the decay term. (That is, the conditions under which a numerical formulation satisfies maximum principles and the non-negative constraint for pure diffusion can be different from those for diffusion with decay.) This leads us to discrete maximum principles.
The discrete analogy of a maximum principle is commonly referred to as a discrete maximum principle (DMP). Some factors that affect discrete maximum principles are: numerical formulation, mesh size, element type, nature of the computational domain (e.g., presence/absence of holes), and properties of the medium -decay coefficient, diffusivity coefficient, anisotropy, and heterogeneity.
1.2. Prior numerical works. Numerous numerical formulations have been developed for both isotropic and anisotropic diffusion equations. These formulations are based on finite difference methods [44, 27] , finite volume method [51, 19, 18] , finite element method [6, 24] , mixed method [10, 56, 47, 48, 9, 7, 8, 41, 45] , discontinuous Galerkin method [3, 25, 11] , spectral element method [30] , and mimetic method [26, 34, 12, 36] . Most of these methods can be extended to diffusion with decay. However, none of the aforementioned specific formulations satisfy maximum principles (for both pure diffusion equation, and diffusion with decay).
Lately, there is a surge in research activity on enforcing maximum principles, especially for diffusion-type equations. However, these earlier works differ from the proposed formulation as they have one or more following limitations:
(a) The studies did not consider anisotropy and heterogeneity. It should be noted that developing numerical formulations that satisfy for isotropic diffusion is much easier than anisotropic diffusion, and there are practical solutions to satisfy maximum principles under the classical Galerkin formulation for homogeneous isotropic medium. These include:
(i) Any one-dimensional mesh with linear elements satisfies maximum principles under the classical Galerkin formulation.
(ii) Any mesh with acute-angled triangles or (even right-angled triangles) will satisfy maximum principles. Under certain milder restriction, a Delaunay mesh will also satisfy maximum principles. Now, with advances in computational geometry, software packages are available which can produce Delaunay meshes for reasonably complex geometries. For example, CGAL [1] , Qhull [4, 2] , Triangle [59] .
(iii) A mesh with rectangular elements with some restrictions on the aspect ratio satisfies the discrete maximum principle [15] . In particular, a mesh with square elements satisfy the discrete maximum principle.
None of the above conditions (except Condition (i)) ensure the satisfaction of maximum principles and the non-negative constraint if the diffusivity tensor is anisotropic.
(b) The studies did not consider the effect of decay. The decay term affects the classical maximum principle of second-order elliptic partial differential equation (see Theorem 2.1). Moreover, the decay terms alters the conditions under which a formulation satisfies maximum principles.
(c) The studies did not consider general computational grids, but instead derived conditions on the mesh and on the properties of the medium. They limited their studies to structured grids (rectangular elements, acute-angled triangles).
We now briefly discuss some of the important works on discrete maximum principles. The earlier works on discrete maximum principles are from the finite difference literature. Some of these notable works are [64, 16] . It is important to note that these studies did not consider anisotropy, and general computational grids. In References [23, 66, 67, 65] , sufficient conditions are derived for higher-order elements to satisfy discrete maximum principles, but the studies are restricted to one-dimensional problems or isotropic diffusion. Ciarlet and Raviart [17] considered isotropic diffusion with decay under the classical Galerkin formulation. The main goal of Reference [17] is to get restrictions on the mesh to satisfy maximum principles, and not a methodology that works on general computational grids. Herrera and Valocchi [22] have employed flow-oriented derivatives to enforce the non-negative constraint. However, the methodology is limited in scope as it is restricted to rectangular grids, and a special form of the diffusivity tensor. References [52, 37, 68, 38] addressed (pure) anisotropic diffusion using finite volume techniques. All these papers are some variants of the idea proposed by LePotier [52] , which is to choose the location of sampling points for the concentration in each cell in such a way to meet the non-negative constraint. The methodology (which is proposed under the finite volume method) cannot be easily modified to fit into the framework offered by the finite element method (at least, not in the present form presented in these references), and till date, there is no extension of this idea to the finite element method. Some notable works on discrete maximum principles and monotonicity are in the Multi-Point Flux Approximation (MPFA) literature [43, 50, 31] , and these works considered logically rectangular grids, or derived restrictions on the mesh and medium properties.
Liska and Shashkov [39] proposed a non-negative formulation for pure anisotropic diffusion equation based on conservative finite difference methods [58] . Nakshatrala and Valocchi [46] have extended the variational multiscale and lowest order Raviart-Thomas mixed formulations to produce non-negative solutions based on optimization techniques. Also, Reference [46, Appendix] discusses various conditions to satisfy the non-negative constraint. Another interesting work is by Burman and Ern [13] who have derived a nonlinear stabilized Galerkin formulation that satisfies a discrete maximum principle on general grids but they considered isotropic diffusion. Other recent works on discrete maximum principle include [32, 62, 28, 29] , and all these works focused on getting restrictions on computational meshes to satisfy maximum principles. As discussed in Reference [46] , the idea of getting restrictions on the mesh and medium properties in the case of anisotropic medium as the conditions are stringent, and in some cases a mesh may not even exist. This paper is an extension of the ideas presented in References [46, 39] .
1.3. Main contributions of this paper. The main contribution of the paper is to present a robust methodology for enforcing maximum principles and the non-negative constraint for anisotropic diffusion with decay. The methodology is applicable for general computational grids with low-order finite elements. We also derive a (theoretical) sufficient condition for uniform computational meshes under which the classical Galerkin formulation for diffusion with decay satisfies the maximum principle for one-dimensional problems.
1.4. An outline and symbolic notation used in this paper. The remainder of this paper is organized as follows. In Section 2, we present governing equations for anisotropic diffusion with decay, and clearly outline the problem statement. In Section 3, we present a methodology for enforcing the non-negativity constraint and maximum principles for anisotropic diffusion with decay on general computational grids. In Sections 4, we illustrate the performance of the proposed formulation using representative numerical examples. Finally, conclusions are drawn in Section 5.
The symbolic notation adopted in this paper is as follows. Throughout this paper repeated indices do not imply summation. (That is, we do not employ Einstien's summation convention.) We shall make a distinction between vectors in the continuum and finite element settings. Similarly, we make a distinction between second-order tensors in the continuum setting versus matrices in the context of the finite element method. The continuum vectors are denoted by lower case boldface normal letters, and the second-order tensors will be denoted using L A T E X blackboard font (for example, vector x and second-order tensor D). In the finite element context, we shall denote the vectors using lower case boldface italic letters, and the matrices are denoted using upper case boldface italic letters. For example, vector v and matrix K. Other notational conventions adopted in this paper are introduced as needed.
GOVERNING EQUATIONS AND PROBLEM STATEMENT
Let Ω ⊂ R nd be a bounded open set, where "nd" denotes the number of spatial dimensions. 
where α(x) ≥ 0 is the decay coefficient, D(x) is the diffusivity tensor, f (x) is the volumetric source/sink, c p (x) is the prescribed concentration on the boundary, and t p (x) is the prescribed flux on the boundary. The diffusivity tensor is symmetric, and assumed to be bounded and uniformly elliptic. That is, there exists two constants 0 < ξ 1 ≤ ξ 2 < +∞ such that
Equation (1) is a second-order elliptic partial differential equation, and from the theory of partial differential equations, it is known to satisfy the following maximum principle: A proof to the above theorem can be found in any standard books on partial differential equations (e.g., References [20, 21, 53] ). Few remarks about the above theorem and its implications are in order. 
Remark 2.6. It is important to note the difference in the maximum principles for pure diffusion (which is given in Remark 2.5) and diffusion with decay (which is given by Theorem 2.1). In the case of α(x) ≥ 0 (that is, diffusion with decay), the " non-negative minimum" occurs on the boundary, whereas in the case of α(x) = 0 (that is, pure diffusion) the maximum principle says that the minimum occurs on the boundary.
Consequence of maximum principles. Maximum principles have important mathematical
consequences in the study of partial differential equations and physical implications in modeling.
Maximum principles are often employed in proving well-posedness (in particular, uniqueness of solution), and obtaining point-wise estimates. For example, for Poisson's equation (which is a second-order elliptic partial differential equation) the uniqueness of solution is a direct consequence of the maximum principle [42] . To illustrate an important physical implication, let us apply the maximum principle outlined above to the transient diffusive system given by equation (1) . We shall assume that Γ D = ∂Ω (that is, we prescribe Dirichlet boundary conditions on the whole boundary).
If f (x) ≥ 0 (i.e., we have volumetric source), and c p (x) ≥ 0 (i.e., we have non-negative prescribed Dirichlet boundary conditions on the whole boundary); then from the maximum principle it can be inferred that the quantity c(x) is non-negative in the whole domain. That is,
Now, the question is whether a given numerical formulation gives non-negative solutions if the prescribed data on the boundary is non-negative and the prescribed forcing function is a source.
Also, whether a chosen numerical formulation gives solutions that are in accordance with maximum principles. This leads us to the problem statement and the approach taken in this paper.
Remark 2.7. Under certain conditions (on the forcing function and boundary conditions), the non-negative constraint can be a special case of a maximum principle as shown above. However, it should be noted that, in general, the non-negative constraint can be an independent result, and need not be a consequence of any known maximum principle. For example, one can construct a simple problem in which the non-negative constraint is not a consequence of the maximum principle given in Theorem 2.1. To wit, one can have a forcing function that is a source in some region and a sink in some other region of the domain. For this case, the conditions given in Theorem 2.1 are not met, but still one may have the non-negative constraint on the concentration of the diffusant.
2.2.
Problem statement and our approach. The problem statement can be written as follows: develop a finite element formulation for anisotropic diffusion with decay that satisfies the nonnegative constraint and maximum principles on general computational grids for low-order finite elements.
The proposed methodology is based on the following key idea. We start with the finite element formulation of the classical Galerkin formulation, which has a variational statement. To this variational statement, we augment the bounds on the nodal concentrations given by the maximum principle. The resulting problem belongs to convex quadratic programming, and is solved by the active-set strategy. The proposed methodology works for all low-order finite elements (e.g., two-node linear element, three-node triangular element, four-node quadrilateral element, four-node tetrahedron element, and eight-node brick element) as nodal concentrations satisfying the maximum principle ensure that the maximum principle is met throughout the computational domain.
The proposed methodology, in general, does not work for high-order elements as illustrated in Figure 1 .
WEAK FORMULATION AND DISCRETE MAXIMUM PRINCIPLE
Herein, we employ the classical (single-field) Galerkin formulation. We shall define the following function spaces:
where H 1 (Ω) is a standard Sobolev space [10] . For weak solutions, we can relax the regularity requirement on the diffusivity tensor D(x). We shall assume that each component of D(x) is square integrable, which is equivalent to saying that
where tr[·] is the standard trace operator [14] used in continuum mechanics. The classical Galerkin formulation for anisotropic diffusion with decay (1) reads: Find c(x) ∈ P such that
where the bilinear form and linear functional are, respectively, defined as
It is well-known that the above weak form (11) is equivalent to the following variational statement
It may not be possible, in general, to obtain analytical solutions for equations (11)- (12) where a superposed bar denotes the set closure. The boundary of Ω e is denoted as ∂Ω e :=Ω e − Ω e .
For a non-negative integer m, P m (Ω e ) denotes the linear vector space spanned by polynomials up to m-th order defined on the subdomain Ω e . We shall define the following finite dimensional vector spaces of P and Q:
where k is a non-negative integer. A corresponding finite element formulation can be written as:
3.1. A methodology for enforcing the non-negative constraint and maximum principles.
Before we present a methodology for enforcing the non-negative constraint and (discrete) maximum principles under the classical Galerkin formulation, we present some definitions and relevant results from numerical optimization. We shall use the symbols and to denote component-wise inequalities for vectors. That is, for given any two (finite dimensional) vectors a and b a b means that a i ≤ b i ∀i (17) Similarly one can define the symbol . Let us denote the standard inner-product in Euclidean spaces by < ·; · >. A problem in quadratic programming takes the form
The above problem belongs to convex quadratic programming if Q is positive semidefinite (which makes the objective function f 0 (x) to be convex). As the name suggests, convex quadratic programming is a special case of convex optimization. For further details on convex optimization and associated numerical algorithms see References [5, 49, 40] .
We now return to the finite element implementation of the classical Galerkin formulation of anisotropic diffusion with decay. After finite element discretization, the discrete equations take the
where K is a symmetric positive definite matrix, c is the vector containing nodal concentrations, and f is the load vector (arising from the forcing function). The corresponding minimization problem can be written as
where "ndof s" denotes the number of degrees of freedom in the finite element mesh (which is equal to the total number of nodes minus the number of nodes at which a Dirichlet boundary condition is enforced). As shown in Figures 3 and 10 , the finite element solution based on equation (19) produces unphysical negative concentrations even for simple problems. A formulation corresponding to (20) that satisfies the maximum principle (given by Theorem 2.1 and Remark 2.2) can be written as
where 1 is a vector of size ndof s containing ones, and c min and c max are, respectively, given by A corresponding formulation that satisfies the non-negative constraint can be obtained by setting c min = 0, and omitting the upper bound (which is equivalent to the condition c max = +∞); and can be written as follows:
where 0 is a vector of size ndof s containing zeros. The constraint (23b) can be put in the standard form by rewriting it as: −c 0.
Comparing with equation (18), it is evident that the above problems (21) and (23) 
where λ is a vector of Lagrange multipliers enforcing the constraint (25b). Similarly, one can write first-order optimality conditions for the optimization problem given by equation (21) . (25) is not linear because of the inequality constraints (25b) and (25c) and complementary conditions (25d).
REPRESENTATIVE NUMERICAL RESULTS
In this section, we illustrate the performance of the proposed non-negative formulation for the anisotropic diffusion with decay using representative one-and two-dimensional problems. In all our numerical experiments we have employed the standard active-set strategy [40] to solve resulting convex quadratic programming problems. In all our numerical simulations we have taken the violated nodes under the classical Galerkin formulation as the initial active-set. This choice is motivated by the numerical studies reported by Nakshatrala and Valocchi [46] in which it has been shown that the initial active-set based on the violated nodes from the underlying formulation, in most cases, takes fewer active-set strategy iterations (than, say, empty set as the initial guess).
4.1. One-dimensional problem. Consider the following simple one-dimensional problem with homogeneous forcing function:
with α ≥ 0. The analytical solution to the above problem is given by
In Figure 2 , the analytical solution is plotted for various values of α. As one can see from the figure, sharp boundary layers exist for higher values of α. For obtaining numerical results, the computational domain is divided into four equal-sized elements. The numerical results obtained using the classical Galerkin formulation are shown in Figure 3 , and the classical Galerkin formulation clearly violates the discrete maximum principle for higher value of α. From this figure it is also observed that the larger the value of α the larger is the violation of the discrete maximum principle. However, for one-dimensional problems, the violation of discrete maximum principle decreases with mesh refinement (which is not true, in general, in higher spatial dimensions especially when anisotropy dominates).
We have solved the above one-dimensional problem using the proposed formulation, and have employed the active-set strategy to solve the resulting convex quadratic programming problem.
We have taken α = 1000, and have employed the same computational mesh as discussed above. Figure 4 illustrates how the active-set strategy performed at various iterations, and the activeset strategy converged in three iterations. In Figure 5 , we have shown the performance of the "clipping procedure" in which all the negative nodal concentrations from the Galerkin formulation are chopped off by setting them to zero. As discussed in the caption of the figure, the proposed methodology performs better than the clipping procedure. Also, the clipping procedure does not have a variational basis, and is considered as a "variational crime."
In Figure 6 , we plot the number of iterations taken by the active-set strategy with respect to number of (finite element) nodes. For one-dimensional problems, the violation of the discrete maximum principle decreases with mesh refinement, and eventually there will no violation of the discrete maximum principle. This can be seen in Figure 6 as the number of active-set strategy iterations is zero for (sufficiently) finer computational meshes for various values of α. In Figure 7, we have shown the convergence of the proposed formulation with respect to mesh refinement for various values of α, and the proposed formulation performed well.
We now derive sufficient conditions for uniform meshes for one-dimensional problems under the classical Galerkin formulation to satisfy the maximum principle. We shall use the following results from Matrix Analysis [55, 63] Another sufficient condition that can be used requires that the matrix A to be an M-matrix, which is widely used in the numerical studies on flux and slope limiters [33] and iterative linear solvers [57] . An M-matrix is a non-singular matrix whose off-diagonal elements are non-positive and all entries of the inverse A −1 are non-negative. Note that there are many equivalent definitions for an M-matrix [57, 63] , and the definition we just outlined is quite suitable for our discussion.
Note that an M-matrix, by definition, has all the entries in its inverse to be non-negative. It can be shown that a matrix with positive diagonal entries, non-positive off-diagonal entries, and strict diagonal dominance by rows is an M-matrix [55] . We have employed the sufficient conditions outlined just above this remark as they are easy to verify, and also suffice our purpose.
We shall apply the above mathematical result to equation (19) , which arises from the finite element discretization of diffusion with decay using the classical Galerkin formulation. The computational domain is discretized using equal-sized two-node linear finite elements, and let h denotes the size of an element. Since the forcing function is assumed to be a source (that is, f (x) ≥ 0), and the prescribed Dirichlet boundary conditions are non-negative; and we have f 0. To get sufficient conditions for non-negative nodal concentration, we need to assess the entries of the "stiffness matrix" K. The entries of the stiffness matrix for an intermediate node (say i-th node) after the finite element discretization using two-node linear element under the classical Galerkin formulation take the following form:
where D denotes the diffusivity coefficient. Since α ≥ 0, D > 0 and h > 0; the conditions on positive diagonal entries and strict diagonal dominance are satisfied automatically. The condition on non-positive non-diagonal entries yields the following equation:
In Figure 8 , we compare the above theoretical prediction with numerical simulations for various values of α, and the prediction is excellent. Remark 4.2. For the case of pure diffusion (that is, α = 0), equation (29) implies that any uniform mesh using two-node linear finite elements satisfies the maximum principle. However, for diffusion with decay, there is a constraint on the mesh size h, which is proportional to D/α. That is, for a fixed D, the element size has to decrease with an increase in the decay coefficient to meet the maximum principle. This result highlights one of the main differences between diffusion with decay and pure diffusion under the classical Galerkin formulation. with D is assumed to be the identity tensor (i.e, isotropic medium) and α ≥ 0. The geometry and boundary conditions for this two-dimensional problem are shown in Figure 9 . The analytical solution is given by
In this numerical study, we have taken α = 500. In Figure 10 , we show the numerical results obtained using the classical Galerkin formulation and the proposed formulation on a coarse computational mesh. The classical Galerkin formulation violates the maximum principle, and the proposed formulation produces physically meaningful non-negative concentration even on the chosen coarse computational mesh. Since the diffusivity tensor is isotropic and the mesh is based on right-angled isosceles triangles, the violation of maximum principle under the Galerkin formulation (if it occurs) is due to the decay term. Moreover, the violation vanishes with sufficient mesh refinement.
This fact is illustrated in Figure 11 wherein we have employed a finer computational mesh, and the Galerkin formulation satisfies the maximum principle. However, it should be noted that the classical Galerkin formulation violates the maximum principle on fine unstructured computational meshes, which is illustrated in Figure 12 .
In Figure 13 , we plot the number of iterations taken by the active-set strategy with respect to number of (finite element) nodes. As discussed earlier, since the medium is isotropic, the violation of the discrete maximum principle again decreases with mesh refinement, and eventually there will no violation of the discrete maximum principle. This can be seen in Figure 13 as the number of active-set strategy iterations is zero for (sufficiently) finer computational meshes for various values of α. In Figure 14 , we perform numerical convergence studies of the proposed formulation for various values of α, and the proposed formulation performed well.
4.3.
Two-dimensional problems with anisotropic medium. Consider anisotropic diffusion in a bi-unit square plate Ω = (0, 1) × (0, 1). The anisotropic diffusivity tensor is taken as follows:
− sin(θ) cos(θ)
sin(θ) cos(θ) (32) with θ = π/6, k 1 = 10000 and k 2 = 1. The forcing function is taken to be zero (that is, f (x, y) = 0), and the decay coefficient is taken as α = 1. We prescribed Dirichlet boundary conditions on the whole boundary, and the prescribed concentrations are as follows: the left, right and top sides of the computational domain have a prescribed concentration of zero (that is, c p (x = 0, y) = c p (x = 1, y) = Table 1 . Two-dimensional problem with anisotropic medium: Violation of maximum principle with respect to mesh refinement using three-node triangular elements. 
The problem is solved using two different computational meshes, and the numerical results are shown in Figure 15 (for three-node triangular mesh) and Figure 16 (for four-node quadrilateral mesh). The amount of the violation of the maximum principle spatially for various mesh refinements is illustrated in Tables 1 and 2 . In Figure 17 , we have shown the variation of minimum concentration with respect to mesh refinement. From these figures, it is evident that the negative concentration (which is the indication of the violation of the maximum principle) reached constant values for both three-node triangular and four-node quadrilateral meshes, and the violation existed irrespective of the mesh refinement. This is the main difference between the violation due to the decay term and the violation due to anisotropy. The violation of the maximum principle due to the decay term decreases with respect to mesh refinement, and eventually vanishes with mesh refinement. This fact is further illustrated in Figure 18 , which shows the number of iterations taken by the active-set strategy for various values of α. The forcing function is taken to be zero (that is, f (x, y) = 0). The diffusivity tensor is same as the one employed in the previous subsection (see equation (32)). The computational mesh employed Figure 19 . Numerical results obtained using the Galerkin formulation and the proposed formulation are shown in Figure 20 , and the proposed formulation performed well.
Two-dimensional problem with heterogeneous anisotropic medium. This test prob-
lem is similar to the one proposed in Reference [52] , which addressed pure anisotropic diffusion equation. This test problem is considered as a good benchmark problem for testing numerical formulations for violation/satisfaction of discrete maximum principle. In this test problem, the diffusivity tensor is anisotropic and heterogeneous (that is, it varies spatially), and is given by The numerical results that are obtained using the Galerkin formulation and the proposed formulation are shown in Figure 21 . The computational mesh that is employed in the numerical simulations is shown in Figure 22 . Figure 23 shows the number of iterations taken by the active-set strategy under the proposed formulation for both three-node triangular and four-node quadrilateral meshes. In the case of heterogeneous anisotropic medium, violation of discrete maximum principle occurs under the Galerkin formulation even for lower values of decay coefficient (e.g., even for α = 1), and the violation does not vanish even with mesh refinement. Remark 4.3. The proposed methodology works even for low-order three-dimensional finite elements like four-node tetrahedron element, eight-node brick element, and six-node wedge element. Herein, a three-dimensional problem is not solved as there are no computational challenges other than standard book-keeping.
CONCLUSIONS
In this paper, we have presented a methodology for enforcing the non-negative constraint and After sufficient mesh refinement, there will be no violation of the discrete maximum principle, and there is no need to solve the constrained optimization problem. 
