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Este trabalho propõe uma arquitetura de controle inteligente para navega-
ção de robôs móveis que foi resultante de uma série de construções prévias
cuja evolução é descrita. A fim de prover maior flexibilidade e um menor
custo computacional ao modelo de navegação proposto, foram estudadas
técnicas de Inteligência Artificial, tais como, Redes Neurais Artificiais
e Aprendizagem por Reforço, com o foco na questão do aprendizado em
tempo de operação para ambos os níveis da arquitetura. A arquitetura final
integra de maneira eficiente os níveis deliberativo e reativo, dispondo de
um método de aprendizado adaptativo de mapa topológico no nível mais
alto, suportado por um processo de aprendizado de mapeamento percep-
ção ação no nível mais baixo. As implementações e resultados das simu-
lações mostram o desenvolvimento progressivo do sistema de navegação
proposto, capaz de prover a um robô móvel, com limitados recursos de
sensores, memória e processamento, a habilidade de executar tarefas de
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deliberativo e como medida de desempenho.
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This work proposes an intelligent control architecture for mobile robot
navigation which was resulting from a series of previous constructions
whose evolution is described. In order to provide a larger flexibility and
a small computational cost to the proposed navigation model, Artificial
Intelligence techniques, such as Artificial Neural Networks and Rein-
forcement Learning were studied, with the attention focus on the online
learning issue to both levels of the architecture. The final architecture
integrates in an efficient way the deliberative and reactive levels, dispos-
ing of an adaptive topological map learning method in the highest level,
supported by a mapping perception action learning process in the lowest
level. The implementations and simulation results show the progressive
development of the proposed navigation system which is capable to pro-
vide to a mobile robot, with limited resources of sensoring, memory and
processing, the ability to execute navigation tasks in unknown and chang-
ing T-mazes during its operation time. Another contribution of this work
refers to a new description proposed to the known “exploration versus ex-
ploitation” dilemma, in the context of the integration between the reactive
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A área de conhecimento em Robótica agrega diferentes domínios ci-
entíficos e tecnológicos e desde seu advento até os dias atuais, se mantém
atrativa e desafiadora devido a esta característica multidisciplinar e à diversi-
dade de aplicações. Robôs são dispositivos físicos que, através de sensores,
“percebem” o mundo para interagir por meio de ações como manipulação e
locomoção, sendo assim classificados em manipuladores e móveis. Os ma-
nipuladores são, em sua maioria, de uso industrial, e operam em áreas de
trabalho restritas e dedicadas, por exemplo, a pintura, montagem, posicio-
namento de peças, etc. Já os robôs móveis podem mover-se pelo ambiente,
realizar supervisão, inspeção, transporte, monitoramento, etc. Seu uso pode
ser no meio industrial, agrícola, militar, doméstico, medicina, entretenimento,
entre outros.
Na robótica móvel, há dois tipos de robôs: os veículos guiados auto-
maticamente (AGVs - do acrônimo em inglês: Automatic Guided Vehicle) e
os robôs móveis autônomos. Os primeiros operam em ambientes projetados
(p.e., com caminhos induzidos1, faróis de direção, ou outras marcas de bali-
zamento) e executam tarefas de transporte ao longo de rotas fixas. Por esta
razão se tornam inflexíveis e frágeis: alterar uma rota implica em aumento de
custo e qualquer mudança inesperada (tais como objetos bloqueando o cami-
nho) pode levar a falhas na execução da tarefa. Como alternativa a este tipo
de robô, surgiram os robôs móveis autônomos (NEHMZOW, 2000).
Com o contínuo progresso tecnológico, uma ampla variedade de robôs
móveis vêm sendo produzida em diferentes categorias de robôs tais como
1fios de direção enterrados debaixo do chão
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terrestres, aéreos, aquáticos, além dos emergentes micro/nano robôs (SITTI,
2005). Apesar do aspecto hardware evoluir continuamente, resultando em di-
versos tipos de robôs móveis, o complexo problema da navegação autônoma
está presente na maioria das aplicações e ainda está longe de ser esgotado.
Consequentemente, diferentes áreas de conhecimento tais como ciências cog-
nitivas, psicologia e filosofia também atraem a atenção dos pesquisadores
em robótica que procuram por inspirações e idéias que possam contribuir na
questão de como incorporar comportamentos inteligentes aos robôs móveis
autônomos.
O problema do controle da navegação de um robô móvel autônomo
pode ser dividido em duas partes principais. A primeira relacionada às di-
nâmicas e cinemáticas do sistema em questão, e a segunda à geração ou se-
guimento de trajetórias. Problemas de controle e cinemática de robôs estão
fora do escopo de desenvolvimento deste trabalho de tese. Mais especifica-
mente, esta tese está voltada à questão do controle em um nível mais alto de
abstração, considerando-se questões de implementação de comportamentos
mais complexos e orientados a tarefas, a um robô móvel com poucos recur-
sos computacionais. No que tange a este foco, assume-se que os níveis mais
básicos de controle são efetivamente fornecidos.
1.2 Breve Histórico
Enquanto nos anos 40 surgiam os incipientes braços mecânicos ope-
rados por humanos (SELIG, 1992), ao final da mesma década um neurofisio-
logista inspiraria mais tarde a geração de pesquisadores dos anos 80. Willian
Grey Walter tornou-se o pioneiro em robótica móvel e vida artificial com a
invenção de suas tartarugas mecânicas (LEBOUTHILLIER, 1999) que demons-
travam determinado comportamento autônomo obtido através de simples dis-
positivos “neurais”.
Ainda nos anos 60 e 70, enquanto nas indústrias de montagem e auto-
mobilística, braços mecânicos operados por computador evoluíam para robôs
manipuladores de objetos microscópicos, o surgimento da área de Inteligên-
cia Artificial (IA) incorporou à Robótica novas possibilidades de inovações,
atraindo a atenção dos pesquisadores mais para os aspectos de software e ra-
ciocínio, do que para os aspectos de hardware (NEHMZOW, 2000). E deste
modo surgiram em diversas universidades, os primeiros robôs móveis autô-
nomos com habilidades mais complexas, tais como por exemplo a de manter
um modelo de mundo global a partir de informação sensória, evitar obstáculos
e objetos em movimentos em ambiente estruturado [robô Shakey (NILSSON,
1984)], exploração planetária [robô JLP Rover (NEHMZOW, 2000)], etc.
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1.2.1 Arquiteturas de Controle para Robótica Inteligente
Como todo problema em robótica inteligente deve tratar o relaciona-
mento entre as entidades sentir, planejar e agir, Murphy (2000) definiu três
paradigmas de controle como base das arquiteturas de robôs móveis autô-
nomos existentes na literatura: hierárquico (sentir-planejar- agir), reativo
(sentir-agir) e híbrido [planejar, (sentir-agir)]. O problema da navegação
autônoma de robôs móveis primeiramente foi abordado segundo o paradigma
hierárquico durante os anos de 1967 a 1990. Uma arquitetura de controle
construída com base neste paradigma prioriza sobremaneira o planejamento,
incorporando toda informação sensória em um modelo de mundo global, para
em seguida executar ações. As desvantagens de uma arquitetura hierárquica
são as dificuldades em construir modelos globais e genéricos de mundo e a
sua vulnerabilidade quanto à falha de algum de seus módulos, implicando na
falha do sistema como um todo.
Inspirado nos trabalhos de W. Grey Walter, Brooks (1986) foi quem
propôs o inovador paradigma reativo através de sua arquitetura chamada de
subsunção, a qual proporcionou um avanço promissor em robótica, sendo
amplamente utilizada a partir de 1988. Arquiteturas de controle construídas
sob este paradigma excluem a entidade planejar, acoplando diretamente as
primitivas sentir e agir para formar uma hierarquia de comportamentos onde
cada um deles responde diretamente à determinada entrada sensória. Alguns
trabalhos referentes a sua utilização são (MATARIC, 1992b; NILSSON, 1994;
GOODRIDGE; KAY; LUO, 1996; XU; WANG; HE, 2003). A criação de arquitetu-
ras reativas foi motivada por várias razões. Dentre elas, devido à deficiên-
cia das arquiteturas hierárquicas, ao surgimento da IA conexionista, também
inspirada por ciências tais como biologia, psicologia e cognição, e pela di-
minuição do custo e aumento da capacidade computacional. Apesar das ar-
quiteturas puramente reativas serem as que melhor tratam as dinâmicas de
um ambiente, elas alcançam um número reduzido de tarefas porque eliminam
qualquer forma de representação explícita de conhecimento, impossibilitando
assim a execução de tarefas mais complexas que exijam algum tipo de plane-
jamento.
Contudo o paradigma híbrido, que emergiu nos anos 90, tem como
base a utilização conjunta de idéias dos paradigmas reativos e hierárquicos.
Em linhas gerais uma arquitetura baseada no paradigma híbrido delibera-
tivo/reativo organiza seu funcionamento da seguinte forma: primeiramente
o sistema planeja (delibera) como decompor uma tarefa em sub-tarefas, que
em seguida são tratadas pela implementação de comportamentos. A maneira
como a informação sensória é tratada no paradigma híbrido é um misto dos
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estilos hierárquico e reativo. Alguns exemplos de arquiteturas que utilizam
o paradigma híbrido são (SCHöLKOPF; MALLOT, 1995; ARLEO; MILLáN; FLORE-
ANO, 1999; ROISENBERG et al., 2004; CAPI; DOYA, 2005; KONIDARIS; HAYES,
2005). Como a criação dos paradigmas reativo e híbrido foi inspirada em ci-
ências como etologia e psicologia cognitiva que consideram comportamentos
como blocos de construção básicos da inteligência em seres vivos, uma arqui-
tetura dita baseada em comportamento tem como base um destes paradigmas.
1.3 O Estado da Arte: Robótica Móvel
1.3.1 Robótica Bioinspirada
A busca incessante por idéias que possam inovar a navegação autô-
noma de robôs móveis, faz com que estudos principalmente na área de eto-
logia e neurologia estejam no centro das atenções dos pesquisadores em ro-
bótica. Animais como ratos, por exemplo, são proficientes em navegação e o
estudo tanto dos comportamentos quanto do cérebro destes animais já rendeu
diversas teorias a respeito de como eles desempenham tal habilidade.
A teoria dos mapas cognitivos (TOLMAN, 1932; O’KEEFE; NADEL, 1978),
por exemplo, é muito utilizada em diversos níveis de abstração, na implemen-
tação de sistemas de navegação. Uma importante hierarquia e análise destes
modelos são encontrados em (TRULLIER et al., 1997; FRANZ; MALLOT, 2000).
Trullier et al. (1997) revisaram diversos sistemas de navegação presentes na
literatura que se referiam como “biologicamente inspirados”, com o intuito de
proporem um framework hierárquico de classificação. Os autores concluíram
que os modelos revisados estavam aquém da principal capacidade dos “Mapas
Cognitivos” reais que consiste da execução robusta de comportamentos como
desvio e atalho, por exemplo. A hierarquia proposta pelos autores sugere qua-
tro categorias (orientação, resposta ao disparo de reconhecimento, navega-
ção topológica e navegação métrica) que indicam o nível de complexidade
do processamento requerido, ou seja, como a informação é percebida, repre-
sentada e processada. Na perspectiva dos paradigmas de controle em robótica
inteligente, as duas primeiras classes podem caracterizar os sistemas reativos,
enquanto as duas últimas os deliberativos ou híbridos deliberativo/reativo.
Franz e Mallot (2000) consideraram a hierarquia proposta por Trullier
et al. (1997) e fizeram uma análise de sistemas miméticos que contribuíram
significativamente em dois aspectos. Primeiro, modelos computacionais apli-
cados a situações do mundo real; segundo, os modelos que propuseram no-
vos mecanismos de navegação disponíveis para aplicações técnicas, princi-
palmente no campo da navegação “indoor”. Os autores também constataram
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que capacidades mais complexas, tal como a habilidade dos vertebrados de
descobrir um caminho de um lugar a outro, ainda constitui um desafio para
os sistemas que visam algum tipo de autonomia. Além disto, nenhum dos
sistemas avaliados alcançou a flexibilidade e o desempenho da navegação de
abelhas e formigas, muito menos ainda de pássaros e peixes migratórios.
Outra linha de pesquisa em robótica bioinspirada propõe a implemen-
tação de modelos CNE (do acrônimo em inglês Computational Neuroetho-
logy). Os modelos CNEs de navegação computacional são baseados em es-
tudos de substratos neurais de cérebro de animais e suas funções envolvidas
em tarefas de navegação (BROWNING, 2000). Estes modelos, os quais não são
o foco de interesse deste trabalho de tese, também formam a base de cons-
trução de muitos sistemas reativos e se referem aos modelos biologicamente
plausíveis.
Para o desenvolvimento deste trabalho de tese, foram considerados os
modelos de navegação biologicamente inspirados porém, o foco de atenção
não esteve voltado a questões de plausibilidade biológica e sim a questão de
como integrar de maneira funcional e eficiente os controles deliberativos e
reativos a fim de produzir um sistema de navegação facilmente aplicável a
um robô real com limitados recursos computacionais e direcionado à resolu-
ção de uma tarefa de navegação complexa. Portanto, foram estudados alguns
exemplos de sistema de navegação baseados na teoria dos mapas cognitivos,
e/ou que utilizaram técnicas neurais para navegação indoor ou em labirin-
tos, p.ex. (MATARIC, 1992b), (SCHMAJUK; THIEME, 1992), (SCHöLKOPF; MAL-
LOT, 1995), (HAFNER, 2005), (WYETH; BROWNING, 1998), (VOICU; SCHMAJUK,
2000), (VOICU; SCHMAJUK, 2002).
Ambientes do tipo labirinto são ótimas provas de teste para o desen-
volvimento de modelos de navegação computacional. Inspirando-se em expe-
rimentos com ratos, as primeiras competições em robótica móvel utilizaram
labirintos com o objetivo de desafiar construtores de robôs (BRäUNL, 2003).
Este tipo de ambiente pode ser ponto de partida para a construção de sistemas
mais complexos. Por exemplo, Voicu e Schmajuk (2001) e Voicu (2003) re-
alizaram navegação planejada em ambientes abertos, partindo de abordagens
prévias voltadas a labirintos (SCHMAJUK; THIEME, 1992; VOICU; SCHMAJUK,
2000). Ambos Schmajuk e Thieme (1992), Voicu e Schmajuk (2000) e Voicu
e Schmajuk (2002) preocuparam-se com questões de plausibilidade bioló-
gica, tanto na construção de seus modelos, onde o mapeamento cognitivo é
implementado através de uma rede neural associativa, quanto nos comporta-
mentos resultantes. Os autores utilizaram o mesmo protocolo realizado em
experimentos com ratos, a fim de reproduzirem, em um agente simulado, os
mesmos comportamentos apresentados por estes animais. Entretanto, a mai-
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oria das abordagens para a navegação em labirintos propostas na literatura
não trata, por exemplo, de questões como mudanças no ambiente em tempo
de operação e ainda, necessitam de informação a priori tais como tamanho ou
número de células de grid do ambiente.
1.3.2 Redes Neurais Artificiais
Redes Neurais Artificiais (RNAs) e aprendizado de máquina são téc-
nicas de Inteligência Artificial maciçamente utilizadas como blocos básicos
de construção nas arquiteturas de controle de robô móveis autônomos. Uma
rede neural corresponde a um sistema adaptativo formada por unidades de
processamento simples, que funcionam de forma paralela e distribuída, e ar-
mazenam conhecimento através de experiências (HAYKIN, 2001). Por apre-
sentarem propriedades intrínsecas de generalização, tolerância a falhas, para-
lelismo e eficientes algoritmos de aprendizado (OMIDVAR; SMAGT, 1997), as
RNAs tornam-se poderosas ferramentas para modelar comportamentos adap-
tativos e podem ser aplicadas em problemas de navegação como localização
p. ex. (FILLIAT; MEYER, 2003a), construção de mapas, p. ex. (KRöSE; EE-
CEN, 1994; KURZ, 1996; ZIMMER, 1996; OLIVEIRA, 2001) e planejamento de
caminho (MILLáN, 2003).
Roisenberg (2000) por exemplo, propôs a utilização de técnicas da IA
conexionista junto a uma arquitetura baseada em comportamentos chamada
PiramidNet, cujo princípio é ser composta por RNAs organizadas em estru-
turas modulares e hierárquicas (ROISENBERG et al., 2004; VIEIRA, 2004). Esta
abordagem inspira-se especificamente na organização global do cérebro da
qual sua estrutura hierárquica em camadas produz comportamentos comple-
xos. RNAs têm mostrado eficiência na resolução de uma série de classes
de problemas, porém quando utilizadas em aplicações grandes e complexas
mostram-se limitadas. Como na biologia, o processo evolutivo desenvolveu
estruturas modulares nos cérebros dos seres vivos, na tentativa de imitar este
processo, a arquitetura PiramidNet é composta por redes diretas atuando no
nível mais baixo com a função de implementar os comportamentos mais sim-
ples e reativos, p. ex. (SILVA, 2001). Além disto, para a elaboração de com-
portamentos mais complexos, como os chamados comportamentos motiva-
dos, ou mesmo para tratar o controle dos comportamentos reativos e reflexi-
vos, são inseridas nas camadas mais altas redes neurais recorrentes, p. ex.
(ROISENBERG et al., 2004; VIEIRA, 2004).
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1.4 Objetivo da Tese
O objetivo principal deste trabalho é desenvolver uma arquitetura de
controle híbrida baseada em comportamentos, denominada NeuroCog, que
propicie seu uso em diferentes aplicações incluindo veículos autônomos e
robôs móveis com poucos recursos computacionais, direcionados a uma ta-
refa de navegação complexa em labirintos dinâmicos. Para alcançar o objetivo
principal, os seguintes objetivos específicos foram definidos:
• Desenvolver e evoluir uma série de acoplamentos entre diferentes ar-
quiteturas de RNAs e técnicas de aprendizado online, tais como Apren-
dizagem por Reforço, como arquiteturas de controle neural.
• Investigar quais tipos de comportamentos podem ser obtidos através
destes arranjos neurais de controle e se de fato ocorre um aprendizado
em tempo de operação eficiente, mediante o aumento progressivo da
complexidade do labirinto e tarefa de navegação.
• Devido a necessidade de uma representação de conhecimento explícita
do ambiente do robô, determinar uma estrutura de integração entre os
níveis deliberativo e reativo para a construção de uma arquitetura de
controle híbrida.
• Desenvolver um método eficiente para o aprendizado desta representa-
ção de conhecimento, buscando inspiração na teoria de mapas cogniti-
vos.
• Dispor um processo de tomada de decisão para tratar o dilema conhe-
cido como “exploration versus exploitation” relacionado ao ajuste entre
os comportamentos deliberativos de exploração e planejamento.
• Propor como medida de desempenho da arquitetura híbrida, o custo do
aprendizado em tempo de operação da camada reativa, que está relaci-
onado ao ajuste do dilema citado na camada deliberativa.
1.5 Organização da Tese
Este trabalho de tese está dividido em oito capítulos, onde esta intro-
dução é o primeiro deles.
O Capítulo 2 apresenta uma revisão sobre as principais arquiteturas
de robôs móveis inteligentes segundo os paradigmas de controle hierárquico,
reativo e híbrido.
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O Capítulo 3 descreve uma hierarquia de modelos de navegação bas-
tante utilizada na literatura de robôs móveis, para classificação de sistemas
computacionais de navegação biologicamente inspirados.
O Capítulo 4 mostra como diferentes arquiteturas de redes neurais ar-
tificiais e formas de aprendizado podem ser utilizadas em um sistema de con-
trole.
O Capítulo 5 apresenta uma descrição a respeito de como evoluíram
sucessivos sistemas neurais reativos e como esta evolução resultou na arqui-
tetura neural reativa que serve de suporte à camada deliberativa da arquitetura
final NeuroCog.
O Capítulo 6 descreve o desenvolvimento da arquitetura híbrida Neu-
roCog como proposta de controle inteligente de robôs móveis, para navega-
ção em labirintos estáticos e dinâmicos.
O Capítulo 7 apresenta as simulações e resultados referentes às arqui-
teturas neurais reativas. Em seguida, são vistas as simulações referentes as
arquiteturas híbridas prévias. E por último são apresentadas as simulações e
resultados referentes à arquitetura híbrida NeuroCog.
No Capítulo 8, são apresentadas conclusões e considerações sobre as
principais contribuições deste trabalho e também são apresentadas algumas
sugestões de trabalhos futuros que ficaram em aberto.
Finalmente, o Apêndice A apresenta as bases de regras utilizadas no
treinamento em tempo de operação, das redes diretas que formam os arranjos
neurais reativos, apresentados no Capítulo 5.
CAPÍTULO 2
Arquiteturas de Controle Inteligente
2.1 Introdução
Na literatura, existem várias definições para o termo arquitetura de
robôs móveis. Segundo Mataric (1992a), uma arquitetura constitui um prin-
cípio de organização de um sistema de controle. O projeto de uma arquitetura
de controle visa habilitar um robô móvel autônomo a operar em seu ambi-
ente utilizando-se de seus recursos físicos e computacionais. Seu sistema de
controle deve assegurar o cumprimento de suas tarefas de maneira estável e
robusta.
Muitas são as arquiteturas propostas porém, não existe um paradigma
definitivo que atenda a todas as funcionalidades requeridas (MEDEIROS, 1998).
As arquiteturas concebidas para uma dada aplicação podem ter desempenho
aquém do desejado para outras aplicações. Além disto, segundo Russell e
Norvig (1995) não existe nenhuma teoria que possa ser usada para provar que
um projeto é melhor do que outro. Entretanto, existem muitos projetos para
a construção de um robô inteligente que se distinguem de maneira superficial
quanto à questão de como o robô deve perceber e agir no mundo real.
Na literatura de robôs móveis autônomos há uma classificação bas-
tante aceita na comunidade de pesquisa que estabelece três categorias de ar-
quiteturas, hierárquica, reativa e híbrida, de acordo como estão organizados
seus sistemas de controle e como os dados dos sensores são processados e
distribuídos entre seus componentes (MURPHY, 2000).
Neste Capítulo serão revisadas as arquiteturas mais representativas re-
ferente a estas categorias, com o objetivo de identificar suas características
positivas e negativas, e os aspectos que foram utilizados na concepção da
arquitetura NeuroCog proposta neste trabalho.
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2.2 Arquiteturas Hierárquicas
As arquiteturas hierárquicas são seqüenciais e organizadas: primei-
ramente o robô explora o ambiente, construindo um mapa global com um
certo nível de detalhes pré-especificados. Em seguida o robô planeja as ações
necessárias para alcançar o objetivo desejado. Posteriormente, ele age para
cumprir a primeira diretiva. Depois de realizar a seqüência (sentir, plane-
jar, agir), ele inicia o ciclo novamente: sente as conseqüências de sua ação,













Figura 2.1: Decomposição horizontal das tarefas dentro da organização SEN-
TIR, PLANEJAR, AGIR das arquiteturas hierárquicas. Fonte adaptada de
Murphy (2000).
A estrutura de informação na arquitetura hierárquica é monolítica, isto
é, é realizada a fusão de todas as observações sensórias em uma única estru-
tura de dados global que é acessada pelo planejador. Esta estrutura de dados
global é chamada de modelo de mundo.
As deficiências desta abordagem tem uma série de razões. A princi-
pal delas é de que mapas são construídos com base na informação sensória
que geralmente é parcial e corrompida, além da complexidade do ambiente
ser bastante reduzida para simplificar o processo de modelagem (p. ex. o
mundo real 3D modelado como polígonos 2D). Nas arquiteturas hierárqui-
cas, decisões sobre a ação do robô são baseadas somente na informação de
mapas. Como modelos são imprecisos, então decisões de ação também são
imprecisas. Robôs que usam estas arquiteturas se movem muito lentamente
para evitar colisões, e se um obstáculo for detectado em um caminho plane-
jado, os robôs têm de parar, a fim de replanejar um novo caminho (SALICHS;
MORENO, 2000).
A Figura 2.2 ilustra alguns dos primeiros robôs móveis autônomos
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(a) (b) (c) (d)
Figura 2.2: Os primeiros robôs móveis autônomos com arquiteturas de con-
trole hierárquicas. (a) Shakey de Nilsson (1984). (b) Hilare, em Tolouse de
Giralt, Chatila e Vaisset (1984). (c) Stanford Cart de Moravec (1993). (d)
CMU Rover de Crowley (1985).
projetados a partir de arquiteturas hierárquicas. O primeiro robô móvel autô-
nomo denominado Shakey [Figura 2.2(a)], em uma primeira versão, integrava
representações geométricas e simbólicas do mundo em uma única represen-
tação global, que era utilizada por um processo de prova automática de teo-
remas para gerar e executar de planos. A execução de quase todos os planos
falhava, devido ao robô não monitorar problemas como deslizamento de ro-
das, imprecisão de medidas, etc. Em uma segunda versão de sua arquitetura,
foram incorporados níveis de ação a fim de melhorar a execução de planos,
porém o mundo continuou sendo representado de maneira simbólica, o que
também tornava todo o processo bastante lento (RUSSELL; NORVIG, 1995).
A seguir serão apresentados dois exemplos de arquiteturas hierárqui-
cas as quais se tornaram as mais representativas e utilizadas pelos pesqui-
sadores de robótica inteligente na época em que foram propostas. Elas se
referem à arquitetura NHC (Nested Hierarchical Controller) Controlador Hi-
erárquico Aninhado e à RCS (Real-time Control System) Sistema de Controle
em Tempo-real.
2.2.1 Arquitetura NHC
A Figura 2.3 ilustra a arquitetura NHC, cujos componentes são facil-
mente identificados com as diretivas (sentir, planejar, agir). O robô inicia
coletando informações de seus sensores e combinando estas informações em
uma estrutura de dados denominada Modelo de Mundo, que também pode
conter um conhecimento a priori sobre o ambiente. Em seguida o robô pla-














Figura 2.3: A arquitetura NHC. Fonte adaptada de Murphy (2000).
neja quais ações irá tomar. O planejamento para navegação tem um procedi-
mento local consistindo de três passos executados pelo Planejador de Mis-
são, Navegador e Piloto. Cada um destes módulos tem acesso ao Modelo
de Mundo para computar sua porção de planejamento. No último passo do
planejamento, o módulo Piloto gera ações específicas para o robô fazer (ex.
virar à esquerda, virar à direita, mover-se para frente a uma dada velocidade).
Estas ações são traduzidas em sinais de controle pelo Controlador de baixo
nível. Juntos, o Controlador de baixo nível e atuadores formam a porção
agir da arquitetura.
Uma vantagem da arquitetura NHC é sua característica de interpor pla-
nejamento e ação. O robô inicia executando um plano que pode ser alterado
caso o mundo seja diferente do que ele espera. Esta decomposição é ineren-
temente hierárquica em inteligência e escopo. O Planejador de Missão é
hierarquicamente superior ao Navegador e este é hierarquicamente superior
ao Piloto. Ou seja, Planejador de Missão é responsável por um nível de abs-
tração mais alto do que o Navegador, etc. A organização da arquitetura NHC
foi muito utilizada por outras arquiteturas hierárquicas e também por híbri-
das. Uma desvantagem desta decomposição da função de planejamento NHC
é que ela é apropriada apenas para tarefas de navegação. A regra de um Piloto
para controle dos atuadores não é clara. Em seu desenvolvimento inicial, a
arquitetura NHC nunca foi implementada e testada em um robô móvel real,
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devido aos custos de hardware, a maioria dos pesquisadores a implementaram
somente em simulação (MURPHY, 2000).
2.2.2 Arquitetura RCS
A arquitetura RCS (Real-time Control System) foi desenvolvida e de-
talhada com o objetivo de guiar principalmente fabricantes de manipuladores






































Figura 2.4: Arquitetura RCS. (a) Hierarquia de camadas SENTIR-
MODELO-AGIR. (b) Decomposição funcional. Fonte adaptada de Murphy
(2000).
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A arquitetura RCS, mostrada na Figura 2.4(a), utilizou a arquitetura
NHC em seu projeto. Já a Figura 2.4 (b) ilustra a decomposição funcional
da arquitetura onde as atividades da entidade SENTIR são agrupadas em um
conjunto de módulos conforme os níveis de percepção sensória. A saída dos
sensores é passada para o módulo de Modelagem do Mundo que constrói um
mapa global usando informações de sua base de conhecimento associadas aos
sensores e aos diferentes domínios de conhecimento. A principal diferença
com relação à arquitetura NHC está no módulo de Percepção Sensória, que
introduz um passo de pré-processamento entre os sensores e a fusão sensorial
dentro do modelo de mundo.
O módulo Valor de Julgamento provê a maioria das funcionalidades
associadas com a atividade PLANEJAR: além de planejar, simula também
os planos para assegurar a realização da tarefa. O planejador entrega o plano
para outro módulo, Geração de Comportamento, que converte os planos em
ações que podem ser executadas pelo robô (AGIR).
O módulo Geração de Comportamento é similar ao Piloto na arqui-
tetura NHC, porém ele está menos focado a tarefas de navegação. O uso
do termo “comportamento” na arquitetura RCS não implica que ela tenha
características de arquitetura reativa ou híbrida, o fato dela integrar toda a
percepção dentro do modelo de mundo global para então planejar e agir a
caracteriza como uma arquitetura hierárquica. Existe um outro módulo, cha-
mado Operador de interface, não mostrado na figura, que permite a um
operador analisar o que está sendo realizado pela arquitetura.
A arquitetura RCS foi adotada por muitas agências governamentais
tais como NASA e o US Bureau of Mines que contrataram universidades e
companhias para construírem protótipos de robôs. A vantagem desta arqui-
tetura era sua característica de fundir vários tipos de sensores em um mapa
global. Porém, a arquitetura RCS foi considerada muito detalhada e restritiva
segundo pesquisadores de AI, que continuaram desenvolvendo novas arqui-
teturas e paradigmas de controle. A Figura 2.5 mostra quatro exemplos de
robôs que usaram a arquitetura RCS.
É importante notar que as arquiteturas NHC e RCS são melhor aplica-
das ao controle semi-autônomo. Desta forma, o operador humano forneceria
o modelo do mundo e decidiria a missão, que seria decomposta em um plano,
que por sua vez também seria decomposto em ações. E assim, o controlador
de baixo nível (robô) executaria as ações. Em uma perspectiva de robótica,
o robô poderia substituir mais funções e “subir” na hierarquia de autonomia,
por exemplo, assumindo as responsabilidade de Piloto. Já em uma perspec-
tiva de IA, o humano só poderia servir como Planejador de Missão. A partir
deste ponto de vista, Albus, McCain e Lumia (1989) desenvolveram uma ver-
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(a) (b)
(c) (d)
Figura 2.5: Quatro dos diversos robôs que têm usado a arquitetura RCS. (a)
Um robô submarino. (b) Um veículo guiado. (c) Um robô de escavação.
(c) Um robô limpador de chão comercial. Fotos cortesia do NIST (National
Institute of Standards and Technology). Fonte adaptada de Murphy (2000).
são da arquitetura RCS para tele-operação de um braço do robô no espaço,
que foi chamada de arquitetura NASREM, e é usada ainda hoje.
As arquiteturas NHC e RCS forneceram diretrizes em como decom-
por uma arquitetura de controle em módulos intuitivos. A decomposição da
arquitetura NHC em Planejador de Missão, Navegador e Piloto esteve es-
tritamente focada em navegação, enquanto a arquitetura RCS tornou-se mais
ampla. Ambas têm sido usadas com sucesso para guiar veículos, e em espe-
cial a arquitetura RCS para controlar equipamentos de escavação, submarinos
e carros, apresentando um alcance razoável de aplicações. Entretanto, a por-
tabilidade para outros domínios não é clara ou nula. Quanto à robustez, a
arquitetura RCS tenta prover alguns mecanismos explícitos, tais como o mó-
dulo Valor Julgamento que simula um plano para certificar-se de que ele
será bem sucedido. Porém esta forma de robustez é muito limitada devido ao
tempo de espera para o robô simular suas ações antes de executá-las, além de
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não ser apropriada a simulação de todas as ações.
Portanto, segundo Murphy (2000), uma das principais desvantagens
das arquiteturas hierárquicas é que elas foram desenvolvidas visando aplica-
ções específicas, e não para servirem como arquiteturas genéricas para outras
aplicações. Em contrapartida uma vantagem foi a ordenação do relaciona-
mento entre sentir, planejar e agir. Entretanto outra desvantagem se refere
ao planejamento, onde o robô deve primeiramente atualizar um modelo de
mundo global, para depois planejar, o que produz um gargalo significante.
Além disto, sentir e agir estão sempre desconectados, o que elimina qualquer
possibilidade de ações do tipo estímulo-resposta, as quais foram a principal
inovação introduzida pelas arquiteturas reativas.
2.3 Arquiteturas Reativas
As arquiteturas reativas evoluíram devido à insatisfação e limitações
das arquiteturas hierárquicas e com a influência das pesquisas em etologia.1
Em (BROOKS, 1986) e (BROOKS, 1990), com base na interpretação de que, no
comportamento animal, a inteligência se estende em camadas verticais, con-
forme representado na Figura 2.6 (a), BROOKS criou a arquitetura de subsun-
ção que tornou-se a base das arquiteturas reativas mais conhecidas e usadas.
Arquiteturas reativas se caracterizam pela ausência de um modelo de
mundo e planejamento. Como pode ser visto na Figura 2.6 (b), sentir e agir
são fortemente acoplados para a geração de comportamentos que operam em
seqüência ou concorrentemente. Comportamentos simples podem ser unidos
para produzir comportamentos mais complexos. Por exemplo, na Figura 2.6
(a), os comportamentos no nível mais baixo como evitar colisões, vagar e
explorar atuando em conjunto, podem produzir o comportamento de mapea-
mento implícito do ambiente, no nível mais alto.
Portanto, a característica chave de um sistema reativo é que movimen-
tos são consequências de reações à informação vinda diretamente dos senso-
res, ao invés de uma ação planejada. Como resultado houve uma mudança
radical de ações baseadas em planos (arquiteturas hierárquicas) para ações
baseadas em sensores, e assim os robôs começaram a mover-se mais rapida-
mente e com segurança em ambientes complexos, mesmo com obstáculos em
movimento. Além das arquiteturas reativas do tipo subsunção, existe também
as que são baseadas em campos potenciais. Ambas são apresentadas com
mais detalhes nas seções seguintes.
1Ciência que estuda o comportamento de animais.































Figura 2.6: (a) Decomposição vertical das tarefas dentro da organização
SENTIR-AGIR das arquiteturas reativas. (b) A organização SENTIR-AGIR
com comportamentos múltiplos e concorrentes. Fonte adaptada de Murphy
(2000).
2.3.1 Arquitetura de Subsunção
A arquitetura de subsunção é uma arquitetura genérica proposta por
Brooks (1986) onde os comportamentos são organizados em camadas de
competência. Como esquematizado na Figura 2.7, os níveis mais baixos en-
capsulam habilidades mais gerais, tais como evitar colisões, vagar, etc. Com-
portamentos são disparados de uma maneira estímulo-resposta, sem que um
programa externo os coordene e controle explicitamente. Entretanto, a co-
ordenação das camadas ou níveis na arquitetura de subsunção é feita pelas
camadas mais altas, que possuem comportamentos mais específicos e orienta-
dos a objetivo, subsumindo as camadas mais baixas. As camadas de compor-
tamento operam concorrente e independentemente, havendo a necessidade de
um mecanismo para tratar conflitos potenciais. A alternativa utilizada é a do
tipo vencedor-leva-tudo, onde o vencedor é sempre a camada mais alta. Os
comportamentos dentro de uma camada são coordenados por um autômato
de estados finitos, que podem ser diretamente implementados em hardware.
Na arquitetura de subsunção, uma tarefa se cumpre pela ativação da camada
apropriada, que ativa a camada inferior e assim por diante.

















Figura 2.7: A arquitetura de Subsunção. Fonte adaptada de (BROOKS, 1986)
Através da arquitetura de subsunção são concebidos a maioria dos
sistemas puramente reativos. Por exemplo, BROOKS construiu os primeiros
robôs hábeis para andar, evitar colisões e subir sobre obstáculos sem as pau-
sas “mover-pensar” do robô Shakey. Um deles é ilustrado na Figura 2.8,
Genghis, um robô andador de seis pernas que aprendia a escalar obstácu-
los, com cada perna reagindo independentemente ao ambiente. A seguir é
mostrado um exemplo de como pode ser implementada uma arquitetura de
subsunção.
Figura 2.8: O robô “inseto” Genghis: robô andador com seis pernas cons-
truído no MIT AI Laboratory a partir da arquitetura de subsunção. Fonte
adaptada de (MURPHY, 2000).
Exemplo de implementação de uma arquitetura de subsunção
A Figura 2.9 ilustra um exemplo de desenvolvimento do controle de
um robô a partir de uma arquitetura de subsunção. Considerando-se apenas o
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Nível 0 da arquitetura (excluindo o ponto de subsunção, S), o robô é capaz de
se mover até que ele colida com algum obstáculo. Este robô possui sensores
do tipo ultra-sônico (ou qualquer outro tipo de sensor de proximidade), cada
um apontando para uma direção diferente, e dois atuadores, um para mover
o robô para frente e outro para fazer o robô girar. O módulo SONAR lê as
medidas dos sensores e produz uma plotagem polar que representa a faixa










































Figura 2.9: Exemplo de implementação de uma arquitetura de subsunção.
Fonte adaptada de Murphy (2000).
um sensor sem atividade está abaixo de um certo limiar, o módulo COLI-
DIR declara uma colisão e envia um sinal parado para o atuador MOVER P/
FRENTE. Se o robô estava se movendo para frente, ele então pára. Enquanto
isto, o módulo FORÇA TOQUE recebeu a mesma plotagem polar. Este mó-
dulo trata cada leitura de sonar como uma força repulsiva, que é representada
como um vetor. Este vetor repulsivo é passado para o módulo GIRAR, que
por sua vez também passa para o módulo MOVER P/ FRENTE. MOVER P/
FRENTE usa a magnitude do vetor para determinar a magnitude do próximo
movimento para frente. O comportamento observado é aquele em que o robô
permanece parado ainda que ele esteja em um espaço desocupado, mas até
que um obstáculo se re-aproxime dele. Se o obstáculo aparecer de um lado,
o robô irá girar 180o do outro e em seguida se mover nesta direção, e neste
caso ele estará sem controle. O robô reage tanto a um obstáculo que está
parado como em movimento. Entretanto, se o robô estiver encurralado, ele
aplica o resultado de SEM CONTROLE, onde ele pára, gira e começa a se
mover novamente para frente. Paradas previnem que o robô colida com obs-
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táculo enquanto ele gira e se move para frente. Portando o Nível 0 ilustra
como um conjunto razoavelmente complexo de ações podem emergir a partir
de módulos simples. O fluxo de dados dos sensores percorrem comporta-
mentos concorrentes até os atuadores. Estes comportamentos primitivos (sem
controle e colidir) fazem emergir o comportamento de evitar obstáculos,
ou uma camada de competência.
Considerando a construção de um robô que vaga e ao mesmo tempo
evita obstáculos ao invés de apenas parar na presença deles. Sob subsunção,
uma segunda camada de competência, Nível 1, seria adicionada (Figura 2.9).
Neste caso, o Nível 1 consiste de um módulo VAGAR que computa uma di-
reção aleatória a cada n segundos, que necessita ser passada para os módulos
GIRAR e MOVER P/ FRENTE. Porém esta direção não pode ser passada
para o módulo GIRAR diretamente, pois isto sacrificaria o comportamento
de evitar obstáculos, dado que GIRAR aceita somente uma entrada. Uma so-
lução é adicionar outro módulo no Nível 1, EVITAR, que combina o vetor
FORÇA TOQUE com o vetor VAGAR. Como a adição de um novo módulo
EVITAR cria-se uma resposta mais sofisticada com relação aos obstáculos.
EVITAR combina a direção da força de escape com a direção desejada. Isto
resulta em uma direção mais efetiva do que fazer o robô girar 180o, perdendo
o progresso de mover-se para frente. O módulo EVITAR também é hábil
para observar os componentes da camada mais baixa. A direção de saída
do módulo EVITAR tem a mesma representação da saída do módulo SEM
CONTROLE, e assim, GIRAR pode aceitar a direção de ambas as origens.
O problema é decidir de qual módulo ou camada aceitar o vetor de
direção. A subsunção torna esta decisão simples: a saída do nível mais alto
subsume a saída do nível mais baixo. Desta forma a subsunção pode ser feita
de duas maneiras:
1. inibição. Na inibição, a saída do módulo que subsume é conectada à
saída de outro módulo. Se a saída do módulo que subsume tem qual-
quer valor, a saída do módulo subsumido é bloqueada. Inibição atua
como uma torneira, abrindo ou fechando um fluxo de saída.
2. supressão. Na supressão, a saída do módulo que subsume é conectada
à entrada de outro módulo. Se a saída do módulo que subsume está
ligada, ele substitui a entrada normal do módulo subsumido. Supressão
atua como um chaveador trocando um fluxo de entrada por outro.
Neste exemplo, o módulo EVITAR elimina através de S (Figura 2.9)
a saída de SEM CONTROLE, que ainda está executando. Ao invés disto, a
saída de EVITAR vai para GIRAR. O uso de camadas e subsunção permite
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que novas camadas sejam construídas no topo das camadas menos competen-
tes, sem modificar as camadas mais baixas. Isto proporciona modularidade,
simplificação de testes e robustez, haja visto o caso do Nível 0 permanecer
intacto, ainda que alguma situação desabilite os comportamentos do Nível
1. Deste modo o robô ainda se torna hábil para preservar seu mecanismo de
auto-defesa, livrando-se de obstáculos próximos.
Considerando-se ainda a adição de uma terceira camada para permitir
ao robô percorrer corredores (Figura 2.9). O módulo OLHAR examina a plo-
tagem polar do sonar e identifica um corredor. Porque identificar um corredor
é computacionalmente mais custoso do que apenas extrair dados dos sensores,
OLHAR pode levar mais tempo para executar do que os comportamentos das
camadas mais baixas. OLHAR passa o vetor representando a direção do meio
do corredor para o módulo PERMANECER MEIO. PERMANECER MEIO
subsume o módulo VAGAR e entrega sua saída para o módulo EVITAR que
então pode mudar a direção rapidamente ao redor de obstáculos.
Um problema normalmente encontrado é como fazer o robô manter
seu curso enquanto o módulo OLHAR não computa a nova direção. Neste
caso, o módulo INTEGRAR é quem observa os movimentos correntes do
robô a partir dos codificadores nos atuadores. Isto dá uma estimativa de quão
fora do curso o robô está percorrendo, dado a última atualização feita por
OLHAR. PERMANECER MEIO pode usar dados de integração de caminho
mais o curso pretendido, para computar um novo curso. INTEGRAR é um
exemplo de módulo que fornece um estado interno, substituindo uma reali-
mentação a partir do mundo real. Se por alguma razão, o módulo OLHAR
não se atualizar, então o robô pode operar sem dados sensórios, ou até que-
brar. Por esta razão, sistemas baseados na arquitetura de subsunção incluem
constantes de tempo na supressão e inibição. Se a supressão a partir do PER-
MANECER MEIO executou por mais de n segundos sem uma nova atualiza-
ção, a supressão cessa. Então o robô começaria a vagar, e qualquer problema
(como o corredor sendo totalmente bloqueado) que tenha conduzido à perda
de sinal se resolveria por si mesmo. Porém, o projeto supõe que um corredor
estará sempre presente no ambiente do robô. Caso não esteja, o robô não
irá se comportar como pretendido. Isto é um exemplo da conotação de que
sistemas reativos são sem memória.
2.3.2 Arquiteturas Baseadas em Campos Potenciais
Outro estilo de implementação de arquiteturas reativas é a abordagem
baseada em campos potenciais. Um campo potencial é uma estrutura ou
campo vetorial representando uma região do espaço. Na maioria das aplica-
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ções robóticas, o espaço é bi-dimensional, semelhante a um mapa. Este mapa
pode ser dividido em quadrados, criando uma grade (x,y). Cada elemento da
estrutura representa uma região quadrangular no espaço. Os objetos percebi-
dos no mundo exercem um campo de força ao seu redor. Em outras palavras,
campos potenciais podem ser interpretados como um campo de força agindo
sobre o robô. Vetores indicariam a direção em que o robô poderia se mover
pela superfície. Elevações na superfície fariam o robô se afastar ou rolar em
derredor (vetores apontando para fora do centro da elevação) e as depressões
atrairiam o robô (vetores apontando na direção do centro da depressão).
uniforme tangencialde repulsãode atraçãoperpendicular
Figura 2.10: Os cinco campos potenciais primitivos.
Existem cinco campos potenciais básicos ou primitivos, como mos-
trado na Figura 2.10, eles podem ser combinados para resultar campos mais
complexos, são eles uniforme, perpendicular, atrativo, repulsivo e tangencial.
A Figura 2.11 é um exemplo de implementação do comportamento reflexivo
SEM CONTROLE (Seção 2.3.1) através do campo potencial básico de repul-
são.
Figura 2.11: Implementação do comportamento “sem controle” via repulsão
na abordagem de campos potenciais. Fonte adaptada de Murphy (2000).
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O princípio de uma arquitetura baseada em campos potenciais é usar
vetores para representar comportamentos e soma de vetores para combinar
vetores a partir de diferentes comportamentos e produzir um comportamento
resultante. Em linhas gerais, um robô terá forças de ação sobre ele vindo de
múltiplos comportamentos, todos atuando de maneira concorrente.
O desenvolvimento de uma arquitetura baseada em campos potenciais
torna-se vantajoso devido à sua representação ser contínua e de fácil visuali-
zação, mesmo em se tratando de uma grande região do espaço é possível se
visualizar o comportamento global do robô. Outra vantagem é a fácil combi-
nação de campos que podem ser parametrizados a fim de modificar compor-
tamentos. E ainda, um campo bi-dimensional pode ser estendido dentro de
um campo tri-dimensional onde os comportamentos desenvolvidos para 2D
também funcionam para 3D. A principal desvantagem desta abordagem está
relacionada ao problema do mínimo local onde múltiplos campos somam um
vetor com magnitude 0. Porém existem na literatura muitas soluções dadas a
este problema (MURPHY, 2000).
2.4 Arquiteturas Híbridas
As arquiteturas hierárquicas ou deliberativas vistas na Seção 2.2, apre-
sentavam principalmente o problema do gargalo com relação ao planejamento,
que é realizado somente após a atualização de um modelo de mundo global.
Já as arquiteturas reativas permitiram que robôs operassem em tempo real uti-
lizando processadores baratos, acessíveis e sem memória. Estas por sua vez
não usam as características positivas do estilo deliberativo e eliminavam o
planejamento. Desta forma, passou-se a pesquisar uma arquitetura que com-




Figura 2.12: Organização básica PLANEJAR, SENTIR-AGIR das arquitetu-
ras híbridas deliberativa/reativa. Fonte adaptada de Murphy (2000).
24 2. Arquiteturas de Controle Inteligente
A organização básica de uma arquitetura híbrida deliberativa/reativa
pode ser descrita como: PLANEJAR e então SENTIR-AGIR, conforme mos-
trada na Figura 2.12. O módulo PLANEJAR engloba toda deliberação e mo-
delagem do mundo global, não apenas uma tarefa específica ou planejamento
de caminho. O robô primeiro planeja como cumprir uma missão ou uma
tarefa (usando um modelo de mundo global), e então dispara diferentes com-
portamentos (SENTIR-AGIR) pertencentes a um conjunto pré-definido para
executar o plano (ou uma porção do plano). Os comportamentos são execu-
tados até que o plano se complete. Em seguida, o planejador gera um novo
conjunto de comportamentos, e o procedimento se repete.
As arquiteturas híbridas apresentam um conjunto de componentes es-
senciais, geralmente apresentando os seguintes módulos ou objetos:
• Seqüenciador: é um agente que gera o conjunto de comportamentos
necessários à execução de uma subtarefa, para determinar seqüências
e condições de ativação. A seqüencia é usualmente representada como
uma rede de dependência ou uma máquina de estados finitos, mas o
seqüenciador deve ou gerar sua estrutura ou ser hábil para adaptá-la
dinamicamente.
• Gerenciador de recursos: aloca recursos aos comportamentos.
• Cartógrafo: é um agente responsável pela criação, armazenamento e
manutenção do mapa ou informação espacial, além de métodos para
acessar os dados. O cartógrafo freqüentemente contém um modelo de
mundo global e uma representação de conhecimento, ainda que isto
não seja um mapa.
• Planejador de missão: é um agente que interage com o ser humano,
operacionaliza comandos para o robô e constrói um plano de missão.
• Monitoração de desempenho e resolução de problema: trata-se de um
agente que permite ao robô verificar se ele tem progredido ou não na
execução de suas tarefas.
Como pode ser visto na Figura 2.13, a organização da percepção em
uma arquitetura híbrida é mais complexa devido ao fato de que ela é em si
uma ação híbrida. Para os módulos de Comportamento, a percepção per-
manece como nas arquiteturas reativas, ou seja, local e específica. Entre-
tanto, planejamento e deliberação requerem modelos de mundo necessitando
de acesso a um modelo de mundo global (módulo Mapa Mundo/ Rep. Co-
nhecimento). O modelo é construído por um processo independente da per-
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Figura 2.13: Organização da percepção nas arquiteturas híbridas: o modelo
de mundo global pode ter seus próprios sensores, pode observar os senso-
res usados ou percepções criadas pelos comportamentos e pode atuar como
um sensor virtual a ser utilizado por um comportamento. Fonte adaptada de
Murphy (2000).
cepção baseada em comportamento. Todavia, ambos os esquemas de percep-
ção baseada em comportamento ou baseada na construção de modelos podem
compartilhar os mesmos dados a partir de diferentes sensores. Além disto, os
processos de construção de modelos podem compartilhar as percepções cri-
adas pelos esquemas de percepção ou podem ter sensores que são dedicados
ao fornecimento de observações que são úteis para a modelagem do mundo,
mas não são usados por nenhum dos módulos de Comportamento ativos.
As várias arquiteturas híbridas deliberativa/reativa se distinguem em
diferentes aspectos. Em geral elas se dividem em três categorias de acordo
com os seguintes critérios: i) a maneira como elas se dividem em modos
deliberativo e reativo, ii) como são organizadas as atividades na porção de-
liberativa e iii) como o comportamento como um todo emerge. Assim, as
arquiteturas híbridas se distinguem entre três categorias:
• arquiteturas gerenciais,
• arquiteturas de hierarquia de estados e
• arquiteturas orientadas a modelo,
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cujas características e exemplos serão vistos na sequência.
2.4.1 Arquiteturas Gerenciais
O estilo gerencial está focado na subdivisão em camadas da porção
deliberativa. Esta subdivisão se baseia no escopo de controle ou na respon-
sabilidade gerencial de cada função deliberativa. As arquiteturas híbridas do
tipo gerenciais são organizadas de forma similar ao gerenciamento de uma
empresa. No topo estão os agentes que fazem o planejamento de alto nível
e então passam o plano aos subordinados. Estes refinam o plano e reúnem
recursos e passam as funções para o nível mais baixo de trabalhadores, os
comportamentos reativos. O agente no nível mais alto pode supervisionar os
resultados de seus agentes subordinados no nível mais baixo, podendo lhes
dar instruções. Assim como na subsunção, uma camada pode somente modi-
ficar a camada inferior a ela. Nos estilos gerenciais, cada camada tenta execu-
tar suas tarefas, identificando problemas e corrigindo-os localmente. Somente
quando um agente não pode corrigir seu próprio problema, ele pede ajuda a
seu agente superior. Nos parágrafos seguintes alguns exemplos de arquitetu-
ras gerenciais serão descritas:
• AuRA, uma das mais antigas e utilizadas, implementada por Arkin,
Riseman e Hansen (1987) e
• PiramidNet, uma arquitetura totalmente baseada em RNAs.
Arquitetura AuRA
A Figura 2.14 ilustra a arquitetura AuRA (Autonomous Robot Archi-
tecture) (ARKIN; RISEMAN; HANSEN, 1987) a qual é baseada na teoria es-
quema2 e consiste de cinco subsistemas ou módulos, equivalente a classes
orientadas a objeto.
Estes subsistemas são descritos na sequência:
• Planejador. Camada deliberativa. É responsável pela missão e plane-
jamento de tarefas e está dividido em três componentes, equivalente à
arquitetura NHC:
2A teoria de esquema provê uma maneira de modelar a percepção dentro de comportamentos
à forma de programação orientada a objeto (ARBIB, 2003). Um esquema consiste do conheci-
mento de como agir e/ou perceber (conhecimento, estrutura de dados, modelos) bem como o
processo computacional usado para cumprir a atividade (algoritmo) (MURPHY, 2000).






































































Figura 2.14: Layout da arquitetura AuRA, mostrando os cinco subsistemas.
Fonte adaptada de Murphy (2000).
– Planejador de Missão: serve de interface com o operador humano,
onde a implementação atual tem uma das interfaces de robôs mais
abrangentes e amigáveis.
– Navegador: interage com o Cartógrafo para computar um cami-
nho e dividi-lo em sub-tarefas.
– Piloto: toma a primeira sub-tarefa e obtém informação relevante
sobre como gerar comportamentos. A porção Piloto interage com
o Gerenciador de Esquema Motor (subsistema Motor), fornecendo
a lista de comportamentos necessários ao cumprimento da sub-
tarefa corrente.
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• Cartógrafo. Camada deliberativa. Encapsula toda a construção de mapa
e funções de leitura necessárias à navegação, podendo também se utili-
zar de um mapa a priori.
• Percepção. Camada reativa. Os subsistemas Percepção e Motor con-
tém bibliotecas de esquemas de percepção (p1, p2, p3) e motores (em1,
em2, em3), que formam o esquema comportamento. Os esquemas em
si podem consistir de montagens de esquemas primitivos, coordena-
dos por máquinas de estados finitos. Esquemas podem compartilhar
informação, se necessário, através de ligações estabelecidas pelo Ge-
renciador de Esquema Motor. Comportamentos não são estritamente
reflexivos, os esquemas podem conter comportamentos específicos a
conhecimento, representações e memória. Os esquemas motores entre-
tanto, estão restritos a campos potenciais.
• Motor. Camada reativa. O Gerenciador de Esquema Motor compõe
cada comportamento examinando a biblioteca de esquemas de percep-
ção no subsistema Percepção e esquemas motores no subsistema Mo-
tor. Os esquemas motores representam ações em campos potenciais e
o comportamento global é resultante da soma de vetores.
• Controle Homeostático. Contido em ambas as porções. Situa-se na
área cinza entre deliberação e reação. O propósito deste subsistema é
modificar o relacionamento entre comportamentos alterando ganhos de
uma função “saúde” do robô ou outras restrições. Muitos aspectos da
arquitetura AuRA são motivados pela biologia, inclusive o controle ho-
meostático. Ao invés de colocar um módulo na porção deliberativa para
explicitamente raciocinar sobre como mudar o comportamento global
do robô, a alteração do comportamento resultante está diretamente li-
gada a uma representação de campos potenciais de comportamentos,
devido ao fato da biologia sugerir que animais subconscientemente mo-
dificam seus comportamentos em resposta a necessidades internas.
Arquitetura PiramidNet
A arquitetura PiramidNet (ROISENBERG, 2000) é um exemplo de arqui-
tetura baseada em comportamentos e híbrida no estilo gerencial. Ela é com-
posta por RNAs organizadas em estruturas modulares e hierárquicas como
ilustra a pirâmide de controle da Figura 2.15. A inspiração biológica desta
abordagem se baseia na estrutura hierárquica em camadas que compõe a or-
ganização global do cérebro de animais. Sua camada deliberativa envolve
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sub-camadas ou subsistemas compostos por RNAs e um Módulo Simbólico
no topo da pirâmide. Esta camada é responsável pelos comportamentos mo-
tivados e especializados e que também executam a tarefa de seleção e coor-
denação dos comportamentos das das camadas mais baixas.
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Figura 2.15: Arquitetura PiramidNet.
A camada reativa da arquitetura PiramidNet apresenta sub camadas
onde comportamentos reativos e reflexivos são produzidos por RNAs que im-
plementam autômatos finitos e RNAs diretas respectivamente, sendo que es-
tas últimas atuam na base da pirâmide.
Em (ROISENBERG et al., 2004) apenas a camada reativa da arquitetura
PiramidNet foi implementada, onde redes neurais recorrentes atuam como
autômatos de estados finitos. A arquitetura possibilitou a um robô operar
em um ciclo de comportamentos como seguir paredes e buscar energia, onde
redes recorrentes controlam quando um comportamento ou outro deve ser
executado, além de controlar a camada mais baixa (nível reflexivo).
Já em (VIEIRA, 2004) foi acrescentada à arquitetura PiramidNet mais
dois níveis de controle que correspondem à camada deliberativa (Figura 2.15).
Com a adição destas sub camadas, RNAs que implementam tanto autôma-
tos de pilha quanto autômatos linearmente limitados produziram o compor-
tamento de ir e voltar pelo mesmo caminho e ao mesmo tempo controlar os
comportamentos produzidos pela camada reativa da arquitetura.
Trabalhos futuros no desenvolvimento da arquitetura PiramidNet es-
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tão direcionados para a evolução do projeto de RNAs, tanto na altura quanto
na largura das camadas da pirâmide, bem como desenvolver ainda o Módulo
Simbólico para implementação de comportamentos de navegação mais espe-
cializados.
2.4.2 Arquiteturas de Hierarquia de Estados
Arquiteturas de hierarquia de estados usam o conhecimento do es-
tado do robô para distinguir as atividades reativas e deliberativas. Elas tam-
bém organizam as atividades através do escopo de tempo compreendido em
Presente, Passado, e Futuro.
Os comportamentos reativos não possuem nenhum estado e funcionam
somente no Presente. As funções deliberativas são divididas entre aquelas
que requerem conhecimento sobre o estado Passado do robô (em que seqüên-
cia de comandos ele está executando) e as requerem conhecimento sobre o
estado Futuro (missão e planejamento de caminho). Desta forma, as arqui-
teturas de hierarquia de estados possuem 3 camadas. Cada camada cumpre
seu objetivo através de seus agentes de softwares ou funções. Assim como
nas arquiteturas gerenciais, uma camada mais alta tem acesso às saídas das
camadas inferiores e pode operar sobre a próxima camada mais baixa. Um
exemplo de arquitetura deste estilo é a 3T que será apresentada a seguir.
Arquitetura 3T
A arquitetura 3T, usada pela NASA, é um exemplo de arquitetura no
estilo hierarquia de estados, mostrada na Figura 2.16. Como o nome sugere,
3T se divide em 3 camadas, reativa, deliberativa e a intermediária que serve
de interface entre as duas. A arquitetura 3T foi usada primeiramente para
construção de robôs excursionistas planetários, veículos subaquáticos e robôs
assistentes para astronautas. Na camada superior o Planejador realiza as res-
ponsabilidades do planejador de missão e cartógrafo configurando os objeti-
vos e planos estratégicos. Os objetivos são passados à camada intermediária,
chamada de Sequenciador.
O Sequenciador usa uma técnica de planejamento reativo chamada
RAPs [reactive-action packages (FIRBY; PROKOPWICZ; SWAIN, 1995)], que se-
leciona um conjunto de comportamentos primitivos a partir de uma biblioteca
e desenvolve uma rede de tarefas especificando a seqüência de execução dos
comportamentos para o sub-objetivo particular. O Sequenciador é responsá-
vel pela seqüência e por funções de monitoramento de desempenho em uma
arquitetura híbrida genérica.
2. Arquiteturas de Controle Inteligente 31
A camada Sequenciador cria instâncias de um conjunto de comporta-
mentos (chamadas habilidades) para executar o plano. Estes comportamentos
formam a camada base, chamada Controlador ou Gerenciador de Habilidade.
Estes comportamentos tem o mesmo escopo amplo das arquiteturas AuRA e
SFX, que permitem fusão sensorial e montagens de comportamentos primiti-
vos. O termo “habilidade” foi usado para distinguir seus comportamentos das
conotações de comportamentos popularizados pela arquitetura de subsunção.
Uma habilidade é uma montagem de habilidades primitivas. Um dos aspectos
interessantes da arquitetura 3T é sua fundamentação como uma ferramenta


















































Figura 2.16: A arquitetura 3T. Fonte adaptada de Murphy (2000).
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Um poderoso atributo do nível mais baixo é que as habilidades têm
eventos associados que servem como pontos de checagem para verificar ex-
plicitamente o que uma ação fez de correto. A camada Gerenciador de Habili-
dade é composta por habilidades que operam somente no Presente (embora
com algumas concessões para permitir a persistência de alguns comporta-
mentos quando os estímulos temporariamente desaparecem).
Os componentes na camada Sequenciador operam no estado de in-
formação refletindo memórias sobre o Passado, bem como o Presente.
Seqüências de comportamentos podem ser gerenciadas pela lembrança do que
o robô fez e se ele obteve sucesso ou não. Isto adiciona um grande tratamento
de robustez e suporta monitoração de desempenho. A camada Planejador
trabalha com informação de estado predizendo o Futuro. Ela pode também
usar informação do Passado (o que o robô fez ou tentou fazer) e Presente
(o que o robô está fazendo agora). Para planejar uma missão, o planejador
necessita projetar como o ambiente estará e outros fatores. Na prática, 3T
não organiza estritamente suas funções em camadas por estados (Passado,
Presente e Futuro), ao invés disto ela freqüentemente usa o critério de taxa
de atualização. Por exemplo, algoritmos de atualização lenta são colocados
no Planejador, enquanto algoritmos rápidos vão para a camada Gerenciador
de Habilidade.
2.4.3 Arquiteturas Orientadas a Modelo
As arquiteturas orientadas a modelo são caracterizadas por comporta-
mentos que acessam porções de um modelo de mundo, os quais muitas vezes
se assemelham ao modelo monolítico de mundo global, presente nas arquite-
turas hierárquicas.
As arquiteturas de ambos os estilos gerencial e hierarquia de estados
se desenvolveram como arquiteturas reativas, com a adição de funcionalida-
des cognitivas. Estes estilos enfatizam comportamentos ou habilidades como
blocos básicos de construção. Já as arquiteturas orientadas a modelo são mais
simbólicas, concentrando-se na manipulação simbólica do modelo de mundo
global. Diferente da maioria das outras arquiteturas híbridas, que criam um
modelo de mundo global em paralelo à percepção específica de comporta-
mento, este modelo de mundo global também serve para suprir percepção a
comportamentos (ou comportamentos equivalentes). Neste caso, o modelo
de mundo global serve como um sensor virtual. Duas das melhores e mais
conhecidas arquiteturas orientadas a modelo são a arquitetura Saphira e a
arquitetura TCA (Task Control Architecture), que serão detalhadas a seguir.
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Arquitetura Saphira
A arquitetura Saphira (KONOLIGE; MYERS, 1998), apresentada na Fi-
gura 2.17, é usada numa variedade de robôs dentre eles os descendentes dire-


































Figura 2.17: Visualização simplificada de arquitetura Saphira. Fonte adap-
tada de Murphy (2000).
na doutrina das três palavras chaves para o sucesso da operação de um robô
no mundo aberto: coordenação, coerência e comunicação. Um robô deve
coordenar seus atuadores e sensores (como tratado nas arquiteturas reativas),
mas também deve coordenar seus objetivos sobre um período de tempo (não
tratado nas arquiteturas reativas). A motivação para coordenação é compa-
tível com reatividade, já a coerência não. Coerência é a habilidade do robô
manter modelos de mundo globais, essencial para o bom desempenho com-
portamental. Comunicação é importante para a interação do robô com seres
humanos e outros robôs.
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Como pode ser visto na Figura 2.17, a camada deliberativa da arquite-
tura tem sua maior parte concentrada no planejamento, onde é usado um tipo
de planejador reativo chamado PRS-lite (Procedural Reasoning System-lite),
que consiste de um sistema de raciocínio procedural. O planejador PRS-lite
é capaz de receber comandos de voz em linguagem natural e operacionalizá-
los em tarefas de navegação e rotinas de reconhecimento perceptivo. Ambos,
planejamento e execução, trabalham com o Espaço Perceptivo Local (EPL),
que corresponde a um modelo de mundo global. A manutenção de um mo-
delo preciso do mundo baseado nos sensores do robô e a determinação de
rótulos simbólicos para as regiões requerem muito processamento. A arqui-
tetura Saphira também divide as atividades de deliberação entre agentes de
software (módulos Seguir Pessoas, Reconhecer Objeto e Construir Superfí-
cie). Isto proporciona um alto grau de flexibilidade, dado que agentes de
software são independentes e nem sempre se executam dentro do robô que
estão controlando.
Ainda na Figura 2.17, a camada reativa da arquitetura Saphira consiste
de Comportamentos Reativos que extraem informações dos Sensores Virtuais
a partir do modelo de mundo global Espaço Perceptivo Local (EPL). A saída
comportamental é resultado de regras nebulosas que, por fusão a partir do mó-
dulo de Lógica Nebulosa, passa a ser comandos de velocidade e direção. Os
comportamentos são gerenciados pela execução de planos das tarefas de na-
vegação. A combinação de comportamentos realizada pelo módulo de Lógica
Nebulosa essencialmente produz os mesmos resultados que uma metodologia
de campos potenciais.
Além disto, o módulo Espaço Perceptivo Local pode melhorar a qua-
lidade do comportamento geral do robô, através da suavização de erros dos
sensores. Embora este processamento central introduza uma sobrecarga com-
putacional, o aumento na potência de processadores torna o custo computaci-
onal desta arquitetura aceitável.
Arquitetura TCA
A arquitetura TCA (SIMMONS et al., 1997) é usada extensivamente por
robôs projetados pela NASA, incluindo Ambler, Dante e robôs de serviço, seu
leiaute é apresentado na Figura 2.18. Esta arquitetura usa estruturas de per-
cepção dedicadas, tais como grades de evidência, que são modelo de mundo
global distribuído. A informação de sensores infiltra-se nos modelos globais.
O fluxo de tarefa básico é determinado pela camada de Sincronização de Ta-
refa (planejador PRODIGY). Esta camada interage com o usuário e determina
os objetivos e ordem de execução. Por exemplo, se ao robô são dadas muitas


















































































Figura 2.18: Leiaute da arquitetura TCA. Fonte adaptada de Murphy (2000).
tarefas, o planejador pode priorizar e otimizar a programação. Uma vez que
a tarefa corrente foi estabelecida, a camada Planejamento de Caminho é aci-
onada. O módulo Navegação determina o que o robô deve procurar, onde ele
está e onde ele esteve. Assim como os relacionamentos entre comportamentos
estratégicos e táticos na arquitetura SFX, a camada Evitar Obstáculos toma a
direção desejada e a adapta aos obstáculos extraídos da grade de evidência do
sensor virtual.
2.5 Conclusão
As arquiteturas hierárquicas são baseadas na abordagem (sentir, pla-
nejar, agir). A informação sensória era incorporada em mapas, que eram usa-
dos para planejar trajetórias a serem executadas pelo robô. Uma das princi-
pais limitações desta abordagem resultava do fato de que sensores forneciam
informações parciais e imprecisas do mundo real. Logo, os mapas produzidos
eram imprecisos o que levava a decisões de movimento também imprecisas.
Um robô usando este estilo de arquitetura se movia muito lentamente devido
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à demanda de seu planejamento.
Como a maneira de representar mapas junto ao acúmulo de imprecisão
eram as principais causas do mal funcionamento de robôs baseados em arqui-
teturas hierárquicas, uma solução proposta através das arquiteturas reativas
foi a não utilização de modelos de mundo. Ao invés de mapas, arquiteturas
reativas utilizavam diretamente informação sensória para produzir ações, com
a justificativa de que “o melhor modelo do mundo real é o próprio mundo”.
Desta forma, o movimento do robô era a consequência de uma reação aos
dados dos sensores, ao invés de ser uma ação planejada. Para um sistema rea-
tivo o conceito de comportamento incorpora a unidade básica de controle, no
contexto de ações motoras e assim, comportamentos mais complexos podem
ser produzidos a partir da junção de comportamentos mais simples. Com ar-
quiteturas puramente reativas, os robôs começaram a se mover rapidamente
e de maneira segura mesmo em ambientes complexos e com obstáculos em
movimento.
Contudo, a não utilização de mapas pelas arquiteturas reativas também
limitava o alcance de tarefas dos robôs e assim pesquisadores buscaram unir
as vantagens dos dois estilos anteriores com o desenvolvimento de arquitetu-
ras híbridas deliberativa/reativa. Neste estilo, o nível deliberativo não é tão
“rígido” como os planejadores da abordagem hierárquica, nas arquiteturas hí-
bridas a deliberação é responsável por decisões de longo termo, enquanto o
nível reativo é responsável pela execução de comportamentos motores. En-
tretanto, a coexistência de deliberação e reação não é um problema trivial e
depende da aplicação. Uma solução encontrada pela maioria dos pesquisa-
dores foi produzir camadas deliberativas que permitissem à camada reativa a
liberdade suficiente para controlar o robô em tempo de operação.
Portanto uma arquitetura desenvolvida segundo o paradigma de con-
trole híbrido demonstra ser mais efetiva no desenvolvimento de robôs apli-
cados a tarefas mais complexas. Por esta razão a arquitetura NeuroCog pro-
posta neste trabalho segue este estilo arquitetural. O próximo capítulo apre-
senta também diferentes estratégias para a construção de modelos de navega-
ção autônoma, através de uma hierarquia que vai de arquiteturas puramente
reativas até arquiteturas híbridas, com enfoque na tentativa de imitar a flexi-




No capítulo anterior foram apresentadas as diferentes maneiras de se
organizar o controle inteligente de robôs móveis autônomos. Neste capítulo
serão vistas as estratégias mais utilizadas na literatura, para abordagem do
problema da navegação, sob o ponto de vista da navegação biológica.
Certos animais possuem de forma inata capacidade de navegação em
diferentes tipos de ambientes, sejam eles estruturados, não estruturados, co-
nhecidos ou não. Eles percorrem caminhos nem sempre ótimos no sentido
matemático, selecionando-os com rapidez e os comportamentos resultantes
são flexíveis e adaptativos (TRULLIER et al., 1997). Segundo LeBouthillier
(1999), os primeiros robôs móveis autônomos surgiram na tentativa de imitar
processos biológicos e desde então se constata que este é um caminho promis-
sor na direção de construir robôs mais eficientes, incentivando pesquisadores
a elaborar sistemas que tentam imitá-los.
A habilidade de navegação é uma característica bastante complexa
para robôs móveis e tem merecido um grande interesse da comunidade ci-
entífica nos últimos anos, p. ex. (OVERHOLT; HUDAS; CHEOK, 2005; HAFNER,
2005; MESBAHI et al., 2004; ARLEO; SMERALDI; GERSTNER, 2004; GUIVANT et
al., 2004; MARQUES; LIMA, 2004). Ela envolve elementos como percepção,
ação, planejamento, arquiteturas, hardwares, eficiência computacional e ca-
pacidade de resolver problemas. Localização, construção de mapas, explo-
ração e planejamento de caminho são os principais assuntos de interesse na
área de navegação de robôs móveis.
Este capítulo apresenta uma classificação de tipos de estratégias de
navegação inspiradas biologicamente, que também conduziram a criação da
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estratégia de navegação final proposta neste trabalho de tese. Outro objetivo é
expor uma análise das vantagens de cada estratégia e apresentar uma maneira
de combiná-las entre si e selecioná-las em diferentes situações. Um maior
destaque é dado às estratégias que produzem comportamentos mais comple-
xos, tais como as abordagens topológicas e métricas.
3.2 Navegação: Conceitos Básicos
A palavra navegação foi definida por Levitt e Lawton (1990) como
um processo visando responder a três questões: i) “onde estou?”; ii) “onde
estão os outros lugares com relação a mim?” e iii) “como ir a outros lu-
gares a partir daqui?” Esta definição, aplicada à robótica, significa usar as
entradas dos sensores do robô para atualizar uma única representação global
do ambiente, para que ações sejam derivadas por meio de um procedimento
de inferência. Esta proposição é adotada por vários autores e forma a base
de muitos sistemas de navegação de robôs móveis autônomos (FRANZ; MAL-
LOT, 2000). A questão i) envolve o problema da localização, ou seja, o robô
precisa saber onde está. A questão ii) envolve a construção de mapas e iii)
envolve o problema de planejamento de caminho (MURPHY, 2000).
Esta noção clássica da navegação é muito restritiva visto que a nave-
gação é possível sem o processamento de uma representação espacial global
e sem planejamento. Por exemplo, uma capacidade mínima de navegação
seria mover-se no espaço e determinar se o objetivo foi ou não encontrado.
Isto implica que as características sensoriais que identificam o objetivo de-
vem estar armazenadas em alguma forma de memória, não sendo necessário
o reconhecimento da localização corrente para encontrar o objetivo.
A referência a uma localização objetivo distingue a navegação de ou-
tras formas de comportamento espacial, tais como exploração, busca por ali-
mento, evitar obstáculos, orientação de corpo ou estabilização de curso. Por
exemplo, taxia1 nem sempre é um mecanismo de navegação. Ela se refere
a uma orientação do corpo numa direção relacionada a um campo de estí-
mulo. Desta forma, taxia está envolvida na maioria dos comportamentos de
navegação (junto com evitar obstáculos e estabilização de curso), mas ela não
necessariamente inclui as capacidades essenciais de locomoção e reconheci-
mento de objetivo.
Segundo Prescott (1994) comportamentos espaciais são divididos em
dois grupos: navegação local e descobrimento de caminho. Navegação lo-
1O termo taxia se refere ao movimento de um animal direcionado, negativa ou positivamente,
por um estímulo. Exemplos de tais atividades direcionadas a estímulo são quimio-taxia (taxia
química), geo-taxia (gravidade), foto-taxia (luz) e fono-taxia (auditivo).
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cal é o processo de movimentar-se ao redor em um ambiente imediato, i.e.
um ambiente no qual somente os objetos dentro de alcance de percepção do
agente são úteis. Desta forma, não é necessário nenhum tipo de representa-
ção de objetos ou lugares fora do ambiente imediato. O agente escolhe sua
ação baseado em sua informação sensorial corrente. Descobrimento de ca-
minho é o processo de se mover em um ambiente em grande escala, i.e., em
um ambiente onde existam pistas relevantes fora do alcance de percepção do
agente e o objetivo se encontra fora do ambiente imediato. Descobrimento
de caminho pode ocorrer com ou sem planejamento e pode levar a uma traje-
tória feita somente por porções de caminhos conhecidos, ou a uma trajetória
contendo novos caminhos. O primeiro tipo de trajetória pode ser deduzido a
partir de uma representação topológica do ambiente, enquanto que o segundo
tipo pode ser planejado somente a partir de uma representação métrica do
ambiente.
A partir desses conceitos consideram-se ao menos quatro tipos gerais
de navegação que permitem sucessivamente comportamentos mais comple-
xos: orientação - limitada ao ambiente local (navegação local); resposta ao
disparo de reconhecimento - limitada ao descobrimento de caminho sem pla-
nejamento; navegação topológica - limitada ao uso de caminhos conhecidos;
e navegação métrica (TRULLIER et al., 1997).
Cada tipo de navegação requer certa informação espacial mínima do
ambiente, não necessariamente originada de um mapa cognitivo2. A seguir é
apresentada uma hierarquia de competências de navegação, conforme Trullier
et al. (1997) e Franz e Mallot (2000).
3.3 A Hierarquia da Navegação
A hierarquia de navegação está baseada no esquema de classificação
de Trullier et al. (1997), que foi modificada e estendida por Franz e Mallot
(2000). Nesta hierarquia, comportamentos de navegação são classificados de
acordo com a complexidade da tarefa a ser realizada, conforme pode ser visto
na Tabela 3.1.
Cada nível é caracterizado por uma certa competência de navegação.
Comportamentos de navegação local são divididos em quatro níveis: busca,
seguimento de direção, apontamento e orientação; comportamentos de
2O conceito de mapa cognitivo foi introduzido por Tolman (1932) como uma maneira de
interpretar descobertas comportamentais em ratos, onde seleção de caminho não era só mera
resposta reflexiva a estímulos, mas que eles usam alguma forma de representação espacial in-
terna. A partir deste primeiro trabalho, muitos estudos referentes à navegação têm persistido em
usar o termo mapa cognitivo de forma imprecisa como uma metáfora para descrever quaisquer
mecanismos usados por animais para navegar (TRULLIER et al., 1997).
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(a) Comportamentos de navegação local.
Pré-requisito comportamental Competência de navegação
Busca Reconhecimento do objetivo Encontrar o objetivo sem uma orien-
tação efetiva do mesmo
Seguimento de Alinhamento de curso com a Encontrar o objetivo a partir de uma
direção direção local direção
Apontamento Manter o objetivo à frente Encontrar um objetivo saliente a par-
tir de uma área de alcance
Orientação Obter a relação espacial Encontrar um objetivo definido por
dos objetos ao redor sua relação com os arredores
(b) Comportamentos de descobrimento de caminho.
Pré-requisito comportamental Competência de navegação
Resposta ao Associação sensorial padrão- Seguir rotas fixas
disparo de ação
reconhecimento
Navegação topológica Integração de rota, planeja- Concatenação flexível de
mento de rota segmentos de rotas
Navegação métrica Embutido em uma estrutura de Encontrar caminhos em
referência comum um novo território
Tabela 3.1: A hierarquia de navegação. Os comportamentos de navegação
são classificados de acordo com competências de navegação. Fonte Adaptada
de (FRANZ; MALLOT, 2000).
descobrimento de caminho são divididos em três níveis: resposta ao dis-
paro de reconhecimento, navegação topológica e navegação métrica. Um
agente em um determinado nível pode apresentar todas as capacidades dos ní-
veis mais baixos de seu respectivo grupo, mas um agente de “descobrimento
de caminho” não necessariamente tem todas as habilidades de “navegação
local”.
Segundo a classificação realizada através dos paradigmas de controle
inteligente, pode-se considerar que as estratégias do primeiro grupo, corres-
pondente à navegação local, configuram os sistemas de navegação puramente
reativos. Com relação ao segundo grupo, referente aos comportamentos de
descobrimento de caminho, a estratégia de resposta ao disparo de reconheci-
mento caracteriza também um sistema reativo. Já as duas últimas estratégias
de navegação, topológica e métrica, configurarão sistemas deliberativos ou
sistemas híbridos quando além destes comportamentos, também forem incor-
poradas uma ou mais estratégias reativas dos níveis abaixo. A seguir cada
estratégia de navegação é descrita com mais detalhes.
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3.3.1 Busca
Como pode ser visto na Figura 3.1, um agente que navega apenas
com a estratégia de busca não mostra nenhuma orientação efetiva em dire-
ção ao objetivo. O objetivo pode ser encontrado somente pela possibilidade
do agente atingi-lo enquanto se move. Esta é a forma de navegação mais
Início
Objetivo
Figura 3.1: Estratégia de busca: comportamentos da navegação local onde
o agente ao navegar não possui nenhuma orientação efetiva com relação ao
objetivo. Fonte adaptada de (FRANZ; MALLOT, 2000).
simples e requer somente competências básicas de locomoção e detecção de
objetivo, não necessitando de nenhum tipo de representação espacial. Alcan-
çar um objetivo através de navegação por busca requer maior tempo, quando
comparada a outros métodos que serão vistos nas seções seguintes. Devido
à simplicidade desta estratégia, onde a direção do objetivo não necessita ser
conhecida, navegação por busca torna-se uma estratégia de reserva quando
outras estratégias de navegação falham ao encontrar o objetivo.
3.3.2 Seguimento de Direção e Integração de Caminho
Neste tipo de comportamento de navegação, como ilustrado na Figura
3.2, o agente deve ser hábil para alinhar seu curso com uma direção local-
mente disponível para encontrar o objetivo. O objetivo por si mesmo não
necessita ser perceptível durante a abordagem. Um exemplo deste compor-
tamento seria um navio ajustando seu curso mediante uma direção fixa de
compasso que leva ao objetivo. A informação de direção pode ser extraída de
origens alotéticas (baseada em referências externas) tais como campo mag-
nético, corpos celestiais ou rastro de odor, ou a partir de origens idiotéticas
(baseadas em uma referência interna) tais como um compasso inercial ou si-
nais proprioceptivos. Enquanto seguimento de direção é mais efetivo do que
busca, esta estratégia de navegação leva o agente a encontrar o objetivo so-
mente quando ele se move sobre a trilha. Se o agente for deslocado da trilha,
ele errará o objetivo. Assim, este método não é muito tolerante com relação à
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Objetivo
Início
Figura 3.2: Seguimento de direção: comportamento de navegação local que
permite ao agente encontrar o objetivo mediante uma trilha. Fonte adaptada
de (FRANZ; MALLOT, 2000).
imprecisão da informação direcional e alinhamento. Desvios da trilha podem
ser acumulados à medida que o objetivo não seja encontrado.
Se a distância do objetivo for conhecida, seguimento de direção torna-
se mais efetivo, pois o agente pode escolher outra estratégia, e.g., busca, caso
o objetivo passe despercebido. Novamente, existem várias fontes alo e idi-
otéticas para informação de distância tal como, número de passos, consumo
de energia, fluxo óptico, etc. Uma estratégia para adquirir ambas a direção
e a distância do objetivo é chamada integração de caminho em biologia, ou
hodometria em robótica.
3.3.3 Apontamento
Como pode ser visto na Figura 3.3, um agente que utiliza a estratégia
de navegação por apontamento, deve orientar o eixo de seu corpo de maneira
que o objetivo esteja à sua frente. Para isto, o objetivo deve estar associado a
alguma referência que esteja sempre perceptível durante a operação do robô.
Em um domínio visual, esta referência é freqüentemente chamada de beacon.
Por exemplo, um agente pode navegar apontando sempre para um
marco visível, que funciona como um beacon. Ao contrário do seguimento de
direção visto anteriormente, o objetivo pode ser alcançado a partir de várias
direções sem o perigo de acumular erros. A área onde a referência pode ser
percebida é denominada área de alcance do objetivo.
3.3.4 Orientação
A estratégia de navegação por orientação pode ser utilizada quando o
objetivo não está sinalizado por uma referência, ou está escondido. Como




Figura 3.3: Apontamento: comportamento de navegação local que necessita







Figura 3.4: Orientação: comportamento de navegação local que habilita um
agente a encontrar um objetivo definido pelo relacionamento espacial entre os
marcos ao redor do objetivo. Fonte adaptada de (FRANZ; MALLOT, 2000).
pode ser visto na Figura 3.4, através do comportamento de orientação, o
agente é guiado pela configuração espacial dos objetos ao redor, definidos
como marcos, no caso, M1, M2, M3 e M4 na figura. Em um outro momento,
o agente pode tentar se mover de forma a replicar o relacionamento entre os
marcos aprendido, visando atingir novamente o Objetivo. Desta forma, a in-
formação espacial requerida não é somente uma única direção ou orientação,
mas o relacionamento espacial entre a localização corrente, o objetivo e o
ambiente perceptível. A estratégia de orientação é um método de navegação
local pois requer somente o processamento da informação sensorial corrente
ou interna do agente. Além disto, esta estratégia não necessita de uma repre-
sentação do ambiente que está fora do horizonte sensorial corrente do agente.
Um outro exemplo de utilização da estratégia de orientação é quando um
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agente tenta alcançar uma posição fixa entre várias marcos observados.
Portanto uma estratégia de navegação do tipo orientação aplica-se to-
das as vezes que for necessário ao agente otimizar algum critério relacionado
a sensor, baseado na informação sensória armazenada, para alcançar seu ob-
jetivo. Ao contrário disto, os próximos níveis de estratégias de navegação,
como os descritos a seguir, irão requerer algum tipo de representação espa-
cial.
3.3.5 Resposta ao Disparo de Reconhecimento
Todos os métodos de navegação anteriores são locais pois eles con-
duzem a uma única localização com a ajuda de informação disponível local-
mente e desde que o objetivo, um marco, ou uma configuração de marcos
esteja ao alcance perceptível do agente. As estratégias de navegação seguin-
tes envolvem ambientes de grande escala e exigem a noção de lugar. Ao
contrário de orientação, onde lugares são pontos, um lugar em um ambiente
de grande escala é definido como um conjunto de localizações adjacentes que
são equivalentes quanto à seleção de ação. Em outras palavras, o agente sele-
ciona a mesma ação locomotora dentro de um dado lugar.
Um lugar também pode ser definido como o conjunto de localizações
a partir do qual um conjunto de marcos é percebido de uma maneira idêntica
ou muito similar. Se o conjunto de localizações é idêntico de um ponto de
vista sensorial (a partir do ponto de vista do agente), então o mesmo movi-
mento será selecionado. A identificação de um lugar deve ser independente
do ângulo de visão, i. e., da orientação do agente.
Neste tipo de navegação, resposta ao disparo de reconhecimento, a
estratégia utilizada pelo agente para alcançar um objetivo conhecido mas não
correntemente visível é feita em três fases: (a) o agente deve reconhecer o
local em que está situado; (b) em seguida ele deve orientar-se dentro deste
lugar; (c) e depois selecionar a direção a ser tomada para alcançar o objetivo
atual. Não há planejamento de uma seqüência de movimentos subseqüentes,
somente a seleção da ação mais próxima. Assim, o agente responde de uma
maneira inflexível a cada situação (Figura 3.5).
Com base em explorações anteriores, o lugar atual pode estar associ-
ado com a direção memorizada do objetivo a partir deste lugar. A seleção
da direção pode ser feita de duas maneiras diferentes. Primeira, esta direção
pode ser definida por uma imagem armazenada. Assim, o agente terá que
se rotacionar de maneira a combinar a imagem corrente com a imagem ar-
mazenada, que define a direção para o objetivo. A estratégia orientação irá
re-orientar o agente na direção do objetivo atual. De outra maneira, a dire-
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Figura 3.5: Estratégia resposta ao disparo de reconhecimento: o agente deve
reconhecer sua posição e sua orientação dentro de um “lugar” (representado
pelo círculo), antes da seleção da próxima direção do movimento. A configu-
ração de marcos pode dar informação posicional, i.e. em qual lugar o agente
está, sem levar em consideração a exata localização X dentro deste lugar. A
configuração de marcos também pode definir um local e arbitrariamente se-
lecionar a direção de referência (ex. R), a qual dá informação direcional. O
movimento subseqüente é selecionado a partir do relacionamento entre a di-
reção de referência R e a direção do objetivo atualmente perseguido (Y para
o objetivo 1). Fonte adaptada de (TRULLIER et al., 1997).
ção memorizada para o objetivo pode ser definida com relação a uma direção
de referência local e arbitrariamente selecionada. Esta direção de referência
pode ser determinada pela configuração espacial de marcos. Então, o agente
terá que se rotacionar até certo ângulo dado, com relação a sua direção de
referência.
Tais estratégias de respostas inflexíveis baseadas em configurações de
marcos locais conduzirá o agente ao próximo lugar, onde a mesma estraté-
gia deve ser aplicada. Com o reconhecimento de qual movimento tomar em
cada lugar, o agente então é hábil para alcançar o objetivo por uma série de
trajetórias sucessivas.
Neste nível, o agente identifica lugares com base em marcos locais e
produz uma série de respostas fixas (Figura 3.6). Mas ele não tem nenhuma
representação interna das relações entre os lugares correntes e outros lugares
no ambiente. O agente ainda não pode, a partir da informação disponível
neste nível, planejar seu caminho, i. e. representar a trajetória completa a
partir do lugar corrente a um objetivo distante. A cada passo, o conhecimento
é limitado à próxima ação a executar. Se a execução da ação selecionada leva
a um lugar incorreto, por causa de obstáculos, por exemplo, o agente não será
hábil para alcançar o objetivo a menos que ele possa vagar, reconhecer outro
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lugar, e usar a mesma estratégia de resposta local.
Figura 3.6: Exemplo de funcionamento. A estratégia resposta ao disparo de
reconhecimento habilita o agente a se mover de um lugar para outro se ele
conhecer a direção a seguir a partir de cada lugar. Quando ele se perde por
causa de um obstáculo, por exemplo, ele deve vagar até chegar a um lugar
conhecido novamente. Fonte adaptada de (TRULLIER et al., 1997).
3.3.6 Navegação Topológica
Quando um agente usa a estratégia de navegação resposta ao disparo
de reconhecimento, há uma maneira dele alcançar lugares distantes sem se
perder (devido a erros de movimentos ou obstáculos). Ela consiste em anteci-
par os marcos subseqüentes, i.e., predizer qual será o próximo lugar a chegar.
Segundo O’Keefe et al. (O’KEEFE; NADEL, 1978), este é um tipo de associa-
ção estímulo-resposta-estímulo (E-R-E) e uma seqüência de tais associações
é chamada de uma rota. Ser hábil para predizer o próximo marco e a próxima
ação, a partir de marcos correntes, também pode ser considerado como um
modelo do mundo.
Entretanto, rotas são independentes uma das outras e cada rota leva a
um único objetivo. Elas são inflexíveis porque não se considera o fato de que
duas diferentes rotas podem passar pelos mesmos lugares. Neste sentido, a
representação de uma rota é uma simples extensão do que é usado pela estra-
tégia de navegação resposta ao disparo de reconhecimento, i. e. associações
lugar-objetivo-ação-lugar ao invés de associações lugar-objetivo-ação. A na-
vegação seria mais adaptativa se a representação espacial fosse independente
de objetivo, i. e. se a mesma representação espacial pudesse ser usada para
múltiplos objetivos. Tal resultado pode ser obtido combinando associações
lugar-ação-lugar derivadas da coleção de rotas (retirando a representação de
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objetivo) em uma representação topológica do ambiente. Desta forma, qual-
quer lugar pode então tornar-se a origem ou o objetivo de um caminho e, no
caso de obstáculos, caminhos alternativos podem ser tomados nas intersec-
ções.
Neste tipo de navegação topológica, o agente pode seguir rotas ou
subseqüências de rotas. Em qualquer caso, o agente percorre somente os
(sub)caminhos já visitados. Uma representação topológica pode ser expressa
em termos matemáticos como um grafo, onde os nós representam lugares e
arestas representam adjacências, ou conectividade direta. Então, dois nós es-
tão ligados se existe um caminho direto visitado anteriormente o qual leva de
um dado lugar a outro, sem ir por um terceiro lugar intermediário conhecido.
Neste tipo de navegação, a estratégia do agente para alcançar um obje-
tivo conhecido mas não correntemente visível é feita em quatro etapas (Figura
3.7): (a) reconhecimento do lugar onde o agente está atualmente situado; (b)
localização do nó correspondente no grafo topológico; (c) buscar a seqüência
de nós (lugares) que levará ao objetivo; (d) a rota resultante é uma concate-
nação de segmentos de rotas já percorridos, e o agente pode segui-la mesmo
sem ter seguido esta seqüência particular antes.
Figura 3.7: (a) Com a estratégia de resposta ao disparo de reconhecimento
pode existir um grupo de intersecção de rotas. O agente é hábil para ir de S1
a G1, de S2 a G2, e de S3 a G1. Entretanto, se existir um novo obstáculo
no caminho de S1 a G1, como na Figura, o agente se perderá, porque a rota
de S1 a G1 é única (veja também Figura 3.6). (b) Ao contrário, se a agente
unir suas representações de rotas em uma representação topológica, o agente
pode voltar ao lugar A, tomar as sub-rotas entre os lugares A e B, e tomar a
sub-rota do lugar B ao objetivo G1. O caminho resultante é a concatenação
dos três sub-seqüencias, derivadas de três diferentes rotas. Fonte adaptada de
(TRULLIER et al., 1997).
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Neste nível, tem-se agora uma representação de alguns dos relaciona-
mentos espaciais (topológicos) entre lugares. O principal resultado é que o
agente planeja a seqüência completa de lugares a serem visitados. Para seguir
esta seqüência, o agente pode gerar uma série de comandos pela estratégia
de resposta ao disparo de reconhecimento especificando todo próximo lugar
(nó) como um sub-objetivo.
3.3.7 Navegação Métrica
As estratégias de navegação dos três níveis anteriores possibilitam a
um agente a habilidade de movimentar-se com sucesso em direção a localiza-
ções de objetivos, embora não necessariamente através de caminhos ótimos (i.
e. mais curtos). Porém, a informação correspondente não pode ser usada para
computar ou planejar uma nova trajetória ou contornos frente a obstáculos
imprevisíveis, ou atalhos. A Figura 3.8 ilustra comportamentos de contornos
e atalhos métricos, cujas estratégias de navegação anteriores são incapazes de
realizar.
Figura 3.8: Comportamentos de contorno métrico (a) e atalho métrico (b).
Em ambos os casos, o agente toma um caminho nunca percorrido antes, sem
poder usar marcos conhecidos (supõe-se que a nova parede é alta e a floresta
densa). Em (a), o agente poderia, em princípio, ir diretamente de C para E.
Isto seria uma ilustração de um atalho métrico. Fonte adaptada de (TRULLIER
et al., 1997).
Como um primeiro exemplo, considere que um agente, iniciando no
lugar A, repentinamente se confronte com uma nova parede no lugar B, e que
tenha planejado continuar do outro lado, chamado de lugar D para o lugar
E [Figura 3.8(a)]. Ele deve dar a volta em torno do obstáculo, por exemplo
seguindo a parede até chegar atrás dela (lugar C) e então voltar pelo outro
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lado. A localização exata do lugar D no outro lado da parede a partir do lugar
B não pode ser reconhecida por inspeção visual, porque a parede obstrui os
marcos relevantes. O agente necessita saber a distância ao longo da parede
- o tamanho do contorno (BCD). Neste caso, há a necessidade de integração
de caminho3. Não considerando o caso de marcos identificando o lugar E
poderem ser percebidos a partir do lugar C, pois desta forma o agente não
necessitaria completar o contorno e sim poderia tomar um atalho - usando
uma estratégia orientação - de C para E.
Como um segundo exemplo, considere que um agente, iniciando na
localização A, necessite ir para o outro lado de uma floresta, localização C,
que ele conhece, mas não pode percebê-la a partir do localização em que está,
chamada localização B [Figura 3.8(b)]. O agente também conhece um cami-
nho muito longo de B para C, ao redor da região. A partir do conhecimento
deste caminho mais longo, ele tenta estimar o rumo correto do percurso por
dentro da região para tomar um atalho. Neste caso, o agente necessita saber a
orientação relativa entre as localizações e, uma vez dentro da região, ele não
terá acesso a marcos da localização B ou C. Portanto, o agente necessitaria de
uma nova estratégia.
Uma possibilidade para tratar este problema é a introdução de infor-
mação métrica - distâncias e ângulos entre lugares - em adição à informação
topológica vista na seção anterior. Este é um requerimento necessário para
geração de novos caminhos que consistem de contornos e atalhos métricos.
A questão restante é como esta informação pode ser manipulada a fim de
produzir instruções necessárias para seguir caminhos. De um ponto de vista
computacional, uma distância e um ângulo com relação a uma base de refe-
rência podem ser representados por um vetor e o sistema de navegação deve
ser hábil para executar operações com vetores para obter um novo caminho
−→BC a partir dos caminhos −→AB e −→AC conhecidos [Figura 3.8(b)]. Desta forma,
a seleção do movimento é o resultado de raciocínio dedutivo. De um ponto
de vista funcional, o agente poderia usar internamente um mapa métrico do
ambiente. Esta abordagem também é chamada de uma estratégia de análise
(survey).
Neste sentido, considera-se que o agente utiliza uma estratégia de na-
vegação métrica se ele navega com sucesso de um lugar a outro, eventual-
mente passando por novos lugares, sem levar em consideração as rotas ante-
riormente seguidas, i.e., realizando contornos ou atalhos métricos.
3Integração de caminho é uma habilidade do agente em estimar sua posição atual relativo a
um ponto de início conhecido, computando o deslocamento através da integração da velocidade
e da direção, i.e. através do uso exclusivo de informação adquirida. Este processo também é
conhecido como “dead-reckoning”
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3.4 Navegação Baseada em Mapa
A navegação baseada em mapa abrange as três últimas estratégias de
navegação vistas anteriormente (resposta ao disparo de reconhecimento, na-
vegação topológica e navegação métrica). Ou seja, ela está relacionada a três
variedades de conhecimento em nível de cognição espacial: marcos, rotas e
análise de conhecimento.
Os primeiros esforços na pesquisa em robótica sobre navegação ba-
seada em mapa foram inspirados por processos cognitivos, principalmente
depois de estudos etológicos que supuseram o uso de mapas para navegação
por animais, por exemplo, a hipótese do mapa cognitivo de Tolman (1932).
Tal hipótese ganhou maior suporte com a identificação das células lugares
(places cells) no cérebro de roedores (O’KEEFE; NADEL, 1978). Estas células
lugares são neurônios, encontrados especialmente na parte do cérebro cha-
mada de hipocampo, que tem uma atividade correlacionada com a posição
dos ratos no ambiente. Estudos experimentais mostraram que a atividade
destas células dependem muito de pistas visuais, entretanto também são sen-
sitivas ao movimento do animal, dado que elas são ativadas no escuro. Este
tipo de navegação baseado em mapa é um paradigma muito mais atraente para
a navegação baseado em mapa de robôs, à medida que ele não pressuponha
processos de cognição de alto nível e seja hábil para trabalhar em ambientes
naturais e não modificados.
Basicamente, navegação baseada em mapas invoca três processos:
• Aprendizado de mapa: processo de memorizar os dados adquiridos
pelo robô durante exploração em uma representação adequada.
• Localização: processo de derivação da posição corrente do robô dentro
do mapa.
• Planejamento de caminho: processo de escolher um curso de ação
para alcançar o objetivo, dada uma posição corrente.
O terceiro processo é dependente do primeiro e segundo, ou seja, para
planejar ações na direção do objetivo é necessário que haja o mapa do am-
biente entre a posição corrente e objetivo. Os dois primeiros processos são
inter-dependentes. Esta interdependência torna complexo o problema da lo-
calização e aprendizado de mapa simultâneos (problema SLAM, do acrônimo
em inglês Simultaneous Localization And Mapping). Uma ampla revisão de
estratégias de localização, aprendizado de mapa e planejamento de caminho
é encontrada nos trabalhos (FILLIAT; MEYER, 2003a; FILLIAT; MEYER, 2003b),
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neles são analisados vários métodos de navegação baseada em mapas, dentre
eles muitos inspirados biologicamente.
3.5 Conclusão
Este capítulo apresentou uma hierarquia de estratégias de navegação,
obtida através da análise de várias abordagens presentes na literatura, refe-
rente à navegação biologicamente inspirada com ênfase na teoria dos mapas
cognitivos. Esta hierarquia é amplamente aceita pela maioria dos pesquisa-
dores em robótica móvel e propõe uma classificação conforme i) a estrutura
e o conteúdo das informações tratadas, ii) o procedimento para seleção de
movimento e ii) o repertório comportamental produzido. Um estudo mais de-
talhado da hierarquia bem como vários exemplos de sistemas de navegação
pode ser obtido em (TRULLIER et al., 1997) e (FRANZ; MALLOT, 2000).
Considerando-se os paradigmas de controle inteligente vistos no Ca-
pítulo 2, as cinco primeiras competências de navegação (busca, seguimento
de direção, apontamento, orientação e resposta ao disparo de reconhe-
cimento), combinadas ou não, configuram sistemas reativos, enquanto que
as duas últimas, navegação topológica e métrica podem configurar um sis-
tema híbrido deliberativo/reativo quando são incorporadas uma ou mais das
estratégias reativas dos níveis anteriores.
Desta maneira, comportamentos de navegação mais complexos pode-
riam ser obtidos, por exemplo, integrando-se os quatro últimos tipos de es-
tratégia de navegação, orientação, resposta ao gatilho de reconhecimento,
topológica e métrica, de forma que elas interagissem entre si, ao mesmo
tempo permitindo que as estratégias dos níveis mais baixos, em algumas si-
tuações, ignorassem as estratégias dos níveis mais altos, pois em certos casos
isto se torna mais eficiente. Haja vista que as estratégias de níveis mais bai-
xos são mais simples, porque requerem um mínimo de informação espacial
do ambiente, que não necessariamente é originada de um mapa, em especial
mapas cognitivos.
Um mapeamento cognitivo, no entanto, pode ser implementado em
diferentes níveis de abstração e de diversos modos. As abordagens de redes
neurais artificiais para mapeamento cognitivo são tão variadas quanto outros
tipos de abordagens em contrapartida. Estas abordagens abrangem mode-
los que usam redes para tentar reproduzir características do cérebro, que são
meras abstrações de alguns aspectos de comportamento originados de mape-
amento cognitivo biológico (JEFFERIES; YEAP, 1995). Redes neurais artificiais
também são ferramentas bastante utilizadas na implementação da percepção,
navegação e controle de sistemas robóticos. Uma revisão sobre este tópico
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será dada no próximo capítulo.
Portanto, o estudo desta hierarquia de estratégias de navegação, bem
como os exemplos de implementações existentes na literatura, direcionou este
trabalho de tese para a construção de uma abordagem que contribui para a pes-
quisa de navegação bioinspirada sob os seguintes aspectos. Primeiro, a união
de paradigmas de aprendizado (de RNAs e por reforço) para implementa-
ção de comportamentos de navegação. Investigando até que ponto a utili-
zação destas ferramentas permite a implementação de comportamentos mais
adaptativos. Segundo, um processo de implementar mapeamento cognitivo
visando uma maneira eficiente de permutar entre diferentes comportamen-
tos de navegação, mediante situações não previstas, constitui uma importante
contribuição deste trabalho.
CAPÍTULO 4
Redes Neurais Artificiais aplicadas à Navegação de Robôs
Móveis
4.1 Introdução
Como visto no capítulo anterior, em essência, todo comportamento de
navegação se refere à capacidade de executar um caminho de uma posição
atual a uma localização desejada. Robôs móveis contam com três tipos bási-
cos de sensores: táteis, de alcance e visão, todos eles sujeitos a respostas com
ruídos. Esta incerteza, somada também à imprecisão dos atuadores e à im-
previsibilidade de ambientes reais, agregam dificuldades tanto ao projeto de
arquiteturas de controle, quanto ao funcionamento de sistemas de navegação
de robôs móveis.
Um importante requisito, amplamente buscado por construtores de
robôs, é que a navegação seja hábil para gerar comportamentos orientados a
objetivo e que se adapte à complexidade da tarefa. Para isto, faz-se necessário
incorporar aos robôs capacidades de aprendizado autônomo e generalização,
a fim de que seus sistemas de controle se adaptem, por exemplo, a situações
nunca experimentadas. Redes neurais artificiais (RNAs) são uma poderosa
ferramenta para modelar comportamentos adaptativos por meio de seus al-
goritmos de aprendizagem. Suas capacidades de robustez e generalização
diante de ruídos permitem a um robô interagir, por exemplo, com o mundo
e construir mapeamentos sensório motor apropriados. Na literatura de robôs
móveis, são encontrados exemplos de aplicações de RNAs em todos os sub-
problemas envolvidos na navegação de robôs móveis, tais como localização,
construção de mapas e navegação (MILLáN, 2003).
Este capítulo apresenta uma revisão de alguns exemplos de aplicações
de RNAs e algoritmos de aprendizado em robótica móvel, presentes na litera-
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tura. Para um estudo detalhado sobre diversos tipos de RNAs e suas respecti-
vas técnicas de aprendizado tem-se (HAYKIN, 2001). Para o desenvolvimento
deste trabalho de tese, este capítulo direcionou principalmente a construção
da camada reativa da arquitetura final NeuroCog, uma vez que diferentes ar-
quiteturas de RNAs foram sendo gradualmente incorporadas, juntamente com
dois processos de aprendizado em tempo de operação.
4.2 RNAs Aplicadas à Navegação Reativa
Como visto nos Capítulos 2 e 3, em sistemas de navegação planejada,
construir e manter mapas globais de ambientes de maneira consistente não é
um problema trivial, devido principalmente a ruídos de sensores e impreci-
são de atuadores, que podem introduzir e acumular erros nos mapas. Além
disto, é necessário uma boa estratégia de exploração para que o ambiente e
seus relacionamentos espaciais sejam modelados com um todo. Sendo assim,
a maioria das abordagens para construção de mapa conta com o comporta-
mento de seguir paredes, juntamente com o comportamento de evitar colisão,
para prevenir que o robô visite áreas abertas ou desordenadas ou venha que-
brar colidindo com obstáculos. De outro modo, o robô pode usar comporta-
mentos para alcançar seu objetivo diretamente, sem a utilização de qualquer
representação de conhecimento referente a mapa do ambiente, o que significa
economia de recursos computacionais e rapidez de execução.
Nas abordagens de navegação reativa (Seção 2.3), dados dos sensores
são mapeados diretamente em comandos para motores, sem a construção de
representação explícita do ambiente do robô e sem o uso de técnicas de pla-
nejamento. Por esta razão, a navegação reativa também é interpretada como
uma ação reflexiva resultante a partir da informação dos sensores.
Segundo Kröse e van Dam (1997), sistemas reativos convencionais
usam um modelo matemático explícito do sistema para encontrar o mapea-
mento correto entre entradas sensórias e saídas motoras. Entretanto, tal mo-
delo é difícil e às vezes impossível de desenvolver. Como uma alternativa,
RNAs são aplicadas ao controle de sistemas não lineares, por exemplo, devido
a suas propriedades de aprender um modelo não linear a partir de exemplos.
Uma segunda vantagem é que RNAs são adaptativas, isto é, elas podem man-
ter o aprendizado durante a operação do robô. Isto permite melhoramentos
contínuos do controlador enquanto o robô está em operação. Alguns exem-
plos de RNAs aplicadas à navegação reativa são (CASTELLANO et al., 1996;
XU; WANG; HE, 2003; MESBAHI et al., 2004; OVERHOLT; HUDAS; CHEOK, 2005).
RNAs para navegação reativa podem ser treinadas de forma supervisionada,
auto-supervisionada, com técnicas de aprendizado por reforço e aprendizado
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auto-organizável (OMIDVAR; SMAGT, 1997), como serão vistas a seguir.
4.2.1 Aprendizado Supervisionado
Por exemplo, um sistema de navegação, que utiliza uma rede neural
com aprendizado supervisionado para controle do robô, corresponde a uma
abordagem supervisionada onde a rede neural é treinada de maneira off-line.
Na fase de treinamento, conjunto de exemplos contendo sinais de controle
desejados, para as respectivas entradas de referência, são apresentados à rede










Figura 4.1: Abordagem supervisionada. (a) Fase de treinamento onde exem-
plos de aprendizagem são gerados através de um piloto controlando o robô
veículo. (b) Operação do robô veículo sendo controlado pela rede treinada na
etapa anterior. Fonte adaptada de Kröse e van Dam (1997).
Como pode ser visto no exemplo da Figura 4.1, em (a) a rede neural
foi treinada com os exemplos coletados a partir da operação do piloto con-
trolando o robô veículo. Todavia, esta rede neural treinada em (a) nem sem-
pre será hábil para encontrar uma correta aproximação do comportamento
humano em (b), pois muitas vezes o operador humano pode utilizar outras
informações (sensores A) além das que são fornecidas como entrada à rede
(sensores B) para gerar o sinal de navegação em (b). Por exemplo, o piloto po-
deria evitar uma árvore durante o percurso, ora passando pela esquerda e ora
pela direita, introduzindo uma ambiguidade ao conjunto de treinamento da
rede neural. Mais especificamente, na abordagem supervisionada, redes dire-
tas são treinadas através do algoritmo de aprendizagem por retro-propagação
(backpropagation), que depende da seqüência e da distribuição dos exemplos
de treinamento. Uma outra desvantagem da aprendizagem supervisionada,
para uma rede usada como controlador, é que ela não será adaptativa, se al-
guma coisa mudar no sistema, a rede deverá ser re-treinada para produzir o
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desempenho desejado. Isto corresponde a uma das principais limitações das
abordagens de navegação que utilizam aprendizado supervisionado.
Figura 4.2: A estrutura da rede direta utilizada no robô veículo seguidor de
estrada. Kröse e van Dam (1997).
Apesar de tantas objeções, são encontrados na literatura vários exem-
plos de utilização da abordagem supervisionada no controle de robôs móveis,
tais como (POMERLEAU, 1991; NEHMZOW; MCGONIGLE, 1994). Um exemplo
interessante de um mapeamento sensor-motor neural é denominado ALVINN
(Autonomous Land Vehicle in a Neural Net), descrito por Pomerleau (1991).
A rede neural controla o robô veículo autônomo Navlab, desenvolvido na
Carnegie Mellon University, para uma tarefa de seguir rodovia. Diferentes de
outras abordagens de navegação desenvolvidas no mesmo período na univer-
sidade, ALVINN não utiliza um modelo da rodovia. A abordagem aprende
associações entre padrões visuais e comandos de direção, como ilustrado na
Figura 4.2. A rede direta utilizada recebe dados de entrada a partir do sis-
tema sensório, que corresponde a imagens de vídeo de 32 x 32 pixel a partir
de uma câmera instalada no topo do veículo. Cada pixel corresponde a uma
unidade de entrada da rede neural. A camada de entrada é completamente
conectada com a camada intermediária que apresenta 5 unidades. A camada
de saída da rede consiste de 30 unidades que correspondem a uma representa-
ção linear da direção na qual o robô veículo deve executar a fim de se manter
na rodovia. Durante a operação do robô, o controle de direção é executado
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considerando-se o centro de massa da “saliência” de ativação circundante da
unidade de saída com o nível de ativação mais alto. Primeiramente, a rede
neural foi treinada com 1200 exemplos onde foram apresentadas imagens ar-
tificiais da rodovia como entrada e os comandos de direção correspondentes,
como saídas desejadas. Foi utilizado o algoritmo de retro-propagação (back-
propagation) onde o conjunto de aprendizado acima foi apresentado de 30-40
vezes.
Em uma segunda etapa de experimentos, situações reais foram utili-
zadas para o treinamento. Enquanto o operador humano dirigia o veículo
Navlab, o algoritmo backpropagation foi utilizado com a imagem da câmera
corrente sendo apresentada como entrada e a direção na qual a pessoa execu-
tava como saída desejada. O problema desta abordagem é a pequena quan-
tidade de exemplos para o conjunto aprendizado gerado através da operação
do piloto. Para resolver este problema POMERLEAU adicionou imagens “trans-
formadas”, nas quais o robô veículo localiza-se a diferentes localizações re-
lativas ao centro da estrada, correspondendo às ações de direção desejadas.
Após um percurso de aprendizagem de 5 min, a rede treinada foi hábil para
dirigir o Navlab a uma velocidade máxima de 32 km/h. Esta velocidade foi
aproximadamente duas vezes mais rápida do que um algoritmo não neural
executado no mesmo veículo.
Haja vista as desvantagens apresentadas pela abordagem de aprendi-
zado supervisionado, muitas pesquisas são direcionadas à utilização de algo-
ritmos de aprendizado de RNAs que são realizados em tempo de operação,
cujos tipos de funcionamento serão descritos nas próximas seções.
4.2.2 Aprendizado Auto-Supervisionado
Um robô autônomo deve treinar a si mesmo de maneira on-line para li-
dar com exemplos de treinamento ambíguos e incompletos. Segundo Kröse e
van Dam (1997), uma maneira é utilizar sistemas de aprendizado auto-super-
visionado que podem ser construídos por meio de um modelo de referência
disponível. O modelo de referência define o estado desejado do robô, que
pode ser determinado a partir de dados de sensores (p. ex., em aplicações de
seguimento de parede, seguimento de alvo) ou de informação do mundo (lo-
calização desejada ou planejamento de caminho). A rede neural (com conhe-
cimento incompleto) que controla o robô normalmente leva a erros (diferença
entre o estado atual e o desejado) que são usados para ajustar seus pesos. Para
mapear o erro do robô (expresso no domínio de sensores ou mundo) para um
sinal de erro no domínio de controle, treina-se uma outra rede neural para se
identificar ao sistema a ser controlado, o que proporciona a criação de um
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Figura 4.3: Treinamento auto-supervisionado. Fonte adaptada de Kröse e
van Dam (1997).
Por exemplo, como ilustrado na Figura 4.3, através do modelo de refe-
rência, o erro no domínio de estado pode ser retro-propagado para computar o
erro na saída do controlador, que por sua vez pode ser ajustado. Desta forma,
o treinamento auto-supervisionado de um modelo de referência é usado para
predizer uma saída desejada do sistema. Ou seja, se o modelo (neural) A do
sistema for disponível, a rede controladora B pode ser adaptada por retro-
propagação do erro ε através do modelo, desta forma o sistema torna-se há-
bil para adaptar-se a mudanças. O aprendizado desta estratégia de controle
assemelha-se a uma solução de aprendizagem por reforço. No caso da apren-
dizagem auto-supervisionada, um modelo explícito do sistema é usado, en-
quanto na aprendizagem por reforço uma função de avaliação é estimada.
Exemplos de RNAs com aprendizado auto-supervisionado para navegação de
robôs móveis são dados em (XU; WANG; HE, 2003; ZHU; YANG, 2003).
4.2.3 Aprendizado por Reforço
Nas seções anteriores foi mostrado como uma rede neural pode ser
treinada, a partir exemplos explícitos fornecidos por um supervisor ou por
exemplos de aprendizado que podem ser gerados pelo próprio sistema. En-
tretanto, um conjunto de exemplos de aprendizado nem sempre é disponí-
vel ou pode ser derivado e a única informação fornecida é um sinal (cor-
reto/incorreto) indicando quão bem a rede neural está executando. Por exem-
plo, um sinal de recompensa é dado quando um objetivo desejado é alcançado
ou um sinal de punição, quando o sistema falha. De fato, este sinal de reforço
é menos informativo do que o conjunto de exemplos utilizado no caso super-
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visionado, além de ser determinado com atraso. O sinal de sucesso ou falha
aplicado em um dado momento é um resultado de uma série de sinais de con-
trole (saídas da rede) dadas no passado. A questão é como treinar uma rede
com tão pouca informação.
Diversos algoritmos foram desenvolvidos para fazer esta forma de
aprendizado possível. Barto, Sutton e Anderson (1983) formularam a apren-
dizagem por reforço como uma estratégia de aprendizado que não necessita
de um conjunto de exemplos fornecidos por um agente humano. O sistema
descrito pelos autores e ilustrado na Figura 4.4, utiliza os diversos mapea-
mentos de entrada-saída e usa um feedback estimado (sinal de reforço, r)
com relação às conseqüências do sinal de controle (saída da rede) no am-
biente. Uma predição de custos associados com o estado corrente pode ser
aprendida por uma rede neural “crítica” com base no sinal de reforço r. Esta





Figura 4.4: Esquema de aprendizagem por reforço. Fonte adaptada de Kröse
e van Dam (1997).
Aprendizagem por reforço é usada tanto para aprendizado de nave-
gação livre de colisão, bem como navegação orientada a objetivo. Uma das
maiores deficiências desta abordagem é que ela é um processo lento (KRöSE;
van Dam, 1997), dado que não é fornecido nenhum conhecimento prévio e ex-
tensivo da tarefa, e isto faz com que o sistema necessite de um determinado
tempo para melhorar seu desempenho. Existem muitas extensões a partir da
idéia básica de aprendizagem por reforço que consideravelmente aumentam
a velocidade de convergência dos mapeamentos sensório-motor apropriados
(ou políticas, como eles são chamados nos campos de controle e aprendiza-
gem por reforço), fazendo possível a construção de uma aprendizagem prá-
tica para robôs móveis. Exemplos do uso de rede neural com aprendizagem
por reforço para navegação de robôs são vistos em (SEHAD; TOUZET, 1995;
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RYLATT; CZARNECKI; ROUTEN, 1997; ARLEO; SMERALDI; GERSTNER, 2004).
Em ambos os trabalhos (KRöSE; van Dam, 1992b) e (KRöSE; van Dam,
1992a), os autores descreveram um controlador neural para um robô móvel
que aprende a navegar sem colisões em um ambiente complexo. O robô é
equipado com 8 sensores de proximidade distribuídos em semicírculo em sua
frente, mais um sensor de colisão. O robô se mantém a uma velocidade cons-
tante e o único feedback é dado somente quando ele colide, o qual corres-
ponde a um sinal de reforço negativo. A entrada do controlador é um vetor de
tamanho 8-dimensional e a saída é um sinal de direção binário. Uma repre-
sentação discreta do espaço de entrada é utilizada. Mas o problema é encon-
trar uma quantização deste espaço. Uma solução encontrada foi utilizar um
tipo de abordagem auto-organizável para quantização do espaço de entrada,
como proposta em (ROSEN; GOODWIN; VIDAL, 1990). A solução proposta pelos
Figura 4.5: Esquema do controlador neural auto-organizável com aprendi-
zado por reforço. Fonte adaptada de Omidvar e Smagt (1997).
autores é ilustrada na Figura 4.5. Esta abordagem apresenta uma quantização
que preserva a topologia auto-organizável, introduzida por Kohonen (1988),
a fim de representar o espaço de entrada (KRöSE; van Dam, 1992b). O contro-
lador neural auto-organizável com aprendizado por reforço produz a ação ou
sinal de direção u, gerada pela função ASE (Associative Search Element) que
corresponde a uma função probabilística de um estado −→x . Se o sistema está
no estado x j, uma ação ui é selecionada e wi j denota o peso entre o estado x j
e o ASE. O sinal de reforço externo r é igual a -1 na ocorrência de colisão e 0
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caso contrário. Entretanto, o sinal de colisão é consequência não somente da
última ação, mas também das ações tomadas anteriormente e em sequência
nos estados prévios. O problema desta abordagem definido como “determi-
nação de crédito” é definir um sinal de reforço externo para uma sequência
de estados anteriores. Os autores utilizam regras de aprendizado de diferença
temporal (SUTTON, 1984) para definir um sinal de “reforço interno” rˆ para
cada estado do sistema. A idéia básica é que para cada estado x j um valor
de avaliação tenha sido aprendido através da função ACE (Adaptive Critic
Element). Esta função avalia a expectativa das somas descontadas de reforço
externo para cada estado.
Desta maneira, esta abordagem mostrou um melhor desempenho com
relação à utilização de uma discretização do espaço de entrada determinada a
priori. Quando a discretização é utilizada, a distribuição de neurônios sobre o
espaço de entrada mostra que muitos neurônios são utilizados para codificar
regiões do ambiente que são relativamente seguras, ou seja, muitos neurônios
se localizam em áreas com uma alta densidade de exemplos de treinamento.
Já na abordagem auto-organizável com aprendizado por reforço, esta distri-
buição tem uma maior densidade de neurônios em regiões onde colisões são
mais prováveis (KRöSE; van Dam, 1992a), o que torna o planejamento de cami-
nho mais aplicável.
4.2.4 Aprendizado Auto-Organizável
Aprendizado auto-organizável é uma outra abordagem para treina-
mento de RNAs relacionadas a robôs móveis autônomos. Estas RNAs cons-
troem uma representação ou mapeamento a partir de diferentes entradas sen-
sórias que direcionam a ações de controle. Segundo Heikkonen e Koikkalai-
nen (1997), um robô móvel autônomo equipado com um controlador (rede
neural) auto organizável pode aprender comportamentos orientados a ação
que são difíceis de serem implementados de forma algorítmica. Kohonen
(1988) afirma que tarefas que envolvem aprendizado de mapeamentos sensório-
motor em robôs autônomos são melhores tratadas via aprendizado de mapas
auto-organizáveis denominados SOM (self-organizing map).
O aprendizado de mapas auto-organizáveis é difícil de ser aplicado
como parte de um sistema de controle clássico, ou seja, que foi construído a
partir de uma arquitetura hierárquica, devido à característica não determinís-
tica deste tipo de aprendizado. Entretanto, mapas auto-organizáveis são mais
aplicáveis a sistemas reativos baseados em comportamentos (HEIKKONEN;
KOIKKALAINEN, 1997). A Figura 4.6 ilustra o princípio de funcionamento
de uma rede SOM cuja função é categorizar padrões de entrada de acordo





Figura 4.6: Esquema do aprendizado auto-organizável. Fonte adaptada de
Heikkonen e Koikkalainen (1997).
com a distribuição destes padrões no espaço de entrada. O mapeamento re-
sultante é uma espécie de representação livre de ruído da combinação mais
geral de todas as entradas apresentadas durante o aprendizado. Desta forma,
pela seleção de padrões de entrada que melhor correspondam a situações de
controle significativas, associações entre a informação sensória e ações de
controle podem ser construídas.
Segundo Heikkonen e Koikkalainen (1997), ao utilizar uma rede SOM
como um associador, o primeiro problema não é como implementar o algo-
ritmo e sim como selecionar exemplos de treinamento representativos. Os
autores propuseram uma abordagem baseada em SOM que foi testada em 3
estudos de caso onde o robô simulado deve construir uma representação a
partir de situações sensórias para ações apropriadas, com o objetivo de na-
vegar em seu ambiente sem colidir com obstáculo. Primeiro, demonstraram
como o robô móvel simulado pode aprender um eficiente comportamento de
evitar obstáculos em seu ambiente a partir de vários exemplos de caminhos
conhecidos fornecidos à rede. Segundo, o robô aprende a navegar entre dois
pontos sem qualquer ajuda externa durante a navegação, e terceiro, o robô
móvel utiliza informação visual enquanto caminha em seu ambiente.
Neste trabalho de tese foi utilizada para construção do nível reativo da
arquitetura final proposta, uma rede neural da família de redes auto-organi-
záveis, que é chamada ART (Adaptive Resonance Theory) e será descrita no
próximo capítulo.
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4.3 RNAs Aplicadas à Navegação Deliberativa
Navegação deliberativa é realizada quando se tem disponível uma in-
formação global do ambiente. Muitas abordagens convencionais para cons-
trução de representações globais durante a exploração são descritas na litera-
tura. Uma abordagem frequentemente utilizada em aplicações de robô real é
a chamada grids de ocupação. Ela consiste de uma representação probabilís-
tica discreta do ambiente na qual as probabilidades de presença de obstáculos
são armazenadas durante exploração. Este tipo de representação foi intro-
duzido por Elfes (1989) e exemplos de seu uso podem ser encontrados em
(ELFES, 1989; IVANJKO; VASAK; PETROVIC, 2005; JARADAT; LANGARI, 2005).
Um exemplo de abordagem neural para armazenar este tipo de representação
é proposta em (JORGENSEN, 1987), onde uma rede Hopfield foi usada para
armazenar grades de ocupação de um número de salas reservadas à operação
do robô. A rede provê um endereçamento de memória de conteúdo a partir
de informações parciais sobre as salas e converge para as informações dos
ambientes armazenadas.
Via de regra, se uma informação global do ambiente está disponível,
métodos de planejamento podem ser utilizados para navegação de um robô
móvel. Muitos métodos de planejamento são propostos e todos necessitam
de uma informação precisa do ambiente do robô. Vários métodos de plane-
jamento de caminho descritos na literatura utilizam representações de RNAs
do ambiente (MILLAN; ARLEO, 1997; TOLEDO et al., 2000), para planejar cami-
nhos. Estas representações são menos complexas do que as representações
convencionais, dado que não é necessário nenhum conhecimento sobre a ci-
nemática do robô. A abordagem mais direta para o treinamento de tais redes
é a utilização do conhecimento prévio do ambiente. Neste caso, o ambiente
deve ser conhecido a priori a partir de todas as suas posições, verificando-se
se estas posições estão ocupadas ou não por obstáculos. De maneira simi-
lar, deve-se também conhecer a partir de todas as configurações do robô, se
ele colide ou não com um obstáculo. Alguns exemplos de abordagens que
utilizam técnicas de RNAs para os sub-problemas da navegação de robôs
tais como localização, construção de mapas e planejamento serão vistos na
sequência.
4.3.1 Localização
Localização é o processo em que o robô encontra sua posição corrente
em um mapa. Para isto, ele pode contar com suas entradas sensórias exte-
roceptivas e proprioceptivas. Em geral, localização requer reconhecimento
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de lugar. Para localizar a si mesmo, o robô pode memorizar as percepções
sensórias observadas durante a exploração ou pode aprender uma represen-
tação mais complexa (mapa) codificando relacionamentos espaciais entre as
percepções locais experimentadas. Localização e construção de mapas são
processos fortemente relacionados e inter-dependentes. Para se obter a loca-
lização do robô é necessário que exista um mapa, enquanto a construção de
um mapa requer que a posição seja estimada com relação ao mapa parcial
aprendido até o momento (FILLIAT; MEYER, 2003b).
No processo de localização, RNAs podem transformar dados sensó-
rios brutos em representações mais confiáveis. Por exemplo, uma RNA direta
pode ser treinada por retro-propagação para gerar uma grade de ocupação
local, a partir da percepção sensória corrente. Esta grade seria uma represen-
tação discreta do espaço circundante do robô, onde cada célula apresentaria
um valor estimado da probabilidade de estar ocupada e corresponderia a uma
determinada área do mundo. Após a exploração, o algoritmo de localização
busca a grade previamente armazenada que melhor combina com o mapa lo-
cal corrente. Uma vantagem de usar RNAs para interpretar dados de sensores
e construir grades de ocupação locais é que elas são tolerantes a ruídos. A
desvantagem é seu custo computacional, pois a construção de uma grade n∗n
requereria n∗n chamadas a uma RNA (MILLáN, 2003).
Outra maneira diferente é treinar uma RNA direta para aprender quais
características do ambiente são marcos relevantes para localização. Este trei-
namento pode ser realizado através de exemplos coletados durante uma fase
de exploração, cada exemplo consistindo de uma percepção sensória e sua lo-
calização. Durante a operação, o robô calcula a média das respostas da RNA
para k exemplos vizinhos mais próximos de sua localização estimada.
Filliat e Meyer (2003a) dão exemplos de abordagens que utilizam
RNAs projetadas para emular place cells no hipocampo de ratos. A entrada
para as redes são fornecidas a partir de um conjunto de neurônios cuja ativi-
dade depende da distância e da direção de marcos específicos. As atividades
destes neurônios são alimentadas por camadas sucessivas de neurônios onde
mecanismos competitivos resultam na ativação de poucos nós na camada de
saída que correspondem à posição do robô.
4.3.2 Construção de Mapas
Como visto no Capítulo 3, Seções 3.3.6 e 3.3.7, os dois tipos principais
de representações que robôs móveis podem aprender são chamadas métricas
e topológicas. Mapas métricos são mapas quantitativos que reproduzem ca-
racterísticas geométricas e espaciais do ambiente. As dificuldades desta abor-
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dagem se deve ao seu custo computacional e sua vulnerabilidade a erros em
medidas dos sensores que acabam afetando as informações métricas. Mapas
topológicos são mais qualitativos e consistem de um grafo, onde nós repre-
sentam lugares distintos em nível de percepção (marcos) e arestas indicam
relações espaciais entre eles. A abordagem topológica é menos vulnerável a
erros sensórios e habilita um rápido planejamento de caminho que se reduz a
um simples processo de busca. Todavia, representações topológicas contam
com a existência de marcos sempre reconhecíveis (FILLIAT; MEYER, 2003b).
A seguir serão vistos como RNAs podem ser aplicadas ao aprendizado e uti-
lização de mapas para navegação deliberativa.
Mapas Globais Geométricos
As abordagens que usam grades de ocupação para construção de ma-
pas são as mais populares. Em (MILLáN, 2003) é mostrado um exemplo onde
uma RNA direta foi treinada para criar uma grade de ocupação local, mo-
delando o espaço ao redor do robô. Sucessivas grades locais geradas à me-
dida que o robô explora o ambiente são combinadas para produzir um preciso
mapa métrico global. A partir do mapa métrico global, um grafo topológico é
gerado de maneira off-line, para reduzir o custo do planejamento de caminhos
entre diferentes localizações do ambiente. Esta abordagem (em conjunto com
os processos de localização discutidos anteriormente) foram implementados
em robôs para guiar turistas em museus.
Uma alternativa, apresentada no trabalho de Arleo, Millán e Flore-
ano (1999), utiliza a mesma interpretação neural de dados de sensores, mas
constrói de maneira on-line um particionamento de resolução variável do am-
biente. Ou seja, o ambiente é discretizado em células de tamanhos diferentes,
com alta resolução somente em áreas críticas (ao redor de obstáculos). O
mapa resultante combina aspectos geométricos e topológicos que são apren-
didos simultaneamente.
Já o trabalho de Oliveira (2001) apresenta uma outra alternativa para
RNAs aplicadas a representação em grid. O autor utiliza um mapa auto-
organizável de Kohonen para criar um mapa geométrico do ambiente através
dos pesos da rede. Numa primeira fase de exploração randômica do ambiente,
por exemplo Figura 4.7(a), o robô ao encontrar um obstáculo, assume o com-
portamento de seguir parede, para realizar o contorno do mesmo (SILVA, 2001)
e coletar as posições em coordenadas (x,y). Os dados coletados são passados
para uma rede de Kohonen cujo treinamento é off-line. Em seguida, o mapa
do ambiente é gerado a partir da plotagem dos pesos da rede em um espaço
bi-dimensional como mostrado na Figura 4.7(b). Após o treinamento, o robô
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(a) (b)
Figura 4.7: Rede de Kohonen como mapa geométrico do ambiente: (a) Robô
simulado e seu ambiente. (b) A distribuição de pesos na rede de Kohonen que
representa o mapeamento do ambiente em (a). Fonte adaptada de (OLIVEIRA,
2001)
então pode navegar no ambiente consultando o mapa construído, sem neces-
sitar da informação dos sensores. Nesta abordagem observa-se uma maneira
diferente de aplicação das redes de Kohonen quanto a forma de visualização,
que em geral é aplicada à classificação de espaços multi-dimensionais que
são visualizados conforme a disposição dos neurônios na camada de saída.
Mapas Globais no Domínio de Sensores
Ao invés de uma caracterização do estado do robô na configuração do
ambiente e a construção de uma representação global neste domínio, o estado
do robô também pode ser dado no domínio de sensor. O domínio de sensor é
definido como o conjunto S ⊂ Rn de todos os vetores de informação sensória
possíveis s = (s1, . . . ,sn)T , onde si são as medidas de sensores (sonar, alcance,
visão, etc) do robô ou características derivadas a partir destas medidas, que
são obtidas na fase de exploração, enquanto o robô vaga pelo ambiente sem
colidir com obstáculo. Sendo assim, esta representação global do ambiente
agora consiste de todos os vetores de medida no domínio de sensor. É impor-
tante observar que (para ambientes estáticos) a dimensionalidade intrínseca
dos dados é igual ao número de graus de liberdade do robô. Desta forma, a
representação do ambiente pode ser dada através de um “manifold” de baixa
dimensão, bi ou tri-dimensional com relação ao domínio de sensor de alta
dimensão.
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Figura 4.8: Neurônios vencedores em uma rede de Kohonen tri-dimensional
como função de localização no ambiente. Fonte adaptada de (KRöSE; EECEN,
1994).
Por exemplo, no trabalho de Kröse e Eecen (1994), uma rede de Koho-
nen é utilizada para aprender uma representação no domínio de sensor do es-
paço livre de obstáculos, através da parametrização do manifold. A regra de
aprendizado assegura que neurônios vizinhos na rede correspondem à áreas
vizinhas no domínio de sensor. Sendo assim, o robô percorre seu ambiente
sem colisão em uma fase de exploração, enquanto dados dos sensores são co-
letados e utilizados para treinar a rede de Kohonen, a qual representa um vetor
de quantização do manifold no domínio de sensor. Como ilustrado na Figura
4.8, os autores usaram uma rede de Kohonen tri-dimensional, que relaciona
pontos no espaço livre e os neurônios da rede. Sendo assim, esta topologia
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produzida pela rede pode ser usada na fase de planejamento subsequente.
Dado que a posição do robô também é especificada no domínio de sensor e
a tarefa consiste de mover-se na direção de uma configuração cujas medidas
de sensores s correspondam as medidas de sensor desejadas s∗, caminhos
puderam ser planejados usando as conexões da rede de Kohonen proposta.
Figura 4.9: Exemplo do caminho executado pelo robô veículo controlado a
partir do domínio de sensor. Fonte adaptada de (KRöSE; EECEN, 1994).
Segundo Kröse e Eecen (1994), restrições de movimento do robô (não-
holonômico) podem tornar impossível a utilização de relações de vizinhança
entre neurônios. Desta forma, as conexões da rede de Kohonen são descarta-
das logo que a representação no domínio de sensor é formada e novas cone-
xões entre os neurônios são formados em uma segunda fase de aprendizado.
Cada uma destas conexões representam a probabilidade de que o robô irá
“transitar” de um neurônio para o outro para uma dada ação. O planejamento
de caminho pode agora ser visto como um problema de decisão de Markov
que, neste caso, foi resolvido com sucesso através de programação dinâmica.
A Figura 4.9 ilustra o resultado deste tipo de planejamento sendo executado
com sucesso para estacionamento de um robô móvel. O estado objetivo (no
domínio de sensor) corresponde à posição base-esquerda com a frente do robô
voltada para o canto base-esquerdo. Para este estado objetivo, é computada
de forma iterativa uma função de custo e a navegação torna-se uma política
gulosa sobre esta função de custo.
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Mapas Topológicos
Segundo Kröse e van Dam (1997), abordagens de representação do
ambiente no domínio de sensor podem ser consideradas como abordagens to-
pológicas porque ambas constroem uma representação do ambiente a partir
do aprendizado local de marcos perceptíveis. Esta representação corresponde
a um grafo onde cada nó representa um marco pré-definido. Representa-
ções espaciais entre marcos são codificadas por ligações entre nós vizinhos
no grafo, produzindo uma estrutura isomórfica da topologia do ambiente. O
tratamento de ambiguidades entre padrões sensórios similares pode ser feito
por discriminação contextual ou pela adição de informação métrica.
Como visto anteriormente, mapas auto-organizáveis ou de Kohonen
são uma maneira alternativa para construir mapas topológicos, outros exem-
plos de abordagens são apresentadas em (KURZ, 1996; ZIMMER, 1996). Mas
ao invés de usar um mapa auto-organizável com uma estrutura fixa (dimensio-
nalidade ou número de unidades), também é possível aprender o mapa topoló-
gico do ambiente por meio de um mapa auto-organizável dinâmico (MILLáN,
1997; ZIMMER, 1996). Este método adiciona uma nova unidade se a per-
cepção sensória corrente é diferente o suficiente de qualquer outra unidade
existente. Neste tipo de rede a topologia do ambiente se dá pelas ligações
entre suas unidades. A Teoria da Ressonância Adaptativa (redes ART) pode
produzir quantizações do ambiente similar a um mapa auto-organizável dinâ-
mico, mas o mapa resultante não exibe relacionamentos topológicos entre as
unidades.
Buscando uma maior robustez, flexibilidade e adaptabilidade, mui-
tas pesquisas em navegação de robôs autônomos tem se inspirado em des-
cobertas neurofisiológicas que deram origem por exemplo à teoria dos ma-
pas cognitivos e à hipótese de que a memória espacial de mamíferos é for-
mada por neurônios sensíveis à localização (place cells) presentes no hipo-
campo.Métodos de aprendizado em tempo de operação são bastante utiliza-
dos nas propostas biologicamente inspiradas, tais como o trabalho de Arleo
e Gerstner (2000), onde é proposto um modelo do hipocampo, que através
do aprendizado Hebbiano não supervisionado, se obtém um mapa espacial do
ambiente de maneira incremental e on-line.
Já a Figura 4.10 (a) apresenta o sistema de navegação proposto por
Schölkopf e Mallot (1995) que consiste de uma abordagem de rede neu-
ral para aprendizado de mapa cognitivo de um labirinto hexagonal [Figura
4.10(b)], a partir de uma sequência de perspectivas e decisões de movimento.
O processo de aprendizado se baseia em uma representação intermediária
chamada grafo de perspectiva [Figura 4.10(c)], cujos nós correspondem às












Figura 4.10: Aprendizado de mapa cognitivo de Schölkopf e Mallot (1995).
(a) Ciclo percepção-ação do sistema de navegação. (b) Esquema do labirinto
hexagonal com 7 lugares pi (i = 1, . . . ,7) e 12 perspectivas v j ( j = 1, . . . ,12).
(c) Grafo dirigido de lugares do labirinto com corredores c j correspondendo
às perspectivas v j . Fonte adaptada de Mallot et al. (1995).
perspectivas e as arestas representam os movimentos que levam de uma pers-
pectiva a outra. Através de um método teórico de reconstrução de grafos,
o grafo de perspectiva provê uma informação completa sobre a estrutura to-
pológica e direcional do labirinto. Planejamento de caminho pode ser exe-
cutado diretamente no grafo de perspectiva não sendo necessária executar a
reconstrução do grafo. A rede neural é implementada para aprender o grafo
de perspectiva durante a exploração randômica do labirinto. O treinamento
da rede neural se baseia em uma regra de aprendizado competitivo e não su-
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pervisionado que traduz sequências de perspectivas temporais (ao invés de
similares) em conectividade na rede. Como consequência, a rede utiliza o co-
nhecimento da estrutura topológica e direcional do labirinto aprendida, para
gerar suposições sobre quais as perspectivas seguintes que são mais prováveis
de serem encontradas, melhorando assim o desempenho de reconhecimento
das perspectivas do labirinto.
O trabalho de Hafner (2005) originalmente inspirou-se no algoritmo
de mapeamento cognitivo anterior, (MALLOT et al., 1995), mas estendeu a res-
trição de labirintos para ambientes abertos e reais onde movimentos arbitrá-
rios são possíveis. A abordagem proposta apresenta um modelo de mapa
cognitivo que cria uma representação espacial interna do ambiente. O mo-
delo é inspirado por células lugar (place cells) presentes no hipocampo de
ratos e reproduzindo algumas propriedades destas células quanto à forma e
ao tamanho dos (place fields). As células lugar são representadas como nós
de um grafo topológico e o algoritmo resulta em um mapa topológico esparso
que pode facilmente ser estendido para informação métrica.
4.3.3 Navegação Planejada em Ambientes Conhecidos
De maneira geral, métodos de planejamento de caminho para robôs
móveis em ambientes conhecidos tipicamente requerem uma decomposição
do espaço livre do robô. Esta decomposição consiste de um número de áreas
onde o robô pode mover-se livremente sem o perigo de colidir com obstácu-
los. Além disto, áreas serão conectadas se o robô pode executar um movi-
mento entre elas (KRöSE; van Dam, 1997).
Nas abordagens neurais para planejamento de caminho em ambiente
conhecido, métodos de quantização de vetor neurais 1 são usados para de-
compor o espaço livre do robô. Estes métodos distribuem vetores protó-
tipos wi sobre o espaço livre resultando em uma decomposição deste es-
paço em regiões disjuntas Si centralizadas em torno de vetores protótipos:
Si = {x : d(x,wi) ≤ d(x,w j),∀ j}, onde x é uma posição dentro de uma re-
gião Si e d(x,wi) é a distância entre o vetor x e o vetor protótipo wi). Isto
é chamado de diagrama de Voronoi do espaço livre. Cada neurônio na rede
corresponde a um vetor protótipo. Um exemplo de tal decomposição é dado
na Figura 4.11. Muitas vezes, os vetores protótipos de regiões vizinhas estão
conectados. Estas conexões são usadas ou para indicar que um caminho livre
1Modelos de redes neurais aplicadas a problemas de reconhecimento de padrão estatístico
onde a distribuição de classes de vetores padrões geralmente se sobrepõe e ao mesmo tempo se
deve determinar a localização ótima das fronteiras de decisão. Os algoritmos de aprendizagem de
quatização de vetores definem uma eficiente aproximação para as fronteiras de decisão ótimas.
72 4. RNAs aplicadas à Navegação de Robôs Móveis
Figura 4.11: Exemplo de um diagrama Voronoi. Os pontos correspondem
aos vetores protótipos wi e as arestas são as fronteiras entre as áreas corres-
pondentes de Si. Fonte adaptada de (KRöSE; EECEN, 1994).
de colisão existe entre regiões, ou para adquirir uma decomposição especí-
fica do espaço livre mais adequada ao método de planejamento de caminho
utilizado. Exemplos de como tais conexões podem ser usadas são vistos em
(NAJAND; LO; BAVARIAN, 1992; GLASIUS; KOMODA; GIELEN, 1995).
Exemplos de Abordagens de RNAs
No trabalho de Najand, Lo e Bavarian (1992), uma rede neural é usada
para aprender apenas o diagrama Voronoi do espaço livre de maneira mais efi-
ciente. O diagrama Voronoi é aprendido por uma rede neural, que distribui
seus vetores protótipos usando quantização de vetor padrão. Um conheci-
mento a priori é utilizado para assegurar que os neurônios estão distribuídos
somente sobre o espaço livre. Uma árvore de dispersão (spanning tree) mí-
nima é então criada para conectar neurônios vizinhos. Na Figura 4.12 é mos-
trado um exemplo de uma representação do espaço livre gerado por uma rede
neural que corresponde a uma árvore de dispersão mínima de conexões en-
tre neurônios. O algoritmo de planejamento de caminho planeja um caminho
via vetores protótipos no ambiente do robô, seguindo as conexões na árvore.
Dado que o método de quantização de vetores empilha vetores protótipos dis-
tantes de todos os obstáculos, este caminho tem a propriedade de ser distante
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Figura 4.12: Exemplo de uma representação do espaço livre gerada pela rede
descrita em Najand, Lo e Bavarian (1992). Fonte adaptada de (KRöSE; EECEN,
1994).
ao máximo de todos estes obstáculos. A partir deste trabalho, um grande nú-
mero de artigos tem sido apresentados na literatura que descrevem diferentes
algoritmos de planejamento de caminho que utilizam técnicas mais avançadas
de quantização de vetor para aprender representações do ambiente.
Morasso, Vercelli e Zaccaria (1992) propuseram um algoritmo de pla-
nejamento de caminho, onde o robô móvel se move sempre em linha reta na
direção de seu objetivo, enquanto está no espaço livre. Se o robô detecta a
presença de um obstáculo em seu caminho, ele se move ao redor do obstá-
culo até poder reiniciar o caminho na direção do objetivo. Este algoritmo
de planejamento utiliza uma representação do ambiente do robô que precisa-
mente diferencia o espaço livre a partir do espaço ocupado. Para tal, Morasso,
Vercelli e Zaccaria (1992) descreveram uma rede neural que aprende esta tal
representação. Como ilustrado na Figura 4.13, um número de neurônios da
rede é distribuído uniformemente sobre o ambiente do robô, classificando as
áreas como seguras ou inseguras. Um método de quantização de vetor é utili-
zado para alterar a posição dos vetores protótipos e para adicionar dinamica-
mente novos protótipos onde necessário. Uma heurística é utilizada para que
os neurônios se movam na direção das fronteiras com obstáculos, para que
esta representação se torne aplicável ao método de planejamento de caminho.
A Figura 4.13 é um exemplo de uma representação resultante do aprendizado
da rede neural. É importante notar que as conexões entre os neurônios não
são usadas para planejamento de caminho. A representação é usada apenas
para decidir se o robô está no espaço livre, neste caso ele executa a linha reta
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Figura 4.13: Exemplo de uma representação gerada pela rede neural descrita
em (MORASSO; VERCELLI; ZACCARIA, 1992). Os círculos preenchidos repre-
sentam espaço ocupado e círculos abertos representam espaço livre. A figura
mostra claramente que os neurônios representam precisamente as bordas entre
o espaço livre e ocupado. Fonte adaptada de (KRöSE; EECEN, 1994).
até o objetivo, caso contrário, ele se move ao redor do obstáculo.
4.4 Conclusão
Este capítulo apresentou uma revisão sobre diferentes abordagens de
RNAs aplicadas ao problema da navegação de robôs móveis autônomos. Elas
são amplamente utilizadas porque permitem a robôs móveis a possibilidade
de aprender a agir de maneira adaptativa, principalmente em domínios do
mundo real e mediante a imprecisão de sensores e atuadores.
Como visto no capítulo, RNAs foram utilizadas em tarefas de aprendi-
zagem através da análise de interações percepção-ação aplicando-se à nave-
gação reativa, localização, construção de mapa e planejamento de caminho.
Entretanto não existe um sistema de navegação completo que seja puramente
desenvolvido por componentes de redes neurais (MILLáN, 2003). Além disto,
do ponto de vista de engenharia, um robô móvel completo deve incorporar
outros tipos de técnicas de aprendizado para gerar modelos mais abstratos
de suas percepções, ações e regras sensor-motor, combinando capacidades de
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aprendizado com técnicas alternativas, tais como outras abordagens de inteli-
gência artificial e aprendizado de máquina.
Há também uma área de pesquisa que busca inspiração em ciências
biológicas tais como neuroetologia, para desenvolvimento de componentes
neurais necessários para um completo sistema de navegação, cuja modelagem
difere das arquiteturas de RNAs tradicionais. Os inúmeros esforços nesta
direção caracterizam a pesquisa bio-inspirada, que tem a aprendizagem por
reforço e os modelos de mapas cognitivos e células hipocampais como pedras
angulares na construção de robôs móveis inteligentes.
O estudo realizado neste capítulo direcionou principalmente a cons-
trução das arquiteturas neurais reativas propostas neste trabalho de tese. A
abordagem de RNAs proposta conta com uma rede ART que recebe como
padrão de entrada a percepção obtida através dos dados dos sensores de pro-
ximidade, junto com a realimentação da ação executada no ciclo de controle
anterior. A rede ART então reconhece o estado do ambiente e aciona uma rede
MLP para o aprendizado da melhor ação a ser executada. Para o aprendizado
on-line destas redes é utilizado um algoritmo aleatório baseado na técnica de
aprendizado por reforço.
Como o mapa resultante do aprendizado auto-organizável da rede ART
não produz relacionamentos topológicos do ambiente, foram propostas cama-
das deliberativas para tratar da representação topológica de labirintos, através
de um método de mapeamento cognitivo proposto. Todo o processo de evo-
lução que resultou nas camadas reativas e deliberativas, até se chegar na ar-
quitetura final NeuroGog será descrito ao longo dos próximos capítulos.
CAPÍTULO 5
Evolução das Abordagens Reativas
5.1 Introdução
O Capítulo 4 apresentou formas de aprendizado e utilização de RNAs
aplicadas a diferentes problemas envolvidos na construção de sistemas de na-
vegação para robôs móveis autônomos, os quais serviram de guia para o de-
senvolvimento das abordagens propostas neste trabalho de tese. Este capítulo
descreve o desenvolvimento e a evolução de sucessivas arquiteturas baseadas
no paradigma de controle reativo e subsunção (Seção 2.3). Foram utilizados
diferentes tipos de RNAs, juntamente com uma técnica de aprendizado em
tempo de operação, baseada na AR, com o objetivo de incorporar a um robô
móvel capacidades de aprendizado autônomo e adaptativo para navegação em
labirintos.
Através do aumento progressivo da complexidade do labirinto e da
tarefa de navegação, tornou-se necessária uma junção envolvendo dois tipos
de RNAs e diferentes formas de ligação entre os processos do nível mais
baixo das arquiteturas, a fim de propiciar um efetivo sistema de controle fi-
nal. Desta maneira foram investigados quais tipos de comportamentos podem
ser obtidos através destes sucessivos arranjos neurais e se de fato ocorre um
aprendizado efetivo em tempo de operação.
Como resultado esta evolução arquitetural deu origem a uma arquite-
tura neural reativa, que provê um sistema de navegação cuja estratégia corres-
ponde à Resposta ao Disparo de Reconhecimento (Seção 3.3.5). Esta arqui-
tetura neural posteriormente foi incorporada à camada reativa da arquitetura
final NeuroCog, como proposta de uma arquitetura híbrida de subsunção e
baseada em comportamentos, para navegação em labirintos dinâmicos.
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5.2 Forma Geral das Arquiteturas Reativas
Esta seção apresenta os ensaios de construção onde progressivamente
foram integrados dois tipos de arquiteturas de RNAs, visando a construção
de um processo de aprendizado de mapeamentos percepção-ação em tempo
de operação. A estrutura básica das arquiteturas reativas é ilustrada na Figura
5.1(a). Os módulos Percepção e Sistema motor configuram o nível mais
baixo das arquiteturas, recebendo informação dos sensores e fornecendo co-
mando aos atuadores respectivamente, por intermédio do controle neural im-
plementado pela camada reativa no nível acima. O robô não possui nenhuma
informação a priori do ambiente e conta apenas com seus sensores de pro-
ximidade (S0, . . . ,S7), ângulo de orientação (θ) e posição [Figura 5.1(b)]. A



















Figura 5.1: (a) Estrutura geral das arquiteturas reativas propostas. (b) O robô
simulado.
5.2.1 Os Módulos Percepção e Sistema motor
Os módulos Percepção e Sistema motor constituem os processos que
formam o nível abaixo da camada reativa das arquiteturas desenvolvidas e
serão apresentadas na sequência. O módulo Percepção [Figura 5.1(a)], re-
cebe como entrada dois tipos de informação: a primeira alotética, provinda
dos sensores de proximidade (S0, . . . ,S7) e a segunda, idiotética, referente ao
ângulo de orientação do robô, θ. A informação de posição do robô não é uti-
lizada. Através da informação de sensores e ângulo de orientação, o módulo
Percepção define o estado do ambiente, em um instante de tempo t, como ξt ,
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que corresponde à configuração de paredes do labirinto.
Para efeito de simplificação da construção, bem como para um melhor
entendimento do princípio básico de funcionamento das arquiteturas de con-
trole propostas nesta tese, considera-se que o robô executa, a cada passo de
controle, uma ação no tempo t, cujas direções possíveis são apenas: oeste,


















































Figura 5.2: Robô Khepera e as direções globais definidas como oeste (θ =
±pi), norte (θ =−pi/2), leste (θ = 0) e sul (θ =−pi/2).
Como pode ser visto na Figura 5.2, com base no sistema de coordena-
das angulares utilizado pelo sensor de compasso do robô, as direções oeste,
norte, leste e sul se referem a quatro diferentes poses relacionadas à frente
do robô, cujo ângulo de direção é determinado através da variável θ. Sendo
assim, a direção oeste corresponde à frente do robô estar situada a um ângulo
θ igual a ±pi, a direção norte referente à frente do robô equivaler a θ igual
a −pi/2, a direção leste a θ igual a 0 e finalmente a direção sul a θ igual a
+pi/2.
Desta maneira, uma ação enviada ao módulo Sistema motor é repre-
sentada pela quádrupla at = (ao,an,al ,as), onde os valores para at podem
ser: (1,0,0,0) que equivale a um movimento na direção oeste ou (0,1,0,0)
na direção norte ou (0,0,1,0) na direção leste ou (0,0,0,1) na direção sul.
Levando isto em consideração, o módulo Percepção determina o es-
tado do ambiente através da quádrupla ξt :
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1 se existe obstáculo na direção da ação ai,
onde i = o (oeste), n (norte), l (leste), s (sul)
0 caso contrário
(5.1)
Como visto na Figura 5.1(a), o módulo Sistema motor atua a cada
passo de controle ao receber como entrada a ação corrente a ser executada,
at = (ao,an,al ,as). Este módulo também efetua a realimentação do controle
neural fornecendo a ação executada no passo de controle anterior, at−1. A
necessidade desta realimentação e seus efeitos serão descritos na sequência
deste capítulo.
O módulo Sistema motor utiliza o ângulo de orientação, θ, para posi-
cionar a frente do robô na direção da ação at a ser executada, e também para
calcular se é mais eficiente o robô girar no sentido horário ou anti-horário,
caso haja a necessidade de mudança de direção. Em seguida, o módulo Sis-
tema motor fornece comandos aos atuadores para que o robô execute um
movimento, em linha reta, na direção da ação at até o próximo passo de con-
trole.
Coordenadas relativas à orientação do robô
É importante observar que o esquema de direções visto anteriormente
o qual associa a direção oeste a θ =±pi, a direção norte a θ =−pi/2, a direção
leste a θ = 0 e a sul a θ = +pi/2 pode ser diretamente substituído por um
esquema de direções relativas ao corpo do robô, considerando-se por exemplo
as direções esquerda (E), frente (F), direita (D) e volta (V).
Como pode ser visto na Figura 5.3, a direção frente se refere ao ângulo
θ onde a parte frontal do robô está situada. A partir daí, a direção esquerda
corresponde à direção frente mais 900 no sentido anti-horário. A direção
direita equivale à direção frente mais 900 no sentido horário. Finalmente a
direção volta corresponde a direção frente mais 1800 em quaisquer sentido,
horário ou anti-horário.
Um aspecto importante deste esquema de coordenadas relativas à pose
do robô é que se elimina a condição dos movimentos serem executados apenas
nas direções dos ângulos ±pi (oeste), −pi/2 (norte), 0 (leste) e +pi/2 (sul).
Ou seja, com o esquema de direções esquerda, frente, direita, volta, o robô
pode iniciar seu movimento para frente na direção de qualquer ângulo inicial
θ, desde que este movimento esteja alinhado com as paredes do labirinto,
permitindo que ele execute uma trajetória reta nesta direção.
Finalmente outra consideração válida é o fato de que estas direções




























































Figura 5.3: Robô Khepera e um exemplo do esquema de coordenadas
relativas à pose do robô. Direções definidas como esquerda, E, igual a
−(|θ|+ |−pi/2|), frente, F, igual a θ, direita, D, igual a θ+pi/2 e volta igual
a θ+pi.
configuradas a partir deste esquema de pose inicial do robô vai determinar a
configuração de todos os estados do ambiente e ações executadas nos pas-
sos de controle subsequentes. Por exemplo, seja a execução da trajetória
descrita na Figura 5.4, onde o robô se move a partir da pose inicial S, pas-
sando pelas poses 1, 2 e 3 e retornando a S. As respectivas configurações de
estados do ambiente ξt = (ξesquerda,ξ f rente,ξdireita,ξvolta) e ações executadas
at = (aesquerda,a f rente,adireita,avolta) são determinadas a partir da pose inicial









ξt = (ξe,ξ f ,ξd ,ξv) at = (ae,a f ,ad ,av)
ξS = (1,0,1,0) aS = (0,1,0,0)
ξ1 = (0,1,0,1) a1 = (0,0,1,0)
ξ2 = (1,0,1,0) a2 = (0,0,0,1)
ξ3 = (0,1,0,1) a3 = (1,0,0,0)
Figura 5.4: Exemplo de execução de uma trajetória com base no esquema de
direções relativas à pose inicial do robô: esquerda, frente, direita e volta.
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5.3 Primeiro Ensaio: Rede MLP e a Aprendizagem por Reforço
Primeiramente, para desenvolver a camada de Controle neural das ar-
quiteturas reativas [Figura 5.1(a)], o foco de interesse esteve voltado a uma
rede neural do tipo direta denominada MLP (do acrônimo em inglês multi-
layer perceptrons), haja vista sua simplicidade de criação e utilização como
um sistema de controle simples. Usualmente este tipo de rede é utilizada após
seu treinamento off-line através do algoritmo backpropagation, aplicado a um
conjunto de exemplos de treinamento e teste. Desta maneira, como esta forma
de treinamento não provê a um sistema de controle a propriedade de adapta-
bilidade, diante de exemplos não previstos, um outro foco de atenção foi a
vantagem prática de um aprendizado não supervisionado, fornecido pela te-
oria da aprendizagem por reforço, cujas técnicas são bastante aplicadas aos
problemas de navegação de robô móveis. Por esta razão, os conceitos de
redes MLPs bem como aprendizado por reforço são descritos nas seções se-
guintes, a fim de contextualizar a aplicação destas técnicas nas arquiteturas
de controle reativo desenvolvidas neste trabalho de tese.
5.3.1 Redes Multilayer Perceptrons
Uma rede MLP consiste de múltiplas camadas de neurônios (nós com-
putacionais) onde o sinal de entrada se propaga pela camada de entrada pas-
sando por uma ou mais camadas intermediárias até chegar à camada de saída
(Figura 5.5). Cada neurônio da rede inclui uma função de ativação não-linear
(diferenciável em qualquer ponto). Uma função que normalmente é utilizada,
















Figura 5.5: Grafo arquitetural de uma rede MLP com uma camada interme-
diária. Fonte adaptada de Haykin (2001).
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dela a fase refratária de neurônios reais) é a função sigmoidal. Os neurônios
de uma ou mais camadas intermediárias capacitam a rede a aprender tarefas
complexas, extraindo progressivamente as características mais significativas
dos padrões de entrada. A rede também exibe um alto grau de conectividade,
determinado pelas sinapses da rede. Uma modificação na conectividade da
rede requer uma mudança na população das conexões sinápticas ou de seus
pesos (HAYKIN, 2001).
Historicamente o grande sucesso das redes MLPs se deve ao algoritmo
de aprendizagem supervisionada, back-propagation (Rumelhart et al. 1986).
Porém, este paradigma de aprendizado é de uso limitado no desenvolvimento
de robôs móveis por muitas razões. Como já visto no Capítulo 4, Seção
4.2.1, uma delas seria a dificuldade para prever e construir os conjuntos de
treinamento e validação e à necessidade de uma fase de treinamento prévia
onde, após a aprendizagem, a rede não pode facilmente ser modificada de
forma incremental. Pois, se algo imprevisto ocorre no sistema, uma rede
MLP deixa de ser adaptativa quando utilizada como um controlador, porque
necessita ser treinada novamente. Por esta razão neste trabalho objetivou-
se desenvolver um método para o aprendizado on-line de redes MLPs, com
base no paradigma da aprendizagem por reforço. Além disto, as redes MLPs
utilizadas nesta tese podem receber como entrada o estado do ambiente ξt , ou
ξt em conjunto com a ação executada no passo de controle anterior, at−1, ou
apenas um sinal de ativação fornecido por outra rede. Todos estes casos serão
vistos ao longo deste capítulo.
5.3.2 Aprendizagem por Reforço
A aprendizagem por reforço (AR) (SUTTON; BARTO, 1998) é uma téc-
nica alternativa para o aprendizado de máquina, com respaldo em teorias psi-
cológicas de aprendizado (PEARL, 2000). Sua função é garantir que um agente
aprenda determinado comportamento mediante interações de tentativa-e-erro
em ambientes dinâmicos. A AR é um paradigma de aprendizagem baseado
em comportamento, onde as interações entre o aprendiz e seu ambiente pro-
curam alcançar um objetivo específico, apesar da presença de incertezas. O
fato de que esta interação é realizada de maneira não supervisionada torna a
AR particularmente atrativa para situações dinâmicas. Há duas abordagens
de AR:
Abordagem clássica: onde a aprendizagem ocorre através de um processo
de punição e recompensa com o objetivo de alcançar um comporta-
mento global altamente qualificado e
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Abordagem moderna: que se fundamenta na técnica matemática conhecida
como programação dinâmica (HAYKIN, 2001), a qual não é assunto de
interesse neste trabalho.
Figura 5.6: Modelo padrão da Aprendizagem por Reforço. Adaptado de
Kaelbling, Littman e Moore (1996)
Por exemplo, seja o modelo padrão da aprendizagem por reforço clás-
sica, onde um agente está conectado a seu ambiente via percepção e ação,
como mostrado na Figura 5.6. A cada passo de interação o agente recebe
como entrada, i, algumas indicações do estado atual, s, do ambiente; o agente
então escolhe uma ação, a, para ser gerada como saída. A ação altera o es-
tado do ambiente, e o valor desta transição de estado é comunicado ao agente
através de um sinal de reforço escalar, r. O comportamento do agente, B,
deve escolher ações que tendam a incrementar ao longo da execução a soma
de valores do sinal de reforço. Ele pode aprender a fazer isto com o tempo
através da sistemática de tentativa-e-erro, guiado por uma ampla variedade de
algoritmos (KAELBLING; LITTMAN; MOORE, 1996).
Formalmente, o modelo consiste de
• um conjunto discreto de estados do ambiente, S
• um conjunto discreto de ações do agente, A
• um conjunto de sinais escalares de reforço; tipicamente {0,1}, ou nú-
mero real.
A figura também inclui uma função de entrada I , que determina como o
agente visualiza o estado do ambiente. Uma maneira intuitiva de entender
a relação entre o agente e seu ambiente pode ser representada através do diá-
logo exemplo mostrado a seguir.
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Ambiente: Você está no estado 65. Você tem 4 ações possíveis.
Agente: Eu tomarei a ação 2.
Ambiente: Você recebeu um reforço de 7 unidades. Você agora está
no estado 15. Você tem 2 ações possíveis.
Agente: Eu tomarei a ação 1.
Ambiente: Você recebeu um reforço de -4 unidades. Você agora está
no estado 65. Você tem 4 ações possíveis.
Agente: Eu tomarei a ação 2.
Ambiente: Você recebeu um reforço de 5 unidades. Você está agora







Portanto a tarefa do agente é encontrar uma política pi que mapeie estados a
ações, a fim de maximizar algumas medidas de reforço ao longo da execução
de sua tarefa.
Nas seções seguintes deste capítulo, serão desenvolvidas algumas for-
mas de integração entre os paradigmas conexionista e por reforço, para a
construção de arquiteturas reativas cujo aprendizado seja tanto efetivo quanto
adaptativo.
5.3.3 Controle Neural: Rede MLP com Aprendizado por Reforço
Na tentativa de unir as vantagens de dois paradigmas de IA para apren-
dizado de máquina, o primeiro controle neural a ser implementado consistiu
de uma rede MLP com aprendizado on-line baseado na abordagem clássica
da AR, denominado controle neural MLP-R [Figura 5.7(a)]. Para validar o
funcionamento da arquitetura, como primeira tarefa de navegação foi estabe-
lecido que o robô, utilizando apenas seus sensores de proximidade e ângulo
de orientação, sendo controlado através do arranjo neural MLP-R, percor-
resse um labirinto simples, executando uma trajetória livre de colisões [Figura
5.7(b)].
O controle MLP-R apresenta uma rede MLP com 4 neurônios na ca-
mada de entrada, para receber o padrão de entrada ξt (Eq. 5.1), 3 neurônios
na camada intermediária e 4 neurônios na camada de saída, para produzir
a ação corrente at . A função sigmoidal constitui a função de ativação de
cada neurônio e os pesos das sinapses são inicializados de forma aleatória
no intervalo de [−0.5,+0.5]. Como dito anteriormente, este tipo de rede
foi escolhida para implementar o controle neural devido ao sucesso de suas
aplicações por meio do aprendizado backpropagation. Porém, como neste
trabalho se buscou desenvolver um algoritmo de aprendizado em tempo de
operação, visando um aprendizado adaptativo, foi criado um processo de pu-
nição e recompensa baseado na modelo clássico da AR, representado pelo
módulo Políticas de aprendizado [Figura 5.7(a)], onde a rede MLP recebe










Figura 5.7: (a)Controle MLP-R: rede multi layer perceptrons com aprendi-
zado por reforço. (b) Primeira tarefa de navegação.
um reforço, r, o qual corresponde a punição ou recompensa, de acordo com
os efeitos da resposta da rede, at , na execução da tarefa de navegação do robô.
O Algoritmo 5.1 (linhas 1 - 12) descreve o controle neural MLP-R.
Primeiramente o processo de aprendizado on-line (linhas 13 - 33) foi mode-
lado da seguinte maneira, dada uma configuração de paredes, ξt , uma ação, at ,
considerada correta seria aquela que não levasse à colisão. Por exemplo, seja
a configuração de paredes ξt = (1,0,1,0), paredes a oeste e a leste, segundo
a regra acima, seriam corretas duas ações at = (0,1,0,0) e at = (0,0,0,1)
(mover-se tanto a norte como ao sul respectivamente). Quando a rede MLP
responde com uma ação incorreta, o processo de punição consiste em sortear
um peso para ser alterado com um valor aleatório, a fim de que a rede seja no-
vamente executada. O índice deste peso sorteado é armazenado em uma fila
do tipo FIFO (do acrônimo em inglês: first in, first out), que contém os índices
de todos os pesos já selecionados até momento, os quais não podem mais ser
sorteados numa próxima etapa, se existirem ainda outros pesos nunca seleci-
onados no ciclo de aprendizado corrente. O processo de punição é repetido
até que a rede forneça uma ação correta (Algoritmo 5.1, linha 4). Quando a
ação at for correta, o sinal de reforço será recompensa, o que corresponde a
manter os pesos da rede MLP inalterados, finalizando assim seu processo de
aprendizado no passo de controle corrente.
O arranjo neural MLP-R ao ser aplicado para o controle inteligente
do robô, resulta tanto um comportamento inadequado, tal como movimentos
“vai e vem”, quanto no não aprendizado on-line da rede MLP. Via de regra,
uma rede MLP constitui um aproximador de função, que realiza um mapea-
mento não linear de entrada-saída de natureza geral (HAYKIN, 2001), todavia
uma função não pode ser caracterizada pelo mapeamento de uma entrada a
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Algoritmo 5.1 Controle MLP-R
1: procedure CONTROLEMLP-R
2: while ( ; ; ) do
3: ξt ← Percepcao(S0, . . . ,S7,θ)
4: at ←MLP(ξt)
5: r ← POLITICASAPRENDIZADO(ξt,at ,MLP)
6: if r = punição then
7: Alterar peso da rede MLP.
8: goto 4
9: end if
10: Sistema motor(at )
11: end while
12: end procedure
13: procedure POLITICASAPRENDIZADO(ξt ,at ,MLP)
14: if at ∈ {(1,0,0,0), (0,1,0,0), (0,0,1,0), (0,0,0,1)} then
15: if ξt = (ξo,ξn,ξl ,ξs) = (0,0,0,0) then
16: r ← recompensa ⊲ preservar pesos MLP
17: end if
18: if ξt = (ξo,ξn,ξl ,ξs) = (1,0,1,0) then
19: if at = (1,0,0,0) or at = (0,0,1,0) then
20: r ← punição ⊲ colisão
21: else
22: r ← recompensa ⊲ preservar pesos MLP
23: end if
24: end if
25: if ξt = (ξo,ξn,ξl ,ξs) = (0,1,0,1) then
· · · ⊲ similar à política (18 - 24)
26: end if
27: if ξt = (ξo,ξn,ξl ,ξs) = (0,1,1,0) then
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duas saídas. Como resultado, para o contexto desta tarefa de navegação onde
uma única entrada (estado do ambiente) pode estar relacionado a duas saídas
(ações corretas), inviabiliza qualquer processo de aprendizado para uma rede
MLP, inclusive através do algoritmo backpropagation.
Uma maneira plausível de resolver este problema é incorporar a pro-
priedade de realimentação ao sistema de controle, característica esta presente
em todo sistema nervoso biológico. Porque deseja-se que o robô ande para
frente independente da direção inicial escolhida, ele precisa “lembrar” da
ação executada anteriormente, para assim percorrer todo o labirinto evitando
obstáculos. A realimentação da ação executada no passo de controle ante-
rior, tanto à entrada da rede MLP, quanto ao processo de aprendizado on-line,
modificando o controle neural para MLP-R-RR, rede MLP recorrente com
aprendizado por reforço recorrente [Figura 5.8(a)], possibilitou esta memória










Figura 5.8: (a) Arquitetura do controle MLP-R-RR. (b) Comportamento de
navegação resultante. (c) Execução contínua de punições durante aprendizado
on-line da rede MLP.
dificações da linha 4 por at ←MLP(ξt ,at−1) e da linha 5 por r← POLITICA-
SAPRENDIZADO*(ξt ,at ,at−1,MLP) no Algoritmo 5.1 são necessárias para
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a implementação do controle neural MLP-R-RR. Enquanto as modificações
no módulo Políticas de aprendizado recorrente são descritas no Algoritmo
5.2.
Algoritmo 5.2 Políticas de aprendizado com re-alimentação
1: procedure POLITICASAPRENDIZADO*(ξt,at ,at−1,MLP)
2: if at ∈ {(1,0,0,0), (0,1,0,0), (0,0,1,0), (0,0,0,1)} then
3: if ξt = (ξo,ξn,ξl ,ξs) = (0,0,0,0) then
4: if at 6= at−1 then
5: r ← punição
6: else
7: r ← recompensa ⊲ preservar pesos MLP
8: end if
9: end if
10: if ξt = (ξo,ξn,ξl ,ξs) = (1,0,1,0) then
11: if at = (1,0,0,0) or at = (0,0,1,0) then
12: r ← punição ⊲ colisão
13: else if ξtn = 0 and at−1n = 1 and atn 6= at−1n then
14: r ← punição ⊲ comportamento vai-e-vem
15: else if ξts = 0 and at−1s = 1 and ats 6= at−1s then
16: r ← punição ⊲ comportamento vai-e-vem
17: else
18: r ← recompensa ⊲ preservar pesos MLP
19: end if
20: end if
21: if ξt = (ξo,ξn,ξl ,ξs) = (0,1,0,1) then
· · · ⊲ similar à política (10 - 20)
22: end if
23: if ξt = (ξo,ξn,ξl ,ξs) = (0,1,1,0) then
24: if at = (0,1,0,0) or at = (0,0,1,0) then
25: r ← punição ⊲ colisão
26: else if at−1n = 1 or at−1l then
27: if (at−1n = 1 and ato 6= 1) or (at−1l = 1 and ats 6= 1) then
28: r ← punição ⊲ comportamento vai-e-vem
Uma desvantagem desta abordagem porém é que mesmo o robô exe-
cutando o comportamento correto, por meio das Políticas de aprendizado re-
corrente, o aprendizado on-line de uma única rede MLP não se realiza devido
à própria arquitetura da rede e devido à característica aleatória do processo de
treinamento em tempo de operação. Neste caso, a rede MLP continuamente
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receberá punições, caracterizando seu não aprendizado, como ilustrado no
gráfico da Figura 5.8(c).
Por outro lado, isto não ocorre, por exemplo, no caso em que são co-
letados, durante a execução do controle MLP-R-RR, os padrões de estados
do ambiente junto com as ações corretas executadas pelo controle neural e
apresentados para o treinamento off-line por backpropagation da mesma rede
MLP, utilizada no arranjo. Neste caso se constata a convergência do apren-
dizado da rede na Figura 5.9(a). Já o gráfico da Figura 5.9(b) mostra como
a ausência da realimentação da ação anterior à entrada da rede impede que a
mesma aprenda um mapeamento correto.
Algoritmo 5.2 Políticas de aprendizado com re-alimentação (cont.)
29: else
30: r ← recompensa ⊲ preservar pesos MLP
31: end if
32: else if at−1o = 1 and ato 6= 1 then
33: r ← punição ⊲ comportamento vai-e-vem
34: else if at−1s = 1 and ats 6= 1 then
35: r ← punição ⊲ comportamento vai-e-vem
36: else
37: r ← recompensa ⊲ preservar pesos MLP
38: end if
39: end if
40: if ξt = (ξo,ξn,ξl ,ξs) = (1,0,0,1) then
· · · ⊲ similar à política (23 - 39)
41: end if
· · · ⊲ Seção A.1
42: else




Portanto, a fim de resolver o problema do “esquecimento” do apren-
dizado em tempo de operação de uma rede MLP como controle neural, uma
solução foi incorporar ao arranjo uma rede do tipo ART, dado que estas ar-
quiteturas de RNAs formam sistemas neurais capazes de resolver o dilema
conhecido como plasticidade × estabilidade.
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(a)
(b)
Figura 5.9: Treinamento off-line da rede MLP por backpropagation. (a) Com
realimentação da ação anterior à entrada da rede. (b) Sem a realimentação.
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5.4 Segundo Ensaio: Redes ART e o Dilema da Plasticidade × Estabi-
lidade
O dilema da plasticidade × estabilidade compreende a seguinte ques-
tão: “Como um sistema de aprendizagem pode permanecer plástico, ou adap-
tativo, em resposta a eventos significantes, e ainda permanecer estável em
respostas a eventos irrelevantes? Como alcançar estabilidade sem rigidez
e plasticidade sem caos? Como preservar conhecimentos aprendidos ante-
riormente, enquanto continuam-se aprendendo coisas novas?"(CARPENTER;
GROSSBERG, 1988). Inúmeras topologias de redes neurais têm falhado ao ten-
tar transpor esse dilema, ao passo que aprender um novo padrão significa
esquecer o aprendizado anterior, como no caso do arranjo neural MLP-R-
RR proposto como controle de um robô móvel na seção anterior. Todavia, as
redes baseadas na teoria da ressonância adaptativa (Adaptive Resonance The-
ory) (GROSSBERG, 1976a; GROSSBERG, 1976b) dão suporte a esse problema
(FREEMAN; SKAPURA, 1992).
A teoria da ressonância adaptativa se refere à teoria sobre o processa-
mento de informação cognitiva humano que proporcionou o desenvolvimento
de uma série de modelos de redes neurais de tempo real, com ambos os apren-
dizados não supervisionado e supervisionado, aplicadas tanto em áreas de re-
conhecimento de padrão como de predição (CARPENTER; GROSSBERG, 2003).
Dentre os muitos tipos de redes ART existentes (CARPENTER; GROSSBERG; RO-
SEN, 1991a; CARPENTER; GROSSBERG; ROSEN, 1991b; CARPENTER; GROSSBER;
REYNOLDS, 1991), neste trabalho de tese optou-se por utilizar a rede ART1
(CARPENTER; GROSSBERG, 1988), por sua forma de tratar os dados de entrada
e saída como binários, visto que as implementações realizadas neste trabalho
seguem este mesmo padrão de tratamento dos dados.
5.4.1 O Aprendizado ART1
Como ilustrado na Figura 5.10, a rede ART1 incorporada ao sistema
de controle MLP-R-RR recebe como padrão de entrada a concatenação das
informações sobre o estado do ambiente, ξt e a ação executada no passo de
controle anterior, at−1. O aprendizado auto supervisionado da rede ART1
ocorre da seguinte maneira. Quando um padrão de entrada é apresentado, um
ciclo de comparação de padrões entre as camadas F1 e F2 se inicia, para deter-
minar se o padrão de entrada está entre os padrões previamente armazenados
na rede.
O aprendizado significativo ocorre quando este ciclo termina em um
estado ressonante, daí o termo “teoria da ressonância adaptativa”. Este estado









Figura 5.10: Rede ART1 incorporada ao controle MLP-R-RR.
ressonante implica que o sistema permitiu alterações em uma de suas classes
de padrões já aprendidas, devido ao padrão de entrada ser suficientemente
similar ao que ele já conhece, refinando desta maneira seu conhecimento. A
finalização do ciclo de comparação de padrões também pode ocorrer com
a seleção de um neurônio em F2 ainda não comprometido. Então os pesos
adaptativos bottom-up e top-down ligados a este nó aprendem o padrão de
ativação da camada F1, que é gerado diretamente pelo padrão de entrada,
criando assim uma nova classe. Caso a capacidade total de memória acabe
e nenhuma combinação adequada exista, o aprendizado é automaticamente
inibido. O parâmetro de vigilância, ρ, determina o grau de similaridade per-
mitido entre o padrão de entrada e a expectativa gerada por ele. Valores altos
para ρ força o sistema a buscar por novas classes em resposta a pequenas
diferenças entre os padrões. Desta forma, o sistema aprende uma classifica-
ção refinada dos padrões de entrada, com uma maior quantidade de classes.
Valores baixos para ρ habilitam o sistema a tolerar grandes desigualdades e
assim agrupar padrões de entrada de acordo com uma medida grosseira de
similaridade.
Portanto, o aprendizado de uma rede ART1 consistirá em refinar sua
codificação já aprendida, acomodando na mesma novas informações de forma
segura via combinações aproximadas, ou selecionar novos neurônios para a
inicialização do aprendizado de classes de reconhecimento novas, ou ainda
proteger a capacidade de memória já comprometida, evitando que a mesma
seja apagada por fluxos de novos padrões de entrada (CARPENTER; GROSS-
BERG, 1988). Devido a estas características de aprendizado, o próximo passo
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na evolução da construção de uma arquitetura de controle inteligente buscada
neste trabalho, foi incorporar uma rede do tipo ART1 para compor o arranjo
neural de controle descrito na seção seguinte.
5.4.2 Controle Neural ART1-R-MLPs-RR
Controle neural reativo ART1-R-MLPs-RR é assim definido por cor-
responder a uma rede ART1 recorrente comutadora de redes MLPs com apren-















Figura 5.11: (a) Arquitetura do controle ART1-R-MLPs-RR. (b) Compor-
tamento de navegação resultante. (c) Execução de punições durante aprendi-
zado on-line do conjunto de redes MLPs.
recorrente foi inserida para o reconhecimento das diferentes percepções do
robô, permitindo através de seu aprendizado auto-organizável a criação de
uma memória de acionamento de redes MLPs que devem ser especializadas
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a cada situação. Desta forma, elimina-se o constante re-aprendizado de uma
mesma rede MLP, para situações de entrada diferentes, como era realizado no
controle anteriormente apresentado.
Logo, a rede ART1 funciona como uma “chaveadora” de redes MLPs
e a razão da utilização deste tipo de rede ao invés de uma porção case ou
if-then-else’s se justifica principalmente por duas razões. A primeira delas se
refere às vantagens de seu aprendizado auto-organizável realizado em tempo
de operação, junto com a importante característica de resolver o dilema da
plasticidade e estabilidade, a partir de uma estrutura computacional mínima.
Em segundo, pode-se considerar uma outra vantagem, referente a propriedade
de generalização do aprendizado ART, o qual permite que o sistema de con-
trole em questão seja aprendido através de padrões de percepção, que podem
ser genéricos. Isto resulta em uma classificação ou categorização otimizada
de ações, sem a necessidade de um conhecimento a priori sobre todas as pa-
drões alternativos possíveis, que são provenientes da percepção do robô.
No novo arranjo neural proposto como controle, o padrão de entrada
da rede ART1 possui 8 neurônios, os quais representam a percepção formada
pelo estado do ambiente, ξt , mais a realimentação da ação de saída, atrasada
em uma unidade de tempo at−1. À medida que o robô percorre corredores
e reconhece diferentes percepções, a rede ART1 recorrente seleciona uma
rede MLP indexada por seu neurônio vencedor na camada F2. Caso este
índice seja fornecido pela primeira vez, uma nova rede MLP é alocada para
corresponder ao novo índice. Deste modo, o conjunto de redes MLPs cresce
à medida que novas classes (percepções) são detectadas ou pela característica
de auto-organização do aprendizado da rede ART1. A rede MLP selecionada
deve então responder a ação corrente at . Esta resposta apenas será enviada ao
módulo Sistema motor caso seja correta e esta decisão depende do algoritmo
de aprendizado on-line (Algoritmo 5.2) que é aplicada à MLP selecionada,
através do módulo Políticas de aprendizado.
Como no controle anteriormente proposto, MLP-R-RR, a realimenta-
ção influencia em parte, a seleção da classe da rede MLP que deve responder a
ação corrente at . A introdução da realimentação ao padrão de entrada da rede
ART1 insere uma memória de curto termo que permite o aprendizado adapta-
tivo de comportamentos cuja principal característica é fazer o robô andar para
frente, de forma a manter o sentido de sua direção [Figura 5.11(b)]. Como
a rede ART1 recorrente seleciona uma rede MLP específica a cada situação
sendo que a rede MLP já não necessita mais ser re-alimentada, o aprendizado
de todas as rede MLPs alocadas tendem a convergir no sentido da diminuição
ou ausência de reforço como punição. Caso esta realimentação da ação an-
terior fosse inexistente não seria possível uma estabilização do aprendizado
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das redes MLPs como no caso da Figura 5.11(c), dado que redes MLPs iguais
seriam acessadas em situações diferentes como no caso da Figura 5.12.
Figura 5.12: Comportamento de navegação resultante.
A implementação do controle ART1-R-MLPs-RR é apresentada no
Algoritmo 5.3. A cada ciclo de controle, os módulos Percepção e Sistema
motor fornecem as informações para a formação do padrão de entrada da rede
ART1 recorrente, atribuindo-se a j a classe indicada pelo neurônio vencedor
da camada F2 (linha 5). Esta classe j corresponde ao índice de uma rede
MLP existente ou não no conjunto de redes MLPs. A seguir, a rede MLP
invocada, MLPj, produz a saída at (linha 6) a ser verificada pelo processo
de treinamento online por reforço na linha 7, que corresponde ao Algoritmo
5.2. Se o sinal de reforço r retornado for punição (linhas 8 - 11), a rede
MLPj selecionada sofrerá a alteração de um de seus pesos, escolhido de forma
aleatória. O índice deste peso sorteado é armazenado em uma fila do tipo
FIFO (do acrônimo em inglês: first in, first out), que contém os índices de
todos os pesos já selecionados, os quais não podem mais ser sorteados numa
próxima etapa, se existirem ainda outros pesos nunca selecionados no ciclo
de aprendizado corrente. Em seguida, uma nova simulação da rede MLP é
realizada (linha 6). Por fim, dado que o sinal de reforço seja recompensa,
devido a todas as condições da política de aprendizado serem satisfeitas, os
pesos da rede MLPj são mantidos e a ação at é então enviada ao módulo
Sistema motor (linha 12) para ser executada pelo robô.
5.4.3 Considerações
A partir do arranjo neural ART1-R-MLPs-RR foram obtidos dois ob-
jetivos principais relacionados a um controle inteligente. O primeiro corres-
ponde à convergência do aprendizado de todas as redes que compõe o arranjo
neural, e segundo, um correto comportamento de navegação emergente (se-
guir paredes evitando obstáculos). A seguir são aumentadas as complexidades
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Algoritmo 5.3 Controle ART1-R-MLPs-RR
1: procedure CONTROLEART1-R-MLPS-RR
2: while ( ; ; ) do
3: ξt ← Percepcao(S0, . . . ,S7,θ)
4: at−1 ← Sistema motor
5: j ← ART 1(ξt + at−1)
6: at ←MLPj
7: r ← POLITICASAPRENDIZADO*(ξt,at ,at−1,MLPj) ⊲ Alg. 5.2
8: if r = punição then
9: Alterar peso da rede MLPj.
10: goto 6
11: end if
12: Sistema motor(at )
13: end while
14: end procedure
de ambos o labirinto e tarefa de navegação como um desafio para o controle
neural apresentado nesta seção.
5.5 Terceiro Ensaio: Bifurcações e Becos sem Saída como Marcos
Esta seção apresenta uma estratégia para incorporar ao sistema ART1-
R-MLPs-RR o aprendizado de um comportamento mais complexo, junta-
mente com o aumento da complexidade do labirinto através da inclusão de
bifurcações e becos sem saída. No desenvolvimento desta estratégia alguns
assuntos foram considerados. Primeiro, com a modificação do labirinto, o
comportamento desejado é de que o robô, além de seguir paredes evitando
obstáculos, aprenda uma trajetória livre de becos sem saída. A segunda ques-
tão seria investigar se através do aprendizado deste arranjo neural pudesse
emergir a construção de um mapa cognitivo que resultasse em um sistema de
navegação topológico, por exemplo.
Como o conceito de marco é um elemento fundamental na construção
de sistemas de navegação mais complexos, a estratégia utilizada neste traba-
lho inicialmente foi relacionar bifurcações e becos sem saída como estados
do ambiente que indicam marcos. E uma vez que um marco é alcançado,
o sistema necessita de um processo de tomada de decisão dado a existência
de mais de uma opção de ação correta, nas bifurcações. Deste modo seriam
necessárias algumas modificações na arquitetura ART1-R-MLPs-RR para
o tratamento de bifurcações e becos sem saída no labirinto como marcos e
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assim incorporar, ao aprendizado do mapeamento de percepções-ações, um
sistema de tomada de decisão implícito. Uma nova arquitetura proposta foi
definida como ART1-R-MLPs-RR-Marcos por apresentar o mesmo arranjo
neural da abordagem anterior ART1-R-MLPs-RR (Seção 5.4.2). As modi-
ficações necessárias à arquitetura para incorporar o conceito de marcos ao
controle inteligente englobaram o módulo Percepção, o padrão de entrada da
rede ART1 recorrente e o módulo de Políticas de aprendizado que serão
vistos na sequência.
5.5.1 Acréscimos ao Módulo Percepção
Como visto no início da Seção 5.2.1, o módulo Percepção, através
dos dados dos sensores de proximidade e ângulo de orientação, fornece a
informação do estado do ambiente ξt , que corresponde à configuração de
paredes no instante t. Com a inclusão de bifurcações no labirinto, o módulo
Percepção deve reconhecer um padrão de posicionamento que centralize o
robô a cada ocorrência de bifurcação em T, caracterizada pela junção de três
corredores (p. ex. Figura 5.13). Este posicionamento, localizado ao centro
de cada junção (círculos pretos) garante ao robô a possibilidade de mudar sua
direção, sem colidir com paredes.
N
(a) (b) (c)
Figura 5.13: Exemplos de detecção de bifurcações.
Para detectar estes “pontos” de posicionamento seguro, o módulo Per-
cepção primeiramente necessita diferenciar estados do ambiente entre três
tipos de padrões: corredor, bifurcação e beco-sem-saída. A Tabela 5.1 re-
laciona cada tipo de padrão a seus respectivos valores possíveis como es-
tado do ambiente, ξt . Como pode ser visto na tabela, todos os valores que
podem representar um padrão bifurcação também estão incluídos na repre-
sentação de um padrão corredor. A maneira como o módulo Percepção di-
ferencia um padrão bifurcação é descrito a seguir. Em linhas gerais, após
o robô sair de um estado do ambiente do tipo corredor com paredes para-
lelas, ξt = {(0,1,0,1),(1,0,1,0)}, podem acontecer dois casos. Primeiro,
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Padrão ξt = Indicadores




bifurca- {(0,0,0,1),(0,0,1,0),(0,1,0,0), bifurc = V
ção T (1,0,0,0)}
beco sem {(0,1,1,1),(1,0,1,1),(1,1,0,1), beco = V
saída (1,1,1,0)}
Tabela 5.1: Padrões de estado do ambiente diferenciados pelo módulo Per-
cepção.
os próximos estados podem ser aqueles onde nenhuma parede é detectada,
ξt = {(0,0,0,0)}, seguidos por um estado onde é detectada uma parede à
frente do robô, como na Figura 5.13 (a), logo este estado é definido como
uma bifurcação. Ao invés disto, no segundo caso, se o próximo estado for
um daqueles onde é percebida parede apenas em uma das laterais do robô,
Figuras 5.13 (b) e (c), estabelece-se uma contagem de “n” próximos estados
cujo enésimo estado será uma bifurcação, caso não seja detectada parede à
frente do robô.
Portanto, durante a execução do robô as bifurcações em T e os becos
sem saídas são detectados a fim de serem associados a marcos e tratados pelo
controle neural ART1-R-MLPs-RR-Marcos. Por esta razão, o módulo Per-
cepção gerencia os indicadores bifurc e beco inicializando-os como falsos
F , quando ocorre um estado do ambiente de padrão corredor. Caso contrário,
assim que é detectada uma bifurcação ou um beco sem saída, os respectivos
indicadores são inicializados com o valor verdadeiro V . Estes indicadores são
fornecidos juntamente com o estado do ambiente ξt para o controle neural que
será descrito a seguir.
5.5.2 Controle Neural ART1-R-MLPs-RR-Marcos
O controle executado pelo arranjo neural ART1-R-MLPs-RR ao ser
aplicado em um labirinto como o da Figura 5.14(c), torna-se ineficiente para
o aprendizado do comportamento esperado, que corresponde ao robô exe-
cutar uma trajetória livre de obstáculos e becos sem saída. Isto ocorre por-
que em bifurcações não é suficiente para o robô apenas manter a direção de
seu movimento anterior ou, aprender a tomar outra direção correta qualquer.



























































































































Figura 5.14: (a) Arquitetura do controle neural ART1-R-MLPs-RR-Marcos.
(b) Atuação do módulo Políticas de aprendizado. (c) Comportamento de
navegação resultante.
A complexidade reside no fato de que em uma bifurcação, o robô necessita
aprender a tomar decisões mediante duas ou mais opções corretas possíveis.A
Figura 5.14(a) ilustra o controle neural ART1-R-MLPs-RR-Marcos que em
essência constitui o mesmo arranjo proposto anteriormente, ART1-R-MLPs-
RR, porém com modificações necessárias para tratar bifurcações e becos sem
saídas como marcos. Estes marcos caracterizam lugares no labirinto onde o
controle neural deve reagir de maneira diferente de como reage na execução
de corredores. Como resultado, a abordagem proposta nesta seção permite
obter tanto o aprendizado da trajetória desejada, quanto o aprendizado de to-
das as redes presentes no arranjo neural. A Figura 5.14(c) ilustra um exemplo
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de trajetória obtida onde as diferentes cores do robô indicam redes MLPs dis-
tintas, alocadas pela rede ART1 recorrente e treinadas em tempo de operação.
Algoritmo 5.4 Controle ART1-R-MLPs-RR-Marcos
1: procedure CONTROLEART1-R-MLPS-RR-MARCOS
2: while ( ; ; ) do
3: ξt ,birfurc,beco ← Percepcao(S0, . . . ,S7,θ)
4: at−1 ← Sistema motor





10: j ← ART 1(ξt + at−1 + bits_bifurc)
11: at ←MLPj
12: r ← P_A_MARCOS(ξt ,birfurc,beco,at ,at−1, j,MLP) ⊲ Alg. 5.5
13: if r = punição then
14: Alterar peso da rede MLPj.
15: goto 11
16: end if
17: Sistema motor(at )
18: end while
19: end procedure
O Algoritmo 5.4 descreve o controle neural proposto. A primeira mo-
dificação se refere ao aumento de mais três bits, denominados “bits_bifurc”,
ao padrão de entrada da rede ART1 recorrente, para indicar a ocorrência de
uma bifurcação de acordo com a sinalização fornecida pelo módulo Percep-
ção. Caso o indicador de bifurcação seja verdadeiro, estes bits recebem a
sequência “(1,1,1)”, caso contrário recebem “(0,0,0)”. Este acréscimo de
bits ao padrão da rede ART provê uma diferenciação eficiente dos estados
do ambiente tais como ξt = {(0,0,0,1),(0,0,1,0),(0,1,0,0),(1,0,0,0)} que
podem ser classificados tanto como corredores ou bifurcações. Como em uma
bifurcação o robô deve apresentar um comportamento de tomada de decisão,
a rede ART1 deve selecionar uma rede MLP específica para este aprendizado.
Já o módulo de Políticas de aprendizado implementa um processo de
tomada de decisão como treinamento on-line das redes MLPs na ocorrência
de marcos (bifurcação e beco sem saída), como indicado na Figura 5.14(b).
Durante a execução de corredores, o módulo Políticas de aprendizado moni-
tora as respostas das redes MLPs “localmente” como na abordagem anterior,
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Algoritmo 5.5 Políticas de aprendizado com tratamento de marcos
1: procedure P_A_MARCOS(ξt ,birfurc,beco,at ,at−1, j,MLP)
2: if at ∈ {(1,0,0,0), (0,1,0,0), (0,0,1,0), (0,0,0,1)} then
3: if ξt = (ξo,ξn,ξl ,ξs) = (1,0,0,0) then
4: if at = (1,0,0,0) then
5: r ← punição
6: else if ¬bifurc and at−1o = 0 and at−1 6= at then
7: r ← punição
8: else if ¬bifurc and at−1o = 1 and atl = 1 then
9: r ← punição
10: else if bifurc then
11: if at−1o = 1 and atl = 1 then
12: r ← punição
13: else if at−1n = 1 and ats = 1 then
14: r ← punição
15: else if at−1s = 1 and atn = 1 then
16: r ← punição
17: else
18: r ← recompensa
19: Ψindice ← j ⊲ Empilhamento
20: Ψacao ← at
21: Ψacao−alternativa ← aalternativa
22: end if
23: else r ← recompensa
24: end if
25: end if
· · · ⊲ Seção A.2
26: if beco then ⊲ Punição de longo prazo
27: aaux ←MLPΨindice
28: while aaux 6= Ψacao−alternativa do
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através de regras de aprendizado e aplicação do reforço r. De outro modo,
quando o robô se encontra em uma bifurcação, o índice da rede MLP seleci-
onada é empilhado em Ψ, juntamente com a ação corrente a ser executada,
dada como resposta por esta rede, at , além da outra ação correta alternativa.
Isto é realizado visto que o robô, ao alcançar um beco sem saída, necessita
que sua rede MLP de índice em Ψ leve punição até aprender a outra ação
alternativa correta, a fim de evitar novamente seguir na direção do beco sem
saída corrente, em uma próxima ocasião.
Uma descrição do módulo Políticas de aprendizado com tratamento
de marcos é dada no Algoritmo 5.5. O processo definido como punição de
longo prazo (linhas 26 a 32) é aquele que atuará apenas na ocorrência de be-
cos sem saída, punindo a rede MLP que em uma bifurcação anterior tomou
uma ação responsável por dirigir o robô até lá. A princípio, em uma bifur-
cação, uma rede MLP recebe reforço recompensa localmente por responder
quaisquer das duas ações corretas (linha 18). Porém é possível que uma delas
possa levar à direção de um beco sem saída. Desta forma Ψ armazena estas
duas opções corretas e qual foi a ação escolhida pela rede MLP na bifurcação
(linhas 19 a 21), para que o processo de punição de longo prazo possa fazer
com que esta rede MLP responda a outra ação alternativa, evitando assim que
o robô venha novamente alcançar o beco sem saída corrente.
5.5.3 Considerações
O sistema de controle neural ART1-R-MLPs-RR-Marcos mostrou-
se eficiente no aprendizado de trajetórias livres de obstáculos e becos sem
saída, porém os labirintos utilizados devem apresentar um determinado pa-
drão conforme descrito na sequência. Os perímetros dos labirintos devem ser
formados por sucessivas bifurcações em T onde cada bifurcação deve estar
associada a um beco sem saída. Além disto, a disposição espacial de cada
associação “bifurcação-beco” deve ser mantida. Por exemplo, os labirintos
(a) e (b) da Figura 5.15 satisfazem esta condição onde cada associação es-
pacial “bifurcação-beco” ocorre duas vezes em ambos os labirintos. Cada
símbolo marcando bifurcações corresponde a uma bifurcação que se distin-
gue por sua configuração de paredes. Já o labirinto (c) satisfaz a condição
do perímetro ser formado por bifurcações contendo becos sem saída, porém
a disposição espacial destas associações são contraditórias tornando inviável
o aprendizado por reforço das redes MLPs.
A contradição por exemplo está relacionada à bifurcação “×” que no
canto superior esquerdo do labirinto (c) está associada a um beco sem saída
na direção oeste, enquanto que no canto direito acima a mesma bifurcação



































































































































Figura 5.15: Bifurcações e becos sem saída e o controle neural ART1-R-
MLPs-RR-Marcos. Cada símbolo (×, ∗, ⋄, ⋆) nos labirintos correspondem
a uma bifurcação distinta. (a) e (b) Exemplos de labirintos onde o sistema
funciona. (c) Um exemplo de caso onde o sistema falha.
ocorre, porém com um beco sem saída localizado a leste. Isto caracteriza
o problema do erro de percepção onde duas bifurcações em lugares diferen-
tes parecem ser idênticas para o controle neural, segundo a discriminação
realizada pela rede ART1. Ou seja, o problema ocorre quando o robô em
momentos distintos alcança as bifurcações “×” através da direção norte, por
exemplo. Pois o rede MLP selecionada pela rede ART1 recorrente nestas
bifurcações será a mesma e as ações corretas para evitar beco sem saída se-
rão contrárias, considerando-se as direções distintas dos becos sem saída em
questão. Por esta razão o sistema ART1-R-MLPs-RR-Marcos neste caso fa-
lha tanto no aspecto de não conseguir realizar o aprendizado online das redes
MLPs, quanto por não obter a trajetória desejada. E assim não foi possível
fazer da abordagem ART1-R-MLPs-RR-Marcos um sistema neural de con-
trole flexível e adaptativo, apenas através da detecção e tratamento de marcos
incorporado a seu processo de aprendizado de mapeamentos percepção-ação.
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5.6 Conclusão
Este capítulo apresentou o desenvolvimento de uma série de arquitetu-
ras reativas, onde foram utilizados dois tipos de RNAs (MLPs e ART1) com
algoritmos de aprendizado em tempo de operação. Diferentes acoplamentos
destas redes foram dispostos como componentes principais dos sistemas de
navegação propostos. O principal objetivo foi investigar quais tipos de com-
portamento de navegação poderiam ser implementados, e se de fato ocorre
um aprendizado efetivo de todas as redes incorporadas ao sistema neural de
controle. Investigou-se também o funcionamento destas arquiteturas por meio
do aumento da complexidade do labirinto, através da inclusão de bifurcações
cujo um dos caminhos alternativos leva a um beco sem saída.
A primeira estratégia de controle inteligente foi implementada através
de uma única rede MLP com treinamento online por reforço, que não apre-
sentou um aprendizado satisfatório por não resolver o dilema da plasticidade
e estabilidade. A segunda estratégia foi incorporar ao sistema neural uma rede
ART1 que, através de seu aprendizado auto-organizável, permitiu a um robô
móvel autônomo navegar por um labirinto simples evitando obstáculos, ao
mesmo tempo memorizando o caminho percorrido através de um aprendizado
eficiente de mapeamentos de percepção-ação. Assim foi obtido a arquitetura
reativa ART1-R-MLPs-RR, classificada como uma estratégia de navegação
biologicamente inspirada do tipo Resposta ao Disparo de Reconhecimento,
pertencente ao grupo de comportamentos espaciais descobrimento de cami-
nho sem planejamento (Seção 3.3.5).
Com o aumento da complexidade do labirinto, uma terceira estratégia
foi construir um sistema neural que utilizasse de forma eficiente o conceito de
marcos para obter o aprendizado de um comportamento de navegação mais
complexo, tal como o aprendizado de desviar de becos sem saída a cada bifur-
cação encontrada. E assim foi desenvolvida a abordagem ART1-R-MLPs-
RR-Marcos. Entretanto, a desvantagem apresentada por esta arquitetura foi
seu funcionamento apenas em labirintos com um determinado padrão espa-
cial, tornando-se assim pouco flexível e não adaptativa.
Desta maneira, como o acréscimo de bifurcações no labirinto induz
a necessidade de comportamentos mais complexos, tais como planejamento
de caminho, a próxima estratégia foi construir uma camada deliberativa, bus-
cando inspiração biológica através da teoria dos mapas cognitivos, cujo de-
senvolvimento é descrito no próximo capítulo. Esta camada deliberativa a ser
incorporada ao controle inteligente, cuja base reativa é implementada pelo ar-
ranjo neural ART1-R-MLPs-RR, formam a arquitetura final proposta neste
trabalho de tese, denominada NeuroCog.
CAPÍTULO 6
Arquitetura Neural Cognitiva: NeuroCog
6.1 Introdução
O Capítulo 5 apresentou uma investigação sobre quais tipos de com-
portamentos podem ser obtidos através do desenvolvimento e evolução de su-
cessivos arranjos de redes neurais com aprendizado adaptativo e em tempo de
operação, para navegação em labirintos. Esta investigação deu origem a uma
arquitetura neural reativa denominada ART1-R-MLPs-RR, que constitui de
uma rede ART1 recorrente comutadora de redes MLPs cujo aprendizado por
reforço também é recorrente. Esta arquitetura reativa provê a um robô móvel
autônomo os comportamentos de percorrer corredores e evitar obstáculos em
labirintos simples, sem bifurcações.
Este capítulo descreve o desenvolvimento de uma arquitetura híbrida
como proposta de controle inteligente de um robô móvel para navegação em
labirintos dinâmicos. A arquitetura se baseia no estilo híbrido de construção
de arquiteturas de controle, dado que este paradigma tem suas raízes na eto-
logia e provê um arcabouço teórico para a exploração de ciências cognitivas
(MURPHY, 2000).
A abordagem proposta é denominada NeuroCog devido à sua camada
reativa ser implementada através do arranjo de rede neurais ART1-R-MLPs-
RR, e à sua camada deliberativa ser formada por um processo de mapeamento
cognitivo adaptativo. A maneira como são integradas ambas as camadas re-
ativa e deliberativa configura uma das contribuições deste trabalho de tese.
Esta integração é realizada através do sistema de percepção do robô o qual
também representa um nível intermediário na arquitetura proposta.
Modelos de navegação híbridos deliberativo e reativo, propostos como
mapeamentos cognitivos e ou que utilizaram técnicas neurais para navegação
106 6. Arquitetura Neural Cognitiva: NeuroCog
em labirintos, foram estudados para obtenção de idéias na criação e integra-
ção da camada deliberativa da arquitetura NeuroCog. Ambientes do tipo
labirinto, tão populares no contexto da navegação de robôs, são boas platafor-
mas de teste para o desenvolvimento de soluções estratégicas. Haja vista este
tipo de ambiente constituir o ponto de partida na construção de sistemas mais
complexos, tais como (VOICU; SCHMAJUK, 2001; VOICU, 2003; JAN; CHANG;
PARBERRY, 2003; LUMELSKY, 1991). O problema da navegação de um robô
em labirinto também pode ser facilmente estendido para outros cenários, tais
como planejar movimentos diante de obstáculos, procurar por vítimas em es-
combros, vistoriar tubulações de esgoto, entre outras.
Entretanto, o objetivo deste trabalho de tese não esteve voltado a ques-
tões de plausibilidade biológica, embora o princípio de funcionamento da
arquitetura NeuroCog seja inspirado biologicamente, tanto em nível delibe-
rativo, através do mapeamento cognitivo, como em nível reativo, através do
controle por meio do arranjo neural proposto. O mapeamento cognitivo no
sistema NeuroCog é uma metáfora do comportamento de um rato que deixa
marcas de odor (BURES et al., 1998) em localidades onde encontra pistas sali-
entes no labirinto, para em seguida relacioná-las e armazená-las, como forma
de representação do ambiente explícita, em seu mapa cognitivo biológico.
Outra questão importante a ser considerada foi a maneira de como in-
tegrar de maneira funcional e eficiente ambos controles reativo e deliberativo,
a fim de produzir um sistema de navegação computacional híbrido, facilmente
aplicável a um robô real com limitados recursos sensórios e computacionais,
e ao mesmo tempo direcionado à resolução de uma tarefa de navegação com-
plexa.
6.2 Aspectos Gerais
Como ilustrada na Figura 6.1(a), a arquitetura NeuroCog é baseada
em comportamentos e segue o estilo híbrido de construção de arquiteturas
de controle inteligente, segundo o modelo de subsunção. A abordagem pro-
posta apresenta três camadas onde a camada deliberativa, implementada pelo
sistema de Mapeamento cognitivo, é responsável pelos comportamentos de
exploração e planejamento de caminho. A camada reativa provê os comporta-
mentos reativos através do arranjo neural ART1-R-MLPs-RR (Seção 5.4.2).
E finalmente a camada mais baixa é composta pelos módulos Percepção e
Sistema motor. As camadas deliberativa e reativa são competitivas, o mó-
dulo Percepção realiza a interface entre deliberação e reação e decide sobre
qual das camadas acima irá determinar a ação a ser executada. Através da
subsunção S, a ação de saída da camada deliberativa tem prioridade sobre a




















Figura 6.1: (a) A arquitetura NeuroCog e (b) o robô simulado.
saída da camada reativa, a ser enviada ao módulo Sistema motor, que ao fi-
nal do ciclo de controle, computa as velocidades das rodas esquerda e direita
(velesq,veldir), que são fornecidas aos atuadores, para fazer com que o robô
ande em linha reta, em uma das direções oeste, norte, leste ou sul.
Assim como visto na Seção 5.2, o robô simulado, Figura 6.1(b), não
possui informação a priori e conta apenas com seus sensores de proximidade
(S0, . . . ,S7), ângulo de orientação (θ) e posição (x,y).
A arquitetura NeuroCog habilita a navegação autônoma de um robô
móvel em ambientes do tipo labirinto, cujas bifurcações apresentam formato
em T. Os labirintos podem ser modificados durante a execução da tarefa de
navegação executada pelo robô. Por exemplo, seja o labirinto da Figura 6.2,
à medida que o robô alcança becos sem saída e bifurcações (círculos azuis),
o módulo Percepção estabelece o conceito de marcos e invoca o sistema de
Mapeamento cognitivo, na camada deliberativa. O reconhecimento de bifur-
cações no labirinto é realizado assim como descrito na Seção 5.5.1. Ao passo
que, durante a execução dos corredores (círculos de cor rosa) o robô está sob
o controle neural reativo ART1-R-MLPs-RR.
Um das principais funções do sistema de Mapeamento Cognitivo é
construir uma representação de conhecimento explícita do ambiente, através
de informação sensória. Esta representação corresponde a um mapa topoló-
gico, como por exemplo, representado pelo grafo da Figura 6.2(b), após uma
















































Figura 6.2: Arquitetura NeuroCog: exemplo de ambiente e representação de
conhecimento. (a) Um exemplo de labirinto do tipo T e a atuação das cama-
das deliberativa e reativa ativadas pelo módulo Percepção durante execução
do robô. (b) O grafo representando o mapa cognitivo do labirinto (b) apren-
dido após uma exploração completa. Os nós indicam os becos sem saída ou
bifurcações visitados e as arestas as respectivas ações: o (oeste), n (norte), l
(leste) e s (sul), para sair de um nó e alcançar o nó vizinho.
exploração completa do labirinto em (a). Os nós no grafo representam os
marcos encontrados durante a exploração, e as arestas armazenam dois tipos
de informação:
1. a ação correspondente para sair de um nó e alcançar o nó vizinho, que
pode ser o (oeste), n (norte), l (leste) ou s (sul) e
2. uma medida de distância obtida pela contagem de ciclos de controle
executados entre um nó e seu nó vizinho, para o planejamento de ca-
minho.
6.2.1 Labirintos Dinâmicos
O processo de aprendizado adaptativo de mapa topológico realizado
pelo sistema de Mapeamento Cognitivo trata com a possibilidade de ocor-
rerem modificações no labirinto, ao mesmo tempo que equilibra o dilema
exploration versus exploitation, durante a realização da tarefa de navegação.
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Este dilema é analisado sob dois aspectos a serem vistos a seguir. As mo-
dificações incluem bloqueios de caminhos conhecidos e anteriormente livres
e novas aberturas anteriormente bloqueadas ou inexistentes. Estes tipos de
modificações no labirinto durante a operação do robô visam demonstrar a fle-
xibilidade e a adaptabilidade da abordagem NeuroCog, mediante a dinâmica













Figura 6.3: Modificações no ambiente e a atuação das camadas de controle da
arquitetura NeuroCog. (a) O labirinto em uma fase inicial: diversos caminhos
disponíveis entre o lugar origem S e o objetivo T. (b) Primeira modificação,
apenas um caminho disponível entre S e T. (c) Segunda modificação, o único
caminho entre S e T é bloqueado e os caminhos anteriores desbloqueados.
Por exemplo, a Fig. 6.3 ilustra sucessivas modificações que podem
ocorrer no labirinto (a), enquanto o robô deve sair de S, alcançar T e retornar a
S. Em (a) pode-se visualizar a representação topológica do labirinto aprendida
após uma exploração completa, onde os círculos azuis representam os nós
do mapa topológico. Após a primeira modificação ocorrida em (b), o mapa
topológico incorpora novos nós, à medida que o robô busca caminhos entre
S e T, e os encontra bloqueados. Em (c), uma nova modificação bloqueia
o único caminho livre entre S e T, e desbloqueia os caminhos anteriormente
interceptados. Com isto, as ligações entre nós primeiramente identificados
no mapa topológico em (a) são refeitas e os nós incorporados em (b) são
ignorados devido à mudança nas configurações de parede do labirinto.
As mudanças no ambiente fazem com que o robô modifique as dire-
ções das sub-trajetórias que compõem o caminho até o objetivo. Sob o as-
pecto da camada reativa, isto implica em alterações na seqüência de padrões
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de percepção apresentados ao arranjo neural ART1-R-MLPs-RR, o que re-
quer uma readaptação do aprendizado do mapeamento percepção-ação. As
seções a seguir apresentam as etapas de construção e funcionamento de cada
módulo que compõe a arquitetura híbrida NeuroCog.
6.3 Percepção Híbrida
O módulo Percepção na arquitetura NeuroCog utiliza o conceito de
“marco” o qual é um elemento fundamental na construção de mapas cog-
nitivos e navegação topológica (Seções 3.3.5 e 3.3.6). Por esta razão, este
módulo reconhece e identifica marcos como becos-sem-saída e bifurcações
em T, para que a camada deliberativa possa construir e manter o mapa cog-
nitivo do ambiente, bem como decidir sobre a ação a ser tomada de maneira
eficiente. A estratégia de relacionar estes tipos de padrões de estado do am-
biente a marcos identificáveis foi inspirada no comportamento de ratos, que
segundo os estudos de Bures et al. (1998), deixam marcas de odor em locali-
dades onde encontram pistas salientes no labirinto, para então relacioná-las e




















ξt , pcur, pold
Figura 6.4: O módulo Percepção na arquitetura híbrida NeuroCog.
O módulo Percepção híbrida, como ilustrado na Figura 6.4, funciona
assim como descrito na Seção 5.2.1. A cada ciclo de controle, o processo De-
tecção de paredes recebe como entrada dois tipos de informação: a primeira
alotética, fornecida pelos sensores de proximidade (S0, . . . ,S7) e a segunda,
idiotética, referente ao ângulo de orientação, θ, para detectar a presença de
paredes nas direções oeste, norte, leste e sul, definindo assim o estado do am-
biente ξt = (ξo,ξn,ξl ,ξs) corrente. Também como discutido na Seção 5.2.1,
estas direções poderiam se referir da mesma forma às direções relativas à pose
inicial do robô: esquerda, frente, direita e volta.
Já o processo Identificação marcos classifica o padrão ξt em “cor-
redor”, “bifurcação” ou “beco sem saída” como ilustrado na Tabela 6.1 e
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descrito na Seção 5.5.1. Na ocorrência destes dois últimos tipos de padrão,








ção T (0,1,0,0),(1,0,0,0)} Cognitivo
beco sem {(0,1,1,1),(1,0,1,1)
saída ,(1,1,0,1),(1,1,1,0)}
Tabela 6.1: Padrões de estado do ambiente diferenciados pelo módulo Per-
cepção.
a informação idiotética (x,y), referente à posição do robô, é utilizada para
a identificação de marcos que equivalem a locais específicos no labirinto.
A cada marco alcançado, estabelece-se a informação referente a pcur, que
corresponde ao lugar corrente onde o robô se encontra, ao passo que pold
equivale ao lugar anteriormente visitado, com relação a pcur. Ambas identifi-
cações são enviadas à camada deliberativa, juntamente com a informação do
estado do ambiente (configuração de paredes).
Portanto, a partir da classificação de estados do ambiente, estabelece-
se uma forma de integrar deliberação e reação (Tabela 6.1). Ou seja, quando
o tipo de ξt é reconhecido como corredor, a camada reativa ART1-R-MLPs-
RR é invocada pelo módulo Percepção híbrida para assumir o controle do
robô. Ao contrário, quando o tipo de ξt é reconhecido como beco sem saída
ou bifurcação, estabelece-se o conceito de marcos identificáveis, onde o mó-
dulo de Mapeamento cognitivo deve ser invocado para o controle do robô.
A seguir, o módulo Sistema motor híbrido é descrito com mais detalhes.
6.4 Sistema Motor Híbrido
A Figura 6.5 ilustra o módulo Sistema motor híbrido que atua a cada
ciclo de controle, onde recebe como entrada, a ação corrente a ser executada,
at = (ao,an,al ,as). Esta ação pode ser determinada ou pela camada reativa
através do arranjo neural ART1-R-MLPs-RR, ou pela camada deliberativa
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através do módulo de Mapeamento cognitivo, de acordo com o reconheci-
mento do estado do ambiente, ξt , realizado pelo módulo Percepção. Através
da subsunção S, a camada deliberativa tem prioridade quanto à decisão da
ação corrente at , quando ξt é reconhecido como um padrão bifurcação ou
beco sem saída. Ao passo que a camada reativa decide sobre a ação corrente


















Figura 6.5: Arquitetura NeuroCog: o módulo Sistema Motor.
Além disto, o módulo Sistema motor também é responsável por for-
necer, através do processo Contador ciclos, a ação executada no ciclo de
controle atrasado em uma unidade de tempo, at−1, para ambos os módulos
Mapeamento Cognitivo e ART1-R-MLPs-RR. No módulo reativo ART1-
R-MLPs-RR, a ação executada anteriormente, at−1, é utilizada tanto na for-
mação do padrão de entrada da rede ART1, quanto na busca aplicada à base
de regras, para o treinamento online das redes MLPs (Seções 5.4.2 e 5.3.3).
O processo Contador ciclos ainda fornece para o módulo Mapeamento cog-
nitivo, além de at−1, uma medida de distância, d, que equivale ao número de
ciclos executados entre dois lugares respectivamente visitados. Esta distância
é utilizada tanto na construção e manutenção do mapa cognitivo, quanto no
planejamento de caminho, que serão vistos adiante.
O processo de Controle direção mediante a ação corrente at a ser
executada, calcula a partir do ângulo de orientação do robô, θ, se é mais
efetivo girar no sentido horário ou anti-horário, para posicionar a frente do
robô na direção da ação at . Em seguida, as velocidades esquerda e direita,
velesq e veldir respectivamente, são fornecidas aos atuadores, para que o robô
se mova, em linha reta, na direção de at .
6. Arquitetura Neural Cognitiva: NeuroCog 113
6.5 Controle Deliberativo NeuroCog
Como visto na Seção 6.3, o robô não usa visão e conta apenas com
a informação de seus sensores de proximidade, ângulo de orientação e posi-
ção. A partir destes dados, o módulo Percepção detecta tipos de padrões de
estado do ambiente desviando o controle, ora para a camada reativa (quando
o tipo identificado é corredor), ora para a camada deliberativa (quando o tipo
identificado é beco sem saída ou bifurcação). Como o conceito de marco é
um elemento fundamental na construção de mapas cognitivos e navegação
topológica, o módulo Percepção utiliza a identificação de padrões de estado
do ambiente do tipo becos-sem-saída e bifurcações em T, como marcos iden-






















Figura 6.6: Arquitetura NeuroCog: camada deliberativa
A Figura 6.6 mostra a interface do módulo de Mapeamento cognitivo
na camada deliberativa, com os módulos Percepção e Sistema motor. A cada
detecção de marco, o módulo Percepção executa as seguintes ações:
i) relaciona a posição (x,y) do robô a uma identificação que corresponde
ao lugar corrente, pcur;
ii) captura o estado do ambiente em pcur, ξt = (ξo,ξn,ξl ,ξs) (Equação 5.1)
e
iii) obtém pold , que equivale ao lugar anteriormente visitado, com relação
a pcur.
O valor inicial de pcur é 0, sendo incrementado de um a cada novo lugar
detectado. Assim, pcur, pold ∈ Z, (0 ≤ pcur, pold ≤ L − 1), onde L equivale
ao total de lugares encontrados. Com estas informações, o módulo Percepção
então desvia o controle para o módulo Mapeamento cognitivo.
O controle deliberativo ainda recebe do módulo Sistema motor as in-
formações referentes à ação executada no passo de controle anterior, at−1 e
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a distância, d, percorrida entre ambos os lugares pold e pcur. Esta medida
de distância equivale à quantia de ciclos de controle executados pelo sistema
NeuroCog entre os respectivos lugares. A partir das informações obtidas, o
módulo Mapeamento cognitivo constrói e mantém o mapa cognitivo através
do subsistema de Manutenção de mapa, e em seguida decide sobre a pró-
xima ação, at , a ser executada, através do subsistema de Tomada de decisão.
Ambos os subsistemas são apresentados com mais detalhes nas subseções
seguintes.
6.5.1 Manutenção de Mapa
O subsistema Manutenção mapa é responsável por gerenciar a cons-
trução e manutenção do mapa cognitivo, que corresponde a um mapa topoló-
gico obtido através de informações do tipo alotética e idiotética. Como pode
ser visto na Figura 6.7, o mapa cognitivo, M , é representado por um grafo,
onde os nós representam lugares (becos sem saída e bifurcações no labirinto)
e as arestas armazenam informações referentes a ações de saída e chegada
entre os nós, mais uma medida de distância percorrida. O subsistema de Ma-
nutenção de mapa recebe as seguintes informações de entrada, através dos
módulos:
i) Percepção: pcur e pold , ambas do tipo idiotética e alotética,
ii) Sistema motor: at−1 e d ambas do tipo idiotética, e






















A pold , pcur, pob j,M
Figura 6.7: Controle deliberativo: o subsistema Manutenção de mapa.
A implementação do subsistema de Manutenção mapa que corres-
ponde à primeira parte do módulo de Mapeamento cognitivo, é descrita no
Algoritmo 6.1. A continuação do algoritmo, que implementa o subsistema
Tomada de decisão, é apresentado na seção seguinte.
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Para a construção do mapa cognitivo,M , são definidas outpold e inpcur ,
que correspondem as ações de saída em pold e chegada em pcur, respectiva-
mente. A ação de saída em pold é obtida a partir de A (Algoritmo 6.1, linha
2), A é definida e mantida pelo subsistema Tomada de decisão e será vista
na seção seguinte. Já a ação oposta a de chegada em pcur é obtida direta-
mente através da inversão de at−1 (Algoritmo 6.1, linha 3). Porém, antes de
inserir outpold , inpcur e d em M , o subsistema Manutenção mapa verifica a
ocorrência de possíveis modificações no ambiente. Para tal, defini-se pexp,
que indica o lugar esperado segundo as informações contidas em M , caso
existentes (Algoritmo 6.1, linha 4). A verificação testa duas condições para
constatar que o labirinto não sofreu alteração, onde apenas uma delas neces-
sita ser verdadeira.
Algoritmo 6.1 Parte 1: Mapeamento cognitivo
1: procedure MANUTENCAOMAPA(pold , pcur, at−1, d, M , Aexplorer, A )
2: outpold ← ∇(A (pold))
3: inpcur ← inversa(at−1)
4: pexp ← ·(M , pold ,outpold )
5: if ¬(pexp = /0 or pexp = pcur) then ⊲ Reajuste de mapa





9: M pold ,pcur ← outpold
10: M pcur ,pold ← inpcur
11: M pold ,pcur ←M pcur ,pold ← d
12: end procedure
O primeiro teste compara pexp a vazio, para atestar se pcur é visitado
pela primeira vez. Já o segundo teste compara pexp a pcur, para atestar se
pcur já existe em M , sendo neste caso re-visitado (Algoritmo 6.1, linha 5).
Portanto, sem a ocorrência de modificações no ambiente, as informações per-
tinentes a M são diretamente inseridas (Algoritmo 6.1, da linha 9 a 11).
Caso contrário, o subsistema de Manutenção mapa (Figura 6.7) efe-
tua as correções necessárias, onde M é atualizado para contemplar a modi-
ficação no ambiente. Esta correção é realizada em dois passos. Primeiro,
desfazendo as ligações entre pold e pexp (Algoritmo 6.1, linha 6) e segundo,
re-inicializando o peso do comportamento de exploração em pexp para o va-
lor máximo (Algoritmo 6.1, linha 7). Esta re-inicialização é necessária pois
permite ao lugar pexp, caso re-visitado, ter um peso maior na direção da ação
116 6. Arquitetura Neural Cognitiva: NeuroCog
M pexp,pold , cuja direção leva a uma região do ambiente modificada. A variável
Aexplorer, cujos valores representam pesos para o comportamento de explora-
ção, será explicitada na Seção 6.5.2. Realizadas as correções, o subsistema
Reajuste mapa então insere as novas informações em M (Algoritmo 6.1, da






















































(a) pexp = /0 or pexp = pcur (b) pexp 6= pcur
M 3,4 = (outpold ,d) = (l,d)
M 4,3 = (inpcur ,d) = (o,d)
M 3,13 = (outpold ,d) = (l,d)
M 13,3 = (inpcur ,d) = (o,d)
M 3,4 = /0
M 4,3 = /0
Figura 6.8: Um exemplo de modificação no ambiente. Em (a) nenhuma
mudança é detectada. Em (b) uma mudança é detectada e portanto M deve
ser corrigido.
A Figura 6.8 exemplifica um caso onde, em um primeiro momento,
(a), o subsistema de Manutenção mapa não detecta mudança no ambiente,
mas em um instante posterior, (b), uma modificação é detectada. Na Figura
6.8(a) o robô sai do lugar anterior, pold , igual a 3 e ao alcançar o lugar cor-
rente, pcur, igual a 4, Manutenção mapa atesta ser verdadeiro que pcur já
existe em M e portanto é re-visitado (pcur = pexp = 4). Desta forma, Ma-
nutenção mapa insere diretamente as informações em M , a fim de reforçar
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em especial a medida de distância d, executada entre os lugares anterior e
corrente, a qual pode sofrer constantes variações devido à imprecisão de atu-
adores.
Já a Figura 6.8(b) mostra o momento em que a modificação do ambi-
ente é detectada. Segundo as informações existentes em M , pexp é retornado
como 4, quando o robô alcança pcur igual a 13. A criação deste novo lugar
13 ocorre devido ao obstáculo encontrado no caminho entre os lugares 3 e 4,
e ao total de lugares encontrados até o momento ser L = 14. Sendo assim,
o subsistema Reajuste mapa é acionado para efetuar as devidas atualizações
em M , a fim de que os efeitos desta modificação no ambiente não interfiram
na resolução da tarefa de navegação.
6.5.2 Tomada de Decisão
Como visto anteriormente, o módulo Mapeamento cognitivo na ca-
mada deliberativa da arquitetura NeuroCog está dividido em dois subsiste-
mas, Manutenção mapa e Tomada de Decisão. O controle deliberativo atua
quando o robô se encontra posicionado em uma bifurcação ou beco-sem-saída
no labirinto. A Figura 6.9 ilustra o subsistema Tomada de decisão que de-
termina a ação corrente, at , baseada no ajuste entre os comportamentos de
explorar o ambiente e planejar caminho. Os comportamentos de explorar e
planejar são implementados pelos subsistemas “Explorer” e “Planner” res-































A pold , pcur, pob j,M
1−Γ Γ
∂
Figura 6.9: Controle deliberativo: o subsistema Tomada de decisão.
118 6. Arquitetura Neural Cognitiva: NeuroCog
ao mapa cognitivo de forma a mantê-lo atualizado o quanto possível, prio-
rizando assim áreas do ambiente ainda não exploradas e áreas que tenham
sofrido modificações. Já o subsistema Planner utiliza-se do mapa cognitivo
visando obter o menor caminho entre o lugar corrente e o lugar objetivo, caso
este tenha sido descoberto.
Algoritmo 6.2 Parte 2: Mapeamento cognitivo
1: procedure TOMADADECISÃO(ξt , pold , pcur, M , Aexplorer, Aplanner, A )
2: if ¬(pcur ∈ [0,L−1]) then
3: Aexplorer(pcur)← ξt ⊲ Explorer
4: end if
5: Aexplorerinpcur (p
cur)← γ ·Aexplorerinpcur (p
cur)
6: Aexploreroutpold (p
old)← γ ·Aexploreroutpold (p
old)
7: α← 0
8: if pob j 6= /0 then ⊲ Planner
9: Aplanner(pcur)← dijkstra(M , pcur, pob j)
10: for all Aexploreri (pcur) = 1 do




15: A (pcur)← (1−Γ) ·Aexplorer(pcur)+α ·Γ ·Aplanner(pcur)
16: at ← ∂(A (pcur))
17: Sistema motor(at )
18: end procedure
Os subsistemas Explorer e Planner competem entre si e se utilizam
de conhecimentos adquiridos previamente. O primeiro se utiliza da própria
experiência de exploração e o segundo se utiliza do mapa cognitivo, M . Am-
bos os comportamentos de explorar e planejar são conflitantes, pois à medida
que o primeiro predomina, o desempenho do segundo pode ser comprome-
tido, devido ao desperdício de tempo na exploração de áreas do ambiente
sem relevância ou já exploradas. Por outro lado, pouca exploração pode com-
prometer o planejamento em obter caminhos mais curtos e alternativos até o
lugar objetivo. O dilema consiste em quando cessar a exploração e priorizar
o planejamento, dado que o ambiente pode ser alterado a todo momento.
Como pode ser visto na Figura 6.9, o subsistema Tomada de deci-
são, através das informações recebidas a partir do subsistema Manutenção
mapa (pold , pcur, pob j,M ), implementa uma maneira de equilibrar os dois
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comportamentos a fim obter um bom desempenho para a tarefa de nave-
gação. A estratégia utilizada baseia-se em uma das técnicas propostas por
Thrun (1992), que trata o dilema exploration versus exploitation no contexto
da aprendizagem por reforço para navegação reativa. Enquanto que na abor-
dagem proposta neste trabalho de tese, o dilema é tratado no nível delibe-
rativo, comparando-se a repercussão que o ajuste do dilema desempenha no
nível reativo da arquitetura NeuroCog. Ambos os assuntos são analisados
através de simulações que serão apresentadas no próximo capítulo. É im-
portante observar que a camada deliberativa da abordagem proposta neste
trabalho não foi construída baseando-se na técnica da AR, como ocorre em
parte do aprendizado do arranjo neural na camada reativa. De fato, como
será visto na sequência, o subsistema Tomada Decisão implementa o com-
portamento de exploração com base apenas em descontos de pesos de ações
alternativas, em lugares específicos e reconhecidos do labirinto, enquanto o
comportamento de planejamento calcula o menor caminho, utilizando-se de
um algoritmo de busca sobre o mapa aprendido.
O Algoritmo 6.2 descreve o subsistema Tomada Decisão, que cor-
responde à segunda parte do módulo Mapeamento cognitivo. O subsistema
Explorer define e mantém a quádrupla Aexplorer a cada lugar alcançado no
ambiente. O conteúdo de Aexplorer armazena pesos para cada ação alternativa,
onde a ação com maior peso equivale à ação menos executada no respectivo
lugar. Isto permite que o comportamento de exploração priorize as regiões
do ambiente ainda desconhecidas ou menos exploradas. Assim, quando um
lugar corrente, pcur, é visitado pela primeira vez, Aexplorer é inicializada de
forma:





1 se não existe obstáculo na direção i,
0 caso contrário,
para i = o, n, l, s.
(6.1)
Isto implica que para todas as ações alternativas em pcur é atribuído o
peso máximo àquelas que não estão bloqueadas por obstáculo, no contexto do
comportamento de exploração. Em seguida, o subsistema Explorer atualiza
os valores dos pesos das ações executadas tanto no lugar anterior, ação outpold ,
como no lugar corrente, ação inpcur , utilizando um fator de desconto fixo γ / 1
(Algoritmo 6.2, linhas 5 e 6):
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Aexploreri (p
cur) ← γ ·Aexploreri (pcur) onde i = inpcur (6.2)
Aexploreri (p
old) ← γ ·Aexploreri (pold) onde i = outpold
Isto faz com que o comportamento de exploração seja guiado pela ex-
periência adquirida no passado, onde as ações mais recentemente executadas
tem seus pesos descontados, para que as outras ações alternativas possam ser
priorizadas posteriormente.
Como visto na seção 6.5.1, o subsistema Manutenção mapa detecta
uma alteração no ambiente, através da informação de que o lugar corrente,
pcur, é diferente do lugar esperado, pexp. Então o mapa cognitivo é reajustado





Esta inicialização do peso da ação M pexp,pold em Aexplorer, para o lugar espe-
rado, pexp, permite que uma região do ambiente anteriormente modificada,
seja novamente priorizada no contexto do comportamento de exploração.
Para competir com o subsistema Explorer, o subsistema Planner de-
fine e mantém a quádrupla Aplanner a cada lugar alcançado no ambiente. Ele
atua somente depois que o lugar objetivo, pob j, é descoberto (Algoritmo 6.2,
linha 8). Para tal, a variável α será zero enquanto o lugar objetivo não for
encontrado, caso contrário, α será 1 (Algoritmo 6.2, linhas 7 e 13). Para
cada lugar corrente alcançado, o conteúdo de Aplanner é calculado a partir do
algoritmo de Dijkstra (1959) sobre o mapa cognitivo (Algoritmo 6.2, linha
9):
Aplanner(pcur) ← dijkstra(M , pcur, pob j) (6.3)
O algoritmo de Dijkstra utiliza a informação de distância, d, presente
em M (Algoritmo 6.1, linha 11), que equivale à quantia de ciclos de controle
executados, a cada par de lugares pold e pcur respectivamente visitados. Como
resultado, o algoritmo de Dijkstra retorna o peso máximo de 1 para aquela
ação em Aplanner(pcur) que conduz a pob j pelo menor caminho, conforme a
soma de d’s. Para todas as outras ações alternativas é atribuído o peso igual
a zero. Além disto, para que haja um equilíbrio entre os comportamentos de
explorar e planejar, o subsistema Planner atribui àquelas ações em pcur ainda
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não exploradas, o seguinte peso: (Algoritmo 6.2, da linha 10 a 12):
Aplanneri (p
cur) ← 1−Γ ∀ Aexploreri (pcur) = 1
Isto faz com que estas ações, nunca exploradas em pcur, recebam um reforço
no contexto do comportamento de planejar caminho, além de já estarem com
o peso máximo relativo ao comportamento de explorar o ambiente.
Calculados Aexplorer(pcur) e Aplanner(pcur), o subsistema Tomada de
decisão decide sobre a próxima ação at através da quádrupla A (pcur) = (A o,
A n, A l , A s), que combina os comportamentos de explorar ambiente e planejar
caminho, através do parâmetro Γ (0 < Γ < 1) (Algoritmo 6.2, linha 15):
A (pcur) ← (1−Γ) ·Aexplorer(pcur)+α ·Γ ·Aplanner(pcur) (6.4)
Como visto anteriormente, a variável α executa o chaveamento onde a quádru-
pla Aplanner(pcur) apenas contribui na escolha da próxima ação caso o lugar
objetivo tenha sido encontrado. Em seguida, a função ∂ determina a ação at ,
considerando a componente de maior peso em A (pcur) (Algoritmo 6.2, linha
16):
at ← ∂(A (pcur)) (6.5)
Caso ocorra empate dentre os valores dos pesos das ações alternativas, o crité-
rio de desempate priorizará uma ação conforme a seqüência oeste, norte, leste
e sul. Em seguida a ação at é enviada ao módulo Sistema motor como res-
posta da camada deliberativa da arquitetura NeuroCog (Algoritmo 6.2, linha
17).
Exemplo
A Figura 6.10 ilustra um exemplo de funcionamento do subsistema
Tomada decisão no instante em que o robô encontra-se em pcur=4, tendo
pold=3 e pob j=5, durante execução do labirinto (a). Em (b), os subsistemas
Explorer e Planner efetuam as operações, a partir do mapa cognitivo,M , ne-
cessárias à decisão da ação at , (quadrados vermelhos e azul respectivamente).
O subsistema Explorer, através da Equação 6.2, produz Aexplorer(pold) =
Aexplorer(3) = (0.8, 0.7, 0.7, 0) e Aexplorer(pcur) = Aexplorer(4) = (0.7, 0, 0.8,
0.8), com fator de desconto γ = 0.999. Estes valores indicam que o robô já
visitara antes estes locais, inclusive detectando o lugar 5 como objetivo. E
ainda, segundo o subsistema Explorer, as ações alternativas “leste” e “sul”
em pcur concorrem com pesos iguais. O subsistema Planner utiliza distâncias





























































: Algoritmo 6.1, (9 ∼ 11)
: Equação 6.2, γ = 0.995
: Equação 6.3
: Γ = 0.5
: 1−Γ = 0.5
at = (0,0,0,1)
: Equação 6.4 e 6.5
Figura 6.10: Exemplo de funcionamento do subsistema Tomada de decisão:
o momento em que o subsistema provê a ação at = sul, como resposta do
controle deliberativo da arquitetura NeuroCog.
6. Arquitetura Neural Cognitiva: NeuroCog 123
entre lugares envolvidos nos possíveis caminhos entre pcur e pob j, armazena-
das emM (quadrados brancos não vazios), para calcular, através do algoritmo
Dijsktra, Equação 6.3, a ação que compõe o caminho mais curto até o lugar
pob j. Assim, Aplanner(pcur) = Aplanner(4) = (0,0,0,1), indica que a ação “sul”
é a ação que levará o robô ao objetivo de maneira mais eficiente, com relação
à soma de d’s. Calculados os valores de atração das ações alternativas em
pcur, para ambos os comportamentos de explorar ambiente e planejar cami-
nho, a seguir, no círculo azul em pcur, o valor do parâmetro Γ na Equação
6.4 (triângulos) determinará os valores de atração finais para as ações alter-
nativas. Em seguida, a Equação 6.5 irá estabelecer a ação resultante como
at = (0,0,0,1), por possuir o maior peso, devido a Γ = 0.5.
Tratando o Dilema “Exploration” versus “Exploitation”
O parâmetro Γ na Equação 6.4 estabelece o comportamento global do
robô. No sistema NeuroCog, o valor de Γ é estático, permanecendo cons-
tante durante toda a execução da tarefa de navegação. Quando Γ é igual a 0, o
robô exclusivamente explora o ambiente, sem apresentar comportamento de
planejar caminho até o lugar objetivo, ainda que o mesmo seja encontrado.
Ao contrário, quando Γ é igual a 1, ele planeja um caminho apenas entre os
lugares de origem e o próximo encontrado, pois o comportamento de explo-
ração é inexistente. O mapa cognitivo neste caso torna-se reduzido em apenas
dois lugares, devido à ausência do comportamento de exploração.
Portanto, valores limites para Γ tornam-se ineficazes devido ao desem-
penho insatisfatório do robô para a tarefa de navegação proposta. Por outro
lado, quando Γ é igual a 0.5, o comportamento do robô apresenta um equilí-
brio entre ambos os comportamentos de explorar novas ações e considerar o
conhecimento do mapa cognitivo para o planejar caminhos mais curtos até o
objetivo. Sendo assim, o desempenho do sistema NeuroCog mostra-se efici-
ente, ainda que haja constantes mudanças no ambiente. O valor do parâmetro
Γ igual a 0.5, faz com que o robô, em um primeiro momento, priorize o com-
portamento de exploração. Mas, à medida que ele não encontra mais novida-
des durante o percurso (tanto modificações no ambiente, quanto ações inex-
ploradas), planejar caminho torna-se o comportamento predominante. Uma
análise do desempenho do sistema NeuroCog, mediante diferentes valores de
Γ será mostrada no Capítulo 7.
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6.6 Trabalhos Relacionados
Como exposto anteriormente, para a construção da arquitetura Neu-
roCog, foram estudados alguns modelos de navegação presentes na litera-
tura de robôs móveis autônomos. Estes modelos caracterizam-se por se-
rem biologicamente inspirados, sendo propostos como sistemas de mapea-
mento cognitivo e ou baseados em técnicas de redes neurais, para navegação
indoor ou em labirintos. Alguns exemplos das propostas estudadas foram
(MATARIC, 1992b), (SCHMAJUK; THIEME, 1992), (SCHöLKOPF; MALLOT, 1995),
(HAFNER, 2005), (ARLEO; MILLáN; FLOREANO, 1999), (WYETH; BROWNING,
1998), (VOICU; SCHMAJUK, 2000), (VOICU; SCHMAJUK, 2002), entre outras.
A seguir são apresentados com mais detalhes as principais características ar-
quiteturais e funcionais de alguns destes modelos propostos, com o objetivo
de destacar as diferenças e similaridades relacionadas à arquitetura e sistema
NeuroCog.
6.6.1 Mapa Cognitivo Neural e Plausibilidade Biológica
As abordagens desenvolvidas para navegação em labirinto tais como
(SCHMAJUK; THIEME, 1992) e (VOICU; SCHMAJUK, 2000), tiveram como foco
de atenção questões de plausibilidade biológica, tanto relacionado à constru-
ção dos modelos, onde o mapeamento cognitivo é implementado através de
uma rede neural associativa, quanto aos comportamentos resultantes. Desta
forma estes autores utilizaram o mesmo protocolo realizado em experimen-
tos com ratos, a fim de reproduzirem, em um agente simulado, os mesmos
comportamentos apresentados por estes animais.
Voicu e Schmajuk (2002) além de demonstrarem comportamento ani-
mal, tais como aprendizado latente, desvios e atalhos1, também preocuparam-
se com questões de desempenho. Os autores estenderam o modelo proposto
por Schmajuk e Thieme (1992), o qual era biologicamente plausível, mas
lento em ambos os processos de exploração, por ser aleatório, e tomada de
decisão, por imitar um processo biológico. Voicu e Schmajuk (2002) pro-
puseram melhorias à abordagem, fazendo com que o modelo dispusesse de
1Aprendizado latente se refere a um protocolo onde animais são introduzidos em um labirinto
primeiramente sem recompensa. Em um momento posterior, ao ser apresentada a recompensa,
os animais demonstram conhecimento do arranjo espacial do labirinto o qual presume-se perma-
necer latente no mapa cognitivo. O problema de desvio se refere a um protocolo no qual animais
podem escolher um entre um ou mais desvios alternativos, somente se eles dispõem de um mapa
cognitivo, onde podem ser integradas peças de informação aprendidas separadamente. E por fim
o problema de atalho em um campo aberto, se refere a um protocolo no qual animais selecio-
nam o caminho mais curto para um objetivo, atravessando regiões previamente inexploradas do
ambiente.
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uma representação a priori do ambiente em forma de grid. As modificações
incluíram: o processo de exploração ser guiado pelo mapa cognitivo e o pro-
cesso de decisão utilizar uma técnica de espalhamento de ativação, similar à
proposta por Mataric (1991).
Em especial, nas abordagens apresentadas em Voicu e Schmajuk (2000)
e Voicu e Schmajuk (2002), os autores não especificam como as entradas dos
sensores são tratadas e como o agente simulado “percebe” seu(s) objetivo(s)
correntes. A cada ciclo de controle, um sistema de motivação determina um
ou mais objetivos, fazendo com que localizações (lugares) sejam ativadas.
Esta ativação de objetivo(s) se propaga pela rede neural (mapa cognitivo),
até que o lugar onde o agente está localizado seja também ativado. Em se-
guida, guiado por uma regra de gradiente ascendente, o agente se move até o





























Figura 6.11: O sistema cognitivo de Voicu e Schmajuk (2000). (a) I. O qua-
dro vazio é uma representação em grade da continuidade potencial do espaço
a ser explorado. II. O mapa final é uma grade representando a continuidade
corrente do espaço explorado. (b) O mapa cognitivo é implementado por uma
rede neural que armazena as ligações entre um lugar e seus lugares vizinhos.
Conforme pode ser visto na Figura 6.11 (a)I, a representação do am-
biente é baseada em grid e é fornecida a priori. Através desta representa-
ção, estabelece-se a criação de uma rede neural hetero-associativa, [Figura
6.11(b)], que corresponde ao mapa cognitivo. Cada célula no grid equivale
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a uma posição no labirinto que corresponde a uma entrada na rede, tanto na
categoria de “Current places”, quanto na de “Neighboring places”. Isto
caracteriza um grande consumo de memória e tempo, devido ao aumento
no número de iterações do processo de espalhamento, durante o processo de
tomada de decisão. Além disto, esta modalidade de representação se torna
problemática à medida que o tamanho do ambiente aumenta. Lugares no la-
birinto tem o tamanho da pegada do agente. Dado que o agente sai de um
lugar e imediatamente alcança outro lugar, constata-se a ausência de um mó-
dulo reativo no sistema.
Mais especificamente em Voicu e Schmajuk (2000), os autores não
comentam a respeito de ocorrerem mudanças no labirinto, após o aprendi-
zado da rede neural hetero-associativa. Já em Voicu e Schmajuk (2002), são
tratados os problemas de desvio e atalho, apenas segundo um protocolo expe-
rimental realizado com ratos. Além disto, Voicu e Schmajuk (2001) e Voicu
(2003), realizaram navegação planejada em ambientes abertos, a partir das
abordagens desenvolvidas para navegação em labirinto de (SCHMAJUK; THI-
EME, 1992) e (VOICU; SCHMAJUK, 2000).
6.6.2 Rato Artificial para Competição
Já Wyeth e Browning (1998) buscaram ir além do comportamento de
ratos, porém inspirando-se biologicamente, para construir um modelo capaz
de vencer competições. Os autores apresentaram uma plataforma para um
robô real realizar uma tarefa de navegação complexa, que compreende a ex-
ploração e a solução de um labirinto grande. Uma estrutura de grid também
é utilizada como representação do labirinto. Buscando inspiração biológica,
os autores fizeram uma análise de modelos cognitivos biologicamente plau-
síveis, na literatura, para navegação em labirintos. A verificação foi de que
estes modelos eram incompletos, segundo uma perspectiva de construtores de
robôs, e ainda afirmaram que modelos cognitivos apenas são precisos e úteis,
quando desenvolvidos visando um robô (real ou realisticamente simulado),
junto com suas interfaces entre sensores e atuadores (reais ou realisticamente
virtuais).
A arquitetura cognitiva de Wyeth e Browning (1998), apresentada na
Figura 6.12(a), possui três níveis de competência e foi proposta como uma
plataforma de robô para resolução de labirintos complexos, tal como o da
Figura 6.12(b), utilizado em uma competição oficial. Os três níveis de com-
petência compreendem um nível esquema (reativo), um nível cognitivo e um
nível motivacional. Ambos os níveis cognitivo e motivacional caracterizam o
nível deliberativo da arquitetura. A leitura dos sensores é fornecida aos três








Figura 6.12: O modelo cognitivo de Wyeth e Browning (1998). (a) A arqui-
tetura cognitiva. (b) Labirinto usado na competição “Australian micromouse”
em 1996. Adaptado de (WYETH; BROWNING, 1998).
níveis. O nível reativo está limitado somente a interpretar dados dos sensores
e determinar ações, sem gerar ou acessar memória. Sua função consiste em
receber comandos dos níveis mais altos, tal como, “desça o corredor por três
quadrados”, mantendo o robô centralizado no corredor, e observando valores
cinemáticos para determinar quando o cumprimento da ação terminou.
Na arquitetura NeuroCog, a leitura dos sensores também é fornecida
aos níveis reativo e deliberativo. Porém, ambos os níveis funcionam inde-
pendentemente, onde os aspectos em comum são que ambos necessitam da
informação do estado do ambiente (informação de parede) e da ação exe-
cutada no ciclo de controle anterior. E ainda, o nível reativo da arquitetura
NeuroCog gera e acessa memória, referente ao mapeamento de percepção-
ação produzido pelo arranjo neural, diferente do nível reativo da arquitetura
de Wyeth e Browning (1998).
Os níveis cognitivo e motivacional da arquitetura de Wyeth e Brow-
ning (1998), utilizam a leitura dos sensores para produzir informação de pa-
redes. Enquanto o nível cognitivo gerencia assuntos de representação, locali-
zação e planejamento, o nível motivacional é responsável pela estratégia a ser
seguida pelo robô, tal como a definição do objetivo e a velocidade a qual o
robô deve executar. Este nível também é responsável por decidir quando ces-
sar a exploração e gerar uma rápida resolução do labirinto, proporcionando
ao robô o comportamento geral de ambos se mover e resolver o labirinto.
Sob este aspecto, o nível deliberativo da arquitetura NeuroCog tam-
bém utiliza a leitura dos sensores para produzir informação de paredes, so-
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mente nos marcos encontrados. A informação da posição do robô é utilizada
exclusivamente para diferenciar estes marcos, e assim produzir uma repre-
sentação topológica do labirinto. Além disto, a camada deliberativa, também
decidi quando cessar a exploração e priorizar o planejamento. A caracterís-
tica geral do comportamento de um robô utilizando a arquitetura NeuroCog,
é a de que o robô pára, toda vez que ele necessita mudar a direção de sua
trajetória, girando ao redor do próprio eixo, até encontrar o ângulo de direção
da próxima ação a ser executada.
Quanto ao assunto de representação de conhecimento, a abordagem de
Wyeth e Browning (1998), assim como a de Voicu e Schmajuk (2002), tira
vantagens da representação em grid do ambiente, dado que o tamanho do la-
birinto é informado anteriormente à realização da competição. Por exemplo,
o labirinto da Figura 6.12(b) é representado em um grid de 16×16 células. A
abordagem de WYETH; BROWNING então descreve o mapa como um array de
16×16 entradas, onde cada entrada possui 8 bits: 4 para representar presença
ou ausência de paredes e 4 para indicar quais das 4 paredes foram visitadas.
Caminhos até o objetivo são encontrados através da utilização de um algo-
ritmo baseado no cálculo do melhor tempo para a execução destes caminhos.
Wyeth e Browning (1998) identificaram problemas encontrados pela
sua arquitetura, na ocasião de mudanças no labirinto, após a fase de apren-
dizagem do robô. Por exemplo, quando os corredores são alongados ou en-
curtados, seu comportamento resulta em erro. Além disto, quando corredores
são bloqueados, o robô tenta escalar o bloqueio, não considerando os dados
dos sensores. Da mesma forma, quando surge uma nova abertura em um
corredor, ela é ignorada pelo robô. Os autores justificam estes problemas,
alegando que estes comportamentos também foram obtidos em resultados ex-
perimentais com ratos, submetidos às mesmas condições.
A Figura 6.13 ilustra um exemplo de atuação da arquitetura NeuroCog
no labirinto apresentado por Wyeth e Browning (1998). Em (a) a enumeração
representa a configuração dos marcos encontrados e identificados pelo robô,
após uma exploração completa do labirinto. A linha pontilhada em vermelho
descreve a trajetória do robô, que compreende o caminho mais curto entre o
lugar 0 até o lugar objetivo 11 (que foi adaptado na figura para se tornar um
beco sem saída). Em (b) tem-se o grafo representando o mapa topológico
aprendido. As arestas em vermelho indicam as ações que constituem o plano
para partir do lugar origem S e alcançar o lugar objetivo G, pelo caminho
mais curto. Neste caso, o mapa cognitivo é descrito pelo sistema NeuroCog
como um array de 30 × 8 entradas, que compreendem os 30 lugares do la-
birinto, onde, para cada lugar são necessárias as informações das ligações à
oeste, norte, leste e sul, com seus lugares vizinhos, e os respectivos valores































































Figura 6.13: Mapeamento cognitivo realizado pelo sistema NeuroCog, no
labirinto apresentado por (WYETH; BROWNING, 1998). (a) Detecção de luga-
res no labirinto após uma exploração completa. (b) O grafo do mapa cognitivo
e o planejamento de caminho de S a G.
da distância percorrida até eles. Portanto, a abordagem NeuroCog considera
apenas locais que formam becos sem saída e bifurcações como principais lo-
calizações a serem representadas e tratadas pelo nível deliberativo, porém ela
conta sempre com a estrutura ortogonal de labirintos. Deixando a cargo do ní-
vel reativo a navegação em corredores que não necessitam ser discretizados,
como no caso da representação em grid. De fato, esta característica torna
a abordagem NeuroCog mais adaptativa e flexível à mudanças que podem
ocorrer em corredores, mesmo após o aprendizado de ambos módulos reativo
e deliberativo da arquitetura.
6.6.3 Mapa Cognitivo Com Resolução Variável
Arleo, Millán e Floreano (1999) também desenvolveram um sistema
de navegação em ambientes internos para robôs reais. A abordagem dos au-
tores assemelha-se à navegação em labirintos pelo fato das fronteiras dos obs-
táculos serem sempre paralelas aos eixos x e y e pelo fato do robô executar
apenas trajetórias retas, e não usar visão. O modelo proposto pelos autores
130 6. Arquitetura Neural Cognitiva: NeuroCog
consiste de um método de aprendizado adaptativo (incremental e on-line) de
mapas cognitivos, onde a modelagem do ambiente incorpora ambas represen-
tações geométrica e topológica. O mapa topológico é gerado a partir de um
particionamento variável de representação geométrica, construída de forma
compacta, através da utilização de uma rede neural feed forward no nível
reativo, que interpreta a informação sensória. Caminhos ótimos são determi-
nados pelo nível planejador da arquitetura, através do mapa topológico.
(a) (b) (c) (d)
Figura 6.14: Resultados experimentais da abordagem de Arleo, Millán e Flo-
reano (1999). (a) O ambiente usado e o robô Khepera dentro dele. (b) O
particionamento de resolução variável aprendido. (c) O grafo topológico cor-
respondente ao mapa em (b). (d) A trajetória do robô para ir de START até
GOAL. Adaptado de (ARLEO; MILLáN; FLOREANO, 1999)
Deste modo, a arquitetura modular de Arleo, Millán e Floreano (1999)
resulta em um método de aprendizado de mapa geométrico e topológico de
um ambiente fechado, possuindo apenas obstáculos ortogonais, como o caso
da Figura 6.14(a). Em um processo cíclico, onde predominam os comporta-
mentos de exploração e atualização de ambos os mapas, o robô está continua-
mente explorando o ambiente, dirigido pelo conhecimento adquirido. O robô
somente interrompe a exploração para incorporar obstáculos desconhecidos
ao modelo e atualizar a resolução do particionamento do mapa geométrico.
A arquitetura modular proposta pelos autores é composta por cinco módu-
los principais. O primeiro módulo, que constitui o nível reativo, interpreta
dados sensórios através de uma rede neural feed forward. Esta rede produz
um grid de ocupação local, para identificar a fronteira do obstáculo e fazer
o robô se alinhar a ela. O segundo módulo faz o robô seguir as arestas do
obstáculo encontrado até completar seu perímetro. O terceiro módulo atu-
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aliza o particionamento do mapa geométrico, incrementando sua resolução.
O quarto módulo, responsável pela exploração, faz com que o robô sempre
explore o ambiente para melhorar seu mapa geométrico corrente. Dado um
particionamento corrente, este módulo seleciona como partição alvo uma re-
gião do ambiente menos conhecida. O quinto e último módulo é responsável
pelo planejamento e ação, e funciona da maneira a seguir. Após a atuali-
zação da resolução de um particionamento corrente, uma memória de longo
termo armazena relacionamentos espaciais entre partições, para derivar um
grafo topológico utilizado no planejamento de caminho. Dada uma partição
selecionada como alvo, o planejador computa o caminho ótimo, através das
partições livres de obstáculos, fornecendo aos controladores de baixo nível os
comandos que levam o robô até lá.
Portanto, este sistema de aprendizado de mapa métrico, por exemplo a
Figura 6.14(b), deriva o mapa topológico, Figura 6.14(c) que tem como nós,
os centros das partições que correspondem às porções livres de obstáculos.
A Figura 6.14(d) descreve uma trajetória do robô, executada pelo controlador
reativo, entre partições livres e adjacentes, que compreendem o caminho entre
START e GOAL.
Similar à abordagem NeuroCog, na abordagem proposta por Arleo,
Millán e Floreano (1999) o ambiente é desconhecido, porém ele deve ser orto-
gonal. Os robôs utilizados pelos autores não usam visão e o conceito de mar-
cos está implicitamente contido no mapa relacional (topológico), derivado a
partir do particionamento de resolução variável. Neste particionamento, ape-
nas os centros das partições livres de obstáculos especificam marcos, gerando
um compacto mapa topológico. Assim como o mapa topológico produzido
pelo sistema NeuroCog, que considera como marcos apenas bifurcações e
becos sem saída em um labirinto. Outra diferença entre ambas abordagens
relaciona-se com a implementação e atuação do controle reativo. Na proposta
de Arleo, Millán e Floreano (1999), uma rede neural direta é utilizada no mó-
dulo reativo e seu treinamento é realizado de maneira off-line. Enquanto na
abordagem NeuroCog, várias redes neurais diretas são treinadas de maneira
on-line e permutadas por uma rede ART1 recorrente. A atividade reativa da
arquitetura de Arleo, Millán e Floreano (1999) consiste em alinhar o robô
com a fronteira de um obstáculo encontrado, durante a fase de exploração, e
executar a trajetória até um alvo, determinada pelo módulo de planejamento.
Os autores não comentam a respeito do ambiente sofrer modificações, após a
conclusão da fase de aprendizado do mapa geométrico.
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6.6.4 Considerações
As abordagens apresentadas propuseram diferentes maneiras de inte-
grar, em um nível arquitetural, as atividades reativas e deliberativas. Em nível
de implementação, foram vistos diferentes formas de utilização de métodos
geométricos e topológicos, bem como técnicas de RNAs. Em contraste com
as arquiteturas avaliadas, a arquitetura NeuroCog provê um sistema de na-
vegação que não necessita de informação a priori do labirinto, com relação
a tamanho ou número de células de grid ou número de bifurcações ou becos
sem saída.
O sistema NeuroCog se aplica a labirintos de qualquer tamanho e que
possam ser modificados. Porém, a ortogonalidade das paredes do labirinto é
uma condição necessário ao seu funcionamento, bem como o formato em “T”
das bifurcações. A ortogonalidade proporciona simplicidade na implementa-
ção do aprendizado adaptativo do mapa topológico, que delimita lugares atra-
vés da detecção de bifurcações e becos sem saída. Para que o sistema Neuro-
Cog possa atuar, por exemplo, em um labirinto hexagonal, como o utilizado
em (MALLOT et al., 1995), apenas uma mudança no processo de detecção de
bifurcações seria necessária.
A ortogonalidade também permite que o robô mova-se apenas ao longo
de trajetórias retas. Para que a abordagem proposta possa ser aplicada a am-
bientes abertos, esta suposição deve ser removida e com isto, o custo da cons-
trução do mapa cognitivo tende a aumentar, à medida que se cresce o grau de
liberdade do robô, ou seja, o número de direções que ele pode se mover.
Outro aspecto do sistema de navegação proposto nesta tese é que ele
necessita da capacidade do robô de auto-localização e orientação. Posição e
orientação de robôs são determinados pela técnica de integração de caminho
(informação idiotética), que em um robô físico está sujeita à imprecisão. O
sistema NeuroCog porém, não necessita de posição precisa em termos mé-
tricos, mas apenas para diferenciar localizações. A utilização de informação
idiotética, onde becos sem saída e bifurcações são encontrados, elimina o pro-
blema de percepção onde lugares diferentes no ambiente são percebidos de
maneira idêntica. Porém, o sistema NeuroCog necessita de uma capacidade
de orientação precisa.
6.7 Conclusão
Em acréscimo às abordagens de navegação existentes na literatura, a
abordagem NeuroCog apresentou soluções aos seguintes problemas relacio-
nados à navegação em labirintos e baseada em mapas. Primeiro, a aborda-
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gem propõe uma integração de deliberação e reação em uma arquitetura de
controle híbrida, capaz de produzir um sistema de navegação flexível e adap-
tativo. Este sistema combina de maneira simplificada e eficiente, um método
de aprendizado de mapa topológico, com um processo de aprendizado reativo
implementado através de um arranjo de RNAs. Com isto, este sistema per-
mite a um robô, contando apenas com seus sensores de proximidade, resolver
uma tarefa de navegação complexa.
Segundo, a abordagem proposta pode ser aplicada a labirintos dinâ-
micos. Neste trabalho determinou-se como característica dinâmica, o fato do
ambiente poder sofrer modificações, por exemplo, quanto a bloqueios (novos
becos sem saída) ou aberturas (novas bifurcações), após o aprendizado de am-
bos a representação do labirinto (pela camada deliberativa) e do mapeamento
de percepção-ação (pela camada reativa).
Em terceiro, para tratar as dinâmicas de um ambiente foi implemen-
tado um método de ajuste entre os comportamentos de exploração e planeja-
mento, na camada deliberativa da arquitetura proposta. O dilema conhecido
como exploration versus exploitation foi descrito e estendido sob dois contex-
tos: i) o primeiro relacionado à camada deliberativa, que implementa ambos
os comportamentos de explorar e planejar, bem como um método que ajuste
a competição inerente entre os mesmos e ii) o segundo contexto está relaci-
onado ao custo do controle neural reativo, que é influenciado pelo método
de ajuste na camada deliberativa. O controle deliberativo do sistema Neuro-
Cog foi implementado através do aprendizado e utilização de memórias de
longo termo (mapa topológico ou cognitivo) e de curto termo (experiências
de exploração e planejamento).
E finalmente a utilização do arranjo neural ART1-R-MLPs-RR para
a implementação da camada reativa da arquitetura NeuroCog, propicia a cri-
ação de um mapeamento de percepção-ação também flexível e adaptativo.
Devido ao ambiente de atuação da abordagem ser do tipo labirinto, onde os
marcos tratados pela porção deliberativa são considerados apenas como bifur-
cações e becos sem saída, a atuação da porção reativa da arquitetura predo-
mina sobre a porção deliberativa. Isto implica que o eficiente aprendizado de
mapeamento, feito pelo arranjo neural, garante à arquitetura um desempenho




Neste capítulo serão apresentadas primeiramente simulações e resulta-
dos referentes a arquiteturas neurais reativas propostas no Capítulo 5, as quais
são aplicadas à navegação em labirintos simples. Em segundo serão vistas si-
mulações referentes a arquiteturas híbridas prévias à arquitetura NeuroCog,
as quais são aplicadas na sequência, a labirintos com bifurcações sem ciclos e
estáticos e posteriormente a labirintos com ciclos e modificáveis, após a fase
de exploração do robô. E finalmente será apresentada simulações e resultados
da arquitetura híbrida NeuroCog, proposta no Capítulo 6, a qual é aplicada a
labirintos que podem ser modificados durante a operação do robô, cuja fase
de exploração e planejamento são tratadas de maneira dinâmica. Este capí-
tulo tem por objetivo validar as arquiteturas propostas, avaliando questões de
desempenho e aprendizado efetivo, através do aumento gradual da complexi-
dade do labirinto e da tarefa de navegação.
7.2 Ambiente de teste
As simulações foram realizadas no software WSU Java Khepera Simu-
lator1 [Figura 7.1(a)]. Este programa simula o robô Kheperar(MONDADA;
E.FRANZI; LENNE, 1993) que constitui uma ferramenta de pesquisa usada para
1O simulador WSU Khepera Robot foi desenvolvido pela Wright State University e
Ohio Board of Regents. Seu uso é dirigido pela Licença Pública da KSIM versão
1.0. O código fonte, documentação, e o texto da licença encontram-se juntos com esta
versão do programa. Na falta desta, uma distribuição completa pode ser obtida em:
http://gozer.cs.wright.edu/classes/ceg499/resources/
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Figura 7.1: (a) WSU Khepera Robot Simulator v7.2. (b) O robô físico e seu
ambiente no Laboratório de Dinâmica Neural e Computação da WSU (Wright
State University).
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implementação e teste de vários tipos de controladores robóticos. O simu-
lador WSU KSIM é uma plataforma para o desenvolvimento prévio de um
controlador a ser testado em um robô Khepera real. Este simulador foi de-
senvolvido a partir do kit de desenvolvimento Java versão 1.4.1, oferecido
gratuitamente pela Sun MicroSystems. Logo, todos os algoritmos para im-
plementação das arquiteturas propostas foram escritos nesta linguagem, a fim
de serem carregados no simulador.
Mais especificamente, o robô simulado e seu ambiente foram projeta-
dos para imitar o hardware robótico e seu respectivo ambiente de teste [Figura
7.1(b)] utilizados no Laboratório de Dinâmica Neural e Computação da WSU
(Wright State University). O robô físico consiste de um robô Khepera padrão
que possui uma torre braço-garras e ocupa uma área de aproximadamente
10 cm2. Além disto, ele apresenta 8 sensores infravermelhos (S0, . . . ,S7), os
quais fornecem dois tipos de dados - proximidade do objeto e intensidade de
luz, e os codificadores de roda para determinar a posição e a direção do robô.
Os valores fornecidos aos atuadores incluem as velocidades para os motores
das rodas esquerda e direita, velesq e veldir respectivamente.
O ambiente do robô consiste de uma arena que pode conter paredes,
luzes, botões e/ou bolas. Admite-se que paredes e luzes são objetos estáticos
de modo que o robô não pode atingi-los. Caso isto ocorra, o robô se tor-
nará emperrado. Botões e bolas são considerados objetos dinâmicos e caso o
robô faça um contato não intencional nestes objetos, eles se moverão. Além
disto, o robô pode ainda manipular diretamente botões e bolas através de suas
garras.
Na construção dos ambientes de teste para as abordagens de navega-
ção propostas neste trabalho de tese, foram utilizados somente objetos do
tipo parede, que podem ser dispostos apenas paralelamente aos eixos x e y do
plano cartesiano. Além disto, para simplificar a construção das arquiteturas
de controle propostas, o robô conta, durante as simulações, com a estrutura-
ção em labirinto tipo T do ambiente. E ainda, considera-se que o robô pode
executar um movimento, a cada passo de controle, cujas direções possíveis
são apenas: oeste, norte, leste e sul, e este movimento equivale a uma ação
no intervalo de tempo t.
7.3 Arquiteturas Neurais Reativas
Esta seção apresenta as simulações computacionais realizadas a partir
das arquiteturas neurais reativas ART1-R-MLPs-RR e ART1-R-MLPs-RR-
Marcos respectivamente. Como descrito no Capítulo 5, estas arquiteturas
integram dois tipos de arquiteturas de RNAs, que permite a um robô móvel
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autônomo aprender a executar uma trajetória livre de obstáculos, por meio de
um processo de aprendizado de mapeamentos percepção-ação, em tempo de
operação.
Para as simulações apresentadas nesta seção, o robô não utilizou ne-
nhuma informação a priori do ambiente e contou apenas com seus sensores de
proximidade (S0, . . . ,S7) e ângulo de orientação (θ). A informação de posição
do robô não é utilizada pelas abordagens reativas propostas.
7.3.1 Controle Neural ART1-R-MLPs-RR
A configuração da arquitetura ART1-R-MLPs-RR para a simulação
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Figura 7.2: Configuração da arquitetura neural reativa ART1-R-MLPs-RR.
(ART1-R) é disposta com 8 neurônios na camada F1, para receber o padrão
de entrada equivalente ao estado do ambiente, ξt , mais a recorrência da ação
anterior, at−1. Ambas informações fornecidas pelos módulos Percepção e
Sistema motor respectivamente. A camada F2 disposta com no máximo 40
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neurônios, se mostra suficiente para categorizar as redes MLPs, para labirin-
tos simples, sem bifurcações e becos sem saída. O parâmetro de vigilância
ρ é estabelecido como 0.9, por produzir uma categorização efetiva, medida
pela quantidade de punições aplicadas às redes MLPs do subsistema MLPs-
R. Cada rede MLP possue 1 neurônio na camada de entrada, 3 neurônios na
camada intermediária e 4 neurônios na camada de saída, para determinar a
ação corrente at . A base de regras para as políticas de aprendizado online das
redes MLPs somam 34 regras (Seção A.1).
As simulações realizadas nesta seção tem por objetivo comparar o de-
sempenho da arquitetura neural reativa ART1-R-MLPs-RR para o controle
do robô simulado em três labirintos distintos, como ilustrados na Figura 7.3.
(a) (b)
(c)
Figura 7.3: Aprendizado de caminho do controle ART1-R-MLPs-RR.
O robô é introduzido nos labirintos (a), (b) e (c) em posições arbitrárias. Em
cada labirinto, durante a fase de aprendizado do sistema neural ART1-R-
MLPs-RR, apenas a informação da configuração de paredes e a realimenta-
ção da ação anterior são utilizadas. E ainda, o robô executa trajetórias até que
nenhuma nova classe seja criada pela rede ART1-R. Ao fim da fase de apren-
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dizado, o robô torna-se apto a percorrer todo o labirinto a partir da memo-
rização da trajetória completa (mapeamento percepção-ação) até sua posição
inicial, não mais criando novas classes (ART1-R) e sem executar punições às
redes MLPs, através das políticas de aprendizado.
A Tabela 7.1 mostra a quantos passos de controle ocorreu a finaliza-
ção do aprendizado efetivo do sistema neural ART1-R-MLPs-RR, para os
três labirintos analisados (Figura 7.3). A finalização do aprendizado efetivo
é verificada no passo de controle (coluna “Passos”) onde ocorre a última pu-
nição, executada pelo treinamento online das redes MLPs. Neste passo são
computados respectivamente o número de classes obtidas pela rede ART1-R
e a porcentagem média de ações corretas, que é calculada através da fórmula:
% média de ações corretas = recompensas
recompensas+punições
×100%(7.1)
É importante notar que o número de classes obtidas pelo sistema ART1-R-
MLPs-RR é proporcional à complexidade do labirinto. Esta complexidade
está relacionada ao número de sub-trajetórias que faz com que o robô mude
de direção, quando alcança um canto, por exemplo, ao final de corredores. E
isto implica na mudança de padrões de entrada apresentados à rede ART1-R,
levando a um aumento do numero de novas classes (MLPs).
Labirinto Complexidade Classes % média de Passos
(Fig.7.3) (sub-trajetórias) ART1-R ações corretas
(a) 12 23 80,6% 5165
(b) 22 28 38,5% 975
(c) 24 31 73,9% 3193
Tabela 7.1: Desempenho do sistema neural reativo ART1-R-MLPs-RR:
Passo de controle onde ocorre o aprendizado efetivo do mapeamento per-
cepção ação, juntamente com o número de classes (MLPs) criadas pela rede
ART1-R e a porcentagem média de ações corretas executadas, para os labi-
rintos (a), (b) e (c) da Figura 7.3.
Por outro lado, a partir dos resultados das simulações, verifica-se que
dentre os três casos analisados, o aprendizado efetivo ocorreu mais rapida-
mente no labirinto (b), com somente 975 passos (Tabela 7.1). Isto se deve
ao fato de que este labirinto possui corredores mais extensos com relação aos
outros dois e isto aumenta o número de vezes com que o mesmo padrão de
estado do ambiente é apresentado à entrada da rede ART1-R. Esta caracterís-
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Figura 7.4: Desempenho da arquitetura neural reativa ART1-R-MLPs-RR.
(a)Porcentagem média de ações corretas. (b) Categorização do espaço de
entrada durante o processo de aprendizado da rede ART1-R.
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tica causa menos variação dos padrões de percepção e como consequência, a
porcentagem média de ações corretas é a menor (no passo de controle 975),
devido ao fato da estabilidade do aprendizado ocorrer mais rápido do que nos
labirintos (a) e (c). Portanto, o número de passos apontados na tabela indicam
a quantidade de iterações necessárias para que a arquitetura neural reativa
realize a construção do mapeamento percepção-ação, para o aprendizado das
trajetórias.
A ocorrência da finalização do aprendizado efetivo do arranjo neu-
ral para os três labirintos (a) (b) (c) respectivamente nos passos 5165, 975 e
3193 podem ser visualizados através de círculos nas curvas do gráfico Figura
7.4(a). Ou seja, para as três simulações descritas acima, foram computadas
até o número de passos alcançar a aproximadamente 3.5× 104, os seguintes
desempenhos. Primeiro, a porcentagem média de ações corretas (executadas
pelas redes MLPs) e segundo, o número de classes, criadas pela rede ART1,
Figura 7.4 (b), que representa o particionamento do espaço de entrada da
rede ART, que leva a um mapeamento percepção-ação eficiente. Portanto,
a arquitetura neural reativa ART1-R-MLPs-RR representa um sistema de
aprendizado de trajetórias adaptativo, que permite a um robô móvel explorar
um labirinto tantas vezes quanto necessário, evitando obstáculos, para en-
tão construir uma memória percepção-ação, através da aplicação de ambos
aprendizados auto-supervisionado e por reforço das redes neurais utilizadas.
7.3.2 Controle Neural ART1-R-MLPs-RR-Marcos
O desenvolvimento da arquitetura neural ART1-R-MLPs-RR-Marcos
foi uma tentativa de incorporar ao sistema reativo ART1-R-MLPs-RR o
aprendizado de uma tarefa de navegação mais complexa, através da inclu-
são de bifurcações e becos sem saída em labirintos. O objetivo foi investigar
se esta arquitetura proveria o aprendizado de um mapeamento cognitivo que
possibilitasse navegação do tipo disparo de reconhecimento de lugar ou to-
pológica (Capítulo 3, Seções 3.3.5 e 3.3.6 respectivamente). Deste modo,
durante a execução do robô, o controle neural ART1-R-MLPs-RR-Marcos
detecta bifurcações e becos sem saídas para associá-los a marcos. Como ta-
refa de navegação, o robô deve, além de seguir paredes evitando obstáculos,
aprender uma trajetória livre de becos sem saída. Desta forma, o robô depara-
se com o problema de aprender a tomar decisões mediante duas opções cor-
retas possíveis, sempre que se localizar em um marco do tipo bifurcação.
Para as simulações realizadas com a arquitetura ART1-R-MLPs-RR-
Marcos tem-se a seguinte configuração, ilustrada na Figura 7.5. A rede ART1
recorrente (ART1-R) apresenta 11 neurônios na camada F1, para receber o









































Figura 7.5: Configuração da arquitetura neural reativa
ART1-R-MLPs-RR-Marcos.
padrão de entrada equivalente ao estado do ambiente, ξt , a recorrência da
ação anterior, at−1 e mais três bits, denominados “bits_bifurc”, que indica a
ocorrência ou não de uma bifurcação de acordo com a sinalização (bifurc).
A camada F2 é disposta com no máximo 50 neurônios. Este acréscimo de
neurônios se deve ao aumento do número de neurônios do padrão de en-
trada, e se mostra um limite aceitável para categorizar as redes MLPs no
nível abaixo. O parâmetro de vigilância ρ é estabelecido como 0.9. E assim
como na abordagem anterior, as redes MLPs possuem 1 neurônio na camada
de entrada, 3 neurônios na camada intermediária e 4 neurônios na camada de
saída, para determinar a ação corrente at . A base de regras para as políticas
de aprendizado online das redes MLPs somam 42 regras (Seção A.2). Este
aumento no número de regras se deve ao módulo Políticas de aprendizado
implementar um processo de tomada de decisão na ocorrência de marcos,
através da aplicação de dois tipos de punições r e Ψ respectivamente.
Os resultados de simulação comparam o desempenho da arquitetura
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(a) (b) (c)
Figura 7.6: Aprendizado de caminho do controle ART1-R-MLPs-RR-
Marcos.
neural ART1-R-MLPs-RR-Marcos proposta para o controle do robô simu-
lado em três labirintos do tipo T, mostrados na Figura 7.6. O robô foi intro-
duzido nos labirintos (a), (b) e (c) em posições arbitrárias. Na fase de apren-
dizado, ele vaga pelo labirinto, eventualmente se dirigindo a becos sem saída
e recebendo punição por esta ação. Ao fim da fase de aprendizado, o robô
aprende a percorrer todo o labirinto, memorizando a trajetória ótima, livre de
obstáculos e becos sem saída, através do mapeamento neural de percepção-
ação aprendido. A Tabela 7.2 mostra o momento em que ocorre a finalização
de ambos o aprendizado auto-supervisionado da rede ART1-R, e o aprendi-
zado por reforço das redes MLPs, para os três labirintos analisados.
Labirinto Complexidade Classes % média de Passos
(Fig.7.6) (sub-trajetórias + becos) ART1-R acerto
(a) 8 17 43.55% 537
(b) 20 32 70.46% 4053
(c) 20 32 54.49% 2371
Tabela 7.2: Número de passos onde ocorre a finalização da fase de apren-
dizado auto-supervisionado (quando uma última classe nova é criada) e por
reforço (quando uma última punição é dada a uma rede MLP.
A partir destes resultados se constata que tanto o número de classes
obtidas quanto a quantidade de passos de controle necessários para a finali-
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zação do aprendizado ART1 são proporcionais à complexidade do labirinto.
Esta complexidade está relacionada à quantidade de becos sem saída, bifur-
cações e cantos. Nos cantos o robô muda a direção de sua trajetória tomando
uma direção perpendicular e em cada bifurcação ele deve aprender a não to-
mar a direção que leva a um beco sem saída. Em ambos os casos ocorre um
aumento na variação dos padrões de entrada apresentados à rede ART1, oca-
sionando um aumento do número de classes criadas e como consequência o
aumento no número de punições executadas.
Como a complexidade do labirinto (a) da Figura 7.6 é a menor, onde
a trajetória final apresenta apenas 4 sub-trajetórias, o robô completa sua fase
de aprendizado mais rapidamente, com 537 passos de controle (Tabela 7.2).
Por outro lado, como no labirinto (b) o robô deve aprender uma trajetória
ótima composta por 12 sub-trajetórias, são necessários então mais passos de
controle (4053) para que ocorra a finalização do aprendizado do sistema neu-
ral. Porém com a porcentagem média de ações corretas mais alta neste ponto
(70.46%), com relação aos outros 2 casos onde o aprendizado ocorre anteri-
ormente.


























Figura 7.7: Desempenhos do robô em cada um dos labirintos da Figura 7.6.
No gráfico de desempenho da Figura 7.7 é observada a curva das por-
centagens médias de ações corretas para os três casos analisados. Os círculos
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(a) Simulação referente ao labirinto da Figura 7.6 (a).











































(b) Simulação referente ao labirinto da Figura 7.6 (b).






































(c) Simulação referente ao labirinto da Figura 7.6 (c).
Figura 7.8: À esquerda gráficos com a porcentagem de ativação das redes
MLPs e à direita o momento em que as mesmas são ativadas pelo neurônio
vencedor da camada F2 da rede ART1-R.
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no gráfico indicam o momento em que a arquitetura reativa ART1-R-MLPs-
RR-Marcos completou o aprendizado de seu mapeamento neural de percepção-
ação, durante a simulação nos três labirintos (Figura 7.6).
Durante os 8000 passos de controle, em que o robô explora cada labi-
rinto, foram computadas também a porcentagem de vezes em cada rede direta
foi ativada, resultando os gráficos à esquerda da Figura 7.8. Neles vê-se que
quatro redes possuem as maiores porcentagens de ativação, devido ao com-
primento dos corredores. Já os gráficos à direta representam o momento de
ativação das redes diretas durante os 8000 passos, ou seja, a cada passo, a
rede ativada é marcada por um círculo. Neles também percebe-se o maior
uso das quatro redes destacadas nos respectivos gráficos à esquerda e, de-
pois de determinado ponto, o padrão de ativação das redes se repete, devido à
estabilidade das fases de aprendizado do sistema neural de navegação.
Portanto, o sistema de controle neural implementado pela arquitetura
reativa ART1-R-MLPs-RR-Marcos mostrou-se eficiente no aprendizado de
trajetórias livres de obstáculos e becos sem saída nos labirintos analisados.
Todavia, como discutido na Seção 5.5.3, esta arquitetura apenas apresenta
um aprendizado efetivo do sistema neural e da tarefa de navegação em tipos
específicos de labirintos T. Sendo assim, a abordagem ART1-R-MLPs-RR-
Marcos não proveu um sistema flexível e adaptativo com a estratégia de tratar
de forma reativa a detecção de marcos e o processo de tomada de decisão.
Por esta razão a arquitetura ART1-R-MLPs-RR manteve-se como camada
reativa da arquitetura NeuroCog.
7.4 Camadas Deliberativas Prévias
As arquiteturas expostas nesta seção apresentam camadas deliberati-
vas que foram desenvolvidas anteriormente à camada deliberativa da arquite-
tura NeuroCog. A principal diferença entre as camadas deliberativas prévias
e a camada deliberativa da arquitetura NeuroCog reside no fato de que as pri-
meiras executam na sequência as fases de exploração e planejamento de cami-
nho durante a operação do robô. Enquanto que a deliberação na arquitetura
NeuroCog trata exploração e planejamento como comportamentos a serem
executados de forma dinâmica, para equilibrar o dilema exploração versus
aproveitamento. Enquanto a primeira camada deliberativa prévia Map-Tree
trata somente com labirintos T sem caminhos cíclicos e estáticos, a segunda
camada deliberativa prévia Map-Dijkstra provê planejamento de caminho
em labirintos T com ciclos e que podem ser modificados durante a operação
do robô.
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7.4.1 Camada Deliberativa Map-Tree
A camada deliberativa Map-Tree é esquematizada na Figura 7.9 e rea-
liza a tarefa de navegação executando duas fases (exploração e planejamento)
distintas e em sequência. Ou seja, com ela o robô primeiramente explora
todo o labirinto e em seguida planeja caminho de um lugar origem a um lugar
destino pré estabelecidos. A camada deliberativa Map-Tree trata somente
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Figura 7.9: Primeira proposta: mapeamento cognitivo Map-Tree.
Toda vez que uma bifurcação ou beco sem saída é detectado, a ca-
mada deliberativa Map-Tree recebe as informações ξt , pcur e pold através do
módulo Percepção (Seção 6.3) e at−1 a partir do módulo Sistema motor. A
camada de mapeamento cognitivo Map-Tree é assim denominada devido à
fase de exploração do robô ser responsável por construir o mapa cognitivo
enquanto a fase de planejamento de caminho transpõe este mapa para uma ár-
vore binária a fim de determinar o planejamento de ações em cada bifurcação
que levará ao lugar objetivo.
O mapa cognitivo, M , é representado por um grafo, onde os nós re-
presentam lugares (becos sem saída e bifurcações no labirinto) e as arestas
armazenam informações referentes a ações de saída e chegada entre os nós.
Como descrito no Algoritmo 7.1,M é construído à medida que novos lugares
são encontrados, e enquanto a fase de exploração é mantida (linhas 4 a 10).
Assim como definido na Seção 6.5.1, outpold e inpcur , correspondem as ações
de saída em pold e chegada em pcur, respectivamente. A ação de saída em pold
é obtida a partir de A (linha 2), que contém os valores de pesos para as ações
alternativas no lugar anteriormente alcançado, pold . Já a ação de chegada em
pcur é obtida diretamente através de at−1 (linha 3).
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Algoritmo 7.1 Mapeamento cognitivo: Map-Tree
1: procedure MAP-TREE(ξt , pold , pcur, at−1)
2: outpold ← ∇(A [pold ])
3: inpcur ← i onde at−1i = 1, para i = o, n, l, s
4: if ¬(pcur ∈ [0,L−1]) then
5: M [pold ][pcur]← outpold





11: if explorando then ⊲ Robô explorando
12: Aexplorer[pcur][inpcur ]← γ ·Aexplorer[pcur][inpcur ]
13: Aexplorer[pold ][outpold ]← γ ·Aexplorer[pold ][outpold ]
14: completou_exploracao ←△(Aexplorer)
15: if completou_exploracao = true then
16: explorando← false ⊲ Exploração completada
17: ( f ilho_esq, f ilho_dir) ← DESCOBRE_FILHOS (M , porigem,
/0, L)
18: MAPA_PARA_ARVORE (M , L, Treeporigem , porigem, /0,
f ilho_esq, f ilho_dir, 0)
19: ( f ilho_esq, f ilho_dir) ← DESCOBRE_FILHOS (M , pdestino,
/0, L)
20: MAPA_PARA_ARVORE (M , L, Treepdestino , pdestino, /0,
f ilho_esq, f ilho_dir, 0)
21: pob j ← porigem
22: Tree_PARA_A (Treeporigem , porigem,Aplanner,M )
23: end if
24: A [pcur]← Aexplorer[pcur]
25: else ⊲ Robô navegando
26: if pob j = porigem then
27: if pcur = porigem then
28: pob j ← pdestino
29: Tree_PARA_A (Treepdestino , pdestino,Aplanner,M )
30: end if
31: else if pob j = pdestino then
32: if pcur = pdestino then
33: pob j ← porigem
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Algoritmo 7.1 Mapeamento cognitivo: Map-Tree (cont.)
34: Tree_PARA_A (Treeporigem , porigem,Aplanner,M )
35: end if
36: end if
37: A [pcur]← Aplanner[pcur]
38: end if
39: at ← ∂(A [pcur])
40: Sistema motor(at )
41: end procedure




46: for i← 0,L do
47: if M [no_id][i] 6= /0 and i 6= pai then




52: return f ilhos[0], f ilhos[1]
53: end procedure
54: procedure MAPA_PARA_ARVORE(M , L, Tree, no_id, pai, f ilho_esq,
f ilho_dir, nivel)
55: Tree[no_id][0]← pai
56: Tree[no_id][1]← f ilho_esq
57: Tree[no_id][2]← f ilho_dir
58: Tree[no_id][3]← nivel
59: if f ilho_esq 6=−1 then
60: child_le f t,child_right ← DESCOBRE_FILHOS (M , f ilho_esq,
no_id, L)
61: MAPA_PARA_ARVORE (M , L, Tree, f ilho_esq, no_id,
child_esq, child_dir, nivel +1)
62: end if
63: if f ilho_dir 6=−1 then
64: child_le f t,child_right ← DESCOBRE_FILHOS (M , f ilho_dir,
no_id, L)
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O subsistema Explorer (linhas 11 - 24) através da variável Aexplorer
guia o comportamento de exploração fazendo com que todos os lugares do
labirinto sejam alcançados e todas as ações alternativas nas bifurcações sejam
executadas. Ao verificar que todo o labirinto foi explorado (linha 15), Explo-
rer inicializa a fase de planejamento transpondo o mapa cognitivo para árvo-
res de tomada de decisão, através do procedimento MAPA_PARA_ARVORE.
Estas árvores são do tipo binária, onde o nó raiz corresponde ao lugar obje-
tivo e os nós restantes aos nós em M . No caso desta implementação o lugar
objetivo foi pré estabelecido respectivamente como porigem e pdestino(lugares
origem e destino), onde pob j ← porigem (linha 21). Ou seja, primeiramente, o
robô deve planejar um caminho até o lugar origem e em seguida planejar um
caminho até o lugar destino e vice versa.
Algoritmo 7.1 Mapeamento cognitivo: Map-Tree (cont.)
65: MAPA_PARA_ARVORE (M , L, Tree, f ilho_dir, no_id,
child_esq, child_dir, nivel +1)
66: end if
67: end procedure
68: procedure Tree_PARA_A (Tree, no_id, A , M )
69: if Tree[noid][1] 6=−1 then
70: for i← o,s onde i = o,n, l,s do
71: A [Tree[noid][1]][i]← 0
72: end for
73: A [Tree[noid][1]][M [Tree[no_id][1]][no_id]]]← 1
74: Tree_PARA_A (Tree,Tree[no_id][1],A ,M )
75: end if
76: if Tree[noid][2] 6=−1 then
77: for i← o,s onde i = o,n, l,s do
78: A [Tree[noid][2]][i]← 0
79: end for
80: A [Tree[noid][2]][M [Tree[no_id][2]][no_id]]]← 1
81: Tree_PARA_A (Tree,Tree[no_id][2],A ,M )
82: end if
83: end procedure
O subsistema Planner (linhas 25 - 38) implementa a fase de plane-
jamento de caminho, inicializada ao término da fase de exploração. A cada
lugar corrente alcançado, pcur, Planner verifica se este corresponde ao lugar
objetivo, que neste caso pode ser ambos origem ou destino. Caso o lugar
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objetivo tenha sido alcançado, o procedimento Tree_PARA_A transpõe a res-
pectiva árvore de tomada de decisão, cuja raiz é o lugar objetivo corrente para
pesos de ações em APlanner para todos os lugares no labirinto. Este procedi-
mento consiste de um algoritmo que percorre a árvore binária em pré-ordem,
obtendo através do mapa cognitivo a informação das direções referentes a
cada par de lugares origem-destino (nós pai - filho). Desta forma, o planeja-
mento de caminho a partir de qualquer lugar até o lugar objetivo é armaze-
nado em APlanner e consiste da composição de sub-caminhos que seguem a
hierarquia da árvore no sentido “bottom-up”, para guiar o robô nas escolhas
de ações que levam ao lugar objetivo (nó raiz). Portanto, o robô torna-se há-
bil para executar caminhos entre quaisquer dois lugares pré estabelecidos no
labirinto.
Finalmente, quando A (linha 39) contém valores de Aexplorer, caso
ocorra empate dentre os valores dos pesos das ações alternativas em pcur, o
critério de desempate priorizará uma ação conforme a seqüência oeste, norte,
leste e sul. Porém, isto não ocorre quando o robô está na fase de planejamento
de caminho, onde A contém valores de Aplanner. Neste caso, apenas um peso
terá o valor 1 dentre os pesos das ações alternativas em pcur.
1o Experimento: Camada Deliberativa Map-Tree e a Evolução das Abor-
dagens Reativas
Este primeiro experimento tem por objetivo analisar o aprendizado
efetivo de camadas reativas ora implementadas pelos arranjos neurais (i)MLP-
RR, (ii)ART1-MLPs-RR e (iii)ART1-R-MLPs-RR (Seção 5.4.2) respecti-
vamente. Como ilustrado na Figura 7.10, as arquiteturas simuladas apresen-
tam como camada deliberativa o processo de mapeamento cognitivo Map-
Tree descrito anteriormente. O esquema de funcionamento destas arquite-
turas é semelhante ao da arquitetura NeuroCog, ou seja, nos corredores do
labirinto, a camada reativa é responsável pela resposta da ação, enquanto nas
bifurcações e becos sem saída, a camada deliberativa atua construindo o mapa
cognitivo durante a fase de exploração e planejando caminhos durante a fase
de planejamento. No nível abaixo, o módulo Percepção atua como descrito
na Seção 6.3 e o módulo Sistema motor como descrito na Seção 6.4, com
exceção de fornecer apenas a informação da ação anterior às camadas reativa
e deliberativa.
Na simulação das três arquiteturas, como medida de desempenho do
aprendizado efetivo das camadas reativas (i), (ii) e (iii), foram computadas
a quantidade e a ocorrência de punições aplicadas às redes MLPs, através
do módulo de Políticas de aprendizado, bem como a quantidade de classes
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Figura 7.10: Arquitetura híbrida Map-Tree e a evolução das abordagens re-
ativas. (a) Três arquiteturas: camada deliberativa Map-Tree versus controles
reativos MLP-RR, ART1-MLPs-RR e ART1-R-MLPs-RR (b) Labirinto si-
mulado com lugar origem em S e lugar destino em T.
criadas pelas redes ART1. O módulo de Políticas de aprendizado, descrito
no Algoritmo 5.2, realiza o treinamento das redes do tipo MLP, e se mantém
igual para as três camadas reativas (i), (ii) e (iii). Este módulo recebe como
entrada as informações ξt e at−1 e produz como saída o processo de punição
r a ser aplicada à rede MLP corrente. As informações de quantidade, bem
como ocorrência de punições executadas às redes MLPs, mais a quantidade
de classes criadas pela rede ART1, foram computadas durante a fase de ex-
ploração de todo labirinto, seguida da execução de um caminho planejado a
partir do lugar origem S para alcançar o lugar destino T.
A Tabela 7.3 mostra os resultados obtidos para as três arquiteturas
híbridas com as diferentes camadas reativas. Durante as simulações, o robô
primeiramente explora todo o labirinto, realizando a construção de seu mapa
cognitivo e então navega apenas uma vez entre o lugar S até o lugar destino
T. Para esta tarefa são necessários em média 1400 passos (Tabela 7.3).
A camada reativa (i) MLP-RR é composta apenas por uma rede MLP
que apresenta quatro neurônios em sua camada de entrada, para receber o pa-
drão ξt , três neurônios na camada intermediária e quatro neurônios na camada
de saída, para produzir a ação at .
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Arquitetura Map-Tree / no Passos
(Camada reativa) Punições MLPs (Explor. + Naveg.)
(i) MLP-RR 1674 1 1429
(ii) ART1-MLPs-RR 3454 14 1405
(iii) ART1-R-MLPs-RR 901 29 1386
Tabela 7.3: Desempenhos da arquitetura Map-Tree. Camada deliberativa
Map-Tree versus diferentes camadas reativas: medidas de desempenho dos
aprendizados on-line das redes MLPs, rede ART1 e da tarefa de navegação.










































Figura 7.11: Desempenho do aprendizado online das diferentes camadas re-
ativas das arquiteturas híbridas Map-Tree/[(a), (b) e (c)].
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Devido à camada deliberativa Map-Tree, o robô executa corretamente
o comportamento de exploração e planejamento de caminho, porém como
pode ser observado no gráfico (a) da Figura 7.11, o processo de punição atua
durante todo o período de execução do robô, não ocorrendo um aprendizado
efetivo desta rede MLP. Isto se deve ao modo online e aleatório do algoritmo
de aprendizado, associado ao estilo arquitetural da rede, conforme discutido
na Seção 5.3.3.
A camada reativa (ii) ART1-MLPs-RR se caracteriza por apresentar
uma rede ART1 comutadora de redes MLPs, que recebe como entrada ape-
nas o padrão do estado do ambiente ξt , e por esta razão apresenta apenas 4
neurônios em sua camada F1 e 20 neurônios em sua camada F2. Como visto
na Tabela 7.3, a rede ART1 deste tipo de camada reativa criou 14 redes MLPs
através da ativação de seus neurônios na camada F2. Porém o aprendizado
efetivo deste arranjo neural não ocorre devido à ausência da realimentação
da ação executada no passo anterior, o que faz com que o robô não tenha
uma memória de curto prazo que indique a direção em que estava execu-
tando. Desta forma a rede ART1 sempre seleciona uma mesma rede MLP
para aprender ações corretas mas ao mesmo tempo contraditórias, o que im-
possibilita um aprendizado efetivo do conjunto de MLPs, conforme também
pode ser visto no gráfico (b) da Figura 7.11.
Por outro lado, constata-se a ocorrência de um aprendizado efetivo da
camada reativa da arquitetura (iii) Map-Tree/ART1-R-MLPs-RR. Neste caso,
a rede ART1 é recorrente e possui 8 neurônios em sua camada F1 para rece-
ber o padrão de entrada (ξt , at−1). Além disto, a quantia de 40 neurônios para
a camada F2 se mostra suficiente para realizar a categorização do espaço de
padrões de entrada. Através da Tabela 7.3, nota-se a diminuição da quanti-
dade de punições (901) aplicadas às redes MLPs, porém ocorre o aumento do
número de classes (29) criadas pela rede ART1. O aprendizado efetivo deste
arranjo neural é melhor visualizado no gráfico (c) da Figura 7.11, ao término
da fase de exploração e início da fase de planejamento de caminho, nota-se
que as redes MLPs não mais recebem punições.
Os gráficos (a) e (b) da Fig. 7.12 ilustram a ativação dos neurônios
da camada F2 da rede ART1 durante a simulação da arquitetura (iii) Map-
Tree/ART1-R-MLPs-RR. Em outras palavras, enquanto o robô executa as
trajetórias durante a fase de exploração (a) e em seguida durante a fase de
planejamento (b), são plotados cada neurônio ativado, que corresponde ao
acionamento de uma respectiva rede MLP, responsável pela resposta da ação
at , enquanto o robô percorre os corredores do labirinto.
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(a) Exploração do labirinto.














(b) Planejamento de caminho.
Figura 7.12: Neurônios ativados na camada F2 (rede ART1), durante a simu-
lação da arquitetura (iii) Map-Tree/ART1-R-MLPs-RR.
2o Experimento: Parâmetros de Vigilância ρ
O objetivo deste segundo experimento foi verificar através da arqui-
tetura Map-Tree/ART1-R-MLPs-RR, o quanto o valor do parâmetro de vigi-
lância, ρ, repercute no processo de aprendizado efetivo do arranjo neural que
implementa a camada reativa da arquitetura. Foram testados os valores de ρ
iguais a 0,6, 0,7, 0,8, 0,9 e 1,0 respectivamente. Em cada simulação da ar-
quitetura foram computados a quantidade de classes criadas e a porcentagem
média de ações corretas executadas pelas redes MLPs, durante 8000 passos.
Via de regra, para um dado conjunto de padrões a serem classificados por uma
rede ART1, com um valor elevado de ρ, resulta em uma discriminação mais
refinada entre classes do que com um valor mais baixo.
Portanto, nota-se através do gráfico da Figura 7.13, que o menor nú-
mero de classes (20) é obtido com ρ = 0,6 e o maior (31) com ρ = 0,9 e
ρ = 1,0. Como consequência, quanto menor o parâmetro de vigilância da
rede ART1, menos eficiente se torna a aprendizagem por reforço das redes
MLPs. Dado que baixos ρ’s ocasionam maior ocorrência de punições, veri-
ficadas através das curvas da porcentagem de acertos mais acidentadas, con-
forme pode ser visualizado no gráfico da Figura 7.14. Por esta razão, o valor
de ρ igual a 0,9 é o valor utilizado para a maioria das simulações apresenta-
das nesta tese.
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Figura 7.13: Arquitetura Map-Tree/ART1-R-MLPs-RR simulada a partir
de diferentes valores de ρ. Número de classes criadas pelas redes ART1-R.























Figura 7.14: Arquitetura Map-Tree/ART1-R-MLPs-RR simulada a partir de
diferentes valores de ρ. A porcentagem média de ações corretas executadas
pelas redes MLPs.
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3o Experimento: Arquitetura Map-Tree/ART1-R-MLPs-RR e Navega-
ção Planejada
Este experimento visa mostrar o funcionamento da camada delibera-
tiva Map-Tree ao construir uma representação de conhecimento do ambiente,
durante a fase de exploração do robô. Considera-se que o labirinto é estático
e que não contém caminhos cíclicos. Nas simulações que serão apresenta-
das a seguir, o robô tem por tarefa de navegação explorar todo o labirinto e










Figura 7.15: Labirintos de simulação para a arquitetura Map-Tree/ART1-
R-MLPs-RR e os planejamentos de caminho executados.
Como ilustrado nas Figuras 7.15 (a), (b) e (c), foram utilizados três
labirintos do tipo T, onde o robô iniciou sua operação a partir dos luga-
res nos labirintos identificados como S (lugar origem). O lugar objetivo é
identificado com T. Foram computados o número de passos para completar a
fase de exploração, bem como a quantidade de classes criadas (mapeamentos
percepção-ação) pela rede ART1 na camada reativa da arquitetura analisada.
A Tabela 7.4 mostra os dados de simulação obtidos durante a execução
do robô nos três labirintos. A fase de exploração no labirinto (a) termina com
a menor quantidade de passos, pelo fato deste labirinto ser o menor em com-
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Labirinto Passos Mapeamento No de No de
exploração percepção-ação lugares cantos
(a) 987 27 14 0
(b) 1256 33 12 2
(c) 1425 30 14 4
Tabela 7.4: Arquitetura Map-Tree/ART1-R-MLPs-RR. Passos de controle
para completar a fase de exploração e quantidade de mapeamentos percepção
ação, nos labirintos (a), (b) e (c) da Figura 7.15.
primento de corredores. Já para o labirinto (c) são necessários mais passos
para completar a operação, devido à sua maior extensão em corredores, porém
ele necessita de menos classes (MLPs) em seu nível reativo, para o aprendi-
zado do mapeamento percepção-ação, devido à frequência de apresentação





















Figura 7.16: Camada reativa. Mapeamento percepção-ação para o labirinto
(c) da Figura 7.15 durante a execução do caminho planejado entre os lugares
S e T.
tra o mapeamento percepção-ação do labirinto (c) da Figura 7.15, realizado
pela camada reativa da arquitetura Map-Tree/ART1-R-MLPs-RR, durante
a execução do caminho planejado entre S e T . Os círculos em cores distintas
ilustram a atuação de diferentes redes MLPs que determinam ações a serem
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executadas de acordo com o padrão de entrada apresentado à rede ART1,
enquanto o robô percorre os corredores do labirinto. Em corredores onde
paredes em paralelo são detectadas, por exemplo, a rede MLP que executa
a ação é a mesma durante todo o percurso em uma mesma direção (círculos
com cores iguais). Assim que os sensores detectam mudanças nos corredores,
quanto à configuração de paredes no labirinto, um outro neurônio vencedor
na camada F2 é ativado, ativando assim uma outra rede MLP para determinar



























































































Figura 7.17: Os respectivos mapas topológicos aprendidos após a fase de
exploração dos labirintos (a), (b) e (c) da Figura 7.15.
As Figuras 7.17 (a), (b) e (c) correspondem aos mapas topológicos
aprendidos durante a fase de mapeamento cognitivo (exploração) dos labirin-
tos (a), (b) e (c) da Figura 7.15. Os mapas cognitivos correspondem a grafos
onde os nós equivalem aos lugares (becos sem saída e bifurcações) nos labi-
rintos e as arestas indicam as ações (oeste, norte, leste ou sul) que levam a
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um lugar vizinho. Os números que identificam os nós (lugares) do mapa são
estabelecidos conforme à ordem em que são alcançados pela primeira vez.
Durante a exploração, quando o robô se encontra em um lugar do tipo bifur-
cação e ocorre empate entre os pesos das ações alternativas (Algoritmo 7.1,
linha 39), a ação corrente é selecionada, considerando-se a prioridade oeste,
norte, leste e sul.
Após a fase de exploração, o mapa topológico aprendido é transpos-
tos em árvores de decisão do tipo binária, como as que são mostradas na
Figura 7.18. Estas árvores de decisão apresentam como nó raiz o lugar cor-
respondente ao objetivo. Todo os nós restantes na árvore armazenam ações
que representam sub-planos para se alcançar o nó raiz (objetivo). Visto que o
robô deve, após completar a exploração de cada labirinto, primeiramente se
dirigir até o lugar origem S, para em seguida alcançar o lugar destino T, antes
de iniciar a fase de planejamento de caminho, são criadas as árvores de deci-
são, cujos nós raízes sejam estabelecidos não somente como lugares origem
S, mas também como lugares destinos T, para cada labirinto (Algoritmo 7.1,
linhas 18 e 20).
Deste modo, as árvores de decisão (a) I, (b) I e (c) I da Figura 7.18 cor-
respondem aos conjuntos de planos construídos a partir dos mapas cognitivos
da Figura 7.17, considerando-se os lugares origem S, nos labirintos da Figura
7.15, como lugares objetivos. Já as árvores (a) II, (b) II e (c) II correspon-
dem igualmente aos conjuntos de planos construídos a partir dos respectivos
mapas cognitivos da Figura 7.17, considerando-se os lugares destino T como
objetivos.
Por exemplo, considere que no labirinto (c) da Figura 7.15, o robô
detecta o fim da fase de exploração ao alcançar o último lugar do labirinto,
p13. Neste momento as árvores (c) I e II da Figura 7.18 são criadas, e o robô
assume primeiramente a árvore (c) I, porque ele deve primeiramente executar
o caminho até o lugar origem 0. Através da árvore (c) I, o robô tomará as
seguintes ações (a cada lugar alcançado) para executar a trajetória entre o
lugar corrente 13 até o lugar origem 0: (n, o, s). Ao alcançar o lugar objetivo
0, o lugar destino, 11, passa então a ser o novo lugar objetivo, e então o robô
agora assume a árvore de decisão (c) II, executando as seguintes ações em
cada lugar alcançado até chegar ao lugar objetivo 11: (n, l, n, l, s, l, s).
As trajetórias executadas, partindo-se de S com destino a T, durante a
fase de planejamento de caminho, nos três labirintos analisados (a), (b) e (c),
são descritas através de círculos azuis plotados na Figura 7.15.
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(a) I
(c) II(b) II(a) II
(c) I(b) I
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Figura 7.18: Árvores de decisão criadas a partir dos mapas cognitivos (a),
(b) e (c) da Figura 7.17.
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7.4.2 Camada Deliberativa Map-Dijkstra
A segunda camada deliberativa prévia, Map-Dijkstra, é assim de-
nominada por obter navegação planejada e desvios através do algoritmo de
Dijkstra, que utiliza o mapa cognitivo, aprendido após uma exploração com-
pleta do labirinto. Desta forma, a arquitetura híbrida, formada pela camada
deliberativa Map-Dijkstra mais a camada reativa ART1-R-MLPs-RR, provê
um sistema de planejamento de caminho em labirintos T com ciclos e que
podem ser modificados durante a operação do robô. O desenvolvimento da
camada deliberativa Map-Dijkstra precedeu ao desenvolvimento da camada
deliberativa da arquitetura NeuroCog, proposta neste trabalho de tese.
A Figura 7.19 ilustra a estrutura da camada deliberativa Map-Dijkstra
que é semelhante à camada Map-Tree vista na seção anterior, ou seja ambas
as camadas executam em sequência, primeiro a fase de exploração do labi-
rinto, para em seguida iniciar a fase de planejamento de caminho. A princi-
pal diferença entre as camadas Map-Tree e Map-Dijkstra é a forma como
o planejamento é realizado. Na primeira, o mapa topológico do labirinto é
transposto para árvores binárias de tomada de decisão, enquanto no segundo,


































Figura 7.19: Segunda proposta: mapeamento cognitivo Map-Djkstra.
Assim que um marco (bifurcação ou beco sem saída) é detectado, a
camada deliberativa Map-Dijkstra recebe as informações (ξt , pcur e pold)
através do módulo Percepção (Seção 6.3) e (at−1 e d) a partir do módulo Sis-
tema motor. A informação de distância d é incorporada ao mapa cognitivo
para ser utilizada pelo algoritmo de Dijkstra. Desta forma, os nós do mapa
cognitivo, M , representam lugares enquanto as arestas armazenam informa-
ções referentes a ações de saída e chegada entre os nós, mais a informação de
distância d.
O Algoritmo 7.2 descreve a camada deliberativa Map-Dijkstra. A
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Algoritmo 7.2 Camada deliberativa: Map-Dijkstra
1: procedure MAP-DIJKSTRA(ξt , pold , pcur, at−1, d,status)
2: outpold ← ∇(A [pold ])
3: inpcur ← at−1
4: if status = explorando then ⊲ Robô explorando
5: if ¬(pcur ∈ [0,L−1]) then
6: M [pold ][pcur]← outpold
7: M [pcur][pold ]← inpcur




12: Aexplorer[pcur][inpcur ]← γ ·Aexplorer[pcur][inpcur ]
13: Aexplorer[pold ][outpold ]← γ ·Aexplorer[pold ][outpold ]
14: A ← Aexplorer[pcur]
15: completou_exploracao ←△(Aexplorer)
16: if completou_exploracao = true then
17: status← navegando
18: PLANEJA_CAMINHO(porigem, pdestino, Aplanner_origem,
Aplanner_destino)
19: pob j ← porigem
20: A ← Aplanner_origem[pcur]
21: end if
22: else if status = navegando then ⊲ Robô navegando
23: if pob j = porigem then
24: if pcur = porigem then
25: pob j ← pdestino
26: A ← Aplanner_destino
27: end if
28: else if pob j = pdestino then
29: if pcur = pdestino then
30: pob j ← porigem
31: A ← Aplanner_origem
32: end if
33: end if
34: if ¬(pcur ∈ [0,L−1]) then ⊲ Mudança no labirinto: desvio
35: Aexplorer(pcur)←¬ξt
36: L← L+1
37: pexp ← ·(M , pold ,outpold )
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Algoritmo 7.2 Camada deliberativa: Map-Dijkstra (cont.)
38: M [pold ][, pexp]←M [pexp][pold ]← /0
39: M [pold ][, pcur]← outpold
40: M [pcur][, pold ]← inpcur
41: M [pold ][, pcur]←M [pcur][pold ]← d




45: at ← ∂(A [pcur)] )
46: Sistema motor(at )
47: end procedure
fase de exploração é executada através das linhas 4 a 21, que corresponde à
implementação do subsistema Explorer (Figura 7.19). O mapa topológico
M é construído, à medida que novos lugares são encontrados (linhas 5 a 11).
O mapa recebe as informações outpold e inpcur , correspondentes às ações de
saída em pold e chegada em pcur, respectivamente (Seção 6.5.1). A ação de
saída em pold é obtida a partir de A (linha 2), que contém os valores de pesos
para as ações alternativas no lugar anteriormente alcançado, pold . Já a ação de
chegada em pcur é obtida diretamente através de at−1 (linha 3). Além disso,
o comportamento de exploração é implementado através da variável Aexplorer,
que permite que todos os lugares do labirinto sejam alcançados e todas as
ações alternativas nas bifurcações sejam executadas.
Ao verificar que todo o labirinto foi explorado (linha 16), o subsis-
tema Explorer inicializa a fase de planejamento, mudando a variável status
para “navegando” e invocando o procedimento PLANEJA_CAMINHO (Algo-
ritmo 7.3). Este procedimento transpõe diretamente o conjunto de planos,
calculados a partir do algoritmo de Dijkstra, para as variáveis Aplanner_origem
e Aplanner_destino. O algoritmo de Dijkstra recebe como parâmetro o mapa
cognitivo e os lugares referentes à origem e destino para cálculo do menor
caminho. Devido à tarefa de navegação, os lugares porigem e pdestino (origem
e destino), foram respectivamente estabelecidos como lugar objetivo, porque
o robô deve, ao completar a exploração, primeiramente planejar um caminho
até o lugar origem (linha 19) e em seguida, planejar um caminho até o lugar
destino e vice versa.
A fase de planejamento de caminho, compreendida pelo subsistema
Planner (linhas 22 - 44), verifica se o lugar corrente alcançado, pcur, cor-
responde ao lugar objetivo. Neste caso, o lugar objetivo corrente é trocado
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Algoritmo 7.3 Planejamento de caminho Map-Dijkstra
1: procedure PLANEJA_CAMINHO(porigem, pdestino, M , Aplanner_origem,
Aplanner_destino)
2: for i← 0,L do
3: if i 6= porigem and i 6= pdestino then
4: Aplanner_origem ← di jkstra(i, porigem,M )
5: Aplanner_destino ← di jkstra(i, pdestino,M )
6: end if
7: end for
8: Aplanner_origem ← di jkstra(pdestino, porigem,M )
9: Aplanner_destino ← di jkstra(porigem, pdestino,M )
10: end procedure
(linhas 25 e 30), e um novo conjunto de planos de ações para se chegar ao
novo lugar objetivo é estabelecido (linhas 26 e 31). E ainda, devido à pos-
sibilidade de ocorrer mudanças no labirinto durante a operação do robô, o
procedimento PLANEJA_CAMINHO calcula através do algoritmo de Dijkstra
os menores caminhos entre todos os outros lugares do labirinto até o lugar
objetivo corrente (Algoritmo 7.3, linhas 2 a 7). Desta forma, o planejamento
de caminho a partir de qualquer lugar no labirinto até o lugar objetivo é arma-
zenado em A . A variável A guiará o robô nas escolhas de ações que levam
ao lugar objetivo e permitirá ainda que, durante a fase de planejamento, o
robô realize desvios quando for detectados bloqueios em caminhos planeja-
dos. Em outras palavras, quando o robô detecta um novo beco sem saída
(bloqueio) (Algoritmo 7.2, linha 34), o subsistema Planner insere o novo lu-
gar no mapa cognitivo, efetuando os devidos reajustes, através da informação
do lugar esperado pexp, obtido a partir de M (linha 37).
Assim como na camada Map-Tree, na camada Map-Dijkstra quando
A (linha 45) contém valores de Aexplorer, caso ocorra empate dentre os va-
lores dos pesos das ações alternativas em pcur, o critério de desempate pri-
orizará uma ação conforme a seqüência oeste, norte, leste e sul. Porém,
isto não ocorre quando o robô está “navegando”, onde A contém valores
Aplanner_origem ou Aplanner_destino. Nestes casos, apenas um peso terá o va-
lor 1 dentre os pesos das ações alternativas em pcur.
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1o Experimento: Mapeamentos Cognitivo Map-Dijkstra e Percepção-
Ação
Este experimento tem por objetivo exemplificar o funcionamento da
arquitetura de controle híbrida, formada pela camada deliberativa Map-Dijkstra
e pela camada reativa ART1-R-MLPs-RR. A simulação executada no labi-
rinto (d) da Figura 7.20, será descrita em duas partes. A primeira mostra um
exemplo de como é realizado o mapeamento cognitivo (camada deliberativa),
e a segunda ilustra o funcionamento do mapeamento percepção-ação (camada
reativa), durante a operação do robô. O labirinto apresenta caminhos cíclicos
e pode ser modificado quando o robô está na fase de planejamento. No la-
birinto simulado, os lugares origem e destino são pré definidos como S e T
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Figura 7.20: Exemplo de construção do mapa cognitivo.
tetura híbrida Map-Dijkstra/ART1-R-MLPs-RR é primeiramente explorar
todo o labirinto para em seguida planejar o menor caminho entre os lugares S
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a T.
Os gráficos (a), (b) e (c) da Figura 7.20 descrevem em três etapas
subsequentes, a exploração completa e a construção do mapa cognitivo do
labirinto (d). Cada gráfico apresenta a configuração do mapa cognitivo no
momento em que o robô executou os respectivos passos de controle. À direita
de cada mapa são apresentados os valores da variável Aexplorer gerenciadas
pelo subsistema Explorer, que segue a prioridade oeste, norte, leste e sul,
quando ocorre empate entre os valores dos pesos das ações alternativas em
Aexplorer, para um dado lugar corrente.
Por exemplo, o mapa topológico M em (a), Figura 7.20, é obtido com
627 passos de controle. Ou seja, até este momento, o robô tem alcançado 7
lugares no labirinto, onde são incorporados 7 nós em seu grafo topológico. O
grafo armazena informações referentes as ações de entrada e saída entre nós
vizinhos (o, n, l, ou s) mais a distância percorrida em número de passos de
controle (d). Neste primeiro intervalo de exploração, entre os passos 1 até
627, o robô percorreu a seguinte trajetória: 0 −−→n 1 −−→n 2 −−→o 3 −−→n
4 −−→o 5 −−→o 6. No segundo intervalo, entre os passos 627 até 1253, o
robô obtém o mapeamento cognitivo correspondente ao gráfico (b), onde mais
dois novos lugares são adicionados a M , para tal o robô executa a seguinte
trajetória: 6−−→n 3−−→o 2−−→l 7−−→n 6−−→n 3−−→n 4−−→l 8. E finalmente,
no terceiro intervalo, entre os passos 1254 a 1881 a fase de exploração é
completada, com a inclusão de mais três lugares restantes a M , ao passo que
o robô executa a seguinte trajetória: 8 −−→l 9 −−→o 8 −−→s 10 −−→o 11 −−→o
7 −−→o 2 −−→s 1 −−→l 10 −−→l 11 −−→n 5. E assim o mapeamento o cognitivo
do labirinto é apresentado no gráfico (c) da Figura 7.20.
























Figura 7.21: Visualização 2D: mapeamento percepção-ação durante as fases
de exploração e planejamento de caminho.
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A segunda etapa deste experimento ilustra o funcionamento do mape-
amento percepção-ação aprendido pela camada reativa ART1-R-MLPs-RR,
durante a operação da arquitetura híbrida Map-Dijkstra/ART1-R-MLPs-
RR. Através dos gráficos (a) e (b) da Figura 7.21 é descrita, através da vi-
sualização no plano, a atuação das redes MLPs ativadas pela rede ART1,
durante as fases de exploração do labirinto e planejamento de caminho res-
pectivamente. Os gráficos (a) e (b) da Figura 7.22 correspondem aos mesmos
gráficos anteriores, apenas sendo visualizados no espaço. Em ambas as fi-
guras, os círculos em cores plotados ao longo das trajetórias de exploração e
planejamento de caminho entre os lugares S e T, correspondem a redes MLPs
ativadas pelo neurônio vencedor na camada F2 da rede ART1. Em outras
palavras, cada cor corresponde a uma ação respondida por uma rede MLP
específica enquanto o robô interage com o ambiente nos corredores. Em es-
pecial nos gráficos (a) e (b) da Figura 7.22, os índices das redes MLPs são









































































Figura 7.22: Visualização 3D: mapeamento percepção-ação durante as fases
de exploração e planejamento de caminho.
2o Experimento: Comportamentos de Desvio
Este experimento tem por objetivo demonstrar comportamentos de
desvio implementados pela arquitetura Map-Dijkstra/ART1-R-MLPs-RR.
O robô foi novamente introduzido no mesmo labirinto do experimento ante-
rior, [Figura 7.23 (a)], onde foram estabelecidos os lugares S e T como origem
e destino respectivamente. Em seguida, o robô executa o menor caminho en-
tre S e T descrito pela trajetória da Figura 7.23 (b). O mapa cognitivo, M


























Figura 7.23: Arquitetura Map-Dijkstra/ART1-MLPs-RR. (a) Mapeamento
do labirinto após exploração completa. (b) Um dos menores caminhos plane-
jados entre S e T.
aprendido neste experimento é similar ao obtido na Figura 7.20 (c), apenas
com relação às informações de ações de entrada e saída entre nós vizinhos,
sendo assim ambos os lugares S e T são identificados em M como 0 e 9
respectivamente. Entretanto, a diferença existente entre o mapa topológico
aprendido neste experimento e o do anterior reside no fato de que as distân-
cias d entre os mesmos pares de lugares vizinhos não coincidem às vezes, de-
vido à atuação da camada reativa ART1-R-MLPs-RR nos corredores. Como
a distância d corresponde à quantia de passos de controle executados entre um
lugar e outro, esta quantia de passos pode variar entre simulações de mesmo
protocolo, devido principalmente ao aprendizado aleatório das redes MLPs.
Logo, o menor caminho será determinado, pelo algoritmo de Dijkstra, como
aquele que possui a menor soma de d’s entre os lugares início e objetivo.
Por esta razão, enquanto no experimento anterior [Figura 7.21 (b)] o
robô executou o menor caminho navegando entre os lugares (0 ∼ 1 ∼ 10 ∼ 8
∼ 9), neste 2o experimento, a trajetória executada compreende os lugares (0
∼ 1∼ 2∼ 7∼ 11∼ 5∼ 4∼ 8∼ 9) [Figura 7.23 (b)]. Contudo, existem ainda
dois outros menores caminhos que também seriam válidos e que poderiam ser
executados, tais como o (0 ∼ 1 ∼ 2 ∼ 7 ∼ 11 ∼ 10 ∼ 8 ∼ 9) e o (0 ∼ 1 ∼ 2
∼ 7 ∼ 6 ∼ 5 ∼ 4 ∼ 8 ∼ 9).
Em seguida, comportamentos de desvio são observados, enquanto o
robô executa o menor caminho saindo de S com destino a T e durante o per-
curso, detecta a presença de bloqueios, como ilustrados no labirinto (a) da







































































































Figura 7.24: Arquitetura Map-Dijkstra/ART1-MLPs-RR. (a) Modifica-
ções no labirinto: bloqueios em caminhos conhecidos. (b) Comportamentos
de desvio executados. (c) Comportamento de desvio final. (d) Mapa cognitivo
final.
Figura 7.24. Conforme pode ser visualizado na Figura 7.24 (b) o robô parte
do lugar S com o plano de executar a trajetória (0 ∼ 1 ∼ 2 ∼ 7 ∼ 11 ∼ 5 ∼ 4
∼ 8∼ 9), mas ao sair do lugar 11 para alcançar o lugar 5, por exemplo, o robô
detecta um bloqueio, o qual reconhece como um beco sem saída, atribuindo a
este novo lugar a identificação 12 [Figura 7.24 (a)]. Neste momento, o mapa
cognitivo é reajustado [Figura 7.24 (d)], onde M [11][5] ← M [5][11] ← /0,
M [11][12] ← n e M [12][11] ← s, e a partir de lugar 12, um novo caminho
de desvio é planejado: (12 ∼ 11 ∼ 10 ∼ 8 ∼ 9). Porém, quando o robô
saí do lugar 10 para alcançar o lugar 8, um novo bloqueio é detectado no
percurso, deste modo, o novo beco sem saída é identificado como 13 [Fi-
gura 7.24 (a)]. E neste lugar, o mapa cognitivo é novamente reajustado:
M [10][8] ← M [8][10] ← /0, M [10][13] ← l e M [13][10] ← o [Figura 7.24
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(d)]. Em seguida, a partir do lugar 13, o novo caminho de desvio planejado
é então (13 ∼ 10 ∼ 11 ∼ 7 ∼ 6 ∼ 5 ∼ 4 ∼ 8 ∼ 9). Contudo a presença do
terceiro bloqueio entre os lugares 7 e 6, faz com que o robô detecte o lugar
14, reajuste o mapa cognitivo para M [7][6]←M [6][7]← /0, M [7][14]← n e
M [14][7]← s, e em seguida recalcule um novo caminho de desvio que com-
preende: (14 ∼ 7 ∼ 2 ∼ 3 ∼ 6 ∼ 5 ∼ 4 ∼ 8 ∼ 9). Finalmente, após o robô
não mais detectar bloqueios durante o percurso entre S e T, o menor caminho
final encontrado é descrito através da trajetória ilustrada na Figura 7.24 (c):
(0 ∼ 1 ∼ 2 ∼ 3 ∼ 6 ∼ 5 ∼ 4 ∼ 8 ∼ 9).
Portanto, a arquitetura Map-Dijkstra/ART1-R-MLPs-RR provê ao
robô comportamentos de desvios mediante modificações no labirinto durante
sua operação. Porém estas mudanças incluem somente o bloqueio de cami-
nhos conhecidos e ainda, elas podem ocorrer somente quando o robô esti-
ver na fase de planejamento de caminho. Isto caracteriza pouca flexibilidade
quanto ao tratamento das dinâmicas de um ambiente. Porém a arquitetura
Map-Dijkstra/ART1-R-MLPs-RR serviu como ponto de partida para o de-
senvolvimento da arquitetura NeuroCog, que trata de maneira mais flexível
modificações no ambiente, intercalando por exemplo as fases de exploração
e planejamento de caminho.
3o Experimento: Comparando Prioridades de Exploração
Este experimento, tem por objetivo comparar diferentes aspectos do
desempenho da arquitetura Map-Dijkstra/ART1-R-MLP-RR mediante di-
ferentes opções de prioridades a ser seguida pela camada deliberativa, nas
bifurcações, durante a fase de exploração do labirinto. Uma prioridade es-
tabelecida é utilizada apenas quando há empate entre pesos de maior valor
dentre as ações alternativas, caso contrário, a ação determinada é aquela que
apresenta o maior peso. Em todas as simulações apresentadas até o momento,
as camadas deliberativas prévias Map-Tree (Algoritmo 7.1, linha 39) e Map-
Dijkstra (Algoritmo 7.2, linha 45) utilizaram a prioridade oeste, norte, leste
e sul, na ocorrência de empate entre pesos de ações na variável A .
Neste experimento a prioridade de escolha estabelecida como (oeste,
norte, leste e sul) é denominada como “horária”. Além desta, duas outras pri-
oridades de escolha são definidas, tais como a “anti-horária” (sul, leste, norte
e oeste) e a “aleatória”, a qual se determina uma ação, dentre ações de pesos
iguais, de forma aleatória. O objetivo é investigar se estas diferentes priori-
dades de escolha interferem, por exemplo, no tempo para se completar a fase
de exploração, ou na quantidade de classes e consequentemente na quanti-
dade de punições aplicadas às redes MLPs na camada reativa da arquitetura
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de controle em questão.
(a) (b)
(c) (d)
Figura 7.25: Labirintos simulados para a avaliação do desempenho da arqui-
tetura Map-Dijkstra/ART1-R-MLPs-RR, segundo as prioridades de explo-
ração “horária”, “anti-horária” e “aleatória”.
Desta forma, foram executadas três simulações para cada um dos la-
birintos (a), (b), (c) e (d) ilustrados na Figura 7.25. As simulações realizadas
se diferenciam pelas prioridades de escolha (horária, anti-horária e aleató-
ria) estabelecidas na camada deliberativa. Em cada labirinto, o robô simu-
lado se encontra sobreposto ao lugar identificado como 0, que corresponde
ao lugar onde ele inicia sua tarefa de exploração. A cada simulação, o robô
executa uma exploração completa, onde ao final são anotadas medidas de de-
sempenhos, relacionadas à utilização de recursos de tempo e memória. As
numerações indicadas nos labirintos da Figura 7.25 exemplificam a seqüên-
cia de identificações dos lugares encontrados e inseridos no mapa cognitivo,
à medida que o robô explora os labirintos, seguindo a prioridade “horária” na
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camada deliberativa Map/Dijkstra.
Os desempenhos da arquitetura Map-Dijkstra/ART1-R-MLPs-RR,
a partir das simulações realizadas, são descritos através dos gráficos (a), (b),
(c) e (d) da Figura 7.26. Eles medem respectivamente a (a) quantidade de
passos de controle, o (b) tempo em segundos, a (c) quantidade de classes
criadas pela rede ART1 (que determina a quantidade de redes MLPs alocadas)
e a (d) quantidade de punições aplicadas às redes MLPs, para completar uma
exploração completa dos labirintos apresentados na Figura 7.25.

















































Figura 7.26: Medidas de desempenho relacionadas às prioridades “horária”,
“anti-horária” e “aleatório”, estabelecidas pela camada deliberativa, para a
tarefa de exploração dos labirintos (a), (b), (c) e (d) da Figura 7.25.
Os gráficos relacionados a passos de controle e tempo em segundos
[Figura 7.26 (a) e (b)] necessários à execução de uma exploração completa
dos labirintos são equivalentes e constituem desempenhos aceitáveis com re-
lação ao consumo de tempo. Nota-se também que quanto maior o labirinto,
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maior o tempo despendido para completar a tarefa. Por outro lado, as dife-
rentes medidas relacionadas às prioridades “horária”, “anti-horária” e “alea-
tória”, em cada labirinto, não apresentam diferenças significativas e demons-
tram um desempenho médio.
Já os gráficos relacionados à quantidade de redes MLPs ativadas e pu-
nições aplicadas [Figura 7.26 (c) e (d)] correspondem aos custos da atuação
da camada reativa ART1-R-MLPs-RR, durante o processo de exploração dos
labirintos. A quantidade de redes MLPs corresponde diretamente à classifi-
cação de padrões executada pela rede ART1, e ainda, esta classificação sofre
influência quanto à sequência e frequência com que os padrões de entrada
são apresentados à rede. Já com relação à quantidade de punições aplicadas,
estas medidas estão relacionadas em parte à quantidade de classes ou MLPs
criadas. Entretanto, estas são as medidas mais desiguais entre as prioridades
de exploração estabelecidas, devido à característica aleatória do aprendizado
online das rede MLPs.
Portanto, com base nestes quatro tipos de informações coletadas, pode-
se concluir que as diferentes prioridades de exploração consomem em média a
mesma quantia de recursos de memória e tempo e que as pequenas diferenças
observadas quanto ao desempenho da arquitetura Map-Dijkstra/ART1-R-
MLPs-RR dependerá do tamanho e da configuração do formato dos labirin-
tos.
Já os gráficos (a), (b) e (c) da Figura 7.27 mostram respectivamente as
informações sobre punições e quantidade de MLPs ativadas mediante as pri-
oridades de exploração “horária”, “anti-horária” e “aleatória” estabelecidas
pela camada deliberativa, durante as simulações no labirinto (d).
4o Experimento: Comparando Medidas de Exploração Média
Este experimento tem por objetivo avaliar o desempenho da arquite-
tura Map-Dijkstra/ART1-R-MLPs-RR, comparando medidas de explora-
ção média, para as simulações realizadas no experimento anterior, relaciona-
das a diferentes prioridades de exploração. Em adição, para efeito de compa-
ração, outra modalidade de exploração, denominada randômica, foi utilizada
nas simulações da arquitetura para os labirintos (a), (b), (c) e (d) da Figura
7.25. Com o intuito de medir a exploração média em cada labirinto, são reu-
nidos a cada lugar visitado, a quantidade total de lugares descobertos até o
momento, L, e a quantidade de ações alternativas ainda não executadas, com
relação a todos os lugares já visitados. Desta forma, a exploração média pode
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(a) Labirinto (d) da figura 7.25: prioridade de exploração “horária”.























(b) Labirinto (d) da figura 7.25: prioridade de exploração “anti-horária”.
























(c) Labirinto (d) da figura 7.25: prioridade de exploração “aleatória”.
Figura 7.27: Desempenhos da camada reativa ART1-R-MLPs-RR versus
prioridades de exploração estabelecidas pela camada deliberativa, para o la-
birinto (d) da Figura 7.25.







(∀Aexplorer[p j][i] = 1), (i = o,n, l,s) e (0≤ j < L)
(7.2)
Uma ação que ainda não foi executada corresponde àquela que apre-
senta valor de peso igual 1 na variável Aexplorer (Algoritmo 7.2, linhas 9, 12 e
13). Sendo assim, a exploração média, A (t), equivale ao somatório de todas
as ações ainda não executadas, dividido pela quantidade total de lugares no
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mapa cognitivo, L, a cada passo de exploração t. A variável t representa um
macro passo de tempo que é incrementado de 1 a cada percurso transcorrido
entre um lugar anteriormente alcançado e um lugar corrente. Quando a ex-
ploração média se encontra no intervalo (0 < A (t) ≤ 1), denota que ainda
há possíveis regiões no labirinto a serem exploradas. Caso contrário, quando
A (t) é igual a zero, significa que uma exploração completa do labirinto foi
finalizada.
Como dito anteriormente, na modalidade de exploração randômica
(THRUN, 1992), as experiências do robô são desconsideradas. Em outras pala-
vras, a cada bifurcação alcançada, a escolha da próxima ação é sempre deter-
minada de forma aleatória, com distribuição de probabilidade uniforme, des-
considerando qualquer informação da ação de exploração anterior, expressa,
por exemplo, nas linhas 12 e 13 do Algoritmo 7.2, as quais foram utilizadas
nas simulações do experimento anterior.



















(a) Labirinto 7.25 (a)



















(b) Labirinto 7.25 (b)



















(c) Labirinto 7.25 (c)



















(d) Labirinto 7.25 (d)
Figura 7.28: Exploração média: comparando o desempenho da arquitetura
Map-Dijkstra/ART1-R-MLPs-RR, mediante as prioridades de exploração
“horária”, “anti-horária” e “aleatória” com a modalidade de exploração randô-
mica, nos labirintos (a), (b), (c) e (d) da Figura 7.25.
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Os gráficos (a), (b), (c) e (d) da Figura 7.28 comparam os dados ob-
tidos a partir das simulações executadas no experimento anterior, mais as
simulações executadas com a modalidade de exploração randômica, para os
labirintos (a), (b), (c) e (d) da Figura 7.25. A cada passo de exploração, a
exploração média, A (t) é computada para as três prioridades de exploração
“horária”, “anti-horária” e “aleatória” e a modalidade randômica estabele-
cidas na camada deliberativa da arquitetura. Como pode ser observado nos
gráficos, A (t) é mantida em 1 enquanto o número de ações alternativas ainda
não executadas for igual ao número de lugares encontrados até o momento. E
ainda, se no início da tarefa de exploração, o robô for alcançando mais novas
bifurcações do que becos sem saída, o valor da exploração média é mantida
próxima ou igual a 1.
Portanto, a partir dos gráficos da Figura 7.28, nota-se a importância
de considerar a experiência realizada pelo robô na decisão da ação corrente.
Caso contrário, o robô consome muito tempo para completar a exploração,
como no caso do labirinto (d) da Figura 7.25. Sendo assim, o desempenho da
arquitetura Map-Dijkstra/ART1-R-MLPs-RR, ao estabelecer a modalidade
de exploração randômica na camada deliberativa, torna-se bastante inferior
ao desempenho da mesma arquitetura, ao estabelecer as prioridades de explo-
ração “horária”, “anti-horária” ou “aleatória”.
7.5 Arquitetura NeuroCog
Esta seção apresenta as simulações e resultados da arquitetura híbrida
final NeuroCog, proposta neste trabalho de tese e descrita no Capítulo 6.
A arquitetura NeuroCog aplica-se a labirintos que podem ser modificados
durante a operação do robô, pois sua camada deliberativa é formada por um
processo de mapeamento cognitivo adaptativo, que trata de maneira dinâmica,
as fases de exploração e planejamento de caminho.
As simulações computacionais realizadas para medir o desempenho da
arquitetura NeuroCog considerou uma tarefa de navegação que possui dois
objetivos. O primeiro consiste do robô, partindo de um lugar origem S, des-
cobrir a localização de um lugar destino T. O outro objetivo consiste do robô
tentar obter o conhecimento tanto do menor caminho, quanto de caminhos al-
ternativos entre ambos S e T, dado que o labirinto pode sofrer modificações.
As simulações foram realizadas no labirinto da Figura 7.29, onde pri-
meiramente o ambiente é mantido estático (Seção 7.5.1) e em seguida dinâ-
mico (Seção 7.5.2), durante a execução do robô. O labirinto apresenta 18
lugares, que correspondem a 4 becos sem saída e 14 bifurcações. Os luga-
res definidos como S e T equivalem aos lugares pré-definidos como origem e





















Figura 7.29: O labirinto simulado: 4 becos sem saída e 14 bifurcações em T.
destino respectivamente. Portanto, quando o labirinto se mantém sem modi-
ficações, o mapa cognitivo produzido apresentará no máximo 18 nós, corres-
pondentes aos lugares encontrados. E ainda, quando o labirinto for dinâmico,
o mapa cognitivo poderá obter mais de 18 nós, devido a bloqueios (becos-
sem-saída) e/ou novas aberturas (bifurcações) que podem ser encontrados.
Nas simulações apresentadas nesta seção, a camada reativa da arquite-
tura NeuroCog, implementada pelo arranjo neural ART1-R-MLPs-RR, pos-
sui a mesma configuração conforme descrita na Seção 7.3.1, com exceção da
camada F2 que agora apresenta 45 neurônios para prever um possível acrés-
cimo na quantidade de classes criadas pela rede ART1-R, devido ao aumento
da complexidade do labirinto em questão. Já na camada deliberativa, o parâ-
metro Γ, estabelecido pelo subsistema Tomada de decisão, visa especificar o
ajuste do dilema entre os comportamentos de explorar o ambiente e planejar
caminho, durante a execução da tarefa de navegação. Para efeito de compa-
ração, o parâmetro Γ será configurado com diferentes valores, cujos desem-
penhos correspondentes para a arquitetura NeuroCog serão apresentados nas
Seções 7.5.1 e 7.5.2. O fator de desconto fixo utilizado para caracterizar o
comportamento de exploração foi estabelecido como γ = 0.995 (Seção 6.5.2,
Eq. 6.2) e finalmente, durante a decisão sobre a ação corrente at , ocorrendo
empate nos valores dos pesos das ações alternativas em A (pcur) (Eq. 6.5), a
prioridade a ser seguida é oeste, norte, leste e sul.
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7.5.1 1o Experimento: “Exploration × Exploitation” em Labirinto Es-
tático
Neste experimento, o labirinto utilizado nas simulações foi mantido
estático durante a execução da tarefa de navegação e corresponde ao labirinto
da Figura 7.29. A tarefa consiste do robô, ao partir do lugar origem S, ter por
objetivo alcançar o lugar destino T. Em seguida, assim que o robô visita o des-
tino T, o objetivo alterna-se para o lugar origem S, e assim sucessivamente.
O valor do parâmetro Γ estabelecido na camada deliberativa, determinará o
grau de “curiosidade” do robô, durante a execução dos percursos entre ambos
os lugares S e T. Ou seja, o valor de Γ promove o ajuste entre os comporta-
mentos de explorar o labirinto e seguir o caminho planejado entre S e T ou T
e S.
Sendo assim, estas simulações objetivam investigar primeiro, o valor
para o parâmetro Γ na Eq. 6.4 (Seção 6.5.2) que melhor ajuste os compor-
tamentos de explorar ambiente e planejar caminho, como medida de desem-
penho da camada deliberativa, implementada pelo módulo de Mapeamento
cognitivo. Segundo, qual a implicação deste ajuste no custo estrutural des-
pendido pela camada reativa, implementada pelo controle neural ART1-R-
MLPs-RR. O melhor ajuste entre os comportamentos de explorar e planejar,
no caso em que o labirinto é estático, corresponde ao robô, após uma explora-
ção completa do labirinto, priorizar a execução do menor caminho encontrado
entre ambos lugares origem e destino.
Os desempenhos dos controles reativo e deliberativo são descritos da
seguinte maneira. A cada percurso, de S a T ou de T a S, completado pelo
robô, apontou-se a quantia de ciclos de controle executados (passos). Fo-
ram computadas as médias de passos sobre 25 execuções, em cada simulação
onde o valor do parâmetro Γ é fixo, durante todo o período de execução da
tarefa. As simulações diferenciam-se por seus valores de Γ, estabelecidos no
intervalo de (0≤ Γ < 1), com variação de 0.1.
Desta forma, na Figura 7.30 são mostradas as quantias médias de ci-
clos de controle (Desempenho médio (S - T)), executados pelo robô, para
percorrer caminhos entre S e T. Este gráfico representa a curva de desempe-
nho da camada deliberativa, implementada pelo módulo Mapeamento cog-
nitivo. Ao mesmo tempo, ainda na Figura 7.30, são mostrados os custos
(Custos controle reativo) despendidos pelo aprendizado online da camada
reativa, implementada pelo arranjo neural ART1-R-MLPs-RR. O custo es-
trutural computado compreende a soma total da quantia de neurônios (classes)
ativados pela rede ART1 recorrente, a qual corresponde à mesma quantia de
redes MLPs alocadas, o que também interfere de maneira indireta na quantia
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Figura 7.30: Arquitetura NeuroCog: dilema da exploração versus aprovei-
tamento. Desempenho da camada deliberativa mediante o problema de equi-
librar os comportamentos de exploração e planejamento versus os custos da
camada reativa, em labirinto estático.
de punições aplicadas a estas redes durante o aprendizado online.
Como pode ser observado na curva Desempenho médio (S - T) do
gráfico na Figura 7.30, os valores de Γ no intervalo de (0.3 ≤ Γ ≤ 0.5) le-
varam o robô a executar caminhos mais eficientes (menor número de passos)
entre os lugares S e T. O ajuste realizado por estes valores levou a um equi-
líbrio entre os comportamentos de explorar o ambiente e planejar caminho
durante a realização da tarefa de navegação. Ao passo que, na curva do Cus-
tos controle reativo, os custos para o módulo de Controle neural se mostram
maiores quando o comportamento de explorar predomina sobre o comporta-
mento de planejar (0≤ Γ < 0.3). Em contrapartida, os custos para o controle
reativo reduziram-se, quando o comportamento de planejar foi predominante
(0.6 ≤ Γ ≤ 0.9995), fazendo com que o robô explorasse pouco o ambiente
(apenas até encontrar o lugar objetivo) e em seguida planejasse apenas o pri-
meiro caminho descoberto. O fato de ocorrer um maior custo estrutural para
o módulo de Controle neural quando o robô explora mais e, ao contrário,
um menor custo quando o robô planeja mais, se justifica devido à caracterís-
tica do reconhecimento temporal de padrões feito pela rede ART1 recorrente.
Em outras palavras, quando o robô explora mais, a seqüência dos padrões
de entrada para a rede ART1 sofre maior variação, interferindo na criação
de novas classes. Quando esta variação é menor isto implica em uma menor
quantidade de classes criadas.
Quando o peso do comportamento de exploração é nulo (Γ = 1), o
robô sequer sai do lugar origem S, devido à Eq. 6.4. Isto implica em custo
próximo a zero para o controle reativo, porém impossibilita o robô de plane-
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jar qualquer caminho, visto que o comportamento de exploração propicia a
coleta de informações junto ao mapa cognitivo. Portanto, nestas simulações,
os valores de Γ que melhor ajustam o dilema exploração versus planejamento
versus custos estão no intervalo de (0.3 ≤ Γ ≤ 0.5). Ou seja, eles permitem
uma boa combinação entre ambos os comportamentos de explorar e planejar
no nível deliberativo, permitindo ainda um dispêndio razoável no nível rea-
tivo. Com estes valores de Γ, a arquitetura NeuroCog proporciona ao robô
um desempenho satisfatório na execução da tarefa de navegação, mediante
um labirinto estático. No experimento mostrado a seguir, são avaliados os
desempenhos do robô em um labirinto dinâmico, para os diferentes valores
de Γ vistos acima.
7.5.2 2o Experimento: “Exploration × Exploitation” em Labirinto Di-
nâmico
As simulações apresentadas nesta seção, também foram realizadas no
labirinto da Figura 7.29, entretanto, durante a realização da tarefa de nave-
gação, foram introduzidas modificações no ambiente, incluindo bloqueios de
caminhos anteriormente livres e novas aberturas anteriormente bloqueadas,
em diferentes intervalos de tempo. Nestas simulações, a tarefa de navegação
foi aplicada a um contexto de resgate de vítimas. O robô deve, primeiramente,
partir da localização inicial S, com a missão de encontrar o lugar T, onde ví-
timas encontram-se reunidas. Dado que o robô consegue apenas resgatar uma
vítima de cada vez, a cada percurso que corresponde sair de S, alcançar T
e retornar a S, considera-se o salvamento de uma vítima. O robô deve bus-
car melhorar seu desempenho, de forma a maximizar o número de vítimas
resgatadas e minimizar o intervalo de tempo em que esta tarefa é executada.
Assim como nas simulações da seção anterior, estas simulações visam
medir os desempenhos de ambos os módulos de Mapeamento cognitivo e
Controle neural, mediante um labirinto dinâmico. Portanto, são observa-
dos, em primeiro os valores para o parâmetro Γ que melhor ajustam os com-
portamentos de explorar o ambiente e planejar caminho e, segundo, qual a
implicação deste ajuste no custo estrutural despendido pelo controle reativo,
considerando-se modificações ocorridas no ambiente, durante a simulação da
tarefa de navegação.
A Figura 7.31 em (a), (b) e (c) ilustra em quais períodos de ciclos de
controle (passos), as modificações foram introduzidas no labirinto. Primei-
ramente, como ilustrado na Figura 7.31(a), entre os passos 0− 0.4(×104),
o robô realiza a tarefa de resgate onde vários caminhos alternativos entre os
lugares S e T no labirinto podem ser descobertos. Porém, após este intervalo,
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(a) 0−0.4 (×104) passos (b) 0.4001−1.2 (×104) passos (c) 1.2001−2 (×104) passos
Figura 7.31: Modificando o labirinto em tempo de operação: (a) labirinto
sem modificação, (b) primeira modificação e (c) segunda modificação.
o labirinto sofre uma primeira modificação onde todos dos caminhos entre S
e T, com exceção de um, são interceptados. Eles são mantidos assim durante
o intervalo de 0.4001− 1.2 (×104) passos, como pode ser visto na Figura
7.31(b). Em seguida, durante o intervalo de 1.2001−2 (×104) passos, como
mostrado na Figura 7.31(c), o labirinto sofre uma segunda modificação onde
os caminhos anteriormente bloqueados são liberados, ao passo que o único
caminho livre entre S e T até então torna-se interceptado.
O objetivo da primeira modificação no labirinto - Figura 7.31(b) - é
observar o quanto uma exploração completa é necessária quando o ambi-
ente sofre modificações bruscas. Uma exploração completa proporciona um
comportamento mais adaptativo onde o robô torna-se apto para tentar outros
caminhos alternativos até o objetivo, quando caminhos conhecidos são blo-
queados. Neste caso, o valor mais apropriado ao parâmetro Γ na Eq. 6.4
é aquele que detecta o momento em que o comportamento de explorar já foi
executado o suficiente, para então ser substituído pelo comportamento de pla-
nejar. Ainda com o mesmo valor para o parâmetro Γ , o objetivo da segunda
modificação - Figura 7.31(c) - é avaliar se o robô será hábil para substituir
o comportamento de planejar pelo comportamento de explorar, a fim de en-
contrar novamente o caminho mais curto então desbloqueado, e como con-
seqüência salvar mais vítimas.
Os gráficos das Figuras 7.32 e 7.33 mostram as medidas de desem-
penhos das camadas deliberativa e reativa, implementadas pelos módulos de
Mapeamento cognitivo e de Controle neural respectivamente. O eixo Per-
formance S-T (T-S) da Figura 7.32 mede a quantidade de ciclos de controle
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Figura 7.32: Desempenho do módulo Mapeamento cognitivo NeuroCog.
(passos) que o robô executa para sair de S e chegar a T e vice-versa. Da
mesma maneira, o eixo Custos controle reativo da Figura 7.33 mede o res-
pectivo custo estrutural para a camada reativa, que como visto anteriormente,
compreende o somatório da quantia de classes criadas pela rede ART1 recor-
rente.
Uma análise dos desempenhos do módulo de Mapeamento cognitivo
(Figura 7.32) é descrita a seguir, para os diferentes valores de Γ, no inter-
valo de 0 a 0.4 (×104) passos, durante a execução da tarefa de resgate. Com
Γ = 0.0 e Γ = 0.1 obtém-se baixos desempenhos onde os caminhos execu-
tados entre S e T possuem as maiores quantidades de passos. Isto se deve
ao fato destes valores de Γ configurarem o comportamento de explorar como
predominante sobre o comportamento de planejar. De maneira diferente, os
valores de Γ = 0.2 e Γ = 0.5 proporcionam desempenhos melhores (menores
quantidades de passos para executar caminhos entre S e T) devido ao ajuste
equilibrado entre ambos os comportamentos. Já com Γ = 0.7, o desempe-
nho é mediano pois observa-se que o robô explora o ambiente até encontrar
o primeiro caminho entre S e T e em seguida apenas planeja e executa este
caminho específico. Ao mesmo tempo, como pode ser visto na Figura 7.33,
o custo para o módulo Controle neural, no primeiro intervalo, com Γ = 0.0
foi o maior enquanto com Γ = 0.7 foi o menor. Pois estes valores configuram
diferentes comportamentos globais para o sistema NeuroCog, e isto reflete na
característica do reconhecimento temporal de padrões feito pela rede ART1
recorrente, visto anteriormente na Seção 7.5.1.
No segundo intervalo de 4001 a 12000 passos, onde o robô se depara
com a primeira mudança no ambiente durante a execução da tarefa de resgate,
encontrando todos os caminhos entre S e T bloqueados, com exceção de um,
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 Γ = 0.5
 Γ = 0.7
Figura 7.33: Desempenho - Controle neural NeuroCog: custos do mapea-
mento percepção-ação.
Figura 7.31(b), os desempenhos são mostrados nos gráficos das Figuras 7.32
e 7.33. Neste intervalo, por esta mudança ser de grande escala, para todos
os valores de Γ na Figura 7.33 dá-se um aumento nos custos do controle rea-
tivo. Como a maioria dos caminhos entre S e T são bloqueados, o padrão de
seqüência das percepções de entrada para rede ART1 sofrem modificações,
aumentando assim o número de novas classes e conseqüentemente punições.
Ainda durante o segundo intervalo, o desempenho do módulo Mapeamento
cognitivo, Figura 7.32, para valores de Γ iguais a 0.0 e 0.1 são baixos, pois
somente o comportamento de exploração é predominante nestes casos. Para
Γ = 0.7, o robô consome algum tempo explorando, pois o único caminho co-
nhecido entre S e T até o momento fora bloqueado, e quando ele encontra um
novo caminho de acesso a S e T, o comportamento de planejar torna-se pre-
dominante. Para os valores de Γ iguais a 0.2 e 0.5 vê-se que o robô também
encontra o único caminho disponível, porém, antes disso, o mesmo consome
algum tempo tentando o acesso ao lugar objetivo por outros caminhos alter-
nativos conhecidos.
Durante o terceiro intervalo da execução da tarefa de resgate, entre os
passos 12001 a 20000 o robô deve tratar com a segunda mudança no labi-
rinto. Esta mudança envolve o bloqueio do único caminho então disponível
entre S e T, Figura 7.31(c), levando o robô a novamente explorar o ambiente
a fim de buscar por outros caminhos alternativos. Como visto na Figura 7.33,
os desempenhos do controle reativo, para todos os valores de Γ, obtiveram
uma pequena elevação dos custos, devido à mudança na seqüência tempo-
ral dos padrões de entrada para a rede ART1 no módulo Controle neural.
Considerando-se o desempenho do módulo Mapeamento cognitivo, para os
valores de Γ que fazem predominar o comportamento de exploração, 0.0, 0.1
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e 0.2, os desempenhos continuaram mais baixos. Com Γ = 0.7, assim que o
robô descobre novamente um caminho entre S e T, ele passa a executar so-
mente este caminho, devido a predominância do comportamento de planejar.














Figura 7.34: Número de vítimas resgatadas com os diferentes valores de Γ.
A Figura 7.34 aponta o número de vítimas resgatadas pelo robô, du-
rante a tarefa de resgate, configurando-se a arquitetura NeuroCog a partir dos
diferentes valores de Γ. Como pode ser observado, o melhor desempenho é
obtido fazendo Γ = 0.5, pois desta forma, o sistema NeuroCog equilibra os
comportamentos de explorar ambiente e planejar caminho. Em outras pala-
vras, isto faz com que o robô volte a encontrar o menor caminho no labirinto,
após a segunda modificação de seu ambiente. Como resultado, ele obtém um
maior número de vítimas resgatadas ao final da tarefa de navegação.
7.6 Comparação Funcional das Abordagens Propostas
A Tabela 7.5 é um resumo das principais características das arquitetu-
ras de controle inteligente, propostas nesta tese, a fim de descrever a evolução
funcional até se chegar à arquitetura final NeuroCog. A tabela compara as
abordagens sob dois aspectos. Primeiro, de acordo com os tipos de labirintos
utilizados durante as simulações apresentadas neste capítulo, e segundo, de
acordo com os respectivos comportamentos implementados por cada uma de-





















































s LESBB × × × × ×
LEE × × × ×










s RF × × × × ×










s LESBB = labirintos estáticos sem bifurcações e becos sem saída.
LEE = labirintos T estáticos e específicos
LESC = labirintos T estáticos e sem ciclos.
LCM1 = labirintos T com ciclos e modificáveis por inclusão de bloqueios









s RF = reflexivo.
RE = reativo.
EPE = exploração e planejamento estáticos.
D = desvio.
EPD = exploração e planejamento dinâmicos.
Tabela 7.5: Diferenças entre as arquiteturas de controle inteligente propostas.
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las. Os diferentes tipos de labirintos são descritos na sequência. LESBB equi-
vale ao acrônimo de labirintos estáticos sem bifurcações e becos sem saída,
cujo exemplo corresponde aos labirintos utilizados na Seção 7.3.1. Ambi-
entes do tipo LEE correspondem a ambientes estáticos, com bifurcações T
e becos sem saída os quais possuem uma configuração específica conforme
discutido na Seção 5.5.3. Exemplos de simulações que utilizaram este tipo de
ambiente foram apresentados na Seção 7.3.2. Ambientes LESC que corres-
pondem a labirintos T estáticos e sem ciclos são aqueles cujas representações
produzidas pelo mapeamento cognitivo equivalem a árvores binárias, exem-
plos deste tipo de labirinto foram apresentados na Figura 7.15 da Seção 7.4.1.
Já a sigla LCM1 está relacionada a labirintos T com ciclos e que podem ser
modificados durante a operação do robô, através da inclusão de bloqueios em
caminhos conhecidos. Labirintos deste tipo foram utilizados na Seção 7.4.2.
Finalmente, a sigla LCM2 se refere a labirintos T com ciclos e modificáveis
durante a operação do robô através da inclusão de bloqueios ou novas aber-
turas em caminhos conhecidos, como foi descrito no experimento da Seção
7.5.2. Como pode ser visto na Tabela 7.5, a arquitetura final NeuroCog é
hábil para atuar em qualquer um dos tipos de labirinto listados.
Com relação aos tipos de comportamentos implementados pelas abor-
dagens propostas tem-se o RF, reflexivo, que corresponde a não colidir com
obstáculos, o reativo, RE, que equivale a andar para frente sem colidir e sem
executar movimentos em vai e vem. A sigla EPE corresponde aos comporta-
mentos de explorar ambiente e planejar caminhos executados em sequência,
ou seja, o planejamento só é executado quando todo o labirinto foi explo-
rado. A sigla D corresponde ao comportamento de desvio, executado após
a detecção de bloqueios em caminhos conhecidos no labirinto. Finalmente a
sigla EPD corresponde ao comportamento descrito através do equilíbrio en-
tre ambos explorar ambiente e planejar caminho, considerando-se que estes
comportamentos sejam competitivos. Ou seja, o comportamento global EPD
é uma forma de tratar o dilema conhecido como exploration versus exploita-
tion durante a execução da tarefa de navegação do robô.
7.7 Conclusão
Os resultados das simulações computacionais apresentados neste ca-
pítulo mostraram como foram validadas as consecutivas arquiteturas de con-
trole desenvolvidas, até se chegar à arquitetura final NeuroCog, proposta
neste trabalho de tese. E ainda, questões de desempenho e aprendizado efe-
tivo em ambos os níveis reativo e deliberativo foram avaliados, à medida que
estas arquiteturas eram aplicadas à tarefas de navegação em labirintos, cuja
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complexidade aumentou gradativamente.
Desta maneira, os resultados das simulações referentes às arquitetu-
ras neurais reativas ART1-R-MLPs-RR e ART1-R-MLPs-RR-Marcos, de-
monstraram um aprendizado efetivo de mapeamentos percepção-ação e de-
sempenhos aceitáveis, quando aplicadas, a tarefas de navegação reativa, tais
como seguir corredores evitando obstáculos e executar trajetórias livres de
becos sem saída em labirintos mais simples.
Já as simulações realizadas a partir das arquiteturas híbridas prévias
Map-Tree e Map-Dijkstra, apresentaram desempenhos satisfatórios para ta-
refas de navegação planejada, primeiramente em labirintos estáticos e sem ca-
minhos cíclicos e posteriormente em labirintos com ciclos e que apresentam
mudanças, após a fase de exploração, produzindo assim o comportamento de
desvio.
E finalmente os resultados experimentais, obtidos a partir das simula-
ções com a arquitetura híbrida final NeuroCog, demonstraram características
de aprendizado adaptativo e desempenho eficiente, durante a resolução de
uma tarefa de navegação complexa, do ponto de visto computacional. A ma-
neira dinâmica de tratar os comportamentos de exploração e planejamento de
caminho no nível deliberativo, junto à análise de como esta dinâmica reper-
cute no nível reativo, fornecem uma nova medida de desempenho, que des-





Este trabalho de tese propôs uma arquitetura baseada em comporta-
mentos, que foi resultado da evolução de uma série de arquiteturas de controle
prévias. A abordagem proposta denominada NeuroCog apresentou soluções
aos seguintes problemas relacionados à navegação planejada ou baseada em
mapas.
Primeiro, foi proposta uma maneira de integrar níveis de controle de-
liberativo e reativo que resultou em uma arquitetura de controle híbrida. A
arquitetura proposta provê um sistema de navegação flexível e adaptativo,
que combina de maneira simplificada e eficiente, um método de aprendizado
de mapa topológico, com um processo de aprendizado reativo, implementado
através de um arranjo de RNAs. Como resultado, este sistema permite a um
robô, contando apenas com seus sensores de proximidade, ângulo de orien-
tação e posição, resolver tarefas de navegação complexas, do ponto de vista
computacional.
Segundo, a abordagem final foi validada em labirintos estáticos e di-
nâmicos. Nesta tese, considerou-se como característica dinâmica o fato do
ambiente sofrer modificações quanto a bloqueios (novos becos sem saída) ou
aberturas (novas bifurcações), após o aprendizado de ambos a representação
do labirinto (pelo módulo deliberativo) e do mapeamento de percepção-ação
(pelo módulo reativo).
Em terceiro, para tratar a dinâmica do ambiente, a arquitetura de con-
trole proposta provê um método de ajuste que trata o dilema conhecido como
exploration versus exploitation, o qual foi descrito e estendido neste trabalho
de tese sob dois aspectos:
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• O primeiro relacionado ao módulo deliberativo da arquitetura, que im-
plementa o método de ajuste entre ambos os comportamentos de explo-
rar ambiente e planejar caminho. Estes comportamentos apresentam
uma competição inerente, a qual interfere no desempenho da estratégia
de navegação.
• O segundo aspecto está relacionado ao custo do controle neural reativo,
que é influenciado pelo método de ajuste da camada deliberativa.
Sendo assim, o desenvolvimento da abordagem NeuroCog, como uma
arquitetura de controle inteligente para navegação de robôs móveis em labi-
rintos, tanto estáticos quanto dinâmicos, se desdobrou em quatro etapas prin-
cipais e consecutivas:
• A primeira onde foram produzidas sucessivas arquiteturas reativas, a
partir de diferentes acoplamentos de RNAs e algoritmos de aprendiza-
gem. Mais especificamente, a utilização de dois tipos de RNAs, com
aprendizado em tempo de operação, para a implementação da camada
reativa da arquitetura proposta, propiciou a criação de um processo
de aprendizado de mapeamento percepção-ação flexível e adaptativo.
Nesse sentido, as arquiteturas reativas resultantes tiraram vantagens das
propriedades plástica e estável do aprendizado auto-organizável de uma
rede ART, juntamente com o aprendizado online (por reforço) de redes
diretas MLPs.
• Na segunda etapa, se identificou uma limitação do arranjo neural, quanto
ao aprendizado de comportamentos mais complexos, tais como plane-
jamento de caminho em labirintos com bifurcações. Sendo assim, se
buscou, através da teoria de mapas cognitivos, inspiração para a criação
de uma representação de conhecimento explícita do ambiente. Desta
forma, a abordagem proposta passou a utilizar o conceito de marcos, es-
tabelecendo locais do tipo bifurcações e becos sem saída como marcos
identificáveis, a serem incorporados ao mapa topológico de labirintos.
Portanto, foi estabelecido que nestes locais atuaria o controle delibera-
tivo, enquanto que em corredores atuaria o controle reativo, sendo esta
a forma encontrada para integrar os níveis reativo e deliberativo nas
arquiteturas híbridas subsequentes.
• Na terceira etapa, foram desenvolvidas camadas deliberativas prévias,
cujo suporte de controle reativo foi fornecido pela camada reativa re-
sultante da primeira etapa. Na sequência, as arquiteturas híbridas pré-
vias resultaram no desenvolvimento do módulo deliberativo Neuro-
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Cog. Mais especificamente, todas as camadas deliberativas foram im-
plementadas através do aprendizado e utilização de memórias de longo
termo (mapa topológico ou cognitivo) e de curto termo (experiências
de exploração e planejamento).Por serem aplicadas a ambientes do tipo
labirinto, a atuação do controle reativo nas arquiteturas híbridas predo-
mina sobre a atuação do controle deliberativo.
• Finalmente na quarta etapa, no desenvolvimento da arquitetura híbrida
final NeuroCog, foi desenvolvido um processo para equilibrar o di-
lema conhecido como “exploration versus exploitation” entre os com-
portamentos deliberativos. E como medida de desempenho, se propôs
a análise da repercussão produzida por este processo, nos custos do
aprendizado do arranjo neural, que implementa o nível reativo da ar-
quitetura.
Durante o desenvolvimento desta tese, foram revisadas as arquiteturas
mais representativas segundo os paradigmas de controle hierárquico, reativo
e híbrido. A arquitetura NeuroCog serve como um exemplo de arquitetura
de subsunção e híbrida, sendo que a camada deliberativa subsume a camada
reativa nos locais que se referem a marcos no ambiente.
Foram estudados também uma hierarquia com diversos modelos de na-
vegação autônoma, inspirados na teoria de mapas cognitivos. Estes modelos
vão desde sistemas puramente reativos até sistemas baseado em mapas. Este
estudo também conduziu a criação das estratégias de navegação desenvolvi-
das ao longo deste trabalho de tese. Onde as arquiteturas reativas propostas
podem ser classificadas como uma estratégia de navegação do tipo disparo de
reconhecimento de lugar. Enquanto as híbridas podem ser classificadas como
estratégias de navegação do tipo topológica.
Igualmente foram revisados alguns tipos de RNAs e modalidades de
aprendizado, que podem ser aplicados na resolução dos diferentes sub-proble-
mas envolvidos na problemática da navegação de robôs móveis. Esta revisão
foi útil no desenvolvimento das arquiteturas reativas resultantes, que mos-
traram eficiência no aprendizado de mapeamentos percepção-ação, incorpo-
rando capacidades de aprendizado autônomo e adaptativo, na navegação de
um robô móvel em labirintos simples, sem bifurcações.
Com o aumento da complexidade dos labirintos, através do acréscimo
de bifurcações, por exemplo, pode-se aumentar o grau de dificuldade da tarefa
de navegação. Desta forma, surgiu a necessidade de implementação de com-
portamentos mais complexos, tais como exploração do ambiente e planeja-
mento de caminho. Sendo assim, a estratégia seguinte foi construir sucessivas
camadas deliberativas, buscando inspiração na teoria dos mapas cognitivos,
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até se chegar à arquitetura proposta final NeuroCog, que provê o controle
inteligente de um robô móvel para navegação tanto em labirintos estáticos
como dinâmicos.
8.2 Principais Contribuições
As principais contribuições obtidas a partir deste trabalho de tese são:
• O processo de investigação sobre a inserção de RNAs, como blocos de
construção básicos no desenvolvimento de uma arquitetura de controle
para robô móvel.
• O desenvolvimento de um método de acoplamento entre diferentes ar-
quiteturas de RNAs (Redes ART e MLPs), para aprendizado adaptativo
de comportamentos reativos.
• Criação de um processo de aprendizado baseado em AR, como trei-
namento em tempo de operação de redes MLPs, para aprendizado de
comportamentos reflexivos.
• Desenvolvimento de um processo de aprendizado de mapeamento cog-
nitivo ou topológico, que provê um método eficiente de permutação
entre comportamentos competitivos, produzindo desempenho satisfa-
tório, mediante execução de tarefas de navegação em labirintos dinâ-
micos.
• Novo método de integração funcional e eficiente entre ambas as cama-
das reativa e deliberativa das arquiteturas híbridas propostas, realizado
através do conceito de marcos, relacionados a lugares específicos no
ambiente.
• Desenvolvimento de uma nova descrição para o dilema conhecido como
“exploration versus exploitation”, como medida de desempenho tanto
no contexto de comportamentos deliberativos, quanto no contexto da
integração entre os níveis reativos e deliberativos das arquiteturas hí-
bridas propostas.
• Desenvolvimento de uma arquitetura de controle híbrida e baseada em
comportamentos, NeuroCog, que provê um sistema de navegação com-
putacional facilmente aplicável a um robô real, com limitados recursos
sensórios e computacionais, e ao mesmo tempo direcionado à resolução
de tarefas de navegação complexas.
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Os resultados obtidos nesta tese geraram publicações em congresso
internacional (MARIN; ROISENBERG; PIERI, 2006b) e três artigos em congressos
nacionais (MARIN; ROISENBERG; PIERI, 2006a), (MARIN; ROISENBERG; PIERI,
2007b) e (MARIN; ROISENBERG; PIERI, 2007a). Um artigo foi submetido a
uma revista internacional da área de robótica e sistemas autônomos e está sob
revisão.
8.3 Trabalhos Futuros
Na sequência são apresentados alguns assuntos importantes a serem
considerados como trabalhos futuros, visando tanto uma maior validação das
principais contribuições dadas, bem como o acréscimo de maior portabilidade
e robustez à abordagem NeuroCog.
8.3.1 Questões Preliminares
Apesar do sistema NeuroCog se aplicar a labirintos de qualquer tama-
nho e que possam ser modificados durante a operação do robô, a ortogonali-
dade das paredes, bem como o formato em “T” das bifurcações são condições
básicas para o seu funcionamento. Entretanto, é importante salientar que, em-
bora labirintos com bifurcações em cruz “+” não tenham sido utilizados para
validar a arquitetura NeuroCog, apenas um pequeno acréscimo no processo
de detecção para este tipo de bifurcação seria necessário, a fim de que o sis-
tema proposto possa atuar diretamente.
Além disto, para tornar a abordagem proposta mais adaptativa, vi-
sando estender sua aplicação a labirintos com formatos mais complexos, uma
série de implementações seriam necessárias. Um dos principais desafios é
prever a leitura dos dados dos sensores de proximidade em pontos de bi-
furcações. Por exemplo, como no caso do labirinto hexagonal utilizado em
(MALLOT et al., 1995), cujas bifurcações são em formato “Y”, além de labirin-
tos com outros tipos de junções, tais como “ ” ou “ ”. Afora isso, uma outra
dificuldade, ocasionada por estes tipos de bifurcações, está no fato de que os
ângulos entre possíveis movimentos, além de não serem perpendiculares en-
tre si, não poderem ser considerados como constantes, com relação à frente
do robô.
A ortogonalidade dos labirintos também permite que o robô, utili-
zando a arquitetura NeuroCog, execute apenas trajetórias em linha reta. Além
disso, o robô pára, toda vez que necessita mudar de direção, girando ao re-
dor de seu próprio eixo. Redes MLPs com treinamento off-line poderiam
ser aplicadas, a fim de que o robô execute trajetórias com curvaturas nestes
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locais.
Outro aspecto importante é estender a aplicação e utilização de RNAs
como blocos de construção básicos também para o desenvolvimento da ca-
mada deliberativa da arquitetura NeuroCog. Onde por exemplo, uma RNA
com aprendizado auto-supervisionado pudesse gerar um comportamento ex-
ploratório e ao mesmo tempo representar de maneira incremental e explícita
o mapa topológico do ambiente.
Durante todo o processo de desenvolvimento da abordagem Neuro-
Cog, não foram consideradas questões de plausibilidade biológica, em am-
bos os níveis comportamental e neurofisiológico. Entretanto seria importante
dar maior atenção a estes aspectos, dado o avanço das pesquisas em robótica
bioinspirada.
Todos os experimentos realizados nesta tese foram testados em um
ambiente de simulação. Para uma validação mais concreta do sistema Neu-
roCog, se faz necessário testar a abordagem proposta em um robô real, que
está sendo desenvolvido no LCA/DAS.
Além disto, questões de portabilidade devem ser desenvolvidas a fim
de adaptar o sistema NeuroCog a ambientes abertos, incorporando os aspec-
tos da abordagem topológica implementados no contexto da navegação em
labirinto.
8.3.2 Simplificação da Camada Reativa
Uma metáfora de uma importante característica presente em seres vi-
vos referente a reflexo inato poderia ser implementado na abordagem Neuro-
Cog, com o intuito de reduzir a complexidade da camada reativa, que é base-
ada no arranjo neural composto pela rede ART1 recorrente “chaveadora” de
redes MLPs, com aprendizado em tempo de operação, visto na Seção 5.4.2.
A implementação do reflexo inato para a camada reativa simplificaria tanto a
estrutura quanto a forma do aprendizado do sistema de controle reativo, que
poderia ser reduzido, por exemplo, a uma única rede MLP com aprendizado
off-line por retro-propagação, como visto ao final da Seção 5.3.3, na Figura
5.9(a).
Este “reflexo neural inato” (andar para frente evitando obstáculo), pre-
sente na camada reativa da arquitetura NeuroCog, se aplicaria tanto a labirin-
tos estáticos como dinâmicos, pois somente a camada deliberativa é responsá-
vel por tratar as mudanças que podem ocorrer no ambiente, durante o tempo
de operação do robô. A aplicação desta implementação de reflexo neural
inato torna-se simples e direta, devido à redução de complexidade do pro-
blema de navegação, proporcionada por ambientes do tipo labirinto T, o que
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leva à simplicidade na construção dos conjuntos de treinamento e validação,
necessários ao aprendizado por retro-propagação, os quais são compostos por
simples mapeamentos percepção-ação do robô.
8.3.3 Limitação do Aprendizado Aleatório
O aprendizado aleatório, invocado pelo módulo Políticas de Apren-
dizado mediante o reforço punição a ser aplicado às redes MLPs (Algoritmo
5.2), em geral não apresentou problemas de falta de convergência, durante os
experimentos realizados ao longo deste trabalho de tese. De fato, esta propri-
edade é fundamental para viabilizar o processo de aprendizado em tempo de
operação destas redes, ao comporem os arranjos neurais reativos propostos
no Capítulo 5. Além disto, esta convergência pode ser garantida para atuação
da abordagem NeuroCog em labirintos T de qualquer tamanho.
A convergência do aprendizado aleatório é garantida neste contexto,
devido a duas características principais relacionadas às redes MLPs utiliza-
das. Primeira, à pequena quantidade de neurônios presentes em especial na
camada de saída e segunda, à discretização dos valores de resposta destes
neurônios para unidades binárias. É importante notar que estas característi-
cas das redes MLPs, as quais viabilizam a aplicação do aprendizado aleatório,
são proporcionadas por razões da simplicidade, quanto à representação dos
padrões de estado do ambiente e da ação a ser executada pelo robô.
Entretanto, em um contexto de maior complexidade, originado a partir
do ambiente e do aumento do grau de liberdade do robô por exemplo, o que
poderia ocasionar um aumento de dados a serem tratados diretamente como
valores contínuos pelo sistema de controle, a garantia da convergência do
aprendizado aleatório aplicado as redes MLPs não poderia ser mantida.
Sendo assim, para se garantir um aprendizado em tempo de operação,
como trabalhos futuros, a camada reativa da abordagem NeuroCog poderia
ser implementada com técnicas de aprendizado por reforço. Um exemplo
em especial são as abordagens propostas nos trabalhos de Lin (1991) e Lin
(1992), para aprendizado autônomo no domínio de robôs móveis, onde as
abordagens combinam tanto métodos de diferença temporal (SUTTON, 1988),
quanto aprendizagem Q (WATKINS, 1989), juntamente com redes neurais trei-
nadas pelo algoritmo de retro-propagação. Isto permitiria também uma nova
maneira de implementar a camada deliberativa, o que proporcionaria uma
maior conexão com as métricas da aprendizagem por reforço como medida
de desempenho.
196 8. Conclusão
8.3.4 Tratando a Problemática de Ruídos
Durante a execução do software WSU Java Khepera Simulator utili-
zado para desenvolver, em especial, a arquitetura NeuroCog proposta nesta
tese, pôde-se verificar que em condições nominais, os valores dos dados
dos sensores de proximidade IR apresentavam constantes variações, mesmo
quando o robô permanecia em uma mesma posição relativa. Esta caracterís-
tica é uma tentativa do software supracitado de simular a presença de ruídos
nos dados dos sensores, a fim de imitar as condições reais de um robô Khe-
pera físico em seu ambiente. Entretanto, este método de introdução de ruí-
dos nos sensores do robô Kherera simulado em nenhum momento repercutiu
negativamente na execução e desempenho dos controladores implementados
ao longo do trabalho, os quais puderam considerar, com cem por cento de
certeza, as configurações de parede do labirinto fornecidas pelo módulo Per-
cepção.
Todavia, fora de um ambiente de simulação sabe-se que um robô fí-
sico em um ambiente real torna-se, consequentemente, mais vulnerável às
condições de imprecisão originada tanto dos sensores quanto dos atuadores
do robô. É fato que a execução e desempenho da arquitetura NeuroCog se-
riam altamente comprometidos caso uma porcentagem maior de ruídos nos
sensores de proximidade pudessem ocasionar efeitos como falsos positivos
e falsos negativos com relação à presença de obstáculos nas quatro direções
estabelecidas (oeste, norte, leste e sul).
Figura 8.1: Ruído nos dados sensórios: exemplo de colisão devido a uma
parede “imaginária”.
Por exemplo, um ou mais falsos positivos corresponderiam a paredes
“imaginárias” que produziriam, desde a execução de comportamentos ina-
dequadados, comprometendo a atuação tanto da camada reativa quanto da
camada deliberativa da arquitetura NeuroCog, bem como a quebra do robô,
devido à colisão. No primeiro caso, um comportamento incorreto poderia ser
causado por um beco sem saída imaginário ao longo de um corredor, o que
faria com que o robô retrocedesse de maneira indevida em sua trajetória. Já
o segundo caso em que o robô quebraria, devido à colisão com parede, pode
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ser descrito na Figura 8.1. Considerando-se uma parede imaginária a leste,
que faria com que o robô parasse em uma posição onde as paredes ao norte e
ao sul já não pudessem mais ser percebidas pelos sensores das laterais. A de-
cisão da ação imediata, fornecida neste caso pela camada reativa, seria fazer
com que o robô tomasse a direção ou a norte ou a sul, o que causaria a colisão
do robô em ambos os casos, devido ao seu posicionamento inadequado no
corredor.
Já a ocorrência de um ou mais falsos negativos com relação à con-
figuração de paredes correspondem a falsas direções livres as quais trazem
consequências mais graves principalmente se a direção em que o robô se en-
contra em movimento estiver envolvida, o que levaria diretamente à colisão e
quebra.
Além da imprecisão dos sensores, a abordagem NeuroCog também
se tornaria vulnerável à imprecisão originada dos atuadores que é resultante
do deslizamento das rodas do robô. Neste caso, tanto a execução quanto o
desempenho da camada deliberativa seriam potencialmente afetados devido
à utilização, pelo processo de construção e manutenção do mapa cognitivo,
da contagem de passos executados pelo robô, entre lugares específicos no
labirinto. Em outras palavras, o acúmulo de erros métricos no mapa compro-
meteria o cálculo do caminho mais curto até o objetivo corrente.
Mudanças quanto à codificação dos dados dos sensores de proximi-
dade, bem como a utilização de técnicas alternativas referente a lógica fuzzy
(nebulosa) (ZADEH, 1965), redes Fuzzy ART (CARPENTER; GROSSBERG; RO-
SEN, 1991a) e rede ART2 (CARPENTER; GROSSBERG; ROSEN, 1991b) por exem-
plo, poderiam proporcionar uma maior robustez à abordagem NeuroCog me-
diante à ocorrência de ruídos, responsáveis pela imprecisão e ambiguidade
dos padrões de entrada, fornecidos às camadas reativa e deliberativa.
Como dito anteriormente, uma primeira modificação estaria relacio-
nada à codificação dos dados dos sensores de proximidade, que definem a
variável de estado do ambiente ξt . Ou seja, ao invés desta variável apresentar
quatro componentes com valores discretos (binários), as quatro componen-
tes poderiam apresentar valores contínuos ou analógicos entre 0 e 1, os quais
representariam a probabilidade ou o grau de certeza (pertinência) para a exis-
tência de uma parede em cada direção determinada (oeste, norte, leste e sul).
Deste modo, dentro de um Controle reativo neural-fuzzy mostrado na
Figura 8.2, um sistema especialista nebuloso (fuzzy), poderia ser implemen-
tado para prover tanto a variável de estado do ambiente nebulosa ξtf uzzy para
uma rede Fuzzy ART ou ART2, quanto a variável de estado do ambiente crisp
(não nebulosa), ξtcrisp, para o módulo de Políticas de aprendizado e tam-


























Figura 8.2: Controle neural-fuzzy.
ξtf uzzy
ξt−1f uzzy MB B A MA
MB ZE ZE ZE UM
B ZE ZE UM UM
A ZE UM UM UM
MA UM UM UM UM
Tabela 8.1: Exemplo de tabela de regras de decisão para o controle nebuloso
de uma componente da variável ξtcrisp
tanto padrões de entradas com unidades discretas, quanto analógicas. Uma
maior vantagem é apresentada pela rede Fuzzy ART, que incorpora computa-
ções da teoria de conjuntos nebulosos combinando um rápido aprendizado de
sequências arbitrárias de padrões analógicos ou binários, com uma regra de
esquecimento que protege a memória do sistema contra ruídos nos padrões
de entrada (CARPENTER; GROSSBERG; ROSEN, 1991a).
Dentro do sistema especialista nebuloso na Figura 8.2, o módulo Inter-
face de “fuzificação” executa um mapeamento de escala que converte dados
de entrada não nebulosos, como por exemplo os valores dos dados dos senso-
res IR, em valores linguísticos que poderiam ser descritos através da função
de pertinência visualizada na Figura 8.3.
Deste modo, pode-se estabelecer a variável de estado do ambiente ne-
bulosa ξtf uzzy, através de uma fusão de dados dos sensores IR, mais o ângulo
de orientação θ, para determinar a presença de paredes nas direções oeste
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MB B A
Figura 8.3: Função de pertinência para valores de entrada de sensores de
proximidade. Notações - MB: Nenhum obstáculo no sinal. B: Obstáculo está
longe. A: Obstáculo está próximo. MA: Quase tocando no obstáculo.
A Base de regras fuzzy consiste de um conjunto de regras de controle
linguístico, escritas da forma: “SE um conjunto de condições são satisfeitas,
ENTÃO um conjunto de consequências são deduzidos. Para o caso do con-
trole reativo da Figura 8.2, um exemplo de tabela de regras de decisão, para o
controle nebuloso de uma componente da variável ξtcrisp, poderia ser descrito
através de Tabela 8.1, utilizando-se, por exemplo, das respectivas componen-
tes das variáveis ξtf uzzy e ξt−1f uzzy. Já a Máquina de inferência fuzzy consiste de
uma lógica de tomada de decisão, que emprega as regras da Base de regras
fuzzy, para deduzir o controle nebuloso de ações, em resposta às entradas
“fuzificadas”. Já a interface de “defuzificação” executa um mapeamento que
produz uma ação de controle não nebulosa (crisp) a partir de uma ação de
controle nebuloso deduzido. Um regra comumente utilizada é o método cen-
tróide (ZADEH, 1965; ZADEH, 1973; LEE, 1990).
Reativo Fuzzy
Controlador
ξt−1f uzzy atf uzzy
at−1f uzzyξtf uzzy
Figura 8.4: Controle reativo fuzzy.
Uma outra alternativa ao Controle neural-fuzzy da Figura 8.2, seria
substituir todo o arranjo neural ART1-R-MLPs-RR que compõe a camada
reativa da abordagem NeuroCog, por um controlador reativo fuzzy, imple-
mentado através de um sistema especialista fuzzy, com base em heurísticas
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Figura 8.5: Função de pertinência para a variável de saída atf uzzy. Notações -
MB: Muito baixa. B: Baixa. A: Alta. MA: Muito alta.
Deste modo, as quatro componentes da ação da ação do robô tam-
bém poderiam apresentar valores contínuos entre 0 e 1, indicando a velo-







f uzzy}. Ou seja, a cada passo de controle, uma das qua-
tro componentes da ação corrente a ser executada, poderia ser inferida atra-
vés da função de pertinência mostrada na Figura 8.5. Logo, como trabalhos
futuros, também sugere-se a construção das bases de regras para este contro-
lador fuzzy reativo, semelhante à maneira como foi apresentada no trabalho
de (ZHANG; WILLE; KNOLL, 1996), por exemplo.
APÊNDICE A
Bases de Regras para as Políticas de Aprendizado Online das
redes MLPs
Este apêndice descreve as duas bases de regras que compõem os mó-
dulos de Políticas de Aprendizado das respectivas arquiteturas de controle
neural reativas: ART1-R-MLPs-RR e ART1-R-MLPs-RR-Marcos. Estas
bases de regras são apresentadas em linguagem Java e cada caso de teste onde
a rede MLP corrente pode receber punição é considerado uma regra ou po-
lítica de aprendizado. A base de regras do controle neural ART1-R-MLPs-
RR, descrita na Seção A.1, totaliza 33 regras enquanto a base de regras do
controle neural ART1-R-MLPs-RR-Marcos, descrita na Seção A.2, totaliza
41 regras. Ao total ambas as bases ainda acrescentam mais 1 regra corres-
pondente ao controle da resposta da rede MLP corrente quanto à codificação
do movimento do robô.
A.1 Base de Regras do Controle Neural ART1-R-MLPs-RR
/* OESTE NORTE LESTE SUL caso = 0000*/
if(estado[0]==0 && estado[1]==0 && estado[2]==0 && estado[3]==0){
if(movimento[mov_ant] != 1) //movimento atual diferente movimento anterior
r = punicao;
else r = recompensa;
}
/* OESTE NORTE LESTE SUL caso = 0001*/
else if(estado[0]==0 && estado[1]==0 && estado[2]==0 && estado[3]==1){
if (movimento[3]==1) // ir para o Sul, punicao
r = punicao;
// direcao do mov. anterior esta livre &&
// nao repetiu mov. anterior
else if (estado[mov_ant] == 0 && movimento[mov_ant]!= 1)
r = punicao;
else if (estado[mov_ant] == 1 && movimento[1]==1) // quer ir para Norte
r = punicao;
else r = recompensa;
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}
/* OESTE NORTE LESTE SUL caso = 0010*/
else if(estado[0]==0 && estado[1]==0 && estado[2]==1 && estado[3]==0){
if (movimento[2]==1)
r = punicao;
//direcao do mov. anterior esta livre &&
//nao repetiu mov. anterior
else if (estado[mov_ant] == 0 && movimento[mov_ant]!= 1)
r = punicao;
else if (estado[mov_ant] == 1 && movimento[0]==1) // quer ir para Oeste
r = punicao;
else r = recompensa;
}
/* OESTE NORTE LESTE SUL caso = 0011*/
else if(estado[0]==0 && estado[1]==0 && estado[2]==1 && estado[3]==1){
if (movimento[2]==1 || movimento[3]==1)
r = punicao;
else if (estado[mov_ant] == 1){ //direcao do mov. anterior NAO esta livre
//se mov. anterior == Leste e movimento atual != Norte OU
//se mov. anterior == Sul e movimento atual != Oeste
if ( (mov_ant==2 && movimento[1]!= 1) || (mov_ant==3 && movimento[0]!= 1))
r = punicao;
else r = recompensa;
}
//direcao do mov. anterior esta livre &&
//nao repetiu mov. anterior
else if (estado[mov_ant] == 0 && movimento[mov_ant]!= 1)
r = punicao;
else r = recompensa;
}
/* OESTE NORTE LESTE SUL caso = 0100*/
else if(estado[0]==0 && estado[1]==1 && estado[2]==0 && estado[3]==0){
if (movimento[1]==1)
r = punicao;
// direcao do mov. anterior esta livre
// nao repetiu mov. anterior
else if (estado[mov_ant] == 0 && movimento[mov_ant]!= 1)
r = punicao;
else if (estado[mov_ant] == 1 && movimento[3]==1) // quer ir para SUL
r = punicao;
else r = recompensa;
}
/* OESTE NORTE LESTE SUL caso = 0101*/
else if(estado[0]==0 && estado[1]==1 && estado[2]==0 && estado[3]==1){
if (movimento[1]==1 || movimento[3]==1 )
r = punicao;
//direcao do mov. anterior esta livre
// nao repetiu mov. anterior
else if (estado[mov_ant] == 0 && movimento[mov_ant]!= 1)
r = punicao;
else r = recompensa;
}
/* OESTE NORTE LESTE SUL caso = 0110*/
else if(estado[0]==0 && estado[1]==1 && estado[2]==1 && estado[3]==0){
if (movimento[1]==1 || movimento[2]==1)
r = punicao;
else if (estado[mov_ant] == 1){ //direcao do mov. anterior NAO esta livre
//se mov. anterior == Leste e movimento atual != SUL OU
//se mov. anterior == NORTE e movimento atual != Oeste
if ( (mov_ant==2 && movimento[3]!= 1) || (mov_ant==1 && movimento[0]!= 1))
A. Regras de Políticas de Aprendizado Online - redes MLPs 203
r = punicao;
else r = recompensa;
}
//direcao do mov. anterior esta livre &&
//nao repetiu mov. anterior
else if (estado[mov_ant] == 0 && movimento[mov_ant]!= 1)
r = punicao;
else r = recompensa;
}
/* OESTE NORTE LESTE SUL caso = 0111*/
else if(estado[0]==0 && estado[1]==1 && estado[2]==1 && estado[3]==1){
if (movimento[1]==1 || movimento[2]==1 || movimento[3]==1 )
r = punicao;
else r = recompensa;
}
/* OESTE NORTE LESTE SUL caso = 1000*/
else if(estado[0]==1 && estado[1]==0 && estado[2]==0 && estado[3]==0){
if (movimento[0]==1)
r = punicao;
// direcao do mov. anterior esta livre
// nao repetiu mov. anterior
else if (estado[mov_ant] == 0 && movimento[mov_ant]!= 1)
r = punicao;
else if (estado[mov_ant] == 1 && movimento[2]==1) // quer ir para LESTE
r = punicao;
else r = recompensa;
}
/* OESTE NORTE LESTE SUL caso = 1001*/
else if(estado[0]==1 && estado[1]==0 && estado[2]==0 && estado[3]==1){
if (movimento[0]==1 || movimento[3]==1 )
r = punicao;
else if (estado[mov_ant] == 1){ //direcao do mov. anterior NAO esta livre
//se mov. anterior == OESTE e movimento atual != NORTE OU
//se mov. anterior == SUL e movimento atual != LESTE
if ( (mov_ant==0 && movimento[1]!= 1) || (mov_ant==3 && movimento[2]!= 1))
r = punicao;
}
else r = recompensa;
//direcao do mov. anterior esta livre &&
//nao repetiu mov. anterior
else if (estado[mov_ant] == 0 && movimento[mov_ant]!= 1)
r = punicao;
else r = recompensa;
}
/* OESTE NORTE LESTE SUL caso = 1010*/
else if(estado[0]==1 && estado[1]==0 && estado[2]==1 && estado[3]==0){
if (movimento[0]==1 || movimento[2]==1 )
r = punicao;
//direcao do mov. anterior esta livre
// nao repetiu mov. anterior
else if (estado[mov_ant] == 0 && movimento[mov_ant]!= 1)
r = punicao;
else r = recompensa;
}
/* OESTE NORTE LESTE SUL caso = 1011*/
else if(estado[0]==1 && estado[1]==0 && estado[2]==1 && estado[3]==1){
if (movimento[0]==1 || movimento[2]==1 || movimento[3]==1 )
r = punicao;
else r = recompensa;
}
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/* OESTE NORTE LESTE SUL caso = 1100*/
else if(estado[0]==1 && estado[1]==1 && estado[2]==0 && estado[3]==0){
if (movimento[0]==1 || movimento[1]==1)
r = punicao;
else if (estado[mov_ant] == 1){ //direcao do mov. anterior NAO esta livre
//se mov. anterior == OESTE e movimento atual != SUL OU
//se mov. anterior == NORTE e movimento atual != LESTE
if ( (mov_ant==0 && movimento[3]!= 1) || (mov_ant==1 && movimento[2]!= 1))
r = punicao;
else r = recompensa;
}
//direcao do mov. anterior esta livre &&
//nao repetiu mov. anterior
else if (estado[mov_ant] == 0 && movimento[mov_ant]!= 1)
r = punicao;
else r = recompensa;
}
/* OESTE NORTE LESTE SUL caso = 1101*/
else if(estado[0]==1 && estado[1]==1 && estado[2]==0 && estado[3]==1){
if (movimento[0]==1 || movimento[1]==1 || movimento[3]==1 )
r = punicao;
else r = recompensa;
}
/* OESTE NORTE LESTE SUL caso = 1110*/
else if(estado[0]==1 && estado[1]==1 && estado[2]==1 && estado[3]==0){
if (movimento[0]==1 || movimento[1]==1 || movimento[2]==1 )
r = punicao;
else r = recompensa;
}
A.2 Base de Regras do Controle Neural ART1-R-MLPs-RR-Marcos
/* OESTE NORTE LESTE SUL caso = 0000*/
if(estado[0]==0 && estado[1]==0 && estado[2]==0 && estado[3]==0){
if(movimento[mov_ant] != 1) //movimento atual diferente movimento anterior
r = punicao;
else r = recompensa;
}
/* OESTE NORTE LESTE SUL caso = 0001*/
else if(estado[0]==0 && estado[1]==0 && estado[2]==0 && estado[3]==1){
if (movimento[3]==1) // ir para o Sul, punicao
r = punicao;
// direcao do mov. anterior esta livre &&
// nao repetiu mov. anterior
else if (!ocorreu_bifurcacao && estado[mov_ant] == 0 && movimento[mov_ant]!= 1)
r = punicao;
else if (!ocorreu_bifurcacao && estado[mov_ant] == 1 && movimento[1]==1)
// quer ir para Norte
r = punicao;
else if (ocorreu_bifurcacao){
if((mov_ant + 2) > 3 ){
if(movimento[mov_ant - 2] == 1)
r = punicao;
else r = recompensa;
}
else if (movimento[mov_ant + 2] == 1)
r = punicao;
else r = recompensa;
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}
else r = recompensa;
}
/* OESTE NORTE LESTE SUL caso = 0010*/
else if(estado[0]==0 && estado[1]==0 && estado[2]==1 && estado[3]==0){
if (movimento[2]==1)
r = punicao;
//direcao do mov. anterior esta livre &&
//nao repetiu mov. anterior
else if (!ocorreu_bifurcacao && estado[mov_ant] == 0 && movimento[mov_ant]!= 1)
r = punicao;
else if (!ocorreu_bifurcacao && estado[mov_ant] == 1 && movimento[0]==1)
// quer ir para Oeste
r = punicao;
else if (ocorreu_bifurcacao){
if((mov_ant + 2) > 3 ){
if(movimento[mov_ant - 2] == 1)
r = punicao;
else r = recompensa;
}
else if (movimento[mov_ant + 2] == 1)
r = punicao;
else r = recompensa;
}
else r = recompensa;
}
/* OESTE NORTE LESTE SUL caso = 0011*/
else if(estado[0]==0 && estado[1]==0 && estado[2]==1 && estado[3]==1){
if (movimento[2]==1 || movimento[3]==1)
r = punicao;
else if (estado[mov_ant] == 1){ //direcao do mov. anterior NAO esta livre
//se mov. anterior == Leste e movimento atual != Norte OU
//se mov. anterior == Sul e movimento atual != Oeste
if ( (mov_ant==2 && movimento[1]!= 1) || (mov_ant==3 && movimento[0]!= 1))
r = punicao;
else r = recompensa;
}
//direcao do mov. anterior esta livre &&
//nao repetiu mov. anterior
else if (estado[mov_ant] == 0 && movimento[mov_ant]!= 1)
r = punicao;
else r = recompensa;
}
/* OESTE NORTE LESTE SUL caso = 0100*/
else if(estado[0]==0 && estado[1]==1 && estado[2]==0 && estado[3]==0){
if (movimento[1]==1)
r = punicao;
// direcao do mov. anterior esta livre
// nao repetiu mov. anterior
else if (!ocorreu_bifurcacao && estado[mov_ant] == 0 && movimento[mov_ant]!= 1)
r = punicao;
else if (!ocorreu_bifurcacao && estado[mov_ant] == 1 && movimento[3]==1)
// quer ir para SUL
r = punicao;
else if (ocorreu_bifurcacao){
if((mov_ant + 2) > 3 ){
if(movimento[mov_ant - 2] == 1)
r = punicao;
else r = recompensa;
}
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else if (movimento[mov_ant + 2] == 1)
r = punicao;
else r = recompensa;
}
else r = recompensa;
}
/* OESTE NORTE LESTE SUL caso = 0101*/
else if(estado[0]==0 && estado[1]==1 && estado[2]==0 && estado[3]==1){
if (movimento[1]==1 || movimento[3]==1 )
r = punicao;
//direcao do mov. anterior esta livre
// nao repetiu mov. anterior
else if (estado[mov_ant] == 0 && movimento[mov_ant]!= 1)
r = punicao;
else r = recompensa;
}
/* OESTE NORTE LESTE SUL caso = 0110*/
else if(estado[0]==0 && estado[1]==1 && estado[2]==1 && estado[3]==0){
if (movimento[1]==1 || movimento[2]==1)
r = punicao;
else if (estado[mov_ant] == 1){ //direcao do mov. anterior NAO esta livre
//se mov. anterior == Leste e movimento atual != SUL OU
//se mov. anterior == NORTE e movimento atual != Oeste
if ( (mov_ant==2 && movimento[3]!= 1) || (mov_ant==1 && movimento[0]!= 1))
r = punicao;
else r = recompensa;
}
//direcao do mov. anterior esta livre &&
//nao repetiu mov. anterior
else if (estado[mov_ant] == 0 && movimento[mov_ant]!= 1)
r = punicao;
else r = recompensa;
}
/* OESTE NORTE LESTE SUL caso = 0111*/
else if(estado[0]==0 && estado[1]==1 && estado[2]==1 && estado[3]==1){
ocorreu_beco = true;
if (movimento[1]==1 || movimento[2]==1 || movimento[3]==1 )
r = punicao;
else r = recompensa;
}
/* OESTE NORTE LESTE SUL caso = 1000*/
else if(estado[0]==1 && estado[1]==0 && estado[2]==0 && estado[3]==0){
if (movimento[0]==1)
r = punicao;
// direcao do mov. anterior esta livre
// nao repetiu mov. anterior
else if (!ocorreu_bifurcacao && estado[mov_ant] == 0 && movimento[mov_ant]!= 1)
r = punicao;
else if (!ocorreu_bifurcacao && estado[mov_ant] == 1 && movimento[2]==1)
// quer ir para LESTE
r = punicao;
else if (ocorreu_bifurcacao){
if((mov_ant + 2) > 3 ){
if(movimento[mov_ant - 2] == 1)
r = punicao;
else r = recompensa;
}
else if (movimento[mov_ant + 2] == 1)
r = punicao;
else r = recompensa;
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}
else r = recompensa;
}
/* OESTE NORTE LESTE SUL caso = 1001*/
else if(estado[0]==1 && estado[1]==0 && estado[2]==0 && estado[3]==1){
if (movimento[0]==1 || movimento[3]==1 )
r = punicao;
else if (estado[mov_ant] == 1){ //direcao do mov. anterior NAO esta livre
//se mov. anterior == OESTE e movimento atual != NORTE OU
//se mov. anterior == SUL e movimento atual != LESTE
if ( (mov_ant==0 && movimento[1]!= 1) || (mov_ant==3 && movimento[2]!= 1))
r = punicao;
else r = recompensa;
}
//direcao do mov. anterior esta livre &&
//nao repetiu mov. anterior
else if (estado[mov_ant] == 0 && movimento[mov_ant]!= 1)
r = punicao;
else r = recompensa;
}
/* OESTE NORTE LESTE SUL caso = 1010*/
else if(estado[0]==1 && estado[1]==0 && estado[2]==1 && estado[3]==0){
if (movimento[0]==1 || movimento[2]==1 )
r = punicao;
//direcao do mov. anterior esta livre
// nao repetiu mov. anterior
else if (estado[mov_ant] == 0 && movimento[mov_ant]!= 1)
r = punicao;
else r = recompensa;
}
/* OESTE NORTE LESTE SUL caso = 1011*/
else if(estado[0]==1 && estado[1]==0 && estado[2]==1 && estado[3]==1){
ocorreu_beco = true;
if (movimento[0]==1 || movimento[2]==1 || movimento[3]==1 )
r = punicao;
else r = recompensa;
}
/* OESTE NORTE LESTE SUL caso = 1100*/
else if(estado[0]==1 && estado[1]==1 && estado[2]==0 && estado[3]==0){
if (movimento[0]==1 || movimento[1]==1)
r = punicao;
else if (estado[mov_ant] == 1){ //direcao do mov. anterior NAO esta livre
//se mov. anterior == OESTE e movimento atual != SUL OU
//se mov. anterior == NORTE e movimento atual != LESTE
if ( (mov_ant==0 && movimento[3]!= 1) || (mov_ant==1 && movimento[2]!= 1))
r = punicao;
else r = recompensa;
}
//direcao do mov. anterior esta livre &&
//nao repetiu mov. anterior
else if (estado[mov_ant] == 0 && movimento[mov_ant]!= 1)
r = punicao;
else r = recompensa;
}
/* OESTE NORTE LESTE SUL caso = 1101*/
else if(estado[0]==1 && estado[1]==1 && estado[2]==0 && estado[3]==1){
ocorreu_beco = true;
if (movimento[0]==1 || movimento[1]==1 || movimento[3]==1 )
r = punicao;
else r = recompensa;
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}
/* OESTE NORTE LESTE SUL caso = 1110*/
else if(estado[0]==1 && estado[1]==1 && estado[2]==1 && estado[3]==0){
ocorreu_beco = true;
if (movimento[0]==1 || movimento[1]==1 || movimento[2]==1 )
r = punicao;
else r = recompensa;
}
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