In this paper we give several necessary and sufficient conditions for the product f K of a countable family of adding machines to be topologically conjugate to an adding machine f K . We also study decompositions of adding machines f K , of carry systems K and of K -adic topological groups Σ K , investigate the relation between these decompositions, and obtain some necessary and sufficient conditions for a K -adic topological group Σ K to be decomposable to the direct product of a family of its compact subgroups. In addition, equivalent conditions of an adding machine having a non-trivial periodic orbit factor are given, and the calculation of elements of finite orders in K -adic topological groups Σ K is discussed.
Introduction
Topological conjugacy is one of the most important subjects in the study of dynamical systems. Topologically conjugate maps have the same topological dynamical properties. If a newly encountered system is proved to be topologically conjugate to a system with clear structure, then the dynamical properties of this new system become clear. Thus, topological conjugacy is a powerful tool used to study unknown systems from some known systems.
Adding machines can be used to describe the dynamical properties of subsystems of many maps. Therefore, it draws a wide attention of the researchers in the recent 30 years (e.g. see [2] [3] [4] [7] [8] [9] [10] [11] [13] [14] [15] [16] ). Let f be a continuous map of a metric space X into itself. Mai and Ye [17] proved that f is pointwise recurrent (resp. minimal) and has the pseudoorbit tracing property if and only if f is uniformly conjugate to a subsystem of an adding-machine-like map (resp. of an adding-machine map). Using regularly recurrent points, Block and Keesling [5] obtained necessary and sufficient conditions for a minimal map of a compact metric space to be topologically semi-conjugate (topologically conjugate) to an adding machine. For every sequence K = (p 1 , p 2 , . . .) of integers p i 2, Block, Keesling and Misiurewicz [6] showed that there is a dense subset A ⊂ [ √ 2, 2] such that the tent map T a (a ∈ A) restricted to the ω-limit set of the critical point c = 1 2 is topologically conjugate to the adding machine f K .
The above researches are mainly to seek for subsystems of maps on various spaces which are topologically conjugate to adding machines, and then one can use adding machines to describe dynamical properties of these maps or their subsystems. There are also some researches which specialize in adding machines themselves. For example, Buescu and Stewart [12] gave a topologically conjugacy classification of adding machines. Block and Keesling [5] adding machines in different way. Another classification was obtained by Banks in [1] . Recently, in [18] , the authors considered a more general definition of adding machines, and presented various necessary and sufficient conditions for an adding machine to be topologically conjugate or topologically semi-conjugate to another one.
In this paper we will study products and decompositions of adding machines. The paper is organized as follows: In Section 1 we introduce some concepts, notations and lemmas. In Section 2 we give several necessary and sufficient conditions for the product f K of a countable family of adding machines to be topologically conjugate to an adding machine f K .
In Section 3 we study decompositions of adding machines f K , of carry systems K and of K -adic topological groups Σ K , investigate the relation between these decompositions, and obtain some necessary and sufficient conditions for a K -adic topological group Σ K to be decomposable to the direct product of a family of its compact subgroups. In Section 4, some equivalent conditions of an adding machine having a non-trivial periodic orbit factor are given. In Section 5, we discuss the calculation of elements of finite orders in K -adic topological groups Σ K .
Preliminaries
In this section we first introduce some concepts and notations, which also appear in [18] . Let Z, N and Z + be the sets of all integers, positive integers and nonnegative integers, respectively. For any n ∈ N, write N n = {1, 2, . . . ,n}, and Z n = {0, 1, . . . ,n − 1}. Denote by N N the set of all infinite sequences of positive integers. For any sequence K = (k 1 2 , . . .) = max ρ(a n , b n )/2 n−1 : n ∈ N , (1.2) where ρ(a n , b n ) = 0, if a n = b n ; 1, if a n = b n . (1.3) In the following we will see that the metric d K has better properties than many other metrics on Σ K inducing the same topology. Thus (1.4) where c n = a n + b n + λ n−1 − λ n k n (1.5) with λ 0 = 0, and, for n = 1, 2, . . . , 
(1.8)
Let f K = f 1 K K be the translation by adding 1 K . f K is called the adding machine on the K -adic topological group Σ K , and the sequence K is called the carry system of f K and of the additive operation
. .) ∈ N N be as above. If k n = 1 for all n ∈ N, then K , Σ K and f K are all said to be trivial. If the set {n ∈ N: k n > 1} is finite (resp. infinite), then K is said to be essentially finite (resp. essentially infinite). It is easy to see that (i) if K is trivial, then Σ K has only one element (0, 0, 0, . . .), which is a fixed point of f K ; (ii) if K is essentially finite, then Σ K is a finite set, and the whole space Σ K is a periodic orbit of f K with period ∞ n=1 k n ; (iii) if K is essentially infinite, then Σ K is a space homeomorphic to the Cantor set, and the whole Σ K is a minimal set of f K (for the definition of minimal sets of a map, see [3] ).
A map ψ from a metric space X to itself is called a periodic map if there is n ∈ N such that ψ n is the identity map of X ; the smallest such n is called the period of ψ . A periodic map ψ is called a cyclic permutation if ψ has only a periodic orbit. In most researches on adding machines, only carry systems which consist of integers greater than 1 are considered. In [18] and in this paper we allow carry systems of adding machines to contain 1's, so cyclic permutations can be regarded as special adding machines, and this extends the family of adding machines.
Suppose that K = L and there exists a sequence {n 1 < n 2 < n 3 < · · ·} ⊂ N such that l n i = k i for all i ∈ N and l j = 1 for all j ∈ N − {n 1 , n 2 , n 3 , . . .}. Then the adding machines f K and f L will have the same dynamical properties. However, the standard metrics d K and d L on the topological groups Σ K and Σ L are different. In this paper we study products of infinitely many topological groups and of infinitely many adding machines. The difference between metrics on topological groups will influence the metrics on the products of these topological groups, and then influence the properties of products of these adding machines. Therefore, not only for extending the family of adding machines such that cyclic permutations are admitted, but also for studying products and decompositions of adding machines, it is necessary to allow carry systems of adding machines to contain 1's.
In this paper we need the following lemma, of which the proof is simple.
The translation f uK is an isometric homeomorphism, and
In order to study the relation between adding machines, it is necessary to compare their carry systems. 
(1.10)
We say that: 
Products of adding machines
In this section we study products of infinitely many adding machines, and give several necessary and sufficient conditions for the products of infinitely many adding machines to be topologically conjugate to adding machines.
n be the sequence of sequences 
3) 
Define the products, of adding machines,
(2.7)
Then both f K and f K n are isometric homeomorphisms, and both are called compound adding machines. (2.8) and
Denotes by diam( X) the diameter of a metric space X . Obviously, we have Lemma 2.1. The following four conditions are equivalent:
In the following we always assume that the condition (a) in Lemma 2.1 holds. Then, for any integers 1 i n, we have K N t K N n t K i , and it follows from Lemma 1.3 that there exist non-expansive natural homomorphisms
Define the compound natural homomorphisms 
that is, the following diagram is commutative.
In general, the compound natural homomorphisms Ψ K may not be a surjection. Thus the commutativity of the above diagram does not guarantee that Ψ K is a topological semi-conjugacy from
The sequences K and L are said to be relatively prime if k i and l j are relatively prime for all i, j ∈ N.
The following theorem is the main result of this section, which gives various necessary and sufficient conditions for the compound adding machine f K to be topologically conjugate to an adding machine.
the compound natural homomorphism, defined as above. Then the following seven conditions are equivalent: 
Remark 2.4. If all of
. . are trivial sequences, for some n > 1, then Σ K and Σ K n are isometrically isomorphic, f K and f K n are isometrically conjugate, Ψ K and Ψ K n are isometrically conjugate, and K N = K N n . Thus Lemma 2.2 and
In order to prove Theorem 2.3, we need the following three lemmas.
Lemma 2.5. Let K and L ∈ N N . If K and L are not relatively prime, then no orbit of the
Since K and L are not relatively prime, there exist n and m ∈ N such that the greatest common divisor gcd(π nK , π nL ) = m > 1 (where π nK and π nL are defined as in (1.10)). Let 
Then V a and W a are both closed and open subsets of Σ K and Σ L , respectively. Since the orbit Orb
and hence, the orbit 
Conversely, if K and L are relatively prime, then, for any given n ∈ N, π nK and π nL are relatively prime. Thus, for any given {i, (2.12) . If K and L are relatively prime, then Ψ is an isometric isomorphism.
and let the compound natural homomorphism
(2.14)
Since K and L are relatively prime, π nK and π nL are relatively prime. Since π n,K ⊗L = π nK · π nL , it follows from (2.14) that 
We now need only to show that (1) ⇒ (7), (6) ⇒ (7), (5) ⇒ (7) and (7) ⇒ (4).
(1) ⇒ (7) If there exist integers m > i 1 such that K i and K m are not relatively prime, then, by Lemma 2.5, no orbit of the compound adding machine f K i × f K m is dense in Σ K i × Σ K m , and hence, no orbit of the compound adding machine
This implies that f K cannot be topologically conjugate to an adding machine. Thus (1) ⇒ (7) . (6 Thus, for any j ∈ N, we have b/π nK j = (
Therefore, by (2.10), (2.2) and (3) of Lemma 1.1, we have
This implies that Ψ K is not isometric. Thus (5) ⇒ (7). (7) ⇒ (4) Suppose that (7) holds. For any n ∈ N, let
Then, by induction, it is easy to verify from Lemma 2.6 that Ψ is a surjection, i.e.
2) and Lemma 2.1, 
Thus, Ψ K is an isometric surjection, which with Lemma 2.2 implies that Ψ K is an isometric isomorphism from Σ K N onto Σ K , and we get (7) ⇒ (4). Theorem 2.3 is proven. 2 A sequence K ∈ N N is called a pure sequence and the corresponding adding machine f K is called a pure adding machine if there exists a prime number p such that log p k n ∈ Z + for all n ∈ N. Obviously, by the equivalence between the conditions (7) and (3) 
and hence, the adding machine f K is isometrically conjugate to the product f K of the pure adding machines f K 1 , f K 2 , . . . . 
Decompositions of adding machines
In the following we always assume that the condition (3) in Lemma 3.1 holds. Define the natural addition homomorphisms 
. , y n ).
By (2) and (1) of
Thus Φ n is non-expansive. Noting that lim n→∞ diam(G n ) = 0, by (3.5) and (3.6) we have
Hence Φ N is also non-expansive. 
(3) For each n ∈ N there exist a sequence K n ∈ N N and an isometric isomorphism Ψ G n K n : G n → Σ K n such that K n ≺ t K , and (6) ϕ is a non-contractive isomorphism.
. . . , and let
Remark. (2) and (5) 
Proof of Theorem 3.5. Note that the unit element 0 K of additive group Σ K is also the unit element of subgroups
and let G n = ϕ(Q n ). Then Q n and G n are compact subgroups of Q N and Σ K , respectively. Since ϕ is uniformly continuous,
It is easy to see that h n is a continuous isomorphism.
N is a continuous isomorphism. Since Q N , G N and Σ K are compact metric spaces, all of the continuous isomorphisms ϕ, H N and Φ N are homeomorphisms.
For any n ∈ N, let p n : G N → G n be the projection defined by p n (x) = x n for all x = (x 1 , x 2 , . . .) ∈ G N , and let
Therefore, by Theorem 3.1 of [18] , Ψ K G n is non-expansive, and there exist a sequence K n ∈ N N and an isometric isomorphism
is an isometric isomorphism, and the compound natural
is non-contractive. This with Proposition 3.2 implies that Φ N is an isometric isomorphism, and hence,
N is also an isometric isomorphism.
Note that, in the proof of Φ N being non-contractive, it suffices that Φ N is a continuous isomorphism. Hence we can similarly prove that ϕ is non-contractive.
For any i, m ∈ N with i < m, define the compound natural homomorphism 
Let Φ Q N K : Q N → Σ K be the natural addition homomorphism. From the proof of Theorem 3.5 we see that, in Theorem 3.5, if ϕ = Φ Q N K , that is, if the natural addition homomorphism Φ Q N K itself is an isomorphism, then we can take G N = Q N (i.e. G n = Q n for each n ∈ N), and take H N to be the identity map of Q N (i.e., for each n ∈ N, take h n to be the identity map of Q n ). Thus, from Theorem 3.5 we get Corollary 3.6. Let K ∈ N N , let G 1 , G 2 Q N , G N , H N , . . . , Ψ K by Q N m , G N m , H N m , . . . , Ψ K m , respectively.
In order to study the structures of K , Σ K and f K , we raise the following definition. Definition 3.7. Let K ∈ N N , and let G be a compact subgroups of Σ K .
(
. . are pairwise relatively prime. In this case, every K n is called a factor (resp. normal
In this case, every Q n is called a factor (resp. normal factor) of G.
is said to be trivial if there exists m ∈ N such that, for any n ∈ N − {m}, K n (resp. Q n , resp. f K n ) is trivial.
(5) K (or G, or f K ) is said to be decomposable (resp. normally decomposable) if it has a non-trivial decomposition (resp. non-trivial normal decomposition).
Between decomposabilities of K , Σ K and f K , we have the following theorem. Theorem 3.8. For any sequence K ∈ N N , the following seven conditions are equivalent: 
. .) be a non-trivial normal decomposition of K . Then the condition (7) in Theorem 2.3 holds, and hence the other six conditions in Theorem 2.3 also hold. Write
. . of Σ K such that G n is isometrically isomorphic to Σ K n , for all n ∈ N, and therefore, Σ K is isometrically isomorphic to the direct product group G N = ∞ n=1 G n . This means that the condition (E) holds. Analogously, from the condition (3) in Theorem 2.3 we see that f K is isometrically conjugate to f K . Thus the condition (G) also holds. (1) and (2) in Theorem 2.3 we see that f K and f K N are topologically conjugate, and it follows from (1) of Lemma 3.4 that K ∼ K N . Since f K 1 and f K 2 are non-trivial adding machines, K 1 and K 2 are non-trivial sequences. By (7) in Theorem 2.3, K 1 and K 2 are relatively prime. Thus K N is not pure, and hence, K is not pure, i.e. the condition (A) holds. Theorem 3.8 is proven. 2
For a given K ∈ N N , it is easy to determine whether K is a pure sequence. Thus, by Theorem 3.8, we can easily determine whether Σ K and f K are decomposable.
By Corollary 2.8 and Theorem 2.3, the following proposition is obvious. Note that K , Σ K and f K have complete normal decompositions does not imply that they are decomposable, since the complete normal decompositions may be trivial.
Adding machines having periodic orbit factors
Let K , L ∈ N N , and let G be a compact subgroup of the K -adic topological group Σ K . If L is a factor of K and L itself is an essentially finite sequence, then L is called a finite factor of K . If G is a factor of Σ K and G itself is a finite cyclic group, then G is called a cyclic factor of Σ K . If the adding machine f L is a factor of f K , and f L itself is a cyclic permutation, then f L is called a periodic orbit factor of f K . Note that any finite subgroup of Σ K is cyclic, and, conversely, any compact cyclic subgroup of Σ K is finite. By Theorems 2.3, 3.5 and 3.8, the following theorem is obvious. (1) There exists a prime number p such that the set {n ∈ N: k n /p ∈ N} is a non-empty finite set. Recall that a continuous map ϕ from a topological space X to itself is called a periodic map if there is an n ∈ N such that ϕ n is the identity map id X of X ; the smallest such n is called the period of ϕ. A periodic map is said to be non-trivial if its period is greater than 1. Obviously, an element v ∈ Σ K is of order n (∈ N) if and only if the translation f v K defined by (1.7) is a periodic map of period n.
. .) of translations converges uniformly to f v K . Therefore, from Theorem 4.1, Proposition 3.9
and Lemma 4.2 we obtain the following theorem, which is a supplement of Theorem 4.1. (1) For any prime number p, the set {n ∈ N: k n /p ∈ N} is a finite set. 
Calculation of finite cyclic subgroups of Σ K
For an explicitly given sequence K ∈ N N , it is easy to determine whether K has a non-trivial finite factor L. If K has such a factor L, then by Theorems 2.3 and 3.8 we know immediately that f L is a non-trivial periodic orbit factor of the adding machine f K , and the topological group Σ K has a non-trivial finite cyclic subgroup G of which the order is equal to the period of f L . However, in general, we cannot directly know what elements in Σ K the non-trivial finite cyclic subgroup G consists of. In order to find these elements, or to find a generating element of G, we need to do some calculation. The following proposition shows that Lemma 5.1 actually gives a procedure to calculate the element w = (1, b 1 , b 2 = (1, a 1 , a 2 (2.12) . Then, by Lemma 2.7, Ψ is an isometric isomorphism. Let Recall that a sequence A = (a 0 , a 1 , a 2 , . . .) of integers is said to be eventually periodic if there exist p and q ∈ N such that a n+p = a n for all n q. the calculation of precise value of w may be quite troublesome. If K is not an eventually periodic sequence, then, in general, it will be impossible to find an expression of b n via m, k 1 , k 2 , . . . , k n for all n ∈ N. In this case, we can calculate approximate values of w but we cannot obtain its absolutely precise value. (1, 1, 0, 1, 0, 1, 0 (1, 1, 0, 1, 0, 1, 0 , . . .) (note that w K 1 and w K 2 are not the same elements since they are in different topological groups), and if K = (5, 4, 3, 4, 3, 4, 3, 4, 3, 4, 3, 4, 3, 4, 3, 4, 3 , . . .), then w K = (1, 3, 1, 1, 2, 0, 1, 2, 0, 3, 1, 1, 2, 0, 1, 2, 0, . . .) .
