This paper proposes the face recognition method using both the depth and infrared pictures. The conventional face recognition methods based on color picture recognize the human faces accurately, but are easily affected by the illumination and are vulnerable to the attempts to steal user's face information through fake face such as the photograph or the sculpture. On the other hand, the methods based on the depth or infrared picture are less affected by the illumination, and prevent an attempt to recognize a false face. This paper utilizes the depth picture to reduce the recognition time and the infrared picture to increase the recognition performance. In the face detection, this paper finds the nose of a person using the captured depth picture for reducing detection time, and it detects the region of the face. In the feature extraction, it extracts the feature pictures from the infrared picture by 3D Local Binary Pattern. In the face identification, this paper compares between the features of the captured face and features of faces that are pre-stored in the DB, and obtains the face similarity. If the similarity of the face is larger than the certain threshold, the face recognition succeeds. Simulation results show that the face recognition performance is good not only in the normal environment but also in the little illumination.
Introduction
Face recognition is one of biometrics methods identifying individuals by the features of face. Also face recognition is the contactless type so it has an advantage that the recognition is performed naturally without the perception of the person to be recognized. Face recognition is used for various purposes in the wide range of fields such as mobile banking, e-commerce, access control, immigration, and entertainment. Face recognition is performed by the capturing of faces, face detection, face identification processes. Face detection determines whether or not there is a face in input picture or input video and it finds the face area if there is a face. Face identification finds features of face in the detected face picture and it compares between its features and the pre-stored features in the repository such as the database.
Most of the conventional face recognition methods use color pictures or videos for capturing of face. One of the face recognition methods is based on principal component-analysis (PCA) [1, 2] . PCA is the algorithm that reduces the dimensions of a high-dimensional feature vector to a low-dimensional feature vector while keeping the loss of information to a minimum. It finds the similarity in the training face pictures, reduces the dimension of the face image to obtain the average face, and identifies the face by using the NN (Nearest Neighbor) method through obtaining the weight of the picture to be compared with the training picture. PCA has the advantages of simple implementation and high speed, but its accuracy is lowered due to influence of face pose and illumination. The face recognition method using the scale invariant feature transform (SIFT) [3, 4] is the algorithm for extracting vector components after selecting the feature points that are easily identifiable in the picture such as an edge or a vertex. SIFT method obtains the histograms of the gradients direction and the gradients magnitude of the pixels belonging to blocks around the feature point. Then this method identifies the face using the vector that is obtained by connecting the histogram values. SIFT method has high recognition accuracy in change of size or rotation for comparison picture. However, it has the disadvantages that a large data is generated and many operations are repeatedly performed so it is difficult to recognize the face in real time. Face recognition method using Haar-like features [5] calculates the brightness difference between different regions in the picture. Regions used in the Haarlike features are defined by rectangles that have various patterns consisting of in the light and dark areas. Haar-like method finds the meaningful features based on differences in pixel values in each region. Meaningful features in Haar-like method are selected by automatic learning algorithms such as the boosting algorithm. Haar-like method has an advantage of high accuracy for changes of shape and position in the region, but it has the disadvantages of low accuracy for changes of illumination and changes of pose by rotation. Face recognition methods using local binary pattern (LBP) [6] [7] [8] [9] [10] symbolize the pixels by comparing with neighboring pixels and it compares between the histograms of symbol for recognition. LBP method is robust to changes of the illumination, but it has the disadvantages that cannot obtain the change of detailed pattern and has low accuracy for changes of pose by rotation. Face recognition using Convolutional Neural Network (CNN) has recently been studied [11, 12] . CNN method recognizes facial features by detecting the face features and transforming them through several layers of hidden layers. CNN method shows that the performance is superior to the conventional face recognition methods. Google released the face recognition system based on Deep Convolution Neural Network (DNN), OpenFace [13] . However, recognition methods using neural networks such as CNN and DNN are difficult to implement real-time system because of the large amount of computation. There is also the disadvantage that a large amount of prior learning data is required to perform accurate face recognition.
Conventional methods of face recognition using color signal have the high recognition accuracy, but are easily affected by illumination. In addition, the conventional methods are vulnerable to attempts to steal user's face information through photograph with person face, or the facial sculpture. In order to overcome these problems, the infrared or depth picture can be used instead of color picture in the face recognition process. The infrared picture and the depth picture have the advantage that the change of pixel is less in change of illumination compared to color image. However, the infrared picture is difficult to detect the feature for face recognition because of large computational complexity for searching the face. The depth picture has many noise compared with the color picture or the infrared picture. Although the face recognition methods using the infrared picture [14] [15] [16] and using depth picture [17] are studied, these methods do not take into consideration the characteristics of the two pictures, but simply apply the algorithm used in the color picture.
In this paper, we propose the face recognition method using together the each features of both the depth and infrared pictures to complement the disadvantages of each for both the depth and infrared pictures. We detect the face by finding the nose using the characteristic of the human's nose in depth picture. Then, we obtain the feature picture to symbolize by 3D-LBP to captured infrared picture. We measure the similarity by comparing between the histogram of obtained feature picture and histograms of features stored in such as database. When the similarity is above a certain threshold, the face is identified. The proposed method can recognize a face without the influence of illumination, and it is possible to prevent false recognition attempts with such as the photograph with person face and the facial sculpture.
Conventional methods for face recognition 2.1 Face detection
The goal of the face detection is to determine whether or not there are any faces in given picture and, if present, to obtain regions of each face. In the face detection, the scale of face, the position of face, and the pose of face should be considered. The facial expression, the case of occlusion by other objects, and the effect on the illumination are also considered in face detection. Methods of face detection are classified into knowledge-based methods, feature invariant approaches, template matching methods, and appearance-based methods [18] .
The knowledge-based methods are based on the rules derived from the researcher's knowledge for human faces. The relationships between features of the face can be represented by their relative distances and positions. Features of the face in the input picture are extracted first, and then the candidates of the face are identified according to rules based on knowledges of the face. The verification process is applied to reduce false detections. This method has an advantage that the accuracy of the face detection is high when rules are well defined. However, it is difficult to translate human knowledges of face into well-defined rules. If rules is too strict, the face may not be detected in the picture containing the face. On the other hand, if the rules are too general, the number of false detections increases. Kotropoulos and Pitas [19] propose a method of the face detection that finds boundary of face and key features by detecting rapid change of vertical and horizontal components of input picture.
The feature-based methods detect the face using structural features of face that are common in various poses of face or various illumination environments. In contrast to the knowledge-based method, the feature-based methods find invariant features of faces for detection, then determine whether or not there are any faces using the features. The feature-based methods use specific features such as the facial elements [20] [21] [22] , the skin color [23] [24] [25] , and texture [26, 27] as key features. However, the feature-based methods have the problems that the facial features can be severely corrupted due to illumination, noise, and occlusion, so the face detection accuracy is weakened when the picture with noises is input.
The template matching methods detect the faces by using the standard face pattern that is describing the entire face or part of the face. In template matching, the standard face pattern is manually predefined or parameterized by the function. The correlation values with the standard pattern are independently computed for the face contour, eyes, nose, and mouth. The existence of the face is determined based on the correlation values. The template matching methods have the advantage that is implemented simply. However, the template matching methods cannot effectively deal with variation in scale, pose, and shape.
The appearance-based methods detect the faces by using the face model that is learned by machine learning. Unlike the template matching methods that use predefined templates by experts, the appearance-based methods learn the template itself from examples in various pictures. The methods find the relevant characteristics of the face and non-face images from statistical analysis and machine learning. Learned characteristics can be in the form of distribution models that are consequently used for the face detection. In the appearance-based methods, the dimensionality reduction of face features is usually performed to compute and detect efficiency. The appearance-based methods are proposed by applying the distribution-based system [28] and the method using Support Vector Machines [29] .
Face identification
The goal of face identification is to find the best match when the face area is given by the face detection. The face identification identifies or verifies a person from a pre-stored face database. Face identification is classified into the holistic approach, the feature-based approach, and the hybrid approach.
In the holistic approach, the whole face area is considered as the input data of the face identification system. The methods are based on the principal component analysis techniques that are used to simplify the dataset to the lower dimension while features of the dataset is preserved. The holistic approach adopts techniques such as the eigenfaces [30, 31] , the fisherfaces [32] , the SVMs, the nearest feature lines, and the independent-component analysis.
In the feature-based approach, the local features such as face, nose, and eyes are subdivided. These features are used as the input data of the structure classifier. The feature-based approach adopts techniques such as the pure geometry, the dynamic link architecture, and the Markov model.
The hybrid approach refers to how the human visual system recognizes the whole face from local features. According to neurophysiology studies [33] , eyes, mouth, and nose are the most important features to recognize the face. The hybrid approach starts feature detection by detecting the eyes for the face recognition. By detecting the eye region, it estimates the position, size, and direction of the face region. The hybrid approach adopts techniques such as the modular eigenfaces, the hybrid local feature, the shape normalized, and component-based thing.
Local binary pattern (LBP)
The LBP operator is originally designed to describe textures [34] . The LBP operator symbolizes each magnitude relationship between a pixel and each neighboring pixel into one symbol. The histogram of the symbols obtained by the LBP operator is used as the descriptor of the texture in the region.
To obtain the LBP symbol of a certain pixel, it finds P neighboring points having a radius of R. Then, it compares the certain pixel and a value of each neighboring point in order of clockwise or counterclockwise. If the value of one neighboring point is larger than the certain pixel, the digit for the neighboring point in the symbol is assigned to 1. Otherwise, the digit is assigned to 0. LBP symbol is then determined by collecting the digits assigned to all neighboring pixels in one direction. The symbol for p c in (x, y) position is calculated as Eq. (1).
where, M is the number of the neighboring points and p i is a value of the ith neighboring point. Figure 1 shows an example of obtaining an LBP symbol through Eq. (1). Each digit in the symbol is assigned to 0 or 1 through comparisons between the value 50 of the certain pixel and each value of neighboring point. The result is collected in one direction to obtain the binary symbol 00110111, i.e. the decimal symbol 55. The position and number of neighboring points may be changed according to P and R as shown in Fig. 2 . If P = 8 and R = 1, the neighboring points are same as the surrounding pixels of the certain pixel. In other case, the neighboring point cannot be at the integer pixels according P and R such as The number of dimensions of LBP symbols is 2 P , so the computational complexity increases sharply as P increases. On the other hand, LBP is vulnerable to Gaussian noise. Ojala [34] experimentally identified that only some of LBP codes obtained from a picture occupied the majority of the LBP code, and proposed a uniform LBP that symbolizes these characteristics. By reducing the number of LBP symbols through the uniform LBP, the dimension of the feature is reduced and the Gaussian noise is less affected. Uniform LBP is symbolized by taking into account the uniform and non-uniform patterns in the LBP process. The uniform pattern defines a case where the number of 0-1 or 1-0 changes in a LBP symbol is less than 2 times, and if not, it is defined as the non-uniform pattern. Then, it assigns unique symbols to each uniform pattern and only one symbol for the non-uniform pattern. This method can reduce the feature dimension to P (P − 1) + 3 compared to the conventional LBP.
LBP operator only considers whether the value of the certain pixel is larger or smaller between neighboring points. However, LBP symbols are not suitable when size difference between adjacent pixels is a key feature. 3D-LBP that can also describe the difference information is proposed. 3D-LBP considers that about 93% of the total case is included in the range which the absolute value of the difference between neighboring pixels is 7 or less when the distance between neighboring pixels is 2 or less. 3D-LBP is represented by 4 layers. Layer 1 is symbolized by Eq. (1) so symbols of layer 1 are same as symbols of the LBP. In layer 2-4, it symbolizes the magnitude of the difference value of neighboring pixels as Eq. (2).
where, DD is the difference from the neighboring pixel. Assuming that |DD| is 7 or less, |DD| can be represented by a 3-digit binary numbers, so each digit of the binary number can be used for symbolization of each layer. The difference between neighboring pixels can also be described as features by 3D-LBP, but it has the disadvantage that the number of feature dimensions increases.
Proposed face recognition method using depth and infrared pictures
This paper presents the face recognition method using the depth and infrared pictures. The flowchart of the proposed method is shown in Fig. 3 . In the face detection step, it finds the nose point by the characteristics of the nose in the depth picture. Then, it detects the face region using the position of nose in the depth picture and the boundary of the face. Then this paper extracts the face region from the captured infrared picture using the detected face region of the depth picture. In the feature extraction step, it obtains the feature information by symbolizing the face region using the 3D-LBP method. In the face identification step, it measures the face similarity by comparing between the histogram of obtained feature and the histograms of pre-stored features in such as database.
Face detection
The depth picture is used for the face detection because the structural characteristics of the face can be easily distinguished from the distance information between the camera and a face, so it detects the face at a high speed. This paper extracts the objects by separating objects and background in the depth picture. It uses the background as the picture obtained by applying a statistical method such as an average method or a median method to accumulated depth pictures without any objects of about 100 frames. Figure 4 shows an example of the face detection by using this method for the depth picture.
A nose is searched for face detection. In the depth picture including the face, the nose is usually the closest distance from the camera so the depth of the nose point has the minimum value when the face is aligned with the direction of camera capturing as shown in Fig. 5 . However, the other point such as jaw can have the minimum value in the depth picture as shown in Fig. 6 . In order to solve this problem, this method finds the points having the locally minimum depth value and detects the actual nose using the features of the inner nose shown in Table I for each point. Then it finds the actual nose by determining whether each point matches the characteristics of the nose in the face as shown in Table I .
The depth values decreases continuously as it gets closer to the nose. The method of finding the nose end point using the nose characteristics is as follows. First, each pixel is searched horizontally to the region performed by the binarization process in order to find a pixel whose N consecutive pixels in the left and right directions become larger depth value than the preceding pixel as shown in Eq. (3).
where, we can find candidates of nose points composed of pixels with the minimum depth value in the local region. The candidate of the nose point found through Eq. (3) may be the position of the actual nose, but it may simply be a part protruding from the face or other body parts. In order to distinguish this case from the actual nose, it is necessary to compare the neighboring pixels with respect to the nose candidate points in order to determine the actual nose feature points. In this case, the nose has the smallest depth value in the face. On the other hand, the locally protruding part is not prominent as 
Classification Characteristics
Characteristics of neighboring pixels
• The depth value of the upper, lower, left, and right pixels of the nose end point is larger than the nose end point. • There is a large difference in depth between the nose end point and the philtrum. • The jaw located below the end of the nose is at the boundary of the face and neck, so the depth changes greatly.
Characteristics of facial structural
• The nose end point is located at the center of the width of the face • The upper and both sides of the face are background areas.
• The bottom of the face is the object area.
• The width of a typical human face ranges from 130mm to 220mm. compared with the entire face. Using this characteristic, we compare with the depth value of a point farther than the region searched in Eq. (3) to determine whether it is nose or not. As shown in Fig. 7,  8 points around the pixels located at M (M > N) distances are compared with respect to the nose candidate points. It is determined whether or not each of the comparison points has a larger depth value than that of the nose candidate pixel and it is determined whether or not the candidate point is particularly protruded in the corresponding region. Then, the actual width of the nose point is obtained through the left and right boundary points, b l ≡ (x l , y l ) and b r ≡ (x r , y r ), of the object on the vertical direction including the nose candidate point, and the corresponding nose candidate point determines the real nose in the face. The width of the face can be obtained by transforming the coordinates of b l and b r in the image coordinate system to the 3D camera coordinate system in the 2D screen coordinate system through Eq. (4) and obtaining the distance in the camera coordinate system. 
where, x v , y v are coordinates in the image coordinate system, and x c , y c , z c are real world coordinate systems. z c is equal to the depth value, d(x v , y v ) in (x v , y v ) position. f is the focal length of the camera and is the factor of the depth camera. Equation (4) is used to derive Eq. (5) to obtain the actual distance w face between b l and b r .
where, d l and d r are depth values in b l and b r , respectively. The actual face width of a person is generally in the range of 130 mm to 220 mm. Therefore, if the width of the object including the nose feature candidate point is within this range, the corresponding candidate point can be regarded as an actual nose feature point. Then, a rectangular region of interest (ROI) is set to detect the face region through the detected nose points. The left and right boundaries of the ROI can be determined by giving a margin of L pixels from the nose point to the left and right boundary points p l and p r of the object, respectively. Also, the distance from the nose to the upper border of the face is about two times longer than the distance to the lower border. Therefore, the ROI is determined by giving a margin of L pixels at the distance d top from the nose point to the face boundary point as the vertically top direction, also L pixels are provided at the d top /2 as the vertically bottom direction, as shown in Fig. 8 .
A neck can be included in ROI of the face as Fig. 8 . In this case, this paper removes the neck from ROI using a characteristic that the depth values of the neck is smaller than the depth values of the face as shown in Fig. 5 . This paper obtains the histogram of the depth values in the ROI to remove the neck region appearing within the ROI. The histogram of the ROI is shown in Fig. 9 . In this histogram, it can be seen that the depth value belonging to the jaw area is less than the depth value of the face area. The first depth value, which the depth distribution frequency is equal to or less than ε, is defined as the threshold value T f , and the region having the depth value equal to or greater than T f is removed from the ROI. Figure 10 can be obtained for face region. Then, normalization is performed on the detected face area with a size of W × H. 
Feature extraction
This paper extracts facial features by 3D-LBP. In the feature extraction, the depth picture is not suitable since the depth picture has many noises. On the other hand, the infrared picture has less noises so this paper uses the infrared picture for the feature extraction. Figure 11 shows the examples of 3D-LBP layers for the detected face.
3D-LBP is the features descriptor that detects various characteristics by describing the magnitude and difference relationships between neighboring pixels. However, the number of features dimension of 3D-LBP is 4 times as more as the number of features dimension of LBP so it has the disadvantage of large amount of computation. Therefore, this paper reduces the feature dimension adopting only some of the layers that best represent the feature without all of the layers in the 3D-LBP. In 3D-LBP, layer 1 and 2 describe the major difference relationship between neighboring pixels, and layer 3 and 4 describe the detailed differences that layer 1 and 2 cannot represent as shown in Fig. 11 . Therefore, the large features in the picture can be detected even if it uses only layer 1 and 2.
In 3D-LBP, the smaller the neighborhood distance R, the better the local characteristics such as texture, and the larger the distance R, the better the global characteristics such as the shape and the curve of the face. This paper sets R as 2 and 6 so it obtains both the global and local features. Also this paper applies the uniform LBP to results of 3D-LBP in order to solve the problem of large number of dimensions because of using multiple layers and various R. This feature extraction process obtains 4 feature pictures that have each layer and each R.
Face identification
Face identification compares the characteristics from 4 feature pictures obtained in the face extraction step. The 3D-LBP feature picture is divided into several blocks, and a histogram of the feature symbols is obtained from each block, then the similarity by comparing histograms of each block is measured. This paper divides the feature picture by 7 × 7 as shown in Fig. 12 .
It compares histograms of the current feature with histograms of the already pre-stored feature for various faces. A similarity between histograms is obtained by computing chi-square distance as Eq. (6). In Eq. (6), S means the input histogram, M means the compared histogram, and K = 7 × 7 is the number of blocks.
In the measurement of the histogram similarity, since eyes, nose, and lips are the main parts in the face, it can increase the accuracy by more weighting the corresponding blocks. This paper assigns the weights to blocks in each feature picture as shown in Fig. 13 . Equation (7) is used to obtain the chi-square distance between the histograms to which weights are applied. In Eq. (7) , w i means the weight of ith block.
This paper sums all of the weighted chi-square distances of 4 feature pictures, and then computes the similarity sim(S, M ) between the features of a captured face and the compared features, by Eq. (8). In Eq. (8), S k means the histogram of kth feature picture for the captured face, and M k means histogram of kth compared feature. If sim(S, M ) is larger than T s , the captured face is identified with a corresponding stored face.
Simulation results
In simulation, this paper uses the Kinect v2 as capturing device. Kinect v2 supports the various capture modes as the color, depth, and infrared pictures. The resolution of the captured depth and infrared pictures is horizontal 512, vertical 424 pixels by Kinect v2. In the face detection, the parameter N is set to 10, M to 30, ε to 30, and L to 5, and a face is normalized as resolution of 56 × 56. In the face identification, the parameter T s is set to 85. This paper captures 20 persons as shown in Fig. 14, who are various ages and genders, as the color, depth, and infrared pictures for simulation. The pictures are captured by 5 times at the bright environment, which is with normal illumination, and by 5 times at the dark environment, which is with little illumination. Also the pictures of face with the pose of a person tilted and paned at −30 • , −15 • , 15 • , and 30 • in the vertical direction and the horizontal direction are captured.
First we compare the face detection time of the proposed method with the conventional methods based on the color picture [5, 37] at the bright environment. The face is detected on the Raspberry pi 3 device that has a quad core 1.2GHz processor. In simulation result as shown in Table II , the proposed method improves the face detection time compared to the conventional methods. Conventional methods have a large amount of calculation for face detection because it detects a face based on a boundary line in the entire picture or detects a face based on a pattern such as light and darkness. On the other hand, the proposed method has a small computational complexity because it first detects the nose point with the minimum depth value and detects the face. In addition, the accuracy of the face detection is maintained as high as the conventional methods. 
Method of face detection Face detection time (ms) Accuracy (%)
Haar-like [5] 285 100 HOG+SVM [37] 1205 99 Proposed method 79 99
Next we measure the accuracy of the face detection in case of the face pose in picture is tilted and paned as shown in Table III . The accuracy of face detection is high in case of the frontal direction of the face is relatively coincident with the camera capturing direction. However, the accuracy sharply decreases in case of the face pose is tilted or paned at over 30 • .
Also, we measure the accuracy of face detection according to illumination as shown in Table IV . The method using color signal can not detect the face in dark illumination. In contrast to the face detection methods based on color images, the proposed method detects the face accurately even if there is little illumination. We again compare the accuracy of face recognition between the cases that the infrared and depth pictures are used for feature extraction process as shown in Table V . We also compare the accuracy between the cases that each layer in 3D-LBP is used as the input picture. In comparison result, the accuracy is higher when the infrared picture is used as input for the feature extraction, compared with depth picture. In the case that layer 1 or 2 in 3D-LBP is used as the feature picture, accuracy of face recognition is high. On the other hand, accuracy of face recognition is low when the layer 3 or 4 is used as the feature picture. Finally we measure the accuracy of the face recognition according to illumination for the perfectly detected faces as shown in Table VI . The accuracy of the face recognition is high even if there is little illumination, similar to the case of face detection. Conventional face recognition methods are very influenced by lighting because they use color information. On the other hand, the proposed method is robust to illumination because it uses depth and infrared images, which are not affected by illumination, for the face detection and the feature extraction, respectively. 
Conclusions
This paper presents a face recognition method based on both the depth and infrared pictures. This method solves the face recognition problem in dark lighting environment which is disadvantage of face recognition of the conventional color image. Facial search speeds up faster through depth image, and recognition accuracy is increased through infrared image. Simulation results show that the face recognition performance is good not only in the normal environment but also in the dark lighting environment. Very high recognition accuracy is obtained for the face facing the front. When the face is rotated according to the angle between the camera and the face, the accuracy is lowered. In order to solve this problem, it is necessary to study the method of compensating the depth value of face area for face rotation. The proposed method can be applied to the mobile device lock control, the security system, and the access control, etc.
