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Abstract: This paper is concerned with the robust H‘ control problem for the class of
uncertain non-linear discrete time-varying stochastic systems with a covariance constraint. All
the system parameters are time-varying and the uncertainties enter into the state matrix. The
non-linearities under consideration are described by statistical means and they cover several
classes of well-studied non-linearities. The purpose of the addressed problem is to design a
dynamic output-feedback controller such that, the H‘ disturbance rejection attenuation level is
achieved in the finite-horizon case while the state covariance is not more than an individual
upper bound at each time point. An algorithm is developed to deal with the addressed problem
by means of recursive linear matrix inequalities (RLMIs). It is shown that the robust H‘ control
problem is solvable if the series of RLMIs is feasible. An illustrative simulation example is given
to show the applicability and effectiveness of the proposed algorithm.
Keywords: stochastic systems, non-linear systems, time-varying systems, H‘ control, robust
control
1 INTRODUCTION
In the past few decades, stochastic control and
filtering problems have received a considerable
amount of attention and an extensive literature
now exists in the areas of engineering, social
sciences, and ecological systems [1–6]. In particular
covariance control (CC) theory has attracted sig-
nificant attention due mainly to the fact that the
performance objectives of many engineering sys-
tems can be naturally expressed in terms of the
upper bounds of steady-state variances. The CC
theory proposed in [7, 8] aims to solve the
covariance-constrained control or filtering problems
while satisfying multiple performance indices such
as L1 and H‘ norm constraints. The basic CC theory
has been extended to the class of uncertain non-
linear stochastic systems with or without missing
measurements, see [4, 6, 9, 10]. It should be pointed
out that, so far, almost all the literature concerning
CC theory has been on time-invariant systems, and
the Riccati matrix equation or linear matrix inequal-
ity approaches have been widely applied because of
the numerical efficiency of the MATLAB toolbox.
In the real world, there are virtually no strictly
time-invariant systems since the working circum-
stances, operating points, or equipment deteriora-
tion levels are inherently time-varying in nature.
Therefore, time-varying stochastic systems have
started to receive attention in recent years. For
example, in [2, 11], H‘ controllers as well as filters
were designed for a special type of non-linear system
called time-varying stochastic systems with multi-
plicative noises. Recently, in [10], a finite-horizon
filter was studied for stochastic systems with an error
variance constraint. Unfortunately, despite the im-
portance of the time-varying nature in system
modelling, the CC problem for time-varying non-
linear systems has been largely overlooked, not to
mention the simultaneous consideration of the H‘
constraints. Recognizing the great importance of the
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time-varying nature of real-time models, the pur-
pose of this paper is to investigate the finite-horizon
H‘ control problem for a class of uncertain time-
varying systems with stochastic non-linearities.
The aim of this paper is to propose an output-
feedback controller design technique for a class of
uncertain non-linear discrete time-varying stochas-
tic systems with a covariance constraint, where the
considered non-linearities are described by statisti-
cal means and contain several widely studied non-
linearities as special cases. The controlled system is
expected to achieve the prescribed H‘ disturbance
rejection attenuation level in the finite horizon, and
also to make sure that the state covariance is not
more than an individual upper bound at each time
point. Using the method proposed in [11], a recursive
linear matrix inequality (RLMI) approach is devel-
oped to solve the addressed problem. An illustrative
simulation example is given to show the applicability
and effectiveness of the proposed algorithm.
There are two major contributions made by this
paper.
1. The robust H‘ control problem is considered, for
the first time, for a class of time-varying systems
with stochastic non-linearities.
2. A novel RLMI approach is developed to handle
the addressed problem which is then demon-
strated via a numerical example.
The rest of this paper is set out as follows. Section 2
formulates the robust H‘ dynamic output-feedback
controller design problem for uncertain discrete
time-varying non-linear stochastic systems with a
state covariance constraint. In section 3, the H‘
noise attenuation level and state covariance perfor-
mances of the closed-loop system are analysed
separately, and a sufficient condition is then pre-
sented for the addressed controller design problem
via the RLMI method. The controller design techni-
que is given in section 4 by means of a series of
RLMIs with properly chosen initial conditions. In
section 5, an illustrative numerical example is
provided to show the effectiveness and usefulness
of the proposed approach. Conclusions are drawn in
section 6.
Notation
The following notation will be used in this paper. Rn
and Rn|m denote, respectively, the n-dimensional
Euclidean space and the set of all n6mmatrices, and
Iz denotes the set of non-negative integers. The
notation X>Y (respectively X.Y), where X and Y
are real symmetric matrices, means that X2Y is
positive semi-definite (respectively positive-defi-
nite). IxI represents the 2-norm of the variable x.
E{x} stands for the expectation of stochastic variable
x and E{x|y} for the expectation of x conditional on y.
The superscript ‘T’ denotes the transpose. tr(A)
represents the trace of a matrix A. diag{F1,F2,…,Fn}
denotes a block diagonal matrix whose diagonal
blocks are given by F1, F2, …, Fn. The symbol ‘*’ in a
matrix means that the corresponding term of the
matrix can be obtained by symmetric property.
2 PROBLEM FORMULATION
Consider the following uncertain discrete time-
varying non-linear stochastic system defined on
k [ [0,N]
x kz1ð Þ~ A kð ÞzDA kð Þð Þx kð ÞzB kð Þu kð Þ
zf x kð Þ, kð ÞzD1 kð Þv kð Þ
y kð Þ~C kð Þx kð Þzg x kð Þ, kð ÞzD2 kð Þv kð Þ
8><>: ð1Þ
where x kð Þ [Rn is the state, y kð Þ [Rr is the output,
u kð Þ [Rm is the control input, v kð Þ [Rp is a zero
mean Gaussian white noise sequence with covar-
iance W(k). 0, and A(k), B(k), C(k), D1(k), and D2(k)
are known real time-varying matrices with appro-
priate dimensions. DA(k) is a real-valued time-
varying matrix that represents parametric uncertain-
ties and has the following form
DA kð Þ~H kð ÞF kð ÞE kð Þ, F kð ÞF kð ÞT¡I ð2Þ
where H(k) and E(k) are known time-varying
matrices with appropriate dimensions. F(k) repre-
sents the time-varying uncertainty. The uncertainty
in DA(k) is said to be admissible if equation (2) holds.
The non-linear stochastic functions f(x(k), k) and
g(x(k), k) are assumed to have the following first
moments for all x(k) and k
E
f x kð Þ, kð Þ
g x kð Þ, kð Þ
  x kð Þ ~0 ð3Þ
with the covariance given by
E
f x kð Þ, kð Þ
g x kð Þ, kð Þ
" #
f T x jð Þ, jð Þ gT x jð Þ, jð Þ
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E
f x kð Þ, kð Þ
g x kð Þ, kð Þ
" #
f T x kð Þ, kð Þ gT x kð Þ, kð Þ











24 35 E xT kð ÞCix kð Þ	 
 ð5Þ
where Vijl and Ci (j, l5 1, 2; i~1, 2,    ,q) are known
matrices.
Remark 1
The non-linearity description in equations (3) to (5)
covers several classes of well-studied non-linear
systems, for example, a system with state-dependent
multiplicative noises and a system whose state
power depends on the sector-bounded (or sign) of
the non-linear state function of the state, see [5, 6].
Applying the following full-order dynamic output
feedback control law
xg kz1ð Þ~Ag kð Þxg kð ÞzBg kð Þy kð Þ
u kð Þ~Cg kð Þxg kð Þ

ð6Þ
to the system (1), the following closed-loop system
can be obtained
z kz1ð Þ~A^ kð Þz kð ÞzG^ kð Þh x kð Þ, kð ÞzD^ kð Þv kð Þ








, h x kð Þ, kð Þ~
f x kð Þ, kð Þ
g x kð Þ, kð Þ
" #
A^ kð Þ~
A kð ÞzDA kð Þ B kð ÞCg kð Þ




0 Bg kð Þ
" #
, D^ kð Þ~
D1 kð Þ
Bg kð ÞD2 kð Þ
" #
C^ kð Þ~ C kð Þ 0½ 
The objective of this paper is to design a finite-
horizon dynamic output-feedback controller of form
(6) such that the following two requirements are
satisfied simultaneously.
Requirement 1
For given scalar c. 0, matrix S. 0 and the initial
state x(0), the H‘ performance index
J :~E y kð Þk k20,N{1½ {c2 v kð Þk k20,N{1½ 
 
{c2xT 0ð ÞSx 0ð Þv0 ð8Þ
is achieved for all admissible parameter uncertain-
ties and all stochastic non-linearities.
Requirement 2
For a sequence of specified definite matrices
{H(k)}0, k(N, at each sampling instant k, the system
state covariance satisfies
X kð Þ :~E x kð ÞxT kð Þ	 
¡H kð Þ, Vk ð9Þ
This control problem is referred to as the robust
H‘ output-feedback control problem for uncertain
non-linear discrete time-varying stochastic systems
with a covariance constraint.
3 H‘ AND COVARIANCE PERFORMANCES
ANALYSIS
In this section, in terms of two matrix inequalities,
the H‘ and covariance performances will first be
analysed separately for the closed-loop system (7).
Then, a theorem which combines the two perfor-
mance indices in a unified framework is presented
via the RLMI algorithm.
3.1 H‘ Performance
In this subsection, a sufficient condition is given for
the closed-loop system (7) to satisfy the prescribed
H‘ noise attenuation level. The following assign-


















Consider the system (7). Let the controller feedback
gain matrices Ag(k), Bg(k), and Cg(k) be given. For a
positive scalar c. 0 and a positive definite matrix
S. 0, the H‘ performance index requirement de-
fined in equation (8) is achieved for all non-zero v(k)
if, with the initial condition Q(0)( c2Sˆ, there exists a
sequence of positive-definite matrices {Q(k)}1( k(N
satisfying the following recursive matrix inequalities
U kð Þ :~ U11 kð Þ U12 kð Þ
UT12 kð Þ U22 kð Þ
 
v0 ð10Þ
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where




|tr G^T kð ÞQ kz1ð ÞG^ kð ÞV^i
h i







U12 kð Þ~A^T kð ÞQ kz1ð ÞD^ kð ÞzC^T kð ÞD2 kð Þ
U22 kð Þ~{c2IzD^T kð ÞQ kz1ð ÞD^ kð ÞzDT2 kð ÞD2 kð Þ
Proof
Define
J kð Þ :~zT kz1ð ÞQ kz1ð Þz kz1ð Þ{zT kð ÞQ kð Þz kð Þ
ð11Þ
Substituting equation (7) into J(k) leads to
E J kð Þf g~E A^ kð Þz kð ÞzG^ kð Þh x kð Þ, kð ÞzD^ kð Þv kð Þ
h iT
|Q kz1ð Þ A^ kð Þz kð ÞzG^ kð Þh x kð Þ, kð Þ
h
zD^ kð Þv kð Þ
i
{zT kð ÞQ kð Þz kð Þ
~E zT kð ÞA^T kð ÞQ kz1ð ÞA^ kð Þz kð Þ
zvT kð ÞD^T kð ÞQ kz1ð ÞD^ kð Þv kð Þ
zzT kð ÞA^T kð ÞQ kz1ð ÞD^ kð Þv kð Þ
zvT kð ÞD^T kð ÞQ kz1ð ÞA^ kð Þz kð Þ
{zT kð ÞQ kð Þz kð Þz G^ kð Þh x kð Þ, kð Þ
 T
|Q kz1ð Þ G^ kð Þh x kð Þ, kð Þ
 o
ð12Þ
Taking equation (5) into consideration it becomes
possible to write that
E G^ kð Þh x kð Þ, kð Þ
 T
Q kz1ð Þ G^ kð Þh x kð Þ, kð Þ
  
























T kð ÞQ kz1ð ÞG^ kð ÞV^i
h i!
z kð Þ
zvT kð ÞD^T kð ÞQ kz1ð ÞD^ kð Þv kð Þ
zzT kð ÞA^T kð ÞQ kz1ð ÞD^ kð Þv kð Þ
zvT kð ÞD^T kð ÞQ kz1ð ÞA^ kð Þz kð Þ
o
ð14Þ
Adding the zero term yT(k)y(k)2 c2vT(k)v(k)2
yT(k)y(k) + c2vT(k)v(k) to E{J(k)} results in
E J kð Þf g~E zT kð Þ vT kð Þ  U kð Þ z kð Þ
v kð Þ
" #(
{yT kð Þy kð Þzc2vT kð Þv kð Þ ð15Þ
Summing up equation (15) on both sides from zero
to N2 1 with respect to k results in
XN{1
k~0
E J kð Þf g~E zT Nð ÞQ Nð Þz Nð Þ	 










yT kð Þy kð Þ{c2vT kð Þv kð Þ ( )
ð16Þ
Hence, the H‘ performance index defined in equa-




zT kð Þ vT kð Þ  U kð Þ z kð Þ
v kð Þ
" #( )
{E zT Nð ÞQ Nð Þz Nð Þ	 
zzT 0ð Þ {c2S^zQ 0ð Þ z 0ð Þ
ð17Þ
Noting that U(k), 0, Q(N). 0 and the initial condi-
tion Q(0)( c2Sˆ, then J, 0 which completes the
proof. &
3.2 Variance Analysis
This subsection discusses how to obtain the state
covariance of the closed-loop system (7). First,
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Z kð Þ :~E z kð Þz kð ÞT
n o
ð18Þ
It is easy to see that




Defining a function as
F Y kð Þð Þ :~A^ kð ÞY kð ÞA^T kð Þz
Xq
i~1
G^ kð ÞV^iG^T kð Þ
|tr C^iY kð Þ
h i
zD^ kð ÞW kð ÞD^T kð Þ ð20Þ
then the upper bound of the covariance Z(k) can be
obtained as given in Theorem 2.
Theorem 2
Consider the system (7). Given the controller feed-
back gain Ag(k), Bg(k), and Cg(k). If there exists a se-
quence of positive definite matrices {P(k)}1( k(N + 1
satisfying the following matrix inequality
P kz1ð Þ¢F P kð Þð Þ ð21Þ
with the initial condition P(0)5Z(0), then P(k)>
Z(k), Vk [ 1, 2,    ,Nz1f g.
Proof
The Lyapunov-type equation that governs the evo-
lution of state covariance Zk of closed-loop systems
(7) is given by
Z kz1ð Þ~A^ kð ÞZ kð ÞA^T kð Þ
zE G^ kð Þh x kð Þ, kð ÞhT x kð Þ, kð ÞG^T kð Þ
n o
zD^ kð ÞW kð ÞD^T kð Þ
~A^ kð ÞZ kð ÞA^T kð Þz
Xq
i~1
G^ kð ÞV^iG^T kð Þ
|tr C^iZ kð Þ
h i
zD^ kð ÞW kð ÞD^T kð Þ
~F Z kð Þð Þ ð22Þ
The following proof is done by induction. Ob-
viously, P(0)>Z(0). Suppose P(k)>Z(k), then
tr bCiP kð Þh i¢tr bCiZ kð Þh i ð23Þ
Therefore
P kz1ð Þ¢F P kð Þð Þ¢F Z kð Þð Þ~Z kz1ð Þ ð24Þ
and then proof is complete. &
In the following stage, to conclude the above analy-
sis, a theorem is presented which tends to take both
H‘ performance index and covariance constraint
into consideration in a unified framework via the
RLMIs method. Before the main results are given two
lemmas that are needed in later derivations are
presented.
Lemma 1: (Schur complement)
Given constant matrices S1, S2, S3 where S1~S
T
1 and
















Let L5LT, H, and E be real matrices of appropriate
dimensions and F satisfy equation (2). Then
L +HFE +ETFTHT, 0 if and only if there exists a





















(i~1, 2,    ,q) are column
vectors of appropriate dimensions, then the follow-
ing theorem can be given.
Theorem 3
Consider the system (7). Given the controller feed-
back gain Ag(k), Bg(k), and Cg(k), a positive scalar
c. 0 and a positive-definite matrix S. 0. If there
exist families of positive definite matrices
{Q(k)}1( k(N, {P(k)}1( k(N, and {gi(k)}0( k(N
(i~1, 2,    ,q) satisfying the following recursive
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matrix inequalities
{gi kð Þ pTi G^T kð Þ
 {Q{1 kz1ð Þ
" #
v0 ð27Þ
L^ kð Þ C^T kð ÞD2 kð Þ A^T kð Þ
 {c2IzDT2 kð ÞD2 kð Þ D^T kð Þ




{P kz1ð Þ A^ kð ÞP kð Þ W^13 kð Þ D^ kð Þ
 {P kð Þ 0 0
  W^33 kð Þ 0




with the initial condition
Q 0ð Þ¡c2S^








C^i| gi kð Þztr Vi22
  
W^13 kð Þ~ G^ kð Þp1 G^ kð Þp2    G^ kð Þpq
h i
W^33 kð Þ~diag {r1I,{r2I,    ,{rqI
n o
ri~ tr C^iP kð Þ
h i {1
, i~1, 2,    ,q
then, for the closed-loop system (7), J(k), 0 and
Z(k)(P(k), Vk [ 0, 1,    ,Nf g.
Proof
Based on the analysis on H‘ performance and
system state covariance in sections 3.1 and 3.2 it
only needs to be shown that, under initial conditions
(30), the inequalities (27) and (28) imply equation
(10), and the inequality (29) is equivalent to equation
(21).
By the Schur Complement, equation (27) is
equivalent to
pTi G^
T kð ÞQ kz1ð ÞG^ kð Þpivgi kð Þ ð31Þ
which, by the property of matrix trace, can be
rewritten as
tr G^T kð ÞQ kz1ð ÞG^ kð ÞV^i
h i
vgi kð Þ ð32Þ
Using the Schur Complement again, equation (28) is
equivalent to
U^ kð Þ :~ U^11 kð Þ U12 kð Þ
UT12 kð Þ U22 kð Þ
" #
v0 ð33Þ
where U12(k) and U22(k) are defined in Theorem 1,
and




C^i| gi kð Þztr Vi22
  
Hence, it is easy to see that equation (10) can be
implied by equations (27) and (28) under the same
initial condition.
Similarly, employing the Schur complement
lemma, it can be easily verified that equation (29)
is equivalent to equation (21). Thus, according to
Theorem 1 and Theorem 2, the H‘ index defined in
equation (8) satisfies J(k), 0 and, at the same time,
the state covariance of closed-loop system (7)
achieves Z kð Þ¡P kð Þ,Vk [ 0, 1,    ,Nf g. The proof is
complete. &
4 ROBUST FINITE-HORIZON CONTROLLER
DESIGN
Based on Theorem 3, an algorithm is proposed in
this section to solve the addressed dynamic output-
feedback control problem for the uncertain discrete
time-varying non-linear stochastic system (1). It will
be shown that the controller gains can be obtained
by solving a certain set of RLMIs. In other words, at
each sampling instant k (k. 0), a set of LMIs will be
solved to obtain the desired controller gains and, at
the same time, certain key parameters are obtained
which are needed in solving the LMIs for the (k+ 1)th
instant.
The following theorem provides the controller
design procedure for system (1).
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Theorem 4
For a given disturbance attenuation level c. 0, a
positive-definite matrix S. 0 and a sequence of pre-
specified variance upper bounds {H(k)}0( k(N, if
there exist families of positive-definite matrices
{M(k)}1(k(N, {N(k)}1(k(N, {V(k)}1(k(N, {P1(k)}1(k(N,
{P2(k)}1(k(N, {P3(k)}1(k(N, {e1(k)}0(k(N, {e2(k)}0(k(N,
{gi(k)}0( k(N (i~1, 2,    ,q) and families of real-
valued matrices {Ag(k)}0( k(N, {Bg(k)}0( k(N, and
{Cg(k)}0( k(N, under initial conditions
Q1 0ð Þ¡c2S
Q2 0ð Þ~Q3 0ð Þ~0
X 0ð Þ~P1 0ð Þ¡H 0ð Þ
P2 0ð Þ~P3 0ð Þ~0
8>><>>: ð34Þ
such that the following recursive LMIs
{gi kð Þ pT1i pT2iBTg kð Þ
 {M kz1ð Þ {V kz1ð Þ
  {N kz1ð Þ
264
375v0 ð35Þ
L kð Þ :~ L11 kð Þ L
T
21 kð Þ
 L22 kð Þ
" #
v0 ð36Þ
W kð Þ :~ W11 kð Þ W12 kð Þ W22 kð Þ
 
v0 ð37Þ
P1 kz1ð Þ{H kz1ð Þ¡0 ð38Þ
are satisfied with the parameter updated by
Q1 kz1ð Þ
~ M kz1ð Þ{V kz1ð ÞN{1 kz1ð ÞVT kz1ð Þ {1
Q2 kz1ð Þ
~ N kz1ð Þ{VT kz1ð ÞM{1 kz1ð ÞV kz1ð Þ {1
Q3 kz1ð Þ~{M{1 kz1ð ÞV kz1ð Þ N kz1ð Þð





{Q1 kð ÞzCT kð ÞC kð Þze1 kð ÞET kð ÞE kð Þ
z
Pq
i~1 Ci gi kð Þztr Vi22
   ! {Q3 kð Þ CT kð ÞD2 kð Þ
 {Q2 kð Þ 0




A kð Þ B kð ÞCg kð Þ D1 kð Þ





{M kz1ð Þ {V kz1ð Þ H kð Þ
 {N kz1ð Þ 0




{P1 kz1ð Þze2 kð ÞH kð ÞHT kð Þ {P3 kz1ð Þ A kð Þ B kð Þ
 {P2 kz1ð Þ C kð Þ D kð Þ
  {P1 kð Þ {P3 kð Þ
   {P2 kð Þ
2666664
3777775
A kð Þ~A kð ÞP1 kð ÞzB kð ÞCg kð ÞPT3 kð Þ
B kð Þ~A kð ÞP3 kð ÞzB kð ÞCg kð ÞP2 kð Þ
C kð Þ~Bg kð ÞC kð ÞP1 kð ÞzAg kð ÞPT3 kð Þ
D kð Þ~Bg kð ÞC kð ÞP3 kð ÞzAg kð ÞP2 kð Þ
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then the addressed robust H‘ finite-horizon con-
troller design problem is solved for the stochastic
non-linear system (1). Moreover, the controller gains
Ag(k), Bg(k), and Cg(k) at the sampling instant k
(0( k(N) can be obtained by solving the corre-
sponding set of LMIs at time k.
Proof
The proof is based on Theorem 3. First, supposing
the variables Q(k) and P(k) can be decomposed as
follows
Q kð Þ~
Q1 kð Þ Q3 kð Þ
QT3 kð Þ Q2 kð Þ
" #
, Q{1 kð Þ~
M kð Þ V kð Þ
VT kð Þ N kð Þ
" #
P kð Þ~
P1 kð Þ P3 kð Þ
PT3 kð Þ P2 kð Þ
" #
ð40Þ
it is easy to see that equation (39) holds and
equations (27) and (35) are equivalent to each other.
In order to eliminate the parameter uncertainty
DA(k) in equation (28), it is rewritten in the following
form
L^ kð Þ C^T kð ÞD2 kð Þ ~AT kð Þ
 {c2IzDT2 kð ÞD2 kð Þ D^T kð Þ
  {Q{1 kz1ð Þ
2664
3775
zH^ kð ÞF kð ÞE^ kð ÞzE^T kð ÞFT kð ÞH^T kð Þv0 ð41Þ
where
~A kð Þ~
A kð Þ B kð ÞCg kð Þ
Bg kð ÞC kð Þ Ag kð Þ
" #
H^ kð Þ~ 0 0 0 HT kð Þ 0
 T
E^ kð Þ~ E kð Þ 0 0 0 0½ 
Then, by Lemma 2, it can be obtained that equation
(28) is equivalent to equation (36). Similarly, using
Lemma 2 again, it can be seen that equation (29) is
also equivalent to equation (37). Therefore, accord-
ing to Theorem 3, J(k), 0 and Z(k)(P(k). From
equation (38), it is obvious that X(k)(P1(k),H(k),
Vk [ 0, 1,    ,Nf g. It can now be concluded that the
Requirements (1 and 2) are simultaneously satisfied.
The proof is complete. &
Based on Theorem 4, the robust controller design
(RCD) algorithm can be summarized as follows.
Algorithm RCD
Step 1: Given the H‘ performance index c, the
positive-definite matrix S and the state initial
condition x(0). Select the initial values for matrices
{Q1(0),Q2(0),Q3(0),P1(0),P2(0),P3(0)} which satisfy
the condition (34) and set k5 0.
Step 2: Obtain the values of matrices {M(k + 1),
N(k + 1),V(k + 1),P1(k+ 1),P2(k + 1),P3(k + 1)} and the
desired controller parameters {Ag(k),Bg(k),Cg(k)} for
the sampling instant k by solving the LMIs (35) to
(38).
Step 3: Set k5 k + 1 and obtain {Q1(k + 1),Q2(k+ 1),
Q3(k + 1)} by the parameter update formula (39).
Step 4: If k,N, then go to step 2, else go to step 5.
Step 5: Stop.
Remark 2
It is easy to see that the finite filtering problem for
certain non-linear stochastic time-varying systems
can be treated as a special case of the dynamic
output-feedback control problem studied in this
paper, which can be readily solved by means of the
proposed RCD algorithm with appropriate modifica-
tions. On the other hand, it would be interesting to
deal with the corresponding robust steady-state
control or filtering problem when the system para-
meters become time-invariant. It should also be
noted that based on the results of this paper as well
as the proposed method, it would not be very
difficult to extend the technique to study the multi-
W12 kð Þ~
p11 p12    p1q D1 kð Þ 0
Bg kð Þp21 Bg kð Þp22    Bg kð Þp2q Bg kð ÞD2 kð Þ 0
0 0    0 0 P1 kð ÞET kð Þ
0 0    0 0 P3 kð ÞET kð Þ
2666664
3777775
W22 kð Þ~diag {r1I,{r2I,    ,{rqI,{W{1 kð Þ,{e2 kð ÞI
n o
ri~ tr CiP1 kð Þ½ ð Þ{1, i~1,2,    ,q
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objective finite-horizon control problem for stochas-
tic networked control systems. This will be at-
tempted in future studies.
5 AN ILLUSTRATIVE EXAMPLE
This section presents an illustrative example to
demonstrate the effectiveness of the proposed
algorithms. Consider the following discrete time-
varying system with stochastic non-linearities
x kz1ð Þ~
0 {0:58











{0:61z0:05 cos kð Þ
" #
u kð Þ
zf x kð Þ, kð Þz




y kð Þ~ {0:375z0:3 sin 1:5kð Þ{0:25½ x kð Þ
zg x kð Þ, kð Þz0:1v kð Þ
8>>>>>>>>>>>>><>>>>>>>>>>>>>:
with the state initial value x(0)5 [0.8 20.7] and S5
diag{0.5, 1}. Suppose v(k) has an identity covariance.
The non-linear functions f(x(k), k) and g(x(k), k)
are taken as follows




| 0:3x1 kð Þj1 kð Þz0:4x2 kð Þj2 kð Þð Þ
h x kð Þ, kð Þ~0:05| 0:3x1 kð Þj1 kð Þz0:4x2 kð Þj2 kð Þð Þ
where xi(k) (i5 1, 2) is the ith element of x(k) and
ji(k) (i5 1, 2) are zero mean, uncorrelated Gaussian
white noise processes with unity covariances. It is
also assumed that ji(k) is uncorrelated with v(k). It
can be easily checked that the above class of
stochastic non-linearities satisfies
E
f x kð Þ, kð Þ
h x kð Þ, kð Þ




f x kð Þ, kð Þ
g x kð Þ, kð Þ
" #
f T x kð Þ, kð Þ gT x kð Þ, kð Þ




















Set the prespecified performance indices by c5 1.2
and {H(k)}1( k(N5diag{1.2, 0.9}, and choose the
parameters’ initial values so as to satisfy equation
(34). The solvability of the addressed problem with
the given initial conditions and prespecified perfor-
mance indices can be checked using the MATLAB
LMI toolbox. The simulation results are shown in
Figs 1 to 4, which confirm that the desired finite-
horizon performance is well achieved and the
proposed RCD algorithm is indeed effective.
6 CONCLUSION
A multiobjective controller design problem via out-
put feedback for a class of discrete time-varying non-
Fig. 1 The variance upper bound and actual variance
Fig. 2 The input control signal u(k)
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linear stochastic systems has been discussed in this
paper. The system model considered here with
stochastic non-linearities is widely seen in engineer-
ing applications. The control task is to achieve the
prescribed H‘ noise attenuation level and system
state covariance constraint simultaneously. The H‘
and covariance performances have been analysed
separately, and then a sufficient condition for the
solvability of the addressed controller design pro-
blem has been given in terms of the feasibility of a
series of RLMIs. Finally, an illustrative example has
been provided to show the applicability and effec-
tiveness of the proposed algorithm.
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