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ABSTRACT
When a star evolves into a red giant, the enhanced coupling between core-based grav-
ity modes and envelope-based pressure modes forms mixed modes, allowing its deep
interior to be probed by asteroseismology. The ability to obtain information about stel-
lar interiors is important for constraining theories of stellar structure and evolution,
for which the origin of various discrepancies between prediction and observation are
still under debate. Ongoing speculation surrounds the possibility that some red giant
stars may harbour strong (dynamically significant) magnetic fields in their cores, but
interpretation of the observational data remains controversial. In part, this is tied to
shortfalls in our understanding of the effects of strong fields on the seismic properties
of gravity modes, which lies beyond the regime of standard perturbative methods. Here
we seek to investigate the effect of a strong magnetic field on the asymptotic period
spacings of gravity modes. We use a Hamiltonian ray approach to measure the volume
of phase space occupied by mode-forming rays, this being roughly proportional to the
average density of modes (number of modes per unit frequency interval). A strong
field appears to systematically increase this by about 10%, which predicts a ∼10%
smaller period spacing. Evidence of near integrability in the ray dynamics hints that
the gravity-mode spectrum may still exhibit pseudo-regularities under a strong field.
Key words: MHD — methods: numerical — stars: interiors — stars: magnetic field
— waves
1 INTRODUCTION
The nature of magnetic fields below the surfaces of stars
remain elusive to direct observation. The strength and dis-
tribution of interior fields is likely to depend on their origin
(for example, accretion during star formation, generation by
an active dynamo, or a relic from a previous dynamo phase),
but uncertainties surround many aspects of associated theo-
ries (Braithwaite & Spruit 2017). Most stars exhibit surface
fields, and so while the existence of an interior field that is
a continuation of the observed surface field is unquestioned,
it is often difficult to infer much more. Alongside these on-
going puzzles, advances in the theory of stellar evolution
and the increasing number of discrepancies between predic-
tion and observation have called into question the role of
magnetic fields, the speculation being that account of their
effects may offer at least a partial resolution to various dis-
crepancies (Mathis 2013). These issues include angular mo-
mentum transport, where the observed slow rotation rates of
evolved stellar cores and stellar remnants necessitate trans-
port efficiencies greater than those provided by known hy-
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drodynamic processes. Magnetic fields with their associated
Maxwell stresses naturally provide a means of assisting this,
but the exact mechanisms and their sufficiency remain un-
der debate (e.g. Fuller et al. 2019; den Hartogh et al. 2020).
In addition, explaining photospheric chemical abundances
in evolved stars requires mixing processes operating in ra-
diative zones beyond those of standard models (Mathis &
Zahn 2005). It is thought that this might also be achievable
by magnetic means (Busso et al. 2007; Charbonnel & Zahn
2007).
Progress with these issues would benefit greatly from
improved constraints of stellar interior properties. A power-
ful technique for probing the interiors of stars is asteroseis-
mology, which involves measurements of the frequencies of
global oscillation (through time-dependent brightness vari-
ations) combined with a suitable theoretical framework for
interpretation. While the hydrodynamical aspects of the the-
ory of stellar oscillations are well established, the inclusion
of magnetic fields, particular those of dynamically signifi-
cant strengths, represents an extension still under develop-
ment. Improving our understanding of how magnetic fields
affect the seismic spectrum will ultimately provide more
clues about the nature of magnetism deep within stellar in-
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teriors, with broader impacts upon unsolved problems in
stellar physics.
On a fundamental level, global modes of oscillation form
from the constructive interference of waves. The structure
of the resulting spectrum depends on the properties of the
object supporting their propagation. Such concepts were
originally used to understand the Schro¨dinger equation and
the quantisation of atomic spectra (Keller 1958). Their ap-
plicability to general eigenvalue problems was expounded
by Keller & Rubinow (1960), and appropriated by Gough
(1986) for the treatment of stellar oscillations. Eigenmode
formation requires that the phase elapsed over any closed
path Ci is an integer multiple of 2pi, i.e.∮
Ci
k · dx = 2pi
(
ni +
βi
4
)
, ni ∈ Z , (1)
where i = 1, · · · ,N index the N spatial degrees of freedom,
k is the wavevector, x is the position vector, and βi are
the Maslov indices associated with phase jumps at caus-
tic surfaces. The integers ni , which count the number of
wavelengths around an orbit, relate to quantum numbers of
the modes. Equation (1) is known as the Einstein-Brillouin-
Keller (EBK) quantisation condition after its discoverers
(Einstein 1917; Brillouin 1926; Keller 1958).
The quantum numbers ni from EBK quantisation are
closely related to conserved actions in the framework of
Hamiltonian dynamics. Continuum mechanics is amenable
to a Hamiltonian treatment when wavelengths are much
shorter than the scales of background variation. This ap-
proach has been widely used to study wave propagation in
space plasmas (Haselgrove 1955; Walker 2004), the Earth’s
interior and atmosphere (Chian & Louden 1994; Hasha et al.
2008; Lu & Boyd 2008), and stellar interiors (Lignieres 2011;
Pasek & Georgeot 2013). For an integrable system, i.e. where
as many symmetries as spatial degrees of freedom exist,
a canonical transformation (qi, pi) → (Qi, Pi) can be per-
formed such that the Hamiltonian H is independent of Qi ,
for i = 1, · · · ,N . Here pi and Pi are the conjugate momenta
associated with coordinates qi and Qi . Since ÛQi = ∂H/∂Pi
and ÛPi = −∂H/∂Qi , where dot indicates a time derivative,
this implies that Pi are constants of motion. They are re-
ferred to as actions and can be computed as
Pi =
1
2pi
∮
pi dqi . (2)
Notice that this has the same form as (1). Conserved quan-
tities arise from symmetries present in the system (Noether
1918). For example, time-translational symmetry (time inde-
pendence) results in conservation of energy E (equivalently,
the wave frequency ω), spherical symmetry leads to conser-
vation of total angular momentum L, and rotational symme-
try about the z-axis leads to conservation of the z-component
of the angular momentum, Lz .
In a star whose backgrounds are spherically symmet-
ric and not changing with time, the dynamics are inte-
grable since three conserved quantities (ω, L and Lz) exist,
equalling the number of spatial degrees of freedom, N = 3.
The entire mode spectrum is then described by three quan-
tum numbers n, `, and m, known as the radial order, spheri-
cal degree, and azimuthal order respectively, and the result-
ing spectrum exhibits regular patterns. However, if rotation
and/or a magnetic field is present, then spherical symmetry
is broken, integrability is lost and the system transitions to-
wards chaos. Modes associated with chaotic regions of phase
space are not organised by a set of quantum numbers but
rather exhibit irregular spectra, where the exact frequencies
are exponentially sensitive to the stellar structure. A sub-
stantial body of work exists applying Hamiltonian dynamics
to studying the behaviour of waves in stars where the sym-
metry has been broken by rapid rotation, both for acoustic
waves (Lignie`res & Georgeot 2008, 2009; Pasek et al. 2011)
and gravity waves (Prat et al. 2016, 2017, 2018), and in-
cluding magnetic fields (Valade et al. 2018). These works
have established that wave chaos emerges under conditions
of broken symmetry, and that the transition occurs gradually
in a manner consistent with the Kolmogorov-Arnold-Moser
theorem (Kolmogorov 1954; Mo¨ser 1962; Arnold 1963), be-
ginning in small regions of phase space that expand as the
symmetry becomes more heavily broken. Notably, many of
these works find that even at high rotation rates, there still
exist parts of phase space where the dynamics are nearly
integrable and EBK quantisation can be applied to obtain
asymptotic formulae for the mode frequencies.
A useful quantity for describing eigenmode spectra is
the density of modes. An analytic formula for the average
density of modes was derived by Weyl (1912), the leading
order term of which dominates in the high-energy limit and
can be obtained from general principles if one considers each
mode to occupy a fixed phase-space volume of (2pi)N . The
number of modes nW possessing energies below a certain
value E corresponds to the phase space volume associated
with H < E, divided by (2pi)N :
nW (E) ≈ 1(2pi)N
∫
H<E
dNk dNx . (3)
The average density of modes (number of modes per unit
interval of energy) is then given by dnW / dE. When applied
to wave problems in fluid mechanics, energy E is replaced
by the wave frequency ω and H is replaced by the disper-
sion relation of the wave mode in question. In evolved stars,
the two main types of wave mode present are (i) acoustic
waves, restored by gas pressure and localised to the convec-
tive envelope, and (ii) gravity waves, restored by buoyancy
and localised to the radiative core. These two propagation
zones are known as the p-mode and g-mode cavities, re-
spectively. The evanescent region separating these cavities
is thin for low `, allowing for fluid motions to couple be-
tween them. This forms mixed modes with both acoustic-
and gravity-mode character, easily observable due to large
surface displacements yet highly sensitive to core properties,
making them extremely useful for seismic diagnosis of the
deep interior.
In this work, we consider any strong magnetic fields to
be confined to the radiative core, where they might affect
gravity wave propagation. We ignore any possible magnetic
effects on the acoustic part of a mixed mode. Application of
(3) to gravity modes of fixed ` and m predicts the number
of modes with frequencies greater than ω to be (see later in
Section 3.2)
nW (ω) ≈ 1
pi
∫ r2
r1
√
`(` + 1)
r
(
N2
ω2
− 1
)1/2
dr , (4)
where r is the radial coordinate, r1 and r2 are the lower
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and upper turning points of the g-mode cavity, and N is the
buoyancy frequency.
For comparison, a Wentzel-Kramers-Brillouin-Jeffreys
(WKBJ) treatment of the fluid equations yields the follow-
ing asymptotic relation for the frequencies of g-modes of
high radial order n, i.e. in the limit where N  ω (Tassoul
1980; Gough 2007):∫ r2
r1
√
`(` + 1)
r
N
ω
dr = (n + )pi , (5)
where  is a phase offset sensitive to background properties
in the vicinity of the evanescent zone. Taking the “high-
energy” limit N  ω, Equation (4) reduces to the form in
(5), and nW can be identified with the radial order n (up to
the offset  ∼ O(1)  n). For constant or slowly-varying  ,
Equation (5) implies successive values of ω−1 to be uniformly
spaced, leading to the prediction that g-modes of fixed ` and
large n should exhibit constant period spacing, this being
proportional to
∫
(N/r) dr.
Take note that although for pure g-modes, n (measur-
ing the number of radial crossings) and nW (measuring the
volume of available phase space) are closely related, this con-
nection weakens under a strong magnetic field. In this sit-
uation, modes may start to acquire irregular node patterns
thus making n difficult to define; nW then becomes the more
reliable quantity for estimating the number of modes. We
shall refer to nW as the “effective” radial order, in the sense
that it acts as a counter for the number of modes, similar
to radial order in the non-magnetic case. However, it is not
directly related to numbers of radial crossings.
It can be seen that EBK quantisation, Hamiltonian con-
served actions, the Weyl formula and the asymptotic theory
of stellar oscillations are closely interlinked. This paper ex-
ploits the relationship between these concepts with the goal
of quantifying the effect of a strong core magnetic field on the
density of gravity modes in red giant stars. To do this, we use
the ray tracing approach of Loi (2020) to compute the prop-
agation of magneto-gravity waves in an idealised model of a
red giant core harbouring a magnetic field, and empirically
measure the phase space volume occupied by periodic rays.
By observing how this volume varies with frequency, we ob-
tain an estimate of the density of modes dnW / dω at different
field strengths. To first approximation, a study of the effects
of a core magnetic field on the properties of core-propagating
modes can afford to neglect coupling into the envelope. We
simplify the problem by focusing solely on wave propagation
within the g-mode cavity, which is assumed to wholly con-
tain any regions of strong field. We also neglect rotational
effects.
This investigation is more broadly motivated by the sug-
gestion that strong magnetic fields may exist in the cores of
red giant stars (Fuller et al. 2015; Stello et al. 2016), which
has been met with controversy, notably in the light of anal-
yses which found g-mode asymptotic period spacings not to
vary significantly across the red giant population (Mosser
et al. 2017). The presumption that strong magnetic fields
ought to affect g-mode spacings stems from the idea that the
size of the propagation cavity could be significantly modified
by a strong field, which would occur if gravity wave prop-
agation is disrupted. However, recent work by Loi (2020)
suggested the existence of propagation paths where gravity
waves do not significantly feel the Lorentz force and so re-
main undisrupted, and that associated modes might exhibit
seismic properties similar to those in unmagnetised stars.
We seek to follow up on this aspect here.
This paper is structured as follows. In Section 2 we in-
troduce the stellar/magnetic field models and parameters.
In Section 3 we describe the ray tracing method and the ap-
proach to measuring the phase space volumes. We present
results in Section 4, and discuss broader impacts in Section
5. Finally, we conclude in Section 6.
2 MODELS & PARAMETERS
Here we outline the choice of functions to model the radia-
tive core and embedded magnetic field. We use an idealised
analytic model of a red giant core, with parameters chosen to
emulate the 2M red giant model used by Loi (2020), therein
‘Model B’. In that work, the stellar model was generated us-
ing the publicly-available stellar evolutionary code ‘Modules
for Experiments in Stellar Astrophysics’ (mesa), but our
choice here to adopt an analytic model rather than a mesa-
generated one stems from the desire to reduce the numerical
errors associated with integrating the ray tracing equations
on a non-smooth background. The non-smoothness arises
from the grid-based nature of the mesa output, where back-
ground quantities are defined at only a finite set of points ne-
cessitating interpolation to obtain intermediate values. The
use of a continuously defined, infinitely differentiable ana-
lytic model circumvents these issues.
2.1 Stellar model
The differential equations governing the propagation of
magneto-gravity waves (see later in Section 3.1) require only
a small number of hydrodynamic background quantities to
be defined, namely the buoyancy frequency N and its spa-
tial gradient. In principle, the magnetic field only needs to be
defined via the Alfve´n velocity profile vA, but given the ap-
proach here to constructing the magnetic field, which defines
a scalar function Ψ relating directly to the magnetic field B
rather than vA (see later in Section 2.2), it is necessary to
also construct the mass density profile ρ, since vA ∝ B/√ρ.
Here we make the assumption that all hydrodynamic
backgrounds are spherically symmetric, so N and ρ depend
only on r. We adopt the functional forms
N(r) = N0r
σ
(
e−r/σ + e−r2/σ2
)
, (6)
ρ(r) = ρ0 e−r/σ , (7)
where N0, σ and ρ0 are arbitrary constant parameters.
For this work we choose N0 = 1000 and σ = 0.01, where
length scales are expressed in units of the stellar radius
R∗ and frequencies are in units of the dynamical frequency
ωdyn =
√
GM∗/R3∗ , where M∗ is the stellar mass. The result-
ing buoyancy frequency and density profiles are shown in
Figure 1, with a 2 M, 1.001 Gyr-old mesa red giant model
overplotted for comparison. It can be seen that the overall
qualitative features of a g-mode cavity are reproduced: N = 0
at the centre, reaching a maximum some way from the cen-
tre and then decaying to larger r, while ρ is maximum at the
centre, decaying outwards on a length scale comparable to
MNRAS 000, 1–14 (2020)
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that of N. It is to be noted that the analytic density profile
is cusp-like at the centre, rather than obeying dρ/ dr = 0
which would be expected in a real star. However, the finite-
ness of dρ/ dr at r = 0 is not expected to adversely impact
the ray dynamics, since curvature terms (which go as 1/r)
dominate over dρ/ dr terms near the centre. Furthermore,
the g-mode cavity does not extend to the origin, so no rays
pass through r = 0.
Note that the gas pressure does not appear in the equa-
tions for magneto-gravity ray tracing, so from an algebraic
point of view ρ can be constructed independently of N. The
shape of the ρ profile influences the geometry of the magnetic
field subsequently constructed (more detail in Section 2.2);
here it has been chosen to be a decaying exponential with
the same characteristic decay length as N, since this quali-
tatively resembles the situation in a real star. Because of its
sole purpose in constructing the field, the value of ρ0 can-
not be adjusted independently of the central field strength;
since the latter is the parameter we wish to control, it can
be assumed for simplicity that ρ0 = 1.
2.2 Magnetic field
We employ a twisted-torus field model; configurations of this
type are believed on the basis of analytical and numerical
arguments to be a realistic description of a magnetic equilib-
rium (Tayler 1973; Flowers & Ruderman 1977; Braithwaite
& Nordlund 2006; Duez et al. 2010). An analytic formula for
such an equilibrium configuration was derived by Prender-
gast (1956), where the field components B = (Br, Bθ, Bφ) in
spherical polar coordinates (r, θ, φ) are given in terms of the
radial flux function Ψ(r) by
Br =
2
r2
Ψ(r) cos θ , (8)
Bθ = −1r Ψ
′(r) sin θ , (9)
Bφ = −λr Ψ(r) sin θ , (10)
where
Ψ(r) = βλr
j1(λRf )
[
fλ(r, Rf )
∫ r
0
ρξ3 j1(λξ) dξ
+ j1(λr)
∫ R f
r
ρξ3 fλ(ξ, Rf ) dξ
]
. (11)
Here Rf is the radial extent of the field, β is an arbitrary
scaling factor (controlling strength of the field), j1 and y1
are spherical Bessel functions, fλ(r1, r2) ≡ j1(λr2)y1(λr1) −
j1(λr1)y1(λr2), and λ is the root of∫ R f
0
ρξ3 j1(λξ) dξ = 0 . (12)
This corresponds to an axisymmetric twisted torus, where
all three components of the field vanish smoothly at the
boundary r = Rf .
If ρ does not vary too rapidly compared to Rf , it should
be possible to find value of λ satisfying Equation (12). The
factor ξ3 j1(λξ) is a growing sinusoid, with oscillations oc-
curring on the scale λ−1. Since the integral of a growing
sinusoid is likewise a growing sinusoid, possessing multiple
0 0.02 0.04 0.06 0.08
r/R
*
0
200
400
600
800
1000
1200
N
/
dy
n
0 0.02 0.04 0.06 0.08
r/R
*
0
0.2
0.4
0.6
0.8
1
/
0
Figure 1. Top: Buoyancy frequency profile defined in Equation
(6), with N0 = 1000, σ = 0.01 (black). A mesa model of a red giant
is shown for comparison (red). Vertical dashed lines indicate the
three trial values of the field radius R f , these being 0.006, 0.01
and 0.014 R∗. The field is assumed to extend all the way to the
centre and vanish for r > R f . Bottom: Likewise for the density
profile defined in Equation (7).
zeroes (when regarded as a function of Rf ), then appropri-
ately increasing/decreasing λ (rescaling the oscillatory pat-
tern) would eventually enable one of these zeroes to coincide
with some chosen Rf . As long as ρ does not decrease too
rapidly, the oscillatory nature of the integral is maintained
which should enable a value of λ to be found. Note that in
general, because of this oscillatory behaviour, more than one
root exists for any given ρ and Rf . We selected the smallest
value of λ in each case, corresponding to the field solution
with the largest scale of variation. Figure 2 shows the result-
ing field configuration for Rf = 0.01, for which the smallest
root was λ = 605.02. However, if ρ decreases steeply enough
(σ  Rf ), then the integrand becomes a decaying sinusoid
and a root may not exist. For example, values of λ can be
found for σ = 10−3 (smallest root λ = 1.27×104), but not for
σ = 10−4, in the case where Rf = 0.01. Since we wanted to
solve for a field the size of the core (Rf ∼ σ) this was not a
problem here, but it may be an issue for other applications.
Note that Equations (8)–(11) apply to the region r ≤ Rf . For
MNRAS 000, 1–14 (2020)
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r > Rf , we set Ψ = 0, i.e. all field components were matched
to the zero solution.
Conveniently, the choice of functional form for ρ (a de-
caying exponential) means that the integrals in (11) can be
done analytically. This circumvents the problem discussed at
the start of this section surrounding the exacerbation of nu-
merical errors by non-smooth backgrounds when performing
ray tracing. The resulting expressions for Ψ and its deriva-
tive can be found in Appendix A.
Magnetic fields can be expected to influence gravity
wave propagation at strengths where the resonance condi-
tion (coincidence of frequencies and wavenumbers) between
Alfve´n and gravity waves is satisfied. This can be used to
define the critical Alfve´n speed
vA,crit ∼ rN
ω2√
`(` + 1)
, (13)
where a “strong” field refers to one for which regions where
vA > vA,crit exist. For the stellar model examined, r/N ∼
5 × 10−6 in the core, which for typical wave parameters
(see Section 2.3) implies that vA,crit ∼ 2 × 10−4vdyn, where
vdyn =
√
GM∗/R∗ is the dynamical speed. For a red gi-
ant with M∗ = 2M and R∗ = 6 R, this translates to
a critical Alfve´n speed of about 50 m/s. Assuming a cen-
tral density of ρ0 ≈ 5 × 107 kg/m3 that might be found in
such a star, this corresponds to a central field strength of
∼4 MG. We adjusted the scaling factor β so that the central
field strength was equal to certain multiples of the critical
strength1. For Rf = 0.01, we tested central Alfve´n speeds
of vA,cen = 0.01, 0.1, 1 and 10 vA,crit. Two additional values
of Rf were tested for comparison, these being Rf = 0.006
and 0.014, and in both cases we set vA,cen = vA,crit. These
three values of Rf are shown in Figure 1. They were chosen
to be around where one might expect the H-burning shell
(boundary of the old convective core) to be present in a red
giant, which is typically just outside the main maximum in
N. However, the final extent of a magnetic field that may
be left over from a previous core dynamo is not certain, as
the relaxation process may be accompanied by reconnection,
annihilation and/or a net inward or outward motion of mag-
netic flux. The three Rf values were roughly placed in the
vicinity of the maximum in N, differing by over a factor of
two, to reflect this uncertainty.
2.3 Wave parameters
In stars whose oscillations are driven stochastically by
convective motions, the frequency of maximum power is
strongly correlated with the dynamical frequency ωdyn =√
GM∗/R3∗ , where M∗ is the stellar mass (Bedding 2013). For
red giants, this occurs near 10ωdyn (Mosser et al. 2013).
Modes are often seen in a broad envelope about this maxi-
mum, whose width may span several times ωdyn. We tested
five values of the wave frequency ω, these being 8, 9, 10, 11
and 12ωdyn.
1 N.B. the central value is nearly but not exactly equal to the
maximum, which occurs slightly away from the centre and is
about 4% larger.
Figure 2. Twisted-torus magnetic field configuration used in this
work, computed for R f = 0.01R∗ and with the field strength scaled
such that vA,cen = vA,crit. Near-identical solutions are obtained
for the other values of R f . For ease of interpretation the quan-
tities are expressed in dimensional units, dimensionalised using
R∗ = 6R, M∗ = 2M and ρ0 = 5 × 107 kg/m3, in which case the
central field strength is 4 MG. Top: the radial flux function Ψ and
its derivative (scaled by R f , both expressed in units of Mx), which
define the field components according to Equations (8)–(10). Bot-
tom: a meridional half-section showing the toroidal component of
the field in colour (units of G, where the negative sign indicates
that this is directed out of the page) and the poloidal projec-
tions of the field lines as black contours. The smallest value of λ
satisfying (12) in this case was λ = 605.02R−1∗ .
Since only low spherical degrees ` are observable for dis-
tant stars (due to geometric cancellation effects), we focused
on a value of ` = 1 for all values of Rf and vA,cen. In ad-
dition, for Rf = 0.01 R∗ and vA,cen = vA,crit, we also tested
` = 2 and 3.
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Figure 3. Example of a trajectory for a reflected ray with ω =
10ωdyn and ` = 1 integrated up to t = 400 (in units of ω−1dyn), with
the radial extent of the field region (R f = 0.01) indicated by the
green circle. Here the central field strength is set to the critical
value. The lower plot shows a zoom to near the centre, where for
clarity the trajectory up to t = 100 only has been plotted.
3 METHODS
3.1 Magneto-gravity ray tracing
Full details of the ray initialisation and integration proce-
dure can be found in Loi (2020). To summarise, Hamiltonian
ray tracing involves solving the initial value problem for the
wave packet trajectories, described at any point in time by
the position vector x and wavevector k. Their time evolution
is governed by Hamilton’s equations
dx
dt
= ∇kH , dkdt = −∇H , (14)
where the Hamiltonian is given by H(x, k, t) = ω(x, k, t). In
the case of magneto-gravity waves, ω2 = ω2
A
+ ω2g, where
ωA = k · vA , (15)
ωg =
k⊥
k
N (16)
0 100 200 300 400
t
-2
0
2
10 4
0 10 20 30 40 50 60
t
-2
0
2
10 4
k
r
k
k
0 100 200 300 400
t
-10
0
10
0 10 20 30 40 50 60
t
-10
0
10
g
A
Figure 4. Top: components of the wavevector as a function of
time, for the ray shown in Figure 3. The second panel shows a
zoom into the interval t ∈ [0, 60], so that oscillatory features can
be seen more clearly. The third panel shows the Alfve´n and gravity
wave frequencies ωA and ωg versus time, and the fourth panel
shows the same but restricted to the interval t ∈ [0, 60]. Outside
the field region ωA has not been plotted, but its value there is
zero.
are the Alfve´n and gravity wave frequencies. Here vA is the
Alfve´n velocity, k ≡ |k| =
√
k2r + k2⊥ is the wavenumber and
k⊥ ≡
√
k2
θ
+ k2φ is the horizontal component of the wavevec-
tor.
In three spatial dimensions, Hamilton’s equations form
a system of six linear ordinary differential equations which
can be solved by standard techniques. The explicit forms of
these equations in spherical polar coordinates are shown in
Loi (2020), equations (23)–(28). In practice, they were solved
using a fourth-order Runge-Kutta scheme with a time step
size of 0.001 for a total duration of 200 time units (time is
measured in units of ω−1
dyn
). For each combination of param-
eters (ω, `, Rf and vA,cen) 1200 rays were launched from
r > Rf (i.e. outside the field region) into the magnetised
core, with different latitudes and wavevector polarisations
MNRAS 000, 1–14 (2020)
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in order to sample the full sphere2. There were observed
to be two possible outcomes for the rays, either trapping
or reflection. Trapping is associated with a continuous di-
vergence of the wavevector implying eventual dissipation,
so such waves are unlikely to be involved in mode forma-
tion. However, mode formation may be possible using the
reflected rays, which exhibit periodic bouncing between the
inner and outer turning points of the g-mode cavity, akin to
waves in the unmagnetised case. One might therefore expect
EBK quantisation principles to be applicable to this subset
of rays, to which we hereafter restrict our attention.
An example of a reflected trajectory for a run where
vA,cen = vA,crit is shown in Figure 3. This is seen to undergo
six bounces over an interval of 400 time units. The time evo-
lution of the wavevector components, as well as the Alfve´n
and gravity wave frequencies, are shown in Figure 4. A char-
acteristic property of reflected rays is that the envelopes of
ωg and ωA overlap minimally (this behaviour can be seen in
the lower panels of Figure 4), whereas for trapped rays they
strongly overlap.
For comparison, the trajectory of the ray launched with
the same initial parameters but into an unmagnetised core
is shown in Figure 5. Similar periodicities can be seen, with
the main qualitative difference being that the trajectory in
the unmagnetised case is confined to a plane (a known prop-
erty of Hamiltonian trajectories in a spherically symmetric
potential), whereas this is no longer true when the field is
switched on. Since the magnetic field is axisymmetric, in
both cases Lz = kφr sin θ is well conserved (to within one
part in 103), but only in the unmagnetised case is L = k⊥r
conserved, since magnetic fields break spherical symmetry.
3.2 Phase-space volume measurement
As discussed in Section 1, the volume occupied by a region
of phase space associated with a group of modes is roughly
proportional to the maximum quantum number of that set
of modes (number of modes that “fit” within that volume),
as given in Equation (3). In three dimensions, this would be
an integral over six-dimensional phase space. However, we
notice that for both gravity and magneto-gravity modes, the
volume associated with the radial degree of freedom domi-
nates significantly over the angular degrees of freedom. This
can be seen in Figures 6 and 7, which show the curves of
pi versus qi , the enclosed areas of which correspond to the
dimensionless phase-space volumes associated with each de-
gree of freedom. In both cases, the top panel (radial degree
of freedom) encloses about three orders of magnitude more
area than the latitudinal degree of freedom (middle). The
bottom panel shows the azimuthal degree of freedom, which
due to axisymmetry is in fact Lz , the conserved action itself.
Its value is also several orders of magnitude smaller than the
area associated with the radial degree of freedom. We there-
fore choose to ignore the angular degrees of freedom and
approximate the phase-space volume solely using the radial
degree of freedom, i.e. area of the curve in the r-kr plane.
Now the dispersion relation for a pure gravity wave is
2 In practice, all rays were launched from r = 2R f , but the actual
launch radius does not matter; this is discussed in more detail in
Loi (2020), section 3.1.3.
Figure 5. Top: the trajectory of a ray propagating under condi-
tions of zero field, with the same launch latitude and wavevector
polarisation as the ray in Figure 3. Middle and bottom: wavevec-
tor components as a function of time, where the bottom panel is
a zoom in to the interval t ∈ [0, 60].
given by ω = ωg, where ωg is defined in (16). If we con-
sider fixed `, noting that k⊥ =
√
`(` + 1)/r, then this can be
rearranged into
kr (r, ω) =
√
`(` + 1)
r
(
N2
ω2
− 1
)1/2
. (17)
This theoretical relationship has been plotted as the red line
in the top panel of Figure 6, with which the ray tracing
data (underlying black points) are well consistent. For an
argument illustrating why the enclosed area should be the
relevant quantity to consider, note that gravity waves can-
not propagate if ω > N, so effectively the g-mode spectrum
for fixed horizontal wavenumber “fills down” starting from
ω = N to smaller values of ω, with higher (absolute3) ra-
dial orders associated with smaller ω. That is, the volume
of phase space occupied by g-modes of radial order less than
some reference value nref ≡ nW (ωref) corresponds to the re-
gion where ωref < ω < N. This can be equivalently stated as
|kr | < kr,ref, where kr,ref ≡ |kr (r, ωref)|. Neglecting the other
degrees of freedom, the number of modes predicted to fit
3 Although common convention to assign negative radial orders
to g-modes in order to avoid clashing with p-mode indexing, in
this work (since we do not deal with p-modes) we will regard
g-mode orders as being positively signed.
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into the associated phase-space volume given by the Weyl
formula (3) is then
nW (ωref) ≈
1
2pi
∬
ω<N
dkr dr
=
1
2pi
∫ r2
r1
∫ kr,ref
−kr,ref
dkr dr =
1
pi
∫ r2
r1
kr (r, ωref) dr
(18)
which leads to the expression in (4), matching the known
asymptotic result for g-modes in Equation (5), as derived
by Tassoul (1980).
Unfortunately, a similarly elegant expression cannot be
obtained for magneto-gravity modes, since the presence of
the Alfve´n term gives rise to the need to invert a quartic in
kr . However, it is still possible to compute the phase-space
volume integral
∫
kr dr numerically. It is to be noted from
Figure 7 that in the magneto-gravity case the trajectories
do not form perfectly closed curves, owing to the break-
ing of spherical symmetry and consequent non-integrability.
However, it is remarkable how close they are to being so,
which suggests that the dynamics for magneto-gravity waves
may still be near-integrable even at high field strengths, and
that the associated spectrum may be approximately regular.
Since kr is reasonably well defined at each r, we choose to
compute the enclosed area by dividing up the horizontal axis
into a set of radial bins and then finding the median value
of kr in that bin, over all reflected rays for a particular run
(combination of ω, `, Rf and vA,cen). The quantity
∫
kr dr
is then evaluated as a Riemann sum.
To obtain an estimate of errors, we considered two dif-
ferent sources: (i) the binning error, which was taken to be
the standard deviation over five choices of bin sizes, divid-
ing the full range of r into either 200, 250, 300, 350 or 400
points, and (ii) the dispersion within the bins due to non-
integrability, quantified through the interquartile range. In
the latter case, the error was taken to be half the difference
in volume computed using the set of upper quartiles, and
the set of lower quartiles. This was done using the 300-bin
division, but was observed to depend very little on the bin-
ning choice. In practice, the second source of error (intrinsic
dispersion due to non-integrability) was observed to dom-
inate over the binning error, and more so for larger field
strengths. The overall error in volume measured at each ω
was taken to be the quadrature sum of these two sources.
The fractional error in dnW / dω was then taken to be the
ratio of the frequency-averaged volume error to the dynamic
range (i.e. difference between maximum and minimum vol-
umes measured over the full frequency range). The use of a
quantile approach (median and interquartile range, rather
than mean and standard deviation) to capture the char-
acteristic value and dispersive error was motivated by the
non-Gaussian nature of the data.
4 RESULTS
For pure g-modes of fixed ` and high radial order, it is ap-
proximately true that ω = ωg ∝ 1/kr , so as ω decreases
the curves in the r-kr plane enclose larger and larger ar-
eas. Lower frequencies are thus associated with higher ra-
dial orders. However, the opposite dependence is expected
Figure 6. Action-angle diagrams plotting each conjugate mo-
mentum against the corresponding spatial coordinate, for the ray
in Figure 5 (ω = 10ωdyn, ` = 1, vA = 0). This trajectory forms
closed orbits in action-angle space, and the enclosed areas in the
top two panels correspond to the conserved actions associated
with a fully integrable Hamiltonian system. In the bottom panel,
the quantity on the vertical axis is Lz , the conserved action it-
self. The red line in the top panel corresponds to the theoretical
prediction for kr as a function of r based on the gravity-wave dis-
persion relation. The ray tracing data (underlying black points)
are in close agreement with this. Note the logarithmic scale on
the horizontal axis in the top panel. Although the different axes
have different units and scalings, the areas of each subpanel all
have the same units (dimensionless) so their numerical values can
be directly compared. E.g. in the top panel,
∫
kr dr is a roughly
triangular area of base length 4 × 104 and height 0.1, while in the
middle panel,
∫
kθr dθ is an approximately rectangular area of
width 2 and length 3.
for Alfve´n waves, since ω = ωA ∝ k. In the case of magneto-
gravity waves, for which the dispersion relation ω2 = ω2
A
+ω2g
is the quadrature sum of both terms, the direction of varia-
tion in kr with ω depends on which term is dominant. Re-
flected rays are those for which ωg dominates over ωA, so
it might be expected that their behaviour should be quali-
tatively similar to that of pure gravity rays. This is indeed
the case, as can be seen in Figure 8, which plots kr versus
r at different frequencies for a strong field (vA,cen = vA,crit),
MNRAS 000, 1–14 (2020)
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Figure 7. As for Figure 6, but for a ray with vA,cen = vA,crit
(trajectory shown in Figure 3). In this case, the magnetic field
has broken the spherical symmetry and so the curves in action-
angle space are no longer perfectly closed.
for ` = 1. Curves associated with lower frequencies enclose
larger areas than those of higher frequencies.
As a comment, we also observe that the curves enclose
larger areas when the field is switched on, compared to when
it is zero. This can be attributed to the need for kr to be
larger in order to form a mode with the same frequency as a
pure g-mode, since ωg needs to be smaller. This behaviour
can be seen in Figure 9, which plots kr versus r for different
field strengths. This suggests that the presence of a mag-
netic field acts to increase the effective radial order nW at
any given frequency. In Figure 10 we plot the effective ra-
dial order, given by the enclosed area divided by 2pi as per
Equation (18), as a function of ω, at different field strengths,
for ` = 1. It can be seen that the field has minimal effect
(<1%) on nW until the central field strength passes the crit-
ical value. Around this point the increase in effective radial
order becomes around 10%. Increases of a similar magnitude
are seen for ` = 2 and 3, as shown in Figure 11.
The quantity we wish to measure is the rate of change
in enclosed area
∫
kr dr with respect to ω, since this is di-
rectly proportional to the number of modes per unit fre-
quency interval, dnW / dω. Comparing this to the same quan-
Figure 8. Phase-space plot of all reflected rays with ` = 1 and
vA,cen = vA,crit, where different frequencies are shown in different
colours. Rays with higher frequencies are seen to enclose smaller
areas. For clarity, only one point per 4 time units along each
trajectory has been plotted.
Figure 9. Phase-space plot for all reflected rays with ω = 10
and ` = 1, comparing zero (black), 0.1 times critical (cyan), crit-
ical (blue) and 10 times critical (red) field strengths. For clarity,
only one point per 4 time units along each trajectory has been
plotted. The discreteness in kr for the highest field strength is
due to discreteness in the launch parameters, combined with the
intrinsically large dispersion associated with non-integrability.
tity in the absence of a field then determines how much
the field changes the average spacing. As discussed above,
it appears that the phase-space trajectories of magneto-
gravity rays bound nearly closed curves, suggesting the pos-
sibility of pseudo-regular spectra. It may be, given their
gravity-dominated character, that magneto-gravity modes
formed from the constructive interference of reflected rays
are roughly equally spaced in period akin to pure g-modes,
but this period may incorporate Lorentz as well as buoyancy
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vided by 2pi) as a function of frequency ω for modes with ` = 1.
Different field strengths are compared, these shown in different
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Figure 11. Effective radial order versus frequency, comparing
zero field (circles) and critical field (crosses). Red solid, blue dash-
dotted and black dashed lines correspond to ` = 1, 2 and 3, re-
spectively.
terms, and exhibit some variation with frequency. We shall
therefore loosely use the term ‘period spacing’ to generally
mean ‘mode spacing’, with the understanding that regular-
ity in period space may not be exact. Note that the quantity
measured here is simply the average density of modes. To
measure this, we approximated dnW / dω for each frequency
interval ω ∈ [8, 9], [9, 10], [10, 11], [11, 12] by ∆nW /∆ω over
that interval (see Figure 10). The fractional difference in
these dnW / dω values with and without a magnetic field was
calculated within each interval, and then averaged over the
four intervals. Also note that only propagation within the
g-mode cavity is investigated; we do not examine coupling
Table 1. Results for the change in density of modes over the
interval ω ∈ [8, 12] due to a magnetic field, comparing different
field radii R f , central Alfve´n speeds vA,cen and spherical harmonic
degrees `. The rightmost column shows the percentage increase in
density of modes compared to zero field. Errors correspond to the
combined binning and dispersive error, quantified as described at
the end of Section 3.2.
R f /R∗ vA,cen/vA,crit Degree ∆( dnW / dω) (%)
0.006 1.0 ` = 1 9 ± 3
0.01 0.01 ` = 1 0.2 ± 1.9
0.1 ` = 1 0.3 ± 1.9
1.0 ` = 1 12 ± 4
` = 2 4 ± 4
` = 3 6 ± 5
10 ` = 1 11 ± 17
0.014 1.0 ` = 1 14 ± 4
with p-modes, which should take place in identical fashion
to the non-magnetic case and is a well studied process. In
that sense, the results obtained here pertain to the magnetic
equivalent of the asymptotic period spacing of pure g-modes,
except that this is derived from Hamiltonian phase space
considerations, rather than an asymptotic analysis.
Table 4 summarises the results. Strong magnetic fields
are associated with a characteristic increase in density of
modes (decrease in period spacing) of about 10%, compared
to the non-magnetic case. This has been measured for three
different field region sizes Rf and degrees `, with the esti-
mated change in period spacing similar across this range of
input parameters. At sub-critical field strengths, the mea-
sured change in period spacing is much smaller, consistent
with zero within the measurement uncertainties. It would
seem that the increase in density of modes is driven by the
increase in effective radial order associated with the appear-
ance of the Alfve´n term in the dispersion relation, which
is positive definite and therefore at fixed ω necessitates a
larger kr , compared to no field. This boosts the volume of
phase space available at any given frequency, leading to a
proportional increase in the rate of change of this volume
with respect to ω. More modes are then able to “fit” within
a given frequency interval, shrinking the period spacing.
In light of these considerations, we suggest that it might
not be physically possible for magneto-gravity modes to dif-
fer in period spacing from pure g-modes by more than sev-
eral tens of per cent. This is because the transition from
reflection to trapping occurs when ωA grows large enough
to begin to overlap with ωg in value, and trapped rays are
not expected to be involved in mode formation because they
experience total dissipation. Hence the characteristic contri-
bution of ωA to the total ω for reflected rays would not be
able to exceed several tens of per cent, which sets a corre-
sponding upper limit on the increase in effective radial order
due to a magnetic field. This in turn appears to be a rea-
sonable proxy for the fractional increase in dnW / dω, which
consequently is also likely to be upper-bounded by several
tens of per cent compared to no field. Our measured value
of ∼10% is consistent with this notion. Note that the exact
field strength at which a ray transitions from being reflected
to trapped depends on its particular launch parameters (lo-
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cation and wavevector), so for a large ensemble of rays with
different starting parameters, the overall rate of trapping un-
dergoes a gradual transition from zero as the field strength
is increased. It is thought that this should asymptotically
approach unity for large field strengths, although numerical
issues make this difficult to directly verify (see discussion in
Section 5.2).
5 DISCUSSION
5.1 Comparison with observations
In red giant stars, g-modes localised to the core can be ob-
served via their coupling to a p-mode of nearby frequency,
which forms mixed modes with detectable surface ampli-
tudes. The spectrum of g-modes is much denser than p-
modes, giving rise to multiple g-dominated mixed modes for
every p-dominated mixed mode. If observations are of suf-
ficient quality that enough g-dominated mixed modes can
be detected, then a fit can be made to measure the asymp-
totic period spacing after suitably stretching to account for
frequency-dependent shifts associated with the coupling pro-
cess (Vrard et al. 2016). This has been done for stars with
depressed dipole modes and it was found that the spacings
did not significantly differ from normal stars (Mosser et al.
2017). Therein, the authors reported that measured period
spacings were slightly lower than average, but claimed that
this was in agreement with the higher mass distribution
of depressed stars. While they definitively ruled out an in-
crease in period spacings, it is unclear whether a systematic
decrease was similarly ruled out. Our prediction of ∼10%
smaller period spacings may be consistent if we note that a
major source of error in the parameter-fitting process comes
from aliasing issues. These are of the order 10% for typical
stars (Vrard et al. 2016, table 1) and are worse for stars with
fewer detected mixed modes, which would pertain particu-
larly to those stars with depressed modes.
Measurements of the rotational splitting in red giants
with depressed dipole modes also found no significant dif-
ference in the distribution of these values, compared to the
rest of the population (Mosser et al. 2017). In the absence
of rotation, a magnetic field causes splitting into a multi-
plet of ` + 1 modes, with those of the same |m| remaining
degenerate (Unno et al. 1989). The combined presence of
rotation and magnetism, where the rotation and magnetic
axes may be misaligned, should give rise to (2` + 1)2 peaks
in the spectrum for fixed (n, `) when viewed in an inertial
frame (Dicke 1982; Dziembowski & Goode 1984; Gough &
Thompson 1990). In this situation, m is no longer a well-
defined quantum number, since there is no axis with respect
to which each eigenfunction can be described by a single m.
Rather, each of the 2` + 1 eigenfunctions becomes a linear
combination of 2`+1 basis functions, one for each m defined
with respect to a reference axis. One might expect that such
a large increase in multiplicity (total of 9 modes for ` = 1)
should be possible to detect, especially since Lorentz split-
tings are likely to exceed rotational splittings if the field
is strong. However, if strong magnetic fields are indeed the
cause of mode depression, then the lack of such an occur-
rence may be linked to the orientation-selective nature of
the trapping phenomenon. It was found by Loi (2020) that
the rays able to escape trapping and consequent dissipation
corresponded to those orbiting near the magnetic equator
with predominantly zonal polarisation vectors. These rays
would be associated with sectoral modes. For ` = 1, it may
be that a strong magnetic field selectively damps the |m| = 0
mode (defined with respect to the magnetic axis), leaving
only the |m| = 1 peak to be rotationally split. The number
of detectable modes in each multiplet may then be reduced
to values more similar to the rest of the population. This
point remains speculative.
5.2 Limitations
It has to be emphasised that the measurement made in
this work is an estimate of only the leading-order term for
the change in period spacing due to a magnetic field. This
was done using phase-space volume considerations, which
work best in the limit of large radial orders and provide
only a first approximation to the density of modes. The re-
sult quoted here is also an average over a small frequency
range, whereas the full effects of a magnetic field would al-
most certainly be frequency dependent. Furthermore, the
symmetry-broken nature of the problem would suggest that
the mode spectrum should be more complicated than the
non-magnetic case, with irregular subsets of modes present
alongside regular/pseudo-regular ones. The present study
has neither found nor characterised any irregular subsets,
but focuses only on a pseudo-regular subset associated with
the periodic reflected rays. It is thought that this should
be the most easily detectable type of mode, and hence the
most relevant for seismic diagnosis; however, characterisa-
tion of the full magneto-gravity mode spectrum remains in-
complete.
In addition, it is to be noted that the arguments of this
work are based entirely on Hamiltonian ray theory, and we
have not directly solved for the mode spectrum. This would
require full wave/eigenmode calculations in a 3D geometry,
which are significantly more computationally expensive and
complex to implement. Such calculations are likely to be the
only way to accurately quantify all the frequency dependent
effects of a strong magnetic field, and identify additional
classes of modes. However, it is hoped that the results ob-
tained here for pseudo-regular modes may still be useful for
comparing to observations of actual period spacings.
Difficulties surround the extension of the approach used
in this work to higher field strengths. The highest field
strength considered here is 10 times critical, for which it
can be seen that the errors are rather large (Table 4). There
are several reasons for this:
(i) The intrinsic dispersion associated with non-
integrability drastically broadens as the field strength
increases beyond critical (this can be seen from Figure 9),
and so the characteristic value of kr at any r becomes less
well defined. The large uncertainties on the result for the
highest field strength arise primarily from this effect.
(ii) There is a shrinking of parameter space occupied by
the periodic reflected rays, meaning that out of the original
1200 rays launched, as the field strength is increased, fewer
and fewer are available for the measurement. This is the
reason for the multiple tracks seen in the red points in Fig-
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ure 9, which reflects the discreteness in launch parameters
(latitude and wavevector polarisation).
(iii) Systems exhibiting chaotic dynamics are highly sus-
ceptible to numerical errors, which grow more rapidly for
more chaotic trajectories. The solutions obtained thus be-
come progressively less reliable at higher field strengths: this
can be inferred from the increased fluctuation of quantities
that should otherwise be constants of motion (e.g. ω, Lz). Al-
though not shown plotted here, at 100 times critical strength
it can be seen that ω drifts by up to several tens of per cent
within the duration of a single bounce.
While the second source of error could be resolved through
denser sampling, the first and third are intrinsic to the dy-
namics. Of these, the first issue dominates, reinforcing the
point that the measurements here are inherently approxi-
mate, since there is in fact no “true” characteristic value for
a non-integrable system.
General limitations of the ray tracing approach are also
worth iterating: while advantageous over other methods in
its computational speed and simplicity, this technique is for-
mally exact in the short-wavelength limit and only incorpo-
rates WKBJ to zeroth order. This means that higher-order
WKBJ effects such as amplitude growth and decay, phase
dependencies, tunnelling, and partial transmission cannot
be captured. However, it is not expected that any of these
should drastically impact the phase-space volume measure-
ment, which just requires accurate evolution of the wavevec-
tor. The observation that quantities such as L and Lz are
well conserved, and that the theoretical and ray-traced val-
ues of kr as a function of r are in close agreement (Figure 6,
top), suggest this to be the case. The accuracy of our result
is likely to be more heavily limited by the considerations in
preceding paragraphs.
5.3 Related studies
There has previously been, and continues to be, ongoing
interest in the effects of a magnetic field on the seismic pa-
rameters of g-modes (Hasan et al. 2005; Prat et al. 2019,
2020; Van Beeck et al. 2020). So far, these related studies
have focused on the case where magnetic fields are weak
enough to be amenable to a perturbative treatment, and
the desired quantity to be examined is the Lorentz splitting
within a given multiplet. In the recent papers by Prat et al.
(2019, 2020) which incorporated rapid rotation, they found
that it should be possible to detect a weak magnetic field
via the distortions it induces in the g-mode period spacing
pattern. The work of Loi & Papaloizou (2019) attempted
to extend analytic methods up to moderate field strengths
through an alternate “non-perturbative” formalism that re-
mains valid for frequency shifts that are comparable to mode
spacings. However, rotation was not incorporated, and nei-
ther is it here. The main difference between the current and
aforementioned works is that we seek here to understand the
more challenging regime of dynamically significant magnetic
fields, these being too strong to be treated perturbatively.
Our results suggest that further to the known effects of
weak fields, which include a lifting of the m-degeneracy and
localised distortions to the period spacing pattern, strong
fields may produce more drastic, global changes to the seis-
mic properties. These include an overall decrease in period
spacing by ∼10% due to the increase in density of modes,
and the selective damping of modes with low |m| as a result
of the trapping phenomenon.
As already noted in Section 5.2, the ray theory employed
here does not directly solve for the mode spectrum, but
rather investigates local wave dynamics. Phase-space volume
arguments are then invoked to infer properties of the global
modes that may arise from constructive interference of those
waves. Previous ray-based studies of magneto-gravity waves
have similarly focused on local dynamics (e.g. Loi & Pa-
paloizou 2018; Valade et al. 2018; Loi 2020); a formalism
has yet to be developed that directly connects the results of
ray theory to a quantisation condition for global magneto-
gravity modes. Successes along this line have already been
made in the context of inertial-acoustic (Pasek et al. 2011,
2012) and gravito-inertial (Prat et al. 2017) modes in rapidly
rotating stars, through clever manipulation of the dispersion
relations and then application of EBK quantisation to de-
rive analytic conditions for mode formation. However, the
dispersion relations incorporating only rotation are easier
to manipulate than those incorporating magnetism, since
without a field they are only quadratic in the wavevector,
whereas the magneto-gravity dispersion relation is quartic
in the wavevector. Some progress with this may be possible,
but it is beyond the scope of the current work.
6 SUMMARY
Using Hamiltonian ray calculations and phase-space volume
arguments, we have estimated the average density of grav-
ity modes in the presence of a strong magnetic field, and
compared this to the situation without a field. We infer that
strong fields result in an increase of ∼10% in the density of
modes, translating to a ∼10% decrease in asymptotic period
spacings, compared to no field. Neither the radius of the
field region nor the spherical harmonic degree were found
to significantly influence this result. The increase in density
of modes only occurs when field strengths surpass the criti-
cal value; an order of magnitude below this, mode densities
were unchanged compared to zero field, within measurement
error.
Physically, the increase in density of modes arises from
an increase in effective radial order, which in turn is driven
by the presence of the Alfve´n term in the magneto-gravity
dispersion relation. This term is positive definite, implying
a systematic decrease in period spacings. While some uncer-
tainties lie in the values of ∼10% measured here, we can still
infer on the basis that mode-forming rays need to avoid be-
coming trapped that the decrease in period spacings cannot
exceed several tens of per cent. Waves that become much
more Alfve´nic than this are expected to be dissipated deep
in the core, precluding their involvement in mode forma-
tion. The near integrability seen for reflected rays suggests
that these are likely to form pseudo-regular spectra (per-
haps spaced by a magnetically-modified period) that could
be amenable to quantisation via the EBK method. The pos-
sibility of this, and/or the inclusion of rotation, may form
the subject of future work.
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APPENDIX A: RADIAL FLUX FUNCTION
AND DERIVATIVE
As mentioned in Section 2.2, the choice of a decaying expo-
nential density profile is convenient for allowing the twisted-
torus field configuration to be written down in closed form,
since the integrals in (11) can be performed analytically.
By eliminating the need to evaluate the integrals numer-
ically, one avoids the use of lookup tables/interpolation,
which greatly reduces numerical errors associated with back-
ground non-smoothness when calculating the ray trajecto-
ries (cf. discussion in Loi 2020, section 3.1.2). Below are the
resulting expressions for Ψ(r) and Ψ′(r), in terms of which
the field components are defined according to Equations (8)–
(10). Here prime denotes a derivative with respect to the
argument.
Ψ(r) = βλr { j1(λr) [I2(Rf ) − I2(r)] − y1(λr) [I1(Rf ) − I1(r)]} ,
(A1)
Ψ′(r) = Ψ
r
+ βλ2r
{
j ′1(λr)
[
I2(Rf ) − I2(r)
] − y′1(λr) [I1(Rf ) − I1(r)]}
− βλr { j1(λr)I ′2(r) − y1(λr)I ′1(r)} , (A2)
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where
I1(r) ≡ σ e
−r/σ
λ2(σ2λ2 + 1)3
{[
λ(σ2λ2 + 1)2r2
+λσ(1 − 3σ2λ2)(σ2λ2 + 1)r − 8σ4λ3
]
cos(λr)
−
[
σλ2(σ2λ2 + 1)2r2 + (5σ2λ2 + 1)(σ2λ2 + 1)r
−2σ3λ2(σ2λ2 − 3) + σ(1 − σ4λ4)
]
sin(λr)
}
, (A3)
I2(r) ≡ σ e
−r/σ
λ2(σ2λ2 + 1)3
{[
σλ2(σ2λ2 + 1)2r2
(σ2λ2 + 1)(5σ2λ2 + 1)r + σ − 3σ3λ2(σ2λ2 − 2)
]
cos(λr)
+
[
λ(σ2λ2 + 1)2r2 + σλ(σ2λ2 + 1)(1 − 3σ2λ2)r
−8σ4λ3
]
sin(λr)
}
, (A4)
I ′1(r) = −
1
σ
I1(r) − σ e
−r/σ
λ2(σ2λ2 + 1)3
{[
σλ3(σ2λ2 + 1)2r2
+λ(σ2λ2 + 1)(3σ2λ2 − 1)r + 8λ3σ3
]
cos(λr)
+
[
λ2(σ2λ2 + 1)2r2 + λ2σ(σ2λ2 + 1)(3 − σ2λ2)r
−3σ4λ4 + 6σ2λ2 + 1
]
sin(λr)
}
, (A5)
I ′2(r) = −
1
σ
I2(r) + σ e
−r/σ
λ2(σ2λ2 + 1)3
{[
λ2(σ2λ2 + 1)2r2
+σλ2(σ2λ2 + 1)(3 − σ2λ2)r − 3σ4λ4 + 6σ2λ2 + 1
]
−
[
σλ3(σ2λ2 + 1)2r2 − λ(σ2λ2 + 1)(1 − 3σ2λ2)r
+8σ3λ3
]
sin(λr)
}
. (A6)
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