Study of long-range dependence (LRD) properties in real traffic has received an increasing attention in traffic analysis. A wavelet-based tool for the analysis of LRD is presented in this paper together with a semi-parametric estimator of the Hurst parameter. The estimator has been proved to be unbiased under very general conditions and efficient under Gaussian assumptions. Analysis of the Bellcore Ethernet traces as well as of some VBR video traces using the wavelet-based estimator is reported.
INTRODUCTION
Recent traffic measurement studies from a wide range of working packet networks have convincingly shown the presence of self-similar (long-range dependence) properties in both local and wide area traffic traces. LRD processes are characterized (in the case of finite variance) by self-similarity of aggregated summands, slowly decaying covariances, heavy-tailed distributions and a spectral density that tends to infinity for frequencies approaching zero. This discovery calls to question some of the basic assumptions made by most of the research in control, engineering and operations of broadband integrated systems. At the time being, there is mounting evidence that self-similarity is of fundamental importance for a number of teletraffic engineering problems such as traffic measurements and modeling, queueing behavior and buffer sizing, admission control, congestion control, etc.
These impacts have highlighted the need for precise and computationally feasible methods to estimate diverse LRD parameters. Especially real-time estimation of measured data traces and off-line analysis of enormous collected data sets call for accurate and effective estimation techniques.
A wavelet-based tool for the analysis of LRD is presented in this paper together with a semi-parametric estimator of the Hurst parameter H. The complexity of this estimator is rather low, it is mainly given by the computation of a discrete wavelet transform. The estimator has been proved to be unbiased under very general conditions and efficient under Gaussian assumptions. Excellent agreements with the theoretical results have been observed for both H estimates as well as for the corresponding confidence intervals. Analysis of the Belicore Ethernet traces as well as of some VBR video traces using the wavelet-based estimator is also reported.
ESTIMATION OF LONG-RANGE DEPENDENCE
Several methods are available today to estimate the LRD parameter and/or the intensity of LRD in time series. Many of them suffer however because of diverse limitations, e.g., sensitivity to the (assumed) underlying model process, non-stationarity, and deterministic trends For instance, traditional aggregation-based estimators like R/S analysis and variance-time analysis may get seriously biased because of poor statistics available from a single realization of the LRD process.2 On the other hand, asymptotically unbiased estimators derived from Gaussian Maximum Likehood Estimation MLE (Whittletype estimators) show good statistical performance but they have the drawback of being parametric estimators that require parametrized model processes to be known in advance.1 This poses large difficulties in terms of exact implementation for large data sets because of high computational complexity.2 Furthermore, if the assumed spectral density model is not the correct one, then this may result in a biased estimation as well. The wavelet estimator is based on the discrete wavelet transform (DWT) , which has the advantages of both aggregation-based and MLE estimators and also avoids their drawbacks. The underlying concept of the DWT is the so-called Multi-Resolution Analysis (MRA), which consists of splitting a sequence x(t) into a (low-pass) approximation and (high-pass) details. These are associated with the coefficients a and d , respectively3
The parameters {,k(t) = 2_u/2q5o(2t -k)} and {,k(t) = 2_i/2o(2it -k)} are the set of shifted and dilated functions of the scaling function o and the wavelet o . The discrete wavelet transform consists of the collection of coefficients {d(j, k), j = 1, . . . , J, k e Z} and {a(J, k), k e Z} as defined by the inner products
These coefficients are located on a dyadic grid. The focus is then placed on details which are described by the wavelet coefficients. When going from high resolution to lower resolution, the MRA gives rise to details at larger time scales. This can be interpreted in the frequency domain as band-pass filtering, going from high to low frequencies with constant relative bandwidth. On the other hand, spectral estimators (based on periodograms) may easily get strongly biased due to the fact that constant bandwidth mismatches the power-spectrum to be analyzed.1 In contrast, the wavelet constant relative bandwidth manages to provide a perfect match.
Estimation of LRD with Wavelets
Consider applying the wavelet transform to a wide-sense stationary stochastic process that is of type LRD. The autocovariance function of such a process shows the well-known power-law behavior for large time lags i-, and is dependent on the Hurst parameter H E [0. 5, i) (r) r cr22,r -4 00 (4) The process has also a power spectrum that diverges when the frequency ii approaches zero z,) (5) where c and c1 are constants.
Some of the most important statistics of the wavelet coefficients are the mean value 6) and the second order moment E{jd (j, k)12] = fF(2v)Io(v) I2dv = Cf 2 (12H) f 1(1_2H) Wo(v)2dv (7) The coefficient d(j, k)12 measures the amount of energy in the analyzed signal about the time instant 2k and about the frequency 23v0, where i/O is a reference frequency dependent of 'I'. In practice, the following estimation is used4 E[Id(j,k)I2] >d(j,k)J2 (8) where n0 is the data length. This estimation corresponds in fact to the mean energy in the frequency band j,and the normalized sum of squares is generally an unbiased estimator of the second order moment. Furthermore, assuming that Eqs. (4) and (5) hold for all time lags and frequencies, an unbiased estimator H for the parameter H could be designed from a simple linear regression using log2(-
where ê estimates log2(cf f 1(1-2H) JW0(u)J2dv). This is valid if the integral I p1(l_2H)Iwo(v)12dy (10) converges.
Bias and Efficiency
The wavelet estimator is non-biased under the conditions that Eq. (5) holds for all frequencies and the integral (10) converges. The first condition is easily satisfied because we have the freedom to select the frequency range over which the power-law holds. The second condition is also satisfied in the case we consider a wavelet with a large number N of vanishing moments.3 By this, the divergent behavior of the power-law spectra close to the frequency origin is balanced. The relation between number of vanishing moments and the Hurst parameter is given by N>H-1 (11) The wavelet estimator has been shown to be unbiased under very general conditions. It provides an analysis of very general data sets that are more independent of the correlation structure of the data than for instance the Whittle estimator. There are no restrictions in selecting the scales over which the power-law regime holds, which reduces the difficult task of selecting cutoff scale/frequency. The wavelet coefficients are almost uncorrelated, leading to an asymptotic normal distribution of the coefficients at a given scale from which a confidence interval can be deduced ( under Gaussian assumptions) . Accordingly, estimations based on weighted (least-square) linear regression can be performed.4 Actually, there are solutions reported even without the asymptotic simplification, with the consequence of more effective weights and smaller confidence intervals.5
Finally, another important advantage of the wavelet-based estimators is given by the possibility to investigate if the process has multi-fractal or mono-fractal features, i.e., if the Hurst parameter alone can describe the correlation structure of the process.
STATIONARITY
One of the typical features of stationary LRD processes is related to the fact that local trends and cycles seem to appear in the process evolution, which may disappear after some time.5 This evolution can be misleading in the process of estimation, and makes it difficult to distinguish a stationary process with LRD from a non-stationary one. This also raises the problem of the need to test for stationarity assumptions in the process, which may require additional knowledge of the underlying functionality of the process. It may be also possible to handle this requirement by the selection of relevant time scales where the process is stationary, but the relevant time scales are not known apriori.
The wavelet-based technique provides a simple method of testing the stationarity assumptions. The fact that the wavelet coefficients are almost uncorrelated opens for the possibility to partition the sequence, and to perform estimations on each subsequence. Every estimation will be almost independent, and statistics such as mean and variance are meaningful. These statistics can finally be compared with the H estimation on the entire sequence. All partial H estimations are found to be placed within the confidence interval (dotted lines), which is centered around the H estimation over the entire trace (solid line) . The Haar wavelet was used.
partitioned into 16 blocks. The confidence interval (dotted lines) is centered around the estimation of the entire trace ( solid line) , and all partial estimations are found to be placed inbetween. This trace appears to be a stationary one.
When dealing with the problem of deterministic trends, the wavelet-based analysis has proven to provide a simple solution. Every wavelet has a property called vanishing moments, which is defined as the degree N of the polynomial for which the inner (scalar) product with the wavelet is ze:ro. Every polynomial trend, of degree P, superimposed on the process can therefore be eliminated, conditioned on enough number of vanishing moments4 N P+1 (12) Furthermore, corruption trends consisting of periodic oscillations may also be reduced by increasing the number of vanishing moments. The effect of the trend can in this case be more concentrated at a single scale (frequency), enabling so inclusion of a specific scale in the estimation. The wavelet tends to behave like an ideal band-pass filter.5
In practice, for removing the effects of polynomial trends, repeated estimations must be made, with increasing number of vanishing moments. After a given order of vanishing moments, the estimation results will essentially be equal. Furthermore, periodic trends can be detected by graphical inspection, and searching for diversions from the regression line at single scales.
The stationarity of the process is tested by partitioning the data set into small sets, for which H estimations are performed as if they were independent. This is a test motivated by the quasi-decorrelation of the wavelet coefficients, as described in.3 For every segment an H estimation, together with a common confidence interval, are obtained. Should the process be stationary, the mean of the H estimations should not differ in any larger extend from the H estimate taken over the entire data set.
IMPLEMENTATION OF THE ESTIMATOR
A wavelet-based tool for the analysis of LRD has been implemented to allow for semi-parametric estimation of H parameter for stationary data and data with stationary increments. 4 The complexity of this estimator is rather low, it is mainly given by the calculation of a discrete wavelet transform (DWT). This is done in 0(n) operations (less than for Fast Fourier 1ansform FFT) and using a fast pyramidal filter-bank based algorithm followed by a time-averaging unit. The wavelet coefficients are (recursively) computed by means of cascade filters operating in a dyadic grid. Starting from an initial sequence (with a highest resolution) , successive sequences of approximations (aggregation) and details at lower resolution are computed. Furthermore, since the wavelet is associated with a discrete filter, some considerations must be given to the fact that the data set is finite. Boundary effects may arise because of the mismatch in time domain between the filter and the sequence. These effects may lead to some corrupted wavelet coefficients, which are located at the edges. This effect is directly linked to N, since a large N results in a filter with large number of coefficients.
The solution to this problem is simple, we simply discard the corrupted wavelet coefficients from the data set, and accordingly the boundary effects are removed. A drawback however is given by the reduced number of usable wavelet coefficients in the linear regression. On the other hand, a larger N reduces the variance of the estimated H. A good practical compromise seems to be5 NH+1 (13) Especially in the case of large data sets, wavelet coefficients can be discarded without loss of accuracy. This method is also valid for non-stationary processes with stationary increments, like fractional Brownian motion (ifim) 6 In this case the Fourier transform of the autocovariance function becomes
When estimating the H parameter of IBm with Whittle's technique one must first compute the increments. On the contrary, with the wavelet estimator one can work directly with the process itself. In this case, Eq. (1 1) Furthermore, slighty different results may be obtained when computing with the discrete wavelet transform, which depends on where the filter starts acting on the sequence. The reason for this is that the wavelet coefficients constitute a subsample of the original sequence, located on a dyadic grid. Due to this, H estimates may slighty differ in specific cases, the statistical estimates however are the same.
The advanced filter-bank algorithm has significant advantages in terms of memory usage. 4 The sequence can be partitioned into smaller blocks of treatable sizes, and separate computations can be carried without reduction in the range of scale analyzed. High sampling rates may be used to accurately capture fine details of the sequence. The results are finally "combined" to obtain the final estimate.
The estimator has been validated using traces of fractional Brownian motion IBm (generated with the Random Midpoint Displacement RMD method) and also fractional Gaussian noise fGn.4 Excellent agreements with the theoretical results have been obtained for H estimates as well as for the corresponding confidence intervals (TablesTable 1 . Performance statistics for the wavelet estimator. A fGn trace of 4096 samples is generated 100 repeated times per trial. The statistics show very good agreement with theoretical predictions (parenthesis). The estimations were performed through scales (2, 7) using weighted and standard linear regression. The Haar wavelet was used (N=1). Table 2 . H estimations using Daubechies wavelet with N = 2 and 3, for trend elimination supperimposed on a fGn trace 40 repetitive times with H = 0.8 and flØ = 4096. As being expected, N = 2 is not enough to eliminate a quadratic trend.
________ N=2
Estimations of some of the well-known Beilcore Ethernet traces7 (pAug89) have been done. The traces consist of one million timestamps in seconds (and fractions thereof) and frame sizes in bytes. 8 The focus of our estimations is laid on the discrete version of the arrival process and the corresponding point-process, using a sampling interval of 6 ms. As shown in Figs Table 3) .
The stationary condition is also tested (Fig. 4) . The partial estimations are centered around the H estimation for the entire trace, and also within the (asymptotic) confidence interval. Hence the trace could be treated as stationary. The results are well matching similar estimations reported in the literature.7 Table 3 . H estimations using Daubechies wavelet with N = 1,2 and 3, for trend elimination. In the case when N = 3, the number of available scales is less due to the boundary effect discussed above. The estimations were performed through scales (6,16) and (6, 14) , and using weighted linear regression.
Process N=1(6,16) N=2(6,16) N=3(6,14) 
VBR Video Data
Estimations of the LRD behavior have been done for a VBR video trace recorded from the movie "Star Wars" and coded using an MPEG-i encoder.9 The trace is available over the Internet10 as a data file that consists of 17i,000 integers representing the number of bits per video frame. The movie length is of about 2 hours. The estimations show that the process is LRD with H values that are similar to those reported in the litterature, i.e., approximately H = O.9i with a 95% confidence interval of 0.05 (Figs. 5 to 7) .
Furthermore, the trace can be considered as being stationary according to Fig. 8 . However, some of the partial estimations are larger than one (H i). Although this indicates the presence of non-stationarities, this could also be attributed partly to extremely strong short-term correlations. Previous studies of VBR video traffic have shown the presence of significant spectral power in the high-frequency range.9 According to Eq. 5, a power spectrum with H 1 can be associated with a non-stationary process. However, further investigation is required here to determine whether the resulting observations can in fact be attributed solely to non-stationarity or can be partly attributed to estimator sensitivity in the presence of strong short-lag correlations. Similar observations are also made in Figs. 5 to 7, where the asymptotic power-law behavior is observed from scale 8 and beyond. On a shorter trace, the power-law behavior is not observed, and the trace can be interpreted as non-stationary. 
CONCLUSIONS
In this paper we report a wavelet-based tool for the analysis of LRD traffic to allow for semi-parametric estimation of the H parameter. Validation has been done using ifim and fGn models, and the obtained estimations show excellent agreements with the theoretical results.
There are several interesting areas to continue this work. A first one is related to the selection of the scales over which the estimation is done. There is an imperious fleed for a well founded statistical basis for the selection of the scaling range. This range, unknown a priori, should correspond to the LRD (scaling) regime of the sequence.
The next topic of interest is related to the wavelet-based analysis of VBR traces. Due to the statistical complexity of the VBR video traffic, with correlations on several time scales, we expect the wavelet-based tool to be very useful.
It is also of interest to use wavelet-based techniques for the generation of LRD traffic traces which can be used for simulation studies or lab testing of network components. Efficient generation techniques are necessary to speed up simulation times, especially when simulating extremely high-speed networks. Real load testing of network components also requires real-time generation of true LRD traffic at line rates (e.g., OC-12 to OC-48).
Finally, analysis of multi-fractal properties of traffic represents an area of increasing interest. This analysis offers the choice to complement the knowledge gained at low frequencies in the spectrum (LRD) with analysis at the other end of the spectrum, and therefore reveal properties of the traffic at small time scales. Especially in the case of WAN traffic traces1' and VBR video traffic, multi-fractals have the potential to provide for a structural modeling approach able to capture, in a compact and parsimonious manner, the observed scaling phenomena at large and small time scales.
