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Abstract
We compute the exact asymptotic normalizations of random walks in random sceneries, for
various null recurrent random walks to the nearest neighbours, and for i.i.d., centered and square
integrable random sceneries. In each case, the standard deviation grows like n with ∈ [ 12 ; 1].
Here, the value of the exponent  is determined by the sole geometry of the underlying graph,
as opposed to previous examples, where this value re3ected mainly the integrability properties
of the steps of the walk, or of the scenery. For discrete Bessel processes of dimension d∈ [0; 2[,
the exponent is =max{1−d=2; 34}. For the simple walk on some speci8c graphs, whose volume
grows like nd for d∈ [1; 2[, the exponent is  = 1 − d=4. We build a null recurrent walk, for
which = 12 without logarithmic correction. Last, for the simple walk on a critical Galton–Watson
tree, conditioned by its nonextinction, the annealed exponent is = 23 . In that setting and when
the scenery is i.i.d. by levels, the same result holds with = 56 . c© 2002 Elsevier Science B.V.
All rights reserved.
MSC: primary 60K37; secondary 60F05; 60G18; 82B44; 60J80
Keywords: Random walks in random scenery; Galton–Watson trees; Random walks in random
environment; Self-similar processes
1. Introduction
Random walks in random scenery are simple models of diAusions in disordered
media, whose correlations are long-range, that is, decrease slowly at in8nity. Many
models of physics yield processes with long-range tails, but the theoretical analysis of
these processes is often diBcult. The mere evaluation of the tail amplitude, through
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numerical simulations or heuristical arguments, can be out of reach. By contrast, Kesten
and Spitzer (1979) initiated the study of random walks in random scenery, observing
the following: if the usual linear interpolations of these random walks, when suitably
normalized, converge, then the limiting object has to be a self-similar process with
independent increments. Thus, random walks and random sceneries of various inte-
grabilities provide self-similar processes of various exponents, see Kesten and Spitzer
(1979). We come back to this point in Section 1.1 below. Similar motivations are
in den Hollander (1988), and den Hollander et al. (1992), who study the interarrival
times and the mixing properties of some examples of these walks.
The mathematical object is de8ned as follows. Let X := {Xn; n¿ 0} be a Markov
chain on the state space V , and  := {(x); x∈V} be a random 8eld indexed by V .
The random walk in random scenery U := {Un; n¿ 0} is de8ned by
Un :=
n−1∑
k=0
(Xk):
One seeks for the asymptotic properties of U , under the joint law P of the random
walk X and of the random scenery . Correlations of Un stem from couples of times
k = j, such that the walk is at a same state Xk = Xj.
Throughout this paper, we assume that  is i.i.d., square integrable, and independent
of X . Thus, P :=Q ⊗ R, where Q is the law of X and R the law of . We normalize
, so that
R((x)) = 0; R((x)2) = 1:
De8ne a process un on t ∈ [0; 1] by un(t) :=Unt. When X is the simple walk on
V = Z, Kesten and Spitzer (1979) proved that un=n3=4 converges in law to a stable
process of index 43 . Hence, E(U
2
n ) ∼ cn3=2, where E is the expectation along P, and
the typical size of Un is n3=4. We stress the fact that Kesten and Spitzer’s results are
far more complete, since they characterize the limiting process. Also, they settle the
cases of walks and sceneries whose distributions are in the domains of attraction of
stable laws, and they compute in each case the exponent , such that un=n converges
in law to a nondegenerate process.
Going back to square integrable sceneries and walks, when X is the simple ran-
dom walk on V = Z2, Bolthausen (1989) proved a conjecture of Kesten and Spitzer
(1979), namely that un=
√
n log n converges in law to a Brownian motion. Finally, it is
a simple matter to show that transient simple random walks on Zd, that is, for d¿ 3,
satisfy E(U 2n ) ∼ cn. More recently, these limit theorems were strengthened to strong
approximation results, see CsLaki et al. (2001) for the two-dimensional case, and the
references therein for other cases.
In a general setting, if the Markov chain X is ergodic, with stationary distribution ,
then Un=n converges in law, with respect to Q, to the nondegenerate random variable∑
x∈V
(x)(x):
Hence, the typical size of Un is n. On the other hand, if X is transient and satis8es
natural stationary assumptions, R(U 2n ) ∼ nQ(‘∞(0)2), where ‘∞(0) denotes the total
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local time of X at 0, see the notations in Section 2. Hence, the typical size of Un
is
√
n.
The preceding remarks may be stated as follows: =12 when X is stationary transient,
 = 1 when X is ergodic, and ∈ [ 12 ; 1] in every case. Thus, null recurrence is the
interesting case.
1.1. Statement of the results
In this paper, we prove weak versions of the results above, for speci8c graphs, for
regular trees, and for critical Galton–Watson trees, conditioned by their nonextinction.
In this last case, the random walk explores a random scenery on the vertices of a
random tree, and we study the annealed law of Un, that is, its law with respect to the
mean of P, with respect to the law of the trees.
The limiting results we obtain are certainly much less precise than the ones that
are mentioned above, since we only study the asymptotic behaviour of the variance
of Un. Their interest, if any, is to exhibit nontrivial diAerent asymptotic behaviours of
Un, which stem uniquely from the underlying graph. For instance, to get a variety of
exponents (see below for a de8nition), Kesten and Spitzer chose in Kesten and Spitzer
(1979) “wild” sceneries and=or “wild” walks, that is, non-square-integrable objects. The
walks of the cases we study have bounded increments and the sceneries are square
integrable. We mention that, in the setting of Theorem D, the mere construction of a
limiting process seems to be a challenging problem.
Recall that we assume throughout that R((x)) = 0 and R((x)2) = 1.
Denition 1. If (xn)n and (yn)n are positive and go to in8nity; xn ≈ yn means that
log(xn) ∼ log(yn); that is; that log(xn)=log(yn)→ 1.
Call  the exponent of the random walk in random scenery, if
E(U 2n ) ≈ n2:
Our 8rst result deals with a discrete Bessel process BESd of nonnegative dimension
d. For our purposes, this can be any nearest-neighbour walk on
N := {0; 1; 2; : : :};
which is a natural discretization of the usual Bessel process of dimension d. For in-
stance, consider the trace on N of the usual Bessel process, that is, the successive
diAerent integers that the Bessel process visits. The only property that we use below
is that BESd is a birth-and-death chain, such that pn→n+1 = 1− pn→n−1 and
[2pn→n+1 − 1] ∼ (d− 1)=(2n);
when n → ∞. Thus, BESd is transient when d¿ 2, null recurrent when 0¡d¡ 2,
and ergodic when d¡ 0.
Theorem A. For a discrete Bessel process BESd of dimension d¿ 0;
(BESd) = max{1− d=2; 34}:
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Next, for any d¿ 1, let Gd denote the following subgraph of Z2:
Gd := {(x; y)∈Z2; |y|6 1 + |x|d−1}:
The edges of Gd are the edges of Z2 that belong to Gd ×Gd. We consider the simple
random walk on Gd, see Remark 1.2.2 for a technical modi8cation at the boundary.
Theorem B. If 16d¡ 2; (Gd) = 1 − d=4. More precisely; there exist c1 and c2;
independent of n; such that
c1n2−d=26E(U 2n )6 c2n
2−d=2:
Let B be the incomplete regular tree of degree d+ 1 with d¿ 2, and let X be the
nearest-neighbour random walk on B, of transitions 1=(2d); 1=(2d); : : : ; and 12 , where
1
2 is the probability of a transition in the direction of the root of B. Thus, X is null
recurrent.
Theorem C. (B) = 12 . More precisely; there exists c; independent of n; such that
n6E(U 2n )6 cn:
Our last result deals with a critical Galton–Watson tree, conditioned by its nonextinc-
tion. Let X be the simple random walk on this random tree GW. For Galton–Watson
trees and walks on such trees, see the forthcoming book by Lyons and Peres (2002).
We need a somewhat relaxed version of De8nition 1.
Denition 2. Let (n) be the hitting time of the sphere of radius n by X . Call ∗ the
-exponent of the random walk in random scenery if there exists ¿ 0 such that
E((n)) ≈ n and E(U 2(n)) ≈ n2
∗
:
In the GW case, from Kesten (1986), (n)=n3 converges in law to a nondegener-
ate random variable, hence  = 3 in the de8nition above. We also de8ne sceneries,
which we call i.i.d. by levels, and we denote by level and ∗level the corresponding
exponents.
Denition 3. The scenery  := {(x); x∈V} is i.i.d. by levels; on a rooted graph of
vertex set V ; if (x) := n depends only of the distance between x and the root; and if
{n; n¿ 0} is i.i.d.
Theorem D. ∗(GW) = 23 and 
∗
level(GW) =
5
6 . More precisely; the following holds.
(1) There exist c1 et c2; independent of n; such that
c1n46GP(U 2(n))6 c2n
4;
where GP is the mean of P with respect to the Galton–Watson law.
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(2) If the scenery is i.i.d. by levels; there exist c3 et c4; independent of n; such that
c3n56GP(U 2(n))6 c4n
5:
1.2. Remarks and conjectures
1.2.1. About the walk BESd
At least at an intuitive level, if d¿ 1 is an integer, BESd in a random scenery can
be related to the simple random walk on Zd in a random scenery i.i.d. by levels.
1.2.2. About the graphs Gd
For technical reasons, the jumps at the boundary of Gd are modi8ed as follows. If
(x; y)∈Gd with y¿ 0 is such that (x; y + 1) ∈ Gd, the probability of the jump from
(x; y) to (x; y − 1) is twice the probability of the other jumps. The same modi8cation
applies at the y6 0 part of the boundary.
The volume of the balls of Gd grows like nd. By comparison with BESd, we
conjecture that level(Gd) = 34 for 16d¡ 2.
1.2.3. About the graph B
From Theorem C, the property  = 12 and the transience of X are not equivalent.
The diAerence between the walk on B and the simple walk on N is that, at distance
n, one has dn i.i.d. values (x), instead of one value (n). But the walk on B in a
scenery that is i.i.d. by levels, behaves like the walk on N, hence
level(B) = (Z) = (N) = 34 :
1.2.4. About the Galton–Watson trees
Critical Galton–Watson trees are natural examples of null recurrent graphs for the
simple random walk. Kesten (1986) proved that the behaviour of this walk is subdif-
fusive, thus solving a conjecture due to Alexander and Orbach: if |x| is the distance
between x and the root, the process
{n−1=3|Xnt|; t ∈ [0; 1]}
converges in law, with respect to the global measure GP, to a nondegenerate process.
Here, G is a measure on the space of trees, called the critical Galton–Watson measure,
conditioned by the nonextinction. See Kesten (1986) for natural constructions of G,
and our Section 6.1. For a given tree t; Pt :=Qt ⊗ Rt is the measure P de8ned above,
for the simple random walk and the random scenery, both on t. Finally, GP (which is
not a product measure) may be de8ned by
GP(’(; X; )) =
∫
’(t; y;  ) dQt(y) dRt( ) dG(t)
for any bounded measurable ’, where  is a random tree. An equivalent de8nition is
to say that the law of  is G, and that, for any tree t, a conditioning of GP by {= t}
is !t ⊗ Pt .
The volume of the balls of the Galton–Watson trees grows almost surely like n2,
hence like in Z2, but the typical size of Un is larger on GW than on Z2.
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Conjecture 4. Theorem D holds G almost surely; that is; there exist random variables
C1 et C2; G almost surely positive; such that; for any n¿ 1 and G-almost every
tree t;
C1(t)n46Pt(U 2(n))6C2(t)n
4:
Recall that, from Kesten (1986), (n)=n3 converges in law, hence Theorem D
suggests that the convergence in law of Un=n2=3 should hold.
Conjecture 5. On critical Galton–Watson trees; the process un=n2=3 converges in law
to a nondegenerate process.
Organization: Section 2 lists classical lemmas. Sections 3–6 give the proofs of
Theorems A, B and C, and of Part (1) of Theorem D, respectively. The proof of Part
(2) of Theorem D is similar, and we omit it.
2. Preliminaries
The following results are classical, and we recall them without a detailed proof.
First, let (x) be the 8rst passage time at x, that is,
(x) := inf{n¿ 1; Xn = x}
with the usual convention inf ∅ := +∞. For |s|6 1, introduce the generating functions
p(s) :=
∑
n¿0
Qx(Xn = x)sn;
t(s) :=
∑
n¿0
Qx((x) = n)sn = Ex(s(x); (x)¡+∞):
Decomposing the event {Xn = x} along the values of (x) in {1; 2; : : : ; n − 1}, and
applying Markov property at time (x), one gets
t(s) = 1=(1− p(s)): (1)
Let ‘n(x) denote the local time at x, that is,
‘n(x) :=
n−1∑
k=0
1{Xk=x}:
Two expressions of P(U 2n ) are available. First,
R(U 2n ) =
∑
x
‘n(x)2 hence P(U 2n ) =
∑
x
Q(‘n(x)2): (2)
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Second, P(U 2n ) = n+ 2Sn, with
Sn :=
∑
(i; j)
s(i; j) and s(i; j) :=Q(Xi = Xj); (3)
where the sum includes every couple (i; j) such that 06 i¡ j6 n− 1. To prove this,
one remarks that
(Xk) =
∑
x
(x)1{Xk=x};
and one computes the multiple sums in diAerent orders.
3. Discrete Bessel processes
We start with estimations that hold for any dimension d. The behaviour of the
random walk in random scenery changes at d= 0 and 12 .
Proposition 6. Let d be any real number; and (n) be the >rst hitting time of n by
the process BESd. Then; E((n)) ≈ n and E(U 2(n)) ≈ n&; with
 :=max{2− d; 2}; & :=max{4− 2d; 3}:
Proof of Proposition 6. We omit the (n) indices in local times and in U; and we
denote by p(x) the probability of a transition from x to x + 1. The law of ‘(x) is
geometric; with the probability of a failure equal to
p(x)Px+1((n)¡(x)):
Introduce r(z) := (1− p(z))=p(z) and
R(x) := 1 +
n−1∑
y=x+1
y∏
z=x+1
r(z):
The remarks above yield
E() =
∑
x6n−1
E(‘(x)) =
∑
x6n−1
R(x);
E(U 2) =
∑
x6n−1
E(‘(x)2) =
∑
x6n−1
2R(x)2 − R(x):
The asymptotic behaviours of E() and E(U 2) are given by the sum of R(x) and the
sum of R(x)2. Up to additive and multiplicative constants; these do not depend of the
8rst values of p(z). Choose d′ and d′′ such that d′¡d¡d′′. For z large enough;
(z=(z + 1))d
′′−16 r(z)6 (z=(z + 1))d
′−1:
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Thus; one gets upper and lower bounds of E() and E(U 2); up to constants; by
comparison with the special cases r′ and r′′; de8ned by r′(0) := 0; r′′(0) := 0; and
r′(z) := (z=(z + 1))d
′−1; r′′(z) := (z=(z + 1))d
′′−1
for every z¿ 1. For instance;
y∏
z=x+1
r′(z) =
(
x + 1
y + 1
)d′−1
:
Now; use this in the expressions of E() and E(U 2). To get equivalents of the sums;
compare sums with integrals. The proposition follows.
Proof of Theorem A. One has to go back to E(U 2k ). For d¿ 0 8xed; write the result
of Proposition 6; as
E((n)) ≈ n2; E(U 2(n)) ≈ n4:
The sequence of Q-random variables R(U 2i ) is nondecreasing with i; and R(U
2
i )6 i
2.
Hence;
E(U 2n )6E(U
2
(k)) + n
2P((k)6 n)
for any n and k. Choose n ∼ k2−& with &¿ 0. Then; n4=(2−&) is an asymptotic upper
bound of E(U 2n ); as soon as P((k)6 k
2−&) is small enough. As regards the lower
bound; note that
E(U 2(k))6E(U
2
n ) + E((k)
2; (k)¿ n):
Use Cauchy–Schwarz inequality to bound the last term; and choose n ∼ k2+& with
&¿ 0. Then; n4=(2+&) is an asymptotic lower bound of E(U 2n ); as soon as P((k)¿ k
2+&)
and E((k)4) are small enough. Thus; the theorem is a consequence of Lemma 7
below.
Lemma 7. Let d¿ 0; and P be the law of a discrete Bessel process BESd.
(1) For any positive !; there exists c; independent of k; such that
E((k)!)6 ck2!:
(2) For any positive &; there exists c; independent of k; such that
P((k)¿ k2+&)6 exp(−ck&):
(3) For any 0¡&¡ 1 and any !¡ 12 ; there exists c; independent of k; such that
P((k)6 k2−&)6 c exp(−!k&):
Proof of Lemma 7. By a coupling argument; the law of (k) is nondecreasing with
(p(x))x; in the following sense. If P and P′ are built; respectively; from the transitions
(p(x))x and (p′(x))x with p(x)6p′(x) for every x; then; for every i¿ 0;
P((k)¿ i)¿P′((k)¿ i):
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Thus; we assume that the transitions are pd(0) := 1 and; for instance;
pd(x) :=
(x + 1)d−1
(x + 1)d−1 + xd−1
for any x¿ 1. This allows to insert the quantities associated to (p(x))x between those
associated to (pd(x))x for diAerent values of d.
For 8xed d¿ 0, Donsker’s invariance principle shows that P((k)¿ k2) converges
to the probability that a d-dimensional Bessel process over [0;+∞[ and in continuous
time, starting from 0, 8rst hits the level 1 after the time 1. Since this limit is strictly
smaller than 1,
P0((k)¿ k2)6 e−);
uniformly over k, with )¿ 0. As (k) with respect to P0 is a stochastic upper bound of
(k) with respect to Px for any x6 k − 1, Px((k)¿ k2) satis8es the same inequality.
Conditioning by the position of the walk at time (i − 1)k2, an induction over i yields
that
P0((k)¿ ik2)6 e−i):
The choice i ∼ k& gives Assertion (2) of the lemma. A sum over i yields
E((k)!)6
∑
i¿1
(ik2)!P((k)¿ (i − 1)k2)6 c(); !)k2!;
that is, Assertion (1) of the lemma. It remains to estimate P((k)6 k2−&). One starts
with a Laplace transform, that is, for a 8xed a¿ 1 and for x6 k, one sets
u(x) :=Ex(a−(k)):
Then, u is the unique solution of the system
L(u) = 0 on {0; 1; : : : ; k − 1}; u(k) = 1;
where L is a discrete analogue of the Laplacian operator, de8ned, for any function v
over {0; 1; : : : ; k}, by
L(v)(0) := v(1)− av(0);
L(v)(x) :=p(x)v(x + 1) + (1− p(x))v(x − 1)− av(x);
for 16 x6 k − 1. If p(x)= 12 for any x¿ 1, that is, if d=1, one can solve explicitly
the system induced by the operator L1. The solution u1 satis8es
u1(0) = 1=cosh(k-); where a=: cosh(-):
Let Ld denote the operator, induced by (pd(x))x, let ud be the solution of the system,
associated to Ld, and, for any function u, introduce
v(x) := u(x)
x−1∏
y=0
(2p(y)):
Then, L(u) = 0 is equivalent to M (v) = 0, for M (v)(0) := v(1)− av(0) and
M (v)(x) = (12 )v(x + 1) + (
1
2 )q(x)v(x − 1)− av(x)
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for x∈{1; : : : ; k − 1}, with
q(x) := 4p(x − 1)(1− p(x)):
If d¿ 3, an elementary computation yields that qd(x)6 1, hence M (vd) = 0 implies
L1(vd)¿ 0. A maximum principle for the operator L1 and the domain {0; 1; : : : ; k − 1}
of boundary {k}, implies that
vd(0)6 u1(0)vd(k)=u1(k):
Since u1(k) = ud(k) = 1 and vd(k) = k(d−1)=2+o(1),
E((cosh -)−(k))6 ck!=cosh(k-) (4)
for every !¿max{1; (d− 1)=2}, if one chooses the transitions pd with d¿ 1, or for
! large enough, if one considers a walk BESd of unspeci8ed transitions.
The remainder of the proof follows, as usual, from “Ra la CramLer” exponential bounds.
One has
P((k)6 k2−&)6 (cosh -)k
2−&
E((cosh -)−(k))
for any real -. Simple limited expansions, for - := k&−1, yield
P((k)6 k2−&)6 exp(−( 12 )k& + o(k&)):
This concludes the proof of Assertion (3) of the lemma.
4. Graphs Gd
4.1. Continuous time processes
One can construct the simple walk on Gd from the simple walk on Z2, identifying
points in Z2. More precisely, (x1; x2) ≡ (x′1; x′2) if and only if x1 = x′1 and h(x1) divides
x2 − x′2, where h(0) := 1 and, for x1 =0, h(x1) is twice the integer part of 1 + |x1|d−1.
Consider the walk (xt)t on Z2 in continuous time t¿ 0, with exponential holding
times of mean 1. Let ns(x) be the number of times before s when (xt)t stays at x
and its congruent vertices, and let ‘s(x) be the sojourn time before s at x and its
congruent vertices. Then, ‘s(x) is the sum of ns(x) i.i.d. exponential random variables,
thus E(‘s(x)2) is bounded from above and below by multiples of E(ns(x)2). This
indicates that we have to evaluate
Lt :=
∑
x
E(‘t(x)2) =
∫ t
0
∫ t−s
0
P(xs ≡ xs+u) ds du:
A crucial remark is that the two coordinate processes of xt = (x1t ; x
2
t ) perform inde-
pendent simple random walks on Z, see for instance Miyazaki and Tanaka (1989).
Thus,
ps;u :=P(xs ≡ xs+u) =
∑
k∈Z
ps(k)pu(0)pu(h(k)Z)
with ps(A) :=P0(x1s ∈A) and ps(k) :=ps({k}), for instance.
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4.2. Local central limit theorem
When u → ∞, pu(0) ∼ cu−1=2, hence pu(0) is bounded from above and below by
multiples of u−1=2 for u¿ 1. We prove below a local central limit theorem, which
shows that
ps(k) = gs(k) + fs(k);
where the main term gs(k), which is a Gaussian approximation, and the error term
fs(k), are such that
gs(k) := (2s)−1=2e−k
2=2s; |fs(k)|6 cs−3=2: (5)
On the other hand, the estimation of pu(hZ) involves simple random walks on discrete
circles Z=hZ. The uniform measure is invariant for these walks, hence pu(hZ) → 1=h
when u → ∞. To get a more precise result, consider the h eigenvalues of the walk.
These are )j := cos(2j=h), hence
pu(hZ) = h−1
h−1∑
j=0
exp(−u(1− )j)):
Since 1− cos(2-)¿ 8- 2 over |-|6 12 , one gets h−16pu(hZ)6 h−1 + ru(h), with
ru(h) := 2h−1
h∑
j=1
exp(−8uj2=h2): (6)
We have to bound the error term ru(h) in a cumbersome way, that we describe now.
Let (ai)06i6n be a decreasing sequence, of 8nite length, such that a0 = 1 and an = 0.
Then,
ru(h)6 2
n∑
i=1
h−ai exp(−8u=h2ai−1 ) =: 2
n∑
i=1
riu(h): (7)
To show Eq. (7), one decomposes the sum over j¿ 1 in Eq. (6), into the blocks
limited by h1−ai−1 and h1−ai , one bounds the number of terms of this block by h1−ai ,
and each term by the 8rst term of the block.
Finally, let qs;u :=ps;u=pu(0), and K := {k ∈Z; |k|6 s}.
4.3. Estimation of Lt
To get a lower bound of qs;u, keep only the terms with k ∈K . Then, replace ps(k)
by gs(k)− cs−3=2, replace pu(h(k)Z) by 1=h(k) when it is a factor of gs(k), and by 1
when it is a factor of s−3=2. This yields
qs;u¿
∑
k∈K
gs(k)=h(k)−
∑
k∈K
cs−3=2¿ c′s(1−d)=2 − 2cs−1=2¿ c′′s(1−d)=2
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for s large enough, hence for every s¿ 1, changing the value of c′′. To write this, we
assumed the following asymptotic lower bound, which we prove later:∑
k∈K
gs(k)=h(k)¿ cs(1−d)=2: (8)
As regards the upper bound, the sum over k ∈ K is at most, see a proof below,
P(|x1s |¿ s)6 e−cs: (9)
Bounding pu(h(k)Z) by 1, one gets also∑
k∈K
|fs(k)|pu(h(k)Z)6 cs−1=2:
There remains the contribution of∑
k∈K
gs(k)pu(h(k)Z)6
∑
k∈K
gs(k)=h(k) + 2
n∑
i=1
R(ai; ai−1);
where one sets
R(; ) :=
∑
k∈Z
gs(k)h(k)−e−8u=h(k)
2
; 06 ¡6 1:
We assume, and we prove later, the bound
R(; )6 c(; )s−1=2(s=u)&=2; & :=
1− (d− 1)
1− (d− 1) ¿ 1: (10)
To integrate these contributions is all there is to do to go back to Lt . One neglects, if
necessary, the contribution of the sets s6 1 or u6 1 in the integral, yielding an error
O(t). As regards the lower bound,∫
s+u6t
u−1=2s(1−d)=2 du ds= t2−d=2
∫
s+u61
u−1=2s(1−d)=2 du ds= ct2−d=2
because the integral over s+ u6 1 converges. As regards the upper bound, the term
u−1=2
∑
k∈K
gs(k)=h(k)
yields again a contribution like t2−d=2. There remain terms in
u−1=2e−s and u−1=2s−1=2;
which give, after integration, contributions that are negligible with respect to t2−d=2,
and terms R(; ). Notice that∫
16u6s+u6t
u−1=2s−1=2(s=u)&=2 du ds6
∫ +∞
1
u−(&+1)=2 du
∫ t
0
s(&−1)=2 ds:
The integral in u converges because &¿ 1, the integral in s behaves like t(&+1)=2.
Finally, the main term is in t2−d=2, as soon as the sequence (ai)i that de8nes riu(h) in
Eq. (7), yields terms t(1+&)=2 that are negligible with respect to t2−d=2, that is, as soon as
all the exponents & in Eq. (10), are smaller than 3−d. Thus, setting bi := 1−ai(d−1),
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one looks for an increasing sequence (bi)i, of 8nite length, such that
b0 = 2− d; bn = 1; bi+1¡ (3− d)bi:
Since 3− d¿ 1, this is possible. As a conclusion, Lt ∼ ct2−d=2.
4.4. Return to the discrete time
First, the sum Kt of E(nt(x)2) is nothing else than E(U 2N (t)), where N (t) is a Poisson
random variable, of parameter t, independent of {Un; n¿ 0}. From the monotonicity
of E(U 2k ) and the independence of N (t),
K2n¿E(U 2n )P(N (2n)¿ n)¿ cE(U
2
n ):
In the other way round, let n¿ 2t. Then,
Kt6E(U 2n ) + E(U
2
N (t); N (t)¿ 2t):
By independence and because E(U 2k )6 k
2, the last term is at most
E(N (t)2; N (t)¿ 2t)6 exp(−ct)
from a standard large deviations principle. Finally, E(U 2n ) lies between cK2n and Kn=2+
o(1), and Kt lies between two multiples of Lt , hence E(U 2n ) lies between two multiples
of n2−d=2.
4.5. Estimations (5), (8), (9) and (10)
Proof of Eq. (9). Note that x1s is the position at a Poissonian time of a simple random
walk on Z. Its Laplace transform is
E(e-x
1
s ) = exp(s(cosh -− 1)):
The usual CramLer’s bound yields
P(|x1s |¿ s) = 2P(x1s ¿ s)6 2e−s-E(e-x
1
s )
for every -¿ 0. If 1 + -¿ cosh -; this concludes the proof.
Proof of Eq. (5). Likewise; the Fourier transform and the law of x1s are
E(ei-x
1
s ) = exp(−s(1− cos -));
ps(k) =
∫ +

e−s(1−cos -)e−isk d-=(2):
From here; we mimick the proof of the usual local central limit theorem. Note that
g(t) =
∫
e−-
2=2e−it- d-=(2):
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The diAerence between s1=2ps(k) and g1(k=s1=2) is made of two terms. First;∫
|-|¿s1=2
e−-
2=2 d-=(2)6 e−
2s=2
∫
e−-
2=2 d-=(2) = e−
2s=2=(2)1=2:
The second term is at most∫
|-|6s1=2
(e−s(1−cos(-=s
1=2)) − e−- 2=2) d-=(2);
where one omits the absolute values; since 1−cos’6’2=2. We factorize the 8rst expo-
nential in everything; we bound it from above; thanks to the classical 1−cos’¿ 2’2=2;
then we bound from below what is left of the second exponential; thanks to
’2=2− 1 + cos’6’4=24:
All this yields that the second error term is bounded from above by∫
|-|6s1=2
e−2-
2=2- 4 d-=(24s)6 7(s)
∫
e−-
2=2- 4 d-=(2)1=2;
where 7(s) := (=2)5(24s)−1(2)1=2. The last integral is equal to 3; the fourth moment
of a standard Gaussian law. Finally;
|(2s)1=2ps(k)− e−k2=(2s)|6 e−2s=2 + 5=(26s):
Proof of Eq. (8). Since the function gs(·)=h(·) is nonincreasing over the range [0;+∞[;
at a cost of at most O(gs(0)=h(0)); the sum we consider behaves like∫ s
−s
gs(x) dx=h(x)6
∫ s
0
gs(x)x1−d dx = cs(1−d)=2
∫ 1
0
g1(x)x1−d dx;
thanks to the change of variable x → x=s1=2. The integrals converge because d¡ 2.
The term gs(0)=h(0) does not count because s−1=2 = o(s(1−d)=2); hence we are done.
Remark 8. The sum over Z of gs(k)=h(k) behaves like s(1−d)=2 as well.
Proof of Eq. (10). This is similar to the proof of Eq. (8). First; the exponents satisfy
k2=(2s) + cu=h2(k)¿ c′(u=s)1=2|k|=h(k):
Then; one evaluates the integral∫ +∞
0
s−1=2e−c(u=s)
1=2x1−(d−1)x−(d−1) dx;
which converges; and which; by homogeneity; is a multiple of s−1=2(s=u)&=2. The term
k = 0 induces an error; which is O(s−1=2e−cu); leading to a bias in Lt of size O(t1=2);
which is negligible.
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5. Regular trees
5.1. Notations
Assume for the sake of simplicity that B is a binary tree, that is, that d = 2, the
general case being similar. We use two binary trees. First, B is the incomplete binary
tree, of root o, such that the degree of each vertex is 3, except o, which has degree 2.
Second, C is the complete binary tree, where every vertex has degree 3.
If x is a vertex of B, |x| is the distance between o and x. On C, let y := (yn)n¿0
be an in8nite injective path, starting from o. One should think of y as the direction
of −∞. The level of x, still denoted by |x|, is de8ned as follows. Let d(x; y) be the
distance between x and the path y, which is uniquely realized by the vertex yn(x).
Then, one sets
|x| :=d(x; y)− n(x):
Hence, |o|= 0 and |x| may be negative. The law QC of the walk on C has transitions
p(x → x0) := 12 ; p(x → x1) := 14 =:p(x → x2);
where x0, x1 and x2 are the three neighbours of x, such that |x0| = |x| − 1 and |x1| =
|x2|= |x|+1. The law QB of the walk on B has uniform transitions 12 and 12 if the walk
is at o, and the transitions of the walk on C, if the walk is elsewhere on B. Finally,
for any A∈{B; C}; QAx is the law QA when the starting point is X0 =x, and one writes
QA for QAo .
5.2. Proof of Theorem C
The walk on C is transient. Assume the more precise estimation, that we prove later:
QCo (X2n = o) ∼ cn−3=2: (11)
For i¡ j, introduce the event
A(i; j) := {∀k ∈ ]i; j[;Xk = o}:
Then, sB(i; j) := QB(Xi = Xj) is the sum of two terms. First, there is
QB(Xi = Xj;A(i; j)) = (23 )Q
C(Xi = Xj;A(i; j)):
This is because, after the 8rst step and before the 8rst return to o, the walk behaves
on B like on C. From the homogeneity of C,
QC(Xi = Xj;A(i; j))6QC(Xi = Xj) = QCo (Xj−i = o)6 c(j − i)−3=2
from Eq. (11). The second term is
QB(Xi = Xj;A(i; j)c);
which may be decomposed along the value of |Xi|= k. To see this, note that, on the
event A(i; j)c, the fact that the walk comes back to Xi at time j means, 8rst, that it
goes back to the level k, and furthermore, that it goes back precisely to the vertex
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Xi among the 2k vertices of the level k. Once the walk has gone through o, all these
vertices are equivalent.
The process |X | is a simple random walk on N. Assume, for the moment, the fol-
lowing property. Let Y := (Yn)n¿0 be a symmetric simple random walk on N, re3ected
at 0. Uniformly over k¿ 0; l¿ 0 and n¿ 1,
Qk(Yn = l)6 cn−1=2: (12)
This yields
QB(Xi = Xj;A(i; j)c) =
∑
k¿0
2−kQ0(Yi = k)Qi(Yj−i = k)
6 c=
√
i(j − i):
Putting these estimates together and computing the sum yields that SBn is bounded from
above by a multiple of n.
5.3. Estimations (11) and (12)
Proof of Estimation (11). We omit the exponents C. For i∈Z; Qi denotes the law of
the walk; starting from a vertex at distance |i| from o; and at level i. Furthermore; let
∗ be the vertex at distance 2 from o; and at level | ∗ |= 0. Let s with |s|6 1; and let
o be the 8rst hitting time of o; possibly in8nite. We want to compute
ti :=Qi(so ; o ¡+∞)
for i = 0. From the Markov property; t0 is a function of t1 and t−1. In turn; t1 is a
function of t0 and t2; and t2 = t21 ; and t−1 is a function of t0; t−2 and t∗. Finally;
t−2 = t2−1; t∗ = t1t−1:
One can solve this (t0; t1; t−1) system; getting
t0 = (34 )(1−
√
1− s2):
Then; Eq. (1) yields the generating function of Qo(Xn = o); whose coeBcients may be
evaluated. This proves that
Qo(X2n = o) ∼ (6=
√
)n−3=2:
Proof of Estimation (12). Let Z be a symmetric simple walk on Z; nonre3ected. Since
Z is translation invariant; and Y follows the law of |Z |; one has
Qk(Yn = l) = Q0(Zn = l− k) + Q0(Zn =−l− k):
Now; Q0(Zn = m) is zero; or a binomial coeBcient; divided by 2n. It remains to note
that all the binomial coeBcients of the nth line in Pascal’s triangle are bounded by
c2n=
√
n.
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6. Critical Galton–Watson trees
6.1. Construction of the Galton–Watson law
In this section, we recall a construction of G, and some related estimations. Let Z
be an integer valued, nondegenerate, random variable. Assume that Z3 is integrable,
that E(Z) = 1, and introduce
f(s) :=E(sZ) for |s|6 1; v2 :=Var(Z):
The law of Z induces a measure G∗ on the space of rooted trees, by the usual branching
process, which we do not recall. Since E(Z)=1, G∗ puts mass zero on the subspace of
in8nite trees. More precisely, x being a vertex of the tree t, write |x| for the distance
between the root o and x, and set
tn := {x; |x|= n}; t0n := {x; |x|6 n}; =(t) :=max{|x|; x∈ t}:
Thus, =(t)6 n if and only if tn+1=S. Recall the following result, see Athreya and Ney
(1972) for instance.
Lemma 9. Let qn :=G∗(=¡n) = G∗(tn=S). Then; qn = fn(0); and qn → 1 with
qn = 1− 2=(v2n) + o(1=n):
Since =¡ +∞ G∗-almost surely, the conditioning of G∗ by = = +∞ has to be
de8ned through a limiting procedure. To do so, one possibility is to notice that, for a
8xed n, the law of t0n with respect to
G∗(· | =¿ n+ k)
converges, as k →∞. The limiting laws of the subtrees t0n compose a coherent system
of measures, projections of a unique law G. Thus, ==+∞ G-almost surely. One can
describe G as follows.
Let (bi)i¿0 be an i.i.d. sequence of trees, whose common law is described later. Let
i denote the root of bi, and set o= 0. Then, t is the union of the trees bi and of the
edges {i; i+1} for i¿ 0. The line of survival of t is the subgraph joining the vertices
i¿ 0.
The trees bi are i.i.d. copies of the following random tree b. Give to the root of
b, Zˆ neighbours. Then, each of these neighbours is the starting vertex, by i.i.d. and
nonconditioned branching processes, of a tree of law G∗. Here, Zˆ is a biased version
of Z , de8ned by
fˆ(s) :=E(sZˆ) :=f′(s) = E(ZsZ−1):
For instance, E(Zˆ) = v2. Note that the degree of i, as a vertex of a, is 2 + Zˆ i if i¿ 1,
and 1 + Zˆ0 if i = 0.
If x is a vertex of bi, let n(x) := i and h(x) := |x| − i denote its height. Likewise,
h(bi) :=max{h(x); x∈ bi} is the height of bi.
Lemma 10. G(h(b)¿ n) ∼ 2=n.
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Proof of Lemma 10. Conditioning by Zˆ ;
G(h(b)6 n) =
∑
k¿0
G(Zˆ = k)G∗(=6 n− 1)k =fˆ(qn) = f′(qn):
Hence; one looks for the behaviour of 1 − f′(qn) ∼ (1 − qn)f′′(1); which; from
Lemma 9; is equivalent to 2=n.
Thus, h(b) has in8nite expectation with respect to G. Recall that X follows the law
Qt of a simple random walk on t, starting from o. Since each bi is 8nite, and since
the trace of X on the line of survival of t, is a simple walk with holding times of
geometric laws, the tree t is null recurrent.
Denition 11. Let (n) and >(n) denote the 8rst hitting times by X ; of the distance n
from the root in t; and of the vertex n of the line of survival of t; respectively.
Thus, (n)6 >(n). Note that >(n) has 8nite expectation with respect to P, and is
8nite GP-almost surely. On the other hand, the cardinal of b0 has in8nite expectation,
thus, >(n) has in8nite expectation with respect to GP.
6.2. Proof of the upper bound of Theorem D
Fix an in8nite tree t and n¿ 1, and shorten (n) and >(n) into  and >. Following
Eq. (2), we introduce the G-random variable Bn, where
Bn(t) :=
∑
x
Qt(‘(x)2):
If |x|¿ n, the walk does not hit x before , hence ‘(x) = 0. If |x|6 n − 1, ‘(x) is
bounded by ‘>(x). Hence, Bn6Cn, where
Cn(t) :=
∑
|x|6n−1
Qt(‘>(x)2): (13)
The expectation of ‘>(x), as given in Lemma 12 below, is taken from Kesten (1986),
as well as the idea that yields the law of ‘>(x). The hypothesis n(x)6 n−1 is satis8ed,
as soon as |x|6 n− 1.
Lemma 12. Let x∈ t such that n(x)6 n− 1. Let d(x) be the degree of x; and
q(x) :=
n− n(x)
n− n(x) + h(x) ; r(x) :=
1
d(x)(n− n(x) + h(x)) :
Then; the law of ‘>(x) is
(1− q(x))!0 + q(x)
∑
k¿1
r(x)(1− r(x))k−1!k :
Hence; Qt(‘>(x)) = (n− n(x))d(x); and
Qt(‘>(x)2) = 2(n− n(x))h(x)d(x)2 + 2(n− n(x))2h(x)2 − (n− n(x)) d(x):
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Fig. 1.
We decompose the sum that de8nes Cn(t), along the value of i=n−n(x). We neglect
the negative term in Qt(‘>(x)2), and we integrate with respect to G. This yields the
upper bound
G(Cn)6 2
n∑
i=1
(iDi + i2Fi):
We set
Di :=G
(∑
x
d(x)2h(x)
)
; Fi :=G
(∑
x
d(x)2
)
and the sums are over the vertices x∈ t, such that n(x)= 1 and h(x)6 i. The proof of
the upper bound of Theorem D then stems from the following lemma.
Lemma 13. Set F0 :=G((2 + Zˆ)2) = 1 + 2v2 + E(Z3). Then;
Di = v2(v2 + 4)i(i + 1)=2; Fi = F0 + v2(v2 + 4)i:
Thus, iDi and i2Fi behave like multiples of i3, and, by summation over i, G(Cn)
is bounded from above by (and one can show that G(Cn) is indeed equivalent to) an
explicit multiple of n4.
6.3. Proof of Lemmas 12 and 13
Proof of Lemma 12. The basic remark; due to Kesten (1986); is that everything can
be reduced to simple random walks on portions of Z; see Fig. 1.
Let &(x; n) the linear interval, which goes from x to n via n(x). The probability q(x)
that the walk hits x before n, starting from o, is the probability that it exits &(x; n) by
x rather than n, starting from n(x), that is, the length of the portion from n(x) to n,
when divided by the total length of &(x; n).
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If the walk hits x before n, then the total number of hits of x before n, follows a
geometric law. The conditions for not hitting x again, are 8rst, that the 8rst step is
in the direction of n, which has probability 1=d(x), and second, that one hits n before
coming back to x. The 8rst event has probability 1=d(x), the second is again an exit
from &(x; n). The formulas of the lemma follow.
Proof of Lemma 13. We compute Di and Fi by induction. We 8rst take things back
to sums over vertices of the random tree b; that is; to expectations with respect to G∗
through a conditioning by the value of Zˆ . Thus;
Di = G(Zˆ)G∗

 ∑
|x|6i−1
d(x)2(|x|+ 1)


Fi = G((2 + Zˆ)2) + G(Zˆ)G∗

 ∑
|x|6i−1
d(x)2

 :
Here; d(o) is the number of children of o; when augmented by 1. The formulas of an
induction over i follow; for the numbers
D∗i :=G
∗

∑
|x|6i
d(x)2|x|

 ; F∗i :=G∗

∑
|x|6i
d(x)2

 :
Conditioning by Z :=Z(o); and using the stationarity of the (unconditioned!) law G∗;
one gets
D∗i = G
∗(Z)(D∗i−1 + F
∗
i−1); F
∗
i = G
∗((1 + Z)2) + G∗(Z)F∗i−1:
Now; we notice that D∗0 = 0 and F
∗
0 = E((1 + Z)
2) = v2 + 4; getting
D∗i = i(i + 1)(v
2 + 4)=2; F∗i = (i + 1)(v
2 + 4):
This yields D∗i and F
∗
i ; since
Di = v2(D∗i−1 + F
∗
i−1); Fi = E((2 + Zˆ)
2) + v2F∗i−1:
6.4. Proof of the lower bound of Theorem D
The idea of the proof is to get rid of the trees such that one of the subtrees bi is
abnormally high, then to follow the computations of the proof of the upper bound.
These get more complicated, because the law of the trees bi is now conditioned by the
fact that their height is not too high.
For n¿ 1, introduce the G-event An := {∀i6 n − 1; h(bi)6 n}. From Lemma 10
and the independence of the trees bi,
G(An)→ e−2 =0:
If t ∈An, then (2n)¿ >, where > denotes >(n). One gets
GP(U 2(2n))¿ cG(C
′
n |An);
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where the G-random variable C′n is
C′n(t) :=
∑
|x|6n
Qt(‘>(x)2):
We group in this sum the vertices x along the value of i = n − n(x), we bound from
below the sum of the 8rst and third terms of the expression of Qt(‘>(x)2) given in
Lemma 12 thanks to the inequality 2k2 − k¿ k2, we bound from below the median
term of the same formula by zero, and we integrate with respect to G. This yields
G(C′n |An)¿
n∑
i=1
iD′n; i;
where one sets
D′n; i = G
(∑
x∈bi
d(x)2h(x)
∣∣∣∣∣ h(bi)6 n
)
:
Since D′n; i =:D
′
n is independent of i,
G(C′n |An)¿D′nn2=2:
The lower bound of Theorem D then stems from the following lemma.
Lemma 14. There exists a positive c; such that D′n¿ cn
2.
6.5. Proof of Lemma 14
The proof is based on precise estimates of inhomogeneous branching processes, and
on classical inductions. Lemmas 15 and 16 below stem exclusively from Bayes formula.
Their proof is easy, see Athreya and Ney (1972) for instance, and we omit it. Let
G∗n :=G
∗(· | =6 n):
From the construction of b as the juxtaposition of Zˆ Galton–Watson independent trees,
D′n = G(Zˆ | h(b)6 n)(D′′n + F ′′n );
where D′′n and F
′′
n are expectations with respect to G
∗
n . More precisely,
D′′n :=G
∗
n
(∑
x
d(x)2h(x)
)
and F ′′n :=G
∗
n
(∑
x
d(x)2
)
:
De8ning F ′′n , one has to set d(o) :=Z(o) + 1, to make the degree of o follow the law
of the degree of the other vertices. Lemma 15 below takes care of the Zˆ factor in the
expression of D′n.
Lemma 15. For any |s|6 1;
G(sZˆ | h(b)6 n) = f
′(qns)
f′(qn)
:
Hence; G(Zˆ | h(b)6 n)→ v2 =0.
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To estimate D′′n and F
′′
n , we need a more precise description of G
∗
n , provided by
Lemma 16.
Lemma 16. The measure G∗n is the law of an inhomogeneous Galton–Watson process;
de>ned as follows. If |x| = k6 n; then x has Z(x) children. The law of Z(x) is the
law of Z(o) with respect to G∗n−k . The collection {Z(x); |x|= k} is i.i.d. Finally; the
law of Z(o) with respect to G∗n satis>es
G∗n (s
Z(o)) = f(qns)=qn+1:
Thus; for any k¿ 0;
G∗n (Z(o) = k) = P(Z = k)q
k
n=qn+1:
A consequence is
G∗n (Z(o)) = 1− (2=n) + o(1=n): (14)
On the other hand, from the branching property at o; D′′n and F
′′
n satisfy induction
relations:
D′′n = G
∗
n (Z(o))(D
′′
n−1 + F
′′
n−1);
F ′′n = G
∗
n ((1 + Z(o))
2) + G∗n (Z(o))F
′′
n−1:
We look 8rst at F ′′n , keeping only F
′′
n ¿ 1 + G
∗
n (Z(o))F
′′
n−1. For n large enough and
k¿ n=2, Eq. (14) yields
Hk;n :=
∏
k6j6n
G∗j (Z(o))¿Hn=2; n → 14 :
There exist n=2 terms Hk;n with n=26 k6 n, hence F ′′n ¿ n=8 + o(n). Going back
to D′′n ,
D′′n ¿
∑
n=26k6n
Hk;nF ′′k ¿Hn=2; n
∑
n=26k6n
(k=8 + o(k)) ∼ cn2:
This concludes the proof of Lemma 14.
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