Abstract. Fox, Henrici, and Moler made famous a "Method of Particular Solutions" for computing eigenvalues and eigenmodes of the Laplacian in planar regions such as polygons. We explain why their formulation of this method breaks down when applied to regions that are insufficiently simple and propose a modification that avoids these difficulties. The crucial changes are to introduce points in the interior of the region as well as on the boundary and to minimize a subspace angle rather than just a singular value or a determinant.
1. Introduction. Every reader of SIAM Review is probably familiar with the MATLAB logo, which depicts the first eigenmode of the Laplace operator on an Lshaped region ( Fig. 1.1) . The MATLAB logo-first eigenmode of an L-shaped region (see footnote). In Section 5 we calculate the corresponding eigenvalue to 14 digits of accuracy as 9.6397238440219.
The historical roots of this image are easy to identify. In 1967 Fox, Henrici and Moler (FHM) published a beautiful article "Approximations and bounds for eigenvalues of elliptic operators" that described the Method of Particular Solutions (MPS) and presented numerical examples [9] . The algorithm, built on earlier work by Bergman [1] and Vekua [23] , makes use of global expansions and collocation on the boundary. The central example in the FHM paper was the L-shaped region, and the authors' enthusiasm for this subject can be seen in the related papers and dissertations published around this time by Fox's and Mayers' students Donnelly, Mason, Reid and Walsh at Oxford [6, 16, 20 ] and Moler's students Schryer and Eisenstat at Michigan and Stanford [8, 21] . When Moler developed the first version of MATLAB a decade later, one of the first applications he tried was the L shape, which lives on the logo and membrane commands in MATLAB today.
1 * Computing Laboratory, Oxford University, timob@comlab.ox.ac.uk. † Computing Laboratory, Oxford University, LNT@comlab.ox.ac.uk. 1 Most Matlab users probably don't know that the famous logo image is an eigenfunction. Among those who do, probably most have not noticed that it fails to satisfy the intended zero boundary conditions! For esthetic reasons, Moler chose this incorrect image instead of a correct one, which can be obtained by replacing the default membrane(1,15,9,2) by membrane (1, 15, 9, 4) . Neither membrane nor logo computes eigenvalues; they work with values previously computed and stored as constants.
After the early 1970s, the MPS got less attention. It would seem that the main reason for this may be that the method runs into difficulties when dealing with all but the simplest regions. Indeed, the MPS has trouble even with the L shape itself, unless one reduces the problem to a square of one-third the size by the use of certain symmetries, as FHM did.
2 Instead, other methods for these problems have come to the fore. The state of the art at present is a method developed by Descloux and Tolley [5] and improved by Driscoll [7] based on local expansions near each vertex rather than a single global expansion.
It puzzled us that such a simple and elegant method should have run into difficulties that were not well understood. We have examined the behavior of the classic MPS and have found that the root of the problem is that, working as it does only with points along the boundary of the domain, it fails to impose effectively the condition that the eigenfunction should be nonzero in the interior. As a result it is undone by the existence of functions in the search space that are close to zero everywhere, in the interior as well as on the boundary. We have devised a modified MPS method to get around this problem, and the aim of this paper is to present this method. We believe that the Method of Particular Solutions is now robust enough to deal with quite complicated regions, and indeed, for computing eigenvalues on polygons, it may be competitive with any other method.
The focus of this paper is on robust extraction of eigenvalues and eigenvectors from subspaces. In addition, the effectiveness of the Method of Particular Solutions depends on the quality of those subspaces -a matter of approximation theory that is nontrivial when there is more then one singular corner. These issues of approximation will be considered in a separate article.
2. The Laplace eigenvalue problem in the plane. In this section we review some properties of the Laplace eigenvalue problem with Dirichlet boundary conditions,
where P is a bounded domain in the plane. These types of problems arise in the treatment of vibrations of a membrane, where the eigenvalue λ is the square of the frequency of vibration ω. An excellent survey of (2.1) has been published by Kuttler and Sigillito [14] . Here we restrict ourselves to some fundamental results. All eigenvalues of (2.1) are positive. We can order them with multiplicity according to
with a limit point at infinity, and the corresponding eigenfunctions can be chosen to form an orthonormal complete set in L 2 (P ). That is,
2 A curious piece of history arises here. A year before the appearance of [9] , Kac had published his celebrated paper "Can one hear the shape of a drum?" [12] , which stimulated great interest in planar Laplace eigenvalue problems and a great deal of research activity among pure mathematicians. Twenty-six years later Gordon, Webb and Wolpert showed that the answer is no, one cannot hear the shape of a drum [10] . To widespread surprise, their proof was elementary; it made use of the same kinds of symmetries known for many years and employed by FHM. An eloquent proponent of the use of such symmetries, who certainly influenced Fox et al., was Joseph Hersch of the ETH in Zurich [11] . where δ ij is the Kronecker delta.
Elementary solutions can be obtained for some simple domains. For a rectangle with 0 ≤ x ≤ a, 0 ≤ y ≤ b the eigenfunctions are
with corresponding eigenvalues
In the case of an unbounded wedge with interior angle π/α, separation of variables leads to the solution
for any λ > 0, where J αk is a Bessel function. The spectrum is continuous; it is the 0 0 π α restriction to a bounded domain that makes it discrete. For example in the case of a disk of radius a the eigenfunctions are given by
where j mn is the nth zero of J m . The eigenvalues are
The eigenvalues of (2.1) cannot be arbitrarily distributed. An important result to this effect is Weyl's law,
where A is the area of P . A proof can be found for example in [3] pp. 429-442. The nodal lines of u n are the set of points in P where u n = 0. Courant's nodal line theorem states that the nodal lines of the nth eigenfunction u n divide P into not more than n subdomains ( [3] , p. 452). The eigenfunction of the first eigenvalue λ 1 has no nodal lines, and by orthogonality it follows that λ 1 is always simple.
The eigenfunctions of (2.1) are infinitely differentiable in P and continuous on P ∪ ∂P . An eigenfunction u n can be reflected as a C ∞ function across any part of the boundary that is analytic. At a corner where ∂P consists locally of two line segments meeting at the angle π/k for an integer k, u n can be extended to a C ∞ function in a whole neighborhood of the corner by reflecting k − 1 times across the boundary to obtain a function that is C ∞ in a region whose boundary contains a line segment with no corner, followed by one final reflection across this line segment ( [3] , p. 395). Throughout this paper we will call corners of a polygon regular if their angles are integer fractions of π. All other corners will be called singular. At singular corners it is not possible to continue the eigenfunction analytically to a whole neighborhood of the corner. This can be seen from the argument of analytic continuation or by looking at the asymptotic behavior of the eigenfunction near the corner. In [15] it is shown that if u n is nonzero, there is a nonzero constant γ n such that
Clearly if α ∈ N, the eigenfunction has a branch point at the corner. To obtain rapidly converging methods, these singularities have to be dealt with.
3. The Method of Particular Solutions. The idea of the Method of Particular Solutions starts by considering various solutions of the eigenvalue equation (2.1a) for a given value of λ. One then tries to vary λ until one can find a linear combination of such solutions that satisfies the boundary condition (2.1b) at a number of sample points along the boundary.
From (2.2) we see that a convenient set of particular solutions near a corner of angle π/α are the functions
we call these Fourier-Bessel functions. The advantage of these functions is that not only do they satisfy (2.1a), they also satisfy (2.1b) along the adjacent line segments. We consider approximate eigenfunctions
with parameters c (N ) j to be determined so as to attempt to satisfy (2.1b) also on the remainder of the boundary. One approach is to let (r i , θ i ) be N collocation points on the boundary and require u * (r i , θ i ) = 0 for i = 1, . . . N . This amounts to considering the square system of nonlinear equations
We can attempt to solve these equations by varying λ and looking for a zero of det A(λ). This is the approach proposed in the FHM paper. Alternatively, we can take more sample points than expansion terms. Then (3.3) becomes a rectangular system, and we could attempt to solve it by varying λ and looking for a zero or a near-zero of the smallest singular value of A(λ). This generally superior approach was investigated by Moler in a technical report in 1969 [17] . Figure 3 .1 shows the convergence history for the FHM method for computing the first eigenvalue 2π
2 of the unit square with an expansion around one corner and collocation points equally spaced along the opposite two sides. The results obtained by this method were taken to be the zeros of det A(λ) closest to 2π
2 . The figure reveals "spectral"convergence, that is, convergence at the rate O(N −s ) for every s, and the method seems to be working quite well. However, this example is too simple to reveal much about the FHM method. So let us look at the famous L shape. This domain has one singular corner, the reentrant corner. To catch this singularity, expansions around the reentrant corner are used with collocation again in N equally spaced points along each of the nonadjacent sides ( Fig. 3.2) . Figure 3 .3 shows the convergence behavior for the first eigenvalue λ 1 ≈ 9.6397238440219. The FHM method fails to obtain more than four digits of accuracy, breaking down after N = 14. Fox, Henrici and Moler got 8 digits, but this success depended on their use of symmetries to reduce the domain to a square.
Failure of the MPS.
What has gone wrong? We can explain the results of Fig. 3 .3 as follows. The aim of the FHM method is to find a value λ for which there exists a nontrivial linear combination of Fourier-Bessel functions (3.1) that is zero at the boundary collocation points. If λ is not close to an eigenvalue of (2.1), we expect the collocation equation (3.3) to have no nontrivial solution. However, in general the Fourier-Bessel basis behaves similarly to a power basis of monomials z k , and the condition number of A(λ) grows exponentially as more basis terms are added. This happens for any value λ, whether or not it is an eigenvalue. Consequently, when N is large, it is always possible to find linear combinations of the columns of A(λ) that are close to zero, regardless of the value of λ. If λ is not close to an eigenvalue, this results α = 2 3 in approximating the zero function on the domain P . But since the FHM method only examines boundary points, it does not distinguish between a true eigenfunction and the zero function.
To demonstrate this effect, Fig. 4 .1 plots cond A(λ) for the L-shaped domain as a function of N (the columns of A(λ) were scaled to unit length). The curve for λ = λ 1 uses the approximation λ 1 ≈ 9.6397238440219 for the true first eigenvalue on the L-shaped domain (Section 5). The second curve uses the arbitrary value λ 1 /2, not close to an eigenvalue. Both curves grow exponentially as N increases, and the gap between them, on which the FHM method depends for locating eigenvalues, does not widen much. After N = 14 the results become erroneous due to rounding errors; A(λ) is numerically singular for both the true eigenvalue and the spurious one. Various changes can be made to the FHM method to get a few more digits for the L-shaped region. If the points on the boundary are distributed in a Chebyshev rather than equispaced manner, then with sufficient care one can get up to eight digits. If one moves to a rectangular matrix one gets a very fragile optimization problem, which becomes somewhat better behaved if each column of A(λ) is scaled to unit norm before one minimizes the singular value. With sufficiently careful optimization one can get many digits with this formulation, but the objective function to be minimized is troublesome, consisting of a uniformly low value with tiny spikes down to nearly zero that have to be located; as N → ∞ these spikes get narrower and the problem gets rapidly more difficult.
None of these ideas seem capable of making the FHM approach effective for more complicated regions, especially those with more than one singular corner as we shall treat in later sections. For such regions, the phenomenon illustrated in Fig. 4 .1 is typical: the matrix A(λ), whether square or rectangular, becomes exponentially more ill-conditioned for all values of λ as N increases. In practice it quickly becomes impossible to locate eigenvalues.
We are not the first to note that there are difficulties with the classical form of the Method of Particular Solutions. Fox, Henrici and Moler wrote:
In all fairness, it should be reported that results are not always as satisfactory as these examples indicate.... Other methods... are currently being investigated. And Driscoll, attempting to apply the method to more challenging regions, encountered just the problem we have described:
As the number of terms in the truncated expansion is increased, the matrix becomes very nearly singular for all values of λ, and detecting the true singularity numerically becomes impossible. In fact, we have been unable to produce more than two or three accurate digits for a few of the smallest eigenvalues [of the GWW isospectral drums considered below in Section 7] with this method.
A modified method.
In this section we introduce a modified approach that overcomes this problem. The basic idea of the improved method is to restrict the set of admissible functions to functions that are bounded away from zero in the interior. In the next section we will show that this idea is equivalent to the minimization of the angle between the space of functions that satisfy the eigenvalue equation and the space of functions that are zero on the boundary.
We have seen that the boundary points alone do not deliver enough information to decide if an approximate eigenfunction is spurious. To get around this problem we add additional interior points. Let m B be the number of boundary points and m I the number of interior points. Our discrete sample of an approximate eigenfunction is the vector u ∈ R m , m = m B + m I , of the function evaluated at those points. For convenience, we order the elements of u so that the first m B components correspond to the boundary and the remaining m I to the interior. The matrix A(λ) of the last section now has more rows,
with B and I corresponding to boundary and interior (see Fig. 5 .1). By A(λ) ⊂ R m we denote the range of A(λ), that is, the space of trial functions sampled at boundary and interior points. An orthonormal basis of A(λ) can be constructed by a QR factorization of A(λ),
Each unit vector u ∈ A(λ) has the form Since we are interested in vectors that are small at the boundary points, it is natural to consider the constrained minimization problem of finding the vector v that minimizes the part of u belonging to the boundary:
The vectorṽ which solves (5.2) is the right singular vector corresponding to the smallest singular value of Q B (λ), which we denote by σ(λ). Hence,
For the norm of the corresponding vectorũ = Qṽ we have
Therefore, an approximate eigenfunction that is small on the boundary points is automatically close to unit norm on the interior points, and spurious solutions are excluded. Figure 5 .2 shows σ(λ) for varying values of λ in the case of the L-shaped domain. On each side nonadjacent to the reentrant corner 50 equally spaced boundary points were used. In the interior we take 50 randomly distributed points (the same for all values of λ). The columns of A(λ) contain samples of the first 15 Fourier-Bessel functions. The graph shows minima of σ(λ) close to the first three eigenvalues of (2.1).
The convergence curve for the first eigenvalue is shown in contribute to the series approximation of the eigenfunction [9] ; the reason the plateaus are not perfectly flat is that the randomly located interior sample points perturb this symmetry. The minima of σ(λ) are computed with the Matlab function fminsearch. We obtain ten digits of accuracy at N = 41 and 14 digits of accuracy with a value of 9.6397238440219 at N = 60. This is a decisive improvement over the four digits of accuracy in Fig. 3.3 . In Section 7 we will present several examples of the new method involving more complicated domains with several singularities.
The new method finds eigenvalues of (2.1) by looking for values of λ for which Q B (λ) becomes nearly singular. Figure 5 .4, following Fig. 4.1 , plots the condition number of this matrix as N increases for λ = λ 1 and λ = λ 1 /2. The curve for λ 1 grows exponentially as N increases, but the curve for λ 1 /2 stays close to 1.
6. The relationship to subspace angles. In this section we give a geometric interpretation of the new method, a connection between the constrained minimization problem (5.2) and angles between certain subspaces.
The angle between two subspaces F and G is defined by
In [2] Björck and Golub give a detailed discussion of angles between subspaces and how to compute them numerically. The space A(λ) consists of samples of functions that satisfy the eigenvalue equation (2.1a) but not necessarily the boundary condition (2.1b). Now let D 0 ⊂ R m be the space of vectors that are zero at the boundary points, i.e., samples of functions that satisfy (2.1b) but not necessarily (2.1a). The discretely sampled eigenvalue Proof. Let P D be the orthogonal projector onto the space D 0 . Then for each u ∈ R m we have
and therefore, by (6.1) and (6.2), cos φ(λ) = max
Since u 2 = P D u 2 + (I − P D )u 2 , the last equation can be reformulated as
since (I − P D )u is just the part of u belonging to the boundary points. By the Pythagorean identity we now have (6.3). Figure 6 .1 shows the situation schematically. In the case of a small subspace angle φ(λ), there exist functions in A(λ) of unit norm that are close to zero on the boundary. These functions are necessarily good approximations of eigenfunctions, as we shall show in Theorem 8.2. 7. Examples. Let us give some examples of the new method in the case of more complex domains, and not just polygons.
Among the most famous polygonal domains are the GWW isospectral drums (Fig. 7.1 ). They are an answer to the question posed by Kac in 1966, "Can one hear the shape of a drum?" [12] , which asks whether there exist distinct planar domains on which the Laplacian has the same spectrum. As mentioned earlier, this question remained unanswered until in 1992, Gordon, Webb and Wolpert constructed pairs of isospectral domains using transplantation techniques [10] .
What we call the "GWW drums" are one such pair. The most accurate calculation of eigenvalues of these drums was done by Driscoll [7] with a modified method of Descloux and Tolley [5] that involves domain decomposition and the computation of integrals of Fourier-Bessel functions on the subdomains. Driscoll was able to compute the first 25 eigenvalues to 12 digits. Our modified method of particular solutions achieves the same or better accuracy with a simpler approach. Figure 7 .2 shows the subspace angle curves. For all plots, expansions at all the singular corners are used. Although the shapes of the two polygons are distinct, the curves for σ(λ) are almost identical. With 140 expansion terms at each of the singular corners, 140 boundary points on each side of the polygon and 50 interior points, we obtain the estimates 2.537943999798, 3.65550971352, and 5.17555935622 for the three smallest eigenvalues. For the second and third eigenvalue all digits agree with the values obtained by Driscoll in [7] . For the first eigenvalue our result appears to be slightly more accurate than Driscoll's estimate of 2.53794399980. The approximate eigenfunctions for the first eigenvalue are shown in Figure 7 .3.
Three examples are shown in Figure 7 .4. The H-shaped domain was considered by Donnelly in [6] with the original FHM method, using symmetries of the domain. Our modified method, without exploiting symmetries, obtains an approximation for the first eigenvalue of 7.7330888559, which improves Donnelly's result by 5 digits. For the second and third eigenvalues we get 8.5517268486 and 13.9276332229 compared with his 8.55172 and 13.9276.
In the case of the regular decagon we obtain values of 6.21200099234, 15.76823502672, and 28.31967901332 for the first three eigenvalues.
For the shape bounded by three quarters of an ellipse, a Fourier-Bessel expansion around the reentrant corner is sufficient to obtain 13 digits. Our approximations for the first three eigenvalues are 5.868746216295, 11.52599695049, and 15.14021979035. The whole code for plotting σ(λ), computing the eigenvalues and plotting the first eigenfunction for a polygon in each case fits on one page and runs in a few seconds if one is willing to settle for, say, 8 digits. Obtaining a random set of interior points is easily done in Matlab by using the rand function to obtain random points in a box containing the polygon and then extracting those points in the interior with the function inpolygon.
In the examples presented in this section we used the same number of expansion terms at each corner. In [5] it is proposed to choose the number of expansion terms at each corner in proportion to the interior angle. Hence, a corner with angle 3π/2 gets twice as many expansion terms as a corner with angle 3π/4. This strategy is sometimes helpful for our new method too.
Error bounds.
In this section we review error bounds for the Method of Particular Solutions and discuss the application of these bounds to our new method. An excellent overview of error bounds for elliptic eigenvalue problems, including the case of approximate eigenfunctions that do not satisfy the boundary conditions, is given by Still in [22] .
In the previous sections the spaces A(λ) and D 0 were defined in terms of sample points on the boundary and in the interior of P . This definition is no longer sufficient for the error bounds presented in this section. Instead, we need the function spaces themselves. Hence, in this section A(λ) is defined as the subspace of C 2 (P ) ∩ C(P ) of functions that satisfy (2.1a) and D 0 is the subspace of C 2 (P ) ∩ C(P ) of functions that are zero on the boundary. Our norm becomes the area integral
Our first error bound is an a posteriori result given by Fox, Henrici and Moler and simplified and extended by Moler and Payne [18] .
Theorem 8.1. Let λ and u be an approximate eigenvalue and eigenfunction of (2.1) which satisfy (2.1a) but not necessarily (2.1b). Let w be the harmonic function on P with the same boundary values as u, i.e., w − u ∈ D 0 , and define
where A is the area of P . Then there exists an eigenvalue λ k such that
If in addition u = 1 and u k is the normalized orthogonal projection of u onto the eigenspace of λ k , then
where α := min
By using this theorem, given any approximate eigenfunction obtained from the Method of Particular Solutions, we can derive corresponding error bounds. There is a complication, though, which is that our method uses an orthogonal basis of A(λ) and therefore does not explicitly compute the coefficients c (N ) k of (3.2); instead it computes the singular vectorṽ of (5.3). To get the c vector we need to solve the system
or equivalently
where A(λ) = Q(λ)R(λ) is the QR factorization of A(λ). This system is usually highly ill-conditioned, but fortunately, by the general theory of numerical linear algebra, we can expect that although c will be inaccurate, the residual R(λ)c −ṽ = A(λ)c − Q(λ)ṽ will be nevertheless small. Thus our computed A(λ)c will be very small at the sample points on ∂P , and experiments show it is small on the rest of ∂P too. It is this magnitude over all of ∂P that we need to measure to apply Theorem 8.1. Let us demonstrate this for the L-shaped domain. Fox, Henrici and Moler gave bounds for the first 10 eigenvalues and showed that that their approximation for the first eigenvalue was correct to at least 8 digits [9] . We find that at least the first 13 rounded digits of our approximation 9.6397238440219 are correct. In this computation we used 100 Chebyshev-distributed points on each side of the boundary nonadjacent to the reentrant corner and 500 interior points. The use of Chebyshev points has the effect that the approximate eigenfunction (3.2) stays small near the corners. With equally spaced points a high peak of (3.2) appears at the corner opposite the reentrant corner, resulting in poor error bounds.
Even with a condition number of R(λ) on the order of 10 76 , the values of A(λ)c differ from the values Q(λ)ṽ at the interior points only by componentwise relative errors on the order of 10 −13 . At the boundary points the values differ significantly, but the norms of A B (λ)c and Q B (λ)ṽ are 5.0459×10 −15 and 5.0464×10 −15 . Thus the function u * we have constructed in the form (3.2) is a good approximate eigenfunction. A lower bound for the L 2 norm of u * can be computed by integrating only over the lower left unit square of the L-shaped domain. This ensures that errors introduced by the Matlab function dblquad don't lead to an approximation of u * that is larger than the true value. Figure 8 .1 shows the values of u * along the boundary scaled by this lower bound of u * and the square root of the area of the domain. The oscillations of the curve are caused by rounding errors. Since these oscillations also lead to values that are larger than the true values of u * , we can still obtain a good upper bound for u * . Finding the maximum of this curve, we obtain 9.6397238440216 ≤ λ 1 ≤ 9.6397238440222 compared to our approximation 9.6397238440219. Therefore at least 13 rounded digits are correct. The curve in Fig. 5.3 suggests that actually all 14 digits are possibly correct, and indeed, we think that the 15th digit is either 4 or 5. The bounds we have been discussing start from an approximate eigenfunction obtained from the Method of Particular Solutions. However, what if we go back a step and work with the subspace angle φ(λ) itself? In previous sections, as in the algorithm as implemented in practice, φ(λ) was defined in terms of the sampled spaces A(λ) and D 0 , and from here, no bound comes readily to hand. However, let us imagine instead that φ(λ) is defined by (6.2) in terms of the continuous rather than sampled spaces A(λ) and D 0 introduced at the beginning of this section. Now we obtain a clean theorem showing that if φ(λ) is small, λ is close to an eigenvalue: Theorem 8.2. Let A(λ) and D 0 be defined as in the beginning of this section and define the inner product u, v := P uvdx + ∂P uvdx with corresponding norm | u | := u, u . Then with the subspace angle φ(λ) between A(λ) and D 0 defined by (6.1) and (6.2), there exists an eigenvalue λ k such that
where c > 0 depends only on the domain P . Furthermore, for every δ > 0 and := c tan φ there exists a function u ∈ A(λ), u = 1 such that where α and u k are defined as in Theorem 8.1.
Proof. For every u ∈ A(λ) we have
since from u, v = P uvdx for every v ∈ D 0 and the Cauchy-Schwarz inequality it follows that u, v ≤ u for every v ∈ D 0 with | v | = 1. Equality in (8.7) follows from the fact that u can be expanded in P in terms of the eigenfunctions v k ∈ D 0 of (2.1). Combining (6.1), (6.2) and (8.7), we get cos φ(λ) = sup
For every u ∈ A(λ) there exists a function w that is harmonic in P with u = w on ∂P . Since w is harmonic, there is a constant c > 0 that depends only on P such that 10) which together with (8.1) and (8.9) results in (8.5). Equation (8.6) follows from (8.2) by choosing u sufficiently close to this infimum. Theorem 8.2 is different from Theorem 8.1 in that it does not only give bounds based on a given approximate eigenfunction. Instead it answers the question of how well an eigenvalue and eigenvector can be approximated from the whole space A(λ). This is a stronger result. The angle φ(λ) between the continuous spaces A(λ) and D 0 can not be directly computed, but by chosing many interior and boundary sample points we get good approximations to it.
9. Discussion. We have shown that the Method of Particular Solutions can be an accurate and reliable means of approximating eigenvalues and eigenfunctions on polygonal and other simple domains. The examples in Section 7 demonstrate the effectiveness of the new method even in the case of several singularities. Figure 9 .1 presents a short Matlab code that computes the first three eigenvalues of the L shape to 10 digits of accuracy in less than 5 seconds on a Pentium 4 system.
In our experiments the method behaves robustly with respect to different choices of interior points and boundary points. Usually we take the boundary points to be equally distributed. Sometimes a Chebyshev distribution is preferable, a change of one line in a Matlab code. A random distribution of interior points has always proved effective. In principle the method would fail if all points fell in regions where the eigenfunction is close to zero, but this is easily prevented by taking a healthy number of randomly distributed points. For the speed of the algorithm there is not much difference between 50 or 500 interior points; the work in both linear algebra and evaluation of Bessel functions scales just linearly with respect to m I . Theorem 8.1 shows that the original bounds expanded by Fox, Henrici, and Moler and improved by Moler and Payne are also applicable to the new method, which with a careful implementation allows reliable a posteriori bounds on almost arbitrary polyygons, and Theorem 8.2 shows that there is a direct link from subspace angles to accuracy.
The only limitation of the robustness of the method that we have encountered occurs mainly when in addition to expansions at singular corners, expansions at regular corners are added. The Fourier-Bessel basis then contains redundant information that leads to arbitrary columns of Q in the QR factorization, causing oscillations in σ(λ) and making it difficult to locate the eigenvalues by automatic minimization. This problem can be largely solved by using a column pivoted QR factorization and discarding columns of Q that correspond to very small elements in R. In Figs. 7.2 and 7.4b we have done this, and in Fig. 9.3 below. However, with this strategy there seems to be a loss in attainable accuracy. In cases with expansions at only the singular corners, the oscillations were small in most of our experiments and never disturbed the detection of eigenvalues.
Most of the time, we use minimizers like the Matlab function fminsearch to find the minima of σ(λ). The code in Figure 9 .1 uses a different approach. It follows the question, "What if we had signed subspace angles?" If σ(λ) attains a local minimum of exactly zero, we can redefine σ(λ) to have a sign change there, whereupon looking for eigenvalues becomes a problem of zerofinding rather than minimization. The same idea works in practice when σ(λ) has a local minimum that is very small but nonzero. The reader may enjoy downloading this program and giving it a try. However, we do not have a theory of signed subspace angles that encompasses these "almost-but-notquite" situations. It would be interesting to pursue this idea.
Another generalization of the σ(λ) function would be to consider its behavior in the complex λ-plane. It may seem odd to go into the complex plane for a selfadjoint problem like this, but the same point of view has been used in [24] to obtain bounds for the convergence of Lanczos iterations for eigenvalues of hermitian matrices. The context of [24] is pseudospectra of rectangular matrices, and indeed, Fig. 9 .2 could be interpreted as a plot of pseudospectra for a rectangular nonlinear eigenvalue problem. Our Theorem 8.2 is related to the bounds given in [24] for Lanczos and Arnoldi iterations, which are in turn related to further decades-old work by Lehmann. Another related method of approximating eigenvalues can be found in a recent paper on "spectral pollution" by Davies and Plum [4] . These authors also view eigenvalues as minimal points of certain curves and obtain bounds by looking at the curves corresponding to finite-dimensional subspaces. Fig. 1 of [4] will look familiar to any reader of this paper.
Our method minimizes σ(λ), the sine of the angle between A(λ) and D 0 . But the other principal angles between these two subspaces also show an interesting behavior. The kth principal angle θ k between spaces F and G is defined recursively by where the pairs (u j , v j ), j = 1, . . . , k − 1 are the principal vectors associated with θ 1 , . . . , θ k−1 . The sines of the principal angles are the singular values of Q B (λ); details can be found in [2] . Figure 9 .3 shows these first three singular values as functions of λ in the case of the isospectral drum GWW 1. It is apparent that the maxima of the first principal angle correspond to minima of the second principal angle, with analogous behavior shown by the second and third principal angles. It would be interesting to investigate the implications of this behavior. In this paper we have not addressed the question of the approximation quality of the Fourier-Bessel spaces. With expansions at least at all singular corners we observe spectral convergence in our experiments, as in Figure 5 .3. In the case of one singular corner this behavior can be verified by cancelling out the singularity with a conformal mapping and using convergence estimates from complex analysis to obtain spectral convergence. If the domain has several singular corners, however, the situation is more complicated. These issues will be dealt with in a separate paper.
In closing we want to emphasize that our method is applicable to a wider class of problems than the eigenvalues of the Laplacian with Dirichlet boundary conditions. The idea of minimizing the angle between the subspaces satisfying the PDE and the boundary conditions is a general one, applicable to all kind of problems in which particular solutions are available.
