Motivated by the recent suggestion of anisotropic effective exchange interactions between Mn spins in Ga 1Ϫx Mn x As ͑arising as a result of spin-orbit coupling͒, we study their effects in diluted Heisenberg spin systems. We perform Monte Carlo simulations on several phenomenological model spin Hamiltonians, and investigate the extent to which frustration induced by anisotropic exchanges can reduce the low-temperature magnetization in these models and the interplay of this effect with disorder in the exchange. In a model with low coordination number and purely ferromagnetic exchanges, we find that the low-temperature magnetization is gradually reduced as exchange anisotropy is turned on. As the connectivity of the model is increased, the effect of small-to-moderate anisotropy is suppressed, and the magnetization regains its maximum saturation value at low temperatures unless the distribution of exchanges is very wide. To obtain significant suppression of the low-temperature magnetization in a model with high connectivity, as is found for long-range interactions, we find it necessary to have both ferromagnetic and antiferromagnetic exchanges ͑e.g., as in the Ruderman-Kittel-Kasuya-Yosida interaction͒. This implies that disorder in the sign of the exchange interaction is much more effective in suppressing magnetization at low temperatures than exchange anisotropy.
I. INTRODUCTION
It has recently been suggested that frustration effects may be important for the magnetic properties of diluted magnetic semiconductors ͑DMS's͒ such as Ga 1Ϫx Mn x As. [1] [2] [3] The reported Curie temperatures (T c ) in these compounds continue to rise, with a maximum of 140 K recently reported for Ga 1Ϫx Mn x As, 4 and even higher values reported for related materials. 5 Aside from increasing T c , it will also be important to have a thorough understanding of the different aspects of their magnetic properties over a wide temperature range in order to be able to design optimized spintronic devices. In theoretical analyses, Zarand and Janko 1 showed that within the Ruderman-Kittel-Kasuya-Yosida ͑RKKY͒ approximation, a proper treatment of the spin-orbit coupling leads to anisotropic exchanges between Mn spins. Using this interaction they found that the saturation magnetization is reduced by up to 50% at low temperatures. Experimentally it has been observed that in many DMS, the saturation magnetization at low temperatures is not as large as would be expected if all Mn moments were aligned ͑i.e., the full saturation value͒. 6 While it is likely that magnetically inactive Mn, such as Mn interstitials, 7 may account for some of the suppression of the low-temperature magnetization, the results of Zarand and Janko suggest that anisotropic spin interactions may also play a significant role in accounting for it. We carefully investigate this possibility in this paper.
In a system consisting of localized spins ͑local moments͒ coupled to noninteracting fermions ͑carriers͒, where the spincarrier interaction is a perturbation on the fermionic Hamiltonian, low-lying spin excitations can be described in terms of RKKY interactions between the spins. In DMS's, the carrier density is low ͑lower than the density of local moments by a considerable factor, due to carrier compensation͒, and the carrier-spin interaction is quite strong ͑necessary to enable a high T c ). Consequently, the RKKY approximation appears unlikely to be appropriate for a quantitative description of the ferromagnetism in Ga 1Ϫx Mn x As since the Fermi energy is not necessarily much larger than the magnetic coupling. However, the qualitative prediction of anisotropic exchange may be present in more precise treatments. 8 In what follows, therefore, we assume that the magnetic properties of the system can be modeled in terms of an effective spin Hamiltonian, with a form that maintains the symmetry properties of the RKKY interactions obtained in the weak-coupling limit. Rather than calculating the anisotropy in the Mn-Mn effective exchange within a microscopic model, we use a different approach to investigate the relevance of anisotropy for systems of diluted spins. We consider phenomenological models with disordered, anisotropic exchanges between classical Heisenberg spins placed randomly at low densities on a fcc lattice ͓corresponding to the Ga fcc sublattice in ͑Ga,Mn͒As͔, and study the magnetic properties for several functional forms of the exchange interactions. This allows us to understand the effects modeled in each functional form separately, and thus assess their likely relevance to determining the magnetic properties of these materials. In each case we consider various values of the disorder and anisotropy. We focus on whether full saturation in magnetization is reached at low temperatures and also investigate the magnetic susceptibility, since this is known to be a good experimental indicator of spin freezing. 9 Our results allow us to infer parameter ranges in which anisotropy and/or disorder are likely to play an important role in the magnetic properties of such systems.
The paper 10 is organized as follows. In Sec. II we describe the models we study and how disorder and anisotropy are incorporated into each of them. Section III lists the quantities we calculate and how we perform the Monte Carlo simulations. Section IV shows our results for the magnetization, susceptibility, and Curie temperature and finally in Sec. V we discuss our results and their implications for modeling III-V DMS.
II. MODEL
We consider N d spins randomly distributed at locations R i , iϭ1, . . . ,N d on a fcc lattice of size NϫNϫN, corresponding to an impurity concentration xϭN d /4N
3 . The spins are treated as classical variables ͑Mn spins in Ga 1Ϫx Mn x As have Sϭ5/2, so this is a reasonable approximation͒. For simplicity, we take the classical spins to have unit length; this is equivalent to rescaling the exchange from J to JS 2 , i.e., changing the units of energy. The most general formulation of the problem we consider in this study is provided by the Heisenberg Hamiltonian
where ␣ and ␤ index Cartesian coordinates. The exchange coupling J i j F ␣␤ is written as a product of a random variable J i j , and a function F of the separation of the two spins, for reasons that will become clear later. Since the sites are not on a regular lattice, the summation over site index is always over all sites of the system. For uncoupled spins i and j we simply have F ␣␤ (R i ϪR j )ϭ0. We consider the following parametrization of the exchange integral:
where rϭ͉R i ϪR j ͉ and the unit vector
The parameter controls the exchange anisotropy, and e i j defines the local axis of anisotropy for the pair of spins S i and S j located at R i and R j . Using Eq. ͑2͒, the effective interaction can now be rewritten as
, where the parallel and perpendicular components are defined with respect to ê i j . As a result, for ϭ1 the model has no anisotropy and reduces to a simple disordered Heisenberg model. For 0ϽϽ1 the couplings become anisotropic and favor alignment of each pair of spins along their axis ê i j , while for Ͼ1, the couplings favor alignment perpendicular to this axis ͑see Fig. 1͒ . Since the relevant directions ê i j differ considerably from pair to pair, frustration is introduced into the system, possibly leading to spin-glass physics. The function f (r) describes the spatial variation of the exchange interactions. In this work we investigate the following possibilities: 
͑3͒
where yϭ2k F r, and k F is the Fermi wave vector. In the short-range model, equal-strength ferromagnetic interactions exist only between neighboring spins within distance R c of one another. 11 The RKKY model allows interactions between all spins in the system, with oscillating sign depending on the Fermi wave vector k F corresponding to different carrier concentrations. Finally we consider a purely ferromagnetic model with long-range ͑power-law͒ interaction. A comparison between the short-range and the long-range models clarifies the role played by the range of the exchange, while a comparison between the RKKY and the long-range model clarifies the importance of the exchange sign oscillations.
In the RKKY approach of Zarand and Janko, 1 the relative magnitudes of the exchanges parallel, K par (r), and perpendicular, K perp (r), to the line joining two Mn spins depend on the distance r between the two spins. As a rough guide to compare with the models we study here, ͉K perp (r)͉ Ͼ͉K par (r)͉ for large r while ͉K par (r)͉Ͼ͉K perp (r)͉ for small r. 8 It should be noted that we use the RKKY interaction for illustrative purposes only, since the exchange interactions in a more realistic model of DMS will likely be quantitatively different.
As demonstrated in mean-field and Monte Carlo studies of an impurity band model for III-V diluted magnetic semiconductors, 8, [12] [13] [14] [15] [16] [17] [18] [19] and in studies of the kinetic-exchange model of III-V DMS including disorder and Coulomb interactions of the charge carrier with the Mn acceptors, 20 inhomogeneity induced by positional disorder of the Mn spins implies different local carrier charge densities at different sites, which in turn leads to a broad distribution of effective local fields created at various Mn sites by the itinerant carriers. If one integrates out the fermionic degrees of freedom and formulates the problem in terms of effective exchanges between the Mn spins, there should also be a wide distribution of their effective exchanges. To incorporate the effect of positional disorder leading to a wide distribution of magnitudes of the exchanges in our model, we assume that J i j ϭ⑀ i ⑀ j , where the ⑀ i are random variables attached to each site, such that their logarithm z i ϭlog 10 ⑀ i has a Gaussian distribution
although the precise form of the disorder should not change our conclusions. In Eq. ͑4͒, the mean value z(n i ) is taken to depend on the number n i of nearest-neighbors spins ͑i.e., spins within a distance R c ) of the site i, through the relation z(n i )ϭ(n i Ϫn 0 ), where n 0 is the average number of neighbors for a given cutoff R c . In our simulations R c is chosen such that n 0 ϭ6 or 12. This scheme naturally favors stronger couplings within more dense clusters ͑higher n i values͒ and hence should mimic some of the phenomenology observed in the impurity band model, where holes congregate in regions of higher Mn density leading to stronger effective interactions between the Mn in these regions. 15 The parameter controls the width of the distribution of couplings, and thus characterizes the disorder present in the system; a more disordered system with a wider distribution of couplings corresponds to a larger value of .
Thus, the three parameters that control the behavior of the model are ͑i͒ , which controls the amount of anisotropy; ͑ii͒ , which controls the disorder-induced width of the distribution of effective exchanges; and ͑iii͒ R c , which defines the average number of nearest neighbors for the short-range model ͑for the RKKY and long-range models, R c ϭϱ).
III. SIMULATIONS
We performed exhaustive Monte Carlo simulations on each of models A, B, and C from above the ordering temperature T c to well below T c . We use a range of sizes to determine T c via finite-size scaling, and average over a sufficient number of realizations of the disordered systems for each size to determine average quantities.
A. Parameters and calculated quantities
We investigated systems of linear sizes Lϭ11, 14, and 17, containing N d ϭ53, 110, and 196 spins, respectively. This corresponds to a Mn density in Ga 1Ϫx Mn x As of x ϭ0.01. The interaction range R c is chosen such that the average number of nearest neighbors within R c is either n 0 ϭ6, or n 0 ϭ12. We studied the short-range model for both values of n 0 . Note that for models with short-range interactions, the value of x has no qualitative effect on the behavior of magnetic properties for xр0.05, since changing the concentration is equivalent to a pure rescaling of all interspin distances by a fixed factor. The value of x becomes relevant for larger concentrations, where the average interspin distance is comparable with the lattice constant. The anisotropy values considered were in the range ϭ0.1 to ϭ10, with the isotropic case ϭ1 used as a reference.
For the short-range model, two different disorder values were considered for most anisotropy values, while for the other models, only one disorder strength was considered. The values of considered were for short-range model, ϭ0.017 and 0.05 for n 0 ϭ6, and ϭ0.01 and 0.03 for n 0 ϭ12. For long-range model we chose ϭ0.03, while for the RKKY model, ϭ0.01. These values were chosen such that meaningful comparisons between different models can be performed, subject to some computational constraints. Figure  2 shows the actual distribution of J i j used in the simulation for two different values of . For each pair of and values we considered many realizations of positional disorder of the Mn spins ͑generally at least 40͒ and averaged over these configurations to obtain our final results.
We calculated equilibrium ͑disorder averaged͒ averages for the following quantities: ͑i͒ the magnetization
and ͑ii͒ the magnetic linear susceptibility 
͑6͒
To determine the Curie temperature in our samples we calculated the Binder cumulant
and used finite-size scaling. G(L,T) is defined such that in the paramagnetic phase it decreases with L, G→0 as L →ϱ, while in the ferromagnetic phase it increases with L and tends to unity, G→1 as L→ϱ. Near T c , this dimensionless quantity has the finite-size scaling form G(L,T) ϭG͓L 1/ (TϪT c )͔, where is the exponent of the diverging spin-spin correlation length ϳ(TϪT c )
This method is found to be more reliable in determining T c than the onset of magnetization, or the position of peaks in the magnetic susceptibility in relatively small finite-size samples.
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B. Temperature rescaling
In order to compare temperature scales for different values, we note that the effective exchange for a spin oriented at angle to the axis e i j is J()ϭJ 0 ͱcos 2 ϩ 2 sin 2 . Thus, J eff ()ϭ1/4͐d⍀J() gives the average exchange integrated over all solid angles ⍀. Evaluating the integral gives
These factors are used to rescale the temperature for each value of chosen. We plot most quantities as a function of the rescaled temperature k B T/J eff ().
C. Monte Carlo technique
The Metropolis algorithm necessitates long equilibration times at low temperatures and large values of anisotropy, due to its relatively slow sampling of the phase space. An efficient alternative is the continuous version of the heat-bath algorithm, 25 which was previously implemented for the classical Heisenberg ferromagnet 25, 26 and found to give values of the critical exponents of the ferromagnetic phase transition in agreement with other methods to high accuracy. 26 We find that the performance of the heat-bath method is superior to the Metropolis algorithm for the models we study here.
The continuous heat-bath algorithm can be used for any Hamiltonian H that can be factorized as Hϭ ͚ i h i •S i , where h i ϭ ͚ j J i j S j is the local field created at site i by the other spins. In our model, h i contains terms of the form ͚ j J i j e i j (e i j •S j ). The implementation of a MC simulation requires successive spin flips at each site in the system for a MC step. Each spin flip involves changing the angular position vector of one spin, while keeping all others fixed. After a sufficiently large number of spin flips at each site, the angular distribution of these vectors will be equal to the equilibrium ͑Boltzmann͒ distribution. For any spin that is about to be flipped, the distribution of the angle between the spin and its local field h i ͑integrated over azimuthal angle͒ is
where kϭ␤͉h i ͉. The continuous heat-bath algorithm generates the random number by mapping a uniformly distributed random number x͓0,1͔ to cos ͓Ϫ1,1͔ with a monotonic function cos ϭf(x). The function f (x) was derived in Ref. 25 ,
The calculation of k takes similar amounts of CPU time as evaluation of the energy difference in the usual Metropolis algorithm. The calculation of the mapping function f (x) is more time consuming than a simple exponential function in the Metropolis algorithm, but it has the advantage of a 100% acceptance rate, while the Metropolis algorithm may have exponentially low acceptance rates. The evaluation of the mapping function can be optimized or tabulated to further increase the efficiency. After updating cos we generate a random azimuthal orientation of the spin by randomly selecting a vector ͑of appropriate magnitude͒ perpendicular to the local field; this can also be done with a fast algorithm. We compared the efficiency of both algorithms for our models. They produce the same equilibrium results, but the equilibration and autocorrelation times were found to be shorter by a factor of 10 to 100 depending on T and L, when using the continuous heat-bath algorithm for these models ͑see Fig. 3 for an illustration͒.
IV. RESULTS
We present the results we obtained for the magnetization for all three models. For the short-range model, we also present the susceptibility and the Curie temperature.
A. Short-range model
Magnetization
Our numerical simulations are for finite systems. To understand the extrapolation to the thermodynamic limit, we investigated the scaling of the magnetization M ( The magnetization curves M (T) shown in Fig. 5 for a size corresponding to N d ϭ196 spins have the characteristic linear decrease with temperature seen in previous work and in experiments in Ga 1Ϫx Mn x As. 27, 28 Comparison of Fig. 5͑a͒ with Fig. 5͑b͒ shows that increasing the number of nearest neighbors in the short-range model leads to a slightly more conventional shape for the magnetization curve. In both cases, M (T) shows little curvature at low T, and a long tail at higher T. We also see from Fig. 5 that samples with n 0 ϭ12 have slightly increased curvature at low T. This is because the increased connectivity effectively reduces both spatial disorder and anisotropy, so that the samples show more conventional ferromagnetic features, as also seen from the results of susceptibility. This suggests that if we further increased the connectivity, we would likely see even more conventional M (T) curves, as are found in samples subjected to postgrowth annealing 3, 4 where the hole concentration is increased significantly. 29 The roles of the anisotropy and disorder can also be inferred. We observe that curves corresponding to the same disorder value but various anisotropies are almost identical at high T. Increasing the disorder leads to increased magnetization at high T, as expected from studies of other models for DMS. [13] [14] [15] Anisotropy plays a role at low T, where increased anisotropy does lower the Tϭ0 magnetization, although the effect is rather small. The suppression is more pronounced for Ͻ1 ͑easy axis͒ than Ͼ1 ͑easy plane͒. For n 0 ϭ6, the value of the saturation magnetization seems to depend only on and be independent of . For n 0 ϭ12, the suppression of low-T magnetization by anisotropy is rather weak except for an extremely large anisotropy ϭ0.1. In the temperature range Tϭ0.1T c ϳ0.5T c , both anisotropy and disorder effects affect the M (T) curve.
Susceptibility
The behavior of the linear susceptibility for the shortrange model with both 6 and 12 nearest neighbors is shown in Fig. 6 . The high-T tails of the curves with the same disorder are again identical. At low T, anisotropy leads to a finite value for the Tϭ0 linear susceptibility. The finite value of the linear susceptibility at Tϭ0 is consistent with the incomplete saturation of magnetization in the presence of anisotropy. This effect is most transparent in the case of n 0 ϭ6; in contrast, for n 0 ϭ12, the effect of anisotropy is very weak unless the anisotropy is extreme, e.g., Ͼ5 or Ͻ0.1.
Curie temperature
The Curie temperatures are deduced from the Binder cumulant curves ͓see Eq. ͑7͔͒. Figure 7 shows curves calculated for different system sizes for the 12 neighbor model. All curves corresponding to the same cross simultaneously, indicating the position of T c . The system is ferromagnetic below T c and paramagnetic above T c . These critical temperatures are very close to the peaks in linear susceptibility of the same model, and are tabulated in Table I . Note that the temperature is not rescaled by J eff in Fig. 7 in order to give a clear view of each set of curves. When the temperatures are rescaled as in Table I , the values of T c are similar. This is expected, since all these curves correspond to the same disorder ϭ0.01.
We conclude that small-to-moderate anisotropy has rather small effects on the low-T magnetic properties of the shortrange model. Significant deviations from the isotropic behavior are seen only for very large values of the anisotropy, and are generally more pronounced in the n 0 ϭ6 model.
B. Long-range model
The qualitative behavior of the low-T magnetization in the long-range model is very similar to that observed in the short-range model, as can be seen in Fig. 8 . Increasing the length scale of the exchange does very little to increase the amount of frustration in the model, and in both the shortrange and the low-range model the suppression of the low-T magnetization is less than 20%, and often much smaller, for all values of anisotropy considered. This is small compared to the 50-60 % reduction observed experimentally, 6 hence other sources of frustration must be present to account for it. One candidate for the source of further reduction is the an- 
C. RKKY models
We calculated the magnetization for isotropic RKKY models with different Fermi wavelengths, corresponding to different charge-carrier concentrations. Our main observation is that the antiferromagnetic exchange at long distances introduced by the RKKY model has a significant effect on lowering the low-T magnetization; the decrease is considerably larger than that induced by anisotropy in both purely ferromagnetic models considered previously.
In Fig. 9 we show curves corresponding to several different values of the Mn concentration x and charge-carrier compensation 1Ϫ p; the resulting charge-carrier concentration is n h ϭ4xp/a 3 , where aϭ5.65 Å is the GaAs lattice constant. Note that the temperature also needs to be rescaled by a factor of (px) 4/3 in three dimensions for RKKY interactions, 30 to meaningfully compare different magnetization curves. One interesting observation of the series with x ϭ0.05 is that increasing the hole concentration px at fixed x does not appear to change T c , but the low-T magnetization has a minimum at about pϭ0.3. Further increments of p increase the low-T magnetization gradually. There is a large range of values of the Tϭ0 magnetization that can be achieved by tuning the Mn and the hole concentrations. This can be understood qualitatively in the following way: larger hole concentrations px lead to larger Fermi wave vectors k F . As a result, the oscillation between ferromagnetic and antiferromagnetic interactions described by the RKKY interaction appears at a shorter distance. If this distance becomes comparable to the average interspin distance, significant frustration is present in the system leading to suppressed low-T magnetization. When pϭ0.3, the antiferromagnetic part seems to be dominant and the magnetization actually decreases as temperature is lowered below 0.4J eff . This effect arises due to antiferromagnetic coupling between clusters as a result of the long-range nature of the RKKY interaction. 31 We have also investigated RKKY models with finite exchange anisotropy 1. In all cases, the additional suppression of the low-T magnetization induced by the anisotropy is very small ͑less than 10%͒.
V. DISCUSSION
The major result that can be deduced from our simulations is that while exchange anisotropy can change the temperature scale at which ferromagnetism occurs in a model, it does not change the essential qualitative features such as the shape of the magnetization curve, or the form of the linear susceptibility greatly above T c , unless the ratio between the parallel and perpendicular exchanges is extremely different from 1. Below T c , the anisotropy preserves a finite magnetization and linear susceptibility at Tϭ0. This effect is suppressed by higher connectivity ͑large n 0 ). 32 In general, the effect of anisotropy is relatively weak, as it does not lower the magnetization at Tϭ0 by more than 20%. The presence of antiferromagnetic interactions, as occur in oscillatory exchange interactions ͑e.g., the RKKY model͒ appears to be much more important for lowering the magnetization at low temperature. Thus the large reduction in the magnetization seen in Ref. 1 can probably be attributed to RKKY interactions, rather than the effects of anisotropy.
Our conclusion on the moderate effect of anisotropy on the magnetic properties of DMS is in substantial contrast with that of Zarand and Janko. 1 They found large differences between the low-T magnetization ͑but similar Curie temperatures͒ in the isotropic and anisotropic cases. We suggest that this difference may be due to their use of an exponential cutoff in the exchange interaction. The cutoff may have damped the effect of antiferromagnetic interactions in the isotropic case, but since the parallel and perpendicular exchanges had different spatial dependences in their study, its overall effect may be different in the isotropic and anisotropic cases.
There are a number of other interesting observations. The two types of anisotropy, corresponding to the cases Ͻ1 and Ͼ1 are qualitatively different. For Ͻ1, the spins preferentially align along the line joining them, while for Ͼ1 there is a preferred plane in which the spins may lie. This difference in dimensionality appears to explain why the magnetization is not suppressed as much at low temperatures for Ͼ1 as compared to Ͻ1, since it is easier for spins to relax from frustration in two rather than one dimensions.
Anisotropic exchange interactions are just one of several possibilities which can lead to a reduction in the saturation magnetization in DMS at low T. First, there are antiferromagnetic nearest-neighbor interactions between Mn spins, which should have little effect due to the diluteness of the Mn spins, but could lead to a decrease in the saturation magnetization. 33 Next is a theoretical proposal that there is an instability purely in the presence of disorder towards a noncollinear ground state. 2, 34 Another is the experimental observation that there are significant numbers of interstitial Mn that appear to be involved in compensation processes and thus do not polarize. 7 It is not completely clear to what extent the saturation at low temperatures in Ga 1Ϫx Mn x As is due to nonparticipation of Mn spins due to the presence of Mn interstitial defects. However, given the recent progress in this area, 7 it will probably not be long before an accurate estimate of the proportion of Mn that are participating in the ferromagnetism is known. When this is quantified, it should be possible to determine whether anisotropy needs to be included in realistic models of DMS. The carrier-mediated nature of the ferromagnetism also suggests that anisotropy may be important for transport, especially in the insulating phase, since hopping between sites will be preferred when the Mn spins have similar orientations. 35 We mention in passing that while anisotropy has a small effect on the magnetization, it seems to have significant effect on the nonlinear susceptibility at low temperature. 36 This suggests that experimental investigations of the nonlinear susceptibility might shed light on the magnetic state in DMS. It was recently suggested that for xϽ0.01 and xϾ0.1 in Ga 1Ϫx Mn x As, there may be a spin glass phase. 33 Here we suggest that if there are strongly anisotropic exchange interactions, the ferromagnetic phase below T c might have unconventional properties. Signatures of spin-glass behavior might be seen in coexistence with ferromagnetism. If such spin-glass signatures are not seen in ͑Ga,Mn͒As, they may be present in other insulating materials with lower carrier concentrations such as Ge:Mn. 37 In conclusion, there are still a number of outstanding questions as to the nature of the ferromagnetic state in DMS, and whether anisotropy plays an important role in these materials. This work should be of help in clarifying which types of models are likely to be affected by anisotropy and what types of experimental probes might help to detect it.
