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A comprehensive study of three-photon electromagnetically-induced transparency (EIT) and ab-
sorption (EIA) on the rubidium cascade 5S1/2 → 5P3/2 (laser wavelength 780 nm), 5P3/2 → 5D5/2
(776 nm), and 5D5/2 → 28F7/2 (1260 nm) is performed. The 780-nm probe and 776-nm dressing
beams are counter-aligned through a Rb room-temperature vapor cell, and the 1260-nm coupler
beam is co- or counter-aligned with the probe beam. Several cases of EIT and EIA, measured
over a range of detunings of the 776-nm beam, are studied. The observed phenomena are mod-
eled by numerically solving the Lindblad equation, and the results are interpreted in terms of the
probe-beam absorption behavior of velocity- and detuning-dependent dressed states. To explore the
utility of three-photon Rydberg EIA/EIT for microwave electric-field diagnostics, a sub-THz field
generated by a signal source and a frequency quadrupler is applied to the Rb cell. The 100.633-GHz
field resonantly drives the 28F7/2 ↔ 29D5/2 transition and causes Autler-Townes splittings in the
Rydberg EIA/EIT spectra, which are measured and employed to characterize the performance of
the microwave quadrupler.
I. INTRODUCTION
Rydberg levels of atoms and molecules are charac-
terized by a tenuously-bound valence electron whose
marginal atomic binding leads to high susceptibilities
to external fields and other perturbations [1]. Electric-
dipole transitions between Rydberg states are in the mi-
crowave and sub-THz range, with electric-dipole matrix
elements scaling as the square of the principal quantum
number n. Hence, Rydberg atoms exhibit a strong re-
sponse to applied DC and radio-frequency (RF) electric
fields. Based on these properties, Rydberg atoms are now
being used and proposed widely in atomic measurement
standards for electric fields [2–9] and in Rydberg-atom-
based communications [10–12], with cell-internal struc-
tures providing enhanced sensitivity [13]. In the em-
ployed method of Rydberg-EIT [14, 15], a coupling laser
resonantly couples a low-lying intermediate level, |e〉, to
one or more Rydberg levels, |ri〉, thereby inducing elec-
tromagnetically induced transparency (EIT [16, 17]) for
a probe beam that measures absorption on the transition
between |g〉 and |e〉. Rydberg interactions in cold-atom
Rydberg-EIT have been measured [18, 19] and theoreti-
cally investigated [20, 21]. In the present study in room-
temperature vapor cells, the observed Rydberg-EIT spec-
tra serve as an optical probe for the energy levels of
the Rydberg states |ri〉, as well as for their energy-level
shifts in applied DC and RF electric fields. Owing to the
simplicity of vapor-cell spectroscopy, Rydberg-EIT-based
atomic field measurement in room-temperature cesium
and rubidium vapor cells is particularly attractive for
novel metrology approaches that harness the quantum-
mechanical properties of atoms. Efforts are underway
∗ Corresponding author: nithi@umich.edu
to develop the method into atom-based, calibration-free,
sensitive field measurement and receiver instrumentation.
Since the matrix elements for optical Rydberg-atom
excitation, 〈ri|rˆ|e〉, are quite small, two-color Rydberg-
EIT as described above often requires expensive commer-
cial lasers for the coupling transition. For instance, in Rb
and Cs Rydberg-EIT one typically requires a coupling
laser at respective wavelengths of 480 nm and 510 nm,
∼1 MHz linewidth, tens of mW of power, and good spa-
tial mode quality. There is an interest in replacing the
two-color EIT with schemes involving three low-power
infrared lasers instead [22–24].
In our paper, we compare experimental and theoretical
results in three-color EIT and EIA (electromagnetically-
induced absorption) in a Rb vapor cell. Several schemes
with different relative propagation directions of the three
optical beams and in intermediate-transition detuning
values are studied, and regimes suitable for three-photon
EIT and EIA spectroscopy of Rydberg energy levels are
identified. The results are discussed in context with re-
lated works. We further demonstrate the utility of the
setup for characterizing a commercial sub-THz frequency
quadrupling system. Numerical solutions of the Lind-
blad equation and an analytical dressed-state approach
are employed to model and interpret the data.
II. EXPERIMENTAL SETUP
The energy-level diagram of the experiment is shown
in Fig. 1 (a). Following the terminology in [23], the three
transitions from the ground into the Rydberg levels are
referred to as the probe, the dressing and the coupler
transitions. All laser sources are home-built external-
cavity diode lasers. The 780-nm probe laser is locked to
the |g〉 (5S1/2, F = 3)→ |e〉 (5P3/2, F ′ = 4) transition at
zero atomic velocity. Part of the locked 780-nm beam
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FIG. 1. (a) Energy-level diagram for 3-photon EIT experi-
ment. (b-c) Experimental setup. The 780-nm beam counter-
propagates with the 776-nm beam. The 1260-nm beam prop-
agates either (b) in the same direction as the 780-nm beam
or (c) in the opposite direction. The propagation-direction
configurations for the 780-nm, 776-nm and 1260-nm beams
are denoted (+,−,+) and (+,−,−), respectively.
is sent into another rubidium reference vapor cell and
counter-propagated with a small portion of the 776-nm
laser to form a saturated spectroscopic signal to lock the
776-nm dressing laser, which is set at selected detun-
ings ∆d from the |e〉 → |d〉
(
5D5/2
)
transition at zero
velocity. (The 5D5/2 hyperfine levels were not resolved
in the present setup). The 1260-nm coupling laser is
scanned through the |d〉 → |r1〉
(
28F7/2
)
transition. The
offset frequency of the 1260-nm laser, ∆c, is calibrated
by recording the transmission of a small fraction of the
1260-nm beam through a Fabry–Pe´rot cavity with a free
spectral range of 375 MHz. The power of the transmitted
probe beam is measured with a photodiode as a function
of ∆c.
The 780-nm probe beam has a power of P . 10 µW
and a Gaussian beam-waist parameter w0 of & 80 µm,
corresponding to a Rabi frequency Ωp . 2π × 22 MHz.
For the 776-nm dressing beam, P . 3 mW, w0 & 140 µm,
and Ωd . 2π × 67 MHz, and for the 1260-nm coupling
beam P . 7 mW, w0 & 75 µm, and Ωc . 2π × 27 MHz.
The listed Rabi frequencies are averages over the relevant
magnetic transitions and are calculated for the respec-
tive beam centers. The actual effective Rabi frequencies
are considerably lower due to averaging over the near-
Gaussian spatial beam profiles, possible imperfections in
the beam overlaps, and possible beam-size increases due
to lensing in the walls of the vapor cell.
The three laser beams must be carefully aligned and
overlapped within the L = 7.5-cm long Rb vapor cell.
The first alignment step is to establish two-photon EIT
by counter-propagating the 780-nm probe with the 776-
nm dressing beam. This couples the lower three levels,
|g〉 ↔ |e〉 ↔ |d〉. We optimize the 5D5/2 EIT signal by
fine-adjusting the overlap between the probe and dress-
ing beams and adjusting the power of the 780-nm probe
beam. Then, we apply the 1260-nm coupler beam ei-
ther in the same direction as the 780-nm probe beam
[(+,−,+) configuration, see Fig. 1 (b)] or in the direc-
tion opposite to the 780-nm beam [(+,−,−) configura-
tion, see Fig. 1 (c)]. We fix the frequency of the 780-nm
probe and the 776-nm dressing beams while scanning ∆c.
The EIA or EIT signals are observed on top of the 5D5/2-
EIT background.
To show the utility of three-photon EIT and EIA in
probing microwave and sub-THz electric fields, we have
calibrated the electric-field strength of a 100-GHz trans-
mission system. A microwave source supplies a 25-GHz
signal to an active quadrupler, which feeds 100-GHz
radiation to a standard-gain horn. The three-photon
EIT/EIA field probe is placed in the far field of the horn,
as indicated in Fig. 1 (c). We test EIT- and EIA-schemes
to calibrate the 100-GHz electric field against the 25-GHz
power the signal generator supplies to the quadrupler.
III. NUMERICAL MODEL
A. Model outline
The system is modeled with the five-level system shown
in Fig. 1 (a). We numerically solve the Lindblad equa-
tion of the system and obtain steady-state solutions of
the density-matrix, ρˆ. We ignore magnetic substruc-
ture, other than including m-averaged angular matrix
elements in the calculation of the Rabi frequencies. We
assume a closed decay scheme in which |e〉 decays at
a rate of Γe = 2π × 6 MHz into |g〉, |d〉 at a rate
of Γd = 2π × 0.66 MHz into |e〉, |r1〉 at a rate of
Γr1 = 2π×10 kHz into |d〉, and 29D5/2 (|r2〉) at a rate of
Γr2 = 2π×10 kHz into |e〉. We neglect the (minor) decay
of 5D5/2 (|d〉) into 6P3/2 and the decays of the Rydberg
levels out of the five-level system. The system has four
coherent-drive fields. The probe is linearly polarized in
the horizontal direction, while all other fields are polar-
ized vertically. The Rabi frequencies at the beam centers
are calculated from the beam parameters provided above,
the known radial electric-dipole matrix elements for the
various transitions, and an average of the angular matrix
elements over the relevant magnetic transitions.
We attribute the good agreement between calculated
and measured results in Secs. IV and V to the absence of
low-lying population-trapping metastable states. Also,
the short (µs-long) atom-field interaction times in the
room-temperature vapor cell negate significant Rydberg-
level decay out of the closed five-level system assumed in
the calculation. The exact values of the Rydberg-level
decay rates used in the model have no significant effects
on the results. Also, while additional level dephasing is
included as an option in the model, this was not needed in
order to reproduce the experimental data to within the
experimental confidence levels. Another reason for the
success of the five-level model is the absence of significant
magnetic fields. Fields exceeding ∼1 Gauss would intro-
duce Zeeman splittings and complex optical-pumping dy-
namics [25] that cannot be captured in a five-level model.
3B. Formalism
For a given set of probe, dressing, coupler and (op-
tional) RF Rabi frequencies, Ωp, Ωd, Ωc and ΩRF , and
respective zero-velocity atom-field-detunings, ∆p, ∆d, ∆c
and ∆RF , we obtain the steady-state solution of the Lind-
blad equation in a four-color field picture. Since our
probe Rabi frequencies are larger than the 5P3/2 (|e〉) de-
cay rate, we do not make a weak-probe approximation.
The atom-field detunings are defined as field frequencies
minus atomic-transition frequencies. Accounting for the
Doppler effect, the detunings ∆i,a with i = p, d, c, RF ,
are, in the four-color field picture and in the frame of
reference that is co-moving with the atom,
∆p,a = ∆p − kpv
∆d,a = ∆d + kdv
∆c,a = ∆c ± kcv
∆RF,a = ∆RF − kRF ‖v , (1)
where v denotes the atom velocity along the probe-beam
direction, the wavenumbers ki are defined as positives,
and the term ±kc corresponds with the (+,−,∓) config-
urations, respectively. The wave-vector component of the
RF field in the direction of the laser beams, kRF ‖, is so
small that it can be neglected. In the Lindblad equation
˙ˆρ =
i
~
[ρˆ, Hˆ] + L(ρˆ) , (2)
the Hamiltonian matrix is
H = ~


−∆1 Ωp/2 0 0 0
Ωp/2 −∆2 Ωd/2 0 0
0 Ωd/2 −∆3 Ωc/2 0
0 0 Ωc/2 −∆4 ΩRF /2
0 0 0 ΩRF /2 −∆5

 . (3)
There, the Hamiltonian is expressed in the dressed-state
basis {|1〉, ..., |5〉} that corresponds with the bare atomic
states {|g〉, |e〉, |d〉, |r1〉, |r2〉}, in that order. The field-
free dressed-state energies are ∆1 = 0, ∆2 = ∆1 +∆p,a,
∆3 = ∆2+∆d,a, ∆4 = ∆3+∆c,a, and ∆5 = ∆4−∆RF,a.
The fifth state is not used when the RF field is off. For
the Lindblad operator L(ρˆ) we use the level decay rates
given in Sec. III A, with no additional level dephasing
terms,
L(ρˆ) =


Γeρ22 − 12Γeρ12 − 12Γdρ13 − 12Γr1ρ14 − 12Γr2ρ15− 1
2
Γeρ21 −Γeρ22 + Γdρ33 + Γr2ρ55 − 12 (Γe + Γd)ρ23 − 12 (Γe + Γr1)ρ24 − 12 (Γe + Γr2)ρ25− 1
2
Γdρ31 − 12 (Γe + Γd)ρ32 −Γdρ33 + Γr1ρ44 − 12 (Γd + Γr1)ρ34 − 12 (Γd + Γr2)ρ35
− 1
2
Γr1ρ41 − 12 (Γe + Γr1)ρ42 − 12 (Γd + Γr1)ρ43 −Γr1ρ44 − 12 (Γr1 + Γr2)ρ45− 1
2
Γr2ρ51 − 12 (Γe + Γr2)ρ52 − 12 (Γd + Γr2)ρ53 − 12 (Γr1 + Γr2)ρ54 −Γr2ρ55

 . (4)
The steady-state solution for ρˆ yields the coherence ρ12
as a function of atom velocity v and all field-strength,
field-detuning and decay parameters. The absorption co-
efficient and the refractive index of the atomic vapor for
the probe beam then follow
α =
ωp
c
2nV deg
ǫ0EP
∫
P (v)Im(ρ12)dv
(n− 1) = 1
2
2nV deg
ǫ0EP
∫
P (v)Re(ρ12)dv . (5)
Here, ωp = kpc, nV denotes the atom volume density,
deg the probe electric-dipole matrix element, EP the
probe-laser electric-field amplitude, and P (v) the nor-
malized one-dimensional Maxwell velocity distribution in
the room-temperature vapor cell. In the nV -value we ac-
count for the natural abundance of 85Rb in our cell (72%)
and the statistical weight of 85Rb F = 3 (58.3%). For
the probe electric-dipole matrix element averaged over
the magnetic transitions we use deg = 1.9 ea0.
IV. THREE-PHOTON EIA AND EIT
A. (+,−,−) configuration
1. Measurement and simulation results
The first objective of the work is to identify beam-
directions, Rabi frequencies and detunings that yield EIT
and EIA signatures suitable to measure Rydberg energy
level positions and shifts. We find several regimes of ro-
bust EIA and EIT for the beam-propagation configura-
tions (+,−,∓) defined in Fig. 1.
The (+,−,−) configuration has been studied in [23]
for a case in cesium and ∆d = 0. The Rb case stud-
ied here differs from [23] in that the differential probe-
dressing Doppler shift, (kd− kp)v, is near zero for a wide
range of velocities within the Maxwell velocity distribu-
tion, because the probe and dressing wavelengths are
near-identical in the Rb case studied experimentally in
this work. This leads to a stronger EIA signal. We fur-
ther also explore the behavior at non-zero ∆d.
Fig. 2 (a) shows experimental results for the (+,−,−)
configuration and ∆d/(2π) = −20, 0, and +20 MHz.
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FIG. 2. (a) Change in experimental probe transmission vs
coupler-laser detuning when the lasers are in (+,−,−) con-
figuration. The three panels are on the same (arbitrary)
scale. Strong EIA is observed when ∆d = 0, and EIT when
∆d = ±2pi×20 MHz. (b) Probe transmissions calculated with
the model in Sec. III for cell temperature of 300 K, cell length
L = 7.5 cm and with Ωp = 2pi× 10 MHz, Ωd = 2pi× 25 MHz,
and Ωc = 2pi × 18 MHz.
The sub-THz field is turned off in this study. The ex-
amples shown in the figure illustrate our observation of
strong EIA when ∆d is close to zero and EIT when ∆d
is & 2π × 5 MHz. Simulation results for this configura-
tion are shown in Fig. 2 (b). The simulated results show
exp(−αL), with cell length L = 7.5 cm and the absorp-
tion coefficient α computed for cell temperature 300 K
using Eqs. (1-5). The Rabi frequencies in the simula-
tion were Ωp = 2π × 10 MHz, Ωd = 2π × 25 MHz, and
Ωc = 2π × 18 MHz; these values lead to good agreement
between simulated and experimental data. The EIA and
EIT line shapes, line widths and signal depths agree well
between the experimental and simulated data. (The ex-
perimental data show change in transmission on the same
(arbitrary) scale for the different cases of ∆d.) It is fur-
ther seen, both in the experimental and the simulated
data, that the EIT linewidth at non-zero ∆d is smaller
than the width of the EIA dip at ∆d = 0. The ∼ 10-
MHz shifts of the EIT peaks for ∆d/(2π) = ±20 MHz
from ∆c = 0 are also reproduced.
2. Analytical model and comparison with numerical model
To understand the results, it helps to first consider
an analytical model for the case of weak probe (Ωp .
2π × 1 MHz), large dressing and coupler Rabi frequen-
cies, and no atomic decay. In this case, the strongly-
coupled three-level subspace {|e〉, |d〉, |r1〉} has, in a two-
frequency dressed-atom picture and ∆p = 0, a Hamilto-
nian given by
Hsub(v) = ~

 vk1 Ωd/2 0Ωd/2 −∆d + vk2 Ωc/2
0 Ωc/2 −∆d −∆c + vk3

 ,
(6)
with k1 = kp, k2 = kp − kd and k3 = kp − kd ∓ kc for the
(+,−,∓) configurations. Since the microwave is off here,
|r2〉 is not coupled.
Absorption on the probe transition occurs for eigen-
states with eigenvalue s = 0, i.e. we solve
Hsub(v)

 cecd
cr

 = s

 cecd
cr

 =

 00
0

 , (7)
where the ci are the coefficients of a normalized eigen-
state. Solving det(Hsub(v)) = 0 amounts to finding the
roots of a third-order polynomial in v, which has real so-
lutions vl with a counter l ranging from 1 to up to 3. The
state coefficients ci,l then follow for each of the real roots,
vl. The strength of the probe absorption of atoms trav-
eling at velocity vl is proportional to |ce,l|2, and the net
absorption summed over all roots is approximately pro-
portional to
∑
l P (vl)|ce,l|2. Here, we obtain the roots vl
as a function of ∆c, for selected values of ∆d, and plot
them on the (∆c, v)-plane. Using the Rabi frequencies
Ωd and Ωc listed in Fig. 2, we plot the roots as crosses in
Figs. 3 (a) and (b); symbol diameter is proportional to
|ce,l|.
Our numerical model for the absorption, outlined in
Sec. III, is more accurate because it accounts for the
level decays and probe saturation. Numerically solving
Eqs. (1-5) yields [dα/dv](∆c, v), which we also plot in
Figs. 3 (a-c) on a color map using the Ωp, Ωd and Ωc listed
in Fig. 2. The absorption coefficient α(∆c) is obtained
by integrating dα/dv over v. The resultant transmission
spectra, plotted in Fig. 3 (d), are T (∆c) = exp(−αL)
with cell length L = 7.5 cm. In Figs. 3 (a-c) it is seen
that the analytical roots vl and |ce,l|-values from Eqs. (6-
7) and the numerical solutions from Eqs. (1-5) present the
same picture as to which velocity classes in the atomic
vapor cause what degree of absorption. Thereby, the an-
alytical model from Eqs. (6-7) is useful because it lends
itself to elucidate the underlying physics. On the other
hand, the numerical solutions from Eqs. (1-5) are re-
quired to quantitatively model the experimentally mea-
sured spectra. In the following we will use both the an-
alytical model and the numerical solutions to interpret
the various observed spectra.
3. Interpretation of results
We first discuss the case of EIA. In the middle curves
in Fig. 2, the parameters are ∆d = 0, k2 < 0 and
Ωc/Ωd <
√
−k3/k1 = 1.266. For this case it is found that
Eq. (7) has only one real root, v1, at any ∆c. Fig. 3 (a)
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FIG. 3. (a-c) Velocity-specific absorption-coefficient maps, [dα/dv](∆c, v), vs coupler detuning and velocity, displayed on
linear color maps, for (+,−,−) configuration and the indicated values of the dressing-beam detuning, ∆d, calculated with the
complete numerical model from Sec. III. The probe detuning ∆p = 0, and Rabi frequencies are as in Fig. 2 (b). The crosses
and their diameters show positions and absorption strengths of dressed states derived from the analytical model explained in
Sec. IVA2, where atomic decay is neglected and the probe is assumed to be weak. Panels (a) and (b) correspond to EIA
and EIT, respectively, for parameters as used in our rubidium experiment and cell temperature 300 K. For comparison, in
(c) we show an absorption map and dressed-state positions and absorptions for EIA on the cesium cascade with wavelengths
λp = 852 nm, λd = 1470 nm and λc = 790 nm. To allow for a comparison, atom density, velocity distribution P (v) and Rabi
frequencies are the same in (a-c). Panel (d) shows probe transmissions obtained from panels (a-c), and for the Rb cascade with
wavelengths λp = 780 nm, λd = 1366 nm and λc = 740 nm (labeled Rb II).
shows [dα/dv](∆c, v) and the root v1 of Eq. (7) for this
case. The root closely follows the “ridge line” of large
dα/dv obtained in the exact calculation (dark-red regions
on the color map). Also, |ce,l|, indicated by symbol size,
presents a good qualitative measure for the magnitude of
dα/dv along the ridge line. Integrating the dα/dv-data in
Fig. 3 (a) over v yields the thick solid curve in Fig. 3 (d).
In view of Fig. 3 (a), it is apparent that EIA becomes par-
ticularly strong when the derivative of the root dv1/d∆c
at ∆c = 0 becomes large. In this case, absorption from a
wide range of velocity classes in the vapor cell is accumu-
lated at ∆c ≈ 0, leading to particularly strong EIA. As
previously discussed in [23], the EIA feature is deepest
and narrowest when Ωc/Ωd =
√
−k3/k1 = 1.266. This
condition is equivalent to [dv1/d∆c](∆c = 0) →∞.
For the Rb cascade studied in our experiment, EIA
is enhanced even more because k2 ≈ 0 for this cas-
cade. For k2 ≈ 0 the region of large dα/dv at ∆c ≈ 0
extends over a particularly wide range in velocity (see
Fig. 3 (a)), leading to a large integral [
∫
[dα/dv]dv](∆c),
as evident in the thick solid curve in Fig. 3 (d). In con-
trast, for large and positive k2, the case of [23], one finds
that Eq. (7) has three roots in most ∆c-domains and
that the region of large dα/dv at ∆c = 0 is limited to
|v| . Ωd/(2
√
k1 k2). This is visualized in Fig. 3 (c),
which is for the Cs transitions chosen in [23]. There, for
Ωd = 2π × 25 MHz the region of large dα/dv is capped
at |v| . Ωd/(2
√
k1 k2) = 16.5 m/s, leading to a compara-
tively small EIA effect at ∆c ≈ 0. The three transmission
curves plotted in Fig. 3 (d) for ∆d = 0 demonstrate that
6the Rb case with λp = 780 nm and λd = 776 nm has,
indeed, by far the strongest EIA.
For comparison, in Fig. 3 (d) we additionally show
the EIA curve for the 5S1/2 ↔ 5P3/2 ↔ 6S1/2 ↔ nPJ
cascade in Rb, which has wavelengths λp = 780 nm,
λd = 1366 nm, λc = 740 nm, and k2 ≫ 0. It is seen
that this case exhibits relatively weak EIA, similar to
that of the Cs cascade studied in [23].
We now briefly discuss the case of EIT for off-resonant
dressing beam and then consider the context between
EIA and EIT. In Fig. 3 (b) we show the roots vl of
Eq. (7) and the exact solution for dα/dv for the case
∆d = 2π × 20 MHz (top curves in Fig. 2). Except
for ∆c ∼ 0, there are three roots, with the root near
v = −3025 m/s having zero absorption. The other two
roots form a comparatively narrow anti-crossing that re-
sults in correspondingly narrow EIT signals (Fig. 2 top
and bottom panels and blue curve in Fig. 3 (d)).
The difference in behavior seen at zero vs substan-
tially non-zero ∆d (strong, wider EIA versus somewhat
less strong, narrower EIT) corresponds to different limits
of the dressed states formed by the dressing transition.
The velocity roots that correspond to the two dressed
states at large ∆c (or, with the coupler turned off) are
given by v± = ∆d2k2 ±
√
(∆d
2k2
)2 +
Ω2
d
4k1k2
. For ∆d = 0 and
k2 > 0, resonant coupling results in a pair of symmet-
ric and anti-symmetric Autler-Townes(AT)-split states
at v± = ± Ωd
2
√
k1k2
that both have 50% probability in
|e〉, leading to two equally strong horizontal absorption
bands, as seen in Fig. 3 (c). The width of the EIA fea-
ture near ∆c = 0 scales with Ωc (see Fig. 3 (c) and the
cases of ∆d = 0 in Fig. 3 (d)). Note that in Fig. 3 (a) the
horizontal absorption bands are absent because k2 < 0.
On the other hand, for large ∆d the two AT states are
highly asymmetric. In that case, the dressing and coupler
beams drive a two-photon transition that has intermedi-
ate detuning ∆d from the |d〉-level and two-photon Rabi
frequency Ωd Ωc/(2∆d). This leads to narrow EIT lines
at large ∆d, with widths on the order of ΩdΩc/(2∆d)
(see Fig. 3 (b) and the cases of ∆d = 2π × 20-MHz in
Fig. 3 (d)).
B. (+,−,+) configuration and comparison
Figure 4 (a) shows experimental results when the laser
beams are in (+,−,+) configuration. We obtain strong
EIT signals when ∆d is close to zero and weak EIT signals
when ∆d = ±2π× 16 MHz. The results show reasonable
agreement with the simulation in Fig. 4 (b). In both
experiment and simulation it is seen that the ∆d = 0-case
exhibits wide, massive EIT over the entire range, with a
broad peak around ∆c = 0, and narrower, less high and
asymmetric EIT peaks in the detuned-∆d cases. In the
detuned-∆d cases, the EIT peaks are shifted from ∆c =
0, both in experimental and simulated results. Measured
and simulated spectra deviate from each other in that
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FIG. 4. (a) Experimental probe transmission signal vs ∆c
for the indicated values ∆d, for laser beam directions in the
(+,−,+) configuration. The transmission axes are on the
same arbitrary scale. EIT is observed for all cases with
∆d/(2pi) = −16, 0,+16 MHz. (b) Probe transmissions cal-
culated with the model in Sec. III for cell temperature of
300 K, cell length L = 7.5 cm, and Ωp = 2pi × 15 MHz,
Ωd = 2pi × 30 MHz, and Ωc = 2pi × 18 MHz.
in all cases the experimental EIT peaks are lopsided to
the right. This may be attributable to slight elliptical
polarizations and optical pumping of the atoms within
the interaction volume. Such effects are not covered by
our model because it neglects magnetic substructure.
In Fig. 5 we present an overview calculation to compare
the EIT and EIA effects between the (+,−,∓) configu-
rations. The absorption coefficient is plotted vs coupler-
laser scan, ∆c (horizontal axis), for a range of dressing-
beam detunings, ∆d (vertical axis). All phenomena ex-
plained above are reproduced. Noting the difference in
color-scale range, it is reaffirmed that the (+,−,+) case
generally exhibits much stronger EIT than the (+,−,−)-
case, across all frequency detunings.
In terms of linewidth and signal height/ depth, the
Rydberg-EIT/EIA features in the (+,−,∓) configura-
tions can be ranked in usability for Rydberg-state spec-
troscopy in the following descending order:
(1) (+,−,−)-EIT
(2) (+,−,−)-EIA
(3) (+,−,+)-EIT for ∆d 6= 0
(4) (+,−,+)-EIT for ∆d = 0,
In the next section we calibrate a 100-GHz transmis-
sion system using EIT and EIA in the (+,−,−) configu-
ration, the measurement methods that rank the highest
in our comparison.
V. MICROWAVE MEASUREMENTS
Rydberg spectroscopy presents an excellent tool for mi-
crowave [5] and sub-THz [26] metrology. Using three-
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FIG. 5. Absorption coefficient, calculated with the model in Sec. III, for Rb three-photon EIT/EIA for the level scheme shown
in Fig. 1 (without microwave) vs coupler (horizontal) and dressing detuning (vertical axis) for the (+,−,−) (panel a) and the
(+,−,+) (panel b) beam-direction configurations. To allow for a comparison, in both (a) and (b) we have used the same Rabi
frequencies, Ωp = 2pi × 10 MHz, Ωd = 2pi × 25 MHz and Ωc = 2pi × 18 MHz.
photon Rydberg-EIT/EIA with red and infrared laser
diodes may present an advantage over the more widely
used two-photon Rydberg-EIT due to reduced cost and
the fact that red and infrared light may cause less photo-
electric effect and ionization within the vapor cells, po-
tentially reducing the effects of DC electric fields on the
quality of the Rydberg spectra. Here we use microwave-
field-induced AT splitting on the Rb 28F7/2 ↔ 29D5/2
resonance to measure a microwave field.
FIG. 6. (a) A series of EIA spectra in (+,−,−) configuration
with ∆d = 0 and a microwave field of 100.633 GHz driving
the 28F7/2 ↔ 29D5/2 transition. The probe field is horizon-
tally and all other fields are vertically polarized. The spectra
are labeled by the power Psig the signal generator supplies
to the frequency quadrupler. (b) Same for EIT in (+,−,−)
configuration with ∆d = −2pi × 80 MHz. (c) Autler-Townes
splittings (left axis) from panels (a) and (b) and derived mi-
crowave electric fields (right axis) vs Psig. An allometric fit
to the EIT data shows that in the non-saturated regime the
quadrupler power scales with the ninth power of Psig.
The 28F7/2 ↔ 29D5/2 transition has a large radial
electric-dipole moment matrix element of 1047 ea0 and
an average angular matrix element for the relevant π-
polarized transitions (m = 1/2 and 3/2) of 0.47. The
effective electric-dipole moment d¯z is the product of the
radial and averaged angular matrix elements. The mi-
crowave field, ERF , follows from
ERF ≈ ~∆AT
d¯z
, (8)
with AT splitting ∆AT and d¯z = 492 ea0. The large
value of d¯z makes the measurement method very sen-
sitive to the microwave field. We set the microwave
generator (Keysight N5183A MXG) at a frequency of
25.1582 GHz. The field is frequency-quadrupled using an
active frequency multiplier (Norden N14-4680) to reach
the microwave frequency of 100.633 GHz, which is on
resonance with the 28F7/2 → 29D5/2 transition. The AT
splitting observed in three-photon Rydberg-EIT/EIA ap-
proximates the microwave Rabi frequency, ΩRF , which
in turn reveals the microwave electric field according to
Eq. (8) [2, 27, 28].
In Fig. 6 we present measurements for both EIA (left)
and EIT (middle) in the (+,−,−) configuration, as well
as the derived AT splittings (right), for the indicated
power levels of the 25-GHz signal generator. It is evident
that the EIT signals have a narrower linewidth, allow-
ing one to resolve the AT peaks at a lower microwave
field than in the EIA case. In the present case, the AT-
splitting data allow us to perform an absolute calibra-
tion of the 100-GHz microwave electric field at the loca-
tion of the vapor cell relative to the utilized microwave
horn (Chendu LB-10-15). The AT splittings (left axis in
Fig. 6 (c)) and Eq. (8) yield the RF electric field (right
8FIG. 7. Calculated EIA (a) and EIT (b) transmission spec-
tra with the RF field turned on, for ∆d = 0 and ∆d =
−2pi×80 MHz, respectively. The laser beams are in (+,−,−)
configuration, and the optical Rabi frequencies are Ωp =
2pi × 20 MHz, Ωd = 2pi × 25 MHz and Ωc = 2pi × 18 MHz.
The RF Rabi frequency ranges from 0 (top) to 2pi × 72 MHz
(top), varied in equidistant steps.
axis). The data in Fig. 6 (c) show that below satura-
tion the quadrupler power scales as the ninth power of
the signal-generator power, highlighting the fact that the
quadrupler is a highly nonlinear device.
The saturation RF electric field of the quadrupler at
the atom location is about 11 V/m, as seen in Fig. 6 (c).
Using the standard gain from the horn manufacturer’s
data sheet, 18.7 dBi, and the chosen distance between
the horn and the cell, 28 cm (which is in the far field),
the maximum radiated power from the quadrupler is es-
timated at 2 mW. The quadrupler data sheet specifies
1 mW. The slight elevation of our power measurement
may be due to constructive standing-wave interference of
the 100-GHz field within the cell [4, 29–31], which would
increase the measured output power of the quadrupler,
and/or to a conservative quadrupler specification (i.e.,
the quadrupler might perform slightly better than spec-
ified). The change in laser beam paths between the EIA
and EIT sets of data shown in Fig. 6 may have caused a
slight variation in standing-wave effects, which could ex-
plain the difference in saturation electric fields between
the EIT and EIA measurements of the RF electric field.
Finally, we have modeled the RF spectra in Fig. 6 along
the lines of Eqs. (1-5). The results, shown in Fig. 7, are in
good agreement with the measured spectra. It is, in par-
ticular, confirmed that the EIT signal at large dressing-
beam detuning ∆d allows one to resolve smaller AT spit-
tings than the EIA signal, due to the smaller width of
the EIT peaks.
VI. CONCLUSION
We have performed a comprehensive experimental and
theoretical study of three-photon Rydberg-EIA/EIT in
an atomic vapor cell. Physical interpretations have been
provided that elucidate the underlying physics. Fig. 6
demonstrates that three-photon Rydberg-EIT, with low-
cost all-infrared laser diode systems, may be valuable for
absolute calibration of microwave frequency instrumen-
tation. This could be particularly useful in the sub-THz
and THz frequency regimes, where detectors can be inac-
curate or may be unavailable. In future work it is desir-
able to account for optical-pumping effects, as well as for
line splittings in complex RF spectra (for instance, spec-
tra obtained in stronger RF fields or with more highly-
excited Rydberg levels). The large Hilbert spaces in such
extended Rydberg-EIT/EIA systems can be modeled ef-
ficiently using quantum Monte Carlo wavefunction meth-
ods [25, 32] and Floquet methods [33, 34], respectively.
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