Abstract-Clustering can be used as an effective technique to achieve both energy load balancing and an extended lifetime for a wireless sensor network (WSN). This paper presents a novel approach that first creates energy balanced fixed/static clusters, and then, to attain energy load balancing within each fixed cluster, rotates the role of cluster head through uniformly quantized energy levels based approach to prolong the overall network lifetime. The method provided herein, not only provides near-dynamic clustering performance but also reduces the complexity due to the fact that cluster formation phase is implemented once. The presented simulation results clearly show the efficacy of this proposed algorithm and thus, it can be used as a practical approach to obtain maximized network lifetime for energy balanced clusters in fixed clustering environments.
I. INTRODUCTION
A Wireless sensor network (WSN) [1] usually contains a large number of MEMS-based sensor nodes with limited processing, memory, radio communication and energy resources. Due to these limited resources, monitoring the interested physical phenomenon by numerous sensing devices for an extended period of time, makes it a complex and challenging task. Since, sensor nodes are usually battery operated, studying and analyzing the lifetime of WSNs are of vital importance as the lifetime needs to be maximized.
Clustering is used commonly as a basic and effective approach to design energy efficient sensor networks with extended lifetime as it reduces the communication overhead by decreasing the energy consumption due to shorter communication distance. There exist extensive research work that uses different types of clustering techniques [2] , [3] to prolong a network lifetime by minimizing the energy usage and applying energy load balancing via rotating the role of cluster head within each cluster. The classification of these clustering methods can be carried out based on different perspectives, for instance, there are fixed/static or dynamic clustering algorithms that may use a centralized, distributed or hybrid algorithm to form clusters.
In centralized clustering algorithms, the base station (BS) takes the leading role in selecting the cluster heads.
On the other hand, in distributed clustering algorithms, every sensor determines its role based on certain system parameters such as residual energy or some probabilistic value. Protocols that utilize hybrid approach carry out their cluster formation and maintenance task with the help of both the BS and the sensor nodes. Here, static and centralized clustering will be of our main interest. The Low-Energy Adaptive Clustering Hierarchy (LEACH) [4] , [5] protocol is a simple and elegant approach to create dynamic clusters using a distributed algorithm that rotates cluster heads by assigning a probabilistic indicator function to each node in the network. In [5] , a simulated annealing based centralized version of LEACH called LEACH-C is described to improve the lifetime of a network by ensuring that the network always has a certain number of clusters in the network as the standard LEACH algorithm does not guarantee to have the same number of cluster heads in each round due to its probabilistic nature. The Hybrid Energy-Efficient Distributed (HEED) [6] algorithm considers quasi-stationary sensor network and chooses cluster heads based on a probabilistically scaled residual energy model and routes the sensed data to the BS using multi-hop communication.
Authors in [5] also proposed a fixed clustering counterpart of LEACH-C, named, LEACH-F to provide a comparison between fixed and dynamic clustering approaches. In [7] , a fixed clustering hierarchy arithmetic based on energy prediction (FCHEP) method is introduced to solve energy efficiency problem by predicting the residual energy of nodes and appointing an automatic cluster head having the highest remaining energy. Similarly, a different residual energy based scheme for fixed clustering called EnergyEfficient Protocol with Static Clustering (EEPSC) [8] is introduced for better network lifetime performance by again taking use of signal intensity. An enhancement to EEPSC is achieved by additionally considering spatial distribution of sensors to reduce intra-cluster communication as suggested in [9] . A hybrid approach using both fixed and static clustering called Dynamic/Static Clustering protocol (DSC) is proposed in [10] by extending LEACH-C.
Although, all of the above mentioned protocols have their advantages and shortcomings they generally do not highlight explicitly how to handle energy load balancing problem in WSNs so that the lifetime of the network can be extended and also the gap between the death of the first and the last node can easily be minimized. This paper focuses on the formation of optimum number of fixed clusters in a randomly deployed WSN consisting of stationary nodes. Moreover, this work also addresses the issues related not only to maximize the network lifetime but also to achieve energy load balancing. The novelty of this work is that it introduces a new centralized two-phased protocol to first obtain energy balanced clusters and then, to enable the sensor nodes within each fixed cluster share their residual energy information as part of their transmitted packets to the cluster head in the form of a uniformly quantized energy level as suggested in [11] . This sharing of quantized energy information enables us to reach near optimum energy load balancing which leads to a prolonged system lifetime. The remaining sections of this paper are organized in the following order: Section II and its subsections provide details about the used network model, the energy model of the system and the definition of the lifetime of the WSN and provide two different heuristic lifetime curves to highlight the problem at hand. In Section III, the proposed two-phased scheme for energy balanced fixed clustering and the rotation of cluster head in each cluster using uniformly quantized energy levels based algorithm are explained in detail. Section IV focuses on the performance analysis of proposed scheme. Finally, Section V concludes the paper by summarizing the findings of the work.
II. SYSTEM MODEL

A. Network Model
The sensor network model used in this paper is illustrated graphically in Fig. 1 . We consider a randomly deployed WSN consisting of two distinct "roles" of nodes: cluster heads and regular sensor nodes. Each node is aware of its position and residual energy and is equipped with a limited initial energy supply and has moderate processing power and data transmission capabilities. There exist a fixed number of clusters in the network for each round of communication and only one cluster head in each cluster. A sensor can only transmit its data to an associated cluster head which forwards the aggregated data as a single packet to the BS. The association between the sensors and their corresponding cluster head in each cluster is determined by energy balanced fixed clustering algorithm as explained later.
B. Energy Model
The energy consumption model proposed in [5] is used here as well. Thus, to transmit a p-bit message to a distance d, the energy cost of transmitter can be expressed as here E elec is the constant amount of energy consumed by the electronics, fs is the power loss of free space and mp is power loss due to multipath fading. To receive a p-bit message the receiver spends E Rx (p) = pE elec amount of energy.
C. Heuristic Lifetime Curves
In a WSN application, the lifetime of the network is usually defined as either the amount of time elapsed until the first node completely depletes its energy or the last node in the network dies. In our work, we consider the former case and measure the network lifetime in terms of the number of rounds of periodical data transmission. We believe that once a node dies, the network will become unstable and will not provide the necessary coverage. The behavior of the lifetime curve of a WSN is mainly determined by how evenly the load is balanced in terms of available energy of the the nodes. It is obvious that cluster heads spend more energy than the ordinary sensor nodes as they consume energy for sensing the environment, receiving data from the associated nodes, aggregating the data and forwarding it to the BS. Therefore, it is important to rotate the role of cluster heads in an optimized manner in order not to over utilize any sensor node and to distribute the load evenly among all the sensors. Fig. 2 heuristically shows two different lifetime performance curves with different energy load balancing characteristics. In an ideal energy load balancing case, the workload is evenly distributed such that the energy dissipated by each node is balanced and the entire network dies out at the same time. Although, it is an ideal model and is difficult to achieve in practical scenarios, it will serve as a good reference point to assess the performance of the proposed model. The poor energy load balancing case shows that some nodes are overly utilized as compared to others and thus, the time elapsed between the exhaustion of the first and the last node is moderately high, i.e., a curve with a longer tail. 
III. ENERGY BALANCED FIXED CLUSTERING (EBFC)
WITH LOAD BALANCING
In order to achieve energy load balancing in fixed clustering a two-phase approach is suggested. The need for this new algorithm is due to the fact that most existing clustering algorithms fail to provide near optimum load balancing. In Phase I, a new algorithm to create energy balanced clusters is presented followed by Phase II where energy load balancing within each cluster is achieved by rotating the role of cluster head in a cluster. The details regarding the suggested approach are provided in following subsections.
A. Phase I: Energy Balanced Fixed Clustering (EBFC)
For EBFC, we propose a new one time cluster formation algorithm after the random deployment of sensor nodes over a sensing field as shown in Fig. 3 using the following steps:
1) All nodes uniformly quantize their energy levels based on the required number of quantization levels by using the given relationship
here, K is the required number of quantization levels, Δ represents the equally spaced energy intervals and E th is the minimum threshold energy required to directly transmit a packet from the furthest node in the network to the BS (pre-configured before the deployment). The disjoint and equally-spaced energy level regions can be expressed as
Hence, the number of bits required to represent the discretized residual energy of each node becomes q = log(K). 2) Each node sends its location information to the BS.
3) The BS forms n initial clusters using conventional k − means clustering algorithm. Once n clusters are created, it is assumed that all nodes in each cluster are located at the centroid of each cluster i.e., intra-cluster communication is ignored. 4) Label each cluster in ascending order i.e., the cluster closest to the BS (using Euclidian distance) as cluster 1 and the second closest as cluster 2 and so on.
5)
Compute the total number of packets X i that a single node can transmit to the BS from the centroid of each cluster (straightforward computation as the distance to BS from the centroid and the initial energy of the node are known). 6) The following relationship for the total number of packets X i that can be transmitted by a single node located at the centroid C i to the BS holds
The above relationship simply means that a node that is closest to the BS will send more packets to the BS than those that are further from the BS. 7) In order to form energy balanced clusters, we need to make sure that each fixed cluster should be able to send an equal number of packets to the BS. To achieve this, the total number of nodes in distant clusters must be greater than the ones that are closer to the BS. Hence, the following ratios can be used to provide us with an estimate about the number of packets that can be send to the BS
The above relationship can be interpreted as, if a node in cluster 1 requires one unit of energy to send X 1 number of packets to the BS, cluster 2 , cluster 3 and so on will require X 1 /X i units of energy to send the same number of packets to the BS. 8) Since there are N number of deployed nodes in the system, we have N units of available total energy and the following relationship between the number of nodes in each disjoint cluster N i and the total deployed nodes N holds
The above equation can written alternatively by using the sum of the scaled ratios X 1 /X i as
Here, the multiplication factor β will determine the number of nodes that should belong to a cluster in order to form energy balanced clusters. In the above equation, since all parameters are known β can be computed easily. 9) Multiplying β with the ratios given in step 7 and ceiling the value will give us the total number of nodes that are required in each cluster (N i 's) to obtain energy balanced clusters. 10) Since initial k − means clustering will contain either extra or less number of nodes than the ones required due to step 9, each cluster will have to either borrow or give away nodes to other clusters to make sure that energy balanced clusters with required number of nodes in each cluster N i are created. In order to obtain energy balanced clusters, the clusters with extra nodes will allow clusters with missing nodes (deficient clusters) to borrow the missing number of nodes using the minimum Euclidean distance criteria i.e., a deficient cluster will borrow any node from extra nodes clusters that will be closest to its centroid in term of Euclidean distance. 11) After borrowing and lending away nodes the new centroid value of each cluster will change and it needs to be calculated iteratively until the system reaches an unchanging state i.e., a state is reached when the new centroid does not change considerably due to borrowing and lending. Here, from the simulations, we observed that the system reaches equilibrium when the number of iterations is 5.
B. Phase II: Energy Load Balancing Using Uniformly Quantized Energy Levels
Once energy balanced clusters are formed, the cluster head within each cluster will be determined by first considering the highest quantized residual energy level followed by the one that is closest in Euclidean distance to the cluster centroid C i . For energy load balancing using uniformly quantized energy levels, the proposed cluster head rotation procedure is explained using the following steps: 1) Once energy balanced clusters are formed the BS chooses a cluster head in each cluster that has the highest remaining quantized energy level. In case of multiple candidates, the node that is closest to the cluster centroid C i is chosen. 2) The BS broadcasts the ID of each cluster head along with the IDs of associated nodes to every cluster in the network. The IDs of all the associated nodes need to be send only once as the the clusters are fixed. 3) Upon receiving the frame from the BS, all nodes in the network start the sensing process. 4) Associated nodes send a packet containing sensed data and their current quantized energy level to their cluster head. After each transmission, all associated nodes update their current quantized energy level. 5) Upon receiving all sensed data from the associated nodes, each cluster head aggregates the data into a single packet and sends a packet containing the aggregated sensed data to the BS. After transmission of data, each cluster head updates its current quantized energy level. 6) A list of node IDs that have energy level greater than the cluster head's current quantized energy level is also send along with aggregated data to the BS if and only if the cluster head's energy level falls below the highest energy level in the list. 7) If it is time to change the cluster head due to the energy exhaustion of any cluster head, go to Step 2.
IV. SIMULATION PARAMETERS AND RESULTS
We performed extensive MATLAB simulations to evaluate the performance of EBFC algorithm. In our simulations, the channel model and the related parameters are chosen according to the ones used in [5] and are also given in Table I . It is assumed that 100 sensor nodes each having an initial energy of 0.2J are deployed randomly over a sensing field with dimensions 100m×100m and the BS is located at (50,175). Fig. 4 exhibits simulated lifetime curves for the proposed scheme with five clusters for various quantization levels (8, 16, 32 and 64) and packet sizes (64, 128 and 256 bytes). The results are compared with dynamic cluster formation method as proposed by authors in [11] for the same packet sizes with 64 quantization levels. Since both methods use uniformly quantized energy levels for cluster head selection, the provided plots can be compared fairly to highlight the difference between fixed and dynamic clustering methods [11] . As expected, it is evident from the plots that the dynamic clustering outperforms the proposed fixed clustering method by around 14% (64 byte packet). Furthermore, for 128 and 256 byte sized packets the difference is around 10% and 8% respectively. Intuitively speaking, dynamic clustering was expected to perform better as the cluster formation was optimized each time when clusters were created, whereas, in fixed clustering they were only optimized initially. Hence, the gap between the death of the first node and the last node is less (steep tail) in dynamic clustering approach than EBFC method. Despite this, the newly proposed fixed clustering algorithm has performed fairly well and it has the advantage of only one time cluster formation.
Through extensive simulations we found that the optimal number of fixed clusters is between 3−6 which is somewhat similar to the case of dynamic clustering approach [11] . It should be noted that a few number of clusters increase intra-cluster communication overhead due to an increased distance between the sensor nodes and can result in poor performance, whereas, a large number of clusters increase the distance between the BS and the far away cluster heads which again can degrade the performance of the system. Hence, neither too few or too many clusters are expected to provide near optimal results. We also noticed that too many quantization levels also provide inferior performance due to a frequent switch in cluster heads role. Having 32 (i.e., q = 5) and 64 (i.e., q = 6) quantization levels provided the best results.
V. CONCLUSION AND REMARKS
This paper introduces a new fixed clustering algorithm (EBFC) which at first creates energy balanced clusters and then chooses a cluster head in each cluster by sharing each sensor node's energy via uniformly quantizing energy levels to apply energy load balancing and achieve a prolonged network lifetime. The results of simulations demonstrate that EBFC exhibits a fairly similar performance as its dynamic clustering counterpart due to the fact that EBFC realizes the clustering formation phase only once and has no multiple cluster formation phase related overhead. ACKNOWLEDGMENT This paper has been accepted for publication in the proceedings of WSN-ADT Workshop that had been held in conjunction with NTMS 2012.
