Abstract Good lattice rules are an important type of quasi-Monte Carlo algorithms. They are known to have good theoretical properties, in the sense that they can achieve an error bound (or optimal error bound) that is independent of the dimension for weighted spaces with suitably decaying weights. To use the theory of weighted function spaces for practical applications, one has to determine what weights should be used. After explaining that lattice rules based on figures of merit with classical weights (classical lattice rules) may not give good results for highdimensional problems, we propose a "matching strategy", which chooses the weights in such a way that the typical functions of a weighted Korobov space are similar (in the sense of similar relative sensitivity indices) to those of the given function. The matching strategy relates the weights of the spaces to the sensitivity indices of the given function. We apply the Korobov construction and the component-bycomponent construction of lattice rules with the suitably chosen weights to the valuation of high-dimensional financial derivative securities, and find that such weighted lattice rules improve dramatically on the results for the classical lattice rules; moreover, they are competitive with other types of low discrepancy sequences. We also demonstrate that lattice rules combined with variance reduction techniques and dimension reduction techniques increase the efficiency significantly. We show that an acceptance-rejection approach to the construction of lattice rules can reduce the construction cost with almost no loss of accuracy.
Introduction
High-dimensional integrals occur in various applications, such as physics, statistics and financial mathematics. For example, from the theory of arbitrage-free pricing [12] , the fair value of a European path-dependent option or multi-asset option can be formulated as a multiple integral, with the dimension corresponding to the number of time steps in the time discretization or the number of assets. Monte Carlo (MC) and quasi-Monte Carlo (QMC) methods are now widely used for pricing complex financial derivatives (see [1, 2, 3, 20] ). Consider the evaluation of a d-dimensional integral:
The MC estimate of the integral I d (f ) takes the form
where the points x 0 , . . . , x n−1 are independent and identically distributed (i.i.d.) random samples from the uniform distribution on [0, 1] d . It is well known that MC method has a probabilistic convergence rate of order O(n −1/2 ) independently of the dimension. The QMC methods replace the random samples in MC by carefully chosen deterministic points, so as to yield better uniformity than the random samples. Let H be a Hilbert space of functions defined on [0, 1] d with norm || · || H , then (see [8, 24] )
where e(Q n,d ; H) = sup{|I d (f ) − Q n,d (f )| : f ∈ H, ||f || H ≤ 1}
is called the worst-case error of Q n,d (f ) or the discrepancy of the point set {x k } n−1 k=0 . To minimize the QMC error, one should construct a QMC algorithm such that its worstcase error in a suitable space H is as small as possible. There are two important classes of point sets that are well suited to multivariate integration: digital nets and good lattice rules [17, 21] . In general, the QMC methods have deterministic error bounds of the order O(n −a (log n) b ) for functions satisfying some regularity conditions, where a > 1/2 and b is a constant in the order of d. This convergence is asymptotically better than that of MC. For weighted function spaces with fast decaying weights, it is possible to establish a QMC error bound that is independent of the dimension [10, 14, 22, 29] .
Lattice rules (of rank-1) are QMC algorithms of the special form
where z = (z 1 , . . . , z d ) is the generating vector of integers with no factor in common with n, and the braces around a vector indicate that each component of the vector is to be replaced by its fractional part. A central topic in the theory of lattice rules is to find a "good" generator z. Several constructions are known, such as the Korobov construction [13] and the component-by-component (CBC) construction [23] . These constructions are considered in weighted function spaces, and some good theoretical properties of the resulting lattice rules have been revealed [14, 23, 34] . However, their usefulness for practical high-dimensional problems has not yet been established, the main difficulty being that these constructions depend on certain "weights". For practical applications, we need to know what weights should be used. It has been observed that the functions in financial derivative pricing are often special, in that some variables are more important than others, and/or the lower-order "interactions" of the variables are more important than the higher-order ones (that is to say, the functions can often be well approximated by sums of low-dimensional functions), see [3, 33] . Many functions in other applications have similar properties. The classical lattice rules (i.e, the lattice rules with classical weights, see Section 2) do not take advantage of such specific properties. While many high-dimensional financial problems have been successfully solved by digital nets (such as the Sobol points [27] , see [20] ), the successful use of good lattice rules has been reported only in relatively low dimensions. In fact, in our experience (reported below) lattice rules based on figures of merit with classical weights may not give good results for highdimensional financial problems, and indeed may give worse results than MC. By investigating the ANOVA decomposition, we shall see that the classical choice of weights not only treats all variables equally, but also implicitly treats higher-order interactions between the variables as more important than the lower-order interactions! This unreasonable emphasis on the higher dimensional interactions may lead to poor quality of low-dimensional projections of the lattice points, especially two-dimensional projections (see [30] ), and is therefore inappropriate for the functions from finance. We believe that this is an important reason why classical lattice rules tend to fail for high-dimensional finance problems.
In this paper we make use of the so-called weighted spaces, introduced in [24] for Sobolev spaces and in [25] for (periodic) Korobov spaces. In weighted function spaces, the variables are associated with weights. These weights then enter the worst-case error, which is the criterion of goodness used to search for lattice rule generators. For this reason the determination of suitable weights is a central theme of this paper. Intuitively, for finance applications lattice rules need to concentrate on more important variables and on low-order interactions. Using different coordinate weights in the figure of merit was suggested in [7] .
The outline of this paper is as follows. In Section 2, we introduce the weighted Korobov spaces and present the criterion of goodness for good lattice rules. In Section 3, we propose a "matching strategy" to choose good weights, relating the weights to the sensitivity indices. In Section 4, we present several constructions of lattice rules, including a variant of the constructive algorithm for finding the vector z in (2) , that speeds the construction by introducing an acceptance-rejection technique. The effectiveness of various (weighted and unweighted) lattice rules for financial derivative pricing is investigated numerically in Section 5. Section 6 presents the conclusions.
2 Weighted Korobov spaces and the quality measure for lattice rules
As in [25] , we work in the framework of weighted Korobov spaces H d,α,γ of functions defined in [0, 1) d . This is the Hilbert space of periodic integrable functions with absolutely convergent Fourier series and with the reproducing kernel K d,α,γ given by
where {γ j } is a sequence of positive numbers (the weights). The prime on the sum indicates that the term h = 0 is omitted. The smoothness parameter α > 1 characterizes the rate of decay of the Fourier coefficients. If γ j = 1, the space H d,α,γ is the classical unweighted Korobov space. The space H d,α,γ is equipped with the inner product
where
Note that for a small weight γ j , a function f with a norm at most 1 can depend only weakly on the jth variable. More general assumptions on the weights, and thus on the induced weighted spaces, have been studied, see [5, 6] . In the space H d,α,γ the worst-case error defined by (1) is given by (see [25] )
for the case of the rank-1 lattice rule (2) . The worst-case error e n,d (z) will be used as the criterion of goodness for lattice rules. For the constructive algorithms to be discussed in Section 4, it is important to be able to compute the worst-case error efficiently. For the case when α is an even integer, it is known that
where B α (x) is the Bernoulli polynomial of degree α. In particular, B 2 (x) = x 2 − x + 1/6. Thus the infinite sum in the formula of the worst-case error (4) can be computed easily when α = 2. Remark 1. Note that if γ j = 1 for all j, then e 2 n,d (z) equals P α , which is the classical criterion for lattice rules and is defined as (see [21] )
where h := max(1, |h|). In this paper, the term "classical lattice rules" is used to mean the lattice rules constructed by minimizing the classical quality measure P α . Let g(x) = K d,α,γ (x, 0) with γ j = 1 for all j, then P α can be written as the quadrature error:
This observation is important for the analysis in Section 3.
3 What weights should be used in practice?
The construction of lattice rules in weighted Korobov spaces depend on the weights γ j , since the weights enter the criterion of goodness. Such a situation is quite different from the constructions of digital sequences, such as the Sobol sequence [27] and the Niederreiter sequence [17] . However, the dependence of lattice rules on the weights is also good news: we have the possibility to control the weights based on information about the integrands, in order to make the constructed lattice rules more suited to our needs. An important question is what weights should be used in practice?. Another is how do the weights affect the quality of the lattice rules and their practical performance?. The weights in a weighted Korobov space moderate the relative importance of successive variables and groups of variables. On the other hand, for a given function the relative importance of variables and groups of variables can be measured by Sobol's sensitivity indices [28] , which are explained below. We shall relate the weights of the space to the sensitivity indices of the given function, the basic idea being to choose the weights in such a way that "typical functions" (see Subsection 3.2) of the weighted Korobov spaces have similar relative sensitivity indices to the given function. If this matching is successful, then we have good reason to expect that the resulting lattice rules will be suitable for the given function.
Sensitivity analysis for the given problems
The relative importance of each variable or group of variables can be measured by sensitivity indices, which are related to the ANOVA decomposition of functions. For any subset u ⊆ {1, . . . , d}, we use the notation |u| for its cardinality, and use −u for its complementary set {1, . . . , d}−u. For x ∈ [0, 1) d , let x u be the |u|-dimensional vector containing the components of x whose indices are in u. Any square-integrable function f (x) can be written as a sum of its ANOVA terms:
where f ∅ = I d (f ) and the terms f u (x) are defined recursively by
where the sum in the last term is over strict subsets v = u. Each ANOVA term identifies the contribution of distinct group of variables to f . The ANOVA decomposition (7) is orthogonal, in that
It follows that the variance of f can be expressed as
where σ
2 dx for |u| > 0 is the variance of f u , which indicates the contribution of the term f u to the total variance
∅ . Sensitivity indices are defined as the ratios
They are useful for measuring the relative importance of each ANOVA term. Clearly, ∅ =u⊆{1,...,d} S u (f ) = 1. Letting u be a subset of {1, . . . , d}, the total variance corresponding to u is defined as
Writing x = (x u , x −u ) and y = (y u , y −u ), then it can be shown (see [28, 31] ) that
This formula can be used to calculate numerically an approximation to the variance of each ANOVA term. Because our focus is on financial derivative pricing, where the corresponding functions are dominated by low-order ANOVA terms, we are mainly interested in the variances of low-order ANOVA terms. The variance of the first-and second-order ANOVA terms can be computed as follows:
u (f ) can be computed directly by (8) .
• For |u| = 2, say u = {i, j}, σ 2 {i,j} (f ) can be evaluated from
where T {i,j} (f ) can be computed by (8) .
In this way, for a given function f one can calculate its sensitivity indices S u (f ) for |u| = 1, 2, to obtain information about the relative importance of each variable and the pairwise interactions between variables. For our purpose we only need to compute several sensitivity indices.
ANOVA decomposition for weighted Korobov spaces
For a weighted reproducing kernel Hilbert space, it is also possible to obtain some information about the behavior of the functions of the space by analyzing typical functions in the space. Consider the weighted Korobov spaces with the smoothness parameter α = 2. Based on (5), the reproducing kernel K d,α,γ (x, y) in (3) with α = 2 can be written as
For any fixed y
We call f y * (x) a "typical function" of the weighted Korobov space H d,2,γ due to the following: (1) . Each f y * (x) belongs to the space H d,2,γ and has full dimension d. (23) below) with ∆ = 1 − y * is exactly the worst-case error in the space H d,2,γ . This can be verified by using (4) and
The function f y * (x) has a multiplicative structure. To exploit this, we note that, for any fixed y * j ∈ [0, 1),
.
and
Using the formulas in [31] , the ANOVA terms of f y * (x) and the corresponding variances are
The total variance of f y * (x) is
Therefore, the sensitivity indices of the typical function f y * can be computed easily. Note that all the variances σ 2 u (f y * ) and σ 2 (f y * ) are independent of the point y * . Due to this fact, a typical function will also be denoted by f * (x). It is clear from (11) that the relative importance of the ANOVA terms strongly depends on the weights.
Why are classical lattice rules not suitable for high-dimensional financial problems?
We explain why classical lattice rules may be not suitable for high-dimensional financial problems. Consider the classical unweighted Korobov space with the weights γ j = 1 for all j. For a typical function f * in this space, from (11) we have
Since π 4 /45 = 2.1646 · · · > 1, the relative importance of a high-order ANOVA term of f * is much more significant than that of a low-order term. Indeed, the sensitivity index of the ANOVA term f * u , namely
depends exponentially on |u| (with π 4 /45 as the base). Moreover, the number of ANOVA terms with order |u| is d |u| , which is increasing for |u| < d/2. Thus a typical function f * has large effective dimension in the superposition sense, see [31] .
The classical quality measure of lattice rules P α is the quadrature error of the lattice rule applied to a certain function, see (6) . In particular, P 2 is the quadrature error of the function
with all γ j = 1 (see [21] ), i.e.,
The function K d,2,γ (x, 0) with all γ j = 1 is a typical function in the space H d,2,γ . As just shown, such a function has strong high-order ANOVA effects and relatively weak loworder ones (say, the first-and second-order terms). Classical lattice rules are constructed by minimizing P 2 . From the nature of the integrand K d,2,γ (x, 0), by minimizing P 2 we are paying more attention to the high-order ANOVA terms and less to low-order terms. A lattice rule that minimizes P 2 may be the best one for the artificial space H d,2,γ (with all γ j = 1), but the corresponding worst-case error is in general very large (see [21] ). A recent investigation shows that the lattice rules found by minimizing P 2 have very bad two-dimensional projections [30] .
(Note that all rank-1 lattice have the same one-dimensional projections.) However, many practical problems have a quite different ANOVA structure from the function K d,2,γ (x, 0). Quite commonly, the functions in finance are dominated by low-order ANOVA terms, often just the first-and second-order terms. While the third-order terms sometimes have a small influence on the function, higher-order terms are usually negligible. That is to say, an ANOVA expansion to the third-order
(or even to the second-order) often provides a quite satisfactory approximation of f (in the L 2 -norm sense). It is therefore unreasonable to use the classical lattice rules for such financial problems. Indeed, it is quite possible that the classical lattice rules may lead to bad results, even worse than MC (see Section 5 for examples). This is why it is important to choose more appropriate weights for practical applications in high dimensions.
Determining the weights by a matching strategy
We show how to determine empirical weights by matching the relative sensitivity indices of a typical function of a weighted Korobov space to the given function. Assuming that the variables x 1 , x 2 , . . . , x d are labelled in the order of decreasing importance, for the given function we compute the approximate values of the variances of some ANOVA terms using the method in Section 3.1:
The relative sensitivities can then be obtained from
The first ratio indicates the relative importance of x 1 and x 2 , and the second the relative importance of the joint interaction of x 1 and x 2 to that of x 1 alone. On the other hand, suppose that f * is a "typical function" in the weighted Korobov space H d,2,γ and suppose that the weights have the two-parameter form
where a and τ are parameters to be determined. Then from (11) the variance of the ANOVA term of f * is
From (14), we have
In the two-parameter matching strategy we choose the parameters a and τ , and hence the weights, by equating the respective ratios in (12) and (15) . This yields
The weights γ j are then determined by γ j = aτ j , j = 1, . . . , d. For functions whose successive variables become less and less important and the interactions between variables are weaker than the main effects, one has v {2} (f ) < v {1} (f ) and v {1,2} (f ) < v {1} (f ), and thus one must have τ < 1 and a ≤ 3 √ 5/π 2 ≈ 0.68 (implying the classical weights are much too large). We can verify whether the weights determined in this way are reasonable for a given problem, by comparing "predicted" sensitivity indices with the actual values. For example, for the particular problem, given S {1} (f ) and the weights determined by γ j = aτ j we can predict the sensitivity indices of all ANOVA terms from the theory. Indeed, from (14) we have
and similarly
On the other hand, we can compute their actual values for the given problem by the method given in Section 3.1:
and
. If the predicted values fit the actual values well, we have good reason to expect that the typical functions of the weighted Korobov space (with the weights so determined) match the given function well, and that it is reasonable to use these weights for constructing lattice rules. We describe an experiment of this kind in Section 5.
Remark 2. The use of the weights in the form (13) is motivated by the observation that in some financial problems [31, 33] , the variances captured by the successive variables are naturally ordered and decrease approximately exponentially (we use τ to characterize this); moreover, the high-order interactions are weaker than the low-order interactions (here a characterizes the relative importance of ANOVA terms of different orders: small a means that only low-order terms are important). Such weights are easy to work with, since only two parameters a and τ need to be determined. Note that it would be more robust to base the estimation of the parameters on v u (f ) for all u of cardinality one and two, but this would require much more computation.
The matching strategy can also be used to determine more general weights γ j . Define the relative weights τ j := γ j /γ 1 . It is then convenient to write the weights as
The parameters a and τ j (j = 2, . . . , d) can also be determined by a matching strategy:
where v {j} (f ) and v {i,j} (f ) are the approximate values of σ 2 j (f ) and σ 2 {i,j} (f ), respectively. A simplification of (13) is the one-parameter form of weights: γ j = a for j = 1, . . . , d (obtained by letting τ = 1). This choice is suitable for functions with (nearly) equally important variables. At the other extreme, one could associate each "important" ANOVA term with its own weight, and associate the unimportant terms with the weight 0. The weights are then of the non-product form studied in [6] .
Remark 3. If we are completely successful with the matching, i.e., if the weights γ j are such that all the sensitivity indices S u (f * ) for u ⊆ {1, . . . , d} of the typical functions f * of the form (10) are the same as these of the given function f , or at the extreme that the given f is actually one function of the form (10), for example,
, then the lattice rule constructed by minimizing the worst-case error of the corresponding weighted Korobov space with the weights γ j is the best choice for the given f . This is because, as mentioned earlier, the worst-case error for that weighted Korobov space is exactly the quadrature error for the given function f .
Remark 4. Typically, accurate estimation of the sensitivity indices for a practical problem is no easier than the original integration problem, because the formula (8) involves highdimensional integrals. For practical use, we can take a "simpler" problem which is similar to the original one, but with the property that computation of the corresponding sensitivity indices is easier, or even analytically tractable. It then seems plausible that the weights and the lattice rules found for the simpler problem will be useful for the original problem (this is seen to be the case for the examples in Section 5). Another situation is that we have many integrals of a similar type to compute, these integrals often differing from each other by differing values of some parameters. If we can show that the choice of weights or the quality of the resulting lattice rules is not very sensitive to the parameters lying in some ranges, then the weights (and the lattice rules) found for one particular integral may be useful for other integrals in the class. In our experience, even a rough estimation of good weights can bring a large benefit. See Remark 5 below for more discussion.
Non-periodic function spaces
The functions encountered in practice are generally not periodic, and hence do not lie in the weighted Korobov spaces. However, it is known that when dealing with randomly shifted lattice rules in non-periodic reproducing kernel Hilbert spaces, it is the "shift-invariant" kernel that is relevant to the error analysis (see [22] ). For a reproducing kernel K(x, y), the shift-invariant kernel K sh associated to K is defined by (see [11] )
An important property of the shift-invariant kernel is
where H(K) and H(K sh ) are the reproducing kernel Hilbert spaces with kernels K and K sh , respectively. Therefore, a good lattice rule for H(K sh ) corresponds to a good randomly shifted lattice rule for the space H(K).
In some important cases, the shift-invariant kernel is a weighted Korobov kernel. Consider the Sobolev space of non-periodic functions with the reproducing kernel (see [26] )
Its shift-invariant kernel can be obtained by directly computation
which is exactly the kernel K d,2,γ (x, y) in (9) . Next, consider the Sobolev space used in [24] :
In [25] it is shown that its shift-invariant kernel is
Once more, apart from a constant factor, the shift-invariant kernel is just K d,2,γ (x, y) in (9) with γ j given as above. That constant factor is irrelevant for our present purpose. Therefore, by estimating γ j (using the matching strategy) we may for example take the point of view that we are simultaneously estimating the weights
in the setting of [24] , i.e., for the Sobolev space kernel (19) .
Constructing the lattice rules
In dimension d ≥ 3 one normally finds lattice rules by computer searches based on a certain criterion of goodness, say the worst-case error. In this section, we present several constructions, including the Korobov construction [13, 34] , the CBC construction [14, 22, 23] and a cheaper modification of the CBC construction. We consider the case when n is prime. In this case, each component of the generating vector z of the lattice rule (2) can be chosen from the restricted set Z n = {1, 2, . . . , n − 1}.
Algorithm 1 (Korobov construction)
Suppose n is prime. For each fixed dimension d and given weights {γ j }, the optimal Korobov generator is found by minimizing (1, a, . . . , a d−1 ) mod (n).
Algorithm 2 (Component-By-Component (CBC) Full Search Algorithm)
Suppose n is prime and the weights are given. The generator z is found as follows: 1. Set the first component z 1 of the generator z to 1. 2. For t = 2, 3, . . . , d, find z t ∈ Z n such that
It is proved in [14] that the resulting lattice rule satisfies
where C(d, δ) depends on d and δ. Moreover, if
The good theoretical properties indicate the potential superiority of such lattice rules. A disadvantage of Algorithm 2 is its full search character in finding each component. It is desirable to speed up the construction. Here we take an approach which allows an incomplete search at some steps.
Acceptance-rejection control algorithm
Given a d-dimensional generator z = (z 1 , . . . , z d ), Algorithm 2 indicates a way of finding the next component by full search. We give here a more flexible way. For any z d+1 ∈ Z n , we have
Define the mean of e 2 n,d+1 (z, z d+1 ) over z d+1 ∈ Z n as:
An explicit formula for M n,d,α (z) can be derived by using a similar method to that in [14, 22, 23] . The proof is omitted.
n . Suppose that n is prime, then
where ζ is the Riemann zeta function, ζ(α) =
The mean M n,d,α (z) can be used as a benchmark in searching the next component (see Algorithm 3 below). In our experience, an optimal component may be expensive to find, but nearly optimal components are not rare, indeed are quite common. Thus at least for some components (for example, the components associated with small weights), the full search is unnecessary. Instead, we can perform a random search. In order to preserve as far as possible the good theoretical properties, we use an acceptance-rejection control search. * − 1, find z t ∈ Z n , such that e 2 n,t (z 1 , . . . , z t ) is minimized . 3. For t = d * , . . . , d, the component z t is found in the following way:
. . , z t−1 ), accept this z t as one candidate; otherwise, reject it.
• (b) Repeat step (a) until the number of acceptances is m * , or all possible values of z t ∈ Z n are exhausted.
• (c) Choose the best one from the accepted z t 's in the sense of smallest e n,t (z 1 , . . . , z t ).
The search is controlled by two parameters d * and m * . The first d * − 1 components are found in the same way as in Algorithm 2. The remaining components are found by using the acceptance-rejection search; m * is the maximum number of acceptances. We have the flexibility to choose these parameters according to the computing resource or the problem at hand. By choosing d * = d + 1 or m * sufficiently large, Algorithm 3 becomes equivalent to Algorithm 2. The lattice rules generated by Algorithm 3 partially preserve the good theoretical properties of the rules generated by Algorithm 2. We have convergence order O(n −1/2 ), the same as MC, but the practical performance can be much better than MC.
Theorem 2 Suppose n is prime and the generator z is found by Algorithm 3. Then
Moreover, if the weights satisfy ∞ j=1 γ j < ∞, then the lattice rule so constructed achieves an error bound with the convergence order O(n −1/2 ), independently of the dimension.
The result follows easily by proving recursively that at each step the squared worst-case error e 2 n,d (z 1 , . . . , z t ) is no worse than the average M n,t−1,α (z 1 , . . . , z t−1 ), and that
(1 + 4γ j ζ(α)) .
The error bound (20) [18] have shown that there is an algorithm equivalent to Algorithm 2 whose cost is reduced to O(n log n d
2 ).) Although the theoretical properties of the lattice rules generated by Algorithm 1 (see also [34] ) and Algorithm 3 are not as so good as those of the lattice rules from Algorithm 2, their practical performance is similar (see Section 5).
Financial derivative pricing

Path-dependent options
Consider the problem of pricing path-dependent options with terminal payoff g(S t 1 , . . . , S t d ), where S t 1 , . . . , S t d are the prices of the underlying asset at times t 1 , . . . , t d . For simplicity, assume the prices are sampled at equally spaced times t 0 = 0, t j = t j−1 + ∆t, j = 1, . . . , d, ∆t = T /d, T is the expiration date. Assume that under the risk-neutral measure the underlying asset follows geometric Brownian motion (Black-Scholes model):
where r is the risk-free interest rate, σ is the volatility and B t is the standard Brownian motion. The analytical solution to (21) is
Thus simulating values of S t reduces to simulating values of B t . Based on the risk-neutral valuation principle [12] , the value of the option at time t = 0 is
where E Q [·] is the expectation under the risk-neutral measure Q. Note that the random vector (B t 1 , . . . , B t d ) T =: (y 1 , . . . , y d ) T is normally distributed with mean zero and covariance matrix V = (min(t i , t j )) (22) we have S t j = exp(µ j + σy j ). The payoff can be then written as
The value of the option at time 0 can be written as
where in the second step a linear transformation (y 1 , . . . ,
The change of variables can also be interpreted as a covariance matrix decomposition or a way of generating the Brownian motion:
where z 1 , . . . , z d are i.i.d. standard normal variables. The standard construction generates the Brownian motion sequentially in time: given B 0 = 0,
In this case, the corresponding matrix A is the Cholesky decomposition of V. Now consider Asian call options based on the arithmetic average of the underlying asset. The terminal payoff is
where K is the strike price at time T . To improve the efficiency, as an option in our calculations we take the payoff of the corresponding geometric average Asian call option as a control variate:
for some multiplier b, the optimal b in the MC setting, in the sense of minimizing the variance of
, which can be estimated numerically. The same multiplier b * will also be used in the QMC setting (see [9] for the possible dangers). We will also use optionally antithetic variates and their combinations with control variates.
To reduce the effective dimension, we use the Brownian bridge (BB) [3, 16] or principal component analysis (PCA), see [1] . The advantage of BB and PCA is that they will match the most significant parts of the Brownian motion with the coordinates of the QMC points that have the highest quality. See [31] on the determination of the effective dimension and the extent to which the effective dimension can be reduced by BB and PCA.
We divide our experiments into two parts: one is to determine suitable weights; the other is to construct the corresponding lattice rules and compare their performance with other methods. In our calculations, we use the following parameters:
The exact estimation of the sensitivity indices for the arithmetic average Asian option problem is not easier than the original problem, due to the high dimensionality of the integrals involved (see (8) ). Thus to estimate the sensitivity indices, we take the simpler problem of the geometric average Asian option. The sensitivity indices can be computed easily as shown in [33] . For the standard construction they are
The parameters a, τ are determined by (16) , resulting in τ = 0.93 and a = 0.20 for d = 16; and τ = 0.98 and a = 0.098 for d = 64. The weights γ j can be determined by (13) . Tables 1  and 2 present the comparison of the predicted sensitivity indices (computed by (17) and (18)) and the actual values of the sensitivity indices of some first-and second-order ANOVA terms for d = 64. The predicted values fit the actual ones surprisingly well (both the predicted and the actual values for higher order terms are very small; we do not list them). We will use the obtained weights to construct lattice rules by Algorithms 1-3 (setting d * = 10, and m * = 200 in Algorithm 3) and use the resulting lattice rules for arithmetic average Asian option problems. We compare their performance with MC and QMC based on the Sobol sequence [27] . The performance of the unweighted lattice rules (i.e., with all γ j = 1) will also be compared. In order to get an error estimate for each method, the standard deviations are computed. We use random shifts for lattice rules and the digitscrambling method [19, 32] for the Sobol sequence. A randomly shifted lattice rule takes the form (see [4] )
where ∆ is chosen from a uniform distribution on [0, 1) d . We take m replications of Q n,d (f, ∆) and compute
where ∆ 1 , . . . , ∆ m are i.i.d. samples. The square root of the sample variance
provides an estimation of the standard deviation of Q n,d (f ). The relative efficiency ratio of Q n,d (f ) with respect to crude MC is defined by Eff [
where Var(Q MC ) is the sample variance of the crude MC estimate based on mn random points. The relative efficiency ratio is the factor by which the number of points in crude MC would need to be multiplied to achieve the same accuracy. Tables 3 and 4 show the standard deviations and relative efficiency ratios of various estimates with respect to crude MC. The results are discussed in Section 5.3.
Pricing multi-asset options
Consider a European-style multi-asset derivative whose terminal payoff is φ(S 
Therefore, the current price of the derivative security can be written as
where A is any real d × d matrix satisfying AA T = Σ. The matrix A characterizes the method of generating the Brownian motions.
Consider a call option on the arithmetic average prices of the d assets. The payoff is
The control variate is chosen to be the payoff of the corresponding call option on the geometric average price of the d assets:
The following parameters will be used: S j 0 = 100, σ j = 0.2, ρ ij = 0.3, r = 0.1, T = 1 year , K = 100. We use the same strategy as above. We find suitable weights for the standard construction and the geometric average multi-asset option, and use them to construct lattice rules for the arithmetic average multi-asset option. (For the model parameters given above, the parameters which determine the weights in the form (13) are a = 0.25 and τ = 0.75 for both d = 16 and d = 64). Variance reduction and dimension reduction techniques will also be used. The computational results are given in Tables 5 and 6 .
Summary of the computational experiments
The computational results in Sections 5.1 and 5.2 show the following:
• The weights γ j have a strong influence on the efficiency for all types of lattice rules, not only for CBC lattice rules, but also for Korobov lattice rules. Without weights (i.e., all weights are taken to be 1), all three types of lattice rules behave very badly: their performance is not only much worse than that of the Sobol sequence, but also worse than that of MC. However, with the suitably chosen weights, the efficiency of all types of lattice rules is dramatically improved. In many cases (especially in the standard construction of Brownian motion), they are more efficient than the Sobol sequence.
• The lattice rule constructed by the acceptance-rejection control algorithm is as efficient as the full search CBC lattice rule. But the former can be constructed faster, thus is more suitable for practical use. In the weighted case, both types of CBC lattice rules are in general more efficient than Korobov lattice rules.
• Dimension reduction and variance reduction techniques can increase the efficiency of lattice rules considerably (there is no advantage in using antithetic variates in QMC without BB or PCA, but there is some advantage for QMC in conjunction with BB or PCA). Their combinations lead to extremely efficient estimates. However, the unweighted lattice rules in conjunction with these techniques lead to results that are worse than MC. This means that even the control variates or dimension reduction techniques cannot rescue the unweighted lattice rules. In other words, the potential efficiency of dimension reduction and variance reduction techniques also depends on the quality of the point set.
• For the standard construction the full CBC lattice rules seem to perform better than the Sobol method. For the BB and PCA constructions the contest is more even. It should be noted that our matching strategy was carried out for the standard construction only, so a reduction in quality when applied to the BB and PCA constructions is not unexpected. (Therefore there is still room to improve the efficiency of lattice rules in the context of the BB or PCA constructions.)
• The weights γ j = aτ j found for our examples are quite different from the classical ones (γ j = 1 for all j). The matching strategy of choosing weights for these problems is both practical and well suited to the finance problems considered here. Even a rough estimation of weights can offer a large improvement in efficiency.
Remark 5. To see how "robust" the parameters a and τ are, we selected several sets of model parameters (σ, K, r) for the case of the Asian option, and determined a and τ by the method discussed in Section 4 and Section 5.1. Surprisingly, given the dimension d, the value of τ remained almost constant, while the parameter a changed slightly with a very clear trend: it increases as the strike price K and/or the volatility σ increases (and/or as the interest rate r decreases). The same phenomenon was observed for a multi-asset option for fixed correlations ρ ij .
The values of a have a common feature in all our examples, that they are much smaller than 1. Such values of a capture the essential characteristics of finance problems. Small values of a guarantee that more attention is put on low-order ANOVA terms and less on high-order terms. The resulting lattice rules are guaranteed to have good low-dimensional projections, especially two-dimensional projections. Therefore, the lattice rules are robust in some sense. This makes it sensible to use the weights and the lattice rules found for one set of model parameters for other sets of model parameters without significant changes. In our experience, small changes of weights have no significant influence on the quality of the lattice rules. We omit the computational results relating to these aspects.
In general, lattice rules constructed with small a and small τ are well suited to functions with small superposition dimension (d su ) and small truncation dimension (d tr ), while lattice rules constructed with small a but with τ ≈ 1 are well suited to functions with small d su , but not necessarily small d tr . Since finance problems often have small d su (or even small d tr ), any constructions (based on any criterion, not just the one we used in this paper), which generate lattice rules with good low-dimensional projections (especially two-dimensional projections), may work well for such problems, see [15, 30] .
Concluding remarks
This paper investigated lattice rules for certain high-dimensional problems in finance, concentrating on the problem of what weights should be used in practice for constructing lattice rules. We explained why the classical lattice rules may be inefficient for high-dimensional finance problems. Consistently with this, the computational results show that blind use of lattice rules may lead to estimates that are worse than the MC estimate. Exploiting information about the problem, we choose suitable weights by a matching strategy, which relates the weights to the sensitivity indices. The lattice rules constructed with the suitably chosen weights improve the performance significantly over the usual unweighted lattice rules. The computational experiments are quite encouraging. More complicated finance problems need to be investigated empirically, and more research is needed into the construction of robust efficient lattice rules.
Tables: the computational results
The sensitivity indices of first-order ANOVA terms S {j} × 100 j = 1, . . . , (17) and (18), using the values of a and τ from (16) , and the computed value of S {1} .
The sensitivity indices of second-order ANOVA terms S {i,j} × 10 4 j = 2 j = 3 j = 4 j = 5 j = 6 j = 7 j = 8 j = 9 i = 1 7. Table 3 , but for the number of time steps d = 64. For weighted lattice rules, the weights are γ j = aτ j with a = 0.098 and τ = 0.98. The optimal multiplier b * in the control variate is b * ≈ 1.037.
