We investigate the complexity of preorder checking when the specification is a flat finite-state system whereas the implementation is either a non-flat finite-state system or a standard timed automaton. In both cases, we show that simulation checking is EXPTIME-hard, and for the case of a non-flat implementation, the result holds even if there is no synchronization between the parallel components and their alphabets of actions are pairwise disjoint. Moreover, we show that the considered problems become PSPACE-complete when the specification is assumed to be deterministic. Additionally, we establish that comparing a synchronous non-flat system with no hiding and a flat system is PSPACE-hard for any relation between trace containment and bisimulation equivalence.
Introduction
One popular approach to formal verification of reactive systems is equivalence/preorder checking between a specification and an implementation which formally describe at a different level of abstraction a given system. This scenario may arise either because the design is being carried out in an incremental fashion, or because the system is too complex and an abstraction needs to be used to verify its properties. In this context, the verification problem is mathematically formulated as a question whether a behavioral equivalence or preorder holds between the labeled state-transition graphs of the specification and the implementation. Decidability and complexity issues for equivalence/preorder checking have been addressed for various computational models of reactive systems (see [10] for a survey of the existing results for infinite-state systems). Moreover, many notions of equivalences or preorders have been investigated, which turn out to be useful for specific aims. Van Glabbeek [21] classified such equivalences/preorders in a hierarchy, where bisimulation equivalence is the finest and trace containment is the coarsest.
Non-flat finite-state systems. Finite-state systems are a natural and a primary target in formal verification. When the systems are given as explicit (flat) state-transition graphs, then many relevant verification problems are tractable. For example, simulation-preorder checking and bisimulation-equivalence checking are PTIME-complete [2, 15] . However, in a concurrent setting, the system under consideration is typically the parallel composition of many components (we call such systems non-flat systems). As a consequence, the size of the global state-transition graph is usually exponential in the size of the system presentation. This phenomenon is known as 'state explosion', and coping with this problem is one of the most important issues in computer-aided verification. From a theoretical point of view, the goal is to understand better which verification problems have to face state explosion in an intrinsic way and which special manner of combining subsystems could avoid state explosion.
Different models of non-flat systems have been investigated. The simplest one is the fully asynchronous model (synchronization-free non-flat systems), where at each step exactly one component performs a transition [20, 13] . For more complex models, the components can communicate by shared actions (or by access to shared variables), and, additionally, actions may be 'hidden' (i.e., replaced by some special action) after the parallel composition [7, 12, 14] . For synchronization-free non-flat systems, some problems in equivalence/preorder checking are still tractable. In particular, Groote and Moller [5] have shown that if the alphabets of actions of the components are assumed to be pairwise disjoint, then checking bisimulation equivalence (and other equivalences which satisfy a certain set of axioms) is PTIME-complete. Moreover, for these systems and also for basic synchronous non-flat systems with no hiding (where the components are forced to synchronize on shared actions), checking trace containment/equivalence has the same complexity as for flat systems, i.e. it is PSPACE-complete [17, 20] . Simulation-preoder checking and bisimulation-equivalence checking for synchronous non-flat Our first result in a sense improves the EXPTIME-hardness result for timed simulation between timed automata, by showing that checking timed-abstract simulation remains EXPTIME-hard even if one of the compared TA is replaced by a flat (finite-state) system. Regarding our second and third results, they imply that refinement checking of non-flat systems is intractable even for the simplest model (actionbased parallel compositions of deterministic components with pairwise disjoint alphabets) and even if the specification is flat (note that for deterministic specifications, simulation preorder and trace containment are equivalent notions). Finally, our fourth result significantly strengthens the PSPACE-hardness result of Rabinovich [14] in which hiding is involved.
It is interesting to observe that our second result is surprising for the following reasons: if the alphabets of the components are assumed to be pairwise disjoint, then bisimulation checking between non-flat systems is in PTIME [5] , and simulation checking between a flat implementation and a non-flat specification (i.e., whether a flat system is simulated by a non-flat system) is in PTIME as well [13] . 1 Note that the lower bounds for the first three problems are optimal since they match well-known upper bounds in the literature (see Section 2). Due to lack of space, for the omitted details we refer the interested reader to a forthcoming extended version of this paper.
Preliminaries
Labeled transition systems and simulation preorder. A labeled transition system (LTS) over a (possibly infinite) set of actions Act is a tuple G = Act, S, s 0 , ∆ , where S is a (possibly infinite) set of states, s 0 ∈ S is a designated initial state, and ∆ ⊆ S × Act × S is the transition relation. A transition (s, a, s ) ∈ ∆ is denoted by s a − → s . We say that G is deterministic if for all s ∈ S and a ∈ Act, there is at most one transition of the form s a − → s for some state s . The set of traces of G, Tr(G), is the set of finite words a 1 , . . . , a n over Act such that there is a path in G from the initial state of the form s 0 a 1 − → s 1 . . . s n−1 a n − → s n . An Act-labeled tree is an unordered finite or infinite tree whose edges are labeled by actions in Act.
Note that an Act-labeled tree is a particular LTS over Act whose initial state is the root. For a LTS G over Act and a state s of G, the unwinding of G from s, written Unw(G, s), is the Act-labeled tree defined in the usual way.
Given two
and a ∈ Act 1 , then there is some state s 2 ∈ S 2 so that s 2 a − → s 2 ∈ ∆ 2 and (s 1 , s 2 ) ∈ R . If, additionally, the inverse of R is a simulation from G 2 to G 1 , then we say that R is a bisimulation from G 1 to G 2 .
Given states s 1 ∈ S 1 and s 2 ∈ S 2 , we say that s 1 is simulated by s 2 (resp., s 1 and s 2 are bisimilar) if there is a simulation (resp., bisimulation) R from G 1 to G 2 such that (s 1 , s 2 ) ∈ R . The simulation preorder (resp., the bisimulation equivalence ∼ bis ) is the binary relation over LTS defined as: G 1 G 2 (resp., G 1 ∼ bis G 2 ) iff the initial state s 0 1 of G 1 is simulated by the initial state s 0 2 of G 2 (resp., s 0 1 and s 0 2 are bisimilar). Moreover, the trace containment preorder tr is defined as:
Flat and Non-flat systems. A flat system (FS) is an LTS A = Act, Q, q 0 , ∆ such that Act and the set of states Q are both finite. The size of A is |A| = |Q| + |∆|.
A synchronization-free Non-Flat System (NFS) is a tuple S = A 1 , . . . , A k SF such that each compo-
where ∆ SF is defined as follows: ((q 1 , . . . , q k ), a, (q 1 , . . . , q k )) ∈ ∆ SF iff for some i, (q i , a, q i ) ∈ ∆ i and for all j = i, we have q j = q j .
We also consider synchronous NFS S = A 1 , . . . , A k , where the components
communicate by synchronization on common actions. Formally, S induces the FS given by
where ∆ is defined as folows: ((q 1 , . . . , q k ), a, (q 1 , . . . , q k )) ∈ ∆ iff for each i, (q i , a, q i ) ∈ ∆ i if a ∈ Act i , and q i = q i otherwise. Note that all the components A i such that a ∈ Act i must perform a transition labeled by a. Moreover, note that if distinct components have no actions in common, then
Timed automata. Let R ≥0 be the set of non-negative reals. Fix a finite set of clock variables X. The set C(X) of clock constraints (over X) is the set of boolean combinations of formulas of the form x ≤ c or x < c, where x ∈ X, and c is a natural number. A (clock) valuation (over X) is a function v : X → R ≥0 that maps every clock to a non-negative real number. Whether a valuation v satisfies a clock constraint g ∈ C(X), denoted v |= g, is defined in a natural way. For t ∈ R ≥0 , the valuation v + t is defined as
A timed automaton (TA) over a finite set of actions Act is a tuple T = Act, X, Q, q 0 , ρ , where Q is a finite set of locations, q 0 ∈ Q is the initial location, and ρ ⊆ Q × Act ×C(X) × 2 X × Q is a finite transition relation.
where S is the set of pairs (q, v) such that q ∈ Q and v is a clock valuation, s 0 = (q 0 , − → 0 ) ( − → 0 assigns to each clock value 0), and ∆ is defined as follows: (q, v)
Investigated problems. We consider the following decision problems: where ¢ is a fixed binary relation on LTS. We also consider the deterministic versions of Problems 1 and 2, where the FS B above is assumed to be deterministic. Theorem 1. Problems 1 and 2 are in EXPTIME, while their deterministic versions are in PSPACE.
Proof. Membership in EXPTIME for Problems 1 and 2 directly follows from the following: given a deterministic FS A over Act, one can trivially construct in linear-time a standard finitestate automaton which accepts all and only the words in Act * \ Tr(A). Fact 7 [8] : checking emptiness of the intersection of the languages accepted by two (nondeterministic) finite-state automata is in NLOGSPACE.
In the rest of this paper, we provide lower bounds for Problems 1 and 2 (and their deterministic versions) which match the upper bounds of Theorem 1. Moreover, we show that Problem 3(¢) is PSPACEhard for any binary relation ¢ lying in between trace containment and bisimulation equivalence.
3 EXPTIME-hardness of Problems 1 and 2
In this section, we show that Problems 1 and 2 are both EXPTIME-hard by polynomial-time reductions from the acceptance problem for linearly-bounded alternating Turing Machines (TM) with a binary branching degree, which is EXPTIME-complete [3] .
In the rest of this section, we fix such a TM machine M = A, Q = Q ∀ ∪Q ∃ ∪{q acc , q re j }, q 0 , δ, {q acc } , where A is the input alphabet, Q ∃ (resp., Q ∀ ) is the set of existential (resp., universal) states, q 0 is the initial state, q acc / ∈ Q ∀ ∪ Q ∃ is the (terminal) accepting state, q re j / ∈ Q ∀ ∪ Q ∃ is the (terminal) rejecting state, and δ :
is the transition function. In each non-terminal step (i.e., the current state is in Q ∀ ∪ Q ∃ ), M overwrites the tape cell being scanned, and the tape head moves one position to the left (−1) or right (+1). Moreover, we fix an input α ∈ A * and consider the parameter n = |α|.
Since M is linearly bounded, w.l.o.g. we assume that M uses exactly n tape cells when started on the input α. Hence, a TM configuration (of M over α) is a word C = β 1 , (a, q), β 2 ∈ A * · (A × Q) · A * of length exactly n denoting that the tape content is β 1 , a, β 2 , the current state is q, and the tape head is at position
we assume that when started on C α , no matter what are the universal and existential choices, M always halts by reaching a terminal configuration C, i.e. such that the associated state, denoted by q(C), is in {q acc , q re j } (this assumption is standard, see [3] ).
It is convenient to define the notion of acceptance of M as follows. For each q ∈ Q, define Val(q) = 1 if q = q acc , and Val(q) = 0 otherwise. A (full) pseudo-computation tree T of M from a TM configuration C is a binary tree whose nodes are labeled by TM configurations and such that the root is labeled by C, the internal nodes have two children, and the leaves are labeled by terminal configurations. If T is finite, then its boolean value Val(T ) ∈ {0, 1} is defined as follows. If T consists just of the root, then Val(T ) = Val(q(C)). Otherwise, let T L and T R be the trees rooted at the children of the root of T .
The tree T leads to acceptance if Val(T ) = 1. A (full) computation tree is a pseudo-computation tree which is faithful to the evolution of M . M accepts α iff the computation tree of M over C α , which by our assumption is finite, leads to acceptance.
In the rest of this section, we show that it is possible to construct in polynomial time (in the sizes of the fixed TM M and input α) an instance I of Problem 1 (resp., Problem 2) such that M accepts α iff the instance I has a positive answer.
Preliminary step: encoding of acceptance by simulation. Before illustrating the polynomial reductions to Problems 1 and 2 (in Subsections 3.1 and 3.2, respectively), we consider a preliminary step in which we define for a given finite set of actions Act and a given encoding of the TM configurations by words over Act, two Act-labeled trees ET C α and V T q(C α ),1 such that M accepts the fixed input α iff the root of ET C α is simulated by the root of V T q(C α ),1 . The tree ET C α is finite and deterministic, and it is a natural encoding of the computation tree of M over C α , while the tree V T q(C α ),1 is infinite and nondeterministic, and encodes in a suitable way all the possible finite pseudo-computation trees of M which lead to acceptance. The two encodings ensure that the root of ET C α is simulated by the root of V T q(C α ),1 iff
e. the full computation tree of M over α leads to acceptance. Now, we define these trees.
Assumptions: we assume that Act ⊇ Q ∪ (Q × {0, 1}) ∪ {L, R} and each TM configuration C is encoded by a finite word over Act, denoted by code(C). We denote by Codes the finite set of these codes, which are assumed to have the same length. The precise definition of Act and Codes will depend on the specific problem we consider (either Problem 1 or Problem 2).
For each code ∈ Codes, let T code be the finite Act-labeled tree, which is a chain and whose unique maximal path from the root is labeled by code. For a non-terminal configuration C = β 1 , (a, q), β 2 (i.e., such that q ∈ Q ∀ ∪ Q ∃ ), succ L (C) (resp., succ R (C)) denotes the TM successor of C obtained by choosing the left (resp., right) triple in δ(q, a). A good configuration is a configuration reachable from C α .
Definition 2. [Emulation trees]
For each good TM configuration C, the finite deterministic Act-labeled emulation tree of M from C, denoted by ET C , is inductively defined as follows. The tree ET C is obtained from T code(C) by adding an edge from the leaf x m of T code(C) (main node of level 0) to a new node x c (choice node of level 0) such that:
• C is terminal: x c is a leaf and the edge from x m to x c is labeled by (q(C),Val(q(C))).
• C is not terminal: let C L = succ L (C) and C R = succ R (C). Then, x c has two children x L and x R so that the subtree rooted at x L (resp., x R ) is isomorphic to ET C L (resp., ET C R ). The edge from the main node x m to the choice node x c is labeled by q(C), and the edge from x c to x L (resp., to x R ) is labeled by L (resp., R).
The structure of the emulation trees ET C is depicted in Figure 1 . The boolean value Val(ET C ) of ET C is the boolean value of the computation tree of M from C.
x m x c Figure 1 : Structure of the Act-labeled emulation tree ET C for a good TM configuration C.
Let T Codes be the tree encoding of Codes, i.e. the unique deterministic finite Act-labeled tree such that the set of sequences of edge-labels associated with all maximal paths from the root is exactly Codes. For all q ∈ Q and boolean value b ∈ {0, 1}, let Choices q,b be the non-empty finite set of pairs 
, one of these new edges labeled by q leads to a node y c (choice node of level 0) so that: (1) y c has two children y L and y R , (2) the edge from y c to y L (resp., to y R ) is labeled by L (resp., R), and (3) the subtree rooted at y L (resp.,
Note that the subtrees rooted at the main nodes of level 0 are isomorphic. The structure of V T q,b is depicted in Figure 2 .
Lemma 1. Fix a good TM configuration C, a state q ∈ Q, and b ∈ {0, 1}. Then, the root of ET C is simulated by the root of V T q,b iff q = q(C) and b = Val(ET C ).
Lemma 1 can be easily proved by structural induction over the (finite) tree ET C . By Remark 1 and Lemma 1, we obtain the following result.
Lemma 2. M accepts α iff the root of ET C α is simulated by the root of V T q(C α ),1 . Figure 2 : Structure of the infinite Act-labeled valuation tree V T q,b .
EXPTIME-hardness of Problem 1
In the case of Problem 1, the set Act of actions is given by
The code of each TM configuration C = C(1), . . . ,C(n) is the word over Act of length 3n defined as:
Note that each symbol u ∈ A ∪ (A × Q) is encoded by the word λ 0 , u, λ 1 . Let K be the size of A ∪ (A × Q). We fix an ordering {a 1 , . . . , a K } of the elements in A ∪ (A × Q) and we associate to each a i the timestamp τ(a i ) given by i.
We construct a strongly timed-deterministic TA T em over Act and a nondeterministic FS A val over Act of sizes polynomial in the sizes of the fixed TM M and input α so that: the unwinding of [[T em ]] abs from its initial state is the emulation tree ET C α of Definition 2, and the unwinding of A val from its initial state is the valuation tree V T q(C α ),1 of Definition 3. By Lemma 2 it follows that M accepts α iff
Hence, EXPTIME-hardness of Problem 1 follows.
Theorem 2. Given a TA T and a nondeterministic FS A, checking whether [[T ]] abs A is EXPTIMEhard, even if the TA T is assumed to be strongly timed-deterministic.
In the rest of this subsection, we illustrate the construction of T em (the construction of A val is an easy task).
Note that for a TM configuration C = C(1), . . . ,C(n), the 'value' u i of the i-th symbol of the left (resp., right) successor of C is completely determined by the values C(i − 1), C(i) and C(i + 1) (taking C(i + 1) for i = n and C(i−1) for i = 1 to be some special symbol, say ⊥). We denote by next L (C(i−1),C(i),C(i+ 1) (resp., next R (C(i − 1),C(i),C(i + 1)) our expectation for u i (these functions can be trivially obtained from the transition function δ of the fixed TM M ).
T em uses n + 1 clocks x 0 , x 1 , . . . , x n in order to ensure a correct emulation of the evolution of M .
Clock x 0 is reset on generating the special action λ 1 (and only in this circumstance). On generating the special action λ 0 , we require (x 0 = 0) to hold, on generating u ∈ A ∪ (A × Q), we require (x 0 = τ(u)) to hold, and on generating λ 1 , we require (x 0 = K) to hold. This ensures that the durations of the consecutive three steps at which the code λ 0 , u, λ 1 of u ∈ A ∪ (A × Q) is generated are 0, τ(u), and K −τ(u), respectively. Hence, the overall duration of these steps is exactly K (independent on the specific action u ∈ A ∪ (A × Q)). Moreover, the overall duration of the sequence of steps at which a code code(C) is generated is exactly nK. Furthermore, whenever an action u ∈ A ∪ (A × Q) is generated from a location associated with the i-th symbol of a TM configuration C, clock x i is reset (and only in this circumstance). This ensures that when the special action λ 0 , associated with the i-th symbol of the next generated TM configuration C dir with dir ∈ {L, R}, has to be generated, the following holds: the value of clock x i is exactly nK − τ(C(i)) and (assuming i < n) the value of clock x i+1 is exactly (n − 1)K − τ(C(i + 1)).
Thus, T em will time-deterministically move (by taking a transition whose action is λ 0 and whose clock constraint is
, where the 'value' C(i − 1) is 'transmitted' from the previous location.
At this point, T em has all the information (C(i − 1),C(i),C(i + 1), and dir ∈ {L, R}) to determine the i-th symbol of C dir . Thus, there is exactly one transition from location p of the form (p, u, x 0 = τ(u), {x i }, p ), where u = next dir (C(i − 1),C(i),C(i + 1)).
EXPTIME-hardness of Problem 2
In the case of Problem 2, the set Act of actions is given by
where for each i ∈ {1, . . . , n}, i denotes a fresh copy of i. The meaning of these symbols will be explained later. The code of a TM configuration C = C(1), . . . ,C(n) is now a word of length 2n given by
We construct a nondeterministic FS B val over Act and a synchronization-free NFS S SF over Act We note that a synchronization-free NFS of size polynomial in the size of M and α cannot faithfully emulate the evolution of M over the input α. In order to cope with this problem, we first define suitable extensions Ext ET C α and Ext V T q(C α ),1 of the emulation tree ET C α (Definition 2) and valuation tree V T q(C α ),1 (Definition 3), respectively, in such a way that the result of Lemma 2 holds even for these extensions. Then, we show that we can construct B val and S SF in such a way to ensure that the unwinding of [[S SF ]] from its initial state is the extended emulation tree Ext ET C α , and the unwinding of B val from its initial state is the extended valuation tree Ext V T q(C α ),1 .
Extended emulation trees and Extended valuation trees. Definition 4. [Extended emulation trees]
For each good TM configuration C, an extended emulation tree of M from C is a (possibly infinite) Act-labeled tree Ext ET C which extends the emulation tree ET C (Definition 2) in such a way that the following conditions are inductively satisfied. There is exactly one partial path from the root which is labeled by some code in Codes (note that by Definition 2, this path coincides with the partial path from the root to the main node of level 0 of ET C ). Moreover, each new edge from the main node of level 0 is labeled by an action in Act \ (Q ∪ (Q × {0, 1})) and:
• C is terminal: each new edge from the unique leaf of ET C is labeled by an action in Act \ {L, R}.
• C is not terminal: each new edge from the choice node x c of level 0 of ET C is labeled by an action in Act \ {L, R}. Moreover, let x L and x R be the children of x c in ET C (recall that the subtrees rooted at x L and x R in ET C correspond to ET succ L (C) and ET succ R (C) , respectively). Then, we require that the subtrees rooted at x L and x R in Ext ET C are extended emulation trees of M from succ L (C) and succ R (C), respectively.
Note that for a given (good) TM configuration C, there can be many extended emulation trees of M from C, and the definition above specifies only some properties that must be satisfied by them. We denote by Ext(ET C ) the nonempty set of extended emulation trees of M from C. An extended code is a word over Act of the form code · u · dir, where code ∈ Codes, u ∈ Q ∪ (Q × {0, 1}), and dir ∈ {L, R}. Let us consider the infinite Act-labeled valuation trees V T q,b of Definition 3. A node y of V T q,b is called starting node iff either y is the root or y is the child of some choice node (note that the subtree rooted at a child of a choice node corresponds to some valuation tree V T q ,b ). We extend V T q,b as follows, where T f ull denotes the Act-labeled infinite tree obtained as the unwinding of the deterministic FS having a unique state and for each u ∈ Act, a self-loop labeled by u.
Definition 5. [Extended valuation trees]
For all q ∈ Q and b ∈ {0, 1}, the infinite Act-labeled extended valuation tree Ext V T q,b is obtained from V T q,b as follows. For each node y of V T q,b , let y 0 be the first ancestor of y which is a starting node (note that y 0 may be y), and let w y 0 ,y be the word over Act labeling the partial path from y 0 to y. Note that w y 0 ,y has length at most 2n + 1 and is the proper prefix of some extended code. Then, for each u ∈ Act such that the word w y,y 0 · u is not the prefix of any extended code, we add an edge labeled by u from y to the root of a tree isomorphic to T f ull .
The following lemma is the variant of Lemma 1 for extended emulation trees and extended valuation trees.
Lemma 3. Fix a good TM configuration C, a state q ∈ Q, and b ∈ {0, 1}. Then, for each extended emulation tree Ext ET C ∈ Ext(ET C ), the root of Ext ET C is simulated by the root of the extended valuation tree Ext V T q,b iff q = q(C) and b = Val(ET C ). A is EXPTIME-hard, even if the components of S are assumed to be deterministic and their alphabets are assumed to be pairwise disjoint.
Constructions of the
Proof of Lemma 4. We need some additional definition. Let 0 ≤ i < 2n, last ⊥ ∈ {⊥}∪({1, 1, . . . , n, n}× (A ∪ (A × Q))) (where ⊥ is for undefined), and f ∈ {yes, no} such that last ⊥ = ⊥ iff i = 0. A (i, last ⊥ , f )-word is a proper prefix w p of a code in Codes such that |w p | = i, last ⊥ is the last symbol of w p if i > 0, and f = yes iff w p contains some occurrence of a symbol in { 1, . . . , n} × (A × Q). Moreover, for each u ∈ Act, we consider the predicate Prefix(i, last ⊥ , f , u) which holds iff there exists a (i, last ⊥ , f )-word w p such that w p · u is the prefix of some code in Codes. Note that by definition of Codes, the satisfaction of Prefix(i, last ⊥ , f , u) is independent on what representative is chosen in the set of (i, last ⊥ , f )-words, i.e., for all (i, last ⊥ , f )-words w p and w p , it holds that w p · u is the prefix of some code in Codes iff w p · u is the prefix of some code in Codes.
The FS B val = Act, P val , p 0 val , ∆ val satisfying the statement of Lemma 4 is defined as follows. The set of states is P val = {p f ull } ∪ P cod ∪ P main ∪ P choice ∪ {p # }, where:
• From state p f ull there are self-loops on all actions from Act. Thus, the unwinding of B val from p f ull corresponds to T f ull (see Definition 5).
• P cod consists of states of the form p cod = (q, b, i, last ⊥ , f ), where (q, b) ∈ Q × {0, 1}, 1 ≤ i ≤ 2n, last ⊥ ∈ {⊥} ∪ ({1, 1, . . . , n, n} × (A ∪ (A × Q))), and f ∈ {yes, no}, where last ⊥ = ⊥ iff i = 1. The states in P cod are used to generate all the codes in Codes. Intuitively, (q, b) is the currently processed pair TM state/ boolean value, i is the currently processed position of a code. Moreover, last ⊥ keeps track of the last generated symbol if i > 1, and the flag f is used to keep track whether a symbol of the form ( j, u) with u ∈ A × Q has already been generated in the previous i − 1 steps.
From state p cod , B val generates all the actions u ∈ Act in such a way that the following holds. If
holds (this means that the word w p · u is the prefix of some code in Codes, where w p is the (i, last ⊥ , f )-word generated in the previous i − 1 steps), then C val generates the letter u and moves to a state in P cod of the form (q, b, i + 1, u, f ) if i < n and to the main state (q, b) (see below) otherwise. If instead Prefix(i − 1, last ⊥ , f ) does not hold, then B val generates the action u and moves to the state p f ull .
• P main = Q × {0, 1}. States in P main are associated with the main nodes of Ext V T q(C α ),1 (corresponding to the main nodes of V T q(C α ),1 ).
• P choice = (Q × {0, 1}) × (Q × {0, 1}). States in P choice are associated with the choice nodes of Ext V T q(C α ),1 (corresponding to the choice nodes of V T q(C α ),1 ).
• State p # is associated with the nodes of Ext V T q(C α ),1 corresponding to the leaf nodes of V T q(C α ),1 .
The initial state p 0 val is (q(C α ), 1, 1, ⊥, no) and the transition relation ∆ val is defined as follows:
1. Transitions from p f ull : for each u ∈ Act, we have the transition p f ull u − → p f ull 2. Transitions to generate the codes in Codes: from each state (q, b, i, last ⊥ , f ) ∈ P cod and for each u ∈ Act, we have the following transition:
Transitions from main states (q, b) ∈ Q × {0, 1}: ((q 1 , b 1 
Transitions from choice states
), (q 2 , b 2 )) ∈ (Q × {0, 1}) × (Q × {0, 1}): • ((q 1 , b 1 ), (q 2 , b 2 )) L − → (q 1 , b 1 , 1, ⊥, no) • ((q 1 , b 1 ), (q 2 , b 2 )) R − → (q 2 , b 2 , 1, ⊥, no) • ((q 1 , b 1 ), (q 2 , b 2 )) u − → p f ull for each u ∈ Act \ {L, R}.
Transitions from state p
# : p # u − → p f ull for each u ∈ Act \ {L, R}.
Correctness of construction easily follows.
Proof of Lemma 5. The synchronization-free NFS S SF satisfying the statement of Lemma 5 is given by S SF = Cell 1 , . . . ,Cell n ,Control SF . Intuitively, Cell j (1 ≤ j ≤ n) keeps track by its finite control of the j-th symbol of a TM configuration, and it can generate only the actions of the form ( j, u) (where u ∈ A ∪ (A × Q)). Note that the action ( j, u) corresponds to the 2nd symbol in the j-th pair ( j, u), ( j, u) of the code of some TM configuration. Control is instead used to model the control unit of M , and it can generate only the actions in Act \ ({1, . . . , n} × (A ∪ (A × Q)) ). After having 'correctly' generated the code of a TM configuration C, Cell j is in state C( j) and Control is in a state which keeps track of the position i of the tape head of C together with the i-th symbol of C. Assume that C is not terminal. In order to generate for each dir ∈ {L, R}, the j-th pair ( j, u), ( j, u) (1 ≤ j ≤ n) of the code of the dir-successor succ dir (C) of C, the S SF -components behave as follows. Assume that j = i and j is not the position of the tape head in succ dir (C) (the other cases are similar). Since Control keeps track of the pair (i,C(i)) and the current position j, it can check (by using the transition function δ of the TM M ) whether this condition is satisfied or not. Note that in this case, the j-th symbol of succ dir (C) coincides with the j-th symbol of C, i.e. u = C( j), and, additionally u ∈ A. Then, Control guesses a pair ( j, u ) with u ∈ A and generates it. Component Cell j , which is in state C( j), will be able to generate in the next step the matching pair ( j, u ) iff u = C( j). In this way, the S SF -components ensure that for each choice dir ∈ {L, R}, exactly one code in Codes will be generated, and this code is precisely the encoding of succ dir (C). The crucial point is that even if other words of length 2n will be generated (due to all the possible interleaving of the individual and asynchronous computational steps of the single components), exactly one of these words of length 2n will be a code in Codes. The S SF -components are formally defined below.
where ∆ j is defined as:
2. a − −− → a for all a, a ∈ A and q ∈ Q
The first transition is used to generate the 2nd symbol of the j-th pair of the code of the initial TM configuration C α . Transitions of type 2 (resp., 3) are used to generate the 2nd symbol of the j-th pair of the code of the next TM configuration when the tape head is at position i = j (resp., i = j). Note that the source state of transitions of type 2-3 represents the j-th symbol of the current TM configuration. Control = Act \ ({1, . . . , n} × (A ∪ (A × Q))), P, 1, ∆ is defined as follows. The set of states is given by P = {p f in } ∪ P init ∪ P con f ∪ P main ∪ P choice , where:
• p f in is a state with no outgoing transitions.
• P init = {1, . . . , n}. States in P init are used to generate the code of C α , and 1 is the initial state.
• P con f consists of states of the form p con f = ( j, (i, a, q), a ⊥ , dir), where 1 ≤ j, i ≤ n, a ∈ A, q ∈ Q \ {q acc , q re j }, a ⊥ ∈ A ∪ {⊥} (⊥ is for undefined), and dir ∈ {L, R}. Intuitively, i is the position of the tape head for the current non-terminal TM configuration C and (a, q) = C(i).
. Then, from state p con f , Control guesses and generates an action of the form ( j, u) with the constraint that u = a dir if j = i, u = (a , q dir ) for some a ∈ A if j = i + θ dir , and u ∈ A if j / ∈ {i, i + θ dir } (note that a dir is the i-th symbol of succ dir (C) and i + θ dir is the position of the tape head in succ dir (C)). If the guess is correct (i.e., u is the j-th symbol of succ dir (C)), then Cell j is able to generate the matching action ( j, u) in the next step. In this case, a ⊥ is the content of the succ dir (C)-cell pointed by the tape head if the position of this cell is smaller than j, and a ⊥ = ⊥ otherwise.
• P main consists of states of the form p main = (main, (i, a, q)), where 1 ≤ i ≤ n, a ∈ A, and q ∈ Q.
Intuitively, i represents the position of the tape head for the new generated TM configuration C and (a, q) = C(i). From state p main , Control moves to the choice state (choice, (i, a, q)) (see below) by generating the action q if q / ∈ {q acc , q re j }, and to the state p f in by generating the action (q,Val(q)) otherwise.
• P choice consists of states of the form (choice, (i, a, q) ), where (i, a, q) has the same meaning as above. From these states, Control generates the two actions L and R.
The transition relation ∆ of Control is defined as follows.
1. Initialization (transitions to generate the code of C α ):
Transitions to generate the next TM configuration: from each state ( j, (i, a, q), a ⊥ , dir) ∈ P con f with
and 1 ≤ i+θ dir ≤ n, and for each a ∈ A such that a = a dir if j = i, we have the following transitions:
Transitions from main states (main, (i, a, q)) ∈ P main :
• q / ∈ {q acc , q re j }: (main, (i, a, q)) q − → (choice, (i, a, q))
• q ∈ {q acc , q re j }: (main, (i, a, q))
Transitions from choice states (choice, (i, a, q)) ∈ P choice :
Now, we prove that the construction is correct. Let C be a non-terminal good TM configuration and dir ∈ {L, R}. The starting (C, dir)-state is the state of S SF in which component Cell j is in state C( j)
and Control is in the state (1, (i, a, q), ⊥, dir) ∈ P con f , where i is the position of the tape head in C and (a, q) = C(i). Moreover, for each dir ∈ {L, R}, the starting (⊥, dir)-state is the initial state of S SF . By construction, the following result easily follows.
Lemma 6. Fix a starting (C ⊥ , dir)-state p start , and let C = C α if C ⊥ = ⊥, and C = succ dir (C ⊥ ) otherwise.
Then, there is a unique path π of S SF starting from p start labeled by a code ∈ Codes. Moreover, code = code(C) and there is exactly one transition p u − → p from the last state p of π labeled by an action u ∈ Q ∪ (Q × {0, 1}). Furthermore, the action u and state p satisfies the following:
• C is terminal: u = (q(C),Val(q(C))) and there is no transition outgoing from p labeled by an action in {L, R}.
• C is not terminal: u = q(C) and there are exactly two transitions from state p labeled by actions in {L, R}. Moreover, one, labeled by L, leads to the starting (C, L)-state, and the other one, labeled by R, leads to the starting (C, R)-state.
By Definition 4 and Lemma 6, we obtain the desired result.
Corollary 1 (Correctness). The unwinding of S SF from its initial state is in Ext(ET C α ).
Note that the components of S SF are deterministic and with pairwise disjoint alphabets of actions. Moreover, the size of S SF is polynomial in the sizes of the TM M and input α. Thus, by the above corollary, Lemma 5 follows.
Additional hardness results
We can show that the deterministic versions of Problems 1 and 2 are PSPACE-hard by polynomial-time reductions from the word problem for linearly-bounded deterministic Turing Machines. The proposed constructions can be seen as a simplification of those illustrated in the previous section.
Theorem 4. The deterministic versions of Problems 1 and 2 are PSPACE-hard, and for Problems 2, PSPACE-hardness holds even if the components of the synchronization-free non-flat system are assumed to be deterministic and with pairwise disjoint alphabets.
The rest of this section is devoted to the proof of the following theorem. Fix an input α ∈ A * and let n = |α|. Since M is linearly bounded, we can assume that a TM configuration (of M over α) is a word C = β 1 , (a, q), β 2 ∈ A * · (A × Q) · A * of length exactly n. M accepts α iff the unique (infinite) computation of M over α visits an accepting configuration. W.l.o.g. we assume that the alphabet A contains a special symbol, say #, such that if the computation of M over α visits an accepting configuration C acc , then C acc is #-homogeneous, i.e. the content of each cell of C acc is the special symbol #.
Preliminary step: encoding of acceptance. Let Act = ({1, . . . , n} × (A ∪ (A × Q))) ∪ { }, where is a special action. For each TM configuration C, code(C) is the word over Act \ { } given by (1,C(1)) , . . . , (n,C(n)). Let Codes be the finite set of these codes and T Codes be the deterministic tree encoding of Codes (as defined in Section 3). Note that T val is a deterministic and all its maximal paths from the root are infinite and labeled by concatenations of codes of TM configurations. The special path of T val is the unique maximal path from the root whose sequence of labels code(C 1 ) · code(C 2 ) . . . is such that C α ,C 1 ,C 2 , . . . is the computation of M over α.
Definition 7 (Emulation tree)
. The deterministic Act-labeled emulation tree T em is defined as follows. Let π be the special path of T val and let code(C 1 ) · code(C 2 ) . . . be its sequence of labels. For each i ≥ 1 such that C i is an accepting #-homogeneous configuration, let x i u i − → y i be the edge along π associated with the last symbol of code(C i ). Then, T em is obtained from T val by adding for each of these edges x i u i − → y i (if any), a new edge labeled by the special action from y i to a new leaf node.
Fact: if M does not accept α, then T em = T val . Otherwise, Tr(T em ) ⊆ Tr(T val ).
Final step. Theorem 5 directly follows from the fact above and the following two Lemmata. The proof of Lemma 7 is trivial and we omit it.
Lemma 7. One can construct a deterministic FS D val over Act of size polynomial in the sizes of M and α such that the unwinding of D val from its initial state is T val .
Lemma 8. One can construct a synchronous NFS S em over Act (whose components are deterministic) of size polynomial in the sizes of M and α such that the unwinding of [[S em ]] from its initial state is T em .
Sketched proof. S em is a synchronous composition of n + 1 components Cell 1 , . . . ,Cell n , and Control.
Intuitively, Cell j (1 ≤ j ≤ n) keeps track by its finite control of the j-th symbol of a TM configuration, and its alphabet is { } ∪ ({ j} × (A ∪ (A × Q))). Control is instead used to model the control unit of M , and its alphabet is Act (hence, Control participates in each transition of S em ). After having 'correctly' generated a TM configuration C (this, intuitively, means that S sem is emulating the computation of M over α, i.e., the computational path from the initial state to the current state of S em corresponds to a prefix of the special path of T val ), S em is in a starting good state s good such that component Cell j is in state C( j)
and Control is in a good local state which keeps track of the position k of the tape head of C together with the k-th symbol of C. 2 From state s good , S em generates in n steps by 'computational nondeterminism' all the possible codes in Codes as follows. At the j-th step, Control guesses an action of the form ( j, u) and generates it by binary synchronization with Cell j . Note that since Cell j is in state C( j) and Control keeps track of k and C(k), either Cell j or Control is able to detect whether for the communication action ( j, u), u is not the j-th symbol of the successor succ(C) of C. If it is the case, and Cell j (resp., Control) has detected it, then Cell j (resp., Control) will move to the local bad state bad (resp., to a local bad state p bad, j associated with the step j = ( j + 1) mod n). From state bad, Cell j remaining in bad may generate all the actions of its alphabet except . From the bad state p bad, j , Control can generate only the actions of the form ( j , u) and move to a local bad state associated with the step ( j + 1) mod n. If instead for the generated action ( j, u), u is the j-th symbol of succ(C), then Control will move to a good local state associated with the step j = ( j + 1) mod n and Cell j will move to the good local state [succ(C)]( j). Thus, after having generated the code of succ(C), S em will be in the starting good state s good associated with succ(C). From s good , S em can generate the special action (by synchronization among all its components) 3 iff succ(C) is an accepting #-homogeneous configuration. If the action is generated, then the target state has no outgoing transition.
Conclusions
As future research, there is an interesting question left open: the exact complexity of bisimulation checking between a flat system and a non-flat system. Our contribution (Theorem 5) shows that the problem is PSPACE-hard even for synchronous composition without hiding. Note that the problem is in EXPTIME. We believe that filling this gap is a very difficult question. Simple settings are however tractable: Muscholl and Walukiewicz [13] have recently shown that bisimulation checking can be solved 2 Initially, S em is in the starting good state associated with the initial TM configuration 3 note that is in the alphabet of each component in NLOGSPACE when there is no synchronization and both the flat system and the non-flat system components are deterministic. It would be interesting to investigate the nondeterministic framework.
