We develop an online adaptive dynamic programming (ADP) based optimal control scheme for continuous-time chaotic systems. The idea is to use the ADP algorithm to obtain the optimal control input that makes the performance index function reach an optimum. The expression of the performance index function for the chaotic system is first presented. The online ADP algorithm is presented to achieve optimal control. In the ADP structure, neural networks are used to construct a critic network and an action network, which can obtain an approximate performance index function and the control input, respectively. It is proven that the critic parameter error dynamics and the closed-loop chaotic systems are uniformly ultimately bounded exponentially. Our simulation results illustrate the performance of the established optimal control method.
Introduction
Chaotic systems have been widely applied in the areas of biological engineering, communication, chemical processing, and secure information processing. [1] [2] [3] [4] Researchers have studied the control problem of chaotic systems, [5, 6] such as impulsive control method [7] [8] [9] [10] and adaptive synchronization control method. [11] It is noted that optimal control is a very important aspect in the control field. In Ref. [12] , an optimal tracking control scheme was established using the iterative approximation-error-based adaptive dynamic programming (ADP) algorithm for a class of discrete-time chaotic systems. In this paper, we will continue to study the continuoustime chaotic systems via an online adaptive ADP algorithm.
The ADP was proposed by Werbos in Ref. [13] in order to obtain approximate solutions of optimization problems. A detailed discussion and progress regarding the ADP can be found in Refs. [14] - [16] . For the optimal control problems of discrete-time nonlinear systems, most work has adopted an iterative ADP algorithm. [17] [18] [19] [20] It is challenging to prove the stability and convergence of ADP-based optimal controllers for continuous-time systems. In Ref. [21] , the Hamilton-JacobiBellman (HJB) framework was used to construct a stable iterative ADP algorithm. In Ref. [22] , a general multiple-inputmultiple output ADP structure was developed and its application in the looper system of a hot strip mill was discussed. In Ref. [23] , only measured system input/output data were used to implement the ADP algorithm. In Ref. [24] , a practical design method was developed for the cooperative tracking control of higher-order nonlinear systems with a dynamic leader.
None of the aforementioned approaches consider the optimal control problem of continuous-time chaotic systems, which is very important for nonlinear control systems.
In this paper, we propose an online ADP algorithm to deal with the optimal control problem for continuous-time chaotic systems for the first time. First, the performance index function is presented for the chaotic system. Then, the critic and action networks are constructed by neural networks, to obtain the approximate performance index function and control input. The critic parameter error dynamics exponential convergence is proven. Furthermore, it is also proven that the closedloop chaotic system is uniformly ultimately bounded. Next, the detailed implement process of the online ADP algorithm for chaotic systems is introduced. Finally, two chaotic systems are given, and the effectiveness of the proposed optimal control algorithm for chaotic systems is validated by the simulation results.
The rest of this paper is organized as follows. In Section 2, we present the problem statement. In Section 3, the optimal control scheme that has been developed and the convergence proof is given. In Section 4, two examples are given to demonstrate the effectiveness of the proposed optimal control scheme. In Section 5, the conclusion is drawn.
Problem statement
Let us consider the following nonlinear continuous-time chaotic systems:˙(
where the system state (t) ∈ n , the constant control gains ∈ n×m , and the control input ( (t)) ∈ m . We assume that function ( (t)) is Lipschitz continuous on a set R 1 ∈ n and f (0) = 0.
We aim to find the control input ( ) of chaotic system (1), which optimizes the following performance index function:
where
) is the utility function. Note that the performance index function (2) can be expanded as follows:
where T > t.
Remark 1 In fact, many chaotic systems can be described by Eq. (1), such as the Chen system, Lorenz system, Rössler system, Lü system, van der Pol oscillator, unified system, several variants of Chua's circuits, and Duffing oscillator. [6] The infinitesimal version of Eq. (3) is the nonlinear Lyapunov equation
where x = ∂ /∂ x is the partial derivative of the performance index function J. Hence, we can define the Hamiltonian function as
and the HJB equation
where¯is a set of admissible policies, and the optimal performance index function * is defined as
Furthermore, we obtain the optimal feedback control as * ( ) = − 1 2
Then, we have the following HJB equation:
3. Optimal control based on the online ADP algorithm
In this section, the optimal control design method using the ADP will be established. As we know, the critic network and the action network are two vital modules of the ADP method that are used to obtain the performance index function ( ) and the control input ( ), respectively. Two neural networks are used as the critic network and the action network. The whole structure is shown in Fig. 1 . In the neural network, if the number of hidden layer neurons is L, the weight matrix between the input layer and hidden layer is , the weight matrix between the hidden layer and output layer is , and the input vector of the neural network is , then the output of a three-layer neural network is expressed as
whereˆ( ) is the activation function. For convenience of analysis, only the output weight is updated during the training, while the hidden weight is kept unchanged. Hence, in the following part, the neural network function (10) can be simplified into
Design method of the critic network and the action network
The critic network is used to obtain the performance index function ( ) in the form of
where c is the ideal constant weight, c (x) is the activation function of critic network, and c (x) is the approximation error. Hence, we can have the derivative of the performance index function (x) with respect to x
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Eq. (13), the Hamiltonian function (5) can be expressed as
). If we define the estimation of c asˆc, then we can have the estimationˆ(x) of (x) aŝ
and the corresponding estimation of x is given bŷ
Then we have the approximate Hamiltonian function derived by
. (17) If we let the weight estimation error of the critic network be˜c
the estimation error of the Hamiltonian function be
Furthermore, as ( , , c ) = 0, from (14) we have
Then we have
The weight update law for the critic network is a gradient descent algorithm that aims to minimize the squared residual error c = 1 2 T c c . Hence, we obtain the weight update law of c as˙c
where 1 = ∇ c ( + ) and the adaptive parameter β c > 0. Thus, from Eq. (22), we havė
As a result, equation (23) 
In the following, it is desired to give the detailed method for action network weights updating. First, the expression of the action network is introduced as
where a is the ideal constant weights, a (x) is the activation function of action network, and a (x) is the approximation error.
Let the estimation of a beˆa, and the estimation of ( ) beˆ(
then the error between the actual output of the action network and the feedback control input exists, which is expressed as
The objective function to be minimized by the action network is defined as
The weight update law for the action network weight is a gradient descent algorithm, which is given bẏ
where β a > 0 is the adaptive parameter. Definẽ
then from Eq. (30), we havė a = β a a W a −˜a
According to Eqs. (13) and (26), equation (8) can be written as
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Chin
Hence, equation (32) can be expressed aṡ
Stability analysis
In this subsection, theorems are presented to indicate the closed-loop system state and network weights estimation errors are uniformly ultimately bounded. First, the assumption will be presented.
Assumption 1 i) The approximation errors of the critic network and action network, that is, c and a , satisfy || c || ≤ cM and || a || ≤ aM . The gradient of the critic network approximation error is upper bounded, that is, ||∇ c || ≤ dM .
cM , aM , and dM are non-negative numbers.
ii) The residual error is upper bounded, that is, || H || ≤ HM , 3m ≤ || 3 || ≤ 3M , and 2m ≤ || 2 ||. ε HM , 3m , 2m , and 3M are non-negative numbers.
iii) The vectors of the activation functions of the action network satisfy am ≤ || a || ≤ aM . The gradient of the activation function vector for the critic network is upper bounded, that is, ||∇ c || ≤ dM . am , aM , and dM are non-negative numbers.
Theorem 1 If the critic network weight updating method is provided by Eq. (22) , then the critic parameter error dynamics (25) converges exponentially.
Proof We define the Lyapunov function candidate as
and, hence, the derivative of Eq. (36) aṡ
As 2 ≥ 1, H / 2 < HM . Thus, if ( T 1 / 2 )˜c > ε HM , thenV 1 (t) ≤ 0. This means that V 1 (t) decreases and || T 3˜c || is bounded. Therefore, in the light of Ref. [25] and Technical Lemma 2 in Ref. [26] , the estimation error˜c converges exponentially.
The proof is completed. We now present the main theorem, which provides the updating methods for the actor and critic networks that guarantee convergence of the ADP algorithm to the optimal controller, and meanwhile guarantees the stability of closed-loop chaotic systems.
Theorem 2 Let the chaotic system dynamics be given by Eq. (1), the critic network be given by Eq. (14) , and the action network be given by Eq. (27), respectively. If the weight updating methods are given by Eqs. (21) and (30), and there exist the parameters β c , β a , and l such that
and
then the closed-loop chaotic system (1), the weight estimation errors˜c, and˜a are uniformly ultimately bounded.
Proof Define the Lyapunov function as
where V 1 (t) is given by Eq. (36),
Take the partial derivative of V (t), then we havė
In the following, we will deduce the expressions ofV 1 (t), V 2 (t), andV 3 (t). First, according to Eq. (25), we can obtaiṅ
Next, according to Assumption 1, ε w in Eq. (35) satisfies
where 
At last, aŝ
then we havė
and thuṡ
Since ( ) is Lipschitz, that is, || ( )|| ≤ || ||, we have
Furthermore, we have
Then we havė
Therefore, we havė
Let
aM ,
then equation (57) can be written aṡ
From Eqs. (38)- (40), we have V b < 0. Therefore, according to the standard Lyapunov extension theorem, [26] the above analysis demonstrates that the state and the weight errors are uniformly ultimately bounded.
The proof is completed.
Online ADP algorithm implement
On the basis of the above theoretical analysis, we introduce the following detailed online ADP algorithm implement process.
1) Give the values of Q and R, and the initial chaotic system state;
2) Give an arbitrary admissible control input for chaotic system (1);
3) Construct the structure of the critic network and the action network, that is, the adaptive parameters β c and β a , and the activation functions of the critic network and the action network; 4) Give the initial weights of critic network and action network, and updateˆc andˆa according to Eqs. (22) 
Simulation results
To evaluate the online ADP algorithm for chaotic systems, we consider two nonlinear chaotic systems.
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Example 1
Consider the following Chua circuit: [10]  Figure 2 depicts the chaotic attractor of the system (59). 
Example 2
The well-known Lorenz system is given by
where the parameters β = 8/3, ρ = 28, and σ = 10. The chaotic figure is shown in Fig. 5 . We can see that the closed-loop system state and control inputs converge to zero as the time step increases. Thus, the proposed optimal control method for chaotic systems in this paper is very effective. 
Conclusions
This paper has developed an optimal control scheme based on an online ADP algorithm for continuous-time chaotic systems. The ADP algorithm is used to obtain the optimal control input that makes the performance index function reach an optimum. First, we presented the performance index function of the chaotic system. Then, the online ADP algorithm is presented, in which the neural networks are used to construct the critic network and action network. The approximate performance index function and control input are obtained by an online ADP algorithm. It is proven that the iterative performance index functions can converge to a finite neighborhood of the lowest bound of all performance index functions. Two simulation examples are given to show the effectiveness of the proposed optimal control approach.
