Abstract. We consider stochastic optimal control problems with an additional term representing the variance of the control functions. The latter one may serve as a risk control. We present and treat the problem in a purely analytical way via a Vlasov-McKean functional and Bellman equations with mean field dependence. We obtain global existence and, essentially, optimal global regularity for the solutions of the Bellman equation and the minimizing control. Surprisingly, the risk term simplifies the analysis to a certain extend.
1. Introduction. The present paper is motivated by stochastic control problems where the usual functional to be minimized is augmented by an additional "risk term." The latter penalizes the variance of the controls. In order to explain the problem in detail, it is convenient to use a purely analytical approach based on the minimization of Vlasov-McKean functionals. In the classical case these functionals are defined by
Here, the functions v ∈ L q (0, T ; L q (Ω, R s )) are the controls, f is the given payoff function, and m is the mean field variable. The latter one satisfies the parabolic equation subject to Neumann boundary conditions and u T is the end condition for the Bellman equation (see (1. 3) below). Since Ω m(t, ·) dx = 1 we can interpret m as probability distribution. For details we refer to section 2. In the stochastic application g represents the dynamics and ∆m is related to white noise. We restrict ourselves to affine linear functions g.
The remarkable well-known fact is that minimizing controlsv of J 0 satisfy the pointwise necessary condition
Here, u is the solution to the backward parabolic equation
with Neumann boundary conditions. Under convexity assumptions (1.2) implies a relationv(t, x) = ω(t, x∇u(t, x)), i.e., a feedback formula. Inserting this formula into (1. Mean field dependent Bellman equations have been studied recently in other situations; see, e.g., recent results by Porretta [10, 21, 22] , [15] as well as [20] . In these papers the payoff depends in a pointwise way on the mean field variable. Note that in the case of systems (not treated in this paper), however, a pointwise mean field dependence gives severe technical problems concerning existence and regularity analysis. For example, up to now, strong growth conditions for the nonlinearity with respect to the variable m are needed; see, e.g., [9] . Different from that, we have a functional dependence on the mean field variable in (1.4). For further examples of functionals with this property we refer to section 2.
Surprisingly, the term σ = σ ρ has a stabilizing influence in the estimates. The special structure properties of σ allow a uniform L ∞ -estimate for the solutions v L of approximate problems with bounded control ranges in B L (0); cf. section 3. For classical problems (without the additional term σ) this is usually more difficult and requires additional assumptions. In fact, a minimizer v L exists due to lower semicontinuity properties. From the Bellman variational inequality and the growth and coerciveness properties of σ we obtain a pointwise inequality
where u L is the solution of the Bellman equation; cf. (1.3) with v = v L . This implies that u L solves a subcritical differential inequality 
Once having this established, it is simple to obtain the main result in Theorem 2.1. It states the existence of an optimal controlv ∈ L ∞ (L ∞ ) and the corresponding L q (W 2,q )-regularity of the related Bellman equation with mean field dependence. Note that the additional term σ destroys the convexity properties of the Bellman equation. So, we are not able to establish a one-to-one correspondence ofv(t, x) and ∇u(t, x). As a consequence, a feedback formula is not available in the general situation of Theorem 2.1. This lack can be overcome if the risk term is dominated by the payoff. To quantify this effect let us consider instead of (1.4) the minimization problem
If β > 0 remains below a given number (see section 4 for details) we reach the convex case and can state the existence of a feedback formula; cf. Theorem 4.1.
Stochastic optimal control problems. Let us finally explain the stochastic setup which motivates minimization problems as in (1.4) . Consider a probability space (O, F, P) on which a standard n-dimensional Wiener process (W t ) t≥0 is defined. For simplicity we describe the control problem in R n instead of a bounded domain Ω which describes the state space. In Ω the diffusion should be replaced with a reflected diffusion. Formally, the equation for the state y can be written as
is the control variable defined by a feedback on the state. One has v = v(y(t)).
On account of the initial condition in (1.5) v also depends on x. Note that the reflected diffusion lies in a bounded domain. Hence, we can assume that G is bounded in Ω. The Kolmogorov equation, i.e., the equation for the probability density of y(t) depending on the initial state x, is then given by (1.1). For full details we refer to [8] . In order to minimize the costs we have to minimize the cost-functional
2. Setup and main result. Let Ω ⊂ R n be a bounded domain with boundary ∂Ω ∈ C 2 with unit normal vector field ν, (0, T ) the time interval, and Q = (0, T ) × Ω the parabolic cylinder. We consider control functions v : Q → R s , where s ∈ N. We suppose the following (for any v ∈ R s , t ∈ (0, T ) and x ∈ Ω): (A1) f (t, x, ·) is continuously differentiable and convex. (A2) ∂ v f satisfies the Caratheodory conditions; that is, the function ∂ v f (·, v) is measurable for any v ∈ R s and the function ∂ v f (t, x, ·) is continuous for almost every (t, x) ∈ Q. (A3) f satisfies some coerciveness-type condition, i.e., (A4) f satisfies some growth conditions, i.e., for some C 0 > 0
For the mean field equation we consider functions g :
In applications to stochastic optimization or game theory, these functions define the dynamics. We assume that
the scalar function m is defined as a weak solution of the field equation
Here and in the following, all PDEs are considered with respect to Neumann boundary conditions.
As the equation is linear in m, existence, uniqueness, and boundedness for m follow from standard theory. Moreover, positivity of m 0 transfers to m.
and let m be the weak solution to (2.1). (a) There is α > 0 such that m ∈ C α (Q) together with
Parts ( We now consider a real-valued functional, denoted by
the prototype of which is given in (2.6). We make the following assumptions:
(B1) The mapping (w, m) → σ(w, m) is lower semicontinuous with respect to the L 
The functional σ has an existence Gâteaux derivative with respect to m: there exists a unique function 
then there are constants c 1 , C 1 > 0 (depending on c) such that
Remark 2.3. The power 4 in (2.3) and (2.4) can be replaced by some other power, strictly larger than 2. It leads to related calculations.
Remark 2.4. Assumption (B2) is for technical reasons only. Our approach requires dividing by σ. We refer to the computations for the model case below.
The prototype for σ is
where β, ρ > 0. Such a functional is motivated by risk management considerations. We want the energy |v| 2 to be not too far from its average Q m|v| 2 dx dt. In probabilistic terms, we penalize the variance of the energy. We do not know if the mapping v → σ(m, v) is convex (for a given m). Nevertheless we can use convexity of v → σ 2 (m, v) to conclude the weak lower semicontinuity of σ(m, ·) in L 2 (Q). Hence B1 follows. An easy computation leads to 
Hence, (2.3) is satisfied with
Similarly, we can state
and (2.4) is satisfied with
Now we are ready to define the Vlasov-McKean functional as
with given data u T . The objects of the present paper are existence, regularity, and further properties of minimizers of J . For v ∈ L ∞ (Q, R s ) given the corresponding (pre-)Bellman equation reads as
(2.10)
We define the Lagrangian L as 
If L is strictly convex in v (which is not the case here) we have a unique representation, v(t, x) = ω(t, x; ∇u(t, x), m(t, x)).
Consequently, we can define the Hamiltonian H as
However, in our case there is no one-to-one relation between ∇u andv because of a nonuniqueness. So, the definition of H is more involved.
Let us state the main result of this paper, which is the global existence and optimal global regularity for the solutions of the Bellman equation and the minimizing control. 
for any q < ∞ and some α > 0.
Remark 2.6. By an additional selection procedure and a smallness condition on σ we obtain a unique minimizer in the class of selected minimizers as well as a feedback formula; see Theorem 4.1.
Remark 2.7. The operator ∆ in the Bellman system and the mean field equation only serves as a prototype. Theorem 2.1 extends to elliptic differential operators with Lipschitz coefficients.
3. Proof of the main theorem.
3.1. Necessary condition of optimality. Letv be an optimal control. The key issue is to show that it will be bounded by a constant that we can compute a priori. This is obtained by computing the Gâteaux differential of J (v) at pointv and writing the Euler necessary condition of optimality
We writem = mv for the solution to (2.1) with v =v. For any w bounded, we introducem w (also depending onv) as the solution of
which is well defined sincev and w are bounded. An easy calculation shows that Downloaded 06/04/18 to 137.195.8.21. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
We then introduce u as the solution of the parabolic problem
Then the Gâteaux differential can be expressed as
Since w is arbitrary, we immediately obtain the necessary condition
3.2. A priori estimates. In this subsection we give a formal proof of the a priori estimates based on the assumption of sufficient smoothness ofv. In the following is meant subsection we will make it rigorous by an appropriate approximation procedure.
Letv be a minimizer of J . Sincev is optimal, we have J (v) ≤ J (0). Therefore, taking into account the assumptions (A3) and (A4), the fact that u T is bounded, and m is a probability density (i.e., Ωm (t, ·) dx = 1 for any t), we deduce the estimates
Hence Qm |v| 2 dx dt + σ(v,m) ≤ c. From (2.5) we can assert that γ 1 (v,m) ≥ c 1 > 0, and
From the assumptions (2.3) and (2.4) it follows that
as well as
From the Euler equation (3.5), we havê
From (3.7) it follows, droppingm,
Using next (A3), we can assert that
and thus obtain immediately
We turn next to the parabolic equation (3.4) . Using the right inequalities (3.8) and (A4) we obtain
Using then the left inequalities (3.8) and (A3) we also get
Moreover, we have |u(x, T )| ≤ u T ∞ . From the maximum principle, which holds due to the Neumann boundary condition, we obtain
Additionally, relations (3.10) and (3.11) yield
we obtain, thanks to (3.12) and (3.13), that Q |∇u| 2 dx dt ≤ C. Therefore, we deduce (3.13) . From the L p -theory for linear parabolic equations (see [17] ), it follows that
we obtain |div(∇u |∇u|)| ≤ C|∇u| |∇ 2 u|.
But then, recalling the Neumann boundary condition, we have
(3.14)
for every ε > 0. Choosing ε small enough we gain Q |∇u| 3 dx dt ≤ C. So we have improved the estimate on ∇u. It follows from (3.13) that −∂ t u − ∆u is bounded in L 9 4 (Q). Using again L p -theory, and proceeding with a bootstrap argument, we see that u is bounded in L p (0, T ; W 2,p (Ω)) and ∂ t u is bounded in L p (Q), for any finite integer p. In particular, we have |∇u(x, t)| ≤ C for all (t, x) in Q. Therefore, relation (3.9) implies |v(x, t)| ≤ C, where the constant can be evaluated in terms of the various constants of the problem. Downloaded 06/04/18 to 137.195.8.21. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 3.3. Approximation. In order to obtain an appropriate regularization we minimize the functional J with respect to a bounded control range. To be precise we seek a function v L which solves 
Proof. (a) Inequality (3.16) follows from the fact that the mapping L → inf K L J is decreasing.
For (b) we use that
Note that M L satisfies the equation
We test (2.10) with M L and (3.18) with u L . After integration by parts we find that where c does not depend on L.
Proof. For the estimate from above we choose w = 0 in (3.17) . Rearranging the terms shows
As a consequence of the growth conditions (A3), (A4), and (2.3) we obtain
By positivity of m L (recall Lemma 2.2) we end up with
Due to the boundedness of J (v L ) (recall Lemma 3.2), Ω m L (t, ·) dx = 1 for every t, and u T ∈ L ∞ (Ω) we have
Hence, the assumptions on γ 1 and γ 2 in (2.5) imply that
We gain for every ε > 0
by Young's inequality. Choosing ε = 1/2 yields
This can be used to estimate the right-hand side of the Bellmann equation. We obtain
This can be written as 
Using (A1) as well as (2.4), the right-hand side of (2.10) can be estimated from below such that
The claim follows by combining the estimate from above and below.
Proof of Theorem 2.1. We follow the computations from subsection 3.2, which are well-defined now. First, we use that the right-hand side of (2.10) is bounded by |∇u L | 4/3 ; recall (3.21) . Testing with u L and using (3.19) yield
Hence, we gain uniform bounds on Q |∇u L | 2 dx dt and eventually on Q |v L | 6 dx dt using (3.20) again. Furthermore, (3.19) 
by parabolic L p -theory; see [17] . Due to (3.19 ) and Young's inequality we have as in (3.14)
uniformly. We can use this information to improve the regularity of ∇ 2 u L (and of ∂ t u L ) by parabolic L p -theory. Consequently, an iteration of these arguments implies 
uniformly in L. Hence the same is true for v L by (3.20) . Finally, Lemma 2.2 yields a uniform bound for m L in C α (Q). So we can pass to subsequences with limit functions v, m, u enjoying the claimed regularity properties. Passing to the limit in the equations for m is obvious. It remains to show that v is indeed a minimizer of J in L ∞ (Q, R s ). Then, the Bellman equation for u can be derived from this as in section 3.1. Due to compactness of m L and lower semicontinuity of J (cf. (B1)), we obtain 4. Feedback controls and uniqueness. In Theorem 2.1 we are not able to establish a feedback formulâ
This is due to the missing unique correspondence between ∇u(t, x) andv(t, x) as a consequence of nonconvexity. The term ∂σ ∂v (v, m) in (2.12) is nonmonotone. This destroys the unique solvability of (2.12). The lack of a feedback formula also has the consequence that we had to define the (pre-)Bellmann equation (2.10) via the optimal control. It is not, as usual, an equation in ∇u and m. However, in the model problem 2.6, for small parameters β, we may state a "quasi-feedback formula." By this we mean a representation formula of type (4.1), but with an additional dependence of ω on two numbers
To this end we have a look at (3.17) again and write it as
After cancelling m we gain
We claim that βv 0 → 0 for β → 0. Let us denote by A J β the class of minimizers of J β . Among the class A J β we can minimize σ(v, m), where m = m [v] . A minimizer exists due to the lower semicontinuity of σ assumed in (B1) and the properties of m; recall Lemma 2.2. Again the minimizer may not be unique due to the missing convexity of σ. We denote the hence created set of lexicographic minimizers by A σ J β . Indeed, we have
is convex provided β is small enough (to be precise if 2βv0 σ0 < c 0 , where c 0 is given in (A3)) and, in addition to (A1)-(A4), f belongs to the class C 2 and satisfies
for all ξ ∈ R N . As a consequence v * can be uniquely derived from (4.3) for ∇u given. This implies the desired uniqueness. We summarize this in the following theorem. The disadvantage of the quasi-feedback formula is that, due to nonuniqueness, the quantities σ 0 and v 0 may vary for different optimal controlsv. There is a possibility to overcome this lack by considering lexicographic minimizersv. As before we consider the functional where σ = σ β is given in (2.6). The minimizerv of (4.5) may not be unique in general. So, we minimizeJ We formulate this in the following corollary. Appendix A. Maximum principles. The following maximum principle concerns solutions to parabolic equations where the solution is not in C 2 . We refer to [9, Lemma 4.1] for the proof. This theorem is usually proved in a C 2 setting, where the proof is very simple (see, e.g., [2] ). However, it is convenient to have it also in a W Assume thatg ∈ L q (Q) for some q > n + 2 andf ∈ L ∞ (Q). Then there holds V ≤ c max{ f ∞ , V 0 ∞ } in Q.
Proof. We set U = e −t V and obtain
where g = e tg and f =f . Lemma A.1 with λ = 1 yields the claim.
