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a b s t r a c t
In the context of the adaptive ﬁnite element method (FEM), ZZ-error estimators named after Zienkiewicz
and Zhu (1987) [52] are mathematically well-established and widely used in practice. In this work, we
propose and analyze ZZ-type error estimators for the adaptive boundary element method (BEM). We
consider weakly singular and hyper-singular integral equations and prove, in particular, convergence of
the related adaptive mesh-reﬁning algorithms. Throughout, the theoretical ﬁndings are underlined by
numerical experiments.
& 2013 The Authors. Published by Elsevier Ltd.
1. Introduction
Since the seminal work of Zienkiewicz and Zhu [52], averaging
techniques became popular in engineering and applied sciences
for the a posteriori error control of the ﬁnite element solution of
partial differential equations. To sketch the idea, we consider the
most simple context of the 2D Poisson equation
Δu¼ f in Ω;
u¼ 0 on ∂Ω: ð1Þ
Here and throughout the work, ΩR2 is a bounded Lipschitz
domain with polygonal boundary ∂Ω.
Let T h denote a regular triangulation of Ω into compact,
nondegenerate triangles. Let P0ðT hÞ be the space of all T h
piecewise constant functions and S1ðT hÞ be the space of all T h
piecewise afﬁne and globally continuous splines. The lowest-order
ﬁnite element solution uhAS10ðT hÞ ≔fvhAS1ðT hÞ : vh ¼ 0 on ∂Ωg is
the unique solution of the Galerkin formulationZ
Ω
∇uh  ∇vh dx¼
Z
Ω
fvh dx ð2Þ
for all test functions vhAS10ðT hÞ. In this context, the ZZ error
estimator reads
ηh ¼ ‖ð1AhÞ∇uh‖L2ðΩÞ; ð3Þ
where Ah : P0ðT hÞ2-S1ðT hÞ2 is some averaging operator which
maps the T hpiecewise constant gradient ∇uhAP0ðT hÞ2 onto
some continuous and piecewise afﬁne function Ah∇uhAS1ðT hÞ2.
Possible choices for Ah are the usual Clément-type operators like
ðAhvÞðzÞ ¼
1
areaðωzÞ
Z
ωz
v dx ð4Þ
for all nodes zAKh of T h, where
ωz ≔⋃fTAT h : zATg ð5Þ
denotes the patch of z, i.e., the union of all elements TAT h which
have z as a node. Although ZZ error estimators are strikingly
simple and mathematically well-developed for the ﬁnite element
method, see e.g., [5,6,11,40], they have not been considered for
boundary element methods, yet.
Numerical analysis of adaptive BEMwas initiated by the pioneering
works [48–51]. By now, available error estimators from the litera-
ture include residual-based error estimators for weakly singular
[19,20,10,12,15,26,27] and hyper-singular integral equations
[20,10,14], hierarchical error estimators for weakly singular [25,32,39]
and hyper-singular integral equations [31,32], (hh/2)-based error
estimators [24,23,29], averaging on large patches [16–18], and estima-
tors based on the use of the full Calderón system [21,22,34,37,41,43].
The reader is also referred to the overviews given in [12,23,35] and the
references therein.
This note proposes ZZ-type error estimators in the context
of the boundary element method. As model problems serve the
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hyper-singular and the weakly singular integral equation associated
with the 2D Laplacian. Difﬁculties arise from the fact that neither
the involved integral operators nor the energy norms are local.
The outline of this paper reads as follows: In Section 2, we
consider the hyper-singular integral equation, introduce a ZZ-type
error estimator, and provide numerical evidence for its successful
use on a slit model problem as well as for the ﬁrst-kind integral
formulation of some Neumann problem. In Section 3, we apply this
approach in the context of the weakly singular integral equation.
While Sections 2 and 3 are written for a general audience, Section 4
collects the preliminaries for the numerical analysis of the proposed
a posteriori error estimators. A rigorous a posteriori error analysis is
postponed to Section 5. The ﬁnal Section 6 even proves convergence
of the standard adaptive mesh-reﬁning algorithm steered by the
ZZ-type error estimators proposed.
2. Hyper-singular integral equation
We suppose that ΩR2 is simply connected, i.e., Ω has no
holes and ∂Ω thus is connected. We denote the fundamental
solution of the 2D Laplacian by
GðzÞ ≔ 1
2π
log z for zAR2\f0g:
 ð6Þ
Let Γ be some relatively open and connected subset of the boundary
∂Ω. Then, the hyper-singular integral operator is formally deﬁned by
ðWuÞðxÞ ¼ ∂nðxÞ
Z
Γ
∂nðyÞGðxyÞuðyÞ dΓðyÞ ð7Þ
for xAΓ. Here,
R
Γ dΓ denotes integration along the curve and ∂nðxÞ is
the normal derivative at some point xAΓ. The hyper-singular integral
equation reads
Wu¼ f on Γ: ð8Þ
For the following facts on the functional analytic setting as well as for
proofs and further details, the reader is referred to, e.g., the mono-
graphs [33,36,42].
2.1. Slit model problem
Assume that Γ⫋∂Ω is not closed. Let ~H
1=2ðΓÞ denote the space
of all H1=2ðΓÞfunctions which vanish at the tips of Γ. Then,W is a
linear, bounded, and elliptic operator between the fractional-order
Sobolev space ~H
1=2ðΓÞ and its dual space H1=2ðΓÞ, where duality
is understood with respect to the extended L2ðΓÞscalar product
〈; 〉L2ðΓÞ. Let f AH1=2ðΓÞ. The variational form of (8) reads
〈Wu; v〉L2ðΓÞ ¼ 〈f ; v〉L2ðΓÞ for all vA ~H
1=2ðΓÞ: ð9Þ
Since the left-hand side deﬁnes a scalar product on ~H
1=2ðΓÞ, the
Lax–Milgram lemma provides existence and uniqueness of the
solution u.
2.2. Model problem on closed boundaries
Assume that Γ ¼ ∂Ω is closed. Then, W is a linear and boun-
ded operator from H1=2ð∂ΩÞ to H1=2⋆ ð∂ΩÞ ≔fψAH1=2ð∂ΩÞ : 〈ψ ;
1〉L2ð∂ΩÞ ¼ 0g. Moreover, W is elliptic on the subspace H1=2
ð∂ΩÞ=RH1=2⋆ ð∂ΩÞ ≔fvAH1=2ð∂ΩÞ :
R
∂Ωv dΓ ¼ 0g, where connect-
edness of ∂Ω is required. Let f AH1=2⋆ ð∂ΩÞ. The variational form
of (8) now reads
〈Wu; v〉L2ð∂ΩÞ ¼ 〈f ; v〉L2ð∂ΩÞ for all vAH
1=2
⋆ ð∂ΩÞ: ð10Þ
As before, the left-hand side deﬁnes a scalar product on H1=2⋆ ð∂ΩÞ,
and the Lax–Milgram lemma thus provides existence and unique-
ness of the solution u.
We note that, for certain right-hand sides f and Γ ¼ ∂Ω, (8) is
an equivalent formulation of the Neumann problem
Δu¼ f in Ω;
∂nu¼ g on ∂Ω: ð11Þ
In this case, the solution u of (8) is, up to some additive constant,
the trace uj∂Ω of the solution u of (11).
2.3. Galerkin boundary element discretization
Let T h be a partition of Γ into afﬁne line segments. Let S1ðT hÞ
denote the space of all functions vh which are continuous and
T hpiecewise afﬁne with respect to the arclength. For Γ⫋∂Ω,
S10ðT hÞ ≔S1ðT hÞ \ ~H
1=2ðΓÞ denotes the subspace of all functions
vhAS1ðT hÞ which additionally vanish at the tips of Γ. For Γ ¼ ∂Ω,
S10ðT hÞ ≔S1ðT hÞ \ H1=2⋆ ðΓÞ denotes the subspace of all functions
vhAS1ðT hÞ which satisfy
R
Γvh dΓ ¼ 0. In either case, S10ðT hÞ is a
conforming subspace of ~H
1=2ðΓÞ resp. H1=2⋆ ð∂ΩÞ. In particular, the
Galerkin formulation of (9) resp. (10) reads
〈Wuh; vh〉L2ðΓÞ ¼ 〈f ; vh〉L2ðΓÞ for all vhAS10ðT hÞ ð12Þ
and admits a unique Galerkin solution uhAS10ðT hÞ.
2.4. ZZ-type error estimator
Let hAL1ðΓÞ be the local mesh-size function deﬁned by
hjT ≔lengthðTÞ for TAT h ð13Þ
with the arclength lengthðÞ. With ðÞ′ denoting the arclength
derivative, we propose the following ZZ-type error estimator
ηh ¼ ‖h1=2ð1AhÞu′h‖L2ðΓÞ; ð14Þ
where Ah : L2ðΓÞ-S1ðT hÞ denotes the Clément operator deﬁned by
ðAhvÞðzÞ ≔
1
lengthðωzÞ
Z
ωz
v dΓ ð15Þ
for all nodes zAKh of T h withωz ¼⋃fTAT h : zATg the node patch.
2.5. Adaptive mesh-reﬁning algorithm
Given a right-hand side f AH1=2ðΓÞ, an initial partition T h of
Γ, and some adaptivity parameter 0oθo1, the proposed adap-
tive algorithm reads as follows:
(i) Compute discrete solution uhAS10ðT hÞ.
(ii) For all TAT h, compute the reﬁnement indicators
ηhðTÞ2 ≔lengthðTÞ‖ð1AhÞu′h‖2L2ðTÞ: ð16Þ
(iii) Determine a set MhDT h such that
θη2hr ∑
TAMh
ηhðTÞ2: ð17Þ
(iv) Generate a new mesh T h by bisection of at least all elements
in Mh.
(v) Goto (i) and iterate.
For the proof of quasi-optimal convergence rates in the frame of
adaptive FEM, e.g., [44,13], and adaptive BEM [28,47], the setMh in
step (iii) is usually chosen with minimal cardinality. A greedy
algorithm sorts the indicators in descending order and then itera-
tively splits T h intoMh and T h\Mh by moving the largest indicator
from T h\Mh toMh until the Dörﬂer criterion (17) is satisﬁed.
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For our implementation, we use the MATLAB BEM library
HILBERT [1]. The local mesh-reﬁnement in step (iv) of the
algorithm is done by some bisection-based algorithm from [2]
which guarantees that the local mesh-ratio
κðT hÞ ≔max
lengthðTÞ
lengthðT ′Þ : T ; T ′AT h neighbors
 
ð18Þ
stays uniformly bounded κðT hÞrγ for some γZ2 which depends
only on the initial partition. We stress that such a property is
required for the numerical analysis of ηh in Sections 5 and 6 below.
We recall from the literature [42] that the optimal rate of
convergence with lowest-order BEM is Oðh3=2Þ if the exact solution
is smooth. This corresponds to OðN3=2Þ with respect to the
number N of elements of adaptively generated meshes.
2.6. Numerical experiment for slit problem
We consider the hyper-singular integral equation
Wu¼ 1 on Γ ¼ ð1;1Þ  f0g: ð19Þ
The exact solution is known and reads uðx;0Þ ¼ 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1x2
p
. Note that
uA ~H
1=2ðΓÞ \ H1 ɛðΓÞ for all ɛ40. In particular, we expect an
empirical convergence order Oðh1=2Þ for uniform mesh-reﬁnement.
The initial mesh T h for the computation is shown in Fig. 1. We
compare adaptive mesh-reﬁnement with parameter θ¼ 1=2 with
uniform mesh-reﬁnement. The corresponding convergence graphs
are visualized in Fig. 2. While uniform mesh-reﬁnement leads to
the predicted suboptimal order Oðh1=2Þ ¼OðN1=2Þ, the proposed
adaptive strategy regains the optimal rate OðN3=2Þ.
2.7. Numerical experiment on closed boundary
We consider the Z-shaped domain with reentrant corner at the
origin ð0;0Þ, see Fig. 3 for a sketch. The right-hand side
f ¼ ð1=2K′Þð∂nuÞAH1=2ðΓÞ with Γ ¼ ∂Ω and K′ the adjoint
double layer-potential is chosen such that the hyper-singular
integral equation (8) is equivalent to some Neumann problem
(11) with f¼ 0. The exact solution reads
uðxÞ ¼ r4=7 cos ð4φ=7Þ ð20Þ
in 2D polar coordinates x¼ rð cos φ; sin φÞ. The exact solution u of
(8) is, up to some additive constant, the trace ujΓ . Moreover, u
admits a generic singularity at the reentrant corner. Note that uAH1=2⋆ ð∂ΩÞ \ H4=7þ1=2 ɛð∂ΩÞ for all ɛ40. Theoretically, this pre-
dicts an expected convergence order Oðh4=7Þ for uniform mesh-
reﬁnement.
The Z-shaped domain as well as the initial mesh T h for the
computation are shown in Fig. 3. We compare adaptive mesh-
reﬁnement with parameter θ¼ 1=2 with uniform mesh-
reﬁnement. The corresponding convergence graphs are visualized
in Fig. 4. While uniform mesh-reﬁnement leads to the expected
rate Oðh4=7Þ ¼OðN4=7Þ, the proposed adaptive strategy regains
the optimal rate OðN3=2Þ.
3. Weakly singular integral equation
In this section, we consider the simple-layer potential
ðVϕÞðxÞ ¼
Z
Γ
GðxyÞϕðyÞ dΓðyÞ for xAΓ; ð21Þ
where GðÞ denotes the fundamental solution of the 2D Laplacian
from (6). We assume that ΓD∂Ω is a relatively open but possibly
non-connected subset of the boundary ∂Ω and that diamðΩÞo1.
For the following facts on the functional analytic setting as well as
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Fig. 1. Slit Γ ¼ ð1;1Þ  f0g and initial mesh T h with N¼4 elements of the
numerical experiment for the hyper-singular integral equation from Section 2.6
and the weakly singular integral equation from Section 3.5.
Fig. 2. Numerical outcome of the experiment for the hyper-singular integral
equation from Section 2.6 and uniform vs. adaptive mesh-reﬁnement.
Fig. 3. Boundary Γ ¼ ∂Ω and initial mesh T h with N¼9 elements of the numerical
experiment for the hyper-singular integral equation from Section 2.7.
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for proofs and further details, we again refer to, e.g., the mono-
graphs [33,36,42].
3.1. Model problem
It is well-known that V is a linear, bounded, and elliptic
operator from ~H
1=2ðΓÞ to its dual H1=2ðΓÞ, where ellipticity
follows from diamðΩÞo1. Given some f AH1=2ðΓÞ, we aim at the
numerical solution of the weakly singular integral equation
Vϕ¼ f : ð22Þ
We use the variational form
〈Vϕ;ψ〉L2ðΓÞ ¼ 〈f ;ψ〉L2ðΓÞ for all ψA ~H
1=2ðΓÞ: ð23Þ
The left-hand side deﬁnes an equivalent scalar product on
~H
1=2ðΓÞ, and the Lax–Milgram lemma thus provides existence
and uniqueness of the solution ϕA ~H
1=2ðΓÞ of (23).
We stress that, for certain right-hand sides f and Γ ¼ ∂Ω, (22) is
an equivalent formulation of the Dirichlet problem
Δu¼ f in Ω;
u¼ g on Γ: ð24Þ
In this case, it holds ϕ¼ ∂nu. In particular, one cannot expect that
ϕ is locally smooth, where the outer normal vector n is not.
3.2. Galerkin boundary element discretization
Let T h be a partition of Γ into afﬁne line segments. Let P0ðT hÞ
denote the space of all T hpiecewise constant functions ψh. For
the Galerkin discretization, we replace ϕ;ψA ~H
1=2ðΓÞ by discrete
functions ϕh;ψhAP0ðT hÞ. Then, P0ðT hÞ  ~H
1=2ðΓÞ is a conform-
ing subspace, and the Galerkin formulation
〈Vϕh;ψh〉L2ðΓÞ ¼ 〈f ;ψh〉L2ðΓÞ for all ψhAP0ðT hÞ ð25Þ
admits a unique Galerkin solution ϕhAP0ðT hÞ.
3.3. ZZ-type error estimator
With hAL1ðΓÞ the local mesh-size function from (13), we
propose the following ZZ-type error estimator:
ηh ¼ ‖h1=2ð1AhÞϕh‖L2ðΓÞ: ð26Þ
As noted before, we may expect that ϕ is non-smooth at points
xAΓ, where the normal mapping x↦nðxÞ is non-smooth. There-
fore, we slightly modify the Clément operator Ah : L2ðΓÞ- P1ðT hÞ
from (15) as follows:
 First, if fzg ¼ Tj \ Tk is the node between the elements
Tj; TkAT h and if the normal vector of Tj and Tk does not jump
at z, we deﬁne
ðAhvÞðzÞ ≔
1
lengthðωzÞ
Z
ωz
v dΓ ð27Þ
with ωz ¼⋃fTAT h : zATg ¼ Tj [ Tk the node patch. Second, if the normal vectors of Tj and Tk differ at z, we allow
Ahv to jump at z as well, namely
ðAhvÞjTj ðzÞ ¼
1
lengthðTjÞ
Z
Tj
v dΓ;
ðAhvÞjTk ðzÞ ¼
1
lengthðTkÞ
Z
Tk
v dΓ: ð28Þ
Note that this deﬁnition can only be meaningful if each connected
component γDΓ on which the normal mapping x↦nðxÞ is smooth
consists of at least two elements. Otherwise, γ ¼ Tj would lead to
ϕhjγ ¼ ðAhϕhÞjγ so that ηh vanishes on γ, i.e., Tj would never be
marked for reﬁnement by an adaptive algorithm.
3.4. Adaptive algorithm
We consider the adaptive algorithm from Section 2.5 with the
obvious modiﬁcations, i.e., we compute ϕhAP0ðT hÞ in step (i) as
well as the local contributions
ηhðTÞ2 ≔lengthðTÞ‖ð1AhÞϕh‖2L2ðTÞ ð29Þ
in step (ii). We refer to the literature, e.g., [42], that the optimal
rate of lowest-order BEM is Oðh3=2Þ for a smooth solution ϕ, and
the adaptive algorithm thus aims to regain a convergence order
OðN3=2Þ with respect to the number of elements.
3.5. Numerical experiment for slit problem
We consider the weakly singular integral equation
Vϕ¼ 1 on Γ ¼ ð1;1Þ  f0g: ð30Þ
Fig. 5. Numerical outcome of the experiment for the weakly singular integral
equation from Section 3.5 and uniform vs. adaptive mesh-reﬁnement.
Fig. 4. Numerical outcome of the experiment for the hyper-singular integral
equation from Section 2.7 and uniform vs. adaptive mesh-reﬁnement.
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The unique exact solution of this equation is known and reads
ϕðx;0Þ ¼ 2x=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1x2
p
. Note that ϕA ~H
1=2ðΓÞ \ H ɛðΓÞ for all
ɛ40. In particular, we expect an empirical convergence order
Oðh1=2Þ for uniform mesh-reﬁnement.
The initial mesh T h for the computation is shown in Fig. 1. We
compare adaptive mesh-reﬁnement with parameter θ¼ 1=2 with
uniform mesh-reﬁnement. The corresponding convergence graphs
are visualized in Fig. 5. While uniform mesh-reﬁnement leads to
the expected rate Oðh1=2Þ ¼OðN1=2Þ, the adaptive algorithm
regains the optimal rate OðN3=2Þ.
3.6. Numerical experiment on closed boundary
We consider the rotated L-shaped domain Ω from Fig. 6 with
reentrant corner at the origin ð0;0Þ and boundary Γ ¼ ∂Ω. We
choose the right-hand side f ¼ ðKþ1=2ÞðujΓ ÞAH1=2ðΓÞ with K the
double-layer potential, so that the weakly singular integral equa-
tion (22) is equivalent to some Dirichlet problem (24) with f¼ 0.
The exact solution of (24) is prescribed as
uðxÞ ¼ r2=3 cos ð2φ=3Þ ð31Þ
in 2D polar coordinates x¼ rð cos φ; sin φÞ and admits a generic
singularity at the reentrant corner. The exact solution ϕ of (22) is
the normal derivative ϕ¼ ∂nu. We note that ϕAH2=31=2 ɛðΓÞ for
all ɛ40, and we may hence expect convergence of order Oðh2=3Þ
for uniform mesh-reﬁnement.
The L-shaped domain as well as the initial mesh T h for the
computation are shown in Fig. 6. We compare adaptive mesh-
reﬁnement with parameter θ¼ 1=2 with uniform mesh-
reﬁnement. The corresponding convergence graphs are visualized
in Fig. 7. The proposed adaptive algorithm recovers the optimal
order of convergence.
4. Preliminaries
The purpose of this short section is to ﬁx the notation of the
spaces involved and to recall standard results used in the
following.
4.1. Interpolation spaces
Let X0 and X1 be Hilbert spaces with X0+X1 and continuous
inclusion, i.e., there exists some constant C40 such that
‖x‖X0rC‖x‖X1 for all xAX1: ð32Þ
Interpolation theory, e.g., [7], provides a means to deﬁne inter-
mediate spaces
X1DXs ≔½X0;X1sDX0 for all 0oso1; ð33Þ
where ½; s denotes the interpolation operator of, e.g., the K-
method. The norm related to the intermediate interpolation space
Xs satisﬁes
‖x‖Xsr‖x‖1 sX0 ‖x‖
s
X1 for all xAX1: ð34Þ
The most important consequence, however, is the so-called inter-
polation estimate: Let X0+X1 and Y0+Y1 be Hilbert spaces with
continuous inclusions. Let T : X0-Y0 be a linear operator with
TðX1ÞDY1. Assume that T : X0-Y0 as well as T : X1-Y1 are
continuous, i.e.,
‖Tx‖Y0rC1‖x‖X0 for all xAX0;
‖Tx‖Y1rC2‖x‖X1 for all xAX1; ð35Þ
with the respective operator norms C1, C240. Let 0oso1 and
Xs ¼ ½X0;X1s and Ys ¼ ½Y0;Y1s. Then, T : Xs-Ys is a well-deﬁned
linear and continuous operator with
‖Tx‖YsrC1 s1 Cs2‖x‖Xs for all xAXs: ð36Þ
Note that for other interpolation methods than the K-method, the
previous estimates (34) and (36) hold only up to some additional
generic constant which depends only on Γ, see e.g., [7].
4.2. Function spaces
Let L2ðΓÞ denote the space of square integrable functions on Γ,
associated with the Hilbert norm
‖v‖2
L2ðΓÞ ≔
Z
Γ
v2 dΓ: ð37Þ
Note that ‖  ‖L2ðΓÞ stems from the scalar product
〈v;w〉L2ðΓÞ ≔
Z
Γ
vw dΓ: ð38Þ
Let H1ðΓÞ denote the closure of all Lipschitz continuous functions
on Γ with respect to the Hilbert norm
‖v‖2
H1ðΓÞ ≔‖v‖
2
L2ðΓÞ þ‖v′‖
2
L2ðΓÞ: ð39Þ
Let ~H
1ðΓÞ denote the closure of all Lipschitz continuous functions
on Γ with respect to the H1ðΓÞnorm which vanish at the tips of
Γ. We stress that both H1ðΓÞ and ~H1ðΓÞ are dense subspaces of
Fig. 6. Boundary Γ ¼ ∂Ω and initial mesh T h with N¼16 elements of the numerical
experiment from Section 3.6.
Fig. 7. Numerical outcome of the experiment for the weakly singular integral
equation from Section 3.6 and uniform vs. adaptive mesh-reﬁnement.
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L2ðΓÞ with respect to the L2ðΓÞnorm. Moreover, it holds
H1ðΓÞ ¼ ~H1ðΓÞ in case of a closed boundary Γ ¼ ∂Ω.
Sobolev spaces of fractional order 0oso1 are deﬁned by
interpolation
HsðΓÞ ≔½L2ðΓÞ;H1ðΓÞs;
~H
sðΓÞ ≔½L2ðΓÞ; ~H1ðΓÞs: ð40Þ
To abbreviate notation, we shall also write L2ðΓÞ ¼H0ðΓÞ ¼ ~H0ðΓÞ.
It follows that all HsðΓÞ and ~HsðΓÞ are dense subspaces of L2ðΓÞ
with respect to the L2ðΓÞnorm. Therefore, the dual spaces can be
understood with respect to the extended L2ðΓÞscalar product. For
1rso0, we deﬁne
H sðΓÞ ≔ ~HsðΓÞn;
~H
 sðΓÞ ≔HsðΓÞn: ð41Þ
It follows that L2ðΓÞ is dense in H sðΓÞ and ~H  sðΓÞ with respect to
the associated norms. For s¼0, we let ~H0ðΓÞ ≔L2ðΓÞ≕H0ðΓÞ.
We stress that interpolation theory also states the equalities
H sðΓÞ ¼ ½H1ðΓÞ; L2ðΓÞs;
~H
 sðΓÞ ¼ ½ ~H 1ðΓÞ; L2ðΓÞs ð42Þ
in the sense of sets and equivalent norms [36]. Moreover, inter-
polation reveals the continuous inclusions ~H
7 sðΓÞDH7 sðΓÞ as
well as ~H
7 sð∂ΩÞ ¼H7 sð∂ΩÞ.
The analysis of the hyper-singular integral equation further
requires
H7 s⋆ ð∂ΩÞ ≔fvAH7 sð∂ΩÞ : 〈v;1〉L2ð∂ΩÞ ¼ 0g ð43Þ
for 0rsr1. We deﬁne L2⋆ðΓÞ ≔H0⋆ðΓÞ. We again note that inter-
polation yields the equality
H7 s⋆ ð∂ΩÞ ¼ ½L2⋆ð∂ΩÞ;H1⋆ð∂ΩÞs: ð44Þ
Finally, Hs0ðΓÞ denotes either ~H
sðΓÞ for Γ⫋∂Ω resp. Hs⋆ð∂ΩÞ for
Γ ¼ ∂Ω. In either case, Hs0ðΓÞ contains no constant function
different from zero provided that Γ is connected.
4.3. Discrete spaces
We assume that T h ¼ fT1;…; TNg is a partition of Γ into ﬁnitely
many compact and afﬁne line segments TAT h. With each element
TAT h, we associate an afﬁne bijection γT : ½0;1-T .
For qAN0, let Pq denote the space of polynomials of degree rq
on R. With this, we deﬁne the space of T hpiecewise polynomials
by
PqðT hÞ ≔fvh : Γ-R : 8TAT vh1γTAPqg: ð45Þ
Note that functions vhAPqðT hÞ are discontinuous in general.
Special attention is paid to the piecewise constants P0ðT hÞ.
If continuity is required, we use the space
SqðT hÞ ≔PqðT hÞ \ CðΓÞ ð46Þ
of continuous splines of piecewise degree qZ1. Special attention
is paid to the Courant space S1ðT hÞ of lowest order.
For the treatment of the hyper-singular integral equation, we
additionally deﬁne
~SqðT hÞ ≔SqðT hÞ \ ~H
1ðΓÞ; ð47Þ
Sq⋆ðT hÞ ≔SqðT hÞ \ H1⋆ðΓÞ: ð48Þ
Finally, Sq0ðT hÞ denotes either ~S
qðT hÞ for Γ⫋∂Ω resp. Sq⋆ðT hÞ for
Γ ¼ ∂Ω.
4.4. Projections
Let Xh be a ﬁnite dimensional subspace of a Hilbert space X.
The X-orthogonal projection onto Xh is the unique linear operator
Ph : X-Xh such that, for all xAX and xhAXh, it holds
Phxh ¼ xh;
〈Phx; xh〉X ¼ 〈x; xh〉X : ð49Þ
This implies the Pythagoras theorem
‖x‖2X ¼ ‖Phx‖2Xþ‖ð1PhÞx‖2X ð50Þ
and consequently reveals that PhxAXh is the best approximation
of x in Xh, i.e.,
‖ð1PhÞx‖X ¼ min
xhAXh
‖xxh‖X : ð51Þ
In [46], a quasi-interpolation operator JΩh : H1ðΩÞ-S1ðT Ωh Þ is
introduced. Here, ΩRd for dZ2 is a Lipschitz domain, T Ωh is a
conforming triangulation of Ω into simplices, and S1ðT Ωh Þ is the
lowest-order Courant ﬁnite element space. It is shown that JΩh has
a local ﬁrst-order approximation property and is a linear and
continuous projection onto S1ðT Ωh Þ. Moreover, JΩh preserves dis-
crete boundary data, since the boundary values ðJ hvÞjΓ depend
only on the trace vjΓ with Γ ¼ ∂Ω.
Let T h denote the partition of Γ induced by T Ωh . Then,
the mentioned properties of J h yield that the restriction
J h ≔JΩh ðÞjΓ : H1=2ðΓÞ-S1ðT hÞ to the trace space H1=2ðΓÞ yields a
well-deﬁned, linear, and continuous projection onto S1ðT hÞ with
respect to the H1=2ðΓÞnorm. For an element TAT h, we denote by
ωT ≔⋃fT ′AT h : T \ T ′a∅g ð52Þ
its patch, i.e., the union of T and its (at most two) neighbors.
The original arguments in [46] for the domain-based Sobolev
space H1ðΩÞ also transfer to the Sobolev space H1ðΓÞ on the
boundary, see also the discussion in [3]. This way, we see that
J h has the following properties which shall be used in the analysis
below:
(i) J hv is well-deﬁned for all vAL2ðΓÞ.
(ii) ðJ hvÞjT depends only on the function values vjωT on the patch
of TAT h.
(iii) J h is locally L2-stable, for all vAL2ðΓÞ,
‖ð1J hÞv‖L2ðTÞrC3‖v‖L2ðωT Þ: ð53Þ
(iv) J h is locally H1-stable, for all vAH1ðΓÞ,
‖ðð1J hÞvÞ′‖L2ðTÞrC3 ‖v′‖L2ðωT Þ: ð54Þ
(v) J h has a ﬁrst-order approximation property, for all vAH1ðΓÞ,
‖ð1J hÞv‖L2ðTÞrC3‖hv′‖L2ðωT Þ: ð55Þ
(vi) The constant C340 depends only on the local mesh-ratio
κðT hÞ.
Since ωT consists of at most three elements, the ℓ2-sums of the
estimates (53)–(55) also provide global estimates with T and ωT
replaced by Γ. From (iii), we thus see that J hALðL2ðΓÞ; L2ðΓÞÞ. The
combination of (iii)–(iv) yields J hALðH1ðΓÞ;H1ðΓÞÞ. In particular,
the interpolation estimate (36) provides J hALðHsðΓÞ;HsðΓÞÞ, for
all 0rsr1.
5. A posteriori error analysis
In this section, we show that under appropriate assumptions,
the ZZ-type error estimators proposed provide an upper bound for
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the error (reliability) and, up to some higher-order terms, also a
lower bound for the error (efﬁciency). Our analysis builds on
equivalence of seminorms on ﬁnite dimensional spaces and scal-
ing arguments. The elementary, but abstract result employed reads
as follows: if X is a ﬁnite dimensional space with seminorms j  j1
and j  j2, an estimate of the type
jxj1rCjxj2 for all xAX ð56Þ
and some independent constant C40 is equivalent to the inclu-
sion
fxAX : jxj2 ¼ 0gDfxAX : jxj1 ¼ 0g ð57Þ
of the respective null spaces. This result is used for polynomial
spaces on element patches. To this end, the restricted partition of
the patch ωT from (52) is denoted by
T hjωT ≔fT ′AT h : T \ T ′a∅g ð58Þ
for all TAT .
5.1. Hyper-singular integral equation
Recall the abbreviated notation H1=20 ðΓÞ from Section 4.2 and
note that
jvj2 ≔〈Wv; v〉L2ðΓÞ ð59Þ
deﬁnes an equivalent Hilbert norm on H1=20 ðΓÞ. Because of
H1=2ð∂ΩÞ ¼ ~H1=2ð∂ΩÞ even with equal norms, we can simply use
the norm ‖  ‖ ~H1=2ðΓÞC j  j throughout the section.
We start with the derivation of an upper bound. The proof
relies on the assumption that T h is the uniform reﬁnement of
some coarser mesh T 2h and on some saturation assumption (61).
While the ﬁrst assumption can easily be achieved implementa-
tionally, the latter is essentially equivalent to the assumption that
the numerical scheme has reached an asymptotic regime, see [29,
Section 5.2] for discussion and numerical evidence.
Theorem 1. Let T h be the uniform reﬁnement of some mesh T 2h, i.e.,
all elements TAT 2h are bisected into two sons T1; T2AT h of half
length. Let uhAS10ðT hÞ and u2hAS10ðT 2hÞ be the respective Galerkin
solutions. Then, it holds
juhu2hjrC4ηh ð60Þ
with some constant C440 which depends only on Γ and all possible
shapes of element patches (52). Under the saturation assumption
juuhjrCsatjuu2hj ð61Þ
with some uniform constant 0oCsato1, there holds
C1sat uuh
 r juu2hjr C4ð1C2satÞ1=2 ηh: ð62Þ
Proof. Let Π2h : L
2ðΓÞ-P0ðT 2hÞ denote the L2-orthogonal projec-
tion onto the T 2hpiecewise constants, i.e., the piecewise integral
mean operator
ðΠ2hψ ÞjbT ¼ 1lengthðbT Þ
Z
bTψ dΓ for all bT AT 2h: ð63Þ
According to [23], it holds that
juhu2hjC‖h1=2ð1Π2hÞu′h‖L2ðΓÞ;
where the hidden constants depend only on Γ and the local mesh-
ratio κðT hÞ from (18). To prove (60), we will verify
‖h1=2ð1Π2hÞu′h‖L2ðTÞ ≲ ‖h
1=2ð1AhÞu′h‖L2ðωT Þ ð64Þ
for all TAT h in the following. Both sides of (64) deﬁne seminorms
on P0ðT hjωT Þ, where u′h is replaced by an arbitrary ψhAP0ðT hjωT Þ.
It thus sufﬁces to show that ‖h1=2ð1AhÞψh‖L2ðωT Þ ¼ 0 implies
‖h1=2ð1Π2hÞψh‖L2ðTÞ ¼ 0. From ‖h
1=2ð1AhÞψh‖L2ðωT Þ ¼ 0 and
hence ψh ¼Ahψh on ωT , we see that ψh is constant on ωT , since
ψh is both T hpiecewise constant and continuous on ωT . By
assumption, T has a brother T ′AT h such that bT ¼ T [ T ′AT 2h.
Moreover, the deﬁnition of the patch and T \ T ′a∅ yield bTDωT .
Therefore, ψh is constant on bT so that ψh ¼Π2hψh on bT . This
proves ‖h1=2ð1Π2hÞψh‖L2ðTÞ ¼ 0 and thus veriﬁes
‖h1=2ð1Π2hÞψh‖L2ðTÞ ≲ ‖h
1=2ð1AhÞψh‖L2ðωT Þ
for all TAT h and ψhAP0ðT hÞ. Finally, a scaling argument proves
that the hidden constant depends only on the shape of the patch
ωT . We note that each element T ′AT h is contained in at most
three patches. Taking the ℓ2-sum in (64) over all elements TAT h,
we arrive at
‖h1=2ð1Π2hÞψh‖L2ðΓÞ ≲ ‖h
1=2ð1AhÞψh‖L2ðΓÞ ð65Þ
for all ψhAP0ðT hÞ. Plugging in ψh ¼ u′h, we conclude the proof
of (60).
The proof of (62) follows from abstract principles. According to
the Galerkin orthogonality
〈WðuuhÞ; vh〉L2ðΓÞ ¼ 0 for all vhAS10ðT hÞ;
we obtain a Pythagoras theorem for the induced Hilbert norm
juuhj2þjuhu2hj2 ¼ juu2hj2;
where we use vh ¼ uhu2h. Together with the saturation assump-
tion (61), this results in
C1sat uuh
 r juu2hjr 1ð1C2satÞ1=2 juhu2hj;
and (62) follows. □
Remark 2. With the same techniques as in the proof of Theorem
1, one can prove that the ZZ-type error estimator ηh is an upper
bound for the estimator μh from [18] which is based on averaging
on large patches. The analysis then requires that T h is a reﬁne-
ment of a coarser mesh T kh for some kZ2 which depends only on
Γ. Then, the saturation assumption (61) is formally avoided.
However, the parameter k is still unknown, although k¼2 empiri-
cally appears to be sufﬁcient, see e.g., the numerical experiments
in [18]. Moreover, the upper bound (62) holds only up to some
additional best approximation error
juuhj ≲ ηhþ min
UhAS20ðT khÞ
juUhj
with higher-order elements S20ðT khÞ ≔P2ðT khÞ \ ~H
1=2ðΓÞDH1ðΓÞ
which are piecewise quadratic and globally continuous. If the
exact solution u is smooth or if the mesh is appropriately graded to
the singularities of u, this additional term is of higher-order. The
reader is referred to [17] for further discussions. □
We next prove the lower bound. Unlike the reliability estimate
(62), the following efﬁciency estimate (66) does not rely on the
saturation assumption (61), but holds only up to some further best
approximation error with higher-order elements. If the exact
solution u of (8) is smooth or if the mesh is properly adapted to
the singularities of u, this term becomes a higher-order term.
Let S2;1ðT hÞ ≔P2ðT hÞ \ C1ðΓÞ denote the set of all T h
piecewise quadratic polynomials p such that p as well as its
derivative p′ are continuous. With S2;10 ðT hÞ ≔S2;1ðT hÞ \ H1=20 ðΓÞ,
our efﬁciency result then reads as follows:
Theorem 3. It holds
C15 ηhr juuhjþ min
UhAS2;10 ðT hÞ
juUhj: ð66Þ
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The constant C540 depends only on Γ and all possible shapes of
element patches (52).
The proof requires the following probably well-known lemma.
For the convenience of the reader, we include the proof also here.
Lemma 4. For 0rsr1, the arc-length derivative induces linear and
continuous operators ðÞ′ : HsðΓÞ-Hs1ðΓÞ and ðÞ′ : ~HsðΓÞ-
~H
s1ðΓÞ.
Proof. For s¼1, it holds
‖v′‖L2ðΓÞr‖v‖H1ðΓÞ for all vAH
1ðΓÞ
and, by integration by parts,
〈v′;w〉L2ðΓÞ ¼ 〈v;w′〉L2ðΓÞr‖v‖L2ðΓÞ‖w‖H1ðΓÞ
for all wA ~H
1ðΓÞ. Note that here we require either that Γ ¼ ∂Ω or
that w (or v) vanishes at the tips of Γ. By deﬁnition of the duality
H1ðΓÞ ¼ ~H1ðΓÞn, this yields
‖v′‖H  1ðΓÞr‖v‖L2ðΓÞ for all vAH
1ðΓÞ:
Since H1ðΓÞ is dense in L2ðΓÞ, we obtain continuity of
ðÞ′ : L2ðΓÞ-H1ðΓÞ, i.e., the last estimate holds even for all
vAL2ðΓÞ. Finally, the interpolation estimate (36) reveals
‖v′‖Hs 1ðΓÞr‖v‖HsðΓÞ for all vAH
sðΓÞ;
i.e., ðÞ′ : HsðΓÞ-Hs1ðΓÞ is a linear and continuous operator, even
with operator norm 1.
To prove the same statement for ðÞ′ : ~HsðΓÞ- ~Hs1ðΓÞ, recall the
duality ~H
1ðΓÞ ¼H1ðΓÞn. With vA ~H1ðΓÞ and wAH1ðΓÞ all fore-
going steps remain valid with nothing but the obvious
modiﬁcations. □
Proof of Theorem 3. Let Jh : L
2ðΓÞ-S1ðΓÞ denote the Scott–Zhang
projection from Section 4.4. We ﬁrst show that
‖h1=2ð1AhÞψh‖L2ðΓÞ≲ ‖h1=2ð1 JhÞψh‖L2ðΓÞ ð67Þ
for all ψhAP0ðT hÞ. To that end, we use a seminorm argument on
P0ðT hjωT Þ: from ‖h1=2ð1 JhÞψh‖L2ðωT Þ ¼ 0, it follows that ψh is
constant on ωT . By deﬁnition (15) of Ah this yields Ahψh ¼ψh
on T. Therefore, we see ‖h1=2ð1AhÞψh‖L2ðTÞ ¼ 0, and
‖h1=2ð1AhÞψh‖L2ðTÞ ≲ ‖h1=2ð1 JhÞψh‖L2ðωT Þ
follows. A scaling argument proves that the hidden constant
depends only on the shape of the patch ωT . Taking the ℓ2-sum
of the last estimate over all elements TAT h, we obtain (67).
Second, we show that
‖h1=2ð1 JhÞψh‖L2ðΓÞ ≲ ‖ψhΨ h‖ ~H  1=2ðΓÞ ð68Þ
for all ψhAP0ðT hÞ and Ψ hAS1ðT hÞ. Since the Scott–Zhang projec-
tion is stable with respect to the h1=2weighted L2-norm, see
Section 4.4, the projection property of Jh gives
‖h1=2ð1 JhÞψh‖L2ðΓÞ ¼ ‖h
1=2ð1 JhÞðψhΨ hÞ‖L2ðΓÞ
≲ ‖h1=2ðψhΨ hÞ‖L2ðΓÞ:
The inverse estimate of [30, Theorem 3.6] then concludes the proof
of (68).
Finally, let Ph : H
1=2
0 ðΓÞ-S2;10 ðT hÞ denote the H1=20 ðΓÞ
orthogonal projection onto S2;10 ðT hÞ with respect to the energy
norm j  j. Combining norm equivalence j  jC‖  ‖ ~H1=2ðΓÞ with the
estimates (67) and (68) for ψh ¼ u′h and Ψ h ¼ ðPhuhÞ′, we obtain
‖h1=2ð1AhÞu′h‖L2ðΓÞ ≲ ‖ðuhPhuhÞ′‖ ~H  1=2ðΓÞ
≲ ‖ð1PhÞuh‖ ~H1=2ðΓÞC jð1PhÞuhj:
The triangle inequality and stability of Ph yield
jð1PhÞuhjr jð1PhÞujþjuuhj:
Since Phu is the best approximation (51) of u in S2;10 ðT hÞ with
respect to j  j, this proves (66). □
5.2. Weakly singular integral equation
We stress that the same results hold as for the hyper-singular
integral equation. By
jwj2 ≔〈Vw;w〉L2ðΓÞ; ð69Þ
we now denote the Hilbert norm which is induced by the weakly
singular integral operator, and note that j  jC‖  ‖ ~H  1=2ðΓÞ is an
equivalent norm on ~H
1=2ðΓÞ. The reliability result reads as
follows:
Theorem 5. Let T h be the uniform reﬁnement of some mesh T 2h, i.e.,
all elements TAT 2h are bisected into two sons T1; T2AT h of half
length. Let ϕhAP0ðT hÞ and ϕ2hAP0ðT 2hÞ be the respective Galerkin
solutions. Then, it holds
jϕhϕ2hjrC6ηh ð70Þ
with some constant C640 which depends only on Γ and all possible
shapes of element patches (52). Under the saturation assumption
jϕϕhjrCsatjϕϕ2hj ð71Þ
with some uniform constant 0oCsato1, there holds
C1sat ϕϕh
 r jϕϕ2hjr C6ð1C2satÞ1=2 ηh: ð72Þ
Remark 6. We refer to [2], where the saturation assumption (71)
is proved in the frame of the weakly singular integral equation for
the Dirichlet problem (24) and T 2h replaced by some coarser mesh
T kh with kZ2 depending only on Γ. □
Proof of Theorem 5. We adopt the notation from the proof of
Theorem 1. According to [24], it holds that
jϕhϕ2hjC‖h1=2ð1Π2hÞϕh‖L2ðΓÞ;
where the hidden constants depend only on Γ and the local mesh-
ratio κðT hÞ from (18). Recall that the operator Ah is now slightly
different to the case of the hyper-singular integral equation.
However, the same arguments as in the proof of Theorem 1 show
that (65) remains valid. As before the hidden constant involved
depends on all possible shapes of element patches in T h. This
yields (70), and (72) follows as before. □
We next prove the lower bound. As before, the following
efﬁciency estimate (73) does not rely on the saturation assumption
(71), but holds only up to some further best approximation error
with higher-order elements.
Theorem 7. It holds
C17 ηhr jϕϕhjþ min
ΦhAS1ðT hÞ
jϕΦhj: ð73Þ
The constant C740 depends only on Γ and all possible shapes of
element patches (52).
Proof. Arguing along the lines of the proof of Theorem 3, we see
that
‖h1=2ð1AhÞϕh‖L2ðΓÞ ≲ ‖ϕhΨ h‖ ~H  1=2ðΓÞ
for all Ψ hAS1ðT hÞ. Let Ph : ~H
1=2ðΓÞ-S1ðT hÞ be the orthogonal
projection onto S1ðT hÞ with respect to the energy norm j  j. With
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norm equivalence j  jC‖  ‖ ~H  1=2ðΓÞ and the triangle inequality, we
see for Ψ h ¼Phϕh
jϕhΨ hj ¼ jð1PhÞϕhjr jð1PhÞϕjþjð1PhÞðϕϕhÞj
r jð1PhÞϕjþjϕϕhj:
Since Phϕ is the best approximation of ϕ in S1ðT hÞ with respect to
j  j, we conclude the proof. □
6. Adaptive mesh-reﬁnement
In this section, we prove that the constants in the a posteriori
estimates of Section 5 are uniformly bounded and that the
adaptive algorithms of Sections 2.5 and 3.4 are convergent.
6.1. Notation
For the following analysis, we slightly change the notation for
the discrete quantities. Let T 0 be the given initial partition of Γ,
with which the adaptive algorithm is started. Let ℓ¼ 0;1;2,...
denote the counter for the adaptive loop, i.e., we start with
ℓ¼ 0, and ℓ↦ℓþ1 is increased in step (v) of the adaptive
algorithm.
The mesh in the ℓ-th step of the adaptive loop is denoted by
T ℓ. With T ℓ, we associate the local mesh-size hℓAL1ðΓÞ deﬁned
in (13). Moreover, uℓAS10ðT ℓÞ resp. ϕℓAP0ðT ℓÞ are the corre-
sponding discrete solutions with respective ZZ-type error estima-
tors ηℓ.
Throughout, we assume that mesh-reﬁnement is based on
bisection only, i.e., reﬁned elements are bisected into two sons of
half length. In step (iv) of the adaptive algorithm, we ensure
κðT ℓÞr2κðT 0Þ ð74Þ
Algorithmically, this mesh-reﬁnement is stated and analyzed in
[2]. In addition to (74), the properties of the mesh-reﬁnement
necessary in current proofs of quasi-optimal convergence rates for
adaptive boundary element methods [28,47] and adaptive ﬁnite
element methods [13,44,45] are satisﬁed, i.e., the so-called overlay
estimate and mesh-closure estimate are valid. Moreover, bisection
and boundedness (74) of the local mesh-ratio guarantee that only
a ﬁnite number of shapes of element patches (52) can occur.
Therefore, the constants in the a posteriori analysis of Section 5 are
uniformly bounded.
6.2. Hyper-singular integral equation
The proof of the following theorem follows the concept of
estimator reduction proposed in [4] for ðhh=2Þtype error esti-
mators. We show that the ZZ-type error estimator is contractive
up to some vanishing perturbation
ηℓþ1rqηℓþαℓ with 0rαℓ -
ℓ-1
0 ð75Þ
for some ℓ-independent constant 0oqo1. In the current frame,
however, the proof that the perturbation αℓ tends to zero is much
more involved than in [4], since it does not only rely on the a priori
convergence of Lemma 9, but also on a pointwise convergence
property of the averaging operator Al.
Theorem 8. Let ðuℓÞℓAN and ðηℓÞℓAN be the sequences of discrete
solutions and error estimators generated by the adaptive algorithm.
Then, it holds estimator convergence
lim
ℓ-1
ηℓ ¼ 0: ð76Þ
Provided that juuℓj ≲ ηℓ, cf. Theorem1, we may thus conclude
limℓ-1uℓ ¼ u.
The proof requires the following lemmas. The ﬁrst is already
found in the early work [9] and will be applied for H ¼H1=20 ðΓÞ and
Xℓ ¼ S10ðT ℓÞ for the hyper-singular integral equation as well as for
H¼ ~H 1=2ðΓÞ and Xℓ ¼P0ðT ℓÞ for the weakly singular integral
equation.
Lemma 9 (A priori convergence of Galerkin solutions). Suppose that
H is a Hilbert space and ðXℓÞℓAN is a sequence of discrete subspaces
with XℓDXℓþ1. For uAH and ℓAN, let uℓAXℓ be the best
approximation (51) of u in Xℓ. Then, there exists a limit u1AH such
that limℓ-1‖u1uℓ‖X ¼ 0. □
The following lemma recalls local L2-stability and ﬁrst-order
approximation property of the averaging operator Aℓ used.
Lemma 10. Let TAT ℓ. Then, the operators Aℓ : L2ðΓÞ-L2ðΓÞ
deﬁned in (15) resp. (28) are locally L2-stable
‖Aℓv‖L2ðTÞrC8‖v‖L2ðωT Þ; ð77Þ
for all vAL2ðΓÞ, are locally H1-stable
‖ðAℓvÞ′‖L2ðTÞrC8‖v‖H1ðωT Þ; ð78Þ
for all vAH1ðΓÞ, and have a local ﬁrst-order approximation property
‖ð1AℓÞv‖L2ðTÞrC8‖hℓv′‖L2ðωT Þ; ð79Þ
for all vAH1ðΓÞ. Here, ωT denotes the element patch (52) of TAT ℓ,
and C840 depends only on Γ and the mesh-reﬁnement chosen.
Proof. The proof follows as for usual Clément-type operators in
ﬁnite element analysis, cf. e.g., [8,46]. Scaling arguments prove
that the constants involved depend only on the shape of the
element patch ωT . The mesh-reﬁnement chosen guarantees that
only ﬁnitely many patches occur so that these constants depend,
in fact, only on the boundary Γ and the mesh-reﬁnement
strategy. □
The following proposition is more general than required for the
proof of Theorem 8. However, it might be of general interest and
might have further applications, since it also applies to FEM and
higher dimensions even with the same proof. For the proof of
Theorems 8 and 12 below, we shall only use the pointwise L2-
convergence (80).
Proposition 11 (A priori convergence of averaging operators). Given
the sequence ðT ℓÞℓAN of adaptively generated meshes, let Aℓ :
L2ðΓÞ-L2ðΓÞ be a linear operator which satisﬁes the local L2-stability
(77) and the local ﬁrst-order approximation property (79). Assume
that, for all elements TAT ℓ and all functions vAL2ðΓÞ, ðAℓvÞjT
depends only on the function values vjωT on the element patch
(52). Then, there exists a linear and continuous limit operator A1 :
L2ðΓÞ-L2ðΓÞ which satisﬁes, for all vAL2ðΓÞ,
lim
ℓ-1
‖ðA1AℓÞv‖L2ðΓÞ ¼ 0: ð80Þ
Suppose that the image additionally satisﬁes AℓðL2ðΓÞÞDH1ðΓÞ for
all ℓAN and that Aℓ is locally H1-stable (78). Then, it holds the
following:
(i) For all 0rsr1, A1 : HsðΓÞ-HsðΓÞ is a well-deﬁned linear and
continuous operator.
(ii) For all 0rso1, A1 is the pointwise limit of Aℓ, i.e., for all
vAHsðΓÞ it holds
lim
ℓ-1
‖ðA1AℓÞv‖HsðΓÞ ¼ 0: ð81Þ
(iii) For all vAH1ðΓÞ, Aℓv converges weakly in H1ðΓÞ towards A1v
as ℓ-1.
Proof. For the proof, let ωℓðγÞ ≔⋃fTAT ℓ : T \ γa∅g denote the
patch of subsets γDΓ with respect to T ℓ. We follow the ideas
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from [38] and deﬁne the following subsets of Γ:
Γ0ℓ ≔⋃ TAT ℓ : ωℓðTÞD⋃ ⋂
1
j ¼ ℓ
T j
 !( )
;
Γℓ ≔⋃fTAT ℓ : Exists kZ0 s:t: ωT is at least
uniformly refined in T ℓþkg;
Γnℓ ≔Γ\ðΓℓ [ Γ0ℓÞ:
According to [38, Corollary 4.1], it holds that
‖hℓ‖L1ðωℓðΓℓÞÞC‖hℓ‖L1ðΓℓÞ -
ℓ-1
0: ð82Þ
Let vAL2ðΓÞ and ɛ40 be arbitrary. Since H1ðΩÞ is dense in L2ðΓÞ,
we ﬁnd vɛAH1ðΓÞ such that ‖vvɛ‖L2ðΓÞrɛ. Due to the local L2-
stability (77) and the approximation property (79) of Aℓ, we
obtain
‖ð1AℓÞv‖L2ðΓℓÞ ≲ ‖ð1AℓÞvɛ‖L2ðΓℓÞ þɛ
≲ ‖hℓ∇vɛ‖L2ðωℓðΓℓÞÞ þɛ:
According to (82), we ﬁnd ℓ0AN such that
‖hℓ∇vɛ‖L2ðωℓðΓℓÞÞr‖hℓ‖L1ðωℓðΓℓÞÞ‖∇vɛ‖L2ðΓÞrɛ
for all ℓZℓ0. This proves
‖ð1AℓÞv‖L2ðΓℓÞ ≲ ɛ for ℓZℓ0: ð83Þ
Morin et al. [38, Proposition 4.2] state jΓnℓj-0 as ℓ-1. Due to the
non-concentration of Lebesgue functions, this yields
‖v‖L2ðωℓðΓ⋆ℓ ÞÞrɛ for some ℓ1AN and all ℓZℓ1: ð84Þ
Let ℓZmaxfℓ0;ℓ1g and kZ0. For TAT ℓ, the deﬁnition of ðAℓvÞjT
depends only on vjωℓðTÞ. By deﬁnition of Γ0ℓ, we obtain
‖ðAℓAℓþkÞv‖L2ðΓ0ℓÞ ¼ 0:
With local L2-stability (77) and (84), we see
‖ðAℓAℓþkÞv‖L2ðΓnℓÞ ≲ ‖v‖L2ðωℓðΓnℓÞÞ þ‖v‖L2ðωℓþ kðΓnℓÞÞ
r2‖v‖L2ðωℓðΓnℓÞÞ ≲ ɛ:
Moreover, (83) and a triangle inequality prove
‖ðAℓAℓþkÞv‖L2ðΓℓÞ ≲ ɛ:
The combination of the last three estimates yields
‖ðAℓAℓþkÞv‖L2ðΓÞ ≲ ɛ:
Altogether, ðAℓvÞℓ is thus a Cauchy sequence in L2ðΓÞ and hence
convergent to some limit A1v ≔limℓAℓvAL2ðΓÞ. Elementary cal-
culus predicts that this provides a well-deﬁned linear operator
A1 : L2ðΓÞ-L2ðΓÞ, and the Banach–Steinhaus theorem even pre-
dicts continuity A1ALðL2ðΓÞ; L2ðΓÞÞ. This concludes the proof of
(80).
Second, we suppose additionally that AℓðL2ðΓÞÞDH1ðΓÞ. Then,
the H1-stability (78) yields that AℓAL2ðH1ðΓÞ;H1ðΓÞÞ are uni-
formly continuous operators. For vAH1ðΓÞ, the sequence ðAℓvÞℓ
is hence bounded in H1ðΓÞ and thus admits a weakly convergent
subsequence Aℓk v-w weakly in H1ðΓÞ as k-1. The Rellich
compactness theorem yields Aℓk v-w strongly in L2ðΩÞ. Unique-
ness of limits therefore reveals A1v¼wAH1ðΓÞ. Iterating this
argument, we see that each subsequence of Aℓv admits a further
subsequence such that Aℓkj v converges to A1vAH
1ðΓÞ weakly in
H1ðΓÞ. By elementary calculus, this implies weak convergence
Aℓv-A1v in H1ðΓÞ of the entire sequence. Again, the Banach–
Steinhaus theorem applies and proves that A1ALðH1ðΓÞ;H1ðΓÞÞ.
Third, the remaining claims follow from interpolation. The
interpolation estimate (36) implies that the operator A1ALðHs
ðΓÞ;HsðΓÞÞ is well-deﬁned, linear, and continuous. Moreover, the
estimate (34) of the interpolation norm and boundedness of
weakly convergent sequences yield
‖ðA1AℓÞv‖HsðΓÞr‖ðA1AℓÞv‖1 sL2ðΓÞ‖ðA1AℓÞv‖sH1ðΓÞ-
ℓ-0
0
for all 0oso1 and vAH1ðΓÞ. By density of H1ðΓÞ in HsðΓÞ and
stability of Aℓ, this results in pointwise convergence
‖ðA1AℓÞv‖HsðΓÞ-0 for all vAHsðΓÞ. □
Proof of Theorem 8. The triangle inequality shows
ηℓþ1r‖h
1=2
ℓþ1ð1AℓÞu′ℓ‖L2ðΓÞ
þ‖h1=2ℓþ1ð1Aℓþ1Þðuℓþ1uℓÞ′‖L2ðΓÞ
þ‖h1=2ℓþ1ðAℓþ1AℓÞu′ℓ‖L2ðΓÞ: ð85Þ
For the ﬁrst term, we argue analogously to [4]: according to bisection,
we have hℓþ1jT ¼ 12 hℓjT for reﬁned elements TAT ℓ\T ℓþ1. This
gives
‖h1=2ℓþ1ð1AℓÞu′ℓ‖2L2ðΓÞ
r ∑
TAT ℓ \T ℓþ 1
ηℓðTÞ2þ
1
2
∑
TAT ℓ\T ℓþ 1
ηℓðTÞ2
¼ η2ℓ
1
2
∑
TAT ℓ\T ℓþ 1
ηℓðTÞ2:
Since at least all marked elements are reﬁned, the Dörﬂer marking
strategy (17) in step (iii) of the adaptive algorithm yields
∑
TAT ℓ\T ℓþ 1
ηℓðTÞ2Z ∑
TAMℓ
ηℓðTÞ2Zθη2ℓ:
Combining the last two estimates, we see
‖h1=2ℓþ1ð1AℓÞu′ℓ‖L2ðΓÞr ð1θ=2Þ1=2ηℓ: ð86Þ
Next, we consider the second term in (85). The local L2-stability (77)
yields
‖h1=2ℓþ1ð1Aℓþ1Þðuℓþ1uℓÞ′‖L2ðΓÞ≲‖h1=2ℓþ1ðuℓþ1uℓÞ′‖L2ðΓÞ:
The inverse estimate of [30, Theorem 3.6] and Lemma 4 give
‖h1=2ℓþ1ðuℓþ1uℓÞ′‖L2ðΓÞ ≲ ‖ðuℓþ1uℓÞ′‖ ~H  1=2ðΓÞ
≲ ‖uℓþ1uℓ‖ ~H1=2ðΓÞC juℓþ1uℓj:
Together with the a priori convergence of Lemma 9, we thus see
‖h1=2ℓþ1ð1Aℓþ1Þðuℓþ1uℓÞ′‖L2ðΓÞ -
ℓ-1
0: ð87Þ
Third, we consider the last term in (85): let ɛ40. According to the a
priori convergence of Lemma 9, there exists an index k0AN such
that
‖uℓuk‖ ~H 1=2ðΓÞC juℓukjrɛ for all k;ℓZk0:
According to the L2-pointwise a priori convergence (80) of Aℓ from
Proposition 11, there exists an index ℓ0AN such that
‖ðAℓþ1AℓÞu′k0‖L2ðΓÞrɛ for all ℓZℓ0:
Moreover, the local L2-stability (77) of the operators yields
‖h1=2ℓþ1ðAℓþ1AℓÞψ‖L2ðΓÞ ≲ ‖h1=2ℓþ1ψ‖L2ðΓÞ:
Plugging in ψ ¼ ðuℓuk0 Þ′, the inverse estimate from [30, Theorem
3.6] and Lemma 4 show
‖h1=2ℓþ1ðAℓþ1AℓÞðuℓuk0 Þ′‖L2ðΓÞ ≲ ‖h1=2ℓþ1ðuℓuk0 Þ′‖L2ðΓÞ
≲ ‖ðuℓuk0 Þ′‖ ~H  1=2ðΓÞ ≲ ‖uℓuk0‖ ~H1=2ðΓÞ;
where the hidden constants depend only on Γ and uniform
boundedness of the local mesh-ratio κðT ℓÞ. For ℓZmaxfk0;ℓ0g, we
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thus obtain
‖h1=2ℓþ1ðAℓþ1AℓÞu′ℓ‖L2ðΓÞ
≲‖ ðAℓþ1AℓÞu′k0‖L2ðΓÞ þ‖uℓuk0‖ ~H1=2ðΓÞ
≲ 2ɛ:
This proves
‖h1=2ℓþ1ðAℓþ1AℓÞu′ℓ‖L2ðΓÞ -
ℓ-1
0: ð88Þ
Altogether, (86)–(88) prove
ηℓþ1r ð1θ=2Þ1=2ηℓþαℓ with 0rαℓ -
ℓ-1
0:
Since 0oθr1, the error estimator is thus contractive up to a zero
sequence. Therefore, elementary calculus concludes (76). □
6.3. Weakly singular integral equation
As for the hyper-singular integral equation, we have the
following convergence result for the adaptive algorithm of
Section 3.4.
Theorem 12. Let ðϕℓÞℓAN and ðηℓÞℓAN be the sequences of discrete
solutions and error estimators generated by the adaptive algorithm.
Then, it holds
lim
ℓ-1
ηℓ ¼ 0: ð89Þ
Provided that jϕϕℓj ≲ ηℓ, cf. Theorem5, we may thus conclude
limℓ-1ϕℓ ¼ϕ.
Proof. Since the proof follows analogously to that of Theorem 8,
we only sketch the main steps: The triangle inequality proves
ηℓþ1r‖h
1=2
ℓþ1ð1AℓÞϕℓ‖L2ðΓÞ
þ‖h1=2ℓþ1ð1Aℓþ1Þðϕℓþ1ϕℓÞ‖L2ðΓÞ
þ‖h1=2ℓþ1ðAℓþ1AℓÞϕℓ‖L2ðΓÞ: ð90Þ
By use of the Dörﬂer marking strategy (17) and the fact that all
marked elements are bisected, we get
‖h1=2ℓþ1ð1AℓÞϕℓ‖L2ðΓÞr ð1θ=2Þ1=2ηℓ: ð91Þ
The local L2-stability (77) and the inverse estimate of [30, Theorem
3.6] for ‖  ‖ ~H  1=2ðΓÞC j  j yield
‖h1=2ℓþ1ð1Aℓþ1Þðϕℓþ1ϕℓÞ‖L2ðΓÞ ≲ ‖h1=2ℓþ1ðϕℓþ1ϕℓÞ‖L2ðΓÞ:
C jϕℓþ1ϕℓj:
The a priori convergence of Lemma 9 thus gives
‖h1=2ℓþ1ð1Aℓþ1Þðϕℓþ1ϕℓÞ‖L2ðΓÞ -
ℓ-1
0: ð92Þ
The local L2-stability (77) of the operators Aℓ and the inverse
estimate from [30, Theorem 3.6] yield
‖h1=2ℓþ1ðAℓþ1AℓÞϕℓ‖L2ðΓÞ
≲ ‖h1=2ℓþ1ðAℓþ1AℓÞϕk0‖L2ðΓÞ
þ‖h1=2ℓþ1ðAℓþ1AℓÞðϕℓϕk0 Þ‖L2ðΓÞ
≲ ‖ðAℓþ1AℓÞϕk0‖L2ðΓÞ þjϕℓϕk0 j;
where the hidden constants depend only on Γ and uniform
boundedness of the local mesh-ratio κðT ℓÞ. Using the L2-pointwise
a priori convergence (80) of Aℓ from Proposition 11 for the ﬁrst
term and the a priori convergence of Lemma 9 for the second term,
we see that
‖h1=2ℓþ1ðAℓþ1AℓÞϕℓ‖L2ðΓÞ -
ℓ-1
0: ð93Þ
Altogether, (91)–(93) prove
ηℓþ1r ð1θ=2Þ1=2ηℓþαℓ with 0rαℓ -
ℓ-1
0:
Therefore, the error estimator is contractive up to a zero sequence,
and elementary calculus concludes (89). □
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