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Abstract
This paper has a two-fold purpose. Let 1 < p < ∞. We first introduce the p-operator space injective
tensor product and study various properties related to this tensor product, including the p-operator space
approximation property, for p-operator spaces on Lp-spaces. We then apply these properties to the study of
the pseudofunction algebra PFp(G), the pseudomeasure algebra PMp(G), and the Figà–Talamanca–Herz
algebra Ap(G) of a locally compact group G. We show that if G is a discrete group, then most of ap-
proximation properties for the reduced group C∗-algebra C∗λ(G), the group von Neumann algebra VN(G),
and the Fourier algebra A(G) (related to amenability, weak amenability, and approximation property of G)
have the natural p-analogues for PFp(G), PMp(G), and Ap(G), respectively. The p-completely bounded
multiplier algebra McbAp(G) plays an important role in this work.
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Let G be a locally compact group and let 1 <p < ∞. For each s ∈ G, there exists an isometric
isomorphism λp(s) on Lp(G) given by
λp(s)(ξ)(t) = ξ
(
s−1t
)
for ξ ∈ Lp(G) and s, t ∈ G.
Then λp : s ∈ G → λp(s) ∈ B(Lp(G)) is a strong operator continuous (or equivalently, weak
operator continuous) isometric representation of G on Lp(G) and it induces a non-degenerate
contractive algebra homomorphism
λp(f ) =
∫
s∈G
f (s)λp(s) ds
from L1(G) into B(Lp(G)). We call λp the left regular representation of G.
We let PFp(G) denote the Banach algebra of p-pseudofunctions on G, i.e. the norm closure
of λp(L1(G)) in B(Lp(G)). If G is a discrete group, then PFp(G) is equal to the norm closure
of the linear span of {λp(s): s ∈ G}, and thus is a unital subalgebra of B(p(G)). For general G,
PFp(G) has a contractive approximate identity. We let PMp(G) denote the Banach algebra of
p-pseudomeasures on G, i.e. the weak∗ closure of λp(L1(G)) (respectively, the weak∗ closure
of the linear span of {λp(s): s ∈ G}) in B(Lp(G)). For p = 2, PF2(G) = C∗λ(G) is just the
reduced group C∗-algebra and PM2(G) = VN(G) is the group von Neumann algebra on L2(G).
It is known that PMp(G) is a dual space with PMp(G) = Ap(G)′, where Ap(G) is the Figà–
Talamanca–Herz algebra of G. For p = 2, A2(G) = A(G) is the Fourier algebra of G.
As it was observed by Daws [4], for general 1 < p < ∞, there is a natural matricial norm
structure, the p-operator space structure, on PFp(G) ⊆ PMp(G) ⊆ B(Lp(G)) given by the iden-
tification Mn(B(Lp(G))) = B(Lp(G)n) for each n ∈ N. Here we let Lp(G)n = Lp(G) ⊕ · · · ⊕
Lp(G) denote the n-fold p-direct sum of Lp(G). There is also a natural dual p-operator space
structure on Ap(G) inherited from PMp(G)′. So it is interesting to study these spaces in the
category of p-operator spaces.
Some fundamental results (such as matrix norm characterization, representation of p-com-
pletely bounded maps, duality, Haagerup and projective tensor products) for p-operator spaces
have been studied by Pisier [27], Le Merdy [20], and Daws [4]. There are many positive re-
sults. On the other hand, there is no surprise that certain operator space properties may fail for
general p-operator spaces. For instance, the Haagerup tensor product for p-operator spaces is
not injective anymore (cf. Le Merdy [20]). We also cannot prove the corresponding Arveson–
Wittstock–Hahn–Banach theorem for p-completely bounded maps.
In this paper, we first introduce the p-operator space injective tensor product and study various
properties related to this tensor product, including the p-operator space approximation property,
for p-operator spaces on Lp-spaces. We then apply these results to the study of the pseudo-
function algebras PFp(G), the pseudomeasure algebras PMp(G), and the Figà–Talamanca–Herz
algebras Ap(G). We show that if G is a discrete group, then most of approximation properties for
the reduced group C∗-algebra C∗λ(G), the group von Neumann algebra VN(G), and the Fourier
algebra A(G) (related to amenability, weak amenability, and approximation property of G) have
the natural p-analogues for PFp(G), PMp(G), and Ap(G), respectively. Some of our results and
proofs are motivated by the work of De Cannière and Haagerup [5], Haagerup [10], Haagerup
and Kraus [11], and Daws [4].
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Le Merdy [20] and Daws [4]. We also prove some new results related to column Lcp(μ) spaces
and row Lr
p′(μ) spaces.
We introduce the p-operator space injective tensor product in Section 3. Here we are mainly
interested in the case when V is a p-operator subspace of some B(Lp(μ)). In this case, we simply
say that V is a p-operator space on Lp-space. We show that the p-operator space injective tensor
product preserves the p-completely isometric embedding property for certain spaces. However,
it is not clear whether this is true for general p-operator spaces. We also study various properties
related to this new tensor product, including the p-operator space approximation property (or
p-OAP for short), in Section 3.
Section 4 is devoted to the study of p-completely bounded multipliers of the Figà–Talamanca–
Herz algebra Ap(G). We first prove a characterization theorem (Theorem 4.1) for operator-
valued p-completely bounded multipliers of Ap(G). This is a natural p-version generalization
of Pisier [29, Theorem 8.3], Spronk [33, Theorem 5.3], and Neufang, Ruan and Spronk [25,
Lemma 4.1] for discrete groups. It also provides an operator-valued characterization for Daws
[4, Theorem 8.3]. We then study the predual Qpcb(G) of the p-completely bounded multiplier
algebra McbAp(G) (see Proposition 4.3). We end this section by studying a natural p-completely
isometric co-associative co-multiplication p : Ap(G) → Ap(G × G). The adjoint map ′p
plays an important role in Section 5.
In Section 5, we study various approximation properties of the Banach algebras PFp(G),
PMp(G) and Ap(G) associated with the properties of the group G. We mainly consider dis-
crete groups here. It is known from Lance [19] (respectively, Effros and Lance [7]) that a
discrete group G is amenable if and only if the group C∗-algebra C∗λ(G) is nuclear (respec-
tively, the group von Neumann algebra VN(G) is semidiscrete). We show in Proposition 5.1 that
the amenability of G implies the p-nuclearity of PFp(G) (respectively, the p-semidiscreteness
of PMp(G)) for arbitrary 1 < p < ∞. However, we do not know whether the converse is true
if p 	= 2. We then study the p-analogue of the weak amenability and approximation property of
G introduced by Haagerup [10] and Haagerup and Kraus [11]. We show in Theorem 5.4 that a
discrete group G is p-weakly amenable, i.e. Ap(G) has an approximate identity {uα} such that
‖uα‖McbAp(G)  k < ∞, if and only if PFp(G) has the p-completely bounded approximation
property (respectively, PMp(G) has the weak∗ p-completely bounded approximation property).
We show in Theorem 5.5 that a discrete group G has the p-approximation property, i.e. Ap(G)
has an approximate identity {uα} which converges to constant 1 in the σ(McbAp(G),Qpcb(G))
topology, if and only if PFp(G) has the (strong) p-OAP (respectively, PMp(G) has the weak∗
p-OAP). We also study the corresponding properties associated with the Figà–Talamanca–Herz
algebra Ap(G).
In Section 6, we discuss the connection of these approximation properties for different 1 <
p,q < ∞. We show in Proposition 6.2 (respectively, in Proposition 6.3) that for 1 < p  q  2
or 2  q  p < ∞, if a discrete group G is q-weakly amenable (respectively, has the q-AP),
then it is p-weakly amenable (respectively, has the p-AP). Finally, we end the section by an
observation on 1-operator spaces PF1(G) = L1(G) and PM1(G) = M(G).
2. p-Operator spaces
Let 1 <p < ∞. A p-operator space is defined to be a Banach space V together with a matrix
norm, i.e. a norm ‖·‖n on each matrix space Mn(V ), which satisfies the following two conditions
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{‖x‖n,‖y‖m} for x ∈ Mn(V ) and y ∈ Mm(V ),
Mp: ‖αxβ‖n  ‖α‖‖x‖n‖β‖ for x ∈ Mn(V ) and α,β ∈ Mn = B(np).
Let SQp denote the collection of subspaces of quotients of Lp-spaces. This is the same as the
collection of quotients of subspaces of Lp-spaces. Let E be a Banach space in SQp . Then for
each n ∈ N, En = np(E) with the norm ‖[xi]‖ = (
∑n
i=1 ‖xi‖p)
1
p is again a space in SQp . If E =
Lp(μ) is an Lp-space, then so is En. We can obtain a norm ‖ · ‖n on the matrix space Mn(B(E))
by the canonical identification Mn(B(E)) ∼= B(En). It is known from Kwapien´’s characterization
[17] for SQp-spaces that B(E) with this matrix norm {‖·‖n} satisfies the conditions D∞ and Mp .
Therefore, B(E) is a p-operator space. On the other hand, Le Merdy proved in [20] that every
p-operator space is p-completely isometrically isomorphic to a norm closed subspace of B(E)
for some E ∈ SQp . This result generalizes Ruan’s matrix norm characterization for operator
spaces (cf. [30]) to general p-operator spaces for 1 <p < ∞.
Let V and W be p-operator spaces. We say that a linear map ϕ : V → W is p-completely
bounded if
‖ϕ‖pcb = sup
n
{‖ϕn‖}< ∞,
where ϕn : [xij ] ∈ Mn(V ) → [ϕ(xij )] ∈ Mn(W) is the induced map from Mn(V ) to Mn(W).
We say that ϕ is a p-complete contraction (respectively, a p-complete isometry) if ‖ϕ‖pcb  1
(respectively, ϕn is an isometry for each n ∈ N). We let CBp(V,W) denote the space of p-com-
pletely bounded maps from V to W . It is easy to see from Le Merdy’s characterization theorem
that CBp(V,W) is a p-operator space with the matrix norm given by
Mn
(CBp(V,W))= CBp(V,Mn(W)).
In particular, the dual space V ′ = CBp(V,C) has a natural p-operator space structure given by
Mn
(
V ′
)= CBp(V,B(np)).
We call this the dual p-operator space structure on V ′.
We can obtain a natural dual p-operator space structure on the second dual V ′′ = (V ′)′. It is
obvious that the canonical inclusion κV : V → V ′′ is an isometric and p-completely contractive
injection. Unlike operator spaces, there are (even finite dimensional) p-operator spaces V such
that κV is not p-completely isometric from V into V ′′ (cf. Daws [4, Section 4]). We say that V is
a p-operator space on Lp-space if V is a p-operator subspace of some B(Lp(μ)). The following
proposition is due to Daws [4, Theorem 4.3 and Proposition 4.4].
Proposition 2.1. Let V be a p-operator space and let Mm(V ′)1 denote the closed unit ball of
Mm(V
′) = CBp(V,Mm). Then the canonical inclusion κV : V ↪→ V ′′ is a p-completely isomet-
ric injection, that is, for every [xij ] ∈ Mn(V ),∥∥[xij ]∥∥Mn(V ) = sup{∥∥[ϕ(xij )]∥∥: ϕ = [ϕkl] ∈ Mm(V ′)1, m ∈ N} (2.1)
if and only if V is a p-operator space on Lp-space. In particular, the dual p-operator space V ′
is always a p-operator space on Lp-space.
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is also p-completely bounded. In general, we can only claim ‖T ′‖pcb  ‖T ‖pcb for p 	= 2. How-
ever, if V is a p-operator space on Lp-space, then we can conclude from Proposition 2.1 that
‖T ′‖pcb = ‖T ‖pcb.
Given a measure space (Ω,μ), we let K(Lp(μ)) denote the space of compact operators on
Lp(μ) and let N (Lp(μ)) = Lp′(μ)
π⊗ Lp(μ) denote the space of nuclear operators on Lp(μ).
Since Lp(μ) is reflexive (hence has the Radon–Nikodým property) and has the approximation
property, N (Lp(μ)) can be isometrically identified with the Banach space dual K(Lp(μ))′ (cf.
Ryan [32]). We have the following isometries
N (Lp(μ))=K(Lp(μ))′ and B(Lp(μ))=N (Lp(μ))′.
It is clear that K(Lp(μ)) has a natural p-operator space structure, which is given by
Mn
(K(Lp(μ)))=K(Lp(μ)n)=K(Lp(μ)⊕p · · · ⊕p Lp(μ)).
Then we can obtain a natural dual p-operator space structure on N (Lp(μ)) = K(Lp(μ))′, i.e.
we have
Mn
(N (Lp(μ)))= CBp(K(Lp(μ)),B(np)),
and obtain the following result of Daws [4, Lemma 5.1], which shows that the induced dual
p-operator space structure coincides with the original p-operator space structure on B(Lp(μ)).
Proposition 2.2. We have the p-complete isometries
N (Lp(μ))=K(Lp(μ))′ and B(Lp(μ))=N (Lp(μ))′. (2.2)
If I is an index set, we simply use the notation KI , NI and BI for K(p(I )), N (p(I )) and
B(p(I )). We use the notation K∞, N∞ and B∞ if I is an infinite countable set. If n ∈ N is
a positive integer, we use Nn = N (np) and Mn(C) = K(np) = B(np). Therefore, we have the
p-complete isometries
Nn = M ′n and Mn =N ′n. (2.3)
The corresponding projective tensor product and Haagerup tensor product for p-operator
spaces have been studied by Daws [4] and Le Merdy [20]. Let us first recall from Daws [4]
that given p-operator spaces V and W , the p-operator space projective tensor norm ‖ · ‖∧p,n on
Mn(V ⊗W) is defined by
‖u‖∧p,n = inf
{‖α‖‖v‖‖w‖‖β‖: u = α(v ⊗w)β
for α ∈ Mn,kl, v ∈ Mk(V ), w ∈ Ml(W) and β ∈ Mkl,n
}
.
We let V
∧p⊗ W denote the completion of V ⊗ W with respect to this matrix norm, and call
V
∧p⊗ W the p-operator space projective tensor product of V and W .
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instance, the tensor product of p-complete contractions (respectively, p-complete quotients) is
again a p-complete contraction (respectively, a p-complete quotient). The p-operator space pro-
jective tensor product is associative, i.e. (V
∧p⊗ W)
∧p⊗ Z = V
∧p⊗ (W
∧p⊗ Z), and is commutative,
i.e. V
∧p⊗ W = W
∧p⊗ V . We also have the p-complete isometry
CBp(V
∧p⊗ W,Z) = CBp
(
V,CBp(W,Z)
) (2.4)
for p-operator spaces V , W and Z. In particular, we have
(V
∧p⊗ W)′ = CBp
(
V,W ′
)
. (2.5)
Using this property, Daws proved in [4] that for arbitrary n,m ∈ N, we have the p-complete
isometries
(Nn
∧p⊗ Nm)′ = CBp(Nn,Mm) = Mm(Mn) = Mnm =N ′nm.
However, we can only claim the isometry
Nn
∧p⊗ Nm =Nnm (2.6)
since it is not clear whether the matrix norm on Nn
∧p⊗ Nm coincides with the dual matrix norm
induced from (Nn
∧p⊗ Nm)′′ = M ′nm, i.e. it is not clear whether Nn
∧p⊗ Nm is a p-operator space
on Lp-space. Here is the difficulty. Let ϕ be a p-completely contractive map in Mk((Nn
∧p⊗
Nm)′′) = Mk(M ′nm) = CBp(Mnm,Mk). Then we can find an SQp-space E and contractive maps
V ∈ B(Enm, kp) and W ∈ B(kp,Enm) such that
ϕ(x) = V (x ⊗ 1E)W for x ∈ Mnm (2.7)
(see detail in the proof of Theorem 3.6). If p = 2, then E is a Hilbert space and thus we can write
Enm = 2(I ) for some index set I . In this case, we get V ∈ Mk,I and U ∈ MI,k , and we can
conclude that ϕ corresponds to a contractive element in Mk(Nn ⊗ˆ Nm). Therefore, we can get
a complete isometry in (2.6) in the case of p = 2. However, if p 	= 2, we do not know whether
we can replace E in (2.7) by an Lp-space, and thus by some p(I ) space. So in general, we can
only claim the isometry
N (Lp(μ)) ∧p⊗ N (Lp(ν))=N (Lp(μ)⊗p Lp(ν)) (2.8)
for general measure spaces (Ωμ,μ) and (Ων, ν).
If we take the dual, we can obtain the following p-complete isometries
(N (Lp(μ)) ∧p⊗ N (Lp(ν)))′ = CBp(N (Lp(μ)),B(Lp(ν)))= B(Lp(μ)⊗p Lp(ν)). (2.9)
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Mk
(CBp(N (Lp(μ)),B(Lp(ν))))= CBp(N (Lp(μ)),B(kp ⊗p Lp(ν)))
=N (Lp(μ) ∧p⊗ N (kp ⊗p Lp(ν)))′
= B(Lp(μ)⊗p kp ⊗p Lp(ν))= Mk(B(Lp(μ)⊗p Lp(ν))).
Now let us recall the Haagerup tensor product for p-operator spaces from [20]. Given p-
operator spaces V and W , we can define the p-Haagerup tensor norm ‖ · ‖hp,n on Mn(V ⊗ W)
by letting
‖u‖hp,n = inf
{
‖v‖‖w‖: u = v w =
[
l∑
k=1
vik ⊗wkj
]
for v = [vik] ∈ Mn,l(V ) and w = [wkj ] ∈ Ml,n(W)
}
.
We let V
hp⊗ W denote the completion of V ⊗ W with the above matrix norm, and call V
hp⊗ W
the p-Haagerup tensor product of V and W . It is clear from the definitions that we have
‖u‖hp,n  ‖u‖∧p,n for all u ∈ Mn(V ⊗ W), i.e. the identify map on V ⊗ W extends to a
p-complete contraction from V
∧p⊗ W into V
hp⊗ W .
The p-Haagerup tensor product preserves certain functorial properties. For instance, the
tensor product of p-complete contractions (respectively, p-complete quotients) is again a p-
complete contraction (respectively, a p-complete quotient), and the p-Haagerup tensor product
is associative. However, unlike operator spaces, the p-Haagerup tensor product is not injective
(cf. [20]).
Let E be an SQp-space. Then the identification Ec = B(C,E) allows us to define the column
p-operator space structure Mn(Ec) = B(lnp,En) on E. Correspondingly, we can define the row
p-operator space structure (E′)r = B(E,C) on E′. In particular, for any measure space (Ω,μ),
we can obtain the column p-operator space structure Lcp(μ) = B(C,Lp(μ)) on Lp(μ) and the
row p-operator space structure Lr
p′(μ) = B(Lp(μ),C) on Lp′(μ). In the following, we show
that some corresponding properties for column and row Hilbert spaces are still true for column
Lcp(μ) spaces and row Lrp′(μ) spaces.
Proposition 2.3. Let V be a p-operator space. Then we have the p-complete isometries
V
hp⊗ Lcp(μ) = V
∧p⊗ Lcp(μ) and Lrp′(μ)
hp⊗ V = Lrp′(μ)
∧p⊗ V.
Proof. Let us prove the result for the column space Lcp(μ). The proof for the row space Lrp′(μ)
is similar. If Lp(μ) = p(I ) for some index set I , then the argument is relatively easy (almost
identical with the Hilbert space case). For general Lp(μ) space, we have to reduce the problem to
relatively nice finite dimensional subspaces, i.e. we need to consider the local rigid Lp-structure
of Lp(μ). Let us recall that for every Lp(μ) space, there exists an increasing net of finite dimen-
940 G. An et al. / Journal of Functional Analysis 259 (2010) 933–974sional subspaces Fα such that each Fα is isometric to some finite dimensional d(α)p space and
the union
⋃
α Fα is norm dense in Lp(μ). Actually, we can choose these spaces Fα to be the
subspaces of Lp(μ) which are spanned by finitely many non-zero characteristic functions with
disjoint supports. We refer the reader to Lindenstrauss and Pelczyn´ski [21] and Lacey [18] for
more details.
Given u ∈ Mn(V ⊗ Lcp(μ)) with ‖u‖hp,n < 1, we want to show that ‖u‖∧p,n < 1. Since
‖u‖hp,n < 1, we may choose v = [vij ] ∈ Mn,m(V ) and ξ = [ξjk] ∈ Mm,n(Lcp(μ)) for some
m ∈ N such that u = v  ξ and ‖v‖‖ξ‖ < 1. According to the rigid Lp-structure of Lp(μ),
we can choose a finite dimensional subspace F ⊆ Lp(μ) such that F is isometric to dp with
d = dimF and there exists ξ˜jk ∈ F sufficiently close to ξjk such that ξ˜ = [ξ˜jk] ∈ Mm,n(F c)
with ‖ξ˜‖ < 1. We let u˜ = v  ξ˜ . Now let us suppose that {f1, . . . , fd} is a basis of F , which
corresponds to the canonical basis {e1, . . . , ed} of dp . Then we can write
ξ˜ =
[
d∑
t=1
α(j,t),kft
]
=
d∑
t=1
ft ⊗ αt = [f1 · · ·fd ]  [αt ]
with αt = [α(j,t),k] ∈ Mm,n. It follows that
u˜ = v  ξ˜ = ([vij ] ⊗ [f1, . . . , fd ])[α(j,t),k].
Since ‖[α(j,t),k]‖ = ‖[αt ]‖ = ‖ξ˜‖ < 1 and ‖[f1, f2, . . . , fd ]‖c = 1, we can get
‖u˜‖∧p,n  ‖v‖
∥∥[f1, . . . , fd ]∥∥c∥∥[αt ]∥∥= ‖v‖‖ξ˜‖ < 1.
Therefore, we can conclude (by choosing ξ˜ sufficiently close to ξ ) that ‖u‖∧p,n < 1. 
Proposition 2.4. We have the p-complete isometries
CBp
(
Lcp(μ),L
c
p(ν)
)= B(Lp(μ),Lp(ν)) and CBp(Lrp′(μ),Lrp′(ν))= B(Lp(ν),Lp(μ)).
In particular, if we let Lp(ν) = Lp′(ν) = C, we obtain the p-complete isometries
Lcp(μ)
′ = Lrp′(μ) and Lrp′(μ)′ = Lcp(μ).
Proof. Let us first prove the p-complete isometry CBp(Lcp(μ),Lcp(ν)) = B(Lp(μ),Lp(ν)). If
Lp(μ) = p(I ) and Lp(ν) = p(J ) for some index sets I and J , we can obtain the result by ap-
plying the same proof as that given for column Hilbert spaces (see [9, Theorem 3.4.1]). However,
for general, Lp(μ) space, we need to apply the rigid Lp-structure as we discussed in the proof
of Proposition 2.3. For the convenience of the reader, we outline the proof here.
Given T = [Tkl] ∈ Mn(B(Lp(μ),Lp(ν))), we let T˜ ∈ Mn(CBp(Lcp(μ),Lcp(ν))) =
CBp(Lcp(μ),Mn(Lcp(ν))) be the corresponding map defined by
T˜ : ξ ∈ Lcp(μ) →
[
Tkl(ξ)
] ∈ Mn(Lcp(ν)).
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are contained in a subspace F ⊆ Lp(μ) such that F is isometrically isomorphic to dp . Let
{f1, . . . , fd} be a basis of F corresponding to the canonical basis of dp . Then we can write
ξ˜j =∑dt=1 γjtft ∈ F with ∑nj=1∑dt=1 |γjt |p =∑j ‖ξ˜j‖p = ‖ξ˜‖p and obtain
T (ξ˜ ) =
[
n∑
j=1
Tkj (ξ˜j )
]
=
[
n∑
j=1
d∑
t=1
Tkj (ft )γjt
]
= [Tkj (ft )][γjt ].
This shows that ‖T ‖ ‖T˜ ‖pcb.
To prove ‖T˜ ‖pcb  ‖T ‖, it suffices to consider elements of the form ξ˜ = ∑dt=1 ft ⊗ αt ∈
Mm(L
c
p(μ)) with α1, . . . , αd ∈ Mm and f1, . . . , fd ∈ Lp(μ) corresponding to the canonical basis
of some dp space. In this case, we can write
T˜m(ξ˜ ) =
d∑
t=1
[
Tkl(ft )
]⊗ αt = [T˜ (ft )] [αt ]
with [T˜ (ft )] = [Tkl(ft )] ∈ Mn(Lcp(ν)) for each t = 1, . . . , d and ‖[αt ]‖ = ‖ξ˜‖. Then by the
rigid Lp-structure of Lp(ν), we may assume (up to a small perturbation) that Tkl(ft ) are (ap-
proximately) contained in a finite dimensional subspace G ⊆ Lp(ν) such that G is isometrically
isomorphic to some rp space. Let g1, . . . , gr be elements in G, which correspond to the canonical
basis of rp . Then for each t = 1, . . . , d , we can write [Tkl(ft )] ∼=
∑r
s=1 gs ⊗ βst with βst ∈ Mn
for 1 s  r and 1 t  d . Then [βst ] is a matrix in Mnr,nd which satisfies ‖[βst ]‖ ‖T ‖ + 
for a sufficiently small ε. In this case, we get
T˜m(ξ˜ ) =
d∑
t=1
[
Tkl(ft )
]⊗ αt ∼= r∑
s=1
d∑
t=1
gs ⊗ βst ⊗ αt = [gs]  [βst ]  [αt ],
and thus
∥∥T˜m(ξ˜ )∥∥ ∥∥[βst ⊗ Im]∥∥∥∥[In ⊗ αt ]∥∥ (‖T ‖ + )‖ξ˜‖.
This shows that ‖T˜ ‖pcb  ‖T ‖ and we obtain the p-complete isometry CBp(Lcp(μ),Lcp(ν)) =
B(Lp(μ),Lp(ν)).
If we let Lp(ν) = C, we get the p-complete isometries
Lcp(μ)
′ = CBp
(
Lcp(μ),C
)= B(Lp(μ),C)= Lrp′(μ).
Since Lp(μ) is a reflexive space, the canonical inclusion κ : Lcp(μ) ↪→ Lcp(μ)′′ is a p-completely
isometric isomorphism. Therefore, we have the p-complete isometries
Lr ′(μ)′ = Lcp(μ)′′ = Lcp(μ).p
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CBp
(
Lrp′(μ),L
r
p′(ν)
)= CBp(Lcp(μ)′,Lcp(ν)′)= (Lcp(μ)′ ∧p⊗ Lcp(ν))′
= CBp
(
Lcp(ν),L
c
p(μ)
′′)= CBp(Lcp(ν),Lcp(μ))
= B(Lp(ν),Lp(μ)). 
The following result is an immediate consequence of Propositions 2.3 and 2.4.
Corollary 2.5. We have the isometries
N (Lp(μ))= Lrp′(μ) ∧p⊗ Lcp(μ) = Lrp′(μ) hp⊗ Lcp(μ).
3. p-Operator space injective tensor product
Let V and W be p-operator spaces. There exists an injective embedding
θ : x ⊗ y ∈ V ⊗W ↪→ θ(x ⊗ y) ∈ CBp
(
V ′,W
) (3.1)
given by θ(x ⊗ y)(f ) = f (x)y for f ∈ V ′. The completion V
∨p⊗ W of V ⊗ W in CBp(V ′,W)
is a p-operator subspace of CBp(V ′,W). We call V
∨p⊗ W the p-operator space injective tensor
product of V and W . It is easy to see that for every u ∈ Mn(V ⊗W), we have
‖u‖∨p,n  ‖u‖hp,n  ‖u‖∧p,n.
According to the definition, V
∨p⊗ Mn is a norm closed subspace of CB(V ′,Mn) = Mn(V ′′).
Therefore, we have Mn(V ) = V
∨p⊗ Mn for all n ∈ N if and only if V is a p-operator space
on Lp-space, i.e. V ⊆ B(Lp(μ)) for some measure space (Ω,μ). In the rest of this paper, we
assume that all p-operator spaces are on Lp-spaces unless otherwise indicated. It is known from
Proposition 2.1 that for each u ∈ Mn(V ⊗W), the p-operator space injective tensor norm ‖u‖∨p,n
can be expressed by
‖u‖∨p,n = sup
{∥∥(ϕ ⊗ψ)n(u)∥∥: ϕ ∈ Mm(V ′)1, ψ ∈ Mk(W ′)1, m, k ∈ N}. (3.2)
In this case, the p-operator space injective tensor product is commutative, i.e. we have the
p-complete isometry V
∨p⊗ W = W
∨p⊗ V .
It is easy to see that the tensor product of p-complete contractions under the p-injective
tensor product is again a p-complete contraction. In particular, if we are given p-operator spaces
V ⊆ W and Z, we can get the following inequality
‖u‖ ∨p  ‖u‖ ∨p for u ∈ Mn(V ⊗Z).
Mn(W ⊗Z) Mn(V ⊗Z)
G. An et al. / Journal of Functional Analysis 259 (2010) 933–974 943However, due to the lack of the Arveson–Wittstock–Hahn–Banach extension theorem for p-
completely bounded maps, it is not clear whether this tensor product is injective. It is also not
clear at this moment whether the p-injective tensor product is associative. In the following, we
show that this tensor product does preserve some spatial property for certain p-operator spaces.
So it is reasonable to use the terminology “injective tensor product” for
∨p⊗ .
Let V ⊆ W be p-operator spaces on some Lp-space. Then we may canonically identify V
with a p-operator subspace of V ′′. In this case, we say that V has the weak expectation prop-
erty with respect to W (or WEP w.r.t. W for short) if there exists a p-complete contraction
P : W → V ′′ such that P(x) = x for all x ∈ V . We say that V is 1-complemented in W if there
exists a p-completely contractive projection P from W onto V , and we say that V is approx-
imately 1-complemented in W if there exists a net of p-complete contractions Pα : W → V
such that ‖Pα(x) − x‖ → 0 for all x ∈ V . It is clear that if V is 1-complemented (respectively,
approximately 1-complemented) in W , then V has the WEP w.r.t. W .
Proposition 3.1. Suppose that V ⊆ W and Z are p-operator spaces on Lp-spaces. If V has the
WEP w.r.t. W , then the canonical inclusion induces a p-completely isometric injection
V
∨p⊗ Z ↪→ W
∨p⊗ Z.
If V is 1-complemented (respectively, approximately 1-complemented) in W , then V
∨p⊗ Z is
1-complemented (respectively, approximately 1-complemented) in W
∨p⊗ Z.
Proof. Let P : W → V ′′ be a p-complete contraction such that P(x) = x for all x ∈ V . Then for
any ϕ ∈ Mm(V ′)1, we get ϕ ◦ P ∈ Mm(W ′)1. It follows from (3.2) that for any u ∈ Mn(V ⊗Z),
we have
‖u‖
Mn(V
∨p⊗Z)
= sup{∥∥(ϕ ⊗ψ)n(u)∥∥: ϕ ∈ Mm(V ′)1, ψ ∈ Mk(Z′)1}
= sup{∥∥(ϕ ◦ P ⊗ψ)n(u)∥∥: ϕ ∈ Mm(V ′)1, ψ ∈ Mk(Z′)1} ‖u‖
Mn(W
∨p⊗Z)
.
This shows that ‖u‖
Mn(V
∨p⊗Z)
= ‖u‖
Mn(W
∨p⊗Z)
for all u ∈ Mn(V ⊗ Z). The result for the
1-complemented (respectively, approximately 1-complemented) case can be proved analo-
gously. 
Theorem 3.2. Suppose that V is a p-operator subspace of B(Lp(ν)). Then for any measure
space (Ω,μ), the canonical inclusions
K(Lp(μ)) ∨p⊗ V ↪→ B(Lp(μ)) ∨p⊗ V ↪→ B(Lp(μ)⊗p Lp(ν))
are p-completely isometric injections.
Proof. The first inclusion is an immediate consequence of Proposition 3.1 since we have the
p-complete isometry K(Lp(μ))′′ = B(Lp(μ)).
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we have the p-completely isometric inclusions
B(Lp(μ)) ∨p⊗ V ↪→ CBp(B(Lp(μ))′,V ) ↪→ CBp(B(Lp(μ))′,B(Lp(ν))). (3.3)
It is known from Daws [4, Proposition 5.4] that for each n ∈ N, we have the isometry
(
Mn
∨p⊗ N (Lp(μ)))′ =Nn ∧p⊗ B(Lp(μ)).
Then Mn(B(Lp(μ))′) is isometric to the second dual of Mn(N (Lp(μ))) since
Mn
(B(Lp(μ))′)= CBp(B(Lp(μ)),Mn)= (B(Lp(μ)) ∧p⊗ Nn)′ = Mn(N (Lp(μ)))′′.
This shows that the closed unit ball of Mn(N (Lp(μ))) is weak∗ dense in the closed unit ball
of Mn(B(Lp(μ))′). Therefore, we can replace B(Lp(μ))′ in (3.3) by N (Lp(μ)) and obtain the
p-completely isometric injection
B(Lp(μ)) ∨p⊗ V ↪→ CBp(N (Lp(μ)),B(Lp(ν)))= B(Lp(μ)⊗p Lp(ν)).
See (2.9) for the p-complete isometry CBp(N (Lp(μ)),B(Lp(ν))) = B(Lp(μ)⊗p Lp(ν)). 
Theorem 3.3. Let V and W be p-operator spaces on Lp-spaces. Then there exist two index
sets I and J such that we can identify V and W with p-operator subspaces of B(p(I )) and
B(p(J )), respectively, and the canonical inclusion
V
∨p⊗ W ↪→ B(p(I )⊗p p(J ))
is a p-completely isometric injection.
Proof. Let Ω =⋃n∈NMn(V ′)1 =⋃n∈N CBp(V,Mn)1 be the set of p-complete contractions
ϕ : V → Mn with n ∈ N. We let n(ϕ) = n be the positive integer associated with ϕ and let I
be the index set such that p(I ) =⊕ϕ∈Ω n(ϕ)p . Then it is known from Proposition 2.1 that the
induced map
Φ : v ∈ V → diag{ϕ(v): ϕ ∈ Ω} ∈ ∏
ϕ∈Ω
B(n(ϕ)p )⊆ B(p(I )) (3.4)
is a p-completely isometric injection. Let us identify V with the p-operator subspace Φ(V )
of B(p(I )). Then every p-complete contraction ϕ : V → Mn has a p-completely contractive
extension ϕ˜ : B(p(I )) → Mn, which is just given by taking the truncation of B(p(I )) to the

n(ϕ)
p -component.
Similarly, we can obtain a p-completely isometric embedding Ψ : W → B(p(J )) for some
index set J with the similar extension property. Then we can conclude from (3.2) and Theo-
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V
∨p⊗ W ↪→ B(p(I )) ∨p⊗ B(p(J )) ↪→ B(p(I )⊗p p(J ))
are p-completely isometric injections. 
Proposition 3.4. Let V be a p-operator space on Lp-space. For any measure space (Ω,μ), we
have the p-complete isometries
Lcp(μ)
∨p⊗ V = Lcp(μ)
hp⊗ V and V
∨p⊗ Lrp′(μ) = V
hp⊗ Lrp′(μ).
Proof. Let us only prove these results for the column space Lcp(μ). The proof for the row space
Lr
p′(μ) is similar. Let us first assume that Lp(μ) = np . Then we have the p-completely isometric
inclusion
(
np
)c ∨p⊗ V = V ∨p⊗ (np)c ↪→ CBp(V ′, (np)c)= Mn,1(V ′′).
It follows that every v ∈ Mm((np)c
∨p⊗ V ) = Mmn,m(V ) can be expressed by v = Imnv = Imnv.
Since we can regard Imn as a contractive element in Mm,mn((np)c) = Mmn, we get ‖v‖hp,m 
‖v‖∨p,m. For general case, we need to apply the rigid Lp-structure of Lp(μ). We leave the detail
to the reader. 
Theorem 3.5. Let V be a p-operator space on Lp-space. For any measure space (Ω,μ), we
have the p-complete isometries
K(Lp(μ)) ∨p⊗ V = Lcp(μ) hp⊗ V hp⊗ Lrp′(μ) = Lcp(μ) ∨p⊗ V ∨p⊗ Lrp′(μ).
In particular, we have
K(Lp(μ))= Lcp(μ) hp⊗ Lrp′(μ) = Lcp(μ) ∨p⊗ Lrp′(μ).
Proof. If Lp(μ) = np , we have K(np) = B(np) = Mn. In this case, we obtain
B(np) ∨p⊗ V = Mn(V ) = (np)c hp⊗ V hp⊗ (np′)r = (np)c ∨p⊗ V ∨p⊗ (np′)r
by [20, Proposition 6.3] and Proposition 3.4.
For general case, we need to apply the rigid Lp-structure of Lp(μ), i.e. we need to consider
an increasing net of finite dimensional subspaces Fα in Lp(μ) such that each Fα is isometric to
a finite dimensional d(α)p space and the union
⋃
α Fα is norm dense in Lp(μ). For each α, we
may identify the dual space F ′ with a subspace of Lp′(μ) and F ′ is isometric to d(α)′ . In thisα α p
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Lp′(μ)r , and K(Lp(μ)), respectively. Then we obtain an increasing net of p-operator spaces
B(Fα)
∨p⊗ V = Fcα
hp⊗ V
hp⊗ (F ′α)r = Fcα ∨p⊗ V ∨p⊗ (F ′α)r .
Since the unions
⋃
α B(Fα),
⋃
α F
c
α
hp⊗ V
hp⊗ (F ′α)r , and
⋃
α F
c
α
∨p⊗ V
∨p⊗ (F ′α)r are norm dense
in K(Lp(μ)), Lcp(μ)α
hp⊗ V
hp⊗ Lr
p′(μ), and L
c
p(μ)
∨p⊗ V
∨p⊗ Lr
p′(μ), respectively, we obtain the
p-complete isometries
K(Lp(μ)) ∨p⊗ V = Lcp(μ) hp⊗ V hp⊗ Lrp′(μ) = Lcp(μ) ∨p⊗ V ∨p⊗ Lrp′(μ). 
Now let us discuss the duality property between the p-operator space injective tensor prod-
uct and the p-operator space projective tensor product. Given p-operator spaces V and W on
Lp-spaces, we have a natural duality
〈f ⊗ g,x ⊗ y〉 = f (x)g(y) (3.5)
between f ⊗g ∈ V ′⊗W ′ and x⊗y ∈ V ⊗W . The duality (3.5) induces a p-complete contraction
from V ′
∧p⊗ W ′ into (V
∨p⊗ W)′.
Theorem 3.6. Let V be a p-operator space on Lp-space. For each n ∈ N, we have the isometric
isomorphism
(Mn
∨p⊗ V )′ =Nn
∧p⊗ V ′.
Proof. Let us first assume that u is a contractive linear functional contained in (Mn
∨p⊗ B(E))′ =
B(En)′ with E = Lp(μ) and ‖u‖ = 1. Since ‖u‖pcb = ‖u‖ = 1 (cf. [4, Lemma 4.2]), u is ac-
tually a p-completely contractive linear functional from B(En) into C. We can apply Pisier’s
representation Theorem 2.1(c) in [27] to obtain an Lp-space, a unital p-completely contractive
homomorphism π˜ : B(En) → B(Lp) and contractive vectors η ∈ Lp , ξ ∈ Lp′ such that
u
([aij ])= 〈ξ, π˜([aij ])η〉.
Now using the submatrix system {eij ⊗ 1} in Mn
∨p⊗ B(E) = B(En), we can split the range space
Lp into the following n-copy of p-direct sum
Lp = π˜ (e11 ⊗ 1)Lp ⊕p · · · ⊕p π˜(enn ⊗ 1)Lp.
It is easy to see that π˜(e11⊗1)Lp is a closed and contractively complemented subspace of Lp and
thus is an Lp-space, which we denote by Lp(ν). All other spaces π˜(eii ⊗ 1)Lp (1 i  n) are
isometrically isomorphic to Lp(ν) via {π˜(eij ⊗1)}. Therefore (up to an isometric isomorphism),
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contractive vectors [ξi] ∈ Lp′(ν)n and [ηj ] ∈ Lp(ν)n such that
u
([aij ])= 〈[ξi], (idMn ⊗ π)([aij ])[ηj ]〉= 〈[ξi], [π(aij )][ηj ]〉=
n∑
i,j=1
〈
ξi,π(aij )ηj
〉
. (3.6)
Now let us assume that the vectors η1, . . . , ηn are contained in a finite dimensional subspace
F ⊆ Lp(ν) such that F is isometric to an kp space. If we let f1, . . . , fk correspond to the canoni-
cal basis of kp , we can express each ηj as ηj =
∑k
v=1 βj,vfv with
∑
j,v |βj,v|p  1. Similarly, we
may assume that the vectors ξ1, . . . , ξn are contained in a finite dimensional subspace G ⊆ Lp′(ν)
such that G is isometric to an l
p′ space. In this case, we can express ξi as ξi =
∑l
w=1 αi,wgw
with
∑
i,w |αi,w|p′  1. Let ιF and ιG be the embedding of F and G into Lp(ν) and Lp′(ν),
respectively. Then the map
Φ = [Φw,v] : a ∈ B(E) → (ιG)′π(a)ιF ∈ (ιG)′B
(
Lp(ν)
)
ιF ∼= Ml,k
defines a contractive element in Ml,k(B(E)′) = CBp(B(E),Ml,k) such that
u = 〈[ξi], (idMn ⊗ π)[ηj ]〉= [αi,w](idMn ⊗Φ)[βj,v].
This shows that u corresponds to a contractive element in Nn
∧p⊗ B(E)′.
In general, the vectors {ηj }nj=1 (respectively, {ξi}ni=1) can be approximated by vectors in some
sufficiently large finite dimensional subspace F ⊆ Lp(ν) such that F ∼= kp (respectively, G ⊆
Lp′(ν) such that G ∼= lp′ ). It follows that u is a limit of contractive elements in Nn
∧p⊗ B(E)′ and
thus u itself is contractive in Nn
∧p⊗ B(E)′. Therefore we have the isometric isomorphism
(
Mn
∨p⊗ B(E))′ =Nn ∧p⊗ B(E)′.
Now for general p-operator space V ⊆ B(Lp(μ)). If u is a contractive linear functional in
(Mn
∨p⊗ V )′, we may extend u to a contractive linear functional u˜ ∈ (Mn
∨p⊗ B(Lp(μ)))′. From
the above discussion, we can find a p-complete contraction Φ : B(Lp(μ)) → Ml,k and contrac-
tive [αi,w] and [βj,v] such that u˜ = [αi,w](idMn ⊗ Φ)[βj,v] is contractive in Nn
∧p⊗ B(E)′. Then
Φ|V is a p-complete contraction from V into Ml,k and thus u = [αi,w](idMn ⊗ Φ|V )[βj,v] is
contractive in Nn
∧p⊗ V ′. This completes the proof. 
Theorem 3.7. Let V ⊆ B(Lp(ν)) be a p-operator space. We have the isometric isomorphism
(K∞
∨p⊗ V )′ =N∞
∧p⊗ V ′. (3.7)
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Nn
∧p⊗ V ′ (Mn
∨p⊗ V )′
N∞
∧p⊗ V ′
τ
(K∞
∨p⊗ V )′
in which the top row is an isometric isomorphism by Theorem 3.6 and the columns are isomet-
ric inclusions. Since the union
⋃Nn ∧p⊗ V ′ is norm dense in N∞ ∧p⊗ V ′, we get the isometric
embedding τ in the bottom row. We need to prove that τ is surjective.
Let us again first consider the special case of V = B(E) with E = Lp(μ). Then each
contractive linear functional u ∈ (K∞
∨p⊗ B(E))′ extends to a contractive linear functional
u˜ ∈ B(∞p ⊗p E)′ = B(E∞)′. As we discussed in the proof of Theorem 3.6, we can express
u˜ = 〈ξ, (idB∞ ⊗ π)η〉= 〈[ξi], (idB∞ ⊗ π)[ηj ]〉=
∞∑
i,j=1
〈
ξi, (idB∞ ⊗ π)ηj
〉
for some contractive ξ = [ξi] ∈ (E′)∞ and η = [ηj ] ∈ E∞. The problem here is that ξ and η
may contain infinitely many non-zero terms of ξi ∈ E′ and ηj ∈ E. So we need to consider an
approximation argument. We let ξ [n] ∈ (E′)∞ be the nth truncation of ξ , i.e. we let ξ [n] = [ξ [n]i ]
with ξ [n]i = ξi if 1 i  n and ξ [n]i = 0 for i > n. Correspondingly, we let η[n] ∈ E∞ be the nth
truncation of η. So we can conclude from the proof of Theorem 3.6 that
u˜n =
〈
ξ [n], (idB∞ ⊗ π)
[
η[n]
]〉= 〈ξ [n], (idMn ⊗ π)[η[n]]〉
are contractive elements in N∞
∧p⊗ B(Lp(ν))′. It is clear that ξ [n] → ξ in (E′)∞ and η[n] → η
in E∞. Therefore, {u˜n} is a Cauchy sequence and thus converges to a contractive element u˜∞ in
N∞
∧p⊗ B(Lp(ν))′. It is easy to verify that u is equal to u˜∞ on all finite matrix space Mn
∨p⊗ B(E).
Therefore, we must have u = u˜∞ on K∞
∨p⊗ B(E) and thus u is contractive in N∞
∧p⊗ B(Lp(ν))′.
This proves the isometric isomorphism
(K∞ ∨p⊗ B(Lp(ν)))′ =N∞ ∧p⊗ B(Lp(ν))′.
Applying the same argument as that given in Theorem 3.6, we can obtain the result for gen-
eral V . 
Corollary 3.8. Let V and W be p-operator spaces on Lp-spaces. Then the canonical inclusion
V ′
∨p⊗ W ↪→ CBp(V,W)
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V ′
∨p⊗ W ′ ↪→ CBp
(
V,W ′
)= (V ∧p⊗ W)′.
Proof. It is known from Theorem 3.6 that for each n ∈ N, we have the isometric isomorphisms
Mn
(
V ′′
)= CBp(V ′,Mn)= (Nn ∧p⊗ V ′)′ = Mn(V )′′.
Therefore, we can replace V ′′ by V in the definition V ′
∨p⊗ W ↪→ CBp(V ′′,W) of the p-operator
space injective tensor product and thus obtain the p-completely isometric injection
V ′
∨p⊗ W ↪→ CBp(V,W). 
Now we are ready to study the p-operator space approximation property. Motivated by the
definition given for operator spaces (cf. [8] and [9, Chapter 11]), we say that a p-operator space
V has the p-operator space approximation property (or p-OAP for short) if for every  > 0 and
[xij ] ∈K∞(V ) =K∞
∨p⊗ V , there exists a bounded finite rank map T : V → V such that
∥∥T∞([xij ])− [xij ]∥∥K∞(V ) < , (3.8)
that is, there exists a net of bounded finite rank maps {Tα} on V such that Tα → idV in the stable
point-norm topology Tn on CBp(V,V ). We can define the strong p-OAP by replacing K∞ by
B∞ in (3.8).
Remark 3.9. It is worthy to remark that a p-operator space V has the p-OAP if and only if we
can replace K∞ by arbitrary K(Lp(μ)) in (3.8). This follows from Proposition 3.5 that
K(Lp(μ)) ∨p⊗ V = Lcp(μ) hp⊗ V hp⊗ Lrp′(μ)
and the fact that every element u ∈ Lcp(μ)
hp⊗ V
hp⊗ Lr
p′(μ) can be written as u = f  v  g with
f = [fn] ∈ M1,∞(Lcp(μ)), v ∈ K∞(V ), and g ∈ M∞,1(Lrp′(μ)) (cf. [20]).
A p-operator space V is said to have the p-completely bounded approximation property (or
p-CBAP for short) if there is a positive number k such that the identity map idV on V can be
approximated in the point-norm topology by a net of p-completely bounded finite rank maps
Tα with ‖Tα‖pcb  k. If k = 1, we say that V has the p-completely contractive approximation
property (or p-CCAP for short). It is easy to see that the p-CBAP implies the strong p-OAP
and thus implies the p-OAP. It is also easy to obtain the following result from our previous
discussion.
Proposition 3.10. For any measure space (Ω,μ), K(Lp(μ)), N (Lp(μ)), Lcp(μ), and Lrp′(μ)
have the p-CCAP and thus have the strong p-OAP.
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tion property still hold for p-operator spaces. For instance, using a similar argument as that given
for operator spaces (cf. [9, Lemma 11.2.1]), we can obtain the following equivalent conditions
for the p-OAP.
Lemma 3.11. Let V and W be p-operator spaces on Lp-spaces. The following are equivalent:
(1) V has the p-OAP;
(2) V ′ ⊗ V is stable point-norm (respectively, stable point-weak) dense in CBp(V,V );
(3) for any p-operator space W , V ′ ⊗ W (respectively, W ′ ⊗ V ) is stable point-norm dense in
CBp(V,W) (respectively, in CBp(W,V )).
Suppose that V and W are p-operator spaces on Lp-spaces. Then we have
CBp(V,W) ⊆ CBp
(
V,W ′′
)= (V ∧p⊗ W ′)′. (3.9)
Using Theorem 3.7, i.e. the isometric isomorphism K∞(W)′ = N∞
∧p⊗ W ′, we can show that
the stable point-norm topology on CBp(V,W) is just the relative weak∗ topology determined
by V
∧p⊗ W ′. Therefore, each stable point-weakly continuous functional on CBp(V,W) is deter-
mined by an element of V
∧p⊗ W ′. Let Φ : V
∧p⊗ W → V
∨p⊗ W be the p-completely contractive
extension of the identity map on V ⊗W and let
trace : v ⊗ f ∈ V
∧p⊗ V ′ → f (v) ∈ C
be the trace on V
∧p⊗ V ′. We can obtain the following p-operator space analogue of [9, Theo-
rem 11.2.5].
Theorem 3.12. Let V be a p-operator space on Lp-space. Then the following are equivalent:
(1) V has the p-OAP;
(2) Φ : V
∧p⊗ W → V
∨p⊗ W is one-to-one for arbitrary p-operator space W ;
(3) Φ : V
∧p⊗ V ′ → V
∨p⊗ V ′ is one-to-one;
(4) if u ∈ V
∧p⊗ V ′ such that Φ(u) = 0, then we have trace(u) = 0.
Finally, let us consider the tensor products related to dual p-operator spaces. In [4, Theo-
rem 4.3], Daws proved that if V is a p-operator space, then V ′ can be identified with a p-operator
subspace of B(p(I )) for some index set I . In fact, we can obtain the following result.
Proposition 3.13. Let V be a p-operator space. Then there exists an index set I such that V ′ can
be identified with a weak∗ closed subspace of B(p(I )) and the restriction map
π : ω ∈N (p(I ))→ ω|V ′ ∈ V
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V ′⊥ is the pre-annihilator of V ′ in N (p(I )).
Proof. We can apply a similar construction as that given in the proof of [9, Proposition 3.2.4]
by considering sn = Mn(V )1 and s =⋃∞n=1 sn. We can obtain an index set I such that p(I ) =⊕
x∈s 
n(x)
p . The map
Φσ : f ∈ V ′ → diag{fn(x): x ∈ sn, n ∈ N} ∈∏
x∈s
B(n(x)p )⊆ B(p(I ))
is a weak∗ continuous p-completely isometric inclusion. In this case, we can identify V ′ with
the weak∗ closed subspace Φσ (V ′) in B(p(I )) and V is equal to the quotient N (p(I ))/V ′⊥ via
the restriction map
π : ω ∈N (p(I ))→ ω|V ′ ∈ V.
Now for each x = [xij ] ∈ Mn(V )1 = sn, we let ιn(x) be the canonical inclusion of n(x)p into
p(I ) and Pn(x) be the contractive projection from p(I ) onto n(x)p . Then the truncation map
ω(y) = Pn(x)yιn(x) on B(p(I )) defines a contractive element ω in Mn(N (p(I ))), which satis-
fies πn(ω) = x. This shows that π is actually a p-complete quotient from N (p(I )) onto V . 
We note that in general if V ′ is a weak∗ closed subspace of B(Lp(μ)), we can only claim that
V is a quotient of N (Lp(μ)). It is not clear whether V is a p-complete quotient of N (Lp(μ))
since we do not have the appropriate extension theorem when p 	= 2. Now suppose that V
and W are p-operator spaces such that their duals V ′ and W ′ are weak∗ closed subspaces of
B(Lp(μ)) and B(Lp(ν)), respectively. We let V ′ ⊗¯W ′ denote the weak∗ closure of V ′ ⊗W ′ in
B(Lp(μ)⊗pLp(ν)) and we define the Fubini product V ′ ⊗¯F W ′ to be the weak∗ closed subspace
of B(Lp(μ) ⊗p Lp(ν)), which consists of u ∈ B(Lp(μ) ⊗p Lp(ν)) such that (ω1 ⊗ ι)(u) ∈ W ′
for all ω1 ∈ N (Lp(μ)) and (ι ⊗ ω2)(u) ∈ V ′ for all ω2 ∈ N (Lp(ν)). These definitions depend
on the given spaces Lp(μ) and Lp(ν).
If V = N (Lp(μ))/V ′⊥ and W = N (Lp(ν))/W ′⊥ are the p-complete quotients of N (Lp(μ))
and N (Lp(ν)), we can obtain the p-complete quotient
N (Lp(μ)) ∧p⊗ N (Lp(ν))→N (Lp(μ))/V ′⊥ ∧p⊗ N (Lp(ν))/W ′⊥ = V ∧p⊗ W.
Taking the adjoint, we get the weak∗ continuous p-complete isometry
(V
∧p⊗ W)′ = V ′ ⊗¯F W ′ (3.10)
(see Daws [4, Proposition 6.3]), and we can prove (by using an analogous argument as that given
in [6] or [9, Corollary 8.1.9] for operator spaces) that V ′ ⊗¯ W ′ = V ′ ⊗¯F W ′ if and only if Φ is
an injection from V
∧p⊗ W into V
∨p⊗ W . However, we cannot have (3.10) without assuming that
V and W are the p-complete quotient of N (Lp(μ)) and N (Lp(ν)), respectively. The following
result will be very useful in Section 5.
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(Ω,μ), we have the isometric isomorphisms
N (Lp(μ)) ∧p⊗ V = (B(Lp(μ)) ⊗¯F V ′)∗ = (B(Lp(μ)) ⊗¯ V ′)∗ (3.11)
and the p-completely isometric weak∗ homeomorphisms
B(Lp(μ)) ⊗¯ V ′ = B(Lp(μ)) ⊗¯F V ′ = (N (Lp(μ)) ∧p⊗ V )′. (3.12)
Proof. Let us assume that V ′ is a weak∗ closed p-operator subspace of B(Lp(ν)). Then V is
a quotient of N (Lp(ν)) and the quotient map π : N (Lp(ν)) → V is a p-complete contraction
from N (Lp(ν)) onto V . This induces a p-complete contraction
idN (Lp(μ)) ⊗ π :N
(
Lp(μ)
) ∧p⊗ N (Lp(ν))→N (Lp(μ)) ∧p⊗ V.
The adjoint map (idN (Lp(μ)) ⊗ π)′ is just the p-completely isometric inclusion
(N (Lp(μ)) ∧p⊗ V )′ = CBp(N (Lp(μ)),V ′) ↪→ CBp(N (Lp(μ)),B(Lp(ν)))
= (N (Lp(μ)) ∧p⊗ N (Lp(ν)))′.
Then idN (Lp(μ))⊗π must be a quotient map from N (Lp(μ))
∧p⊗N (Lp(ν)) onto N (Lp(μ))
∧p⊗V ,
and the image of (N (Lp(μ))
∧p⊗ V )′ in B(Lp(μ)⊗p Lp(ν)) = (N (Lp(μ))
∧p⊗ N (Lp(ν)))′ is just
the Fubini product B(Lp(μ)) ⊗¯F V ′. This shows that B(Lp(μ)) ⊗¯F V ′ = (N (Lp(μ))
∧p⊗ V )′
and N (Lp(μ))
∧p⊗ V is a (canonical) predual of B(Lp(μ)) ⊗¯F V ′.
Now since B(Lp(μ)) ⊗¯V ′ is a weak∗ closed subspace of B(Lp(μ)) ⊗¯F V ′ = (N (Lp(μ))
∧p⊗
V )′, the restriction map defines a quotient
Π :N (Lp(μ)) ∧p⊗ V → (B(Lp(μ)) ⊗¯ V ′)∗.
Suppose that u ∈N (Lp(μ))
∧p⊗ V such that Π(u) = 0. Then we have
〈u,x ⊗ g〉 = 〈Π(u), x ⊗ g〉= 0
for all x ∈ B(Lp(μ)) and g ∈ V ′. This implies that Φ(u) = 0 and thus u = 0 since N (Lp(μ))
has the p-OAP, where Φ : N (Lp(μ))
∧p⊗ V → N (Lp(μ))
∨p⊗ V is the p-completely contractive
extension of the identity map on N (Lp(μ))⊗V . This shows that Π is an isometric isomorphism
from N (Lp(μ))
∧p⊗ V onto (B(Lp(μ)) ⊗¯V ′)∗. This proves the isometric isomorphisms of (3.11)
and (3.12). The p-completely isometric isomorphisms of (3.12) follow from a simple matricial
argument. 
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Let G be a locally compact group and let λp be the left regular representation of G on Lp(G).
We consider the map
Λp :N
(
Lp(G)
)= Lp′(G) π⊗Lp(G) → C0(G)
defined by
Λp(ξ ⊗ η)(s) =
〈
ξ,λp(s)(η)
〉= ξ  ηˇ(s)
for s ∈ G, ξ ∈ Lp′(G), and η ∈ Lp(G). We let Ap(G) be the coimage of Λp , i.e. the space of
f ∈ C0(G) for which there are (ξn) ⊆ Lp′(G) and (ηn) ⊆ Lp(G) such that
f (s) =
∞∑
n=1
ξn  ηˇn(s) =
∞∑
n=1
〈
ξn, λp(s)ηn
〉 (4.1)
with norm
‖f ‖Ap(G) = inf
{ ∞∑
n=1
‖ξn‖‖ηn‖: f =
∞∑
n=1
ξn  ηˇn
}
< ∞.
It is known by Herz [12] that Ap(G) with the pointwise multiplication is a commutative Banach
algebra. We call Ap(G) the Figà–Talamanca–Herz algebra of G.
From the definition, we see that Ap(G) can be identified with a quotient of the nuclear space
N (Lp(G)). In fact, we have Ap(G) = N (Lp(G))/PMp(G)⊥ and thus have the isometric iso-
morphism PMp(G) = Ap(G)′, where PMp(G) is the pseudomeasure algebra of G. Therefore,
we can obtain a dual p-operator space structure on Ap(G) given by regarding Ap(G) as a p-
operator subspace of PMp(G)′. With this p-operator space structure, we have the p-complete
isometry
PMp(G) = Ap(G)′ (4.2)
(cf. Daws [4, Proposition 5.5]). We note that there is a quotient p-operator space structure on
Ap(G) given by the identification Mn(Ap(G)) = Mn(N (Lp(G)))/Mn(PMp(G)⊥). However,
it is not clear whether this quotient structure is equal to the dual p-operator space structure on
Ap(G), unless G is amenable (cf. Daws [4, Theorem 7.1]). In the rest of this paper, we assume
that Ap(G) is equipped with the dual p-operator space structure.
Let u : G → C be a function. We say that u is a multiplier of Ap(G) if the multiplication map
mu : ϕ ∈ Ap(G) → uϕ ∈ Ap(G) (4.3)
is well defined (and thus bounded) on Ap(G). In this case, u is a bounded continuous function
on G. We let MAp(G) denote the space of multipliers of Ap(G) with norm ‖u‖MAp(G) = ‖mu‖
and let McbAp(G) denote the space of p-completely bounded multipliers of Ap(G) with norm
‖u‖M Ap(G) = ‖mu‖pcb. Then we have the inclusionscb
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and get the inequalities
‖f ‖Ap(G)  ‖f ‖McbAp(G)  ‖f ‖MAp(G)  ‖f ‖∞ for f ∈ Ap(G).
It is important to note that the definition of p-completely bounded multipliers of Ap(G) we
considered here is adopted from Daws [4]. It is different from the definition given by Neufang
and Runde [26], where they considered Ap(G) and McbAp(G) in the category of operator spaces.
In this paper, we are mainly interested in p-completely bounded multiplier algebra McbAp(G).
Readers are referred to Daws [4], Herz [14], Miao [22,23] and Runde [31] for the corresponding
properties related to the multiplier algebra MAp(G).
Let u : G → C be a bounded continuous function on G. It is easy to see from (4.3) that u
is a p-completely bounded multiplier of Ap(G), i.e. mu is p-completely bounded on Ap(G), if
and only if its adjoint map Mu = (mu)′ is a weak∗ continuous p-completely bounded map on
PMp(G). In this case, we have
‖Mu‖pcb = ‖mu‖pcb = ‖u‖McbAp(G) and Mu
(
λp(s)
)= u(s)λp(s).
Using Pisier’s representation theorem [27, Theorem 2.1] for p-completely bounded maps on Ba-
nach spaces and the technique developed by Jolissaint [15] for completely bounded multipliers of
Fourier algebras, Daws showed in [4, Theorem 8.3] that u ∈ McbAp(G) with ‖u‖McbAp(G)  1 if
and only if there exist a Banach space E in SQp and continuous maps α : G → E and β : G → E′
such that
u
(
st−1
)= 〈β(s),α(t)〉 and sup
t∈G
{∥∥α(t)∥∥} sup
s∈G
{∥∥β(s)∥∥} 1. (4.4)
We can choose E = Lp(μ) if G is discrete (see Daws’ remark after [4, Proposition 8.4]). This
is a natural p-analogue of the characterization for completely bounded multipliers of Fourier
algebra A(G) given by Boz˙ejko and Fendler [1], and Haagerup [10] (also see Jolissaint [15]).
Now if we let M¯u denote the restriction of Mu to the pseudofunction algebra PFp(G) of G,
then M¯u is a p-completely bounded map on PFp(G) such that
M¯u
(
λp(f )
)= ∫
G
u(s)f (s)λp(s) ds = λp(uf ) for f ∈ L1(G), (4.5)
and we have the inequality
‖M¯u‖pcb  ‖Mu‖pcb. (4.6)
When p = 2, we have the equality in (4.6) for all locally compact groups. However, due to the
missing of the Kaplansky density theorem for PFp(G) ⊆ PMp(G), it is not clear weather this is
true for general locally compact groups. In the following theorem, we prove an operator-valued
characterization for p-completely bounded multipliers on discrete groups. As a consequence, we
obtain the matricial equality in (4.6) for discrete groups.
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B(Lp(μ))
∨p⊗ PFp(G) with the norm closure of B(Lp(μ))⊗PFp(G) in B(Lp(μ)⊗p p(G)) and
we let B(Lp(μ)) ⊗¯ PMp(G) denote the weak∗ closure of B(Lp(μ))⊗ PMp(G) in B(Lp(μ)⊗p
p(G)).
Theorem 4.1. Let G be a discrete group and let u : G → B(Lp(μ)) be a bounded map. Then the
following are equivalent:
(1) there exists a weak∗ continuous p-complete contraction Mu : PMp(G) → B(Lp(μ)) ⊗¯
PMp(G) such that
Mu
(
λp(s)
)= u(s)⊗ λp(s) for s ∈ G;
(2) there exists a p-complete contraction M¯u : PFp(G) → B(Lp(μ))
∨p⊗ PFp(G) such that
M¯u
(
λp(s)
)= u(s)⊗ λp(s) for s ∈ G;
(3) there exist a Banach space E ∈ SQp and maps α : G → B(Lp(μ),E) and β : G →
B(E,Lp(μ)) such that
u
(
st−1
)= β(s) ◦ α(t) and sup
t∈G
{∥∥α(t)∥∥} sup
s∈G
{∥∥β(s)∥∥} 1.
In particular, if u = [uij ] : G → Mn, we get a matricial characterization for p-completely
bounded multipliers u ∈ Mn(McbAp(G)), and in this case, we have the equalities
∥∥[M¯uij ]∥∥pcb = ∥∥[Muij ]∥∥pcb = ∥∥[uij ]∥∥Mn(McbAp(G)). (4.7)
Proof. (1) ⇒ (2) is obvious. To prove (2) ⇒ (3), we need to use a similar argument as that given
in Daws [4, Theorem 8.3]. Since G is a discrete group, PFp(G) is a unital Banach subalgebra
of B(Lp(G)). We can apply Pisier’s remark after [27, Theorem 2.1] (or the remark before [28,
Theorem 8.9]) to the map
M¯u : PFp(G) → B
(
Lp(μ)
) ∨p⊗ PFp(G) ⊆ B(Lp(μ)⊗p p(G))
to find a Banach space E ∈ SQp , a p-completely contractive unital algebra homomorphism
πˆ : PFp(G) → B(E), and contractive operators V : E → Lp(μ) ⊗p p(G) and U : Lp(μ) ⊗p
p(G) → E such that
M¯u(x) = V πˆ(x)U ∈ B
(
Lp(μ)⊗p p(G)
)
for x ∈ PFp(G).
Now we can apply Jolissaint’s technique. For each s ∈ G, we get
u(s)⊗ 1p(G) = V πˆ
(
λp(s)
)
U
(
1Lp(μ) ⊗ λp
(
s−1
)) ∈ B(Lp(μ)⊗p p(G))
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u(s) = 〈(idB(Lp(μ)) ⊗ δp′e ),V πˆ(λp(s))U(idB(Lp(μ)) ⊗ λp(s−1)δpe )〉 ∈ B(Lp(μ))
by applying δp
′
e and δpe to the B(p(G))-component. Then we can obtain bounded maps
α : t ∈ G → α(t) = πˆ(λp(t−1))U(idB(Lp(μ)) ⊗ δpt ) ∈ B(Lp(μ),E)
and
β : s ∈ G → β(s) = (idB(Lp(μ)) ⊗ δp′s )(V πˆ(λp(s))) ∈ B(E,Lp(μ))
with ‖β(s)‖ 1 and ‖α(t)‖ 1. It is easy to verify that u(st−1) = β(s) ◦ α(t) for all s, t ∈ G.
Now let us prove (3) ⇒ (1). Suppose that E ∈ SQp , α and β in (3) are given. Then the
amplification map
πE : x ∈ B
(
p(G)
)→ 1E ⊗ x ∈ B(E ⊗p p(G)) (4.8)
is a unital isometric injection (see Herz [12] and Kwapien´ [17]). Considering the identifications
Mn
(B(p(G)))= B(np ⊗p p(G)) and Mn(B(E ⊗p p(G)))= B(E ⊗p np ⊗p p(G)),
we can see that πE is actually a p-completely isometric injection. For every ξ˜ ∈ E′ ⊗p′ p′(G)
and η˜ ∈ E ⊗p p(G), the linear functional
ωξ˜,η˜(x) =
〈
ξ˜ , (1E ⊗ x)η˜
〉
is contained in N (p(G)). Therefore, πE is weak∗ continuous on the closed balls of B(p(G)),
and thus weak∗ continuous on B(p(G)) by Krein–Smulian theorem. Moreover, we can get
contractive operators
U : f ⊗ δpt ∈ Lp(μ)⊗p p(G) → α(t)f ⊗ δpt ∈ E ⊗p p(G) for f ∈ Lp(μ) and t ∈ G
and
V : ξ ⊗ δps ∈ E ⊗p p(G) → β(s)ξ ⊗ δps ∈ Lp(μ)⊗p p(G) for ξ ∈ E and s ∈ G.
Then T (x) = VπE(x)U is a weak∗ continuous p-complete contraction such that T (λp(s)) =
u(s) ⊗ λp(s) for all s ∈ G. Therefore, we get T = Mu, which maps from PMp(G) into
B(Lp(μ)) ⊗¯ PMp(G). 
Remark 4.2. We note that since the p-pseudomeasure algebra PMp(G) is always unital, we can
use the same argument (as that given for (2) ⇒ (3)) to obtain (1) ⇒ (3) and thus obtain the
equivalence (1) ⇔ (3) in Theorem 4.1 for general locally compact groups. However, we cannot
prove (2) ⇒ (3) at this moment when G is non-discrete.
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bra McbAp(G) are dual spaces with a canonical predual Qp(G) and Qpcb(G), respectively (cf.
Herz [14] and De Cannière and Haagerup [5] for the case of p = 2 and Miao [22–24] for general
1 < p < ∞). Let us recall that for each f ∈ L1(G), we can define a bounded linear functional
αcb(f ) on McbAp(G) given by
αcb(f )(u) =
∫
G
f (s)u(s) ds for u ∈ McbAp(G).
Since every u ∈ McbAp(G) is continuous and bounded on G with ‖u‖∞  ‖u‖McbAp(G), we get
∣∣∣∣
∫
G
f (s)u(s) ds
∣∣∣∣ ‖f ‖‖u‖∞  ‖f ‖‖u‖McbAp(G).
Therefore, we obtain an injective contraction
αcb : f ∈ L1(G) → αcb(f ) ∈ McbAp(G)′.
We let Qpcb(G) = αcb(L1(G))‖·‖ denote the closure of αcb(L1(G)) in McbAp(G)′. It was shown
by Miao [24] that we can obtain the isometric isomorphism
McbAp(G) = Qpcb(G)′. (4.9)
The third author would like to thank Miao for showing [24] to him. If G is a discrete group, (4.9)
can be proved by a similar argument as that given by De Cannière and Haagerup [5]. Indeed, if
G is a discrete group, we have ‖u‖McbAp(G) = ‖M¯u‖pcb by Theorem 4.1. Then we can apply the
technique developed in [5] to show that the closed unit ball of McbAp(G) is σ(∞(G), 1(G))-
closed in ∞(G) and thus obtain the isometric isomorphism (4.9).
In the following, we study the structure of elements in Qpcb(G). As we mentioned in Sec-
tion 2, we use KI , BI , and NI for K(p(I )), B(p(I )), and N (p(I )), and use KI×G, BI×G,
and NI×G for K(p(I × G)), B(p(I × G)), and N (p(I × G)). Suppose that T is a weak∗
continuous p-completely bounded map on PMp(G). Then for any index set I , idBI ⊗ T defines
a weak∗ continuous p-completely bounded map on BI ⊗¯ PMp(G) = BI ⊗¯F PMp(G). In this
case, we have ‖T ‖pcb = ‖idBI ⊗ T ‖pcb. For a ∈ BI ⊗¯ PMp(G) and ϕ ∈ NI×G (or equivalently,
ϕ ∈NI
∧p⊗ Ap(G)), we can define a bounded linear functional
ωa,ϕ(T ) =
〈
(idBI ⊗ T )(a),ϕ
〉
on the space CBσp(PMp(G)) of weak∗ continuous p-completely bounded maps on PMp(G). It
is clear that ‖ωa,ϕ‖  ‖a‖‖ϕ‖. Therefore, we can define a bounded linear functional ωa,ϕ on
McbAp(G) by letting
ωa,ϕ(u) = ωa,ϕ(Mu) =
〈
(idB ⊗Mu)(a),ϕ
〉
for u ∈ McbAp(G). (4.10)I
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∨p⊗ PFp(G), or a ∈ BI
∨p⊗ PFp(G), and ϕ ∈ B′I×G, or ϕ ∈ NI×G, we
can define a bounded linear functional ω˜a,ϕ on McbAp(G) by letting
ω˜a,ϕ(u) =
〈
(id ⊗ M¯u)(a),ϕ
〉
for u ∈ McbAp(G). (4.11)
We can obtain the following p-analogue of [11, Propositions 1.4 and 1.5].
Proposition 4.3. Let G be a discrete group. Then we have
(1) ωa,ϕ ∈ Qpcb(G) if a ∈ BI ⊗¯ PMp(G) and ϕ ∈NI×G,
(2) ω˜a,ϕ ∈ Qpcb(G) if a ∈ BI
∨p⊗ PFp(G) and ϕ ∈ B′I×G,
(3) every element in Qpcb(G) has the form ω˜a,ϕ for some a ∈K∞
∨p⊗ PFp(G) and ϕ ∈NI×G.
Therefore, for any infinite index set I , we get
Qpcb(G) =
{
ωa,ϕ : a ∈ BI ⊗¯ PMp(G) and ϕ ∈NI×G
}
= {ω˜a,ϕ : a ∈K∞ ∨p⊗ PFp(G) and ϕ ∈NI×G}
= {ω˜a,ϕ : a ∈ BI ∨p⊗ PFp(G) and ϕ ∈ B′I×G}.
Proof. To prove (1), we only need to consider a ∈ BI ⊗¯ PMp(G) and ϕ = ϕ1 ⊗ ϕ2 ∈ NI×G =
NI
∧p⊗ NG. We let f = ϕ2|PMp(G) ∈ Ap(G). In this case, we have
ωa,ϕ(u) =
〈
(id ⊗Mu)(a),ϕ1 ⊗ ϕ2
〉= 〈Rϕ1(a), uf 〉,
where Rϕ1 is the right slice map Rϕ1(a) = (ϕ1 ⊗ id)(a) ∈ PMp(G). Therefore, it suffices to show
that
ωb,f (u) =
〈
Mu(b), f
〉= 〈b,uf 〉
defines an element in Qpcb(G) for b ∈ PMp(G) and f ∈ Ap(G). Without loss of generality, we
may assume that f ∈ Ap,c(G), i.e. f is an element in Ap(G) with a compact (and thus finite)
support F . In this case, we can write
f =
∑
g∈F
agδg =
∑
g∈F
agδ
p′
g  δˇ
p
e ,
and we can get
ωb,f (u) = 〈b,uf 〉 =
∑
g∈F
u(g)ag〈b, δg〉.
Therefore, we have ωb,f =∑ ag〈b, δg〉δg ∈ 1(G) ⊆ Qpcb(G). This proves (1).g∈F
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have
ω˜b⊗λp(s),ϕ(u) =
〈
(id ⊗ M¯u)
(
b ⊗ λp(s)
)
, ϕ
〉= 〈b ⊗ u(s)λp(s), ϕ〉
= u(s)〈b ⊗ λp(s), ϕ〉=∑
t∈G
u(t)g(t),
where g(t) = 〈b⊗ λp(s), ϕ〉δs(t) is a function in 1(G). This shows that ω˜b⊗λp(s),ϕ is contained
in Qpcb(G). Since G is a discrete group, the linear span of λp(s) is norm dense in PFp(G).
Therefore, ω˜a,ϕ is contained in Qpcb(G) for every a ∈ BI
∨p⊗ PFp(G) and ϕ ∈ B′I×G.
An important point for the proof of (3) is that N is stable under finitely, or countably many
disjoint union, i.e. we can have a one-to-one identification of N unionsq · · · unionsq N, or N unionsq · · · unionsq N unionsq · · ·
with N. In this case, we can identify Mn(K∞) with K∞ for all n ∈ N ∪ {∞}. Let S = {ω˜a,ϕ : a ∈
(K∞
∨p⊗ PFp(G))1, ϕ ∈ (NN×G)1}. It is seen from the above (2) that S is contained in the closed
unit ball of Qpcb(G). Using a similar argument as that given in [11, Lemma 1.6], we can prove
that S is a balanced convex and norm dense subset of the closed unit ball of Qpcb(G). Finally,
we can show that every element in Qpcb(G) has the form ω˜a,ϕ for some a ∈K∞
∨p⊗ PFp(G) and
ϕ ∈NN×G. We leave the detail to the reader. 
Now let us discuss the co-multiplications on PFp(G), PMp(G) and Ap(G). It is known from
the quantum group theory that for every locally compact group G, there exists a fundamental
unitary operator W on the Hilbert space L2(G×G). Now for general 1 < p < ∞, we can also
consider a fundamental operator Wp on Lp(G×G) which is defined by
Wpξ(s, t) = ξ
(
s, s−1t
)
for ξ ∈ Lp(G×G)
(cf. [4, Section 7] and [31, Section 5]). It is easy to see that Wp is an isometric isomorphism on
Lp(G×G) and it satisfies the pentagonal relation
Wp,12Wp,13Wp,23 = Wp,23Wp,12. (4.12)
We can obtain a weak∗ continuous p-completely isometric unital algebra homomorphism
Γp : x ∈ B
(
Lp(G)
)→ Γp(x) = Wp(x ⊗ 1)W−1p ∈ B(Lp(G×G)),
which satisfies the co-associative condition
(Γp ⊗ id) ◦ Γp = (id ⊗ Γp) ◦ Γp.
We call Γp a co-multiplication of B(Lp(G)). Since
Γp
(
λp(s)
)= λp(s)⊗ λp(s), (4.13)
the restriction of Γp to PMp(G) maps PMp(G) into PMp(G × G). Its pre-adjoint defines the
multiplication on Ap(G). If G is a discrete group, Γp also maps PFp(G) into PFp(G×G).
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dp :
∑
s∈G
αsδ
p
s ∈ p(G) →
∑
s∈G
αsδ
p
(s,s) ∈ p(G×G),
and a contraction
πp :
∑
s,t∈G
αs,t δ
p
(s,t) ∈ p(G×G) →
∑
s
αs,sδ
p
s ∈ p(G).
It is clear that πp ◦ dp is equal to the identity map on p(G) and dp ◦ πp is the contractive pro-
jection from p(G×G) onto its diagonal subspace dp(p(G)). Then we can obtain an isometric
inclusion
p = dp′ ⊗ dp :NG = p′(G)
π⊗ p(G) →NG×G = p′(G×G)
π⊗ p(G×G) (4.14)
for which the image space p(NG) is contractively complemented in NG×G. The adjoint map
′p is a weak∗ continuous quotient from BG×G onto BG.
Given contractive vectors [ξi] ∈ p′(G)n and [ηj ] ∈ p(G)n, we have
∥∥[ξ˜i]∥∥p′ = ∥∥[ξi]∥∥p′  1 and ∥∥[η˜j ]∥∥p = ∥∥[ηj ]∥∥p  1,
where we let ξ˜i = dp′(ξi) and η˜j = dp(ηj ). Then for any [xij ] ∈ Mn(BG×G), we have
∣∣〈[ξi], [′p(xij )][ηj ]〉∣∣=
∣∣∣∣∣
n∑
i,j=1
〈
ξi,
′
p(xij )ηj
〉∣∣∣∣∣=
∣∣∣∣∣
n∑
i,j=1
〈ξ˜i , xij η˜j 〉
∣∣∣∣∣
= ∣∣〈[ξ˜i], [xij ][η˜j ]〉∣∣ ∥∥[xij ]∥∥.
This shows that ′p is a p-complete contraction from BG×G onto BG.
Proposition 4.4. Let G be a discrete group. We have
′p
(
λp(s, t)
)= δs(t)λp(s) for (s, t) ∈ G×G.
Then ′p is a weak∗ continuous p-complete quotient from PMp(G×G) onto PMp(G) such that
′p ◦ Γp = idPMp(G).
Proof. Given λp(s, t) ∈ PMp(G×G) and u = ξ ⊗ η ∈NG with ξ ∈ p′(G) and η ∈ p(G), we
have
〈
′p
(
λp(s, t)
)
, u
〉= 〈λp(s, t),p(u)〉= 〈ξ˜ , λp(s, t)η˜〉= δs(t)〈ξ,λp(s)η〉
= 〈δs(t)λp(s), u〉. (4.15)
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′p
(
λp(s, t)
)= δs(t)λp(s) for (s, t) ∈ G×G.
Since ′p is a weak∗ continuous p-complete contraction and satisfies ′p ◦ Γp = idPMp(G), it is
a weak∗ continuous p-complete quotient from PMp(G×G) onto PMp(G). 
It is clear from Proposition 4.4 that p maps the PMp(G)⊥ ⊆ NG into PMp(G × G)⊥ ⊆
NG×G. Therefore, it induces a contraction, which is still denoted by p , from Ap(G) into
Ap(G×G).
Proposition 4.5. The map p : Ap(G) → Ap(G×G) is a p-completely isometric co-associative
co-multiplication from Ap(G) into Ap(G×G).
Proof. Since ′p is a weak∗ continuous p-complete quotient from PMp(G×G) onto PMp(G),
and Ap(G) and Ap(G×G) are equipped with the dual p-operator space structure from PMp(G)′
and PMp(G × G)′, respectively, we can conclude that p defines a p-completely isometric
injection from Ap(G) into Ap(G×G). To show that p is an algebra homomorphism, let us fix
ϕ ∈ Ap(G) and suppose that
ϕ(s) =
∑
n
ξn  ηˇn(s) =
∑
n
〈
ξn, λp(s)ηn
〉
for some ξn ∈ p′(G) and ηn ∈ p(G). We can conclude from (4.15) that
p(ϕ)(s, t) =
∑
n
〈
ξ˜n, λp(s, t)η˜n
〉= δs(t)∑
n
〈
ξn, λp(s)ηn
〉= δs(t)ϕ(s).
Then p is a unital algebra homomorphism from Ap(G) into Ap(G×G) since
p(ϕψ)(s, t) = δs(t)ϕ(s)ψ(s) = p(ϕ)(s, t)p(ψ)(s, t)
for ϕ,ψ ∈ Ap(G) and s, t ∈ G. It is also easy to verify that p satisfies the co-associative
condition
(p ⊗ id) ◦p = (id ⊗p) ◦p. 
5. p-Approximation properties for discrete groups
Let us recall from Herz [13] that a locally compact group G is amenable if and only if Ap(G)
has a bounded approximate identity. Therefore, we can say that G is amenable if and only if
it is p-amenable. We say that a locally compact group G is p-weakly amenable (respectively,
has the p-AP) if Ap(G) has an approximate identity {uα} such that ‖uα‖McbAp(G)  k < ∞
(respectively, uα → 1 in the σ(McbAp(G),Qpcb(G)) topology). If G is p-weakly amenable, we
let
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{
k  1: such that {uα} is an approximate identity of Ap(G)
with ‖uα‖McbAp(G)  k
}
denote the p-weakly amenable constant of G. It is clear that the amenability implies the p-
weakly amenability and thus implies the p-AP. The goal of this section is to study the corre-
sponding approximation properties between discrete groups G and p-pseudofunction algebras
PFp(G) (respectively, p-pseudomeasure algebras PMp(G), and Figà–Talamanca–Herz algebras
Ap(G)).
Let us first consider the amenable case. It was shown by Lance [19] (respectively, Effros and
Lance [7]) that a discrete group G is amenable if and only if the group C∗-algebra C∗λ(G) is
nuclear (respectively, the group von Neumann algebra VN(G) is semidiscrete). We show in the
following proposition that the amenability of G implies the p-nuclearity of PFp(G) (respec-
tively, the p-semidiscreteness of PMp(G)) for arbitrary 1 < p < ∞. However, we do not know
whether the converse is true at this moment.
Proposition 5.1. Let G be a discrete amenable group.
(1) The p-pseudofunction algebra PFp(G) is p-nuclear, i.e. there exist p-complete contractions
Sα : PFp(G) → Mn(α) and Tα : Mn(α) → PFp(G) such that ‖Tα ◦ Sα(x) − x‖ → 0 for all
x ∈ PFp(G).
(2) The p-pseudomeasure algebra PMp(G) is p-semidiscrete, i.e. there exist weak∗ continuous
p-complete contractions Sα : PMp(G) → Mn(α) and Tα : Mn(α) → PMp(G) such that 〈Tα ◦
Sα(x)− x,f 〉 → 0 for all x ∈ PMp(G) and f ∈ Ap(G).
Proof. Let us first prove (1) by using a similar technique developed for group C∗-algebras (cf.
Brown and Ozawa [2]). Since G is discrete and amenable, it is known from the Følner condition
that for any finite set E in G and ε > 0, there exists a finite subset Fα = F(E,ε) in G such that
|Fαs·Fα ||Fα | < ε for all s ∈ E. Let ια be the isometric inclusion of p(Fα) into p(G) and Pα be the
contractive projection from p(G) onto p(Fα). We can obtain a p-complete contraction
Sα : x ∈ PFp(G) → Pαxια ∈ B
(
p(Fα)
)= Mn(α),
where n(α) = |Fα| is the cardinality of Fα . Let {eαs,t }s,t∈Fα be the matrix unit of B(p(Fα)). We
can define a linear map
Tα : eαs,t ∈ B
(
p(Fα)
)= Mn(α) → λp(st−1)
n(α)
∈ PFp(G).
We claim that Tα is a p-complete contraction. To see this, let us consider an arbitrary
y ∈ Mk(Mn(α)) = Mk
∨p⊗ Mn(α). We can write y = ∑s,t∈Fα as,t ⊗ eαs,t = [ai,js,t ] with as,t =
[ai,js,t ] ∈ Mk . Then we get
(Tα)k(y) =
∑
as,t ⊗ Tα
(
eαs,t
)= 1
n(α)
∑
as,t ⊗ λp
(
st−1
)
.s,t∈Fα s,t∈Fα
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〈
ξ, (Tα)k(y)η
〉= 1
n(α)
k∑
i,j=1
∑
s,t∈Fα
〈
ξi, a
i,j
s,t λp
(
st−1
)
ηj
〉
= 1
n(α)
k∑
i,j=1
∑
s,t∈Fα
〈
λp′
(
s−1
)
ξi, a
i,j
s,t λp
(
t−1
)
ηj
〉= 〈[ξ˜s,i], [ai,js,t ][η˜t,j ]〉,
where [ξ˜s,i] = 1
n(α)
1
p′
[λp′(s−1)ξi] and [η˜t,j ] = 1
n(α)
1
p
[λp(t−1)ηj ] are contractive elements in
p′(G)k×n(α) and p(G)k×n(α), respectively. This shows that ‖(Tα)k(y)‖  ‖y‖, i.e. Tα is a p-
complete contraction.
Now it is easy to verify that
eαs,sλp(g)e
α
t,t =
{
eαs,t if g = st−1,
0 otherwise.
Therefore, for any g ∈ G, we have
Sα
(
λp(g)
)= Pαλp(g)ια = ∑
s,t∈Fα
eαs,sλp(g)e
α
t,t =
∑
s∈Fα∩gFα
eα
s,g−1s ,
and thus
Tα ◦ Sα
(
λp(g)
)= |Fα ∩ gFα|
n(α)
λp(g).
It follows that
∥∥Tα ◦ Sα(λp(g))− λp(g)∥∥ |FαgFα|
n(α)
∥∥λp(g)∥∥< ε for all g ∈ E.
Therefore, we have ‖Tα ◦ Sα(x)− x‖ → 0 for every x ∈ PFp(G).
To prove (2), we can consider the same maps Sα and Tα , which are clearly weak∗ continuous
p-complete contractions. If x ∈ PMp(G), then 〈δp
′
s , xδ
p
t 〉 = ag is a constant number whenever
st−1 = g. It follows (from the above calculation) that for any s, t ∈ G,
〈
δ
p′
s , Tα ◦ Sα(x)δpt
〉→ 〈δp′s , xδpt 〉.
This completes the proof. 
Proposition 5.2. Let G be a discrete amenable group. Then there exist p-completely contractive
maps T˜β : Ap(G) →Nn(β) and S˜β :Nn(β) → Ap(G) such that ‖S˜β ◦ T˜β(f )− f ‖ → 0 for every
f ∈ Ap(G).
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tractions Sα : PMp(G) → Mn(α) and Tα : Mn(α) → PMp(G) such that〈
Tα ◦ Sα(x), f
〉→ 〈x,f 〉
for x ∈ PMp(G) and f ∈ Ap(G). Then (Tα)∗ : Ap(G) → Nn(α) and (Sα)∗ : Nn(α) → Ap(G)
are p-complete contractions such that for every f ∈ Ap(G), (Sα)∗ ◦ (Tα)∗(f ) → f in the weak
topology on Ap(G). By a standard convexity argument, we may choose a net of maps {Φβ} from
the convex hull of {(Sα)∗ ◦ (Tα)∗} such that ‖Φβ(f )− f ‖ → 0 for every f ∈ Ap(G).
For each β , we can write Φβ =∑k(β)i=1 ai(Sαi )∗ ◦ (Tαi )∗ with ai  0 and ∑k(β)i=1 ai = 1. Let
T˜β : f ∈ Ap(G) →
k(β)⊕
i=1
ai(Tαi )∗(f ) ∈Nn(α1) ⊕1 · · · ⊕1 Nn(αk(β))
and
S˜β :
k(β)⊕
i=1
ωi ∈Nn(α1) ⊕1 · · · ⊕1 Nn(αk(β)) →
k(β)∑
i=1
(Sαi )∗(ωi) ∈ Ap(G).
Then S˜β and T˜β are p-complete contractions such that Φβ = S˜β ◦ T˜β and ‖S˜β ◦ T˜β(f ) −
f ‖ → 0. This proves the result since Nn(α1) ⊕1 · · · ⊕1 Nn(αk(β)) is 1-complemented in
Nn(α1)+···+n(αk(β)). 
Next, let us consider the p-weakly amenable case. Our results here are the natural p-analogues
of Haagerup [10, Lemma 2.5 and Theorem 2.6] for group C∗-algebras and group von Neumann
algebras. We use a similar approach as that given in [10]. So if T is a weak∗ continuous p-
completely bounded map on PMp(G) or a p-completely bounded map on PFp(G), we can
define a function uT : G → C given by
uT (s) =
〈
λp
(
s−1
)
T
(
λp(s)
)
δ
p
e , δ
p′
e
〉= 〈T (λp(s))δpe , δp′s 〉. (5.1)
We can get the following p-analogue of [10, Lemma 2.5].
Proposition 5.3. Let G be a discrete group and let T be a weak∗ continuous p-completely
bounded map on PMp(G) or a p-completely bounded map on PFp(G). Then
(1) uT ∈ McbAp(G) with ‖uT ‖McbAp(G)  ‖T ‖pcb.
(2) If T is of finite rank, then uT ∈ p(G) ⊂ Ap(G).
In this case, we have
MuT = ′p ◦ (id ⊗ T ) ◦ Γp. (5.2)
Proof. Let us first prove (1) by considering the case when T is a weak∗ continuous p-com-
pletely bounded map on PMp(G). Then idBG ⊗ T defines a weak∗ continuous p-completely
bounded map on BG ⊗¯ PMp(G) with ‖idB ⊗ T ‖pcb = ‖T ‖pcb. Restricting this map toG
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map idPMp(G) ⊗ T on PMp(G×G) such that ‖idPMp(G) ⊗ T ‖pcb = ‖T ‖pcb (see Daws [4, The-
orem 6.4]). Then we can define a weak∗ continuous p-completely bounded map
S = ′p ◦ (idPMp(G) ⊗ T ) ◦ Γp
on PMp(G) with ‖S‖pcb  ‖T ‖pcb. Suppose that
T
(
λp(s)
)
δ
p
e =
∑
t∈G
cs,t δ
p
t ∈ p(G)
with cs,t ∈ C and ∑t∈G |cs,t |p = ‖T (λp(s))δpe ‖pp < ∞. We claim that S(λp(s)) = MuT (λp(s))
for all s ∈ G.
Applying δg ⊗ δg ∈ Ap,c(G×G), we get
〈
λp(s)⊗ T
(
λp(s)
)
, δg ⊗ δg
〉= δg(s)〈δp′g , T (λp(s))δpe 〉= cs,gδg(s) = cs,sδg(s).
It follows that if ψ =∑g∈G agδg ∈ Ap,c(G), we get
〈
S
(
λp(s)
)
,ψ
〉= 〈′p ◦ (idPMp(G) ⊗ T ) ◦ Γp(λp(s)),ψ 〉= 〈λp(s)⊗ T (λp(s)),p(ψ)〉
=
∑
g∈G
ag
〈
λp(s)⊗ T
(
λp(s)
)
, δg ⊗ δg
〉= ascs,s = 〈cs,sλp(s),ψ 〉.
This shows that S(λp(s)) = cs,sλp(s). On the other hand, we have
uT (s) =
〈
T
(
λp(s)
)
δ
p
e , δ
p′(s)
〉= cs,s .
Therefore, we get S(λp(s)) = uT (s)λp(s). It follows from Theorem 4.1 that uT ∈ McbAp(G)
and ‖uT ‖McbAp(G) = ‖S‖pcb  ‖T ‖pcb.
Now let T be a p-completely bounded map on PFp(G). Then from the above argument, it is
easy to see that idPFp(G)⊗T defines a p-completely bounded map on PFp(G×G) = PFp(G)
∨p⊗
PFp(G). Therefore,
S = ′p ◦ (idPFp(G) ⊗ T ) ◦ Γp
defines a p-completely bounded map on PFp(G). We can obtain the result for T on PFp(G) by
applying the same argument as that given for weak∗ continuous p-completely bounded maps on
PMp(G).
We can prove (2) by using the same idea developed in [10]. We only show the case when T
is a weak∗ continuous finite rank map on PMp(G). The argument for T being a p-completely
bounded finite rank map on PFp(G) is the same. Without loss of generality, we can assume that
T = f ⊗ b with f ∈ PMp(G)∗ = Ap(G) and b ∈ PMp(G). Then we get T (λp(s)) = f (λp(s))b
and
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〈
T
(
λp(s)
)
δ
p
e , δ
p′
s
〉= f (λp(s))〈bδpe , δp′s 〉 ∈ p(G)
since f ∈ Ap(G) ⊆ C0(G) and bδpe ∈ p(G). 
We note that if G is a discrete group, we can define a canonical trace
trp : x ∈ PMp(G×G) → trp(x) =
〈
xδ
p
(e,e), δ
p′
(e,e)
〉 ∈ C
on PMp(G×G). Since Γp ◦′p = idPMp(G), Ep = Γp ◦′p is a weak∗ continuous p-completely
contractive projection from PMp(G×G) onto Γp(PMp(G)) such that ′p = Γ −1p ◦Ep . It is easy
to see that Ep is trace invariant, i.e. trp ◦ Ep = trp since
Ep
(
λp(s, t)
)= Γp(δs(t)λp(s))= δs(t)λp(s, s).
If we restrict Ep to the p-pseudofunction algebra PFp(G × G), then Ep is a trace invariant p-
completely contractive projection from PFp(G × G) onto Γp(PFp(G)). Now we are ready to
prove the p-analogue of Haagerup [10, Theorem 2.6].
Theorem 5.4. Let G be a discrete group. Then the following are equivalent:
(1) G is p-weakly amenable with Λp(G) k, i.e. Ap(G) has an approximate identity {uα} such
that ‖uα‖McbAp(G)  k;
(2) there exists a net of finite rank maps {Tα} on PFp(G) such that ‖Tα‖pcb  k and ‖Tα(x) −
x‖ → 0 for all x ∈ PFp(G);
(3) there exists a net of weak∗ continuous finite rank maps {Tα} on PMp(G) such that
‖Tα‖pcb  k and 〈Tα(x)− x,f 〉 → 0 for all x ∈ PMp(G) and f ∈ Ap(G);
(4) there exists a net of finite rank maps {Sα} on Ap(G) such that ‖Sα‖pcb  k and ‖Sα(f ) −
f ‖ → 0 for all f ∈ Ap(G).
Proof. Suppose we have (1), i.e. Ap(G) has an approximate identity {uα} with ‖uα‖McbAp(G) k.
Without loss of generality, we may assume that uα ∈ Ap,c(G) = Ap(G) ∩ Cc(G). Then each
uα has a finite support and thus M¯uα is a finite rank map on PFp(G) with ‖M¯uα‖pcb =
‖uα‖McbAp(G)  k. Applying {uα} to δs ∈ Ap(G), we get
∣∣uα(s)− 1∣∣= ‖uαδs − δs‖Ap(G) → 0.
Since M¯uα (λp(s)) = uα(s)λp(s), we can conclude that
∥∥M¯uα (λp(s))− λp(s)∥∥= ∥∥uα(s)λp(s)− λp(s)∥∥= ∣∣uα(s)− 1∣∣∥∥λp(s)∥∥→ 0.
This proves (2). We can similarly prove (1) ⇒ (3) by considering weak∗ continuous p-com-
pletely bounded finite rank maps Muα on PMp(G).
(2) ⇒ (1) Suppose that {Tα} is a net of finite rank maps on PFp(G) such that ‖Tα‖pcb  k
and ‖Tα(x) − x‖ → 0 for all x ∈ PFp(G). It is known from Proposition 5.3 that uα(s) =
〈Tα(λps )δpe , δp
′
s 〉 are elements in Ap(G) with ‖uα‖M Ap(G)  ‖Tα‖  k. Since ‖Tα(λps ) −cb
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p
s ‖ → 0, we get |uα(s)− 1| → 0 for every s ∈ G. Then for any ψ =∑ni=1 asi δsi ∈ Ap,c(G), we
get ‖uαψ −ψ‖Ap(G) → 0. This shows that {uα} is an approximate identity of Ap(G).
We can similarly prove (3) ⇒ (1) by considering
uα(s) =
〈
Tα
(
λ
p
s
)
δ
p
e , δ
p′
s
〉= 〈Tα(λps ), δp′s  δˇpe 〉→ 〈λps , δp′s  δˇpe 〉= 1.
We can get (1) ⇒ (4) by considering the p-completely bounded maps Sα = muα , and we can
obtain (4) ⇒ (3) by considering Tα = S′α . 
Finally, let us consider the p-AP case. We have discussed the p-OAP and strong p-OAP
for p-operator spaces on Lp-spaces in Section 3. Correspondingly, we say that a weak∗ closed
subspace V ⊆ B(Lp(G)) has the weak∗ p-OAP if there exists a net of weak∗ continuous finite
rank maps Tα on V such that
〈
(idBI ⊗ Tα)(a)− a,ϕ
〉→ 0
for all a ∈ BI ⊗¯V and ϕ ∈NI×G. We can obtain the following p-analogue of [11, Theorem 2.1].
Theorem 5.5. Let G be a discrete group. Then the following are equivalent:
(1) G has the p-AP;
(2) PMp(G) has the weak∗ p-OAP;
(3) PFp(G) has the strong p-OAP;
(4) PFp(G) has the p-OAP.
Proof. (1) ⇒ (2) Suppose that G has the p-AP. Then there exists a net of elements {uα} in
Ap(G) such that uα → 1 in the σ(McbAp(G),Qpcb(G)) topology. Without loss of generality,
we can choose uα ∈ Ap,c(G). Then Muα is a net of weak∗ continuous p-completely bounded
finite rank maps on PMp(G). It follows from Proposition 4.3 that for any a ∈ BI ⊗¯ PMp(G) and
ϕ ∈NI×G, we have ωa,ϕ ∈ Qpcb(G) and thus
〈
(idBI ⊗Muα)(a)− a,ϕ
〉= ωa,ϕ(uα − 1) → 0.
This shows that PMp(G) has the weak∗ p-OAP.
(1) ⇒ (3) If G has the p-AP, then we can similarly obtain a net of p-completely bounded
finite rank maps M¯uα on PFp(G) and we can apply Proposition 4.3 to get
〈
(idBI ⊗ M¯uα )(a),ϕ
〉= 〈ω˜a,ϕ, uα〉 → 〈ω˜a,ϕ,1〉 = 〈a,ϕ〉
for all a ∈ BI
∨p⊗ PFp(G) and ϕ ∈ (BI
∨p⊗ PFp(G))′. This shows that (idBI ⊗ M¯uα )(a) → a in
the weak topology for every a ∈ BI
∨p⊗ PFp(G). A standard convexity argument shows that we
can choose a net {u˜β} from the convex hull of {uα} such that (idBI ⊗ M¯u˜β )(a) → a in norm
topology for all a ∈ BI
∨p⊗ PFp(G).
It is clear that (3) implies (4).
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continuous (p-completely) bounded finite rank maps Tα on PMp(G) such that
〈
(idBI ⊗ Tα)(a)− a,ϕ
〉→ 0
for all a ∈ BI ⊗¯ PMp(G) and ϕ ∈NI×G. It is known from Proposition 5.3 that uα = uTα is a net
of elements in Ap(G) such that
Muα = ′p ◦ (id ⊗ Tα) ◦ Γp
on PMp(G). For any a ∈ BI ⊗¯ PMp(G) and ϕ ∈NI×G, we get
(idBI ⊗ Γp)(a) ∈ BI ⊗¯ PMp(G) ⊗¯ PMp(G) ⊆ BI×G ⊗¯ PMp(G) and(
idNI ⊗p(ϕ)
) ∈NI×G×G.
Then we can conclude that
ωa,ϕ(uα) =
〈
(idBI ⊗Muα)(a),ϕ
〉= 〈(idBI ⊗ idBG ⊗ Tα)(idBI ⊗ Γp(a)), (idNI ⊗p)(ϕ)〉
→ 〈(idBI ⊗ Γp(a)), (idNI ⊗p)(ϕ)〉= 〈a,ϕ〉 = ωa,ϕ(1).
Therefore, G has the p-AP by Proposition 4.3.
(4) ⇒ (1) Now let us suppose that PFp(G) has the p-OAP. Then it is known from Remark 3.9
that for the index set I = G, there exists a net of (p-completely) bounded finite rank maps {Tα}
on PFp(G) such that (idKG ⊗ Tα)(a) → a in the norm topology for every a ∈ KG
∨p⊗ PFp(G).
It is known from Proposition 5.3 that uα = uTα is a net of elements in Ap(G) such that
M¯uα = ′p ◦ (idPFp(G) ⊗ Tα) ◦ Γp
on PFp(G). Notice that for a0 ∈ PFp(G), Γp(a0) is contained in PFp(G)
∨p⊗ PFp(G) ⊆ BG
∨p⊗
PFp(G), but is not necessarily contained in KG
∨p⊗ PFp(G). So we have to be careful in the
proof of the following convergence
ωa,ϕ(uα) =
〈
(idKG ⊗ M¯uα )(a),ϕ
〉= 〈(idKG ⊗ (idPFp(G) ⊗ Tα) ◦ Γp)(a), (idNG ⊗p)(ϕ)〉
→ 〈(idKG ⊗ Γp)(a), (idNG ⊗p)(ϕ)〉= 〈a,ϕ〉 = ωa,ϕ(1) (5.3)
for a ∈KG
∨p⊗ PFp(G) and ϕ ∈NG×G =NG
∧p⊗ NG.
We first note that since ′p is a p-complete contraction from BG×G into BG (see the paragraph
before Proposition 4.4), we can conclude that p is a p-complete contraction from NG into
NG×G. Then for every ϕ ∈ NG×G, (idNG ⊗ p)(ϕ) determines an element in NG
∧p⊗ NG×G =
NG×G×G =NG×G
∧p⊗ NG. Therefore, we can write
(idN ⊗p)(ϕ) = [αu,v]
([ψu,k] ⊗ [ϕv,l])[βkl]G
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Since K∞(NG×G) is a K∞(KG×G)-bimodule and the linear span of K∞(KG×G) ·K∞(NG×G)
is norm dense in K∞(NG×G), we can apply the Cohen’s factorization theorem to get
[ψu,k] = [xu,j ][ψ˜j,l]
for some [xu,j ] ∈ K∞(KG×G) and [ψ˜j,l] ∈ K∞(NG×G). Then we can let [xu,j ] ⊗ 1 act on
(idKG ⊗ Γp)(a) in (5.3) and we can apply the p-OAP property of Tα to obtain the convergence
ωa,ϕ(uα) → ωa,ϕ(1). 
Finally, we note that if u ∈ McbAp(G), then mu is a p-completely bounded map on Ap(G).
Therefore, we can define
˜˜ωa,ϕ(u) =
〈
a, (idK∞ ⊗mu)(ϕ)
〉= 〈(idN∞ ⊗Mu)(a),ϕ〉
for ϕ ∈K∞
∨p⊗ Ap(G) and a ∈ (K∞
∨p⊗ Ap(G))′.
Proposition 5.6. Let G be a discrete group. We have
Qpcb(G) =
{ ˜˜ωa,ϕ : ϕ ∈K∞ ∨p⊗ Ap(G) and a ∈ (K∞ ∨p⊗ Ap(G))′}.
Therefore, G has the p-AP if and only if Ap(G) has the p-OAP.
Proof. It is known from Theorem 3.7 that we have the isometric isomorphism
(K∞ ∨p⊗ Ap(G))′ = N∞ ∧p⊗ PMp(G).
Then for any a ∈ (K∞
∨p⊗ Ap(G))′, we can write
a = [αu,v]
([fu,k] ⊗ [av,l])[βk,l]
for [αu,v] ∈ p′(N × N), [fu,k] ∈ K∞
∨p⊗ N∞, [av,l] ∈ K∞
∨p⊗ PMp(G), and [βk,l] ∈ p(N × N).
Letting ϕ = x ⊗ψ ∈K∞
∨p⊗ Ap(G), we get
˜˜ωa,ϕ(u) =
〈
(idN∞ ⊗Mu)(a),ϕ
〉= ∑
u,v,k,l
αu,vfu,k(x)
〈
Mu(av,l),ψ
〉
βk,l
= 〈(idK∞ ⊗Mu)(a˜), ϕ˜〉= ωa˜,ϕ˜(u),
where a˜ = [av,l] ∈K∞
∨p⊗ PMp(G) and ϕ˜ = [∑u,k αu,vfu,k(x)βkl]⊗ψ ∈N∞⊗ˆpAp(G). There-
fore, we get ˜˜ωa,ϕ = ωa˜,ϕ˜ ∈ Qpcb(G) by Proposition 4.3.
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ω = ˜˜ωa,ϕ for some a ∈ (K∞
∨p⊗ Ap(G))′ and ϕ ∈K∞
∨p⊗ Ap(G). Therefore, we have
Qpcb(G) =
{ ˜˜ωa,ϕ : a ∈ (K∞ ∨p⊗ Ap(G))′ and ϕ ∈K∞ ∨p⊗ Ap(G)}.
It follows that G has the p-AP if and only if there exists a net of elements {uα} in Ap,c(G)
such that muα converges to idAp(G) on Ap(G) in the stable point-weak topology. This shows that
Ap(G) has the p-OAP. 
Remark 5.7. Finally, we note that if G is a discrete group with the p-AP, then we can choose
a net {uα} in Ap,c(G) such that {M¯uα } and {muα } converge to the identity map on PFp(G) and
Ap(G) simultaneously in the stable-point-norm topology, that is, we have
∥∥(idK∞ ⊗ M¯uα )(x)− x∥∥K∞∨p⊗ PFp(G) → 0 and
∥∥(idK∞ ⊗muα)(f )− f ∥∥K∞∨p⊗Ap(G) → 0
for all x ∈K∞
∨p⊗ PFp(G) and f ∈K∞
∨p⊗ Ap(G). We can also obtain such a result for p-weakly
amenable groups. These are the natural p-analogues of [16, Propositions 2.2 and 2.3].
6. Relations
In this section, we discuss the relations between the approximation properties we have studied
in previous sections. It is seen from the definition that for an arbitrary locally compact group and
1 <p < ∞,
amenability ⇒ p-weak amenability ⇒ p-AP.
The goal of this section is to consider the connection of these properties for 1 <p,q < ∞.
Proposition 6.1. Let G be a locally compact group. If 1 < p  q  2 or 2  q  p < ∞, the
identity map defines a contraction
ιq,p : u ∈ McbAq(G) → u ∈ McbAp(G).
Moreover, for every [uij ] ∈ Mn(McbAq(G)), we have
∥∥[uij ]∥∥Mn(McbAp(G))  n1− pq ∥∥[uij ]∥∥Mn(McbAq(G)) if 1 <p  q  2,
or
∥∥[uij ]∥∥Mn(McbAp(G))  n1− qp ∥∥[uij ]∥∥Mn(McbAq(G)) if 2 q  p < ∞.
Proof. Let us first recall from Herz [12] that for 1 < p  q  2 or 2  q  p < ∞, we have
SQq ⊆ SQp . Then it is known from Daws [4, Theorem 8.3] that the identity map defines a con-
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Now we let [uij ] ∈ Mn(McbAq(G)) with ‖[uij ]‖Mn(McbAq(G)) = 1. It is known from Theo-
rem 4.1 and Remark 4.2 that there exist a Banach space E in SQq , and bounded continuous maps
α : G → B(nq,E) and β : G → B(E, nq) such that
u
(
st−1
)= β(s) ◦ α(t) and sup
t∈G
{∥∥α(t)∥∥} sup
s∈G
{∥∥β(s)∥∥} 1.
Suppose 1 < p  q  2. Then the identity map determines a contraction ιp,q : np → nq and on
the other hand, the identity map determines a bounded linear map ιq,p : nq → np with ‖ιp,q‖
n
1− p
q
. In this case, we can obtain a bounded continuous map α˜ : t ∈ G → α(t) ◦ ιp,q ∈ B(np,E)
with sup{‖α˜(t)‖} 1, and a bounded continuous map β˜ : s ∈ G → ιq,p ◦ β(s) ∈ B(E, np) with
sup{‖β˜(s)‖}  n1− pq . It is clear that [uij ] = β˜(s) ◦ α˜(t). This shows that [uij ] is an element in
Mn(McbAp(G)) with norm ‖u‖Mn(McbAp(G))  n1−
p
q
.
We can similarly prove the result for the case of 2 q  p < ∞. 
It is known by Herz [12, Theorem C] that if G is a locally compact amenable group, then
the identity map extends to a contraction from Aq(G) into Ap(G) if 1 < p  q  2 or 2 q 
p < ∞. However, it is not clear whether this is still true for non-amenable groups. But we can
still obtain the following results for discrete groups.
Proposition 6.2. Let G be a discrete group and 1 < p  q  2 or 2  q  p < ∞. If G is
q-weakly amenable, then G is p-weakly amenable with Λp(G)Λq(G).
Proof. Suppose that G is a q-weakly amenable discrete group with Λq(G) = k. Then Aq(G)
has an approximate identity {uα} ⊆ Aq,c(G) such that ‖uα‖McbAq(G)  k. Since G is a discrete
group, we have Ap,c(G) = Aq,c(G), which is just the linear span of characteristic functions δg
with g ∈ G. It is clear from Proposition 6.1 that
‖uα‖McbAp(G)  ‖uα‖McbAq(G)  k.
Since {uα} is an approximate identity for Aq(G), we must have uα(s) → 1 for every s ∈ G (see
the proof of Theorem 5.4). Therefore, {uα} is an approximate identity for Ap(G). This shows
that G is p-weakly amenable with Λp(G)Λp(G). 
Proposition 6.3. Let G be a discrete group and 1 < p  q  2 or 2 q  p < ∞. If G has the
q-AP, then G has the p-AP.
Proof. It is known from Proposition 6.1 that the identify map defines a contraction
ιq,p : u ∈ McbAq(G) → u ∈ McbAp(G).
972 G. An et al. / Journal of Functional Analysis 259 (2010) 933–974Then for every f ∈ 1(G), we get
∥∥αcb(f )∥∥Qqcb(G)  ∥∥αcb(f )∥∥Qpcb(G).
This shows that the identity map on 1(G) extends to a contraction
αp,q : f ∈ Qpcb(G) → f ∈ Qqcb(G). (6.1)
Suppose that G has the q-AP. Then there exists a net of elements {ui} ⊆ Aq,c(G) such that
ui → 1 in the σ(McbAq(G),Qqcb(G)) topology. In this case, we have {uα} ⊆ Ap,c(G) and
ui → 1 in the σ(McbAq(G),Qqcb(G)) topology by (6.1). Therefore, G has the p-AP. 
According to the above discussion, it is seen that if G is a discrete group such that G is
weakly amenable in the sense of Haagerup [10] (respectively, G has the AP in the sense of
Haagerup and Kraus [11]), then G is p-weakly amenable (respectively, G has the p-AP) for all
1 < p < ∞. Then it is known from De Cannière and Haagerup [5] that the free group F2 of
2-generators and the integer-valued special linear group SL(2,Z) are p-weakly amenable with
Λp(F2) = Λp(SL(2,Z)) = 1 for all 1 < p < ∞. It is also known from the work of Cowling
and Haagerup [3] that the sp(1, n) group is p-weakly amenable with Λp(sp(1, n)) 2n− 1. All
these groups and the semidirect product group Z2  SL(2,Z) have the p-AP for all 1 < p < ∞
(see Haagerup and Kraus [11]). An interesting question is whether there exists a discrete group
G such that G is p-weakly amenable (or G has the p-AP), but G is not q-weakly amenable (or
G has no q-AP) for 1 <p < q  2 or 2 q < p < ∞.
Now we end this section by considering the properties related to PF1(G) and PM1(G). Let
p = 1. It is clear that for any f ∈ L1(G), the left regular representation λ1(f ) on L1(G) is given
by the left multiplication λ1(f )(g) = f  g for g ∈ L1(G). Since L1(G) with the convolution
multiplication is a Banach algebra with a contractive approximate identity, then
λ1 : f ∈ L1(G) → λ1(f ) ∈ B
(
L1(G)
)
is an isometric inclusion. Therefore, we have PF1(G) = L1(G). In this case, we define PM1(G)
to be the strong operator closure of L1(G) in B(L1(G)). Then PM1(G) is just equal to the left
centralizer algebra of L1(G) and thus we have PM1(G) = M(G), the measure algebra of G. On
the other hand, we have A1(G) = C0(G) and McbA1(G) = MA1(G) = Cb(G). We can consider
the 1-operator space structure on these spaces and we can obtain the following result for discrete
groups.
Theorem 6.4. Let G be a discrete group. Then PF1(G) = PM1(G) = 1(G) is always 1-nuclear.
Proof. Let us first suppose that G is an infinite countable discrete group. Then there exists an
increasing sequence of finite subsets F1 = {e} ⊆ F2 ⊆ · · · ⊆ Fn ⊆ · · · with |Fn| = n and G =⋃∞
n=1 Fn. We let ιn : 1(Fn) ↪→ 1(G) be the canonical inclusion and let
Pn :
∑
asδ
1
s ∈ 1(G) →
∑
asδ
1
s ∈ 1(Fn)s∈G s∈Fn
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ϕn : f ∈ 1(G) → Pnλ1(f )ιn ∈ B
(
1(Fn)
)∼= Mn (6.2)
is a 1-complete contraction.
Let {est }s,t∈Fn be the canonical matrix unit of B(1(Fn)). We define a map
ψn : [ast ] ∈ B
(
1(Fn)
)→ ∑
s∈Fn
aseδ
1
s ∈ 1(G). (6.3)
It is easy to verify that for any matrix element [ast ] ∈ B(1(Fn)),
∥∥[ast ]∥∥B(1(Fn)) = maxt∈Fn
{
n∑
s∈F
|xst |
}
. (6.4)
Therefore, ψn is a contraction since∥∥∥∥∑
s∈Fn
aseδ
1
s
∥∥∥∥= ∑
s∈Fn
|ase|
∥∥[ast ]∥∥.
We claim that ψn is a 1-complete contraction. To see this, let us fix k ∈ N and [xij ] ∈
Mk(B(1(Fn))) with ‖[xij ]‖  1. We can write [xij ] = [xijst ] ∈ Mkn = Mk(B(1(Fn))) with
i, s for the row index and j , t for the column index. For any [gj ] ∈ 1(G)k with ‖[gj ]‖ =∑k
j=1 ‖gj‖ = 1, we have
∥∥[ψn(xij )][gj ]∥∥= k∑
i=1
∥∥∥∥∥
k∑
j=1
ψn
(
xij
)
 gj
∥∥∥∥∥
k∑
j=1
‖gj‖
(
k∑
i=1
∥∥ψn(xij )∥∥
)
.
Since ψn(xij ) =∑s∈Fn xijseδ1s , we can conclude from (6.4) that for each 1 j  k,
k∑
i=1
∥∥ψn(xij )∥∥= k∑
i=1
∑
s∈Fn
∣∣xijse∣∣ ∥∥[xij ]∥∥,
and thus we have
∥∥[ψn(xij )][gj ]∥∥ k∑
j=1
‖gj‖
(
k∑
i=1
∥∥ψn(xij )∥∥
)

∥∥[xij ]∥∥.
This shows that each ψn is a 1-complete contraction.
Finally, for any f ∈ 1(G), we have ϕn(f ) = Pnλ(f )ιn = [Pn(f  δ1e ), . . . ,Pn(f  δ1sn)] and
thus ψn ◦ ϕn(f ) = Pn(f  δ1e ) = Pn(f ). This shows that ‖ψn ◦ ϕn(f ) − f ‖ → 0. Therefore,
1(G) is 1-nuclear.
The result can be proved analogously for general discrete groups. 
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