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ROTA–BAXTER ALGEBRAS AND LEFT WEAK COMPOSITION
QUASI-SYMMETRIC FUNCTIONS
LI GUO, HOUYI YU, AND JIANQIANG ZHAO
Abstract. Motivated by a question of Rota, this paper studies the relationship between Rota–
Baxter algebras and symmetric related functions. The starting point is the fact that the space of
quasi-symmetric functions is spanned by monomial quasi-symmetric functions which are indexed
by compositions. When composition is replaced by left weak composition (LWC), we obtain
the concept of LWC monomial quasi-symmetric functions and the resulting space of LWC quasi-
symmetric functions. In line with the question of Rota, the latter is shown to be isomorphic to the
free commutative nonunitary Rota–Baxter algebra on one generator. The combinatorial interpreta-
tion of quasi-symmetric functions by P-partitions from compositions is extended to the context of
left weak compositions, leading to the concept of LWC fundamental quasi-symmetric functions.
The transformation formulas for LWC monomial and LWC fundamental quasi-symmetric func-
tions are obtained, generalizing the corresponding results for quasi-symmetric functions. Extend-
ing the close relationship between quasi-symmetric functions and multiple zeta values, weighted
multiple zeta values and a q-analog of multiple zeta values are investigated and a decomposition
formula is established.
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1. Introduction
Symmetric functions have played an important role in mathematics for a long time [21, 29].
More recently, their generalizations, especially quasi-symmetric functions and noncommutative
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symmetric functions, have played similar roles. Quasi-symmetric functions were defined ex-
plicitly by Gessel [9] in 1984 with motivation from the P-partitions of Stanley [30] in 1972.
Most of their study was carried out after the middle 1990s. The last decade witnessed a surge
in the research on quasi-symmetric functions with broad applications. Conceptually, the central
role played by quasi-symmetric functions was demonstrated by the result of Aguiar, Bergeron
and Sottile [2] that the Hopf algebra of quasi-symmetric functions is the terminal object in the
category of combinatorial Hopf algebras. This Hopf algebra is the graded dual of the Hopf alge-
bra of noncommutative symmetric functions [8], another important generalization of symmetric
functions. Generalizations of quasi-symmetric functions have also been introduced (see for exam-
ple [18, 22]). Further details of quasi-symmetric functions can be found in the monograph [20]
and the references therein. In this paper we study the close relationship between Rota–Baxter
algebras and the algebras of quasi-symmetric functions, and investigate a new class of multiple
zeta values that arise from this relationship.
Rota–Baxter algebra is an abstraction of the algebra of continuous functions equipped with
the integration operator, characterized by the integration by parts formula. Shortly after its
introduction by G. Baxter [3] in 1960 from his probability study, Rota–Baxter algebra (called
Baxter algebra in the early literature) attracted the interest of well-known combinatorists such as
Cartier and Rota. Rota gave the first construction of free commutative Rota–Baxter algebras [25,
27] and thereby showed that the Spitzer’s identity that he established for Rota–Baxter algebras
has one of its incarnations as the Waring formula of symmetric functions relating elementary and
power sum symmetric functions (see Eq. (2)). He also proposed to study symmetric functions in
the framework of Rota–Baxter algebras. His interest in Rota–Baxter algebras continued into the
mid 1990s when he wrote, in his inspiring survey article [26],
By analyzing the work of Baxter and Atkinson, I was led to conjecture that a
very close relationship exists between the Baxter identity (1) and the algebra of
symmetric functions.
and concluded
The theory of symmetric functions of vector arguments (or Gessel functions) fits
nicely with Baxter operators; in fact, identities for such functions easily translate
into identities for Baxter operators. · · · In short: Baxter algebras represent the
ultimate and most natural generalization of the algebra of symmetric functions.
Partly motivated by Rota’s enthusiasm on Rota–Baxter algebras1, their study has experienced
a remarkable renaissance this century with broad applications in mathematics and mathematical
physics, in areas including combinatorics, Hopf algebras, operads, number theory, quantum field
theory and classical Yang–Baxter equations [1, 5, 7, 11, 24]. See [10], as well as [19], for a more
detailed introduction to this subject.
In particular, the connection of Rota–Baxter algebra with quasi-symmetric function envisioned
by Rota was partly established by the equivalence [6] of the mixable shuffle product introduced
in [11] (also known as overlapping shuffles [14]) in a free commutative Rota–Baxter algebra and
the quasi-shuffle product [16] which is known to be a generalization of quasi-symmetric functions.
This realizes the algebra of quasi-symmetric functions as a large part of a free commutative
Rota–Baxter algebra (on one generator). To further develop Rota’s insight, it would be useful
1For example, L. Guo was introduced to the subject of the Rota–Baxter algebra by Rota’s suggestion to extend a
joint work of L. Guo and W. Keigher submitted to him to the context of Rota–Baxter algebras, resulting in [11, 12]
and their sequels.
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to interpret the full free commutative Rota–Baxter algebra as a suitable generalization of quasi-
symmetric functions. This is the purpose of our study. In this paper, we study free commutative
nonunitary Rota–Baxter algebras. The unitary case will be considered in a separate work.
The benefit of this connection between quasi-symmetric functions and Rota–Baxter algebras
is bidirectional. On the one hand, this interaction allows us to realize the abstractly defined free
Rota–Baxter algebras as subalgebras of concretely defined polynomial or power series algebras.
On the other hand, this interaction allows us to find generalizations of these symmetric related
functions, in the spirit of Rota’s aforementioned quotes. As a result, we obtain new classes of
functions that share properties similar to quasi-symmetric functions, including their canonical
bases consisting of monomial and fundamental quasi-symmetric functions.
Another benefit of this connection is in the study of multiple zeta values (MZVs for short),
started with Euler and Goldbacher in the two variable case, and systematically investigated since
the 1990s with the work of Hoffman [15] and Zagier [31]. Quasi-symmetric functions specialize
to MZVs by suitable evaluations through which the multiplication of two MZVs (stuffle product)
comes from the quasi-shuffle product of two monomial quasi-symmetric functions [16, 17]. In the
context of Rota–Baxter algebras, a related construction can be found in the work of Cartier [4] on
free commutative Rota–Baxter algebras. Extending this well-known connection, we obtain from
these generalized quasi-symmetric functions a class of MZVs with weights (coefficients).
The paper is organized as follows. Section 2 is devoted to a quick review of well-known
results and definitions on Rota–Baxter algebras and quasi-symmetric functions. In particular, as
motivation, we recall the connection of symmetric functions with Rota’s standard Rota–Baxter
algebras and, as preparation, we recall the connection of mixable shuffle product, the primary part
of the free commutative Rota-Baxter algebra, with monomial quasi-symmetric functions indexed
by compositions. To put the full free commutative nonunitary Rota–Baxter algebra in the context
of quasi-symmetric functions, we introduce in Section 3 a generalization of the quasi-symmetric
functions, called LWC quasi-symmetric functions, by generalizing monomial quasi-symmetric
functions to be indexed by left weak compositions. These functions, called monomial LWC
quasi-symmetric functions form a basis of the LWC quasi-symmetric functions. A relation among
monomial LWC quasi-symmetric functions of the same degree is established by applying this
construction. In Section 4, we apply the concept of a P-partition of Stanley to define left weak
fundamental quasi-symmetric functions that form the second basis for LWC quasi-symmetric
functions. Transformation formulas between these two bases are established. The LWC quasi-
symmetric functions permit us to define a left weak MZV and its q-analog in Section 5. Particular
relations are established for these types of MZVs. Especially, a generalization of the finite double
shuffle relations to the product of two left weak MZVs is provided.
Convention. Unless otherwise specified, an algebra in this paper is assumed to be commuta-
tive, defined over a unitary commutative ring k. Let N and P denote the set of nonnegative and
positive integers respectively.
2. Background
To provide background and motivation for our study, we recall in this section Rota’s construc-
tion of standard Rota–Baxter algebras and their relationship with symmetric functions. This is
followed by the concepts of mixable shuffle product, quasi-shuffle product and their relationship
with quasi-symmetric functions and MZVs.
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2.1. Rota’s standard Rota–Baxter algebras and symmetric functions. For a fixed λ ∈ k, a
Rota–Baxter k-algebra of weight λ is a pair (R, P) consisting of an algebra R and a k-linear
operator P : R → R that satisfies the Rota–Baxter equation
(1) P(x)P(y) = P(xP(y)) + P(P(x)y) + λP(xy) for all x, y ∈ R.
Then P is called a Rota–Baxter operator (RBO) of weight λ. If R is only assumed to be a
nonunitary k-algebra, we call R a nonunitary Rota–Baxter k-algebra of weight λ.
Throughout the rest of the paper we will assume that λ = 1 and drop λ from the notations.
A Rota–Baxter algebra homomorphism is an algebra homomorphism that is compatible with
the Rota–Baxter operators. Given a commutative k-algebra A that is not necessarily unitary,
the free commutative Rota–Baxter k-algebra on A is defined to be a Rota–Baxter k-algebra
(F(A), PA) together with a k-algebra homomorphism jA : A → F(A) with the property that, for
any Rota–Baxter k-algebra (R, P) and any k-algebra homomorphism f : A → R, there is a unique
Rota–Baxter k-algebra homomorphism ˜f : (F(A), PA) → (R, P) such that f = ˜f ◦ jA as k-algebra
homomorphisms.
As a motivation, we recall the first construction of free commutative Rota–Baxter algebras
given by Rota [25, 27], called the standard Rota–Baxter algebra, and their relationship with
symmetric functions.
Let X be a given set. For each x ∈ X, let t(x) denote a sequence (t(x)1 , · · · , t(x)n , · · · ) of distinct
symbols t(x)n , n > 1, such that the sets {t(x1)n }n and {t(x2)n }n are disjoint for x1 , x2 in X. Denote
X =
⋃
x∈X
{
t(x)n | n > 1
}
and let A(X) = k[X]P denote the algebra of sequences with entries in the polynomial algebra
k[X]. The addition, multiplication and scalar multiplication by k[X] in A(X) are defined compo-
nentwise.
Define
PrX : A(X) → A(X), (a1, a2, a3, · · · ) 7→ (0, a1, a1 + a2, a1 + a2 + a3, · · · ).
So each entry of PrX(a) for a = (a1, a2, · · · ) is the sum of the previous entries of a. Then PrX
defines a Rota–Baxter operator on A(X). The standard Rota–Baxter algebra on X is the Rota–
Baxter subalgebra S(X) of A(X) generated by the sequences t(x) := (t(x)1 , · · · , t(x)n , · · · ), x ∈ X. An
important result of Rota is
Theorem 2.1. ([25, 27]) (S(X), PrX) is the free commutative Rota–Baxter algebra on X.
Consider the special case of X = {x}. Let the sequence (PrX x)[n], n > 1, be defined by the
recursion (PrX x)[1] := PrX(x) and (PrX x)[n+1] := PrX(x(PrX x)[n]), n > 1. Then
(PrX x)[n] = (0, en(x1), en(x1, x2), en(x1, x2, x3), · · · )
where en(x1, · · · , xm) = ∑
16i1<i2<···<in6m
xi1 xi2 · · · xin is the elementary symmetric function of degree
n in the variables x1, · · · , xm with the convention that e0(x1, · · · , xm) = 1 and en(x1, · · · , xm) = 0 if
m < n. Also by definition,
PrX(xk) = (0, pk(x1), pk(x1, x2), pk(x1, x2, x3), · · · ),
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where pk(x1, · · · , xm) = xk1 + xk2 + · · ·+ xkm is the power sum symmetric function of degree k in the
variables x1, · · · , xm. These two classes of symmetric functions are related by Waring’s formula
(2) exp
− ∞∑
k=1
(−1)ktk pk(x1, · · · , xm)/k
 = ∞∑
n=0
en(x1, · · · , xm)tn for all m > 1.
As mentioned in the introduction, Rota derived this formula as a special case of his algebraic
formulation of Spitzer’s identity. Cartier [4] gave the second construction of free commutative
Rota–Baxter algebras.
2.2. Mixable shuffle, quasi-shuffle and quasi-symmetric functions. Another construction of
free commutative Rota–Baxter k-algebras was given by using the mixable shuffle algebra. The
mixable shuffle algebra generated by a commutative (unitary or nonunitary) algebra A, denoted
by MS (A), has its underlying module as that of the tensor algebra
T (A) =
⊕
k>0
A⊗k = k ⊕ A ⊕ A⊗2 ⊕ · · · , where A⊗k = A ⊗ A ⊗ · · · ⊗ A︸             ︷︷             ︸
k−factors
,
equipped with the mixable shuffle product ∗ defined as follows.
For pure tensors a = a1 ⊗ · · · ⊗ am and b = b1 ⊗ · · · ⊗ bn, a shuffle of a and b is a tensor list
from the factors of a and b in which the natural orders of the ai’s and the b j’s are preserved. The
shuffle product of a and b, denoted aXb, is the sum of all shuffles of a and b. For example, we
have
a1X(b1 ⊗ b2) = a1 ⊗ b1 ⊗ b2 + b1 ⊗ a1 ⊗ b2 + b1 ⊗ b2 ⊗ a1.
A mixable shuffle of a and b is a shuffle of a and b where some (or none) of the pairs ai ⊗b j are
replaced by aib j. The mixable shuffle product a ∗ b of a and b is the sum of all mixable shuffles.
For example
a1 ∗ (b1 ⊗ b2) = a1 ⊗ b1 ⊗ b2 + b1 ⊗ a1 ⊗ b2 + b1 ⊗ b2 ⊗ a1 + a1b1 ⊗ b2 + b1 ⊗ a1b2,
where a1b1 ⊗ b2 comes from a1 ⊗ b1 ⊗ b2 by “mixing” or merging a1 ⊗ b1 and b1 ⊗ a1b2 comes
from b1 ⊗ a1 ⊗ b2 by “mixing” or merging a1 ⊗ b2. The last shuffle b1 ⊗ b2 ⊗ a1 does not yield any
mixed term since a1 is not before any b j, j = 1, 2.
Similar to the recursive formula of the shuffle product
aXb := a1 ⊗ ((a2 ⊗ · · · ⊗ am)Xb) + b1 ⊗ (aX(b2 ⊗ · · · ⊗ bn)), 1Xa = aX1 = a,
the mixable shuffle product can also be defined by the recursion
(3) a∗b = a1⊗((a2⊗· · ·⊗am)∗b)+b1⊗(a∗ (b2⊗· · ·⊗bn))+a1b1⊗((a2⊗· · ·⊗am)∗ (b2⊗· · ·⊗bn))
with the convention that 1 ∗ a = a ∗ 1 = a. It is known as the quasi-shuffle [16] of Hoffman.
Its equivalence to the mixable shuffle product was proved in [6]. The mixable shuffle product
equipped MS (A) with a commutative algebra structure.
A composition is a finite ordered list of positive integers. Given a compositionα = (α1, · · · , αk),
we define its weight or size to be |α| = α1 + · · · + αk and its length to be ℓ(α) := k. We call
αi, 1 6 i 6 k, the components of α. If |α| = n, then we say α is a composition of n and write
α |= n. For convenience we denote by ∅ the unique composition whose weight and length are 0,
called the empty composition. There is a natural bijection between compositions of size n and
subsets of [n − 1] = {1, · · · , n − 1} which maps a composition α = (α1, · · · , αk) |= n to the set of
its partial sums, not including n itself, that is,
set(α) := {α1, α1 + α2, · · · , α1 + α2 + · · · + αk−1}.
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Given compositions α and β of n, we say that α is a refinement of β (or β is a coarsening
of α), denoted α  β, if summing some consecutive components of α gives β. For example,
(1, 2, 1, 4, 1)  (3, 1, 5).
Let X = {x1, x2, · · · } be a countably infinite totally ordered set of commuting variables. Recall
that a quasi-symmetric function is a formal power series of finite degree f ∈ k[[X]] such that for
each composition α = (α1, · · · , αk), all monomials xα1n1 · · · xαknk in f with indices 1 6 n1 < · · · < nk
have the same coefficient. The set of all quasi-symmetric functions, denoted QSym, is a graded
algebra with function multiplication, and with grading
QSym :=
⊕
n>0
QSymn,
where QSym0 is spanned by M∅ = 1 and all other QSymn are spanned by {Mα}α|=n where
Mα :=
∑
16n1<···<nk
xα1n1 · · · x
αk
nk
for a composition α = (α1, · · · , αk) of n. This basis is called the basis of monomial quasi-
symmetric functions. A second basis for QSym consists of fundamental quasi-symmetric
functions, also indexed by compositions. They are defined by F∅ = 1 and
Fα =
∑
βα
Mβ.
For instance, F(2,1) = M(1,1,1) + M(2,1). Moreover, QSymn = span{Mα|α |= n} = span{Fα|α |= n}.
The multiplication of two monomial quasi-symmetric functions is dictated by the quasi-shuffle
product, or mixable shuffle product, on the indexing compositions. This is a special case of the
quasi-shuffle product defined in Eq. (3). In the special case when the algebra A is the nonunitary
algebra xk[x] of polynomials in one variable without the constant term, a basis of MS (A) consists
of pure tensors xα := xα1 ⊗ · · · ⊗ xαk where α = (α1, · · · , αk) is a composition, together with the
identity 1. Through the natural linear bijection
ρ : kC → MS (A), α 7→ xα,
on the space spanned by the set C of compositions, the quasi-shuffle product ∗ on MS (A) defines
a product, also denoted ∗, on kC by transport of structures. More precisely, if α = (α1, · · · , αm),
β = (β1, · · · , βn), then we have the recursion
α ∗ β = (α1, (α2, · · · , αm) ∗ β)+(β1, α ∗ (β2, · · · , βn))+(α1 + β1, (α2, · · · , αm) ∗ (β2, · · · , βn))(4)
with the convention that 1 ∗ α = α ∗ 1 = α.
Convention 2.2. To simplify notations in the rest of the paper, we will adapt the following
convention. Let kX be the free module on a set X and let · : X × X → kX be a multiplication that
extends to one on kX. Then for x, y ∈ X, we have x · y = ∑
z∈X
czz which we denote by
∑
z∈(x·y)
z. Thus
V is a k-algebra whose multiplication is suppressed. Then a linear map f : kX → V preserves the
multiplications: f (x) f (y) = f (x · y) if and only if f (x) f (y) = ∑
u∈(x·y)
f (u). Note that here u ∈ (x · y)
does not mean that u is a basis element in X.
In particular, we let α ∗β = ∑
γ∈(α∗β)
γ denote the linear combination resulting from α ∗β. By [16]
we obtain an algebra isomorphism of MS (A) with the algebra QSym by sending xα to Mα. Here
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the multiplication on QSym is the natural multiplication of power series. Therefore, given two
compositions α and β, we have
MαMβ =
∑
γ∈(α∗β)
Mγ,
as in Eq. (4). In other words, let
(5) φ : kC → QSym, α 7→ Mα, α ∈ C.
Then
MαMβ = φ(α ∗ β).
Evaluating xn at n−1, Mα gives the MZV
(6) ζ(α) := ζ(α1, · · · , αk) :=
∑
16n1<···<nk
1
n
α1
1 · · · n
αk
k
,
which converges for α j > 1, 1 6 j 6 k and αk > 2. The quasi-shuffle relation or stuffle relation of
MZVs is a direct consequence of the quasi-shuffle product on QSym.
3. Free nonunitary Rota–Baxter algebras and LWC quasi-symmetric functions
In this section, we first outline a construction for free commutative nonunitary Rota–Baxter
algebras on one generator by making use of the mixable shuffle algebras recalled in the last
section. We then introduce a class of power series that on the one hand contains quasi-symmetric
functions with similar properties and on the other hand is isomorphic to the free nonunitary Rota–
Baxter algebra on one generator.
Let A be a commutative unitary k-algebra. Define
Xk(A) := A ⊗ MS (A) =
⊕
k>1
A⊗k
to be the tensor product of the algebras A and MS (A). More precisely, for two pure tensors
a0 ⊗ a = a0 ⊗a1⊗ · · ·⊗am and b0⊗ b = b0 ⊗b1 ⊗ · · ·⊗bn, the augmented mixable shuffle product
⋄ on Xk(A) is defined by
(a0 ⊗ a) ⋄ (b0 ⊗ b) :=

a0b0, m = n = 0,
(a0b0) ⊗ a, m > 0, n = 0,
(a0b0) ⊗ b, m = 0, n > 0,
(a0b0) ⊗ (a ∗ b), m > 0, n > 0.
(7)
Theorem 3.1. [11] The algebra (Xk(A), ⋄), with the linear operator PA : Xk(A) → Xk(A)
sending a to 1 ⊗ a, is the free commutative Rota–Baxter algebra generated by A.
Now let A be a commutative nonunitary k-algebra and let ˜A = k ⊕ A be the unitarization of A.
Define
Xk(A)0 :=
⊕
k>0
( ˜A⊗k ⊗ A)
with the convention that ˜A⊗0 = k and hence ˜A⊗0 ⊗ A = A. Then Xk(A)0 is a k-submodule of
Xk( ˜A), additively spanned by pure tensors of the form
a0 ⊗ · · · ⊗ an, ai ∈ ˜A, 0 6 i 6 n − 1, an ∈ A.
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With the restriction of P ˜A, denoted by PA, Xk(A)0 is a subobject of Xk( ˜A) in the category of
commutative nonunitary Rota–Baxter algebras. By [12, Proposition 2.6], (Xk(A)0, PA) is the free
commutative nonunitary Rota–Baxter algebra generated by A characterized by its usual universal
property.
We now consider the special case when A = k[x] or A = xk[x]. Then Theorem 3.1 can be
restated as
Theorem 3.2. The k-module
X(x) := Xk (k[x]) =
⊕
k>0
k[x]⊗(k+1) =
⊕
αi>0,06i6k
kxα0 ⊗ · · · ⊗ xαk ,(8)
with the product in Eq. (7) and the operator Px : a 7→ 1 ⊗ a, is the free unitary Rota–Baxter
algebra on x. The restriction of the product and operator on the submodule
X(x)0 :=Xk(xk[x])0 =
⊕
k>0
(
k[x]⊗k ⊗ xk[x]
)
=
⊕
αi>0,06i6k−1,αk>1
kxα0 ⊗ · · · ⊗ xαk(9)
gives the free nonunitary Rota–Baxter algebra on x.
As recalled in Section 2, the mixable shuffle algebra
MS (xk[x]) = k1
⊕
k{xi1 ⊗ · · · ⊗ xik | (i1, · · · , ik) ∈ Pk, k > 1}
is isomorphic to the algebra of quasi-symmetric functions QSym in the formal power series
k[[X]]. Let
MS (xk[x])0 := k{xi1 ⊗ · · · ⊗ xik | (i1, · · · , ik) ∈ Nk−1 × P, k > 1}.
Then, from the above theorem, we have X(x)0 = MS (xk[x])0 which is larger than MS (xk[x]).
In order to realize X(x)0 as formal power series, we first need to do so for MS (xk[x])0. To this
end, we first generalize the definition of quasi-symmetric functions, by generalizing the concept
of compositions.
A weak composition [28] α = (α1, · · · , αk) of a nonnegative integer n, denoted αn, is a
sequence of nonnegative integers whose sum is n. We call the αi the components of α and
ℓ(α) := k the length of α. If αn, then we call n the size of α, denoted |α|.
Definition 3.3. A left weak composition2 is a weak composition that ends with a positive com-
ponent, that is, if α = (α1, · · · , αk) with αk being a positive integer. Let LWC denote the set of
left weak compositions.
For a left weak composition α, it is convenient to group blocks of zeros together and denote
α = (0i1 , s1, 0i2 , s2, · · · , 0i j , s j), sp > 1, ip > 0, p = 1, 2, · · · , j,
where 0i means a string of i zero components. We also write α = 0i1 s10i2 s2 · · · 0i j s j for conve-
nience.
Recall that QSym can be equivalently defined to be the subspace of formal power series in the
countable variables X := {xi | i > 1} spanned by the monomial quasi-symmetric functions Mα, as
α run through all the compositions. We extend this notion for left weak compositions as follows.
2Relating weak compositions to Rota-Baxter algebras needs a different strategy and will be considered in a
separate work.
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Definition 3.4. we call a formal power series of finite degree f ∈ k[[X]] a left weak composi-
tion quasi-symmetric function, or simply an LWC quasi-symmetric function, if f is a linear
combination of the following formal power series
(10) Mα :=
∑
16n1<···<nk
xα1n1 · · · x
αk
nk
,
indexed by left weak compositions α = (α1, · · · , αk). We call the Mα the LWC monomial quasi-
symmetric function and denote LWCQSym the space of LWC quasi-symmetric functions.
With the convention that
(
m
n
)
= 0 if m < n, we have the following formula for an LWC
monomial quasi-symmetric function Mα.
Lemma 3.5. Let α = (0i1 , s1, 0i2 , s2, · · · , 0ik , sk) be a left weak composition, where sp > 1, ip >
0, p = 1, 2, · · · , k. Then
Mα =
∑
16n1<n2<···<nk
(
n1 − 1
i1
)(
n2 − n1 − 1
i2
)
· · ·
(
nk − nk−1 − 1
ik
)
xs1n1 x
s2
n2
· · · xsknk .(11)
Proof. By Eq. (10), we know
Mα =
∑
16n11<···<n1i1<n1<···<nk1<···<nkik<nk
x0n11 · · · x
0
n1i1
xs1n1 x
0
n21
· · · x0n2i2
xs2n2 · · · x
0
nk1
· · · x0nkik
xsknk .
For fixed np−1 and np, p = 1, · · · , k, with the convention that n0 = 0, one can choose np1, · · · , npip
satisfying np−1 < np1 < · · · < np ip < np in
(
np−np−1−1
ip
)
ways. Note that
(
m
n
)
= 0 if m < n and x0 = 1
for all indeterminants x. Then Eq. (11) follows. 
For example,
M(02,3) =
∑
16n1<n2<n3
x0n1 x
0
n2
x3n3 =
∑
n>1
(
n − 1
2
)
x3n =
∑
n>3
(
n − 1
2
)
x3n.
Clearly, Mα is a quasi-symmetric function if and only if ip = 0 for all 1 6 p 6 k.
To make the parallel to monomial quasi-symmetric functions complete, we have
Lemma 3.6. The set {Mα|α ∈ Nk−1 × P, k > 1} is a k-basis for LWCQSym.
Proof. It suffices to show that Mα for any finitely many distinct α are linear independent. Let
α j = (0i j1 , s j1, 0i j2 , s j2, · · · , 0i jk j , s jk j) be distinct left weak compositions, j = 1, · · · , n. Assume
that c1Mα1 + · · · + cnMαn = 0 is a non-zero combination with c j , 0, j = 1, · · · , n. Let r j = ℓ(α j),
j = 1, · · · , n. By permuting r1, · · · , rn if necessary, we may assume r1 = min{r1, · · · , rn}. By
Lemma 3.5, the coefficient of xs j1i j1+1x
s j2
i j1+i j2+2 · · · x
s jk j
r j in Mα j is 1. Since α j are different from each
other, the coefficient of xs11i11+1x
s12
i11+i12+2 · · · x
s1k1
r1 in M j is δ1 j, where δi j is the Kronecker delta. Thus,
the coefficient of the above monomial in c1Mα1 + · · · + cnMαn is c1 and hence c1 must be 0, a
contradiction. This completes the proof. 
Analogous to Eq. (4) we define the quasi-shuffle product, also denoted by ∗, for two left weak
compositions, and denote it by α∗β = ∑
γ∈(α∗β)
γ with the notation in Convention 2.2. Then we have
the following multiplication formula for LWC monomial quasi-symmetric functions.
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Theorem 3.7. Let α and β be left weak compositions. Then MαMβ = ∑
γ∈(α∗β)
Mγ with the notation
in Convention 2.2. In other words, defining
(12) φ : kLWC → LWCQSym, α 7→ Mα,
extending the linear bijection φ in Eq. (5), then MαMβ = φ(α ∗ β).
Proof. Let α = (α1, · · · , αk) ∈ Nk−1 × P and β = (β1, · · · , βl) ∈ Nl−1 × P be two left weak
compositions. It is easy to see that every summand of α ∗ β is also a left weak composition. Here
we use the convention that Mα = 1 if ℓ(α) = 0. We apply the induction on the sum k + l of the
lengths of α and β. If k + l = 1, then either Mα or Mβ is 1, so the desired result is clearly true.
Assume that it has been verified for k + l 6 t for a given t > 1 and consider the case k + l = t + 1.
Then, by Eq. (10),
MαMβ =
∑
16n1<n2<···<nk
16m1<m2<···<ml
xα1n1 · · · x
αk
nk x
β1
m1
· · · xβlml .
The sum on the right hand can be divided into three parts:
(a) if n1 < m1, then, by the induction hypothesis,∑
16n1
xα1n1
 ∑
n1<n2<···<nk
xα2n2 · · · x
αk
nk
∑
n1<m1<m2<···<ml
xβ1m1 · · · x
βl
ml
 = M(α1,(α2 ,··· ,αk)∗β),
(b) if m1 < n1, then, by the induction hypothesis,∑
16m1
xβ1m1
 ∑
m1<n1<···<nk
xα1n1 · · · x
αk
nk
∑
m1<m2<···<ml
xβ2m2 · · · x
βl
ml
 = M(β1,α∗(β2,··· ,βl)),
(c) if m1 = n1, then, by the induction hypothesis,∑
16n1=m1
xα1+β1n1
 ∑
n1<n2<···<nk
xα2n2 · · · x
αk
nk
∑
n1<m2<···<ml
xβ2m2 · · · x
βl
ml
 = M(α1+β1,(α2,··· ,αk)∗(β2,··· ,βl)).
The multiplication of two left weak compositions satisfies the same recursion as in Eq. (4). Thus
combining the three parts , we obtain MαMβ =
∑
γ∈(α∗β)
Mγ, as desired. 
By Theorem 3.7, the space of LWC quasi-symmetric functions is a graded algebra
LWCQSym :=
⊕
n>0
LWCQSymn,
where LWCQSym0 is spanned by M∅ = 1 and LWCQSymn for n > 1 consists of homogeneous
LWC quasi-symmetric functions of degree n. Here the degree of an LWC monomial quasi-
symmetric function Mα is defined to be the size of α. Note that since we allow the entries of
α to be 0, the rank of the homogeneous component LWCQSymn is infinite for each n > 1.
For a vector α := (α0, · · · , αk) ∈ Nk × P, denote α′ := (α1, · · · , αk) ∈ Nk−1 × P and α = (α0, α′).
Let X = {x0} ∪ X. In the power series algebra k[[X]], define
(13) Mα := xα00 Mα′ = xα00
∑
16n1<···<nk
xα1n1 · · · x
αk
nk
.
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Define an augmented mixable shuffle product for left weak compositions by the same recursion
as Eq. (7). More precisely, if (α0, α′) = (α0, α1, · · · , αm) and (β0, β′) = (β0, β1, · · · , βn) are left
weak compositions, then we define their augmented mixable shuffle product by
(α0, α′) ⋄ (β0, β′) :=

(α0 + β0), m = n = 0
(α0 + β0, α′), m > 0, n = 0
(α0 + β0, β′), m = 0, n > 0
(α0 + β0, α′ ∗ β′), m > 0, n > 0
 =
∑
γ∈(α⋄β)
γ(14)
with the notation in Convention 2.2. This defines a multiplication on the space spanned by left
weak compositions.
Lemma 3.8. Let α = (α0, α′) and β = (β0, β′) be weak compositions. Then
MαMβ =
∑
γ∈(α⋄β)
Mγ,
with the notation in Convention 2.2.
Proof. By Eq. (13), we have MαMβ = xα00 Mα′ xβ00 Mβ′ = xα0+β00 Mα′ Mβ′ . It follows from Eq. (14)
and Theorem 3.7 that
MαMβ = xα0+β00 Mα′∗β′ = M(α0+β0,α′∗β′) =
∑
γ∈(α⋄β)
Mγ,
as desired. 
Thus we have identified the free nonunitary Rota–Baxter algebra of weight 1 on x with the
algebra of LWC quasi-symmetric functions and thus identified this free Rota-Baxter algebra as
a subalgebra of k[[X]]. This result goes in the same spirit as Theorem 2.1 of Rota relating free
Rota-Baxter algebras with symmetric functions.
Let LWCQSym be the k-submodule of k[[X]] spanned by Mα, where α ∈ Nk ×P, k > 0. Define
a k-linear operator
(15) PQ : LWCQSym −→ LWCQSym, PQ(Mα) = M(0,α)
and then extend linearly.
Theorem 3.9. The linear operator PQ is a Rota–Baxter operator of weight 1 on LWCQSym, and
(LWCQSym, PQ) is the free nonunitary commutative Rota–Baxter algebra of weight 1 on one
generator.
Proof. By Theorem 3.2, as a free k-module, X(x)0 has the k-linear basis
{xα0 ⊗ xα1 ⊗ · · · ⊗ xαk |αi ∈ N, αk ∈ P, 0 6 i 6 k − 1, k ∈ N}.
By Lemma 3.6, LWCQSym has the k-linear basis
{M(α0,α1,··· ,αk)|αi ∈ N, αk ∈ P, 0 6 i 6 k − 1, k ∈ N}.
Therefore, the assignment
ϕ : X(x)0 −→ LWCQSym, xα0 ⊗ xα1 ⊗ · · · ⊗ xαk 7→ M(α0 ,α1,··· ,αk)
defines a linear bijection. Further, by Eqs. (7), (14), (15) and Lemma 3.8, ϕ is a Rota–Baxter
algebra isomorphism. Thus the conclusion follows from Theorem 3.2. 
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Using the classical case of Spitzer’s identity, Theorem 3.9 gives a relation among the monomial
quasi-symmetric functions of the same degree.
Recall that if (R, P) is a commutative Rota–Baxter Q-algebra of weight 1, then for b ∈ R, we
have the following Spitzer’s identity [27] in the ring of power series R[[t]]:
exp
(
P
(log(1 + bt))) = ∞∑
n=0
(Pb)[n]tn,(16)
where
(Pb)[n] = P(b(P(b · · · (P(b)) · · · )))︸                         ︷︷                         ︸
n iteration
with the convention that (Pb)[1] = P(b) and (Pb)[0] = 1.
Proposition 3.10. Let n, k be positive integers. We write kn for the composition (k, · · · , k) where
k appears n times. Then
Mkn = (−1)n
∑
α|=n
(−1)ℓ(α)Mkα1 · · · Mkαℓ(α)
ℓ(α)!α1 · · ·αℓ(α) .
Proof. It follows from Eq. (16) that
exp
− ∞∑
i=1
(−1)i
i
P(bi)ti
 = ∞∑
n=0
(Pb)[n]tn.
By a direct calculation we obtain
∞∑
n=0
(Pb)[n]tn =
∞∑
j=0
(−1) j
j!
 ∞∑
i=1
(−1)i
i
P(bi)ti

j
=
∞∑
n=0
(−1)n ∑
α|=n
(−1)ℓ(α)P(bα1) · · ·P(bαℓ(α))
ℓ(α)!α1 · · ·αℓ(α)
 tn.
Take b = Mk in the free nonunitary Rota–Baxter algebra LWCQSym. Then P(bi) = P(Mik) =
P(Mki) = Mki and (Pb)[n] = Mkn . Consequently, the desired conclusion follows. 
4. P-partitions and LWC fundamental quasi-symmetric functions
In this section, we use the concept of a P-partition to generalize fundamental quasi-symmetric
functions for compositions to left weak compositions. We show that LWC fundamental quasi-
symmetric functions, as well as the LWC monomial quasi-symmetric functions, form a k-basis
for LWCQSym. We also give the transformation formulas between these two bases. We assume
that k = Q in this section.
4.1. P-partitions and LWC quasi-symmetric functions. P-partitions is an important combi-
natorial tool for finding the number of permutations in a given set of permutations with a given
descent set. The definition of P-partitions is due to Stanley [28]. Gessel [9] applied this concept
to connect permutation descents and quasi-symmetric functions. In this subsection, we use the
P-partition to give a combinatorial meaning for LWC quasi-symmetric functions.
A partial order on a set of n positive integers is called a labeled poset. These integers are
referred to as the labels of the poset. Following the notation of [9], we write the set of labels as
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[n] = {1, 2, · · · , n}, < for the usual total order on [n]. Let P denote the set [n] equipped with a
partial order <P. We use the same symbol to refer to both the poset and its set of labels when the
meaning is clear from the context.
A P-partition is a function f : P → P satisfying
(a) a <P b implies f (a) 6 f (b), and
(b) a <P b and a > b imply f (a) < f (b).
We denote the set of all P-partitions by A(P).
Given two disjoint posets P and Q, the ordinal sum of P and Q is the poset P⊕Q on the union
P ∪ Q, such that all of the order relations of P and Q are retained, and in addition, p < q for all
p ∈ P and q ∈ Q.
Construction 4.1. Let α = (0i1 , s1, · · · , 0ik , sk) be a left weak composition, where ip > 0, sp > 0,
p = 1, · · · , k. Construct a chain Pα := C1 ⊕ P1 ⊕ · · · ⊕ Ck ⊕ Pk on i1 + s1 + · · · + ik + sk elements,
where Cp and Pp are chains with ip and sp elements respectively. Make Pα into a labeled poset by
numbering first the elements of C1,C2, · · · ,Ck (in the designated order) and then the elements of
Pk, Pk−1, · · · , P1 (in the designated order), such that the labeled order is compatible with the order
of Cp and Pp.
For example, let α = (02, 2, 0, 1, 3). Then C3 = ∅ and Pα = {1, 2}⊕{8, 9}⊕{3}⊕{7}⊕∅⊕{4, 5, 6}.
For any P-partition f ∈ A(Pα), define the weight of f to be the monomial
w( f ) =
∏
q∈Pα
x
σq
f (q), where σq =
0, q ∈ Cp for some p,1, q ∈ Pp for some p,
and define the generating function for Pα to be
Γ(Pα) =
∑
f∈A(Pα)
w( f ).
There is an explicit expression for Γ(Pα).
Lemma 4.2. Let α = (0i1 , s1, · · · , 0ik , sk) be a left weak composition and let ap = i1+s1+· · ·+ip+sp,
p = 1, 2, · · · , k. Then
Γ(Pα) =
∑
x0n1 · · · x
0
ni1
xni1+1 · · · xna1 · · · x
0
nak−1+1
· · · x0nak−1+ik
xnak−1+ik+1 · · · xnak ,
where the sum is over all variables in X subject to the condition
1 6 n1 6 · · · 6 na1 < na1+1 6 · · · < nak−1+1 6 · · · 6 nak .
Continue with the above example of α = (02, 2, 0, 1, 3) and Pα = {1, 2} ⊕ {8, 9} ⊕ {3} ⊕ {7} ⊕ ∅ ⊕
{4, 5, 6}. With the convention of nr = f (q) if q is the r-th element of the poset (Pα, <Pα), we obtain
Γ
(
P(02 ,2,0,1,3)
)
=
∑
16n16n26n36n4<n56n6<n76n86n9
x0n1 x
0
n2
xn3 xn4 x
0
n5
xn6 xn7 xn8 xn9 .
Proof. By Construction 4.1, as a labeled poset, the underlying set of Pα is {1, 2, · · · , ak}, where
ak := i1 + s1 + · · · + ik + sk. With the convention of i0 = s0 = 0 for p = 1, · · · , k, we have
Cp =
{
t ∈ N | i1 + · · · + ip−1 + 1 6 t 6 i1 + · · · + ip−1 + ip
}
and
Pp =
{
t ∈ N | i1 + · · · + ik + s1 + · · · + sk−p + 1 6 t 6 i1 + · · · + ik + s1 + · · · + sk−p+1
}
.
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For a P-partition f ∈ A(Pα), we write nr = f (q) if q is the r-th element of the poset (Pα, <Pα).
Then the desired statement follows from the definition of P-partition. 
4.2. LWC fundamental quasi-symmetric functions. As in the case of quasi-symmetric func-
tions, we will next show, in Theorem 4.3, that Γ(Pα) give a class of LWC quasi-symmetric
functions, called LWC fundamental quasi-symmetric functions. If α is a composition, then we
recover the fundamental quasi-symmetric functions.
We first need a partial order on the set of left weak compositions of n. Let α, β be two
compositions of n. Recall that α  β, if we can obtain the parts of β by adding some adjacent
parts of α. Let α, β be left weak compositions of n, and let β = (0 j1 , β1, · · · , 0 jk , βk) where jp
are nonnegative integers and βp are positive integers, p = 1, · · · , k. We extend the order  on
compositions to the set of left weak compositions of n, still denoted by , by setting α  β
if we can write α = (0i1 , α1, · · · , 0ik , αk) such that 0 6 ip 6 jp and αp is a composition of βp,
p = 1, · · · , k. For example, let α = (1, 2, 02, 1, 2, 1, 2), β = (3, 04, 1, 03, 3, 2) be two left weak
compositions. Then we can write β as (3, 04, 1, 03, 3, 00, 2) and α as (1, 2, 02, 1, 00, 2, 1, 00, 2).
Clearly,
(1, 2, 02, 1, 00, 2, 1, 00, 2)  (3, 04, 1, 03, 3, 00, 2)
so that α  β. But (1, 2, 02, 1, 04, 2, 1, 2) is incomparable with β.
Let α = (0i1 , s1, · · · , 0ik , sk) be a left weak composition, where ip > 0, sp > 0, p = 1, · · · , k.
Recall that the LWC monomial quasi-symmetric function Mα is given by
Mα =
∑
16n1<···<ni1+···+ik+k
x0n1 · · · x
0
ni1
xs1ni1+1
· · · x0ni1+···+ik−1+k
· · · x0ni1+···+ik+k−1
xskni1+···+ik+k
.
Denote ap = i1 + s1 + · · · + ip + sp, p = 1, 2, · · · , k. Then the left weak composition (LWC)
fundamental quasi-symmetric function Fα is a formal power series defined by
Fα =
∑
x0n1 · · · x
0
ni1
xni1+1 · · · xna1 · · · x
0
nak−1+1
· · · x0nak−1+ik
xnak−1+ik+1 · · · xnak ,(17)
where the summation is subject to the condition
1 6 n1 6 · · · 6 na1 < na1+1 6 · · · < nak−1+1 6 · · · 6 nak .(18)
Theorem 4.3. Let a left weak composition be written as α = (0i1 , s1, · · · , 0ik , sk), where i1, · · · , ik
are nonnegative integers and s1, · · · , sk are positive integers. Then
Fα =
∑
βα
cα,βMβ,(19)
where cα,β =
(
i1
j1
)
· · ·
(
ik
jk
)
if β = (0 j1 , β1, · · · , 0 jk , βk) with βp a composition of sp and 0 6 jp 6 ip for
1 6 p 6 k. In particular, cα,α = 1. Moreover, when α runs through all left weak compositions, the
elements Fα, together with F∅ = 1, form a basis for LWCQSym.
As an example of Eq. (19), we have
F(02 ,2) = M(02 ,2) + 2M(0,2) + M2 + M(02 ,1,1) + 2M(0,1,1) + M(1,1).
Proof. For the given left weak composition α, denote ap := i1 + s1 + · · ·+ ip + sp, p = 1, 2, · · · , k.
Define
F˜α =
∑
x0n1 · · · x
0
ni1
xni1+1 · · · xna1 · · · x
0
nak−1+1
· · · x0nak−1+ik
xnak−1+ik+1 · · · xnak ,
where the summation is subject to the condition in Eq. (18) and
nap+1 < · · · < nap+ip+1 < nap+ip+1+1, p = 0, 1, · · · , k − 1,
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with the convention that a0 = 0. In Eq. (17), we can choose jp+1 inequalities in the condition
nap+1 6 nap+2 6 · · · 6 nap+ip+1 6 nap+ip+1+1, where 0 6 jp+1 6 ip+1, 0 6 p 6 k − 1. Hence we have
Fα =
∑
j1 ,··· , jk
(
i1
j1
)
· · ·
(
ik
jk
)
F˜(0 j1 ,s1,··· ,0 jk ,sk),
where the summation is subject to the condition 0 6 jp 6 ip, p = 1, · · · , k. Then, by applying the
relation of monomial quasi-symmetric functions MK and fundamental quasi-symmetric functions
FL, that is, FL =
∑
KL MK, we obtain
Fα =
∑
j1 ,··· , jk
(
i1
j1
)
· · ·
(
ik
jk
) ∑
α11,··· ,α1r1 ,··· ,αk1,··· ,αkrk
M(0 j1 ,α11,··· ,α1r1 ,··· ,0 jk ,αk1,··· ,αkrk ),
where (αp1, · · · , αprp) runs through all compositions of sp, p = 1, · · · , k, so that (αp1, · · · , αprp) 
sp. Hence
(0 j1 , α11, · · · , α1r1 , · · · , 0 jk , αk1, · · · , akrk)  α.
Thus, Eq. (19) follows and cα,α = 1 is clearly true.
Since LWCQSym = ⊕
n>0
LWCQSymn, to prove the last statement, we only need to show that,
for each n > 1,
{Fα|α is a left weak composition of n}
is a basis for LWCQSymn.
By the definition of the partial order , for any given left weak composition α of size n, there
are only finite many left weak compositions less than α. These left weak compositions also have
size n. It follows from Eq. (19) that the transition matrix which expresses the Fα in terms of the
Mβ, with respect to any linear order of left weak compositions that extends , is upper triangular
with 1 on the main diagonal. So it is an invertible matrix, which shows that Fα is a basis for
LWCQSymn knowing that Mα for α of size n is a basis of LWCQSymn. 
Indeed, as in the case of quasi-symmetric functions, we can also express Mα in terms of the
basis Fβ.
Theorem 4.4. For any left weak composition α, we have
Mα =
∑
βα
(−1)ℓ(β)−ℓ(α)cα,βFβ.(20)
For example,
M(02,2) = F(02,2) − 2F(0,2) + F2 − F(02 ,1,1) + 2F(0,1,1) − F(1,1).
Proof. By the definition of the order , there are only finite left weak compositions less than α,
and 1n is the least element of the set of left weak compositions with size n. Clearly, M1n = F1n .
We next prove that Eq. (20) holds for a left weak composition α provide it holds for all left weak
compositions less than α.
From Eq. (19) we obtain Mα = Fα − ∑
γ≺α
cα,γMγ, which together with the induction hypothesis
yields
Mα =Fα −
∑
γ≺α
cα,γ
∑
βγ
(−1)ℓ(β)−ℓ(γ)cγ,βFβ
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=Fα −
∑
βγα
(−1)ℓ(β)−ℓ(γ)cα,γcγ,βFβ +
∑
βγ=α
(−1)ℓ(β)−ℓ(γ)cα,γcγ,βFβ
=Fα −
∑
βα
 ∑
βγα
(−1)ℓ(β)−ℓ(γ)cα,γcγ,β
 Fβ +∑
βα
(−1)ℓ(β)−ℓ(α)cα,βFβ,(21)
since β  γ  α can be divided into two disjoint cases β  γ ≺ α and β  γ = α.
Let α = (0i1 , s1, · · · , 0ik , sk) be a left weak composition of n where sp > 0, 1 6 p 6 k.
Assume that β = (0t1 , β1, · · · , 0tk , βk), γ = (0 j1 , γ1, · · · , 0 jk , γk) with β  γ  α. Then for each
p with 1 6 p 6 k, βp and γp are compositions of sp with βp  γp. Denote α = (s1, · · · , sk)
and analogously β = (β1, · · · , βk) and γ = (γ1, · · · , γk). Then ℓ(α) = ℓ(α) + i1 + · · · + ik. If
ℓ(α) = ℓ(α), then α is a composition so that Mα is a monomial quasi-symmetric function and
Fα is a fundamental quasi-symmetric functions. So cα,β = 1 and hence Eq. (20) reduces to
Mα =
∑
βα
(−1)ℓ(β)−ℓ(α)Fβ, which holds as a well-known fact for quasi-symmetric functions. Next
we suppose that at least one of ip is positive, 1 6 p 6 k. Thus, for fixed α and β, we have
∑
βγα
(−1)ℓ(γ)cα,γcγ,β =
∑
βγα
(−1)ℓ(γ)+ j1+···+ jk
(
i1
j1
)
· · ·
(
ik
jk
)( j1
t1
)
· · ·
( jk
tk
)
.
Notice that β  γ  α is equivalent to β  γ  α and tp 6 jp 6 ip for all 1 6 p 6 k, so
∑
βγα
(−1)ℓ(γ)cα,γcγ,β =
∑
βγα
(−1)ℓ(γ) ×
k∏
p=1

ip∑
jp=tp
(−1) jp
(
ip
jp
)( jp
tp
) .(22)
Applying the identities
(
m
n
)(
n
q
)
=
(
m
q
)(
m − q
n − q
)
and
m∑
n=0
(−1)n
(
m
n
)
=
0, m > 0,1, m = 0,
we obtain
ip∑
jp=tp
(−1) jp
(
ip
jp
)( jp
tp
)
= (−1)tp
(
ip
tp
) ip∑
jp=tp
(−1) jp−tp
(
ip − tp
jp − tp
)
=
0, ip > tp,(−1)ip , ip = tp, (1 6 p 6 k),
which yields ∑
βγα
(−1)ℓ(γ)cα,γcγ,β = 0 if there exists p with 1 6 p 6 k such that ip > tp. Otherwise,
we have ip = tp for all 1 6 p 6 k so that Eq. (22) becomes
∑
βγα
(−1)ℓ(γ)cα,γcγ,β =

0, there exists 1 6 p 6 k such that ip > tp,∑
βγα
(−1)ℓ(γ) ×∏kp=1(−1)ip , ip = tp for all 1 6 p 6 k;
=

0, there exists 1 6 p 6 k such that ip > tp,
(−1)i1+···+ik ∑
βγα
(−1)ℓ(γ), ip = tp for all 1 6 p 6 k.
(23)
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Noting that sp are positive integers, β  γ  α means that βp and γp are compositions of sp with
βp  γp  sp, 1 6 p 6 k. So we can write
∑
βγα
(−1)ℓ(γ) =
∑
βγα
(−1)ℓ(γ1)+···+ℓ(γk) =
k∏
p=1
 ∑
βpγpsp
(−1)ℓ(γp)
 .(24)
Recall that the compositions of n are in one-to-one correspondence with the subsets of {1, 2, · · · ,
n − 1}, and the bijection is given by sending a composition I to set(I). So ℓ(I) = ♯set(I) + 1 and
set(I) ⊇ set(J) if and only if I  J, where ♯set(I) denotes the cardinality of the set set(I). In
particular, since sp is a positive integer, we have set(sp) = ∅. Then for fixed βp and sp, we obtain∑
βpγpsp
(−1)ℓ(γp) =
∑
set(βp)⊇set(γp)⊇∅
(−1)♯set(γp)+1 =
0, βp ≺ sp,−1, βp = sp.
Then, by Eqs. (23) and (24), we see that for fixed α and β with β  α,
∑
βγα
(−1)ℓ(γ)cα,γcγ,β =
0, β ≺ α,(−1)k+i1+···+ik , β = α; =
0, β ≺ α,(−1)ℓ(α), β = α.
Hence, ∑
βα
 ∑
βγα
(−1)ℓ(β)−ℓ(γ)cα,γcγ,β
Fβ =∑
βα
(−1)ℓ(β)
 ∑
βγα
(−1)ℓ(γ)cα,γcγ,β
Fβ = Fα.
Note that cα,α = 1, so Eq. (21) eventually reduces to
Mα =
∑
βα
(−1)ℓ(β)−ℓ(α)cα,βFβ,
giving the desired result. This completes the proof. 
5. Application to multiple zeta values and their q-analogs
In this section, we extend the connection of quasi-symmetric functions with MZVs recalled
in Eq. (6) to a connection of LWC quasi-symmetric functions with a class of special values in
multiple variables, called the left weak composition (LWC) MZVs, and with q-MZVs.
Convention. Throughout this section, we adapt the convention that
(
p
q
)
= 0 if p < q or q < 0.
5.1. Left weak composition multiple zeta values. We introduce the concept of a left weak
composition MZV and apply LWC quasi-symmetric functions to establish a formula for left weak
composition MZVs.
Let α = (0i1 , s1, · · · , 0ik , sk) be a left weak composition, where ip > 0, sp > 0 and p = 1, · · · , k.
Recall from Lemma 3.5 that the left weak monomial quasi-symmetric function Mα is given by
M(0i1 ,s1,0i2 ,s2,··· ,0ik ,sk) =
∑
16n1<n2<···<nk
(
n1 − 1
i1
)(
n2 − n1 − 1
i2
)
· · ·
(
nk − nk−1 − 1
ik
)
xs1n1 x
s2
n2
· · · xsknk .
In analogous to the relationship between quasi-symmetric functions and MZVs recalled in Eq. (6),
this leads to the following left weak MZVs.
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Definition 5.1. Let α = (0i1 , s1, · · · , 0ik , sk) be a left weak composition and denote I = (i1, · · · , ik).
Define the left weak composition multiple zeta value (LWCMZV for short)
(25) ζ(α) = ζ(s1, · · · , sk; I) :=
∑
16n1<n2<···<nk
(
n1 − 1
i1
)(
n2 − n1 − 1
i2
)
· · ·
(
nk − nk−1 − 1
ik
)
1
n
s1
1 n
s2
2 · · · n
sk
k
.
It converges for integers sp > ip + 2, 1 6 p 6 k. When ip is zero for each p with 1 6 p 6 k, we
recover the usual MZVs.
By Theorem 3.7, LWCMZVs satisfy the quasi-shuffle rule, that is, ζ(α)ζ(β) = ζ(α ∗ β) if α, β
are left weak compositions. Therefore we obtain, for example,
ζ(a; 1)ζ(a; 1) = 2ζ(a, a; 1, 1) + 4ζ(a, a; 2, 0) + 4ζ(a, a; 1, 0) + 2ζ(2a, 2) + ζ(2a; 1).
We need some preparation before proving a general formula.
Lemma 5.2. Let b,m, n be nonnegative integers. Then
0m ∗ (0n, b) =
m∑
i=0
m+n−i∑
k=n
(
k
n
)(
n + 1
i + k − m + 1
)
(0k, b, 0i).(26)
Proof. The case when at least one of m, n is zero is trivial. Next we assume that m, n > 1. We use
the induction on m + n with m, n > 1. The case of m + n = 2, that is, m = n = 1, can be verified
directly. Now suppose that Eq. (26) holds for m + n < j and consider the case when m + n = j.
By the definition of the quasi-shuffle product and applying the induction hypothesis, we have
0m ∗ (0n, b)
=(0, 0m−1 ∗ 0nb) + (0, 0m ∗ 0n−1b) + (0, 0m−1 ∗ 0n−1b)
=
m−1∑
i=0
m+n−i−1∑
j=n
( j
n
)(
n + 1
i + j − m + 2
)
(0 j+1, b, 0i) +
m∑
i=0
m+n−i−1∑
j=n−1
( j
n − 1
)(
n
i + j − m + 1
)
(0 j+1, b, 0i)
+
m−1∑
i=0
m+n−i−2∑
j=n−1
( j
n − 1
)(
n
i + j − m + 2
)
(0 j+1, b, 0i)
=
m∑
i=0
m+n−i∑
k=n
((
k − 1
n
)(
n + 1
i + k − m + 1
)
+
(
k − 1
n − 1
)(
n
i + k − m
)
+
(
k − 1
n − 1
)(
n
i + k − m + 1
))
(0k, b, 0i),
where for the last equation, we take j = k − 1 and use
(
p
q
)
= 0 if p < q. By Pascal’s identity, one
has (
k − 1
n
)(
n + 1
i + k − m + 1
)
+
(
k − 1
n − 1
)(
n
i + k − m
)
+
(
k − 1
n − 1
)(
n
i + k − m + 1
)
=
(
k
n
)(
n + 1
i + k − m + 1
)
.
Therefore, we have
0m ∗ (0n, b) =
m∑
i=0
m+n−i∑
k=n
(
k
n
)(
n + 1
i + k − m + 1
)
(0k, b, 0i),
completing the induction. 
If b = 0, we could obtain a formula for 0m ∗ 0n.
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Corollary 5.3. For any nonnegative integers m, n,
0m ∗ 0n =
m+n∑
k=n
(
k
n
)(
n
k − m
)
0k.
Proof. It follows from Lemma 5.2 that
0m ∗ 0n =0m ∗ (0n−1, 0) =
m∑
i=0
m+n−i−1∑
j=n−1
( j
n − 1
)(
n
i + j − m + 1
)
0 j+i+1.
Taking k = j + i + 1, then
0m ∗ 0n =
m∑
i=0
m+n∑
k=n+i
(
k − i − 1
n − 1
)(
n
k − m
)
0k.
Exchanging the order of i and k in the summation, we obtain
0m ∗ 0n =
m+n∑
k=n
k−n∑
i=0
(
k − i − 1
n − 1
)(
n
k − m
)
0k.
It follows from Pascal’s identity that
k−n∑
i=0
(
k − i − 1
n − 1
)
=
k−n−1∑
i=0
(
k − i − 1
n − 1
)
+
(
n
n
)
=
(
k
n
)
,
so that
0m ∗ 0n =
m+n∑
k=n
(
k
n
)(
n
k − m
)
0k,
as required. 
Combining Lemma 5.2 and Corollary 5.3, we obtain an explicit formula for (0m, a) ∗ (0n, b).
Corollary 5.4. Let a, b,m, n be nonnegative integers. Then
(0m, a) ∗ (0n, b) =
m∑
i=0
m+n−i∑
k=n
(
k
n
)(
n + 1
i + k − m + 1
)
(0k, b, 0i, a)
+
n∑
i=0
m+n−i∑
k=m
(
k
m
)(
m + 1
i + k − n + 1
)
(0k, a, 0i, b) +
m+n∑
k=n
(
k
n
)(
n
k − m
)
(0k, a + b).
Proof. It suffices to note that the quasi-shuffle product is commutative and (0m, a) ∗ (0n, b) =
(0m ∗ 0nb, a) + (0ma ∗ 0n, b) + (0m ∗ 0n, a + b). So the desired result follows from Lemma 5.2 and
Corollary 5.3 directly. 
Now we can prove a quasi-shuffle formula for LWCMZVs.
Theorem 5.5. Let a, b,m, n be nonnegative integers with a > m + 2, b > n + 2. Then
ζ(a; m)ζ(b; n) =
m∑
i=0
m+n−i∑
k=n
(
k
n
)(
n + 1
i + k − m + 1
)
ζ(b, a; k, i)
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+
n∑
i=0
m+n−i∑
k=m
(
k
m
)(
m + 1
i + k − n + 1
)
ζ(a, b; k, i) +
m+n∑
k=n
(
k
n
)(
n
k − m
)
ζ(a + b; k).
Proof. Since LWCMZVs are obtained from LWC monomial quasi-symmetric functions by eval-
uation xi 7→ 1/i, the multiplication of these LWC quasi-symmetric functions satisfy the quasi-
shuffle product. Thus the theorem follows from Corollary 5.4. 
We also obtain a relation between LWCMZVs and MZVs. Recall that s(i, k) is the Stirling
number of the first kind defined by the equation
(t)i := t(t − 1) · · · (t − i + 1) =
i∑
k=0
s(i, k)tk.(27)
Theorem 5.6. Let a, b,m, n be nonnegative integers with a > m + 2 and b > n + 2. Then
ζ(a; m)ζ(b; n) =
m∑
k=0
n∑
l=0
s(m, k)
m!
s(n, l)
n! ζ(a − k)ζ(b − l) −
m∑
k=0
n∑
l=0
s(m, k)
m!
s(n, l)
(n − 1)!ζ(a − k)ζ(b − l + 1)
−
m∑
k=0
n∑
l=0
s(m, k)
(m − 1)!
s(n, l)
n! ζ(a − k + 1)ζ(b − l) +
m∑
k=0
n∑
l=0
s(m, k)
(m − 1)!
s(n, l)
(n − 1)!ζ(a − k + 1)ζ(b − l + 1).
Proof. From Eq. (27) it follows that for any nonnegative integers i and n, we have(
n − 1
i
)
=
n(n − 1) · · · (n − i + 1)
i!
n − i
n
=
i∑
k=0
s(i, k)
i!
(nk − ink−1).
Plugging this into ζ(a; m), we obtain
ζ(a; m) =
∑
n>1
(
n − 1
m
)
1
na
=
m∑
k=0
s(m, k)
m! ζ(a − k) −
m∑
k=0
s(m, k)
(m − 1)!ζ(a − k + 1)
and similarly for ζ(b; n), which gives the desired identity. 
As illustrated in the above proof, an LWCMZV can be expressed as a linear combination of
MZVs with rational coefficients. But the combination can be quite complicated. So it is useful to
study LWCMZVs directly.
5.2. A q-analog of multiple zeta values. In [33], the third author studied the double shuffle
relations and the duality relations among various q-analogs of the MZVs. One candidate, first
studied by Ohno et al. [23], is defined as follows3. Let q be a fixed complex number such that
|q| < 1. For any positive integer n we set [n]q = 1+q+ · · ·+qn−1 = (1−qn)/(1−q). For k complex
variables s1, . . . , sk we define the q-analogs of the multiple zeta function of depth k by
(28) ζq(s1, . . . , sk) :=
∑
16n1<···<nk
qn1s1+···+nk sk
[n1]s1q · · · [nk]skq
.
By [32, Prop. 2.2] this function converges if Re(s j+ · · ·+ sk) > 0 for all j = 1, . . . , k. In particular,
the special value ζq(α) is well-defined for all α ∈ Nk−1 × P. We call it a q-analog of multiple
zeta value (q-MZV for short).
Similar to the lwcmzvs, by evaluating xn at qn/[n]q, we can send Mα to the q-MZV ζq(α).
Again, the quasi-shuffle relation or stuffle relation of the q-MZVs is a direct consequence of the
3The order of indices in the definition (28) is opposite to the one used in [33].
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quasi-shuffle product on LWCQSym. Hence the following result can be proved in the same way
as that of Theorem 5.5.
For I = (i1, · · · , ik) ∈ Nk and (s1, · · · , sk) ∈ Pk, we write
ζq(s1, · · · , sk; I) := ζq(0i1 , s1, · · · , 0ik , sk).
Theorem 5.7. Let a, b,m, n be nonnegative integers with a > m + 2, b > n + 2. Then
ζq(a; m)ζq(b; n) =
m∑
i=0
m+n−i∑
k=n
(
k
n
)(
n + 1
i + k − m + 1
)
ζq(b, a; k, i)
+
n∑
i=0
m+n−i∑
k=m
(
k
m
)(
m + 1
i + k − n + 1
)
ζq(a, b; k, i) +
m+n∑
k=n
(
k
n
)(
n
k − m
)
ζq(a + b; k).
Unlike the LWCMZVs, q-MZVs with 0 argument appear naturally due to the following duality
relations.
Theorem 5.8. ([33, Theorem 8.3]) For (s1, · · · , sk), (t1, · · · , tk) ∈ Pk, we have
ζq(t1, · · · , tk; s1 − 1, · · · , sk − 1) = ζq(sk, · · · , s1; tk − 1, · · · , t1 − 1).
Recall that one can equip the q-MZVs with a q-shuffle structure by applying a suitable Rota–
Baxter algebra as follows. Let A = {ρ, y} be an alphabet of two letters and A∗ be the set of words
generated by A. Define A = Q〈ρ, y〉 to be the noncommutative polynomial Q-algebra of A∗. Let
1 be the empty word. Then we can define a q-shuffle product ⋒ on A recursively by first setting
1 ⋒ u = u ⋒ 1 = u for any word u ∈ A∗. Then for any words u, v ∈ A∗, we define
(yu) ⋒ v = u ⋒ (yv) = y(u ⋒ v),(29)
ρu ⋒ ρv = ρ(u ⋒ ρv) + ρ(ρu ⋒ v) + (1 − q)ρ(u ⋒ v).(30)
We call all the words in A0 := ρA admissible.
Proposition 5.9. ([33]) The algebra (A0,⋒) is associative and commutative. Moreover, there is
an algebra homomorphism
ζq : (A0,⋒) −→R[[q]]
ρs1y · · ·ρsky 7−→ ζq(sk, . . . , s1).
Lemma 5.10. If we set q = 1 then for any a, b,m, n ∈ P, we have
(31) ρaym ⋒ ρbyn =
b−1∑
i=0
(
a + i − 1
i
)
ρa+iymρb−iyn +
a−1∑
j=0
(
b + j − 1
j
)
ρb+ jynρa− jym.
Proof. We proceed by induction on a + b. If a = b = 1 then by Eq. (29) and (30) we have
ρym ⋒ ρyn = ρ(ym ⋒ ρyn) + ρ(ρym ⋒ yn) = ρymρyn + ρynρym.
So the lemma holds. Now if one of a and b is equal to 1, say, a = 1 and b > 1. Then
ρym ⋒ ρbyn = ρ(ym ⋒ ρbyn) + ρ(ρym ⋒ ρb−1yn) = ρymρbyn +
b−2∑
i=0
ρi+2ymρb−i−1yn + ρbynρym
by the induction assumption. So the lemma follows from the substitution i → i − 1. In general,
assuming a, b > 1, we have
ρaym ⋒ ρbyn = ρ(ρa−1ym ⋒ ρbyn) + ρ(ρaym ⋒ ρb−1yn)
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=
b−1∑
i=0
(
a + i − 2
i
)
ρa+iymρb−iyn +
a−2∑
j=0
(
b + j − 1
j
)
ρb+ j+1ynρa− j−1ym
+
b−2∑
i=0
(
a + i − 1
i
)
ρa+i+1ymρb−i−1yn +
a−1∑
j=0
(
b + j − 2
j
)
ρb+ jynρa− jym.
Applying the substitutions j → j − 1 in the second sum and i → i − 1 in the third sum, and then
using Pascal’s identity
(
k
i
)
+
(
k
i−1
)
=
(
k+1
i
)
, we derive the lemma immediately. 
Corollary 5.11. For any a, b,m, n ∈ N such that a > m + 2 and b > n + 2, we have
ζ(a; m)ζ(b; n) =
b−1∑
i=0
(
a + i − 1
i
)
ζ(b − i, a + i; n,m) +
a−1∑
j=0
(
b + j − 1
j
)
ζ(a − j, b + j; m, n).
Proof. Replace m (resp. n) by m + 1 (resp. n + 1) in Lemma 5.10 and use the fact that lim
q→1
ζq(α) =
ζ(α) whenever ζ(α) converges. 
Combining with Theorem 5.5, this provides a generalization of the finite double shuffle rela-
tions of MZVs to the product of two LWCMZVs.
Example 5.12. By Theorem 5.5, we have
ζ(3; 1)2 = 4ζ(3, 3; 1, 0) + 4ζ(3, 3; 2, 0) + 2ζ(3, 3; 1, 1) + ζ(6; 1) + 2ζ(6; 2).
On the other hand, by Corollary 5.11,
ζ(3; 1)2 = 2ζ(3, 3; 1, 1) + 6ζ(2, 4; 1, 1) + 12ζ(1, 5; 1, 1).
Thus we obtain a relation among the left weak composition zeta and double zeta values:
4ζ(3, 3; 1, 0) + 4ζ(3, 3; 2, 0) + ζ(6; 1) + 2ζ(6; 2) = 6ζ(2, 4; 1, 1) + 12ζ(1, 5; 1, 1).
Note that ζ(a; 0) = ζ(a), so if we take m, n to be 0, then Corollary 5.11 implies the well-known
Euler decomposition formula
ζ(a)ζ(b) =
b−1∑
i=0
(
a + i − 1
i
)
ζ(b − i, a + i) +
a−1∑
j=0
(
b + j − 1
j
)
ζ(a − j, b + j), a, b > 2,(32)
which can also be proved by a shuffle product argument (see e.g. [13]).
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