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1. Introduction
In this paper, we present a novel heuristic procedure
to test the optimality of a given input vector for a
random simulation model with multiple responses,
where one of these responses is selected as the objec-
tive whereas the remaining responses should sat-
isfy prespecified threshold values. More specifically,
we derive a statistical stopping rule that assumes
many replicates; the term “replicates” implies that
a particular input vector is simulated several times,
using nonoverlapping streams of random variates.
Our stopping rule tests the well-known Karush–
Kuhn–Tucker (KKT) first-order necessary optimality
conditions at a feasible point—originally derived for
deterministic optimization (see, for example, Gill et al.
2000, p. 81). In the rest of this paper, these conditions
will be abbreviated to the KKT conditions.
There are many methods for optimizing simulated
systems (see, for example, the survey paper by Fu
2002 or the monograph by Spall 2003). Many meth-
ods ignore the fact that in practice simulation mod-
els generate multiple responses per input vector. For
example, an academic 4s1 S5 inventory simulation—
with reorder level s and order-up-to level S—has
as a response the expected (or mean) sum of the
inventory-carrying, ordering, and out-of-stock costs;
a practical simulation model, however, typically has
two responses, namely, the sum of the average
inventory-carrying and ordering costs—which is to be
minimized—and the service probability (also called
the fill-rate)—which must satisfy a prespecified lower
bound (say, 95%). In this paper, we minimize a
stochastic objective function under one or more con-
straints on the remaining stochastic responses.
Some of these optimization methods treat the sim-
ulation model as a black box; i.e., they assume that
no gradient information is available. Examples are the
many metaheuristics (ant colony optimization, genetic
and evolutionary algorithms, scatter search, simu-
lated annealing, tabu search), simultaneous perturba-
tion stochastic approximation, and response surface
methodology (RSM). Other methods treat the simula-
tion as a white box; i.e., they estimate the gradients
from a single simulation run—best known are pertur-
bation analysis and the score function (or likelihood
ratio) method. Our procedure can be combined with
any method that estimates gradients (either from a
single run or from several runs), provided the gra-
dient estimators satisfy certain technical conditions—
which we shall introduce in §2.
There are a few related publications. Bettonvil et al.
(2009) address the same problem as we do, but those
authors assume that the number of replicates is small
(so asymptotic statistical properties do not hold, and
bootstrapping is used instead). Karaesmen and van
Ryzin (2004) check the KKT conditions for a sin-
gle stochastic response (they estimate the gradient
through the score function method). Higle and Sen
(1991) provide termination criteria that are based
on statistical verification of generalized KKT condi-
tions and conditions based on Lagrange duality using
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a bootstrap procedure in a stochastic programming
context.
Our procedure provides a stopping criterion for
iterative (heuristic) simulation-based constrained or
unconstrained optimization. The two important statis-
tical components of our stopping rule are as follows:
1. The delta method, which shows that under spe-
cific conditions, nonlinear statistics are asymptotically
multivariate normally distributed; see, for example,
Rubinstein and Shapiro (1993, p. 259).
2. The generalized Wald statistic presented in
Kodde and Palm (1986), which enables the testing of
composite hypotheses.
However, we do not incorporate our rule into an
optimization algorithm because that would require
answering many other questions, such as when to
use the rule so that the overall Type I (also known
as type ) error rate of the optimization process is
bounded. We leave this implementation for future
research.
In hypothesis testing, the users typically determine
an upper bound for the Type I error probability. The-
oretically, it is also possible to constrain the Type II
error (or -error) by simulating enough replicates;
in practice, however, it is not possible to determine
how many replicates are enough. Nevertheless, it is
desired that the Type II error probability decreases
as the alternative hypothesis deviates more from the
null hypothesis (i.e., the power function of the test
increases). Stage 1 of our test, which uses a Stu-
dent t-test, has the desired behavior under asymptotic
normality. Therefore, we empirically investigate the
behavior of Stages 2 and 3 of our test, which use the
bootstrap’s percentile method and the generalized form
of Wald’s statistic, respectively, and we find that the
power function for Stage 3 indeed has the desired
shape in a toy problem.
The remainder of this paper is organized as follows.
In §2, we formalize our problem including some statis-
tical issues. In §3, we formalize the proposed stopping
rule. In §4, we evaluate this stopping rule through
a toy problem and the (s1 S5 inventory optimization
problem with a service-level constraint, which is origi-
nally investigated by Bashyam and Fu (1998). In §5, we
present conclusions. In the online supplement (avail-
able at http://joc.journal.informs.org/), we present
the appendix with technical details and additional
numerical results.
2. Problem Formulation and
Statistical Techniques
In this section, we present the mathematical for-
mulation of our problem and explain the standard
statistical techniques for the local approximation of
the unknown functions in our problem. The only
nonstandard technique is introduced in §2.1, which
is a procedure for determining the size of the local
experimental area.
We assume that we can model our problem mathe-
matically as follows:
minimize E×6f04d1×57
subject to E×6fj4d1×57≥ aj for j = 11 0 0 0 1 r − 11 (1)
where E× is the expectation operator with respect to
the simulation’s seed vector ×, the fi (i = 01 0 0 0 1 r − 1)
are r random responses that are computed through
simulation, d = 4d11 0 0 0 1 dk5T is the k× 1 input vector,
and aj is the deterministic right-hand-side value for
the jth constraint. An example of (1) is the minimiza-
tion of the expected inventory-carrying and ordering
costs such that a prespecified customer service level
is satisfied; obviously, r then equals 2.
We now explain how to approximate the simulation
responses in (1) locally through second-order polyno-
mials in d. We can estimate the unknown coefficients
of these polynomials and the covariance matrices of
the estimated coefficients through perturbation anal-
ysis or score function methods (i.e., we treat the
simulation as a white box), the simultaneous pertur-
bation method, or linear regression; the latter two
methods treat the simulation as a black box. There are
two technical conditions that the sequence of gradient
estimators must satisfy (i) the sequence converges in
probability to the true gradient, and (ii) the normal-
ized sequence converges in distribution to multivar-
iate normal. We need these two conditions and the
covariance matrices when we apply the delta method
(e.g., Rubinstein and Shapiro 1993, p. 259) and the
generalized Wald statistic (Kodde and Palm 1986) to
derive our stopping rule. Actually, in this paper we
estimate the gradients and their covariance matrices
using linear regression as follows.
We locally approximate the r simulation responses
in (1) by r second-order polynomial regression
metamodels:











i3 t3 t′dtdt′ + i4d1×5
for i = 01 0 0 0 1 r − 11 (2)
where Âi=4i301i311 0 0 0 1i3k1i31311i31321 0 0 0 1i3k−13k1
i3k3k5
T is the q×1 vector of unknown regression coef-
ficients with q = 1 + 2k + k4k − 15/2, and i is the
additive error that results from both inherent random-
ness in stochastic simulation caused by × in (1) and
possible lack of fit of the second-order polynomial
approximation.
To fit the second-order polynomials in (2), simu-
lation practitioners typically use a central composite
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design (CCD), which is defined as follows (also see
Kleijnen 2008). One part of a CCD consists of a two-
level factorial design that may be fractional—provided
this fractional has a resolution at least V—because a
resolution V (RV ) design gives unbiased ordinary least
squares (OLS) estimators of i30, i3 ts, and i3 t3 t′ s with
t 6= t′—provided all other effects are negligible. Fur-
thermore, to estimate i3 t3 t′ s with t = t′, a CCD aug-
ments a RV design by (i) the central input vector (input
combination) and (ii) 2k “axial” input vectors, which
increase and decrease the central input vector one at
a time (also see §2.1). Therefore, a CCD requires the
explicit determination of n= nV +2k+1 input vectors
in the local experimental area where nV denotes the
number of input vectors in the RV design; we explain
this procedure in §2.1.
Classic linear regression assumes a single response
4r = 15 and white noise i in (2); that is, i is inde-
pendent, identically distributed (IID) normal with
mean i = 0 and a homoscedastic (constant) vari-
ance 2i across the n input vectors. The plausibility of
the white-noise assumption is discussed in Kleijnen
(2008, p. 20). We assume that the white-noise assump-
tion holds per response i within the local experimen-
tal area. In the numerical examples, we investigate the
effects of departure from this assumption; in particu-
lar, we consider cases in which the variance changes
with the input vector and i 6= 0. We also empha-
size that the variance is homoscedastic only within
the local experimental area, so it must be reestimated
whenever this area changes.
When the white-noise assumption is satisfied, OLS
gives the best linear unbiased estimator (BLUE) of
the Âi where “best” means minimum variance (Theil
1971, p. 119). In our problem, however, we have
r responses that are correlated (because they are gen-
erated by the same seed vector). Moreover, the vari-
ances differ among the r simulation responses. Hence,
generalized least squares (GLS) is needed to find
the BLUE of Âi. Rao (1967), however, proves that
if the same design is used for all r responses and
if each individual response satisfies the white-noise
assumption, then the GLS estimator of the vector
4ÂT0 1 0 0 0 1Â
T
r−15
T reduces to the OLS estimators of the
individual coefficient vectors Âi:
Â̂Ni 4d1×5= 4X
TX5−1XT f̂i4d1×5 for i=010001r−11 (3)
where X is the N × q matrix of explanatory variables,
N = m1 + · · · + ml + · · · + mn is the total number of
runs in the local experimental area, ml is the number
of replicates made at input vector dl4l = 11 0 0 0 1n), and
f̂i4d1×5= 4f̂i4d11×15T1 0 0 0 1 f̂i4dl1×l5T1 0 0 0 1 f̂i4dn1×n5T 5T
is the N × 1 vector of IID simulated responses i with
f̂i4dl1×l5 being the ml IID replicates simulated at dl
with the seed vector ×l.




TX5−1 for i=010001r−11 (4)
where ̂Ni3 i is an estimator of the variance i3 i
of response i. We estimate these i3 i through the
standard (co)variance estimator in classic regression
analysis, namely, the mean squared residual (MSR).






where ĝi4d1×5 = XÂ̂Ni 4d1×5 denotes the N × 1 vector
with regression predictors for response i that follow
from (2) and (3), and n> q, which implies a nonsatu-
rated design such as a CCD.
In this paragraph, we summarize the results of
convergence in probability and in distribution of the
OLS estimators Â̂Ni in (3) and the MSR estimators
̂Ni3h in (5); these results are standard in classic regres-
sion analysis, and they are required by the delta
method and the generalized form of Wald’s statis-
tic. Suppose that the white-noise assumption holds
per response type and the sequence 81/N4XTX59 con-
verges to a positive definite matrix as the sample
size N increases (i.e., N →  such that ml →  ∀ l).
Then, Theil (1971, p. 362) proves that the sequence
8Â̂Ni 9 and the sequence 8̂
N
i3h9 converge in probabil-
ity to Âi and i3h, respectively, as a result of a law
of large numbers. Furthermore, Theil (1971, p. 378)
proves that—as a result of a central limit theorem—
the sequence 8
√
N4Â̂Ni −Âi59 converges in distribution
to the multivariate normal with zero mean vector and
covariance matrix ëi with ëi given by (4) replacing
̂i3 i with i3 i.
2.1. Selecting the Size of the Local
Experimental Area
Determining an appropriate size of the local exper-
imental area requires a trade-off between bias and
variance. When bias is of concern, it is recommended
to locate input combinations close to the center of
the local area—which may be explained by the Taylor
expansion. When variance is of concern, the design
points should be placed as far away from the local
center as possible.
Some publications on this problem are Zazanis and
Suri (1993), Safizadeh (2002), and Glasserman (2003,
pp. 377–386). For finite-difference methods—which
can be considered as one-at-a-time designs—Zazanis
and Suri (1993), and Glasserman (2003) prove that the
optimal size of the local experimental area depends
on the second-order or third-order derivatives of the
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unknown functions fi in (1) and their unknown vari-
ances. Safizadeh’s (2002) main finding is that both
bias and variance of the gradient estimator decrease
as the size of the local area decreases to zero but
remains positive; his lower bound on the size of the
local area is given by the signal/noise ratios




for i = 01 0 0 0 1 r − 11 t1 t′ = 11 0 0 0 1 k1 (6)
where ̂var4̂Ni3 t3 t′5 is the corresponding element on
the main diagonal of the estimated covariance matrix
for Â̂Ni in (4). In (6), we consider the signal/noise
ratios of two-factor interactions ̂Ni3 t3 t′4t 6= t
′) and pure
quadratic effects ̂Ni3 t3 t′4t = t
′) only, because our stop-
ping rule will be applied at points near the opti-
mal solution where the quadratic effects may become
significant.
To determine the size of the local experimental area,
we proceed as follows. Suppose that d1 is a feasible
point for (1); detecting the feasibility of d1 is explained
in Stage 1 of §3.2. This d1 is considered to be the
central input vector of the CCD. We also need to
determine the remaining n− 1 input vectors; in two-
dimensional space with d1 = 4d1311d1325T , a 22 full-
factorial design is used as the RV part of the CCD, so
nV = 4 and n= 9.
Step 1. We determine the factorial input vectors in
the RV part by changing the components of d1 by a
user-defined percentage.
Step 2. We determine the positive and negative axial
input vectors as follows. Suppose that we want to
have all input vectors but d1 to lie on the surface of a
hypersphere centered at d1. Then, the radius R of this
hypersphere can be determined by the Euclidean dis-
tance of a factorial input vector to d1. Now, the 2k pos-
itive and negative axial input vectors are obtained by,
respectively, adding R to and subtracting R from one
of the components of d1 while keeping all other com-
ponents fixed at those of d1.
Step 3. We simulate the n input vectors and estimate
Â̂Ni , ̂ë
N
i , and º
N
i3 t3 t′ through (3), (4), and (6) respec-
tively. If the estimated ºNi3 t3 t′ are “acceptable,” then we
use the estimated Â̂Ni and ̂ë
N
i in our stopping rule
in §3; otherwise, we reduce (e.g., halve) the percent-
age in Step 1 and repeat all computations in Steps 1–3.
Unfortunately, there are no general guidelines for
determining an appropriate percentage in Step 1 prior
to simulating the input vectors; hence the preceding
three steps may be repeated more than once. Fur-
thermore, in §4, we will also experiment with axial
input vectors that do not lie on the surface of the
hypersphere.
3. Heuristic Stopping Rule Based on
the KKT Conditions
In this section, we introduce the stopping rule that
tests the KKT conditions at a given input vector.
Throughout the test we assume that the fi are locally
approximated by (2), with unknown coefficients
estimated through (3); furthermore, the unknown
(co)variances of the fi are estimated through (5).
Our stopping rule consists of three stages, where
the outcome of the first stage will be used in the sec-
ond stage, and the outcome of the second stage will be
used in the third stage. All three stages are performed
at the center of the local CCD design, previously
denoted by d1. Prespecified Type I error rates 1, 2,
and 3 are allocated to Stages 1, 2, and 3, respectively,
such that 1 + 2 + 3 = ; because of Bonferroni’s
inequality, this makes  an upper bound for the Type I
error probability of the whole procedure.
3.1. Analysis of the Three Stages of the
Stopping Rule
3.1.1. Stage 1: Finding the Binding Constraints.
The first stage is performed to obtain an index set
A4d15 that consists of the indices of the binding (active)
constraints at d1. This is accomplished through a Stu-
dent t-test, detailed in Stage 1 of §3.2, applied to each
of the r − 1 “slacks” of the r − 1 constraints in (1):
s̄j4d11×15= f̄j4d11×15− aj j = 11 0 0 0 1 r − 11 (7)
where
f̄j4d11×15= 4fj4d11×115+ · · · + fj4d11×1m1 55/m11 (8)
and ×1m1 is the seed used for the replicate m1; aj and fj
were defined in (1). These r − 1 tests can result in
either one of the following two outcomes for A4d15:
1. We classify a constraint as binding whenever its
observed slack value is not significantly positive or
negative. If there is at least one such slack in the t-test,
then there is at least one binding constraint at d1,
which means that A4d15 is not empty: A4d15 6= .
2. If each of the r − 1 slacks in the t-test is either
significantly positive or significantly negative, then
A4d15= .
In the following two stages, we consider both cases,
namely, the constrained optimum case with A4d15 6= 
and the unconstrained optimum case with A4d15= ;
we explain the unconstrained case as a special case of
the constrained case.
3.1.2. Stage 2: Checking the Linear Dependencies
Among the Gradients of the Binding Constraints.
Given the index set A4d15, the second stage shows
whether the gradients of the binding constraints at
d1 are linearly independent. Let â denote the k ×
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A4d15 matrix, which has the gradients of the bind-
ing constraints at d1 as columns;  ·  is the cardinality
of the finite set A4d15. We check the condition num-
ber of â as an indirect (but practical) indicator of the
degree of linear dependence of its columns. The ideal
value for the condition number is one, and the larger
the condition number is, the more linearly depen-
dent the columns are; see, for example, Gill et al.
(2000, p. 29). Note that this stage is performed only
when A4d15 ≥ 2 because if there is a single binding
constraint (hence, â has a single column), the condi-
tion number of â is always one. The condition num-
ber is checked through the percentile method (Efron
and Tibshirani 1993, pp. 170–174), which uses a boot-
strap procedure and order statistics. A step-by-step
implementation of the method will be introduced in
Stage 2 of §3.2.
The necessity of checking the condition number of
â can be explained as follows. Let d0 be an unknown
local minimizer of (1). Given a constraint qualifica-







0j ′ ≥ 01 j
′
∈A4d051 (9)
where 0j ′ is the Lagrange multiplier for the j
′th bind-
ing constraint at d0. The conditions in (9) imply that
at d0, the gradient of the objective can be expressed as
a nonnegative linear combination of the gradients of
the binding constraints at d0. The constraint qualifica-
tion is relevant when there are nonlinear constraints
in (1); see Gill et al. (2000, p. 81). There are several
forms of constraint qualification, many of which are
of theoretical interest. A practical constraint qualifica-
tion for nonlinear constraints is that the gradients of
the binding constraints at d0 are linearly independent,
which we assume for our problem in (1). Therefore,
in this stage we statistically test the validity of our
assumption.
If â is found to be well conditioned, then we pro-
ceed to the third stage. If â is ill conditioned, no action
is taken; this issue is left for future research.
3.1.3. Stage 3: The Generalized Wald Statistic
and the Delta Method. Given A4d15 and a well-
conditioned â , Stage 3 is performed to determine
whether d1 can be considered as an approximation of
d0 by testing the KKT conditions at d1. We use the delta
method, to show that under certain conditions, non-
linear statistics are asymptotically multivariate nor-
mally distributed, and the generalized form of Wald’s
statistic in Kodde and Palm (1986), to test compos-
ite hypotheses. The basic results and the technical
conditions of both methods are introduced in this
section; applications will be presented in Stage 3
of §3.2.
Based on the KKT conditions in (9), we test the fol-





j ′ïE6fj ′4d11×157= 0




j ′ïE6fj ′4d11×157 6= 0
or j ′  0 for some j ′ ∈A4d150
(10)
Because we do not know the functional forms
of E6fi4d11×157 explicitly, we use the regression
metamodels in (2) within the local area. For a two-
dimensional space where d1 = 4d1311d1325T , this means
that ïE6fi4d11×157 = 4i31 + i3132d132 + 2i3131d1311
i32 +i3132d131 + 2i3232d1325T .
To use Wald’s statistic in Kodde and Palm (1986),
we obtain a slightly different form of (10), as fol-
lows. Suppose that A4d15 6= . It is well known in
linear algebra that any k × 1 vector can be uniquely
decomposed into the sum of its range-space compo-
nent and its null-space component; see, for example,
Gill et al. (2000, p. 156). We apply this decomposition
to ïE6f04d11×157; i.e., ïE6f04d11×157 = Ø + Æ, where Ø
is in the null space of â T and Æ is in the range space
of â . Now the residual Ø is defined as
Ø4ïE6f04d11×1571â 5
= 6Ik −â 4â
T â 5−1â T 7ïE6f04d11×1571 (11)
where Ik − â 4â T â 5−1â T is the orthogonal projection
matrix that projects ïE6f04d11×157 onto the null space
of â T . Under H0 in (10), Ø is a zero vector.
It is also well known in linear algebra that any
vector Æ in the range space of â can be expressed
as a linear combination of the columns of â ; i.e.,
Æ= âË, where Ë is an A4d15 × 1 vector. Using âË =
ïE6f04d11×157− Ø and (11), this Ë is given by
Ë4ïE6f04d11×1571â 5= 4â
T â 5−1â TïE6f04d11×1570 (12)
From (10) it follows that Ë is the vector of Lagrange
multipliers j ′ because ïE6fj ′4d11×157 for j ′ ∈A4d15 are
the columns of â , and âË=
∑
j ′∈A4d15 j ′ïE6fj ′4d11×157.
Now, (10) becomes
H02 Ø4ïE6f04d11×1571â 5= 0 and
Ë4ïE6f04d11×1571â 5≥ 01
H12 Ø4ïE6f04d11×1571â 5 6= 0 or
Ë4ïE6f04d11×1571â 5 00
(13)
In other words, (13) implies that at d1, the gradi-
ent ïE6f04d11×157 of the objective function is within
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the nonnegative cone generated by the gradients
ïE6fj ′4d11×157 of the binding constraints.
The following theorem and its corollary present the
main results of this paper.



























N Ø̂N 51 (14)









where Ø̂N and Ë̂N in (14) are consistent estimators of Ø
and Ë; Ë̄ is the orthogonal projection of Ë̂N onto the fea-
sible space defined by Ø= 0 and Ë≥ 0; ̂èØ̂N ,
̂èË̂N ,
̂èØ̂N 1 Ë̂N ,
and ̂èË̂N 1 Ø̂N are the submatrices of
̂è, which is a consis-















u in (15) is the critical value; 2k+A4d15−c is the central
chi-square random variable with k+A4d15− c degrees of
freedom; and wc is the weight denoting the probability that
c of the A4d15 components of Ë̄ are positive.
For a proof of the theorem, we refer to Kodde and
Palm (1986).
We now comment on the weights wc in (15). These
wc are such that wc ≥ 0 for each c, and w0 + · · · +
wA4d15 = 1. In general, the computation of these
weights may be very complicated; see Shapiro (1988).
In Stage 3 of §3.2, we will estimate the wc through
parametric bootstrapping (Efron and Tibshirani 1993).
Now, suppose that A4d15= . This simplifies (13) to
H0 2 Ø4ïE6f04d11×1571â 5= 01
H1 2 Ø4ïE6f04d11×1571â 5 6= 01
(17)
where Ø4ïE6f04d11×1571â 5= ïE6f04d11×157.







N Ø̂N 51 (18)
has the central chi-square distribution with k degrees of
freedom
Pr8̂Wcl ≥ u ̂èØ̂N 9= Pr8
2
k ≥ u90 (19)
Note that ̂Wcl is the classic Wald statistic, and hence
the proof of the corollary follows from, for exam-
ple, Lehmann (1999, pp. 533–534). The test statistic
in (18) can also be found in Shapiro and Homem-de-
Mello (1998), who assume strict complementarity; i.e.,
E×6s̄j ′4d11×157j ′ = 0 implies j ′ > 0 for each binding
constraint j ′.
In the remainder of this subsection, we present the
critical issues and the results of the delta method and
the generalized form of Wald’s statistic.
Rubinstein and Shapiro (1993, p. 256) present the
delta method as follows. Let 8ÃN 9 be a sequence of ran-
dom vectors converging in probability to a vector Ì
(i.e., ÃN
P
→ Ì). Let 8N 9 be a sequence of positive
numbers tending to infinity such that N 4ÃN −Ì5 con-
verges in distribution to a random vector Ä. Let g
be a mapping that is differentiable at Ì such that
ïg4Ì5 6= 0, where ïg4Ì5 denotes the Jacobian matrix
of g at Ì. Then, the delta method implies that
N 4g4ÃN 5 − g4Ì55 has the same limiting distribution
as 4ïg4Ì55TÄ.
The critical issues in the delta method are the exis-
tence of ïg4Ì5 6= 0 and 8ÃN 9, which satisfies the two
types of convergence mentioned above. For our appli-
cation of the delta method, we prove that Ø in (11) and
Ë in (12) are differentiable with respect to the gradi-
ent ïE6f04d11×157 of the objective and the gradients
ïE6fj ′4d11×157 of the binding constraints at d1; see the





N4Â̂Ni −Âi59 converges in distribution to the multi-
variate normal, and the gradient estimators are sim-
ply given by linear combinations of the components
of Â̂Ni (see the two-dimensional example below (10)),
the sequence of the gradient estimators converges in
probability to the true gradient, and it converges in
distribution to multivariate normal. Hence, with N =√
N , our application of the delta method shows that√
N4Ø̂TN −Ø
T 1 Ë̂TN −Ë
T 5T is asymptotically multivariate
normal with zero mean vector and covariance matrix
̂è in (16).
Kodde and Palm (1986) present the generalized
form of Wald’s statistic, as follows. They consider
H02 Ã1 = 01Ã2 ≥ 0 and H12 Ã1 6= 01Ã2  0, where both Ã1
and Ã2 are vectors. Critical to their test is the existence




N4 ¹ÃN − Ã5 is asymptotically multivariate normal
with zero mean vector and covariance matrix ̂è. Then,
they obtain the generalized form of Wald’s statistic
by projecting ¹ÃN orthogonally onto the feasible space
defined by Ã1 = 0 and Ã2 ≥ 0.
In our application of the generalized Wald statistic,
we have Ø̂N and Ë̂N as consistent estimators of
Ø and Ë, whereas the delta method shows that√
N4Ø̂TN − Ø
T 1 Ë̂TN −Ë
T 5T is asymptotically multivariate
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normal. Then, the generalized form of Wald’s statis-




T onto the feasible space defined by Ø= 0 and
Ë ≥ 0. Under the null hypothesis in (13), this ̂W has
the mixture of chi-square distributions defined in (15).
3.2. Application of the Stopping Rule
3.2.1. Stage 1: Finding the Binding Constraints.
To determine the index set A4d15, we test the follow-
ing null hypothesis and its alternative hypothesis per
constraint j in (1):
H01 j 2 E×6s̄j4d11×157= 0 4j = 11 0 0 0 1 r − 151
H11 j 2 E×6s̄j4d11×157 6= 01
(20)
where the s̄j were defined in (7).
We assume that the fi have finite variances i3 i.
Because of the asymptotic multivariate normality
of 4f̄11 0 0 0 1 f̄r−15T defined in (8), the slack vector
4s̄11 0 0 0 1 s̄r−15
T also has an asymptotic multivariate nor-
mal distribution. Under H01 j in (20), the following






4j = 11 0 0 0 1 r − 151 (21)
where ̂j3 j follows from (5) with i = h = j . Because
there are r − 1 slacks to be tested, choosing 1/4r − 15
for the Type I error rate of each test in (21) results in
an upper bound of 1 for the Type I error probability
of Stage 1. Let t1/824r−1591 denote the 1 −1/824r − 159
quantile of t ; i.e., the critical value for the two-sided
test of (20). We then reject H01 j if the absolute value
of tj1  exceeds t1/824r−1591 .
We assume that d1 is a feasible point for (1). It
is possible to verify this assumption as follows. The
4r − 15 estimated slacks s̄j in (7) converge to their true
values almost surely (a.s.) because of the strong law of
large numbers. If these slacks are nonnegative (s̄j ≥ 0),
then d1 is feasible for (1) a.s. However, if d1 is found
to be infeasible, then searching for a feasible point
requires the determination of a search direction and a
step size; we leave this problem for future research.
3.2.2. Stage 2: Checking the Linear Dependencies
Among the Gradients of the Binding Constraints.
We test
H02 â is well conditioned1
H12 â is not well conditioned1
(22)
through the percentile method. We proceed through
the following steps, where we use the stan-
dard notation for bootstrapped values, namely, the
superscript asterisk.
Step 1. We sample the bootstrap values Â̂∗j ′ for all
binding constraints j ′ from their asymptotic multivari-
ate normal distributions with mean vectors and co-
variance matrices given by the estimates in (3) and (4).
Step 2. We compute the condition number ∗ of an
estimate of ¹â , which is a consistent estimator of â ,
from the bootstrapped values Â̂∗j ′ . (Remember that in
a two-dimensional space, the columns of â are given
by 4j ′31 + j ′3132d132 + 2j ′3131d1311j ′32 + j ′3132d131 +
2j ′3232d1325T .)
Step 3. We repeat Steps 1 and 2 K times (K denotes
the so-called “bootstrap sample size”); we choose
K = 11000.
Step 4. Let the corresponding order statistics be
∗415 < · · ·<
∗
4110005. The index y of the critical value (the
upper confidence limit) is given by
y = Kp+ z2
√
Kp41 − p51 (23)
where z2 is the 1 − 2 quantile of the standard nor-
mal distribution and p = 005 (corresponding with the
median). We reject H0 if the condition number of the
current estimate of ¹â exceeds ∗4y5 because smaller val-
ues of the condition number are preferred.
3.2.3. Stage 3: The Generalized Wald Statistic
and the Delta Method. To determine whether d1 may
be considered as an approximation of d0, we test the
null and the alternative hypotheses in (13) through
the generalized Wald statistic in (14), which has the
chi-bar-square distribution in (15). In the rest of this
section, we give the necessary formulas for the appli-
cation of our rule; these formulas are derived in the
online supplement.
The submatrices ̂èØ̂N ,
̂èË̂N ,
̂èØ̂N 1 Ë̂N , and
̂èË̂N 1 Ø̂N of
̂è
in (16) are given by
̂èØ̂N = 4ï Ø̂N 5
T
̂ëN 4ï Ø̂N 51
̂èË̂N = 4ï Ë̂N 5
T
̂ëN 4ï Ë̂N 51
̂èØ̂N 1 Ë̂N = 4ï Ø̂N 5
T
̂ëN 4ï Ë̂N 51
̂èË̂N 1 Ø̂N = 4ï Ë̂N 5
T
̂ëN 4ï Ø̂N 51
where the 4kA′4d155 × k and 4kA′4d155 × A4d15
matrices ï Ø̂N and ï Ë̂N are consistent estimators of
the Jacobian matrices of Ø and Ë, the 4kA′4d155 ×
4kA′4d155 matrix ̂ëN is a consistent estimator of the
covariance matrix of the estimated gradients of the
objective and the binding constraints at d1, and A′4d15
is the index set of all binding constraints at d1 plus
the index of the objective function.
First, we introduce ̂ëN ; then we give formulas for





̂ëN3030 ̂ëN303 j ′
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where ̂ëN3030 is the k × k symmetric covariance sub-







d213 t′̂var4̂03 t3 t′5




d13 t′̂cov4̂03 t1 ̂03 t3 t′5





d13 t′̂cov4̂03 t3 t′1 ̂03 t3 t5
]
(25)


























d13 t′̂cov4̂03 t3 t′1 ̂03v3v5





d13v′̂cov4̂03 t3 t1 ̂03v3v′5
+ 4d13 td13v̂cov4̂03 t3 t1 ̂03v3v5
]
1 (26)
with v = 11 0 0 0 1 k1v 6= t off the main diagonal; all
variances and covariances can be estimated from the
corresponding components of (4) after replacing ̂Ni3 i
by ̂N030. In (24), ̂ëN303 j ′ is the k× 4kA4d155 covariance
submatrix of the estimated gradients of the objective
and the binding constraints at d1, which has
N
[




d13p′̂cov4̂03 t1 ̂j ′3p3p′5


















d13 t′̂cov4̂03 t3 t′1 ̂j ′3p3p5





d13p′̂cov4̂03 t3 t1 ̂j ′3p3p′5
+ 4d13 td13p̂cov4̂03 t3 t1 ̂j ′3p3p5
]
(27)
as components for p = 11 0 0 0 1 k. Again, all covari-
ances can be estimated from (4) after replacing
̂Ni3 i by ̂
N
03 j ′ . The 4kA4d155 × 4kA4d155 submatrix
̂ëN3 j ′3h′ in (24) consists of the covariance matrix of
each estimated gradient of the binding constraint j ′
whose components can be estimated through (25)
and (26) after replacing the subindex 0 by j ′ and its
covariance matrices with other binding constraints h′
(i.e., h′ ∈A4d15), whose components can be estimated
through (27) after replacing the subindex 0 by h′.
Now we give the formulas forï Ø̂N andï Ë̂N . The first
k rows of the ï Ø̂N and ï Ë̂N are consistent estimators of
¡ØT /¡4ïE6f04d11×1575 and ¡ËT /¡4ïE6f04d11×1575:
4Ik − ¹â 4 ¹â
T ¹â 5−1 ¹â T 5T
and
44 ¹â T ¹â 5−1 ¹â T 5T 0
The remaining kA4d15 rows of ï Ø̂N and ï Ë̂N are
consistent estimators of ¡ØT /¡4ïE6fj ′4d11×1575 and
¡ËT /¡4ïE6fj ′4d11×1575, respectively,
4−6eTj ′ 4 ¹â
T ¹â 5−1 ¹â TïE6f04d11×15774Ik − ¹â 4 ¹â
T ¹â 5−1 ¹â T 5
− ¹â 4 ¹â T ¹â 5−1ej ′ïE6f04d11×157
T
· 4Ik − ¹â 4 ¹â
T ¹â 5−1 ¹â T 55T (28)
and
4−6eTj ′ 4 ¹â
T ¹â 5−1 ¹â TïE6f04d11×15774 ¹â
T ¹â 5−1 ¹â T
+4 ¹â T ¹â 5−1ej ′ïE6f04d11×157
T 4Ik− ¹â 4 ¹â
T ¹â 5−1 ¹â T 55T 1 (29)
where ej ′ is the A4d15 × 1 vector of zeros, except a 1
in position j ′. Obviously, (28) and (29) are estimated
for every binding constraint j ′.
To estimate the weights wc in (15), we use the
bootstrap procedure consisting of the following four
steps.
Step 1. We sample the bootstrap values 4Ø̂∗N 1 Ë̂
∗
N 5
from their asymptotic multivariate normal
distribution.








exactly 0, 11 0 0 0 1 A4d15 positive components; i.e., we
update the counters k0, k11 0 0 0 1 kA4d15.
Step 3. We repeat Steps 1 and 2 K = 11000 times.
Step 4. We use the final fractions k0/K1k1/K1 0 0 0 1
kA4d15/K to estimate the weights w01w11 0 0 0 1wA4d15.
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In the application of our rule, we estimate ̂W in (14)
and use this estimate to obtain the p-values for every
2k+A4d15−c in (15). The final p-value of the test is the
weighted sum of all p-values. H0 in (13) is rejected
if this final p-value is smaller than the Type I error
rate, which is 3. Similarly, after estimating ̂Wcl in (18)
and obtaining the corresponding p-value, H0 in (17) is
rejected if the p-value is smaller than 3.
4. Numerical Examples
In the following two subsections, we estimate the
Type I and Type II error rates of the test in (15).
The rates of the test in (19) for the unconstrained
problem are given in the online supplement. We con-
sider a simple “toy” problem and the (s1 S5 inventory
problem with a service-level constraint. In the third
subsection, we present conclusions from these numer-
ical experiments.
In the toy problem, we consider quadratic func-
tions that are to be approximated by the regres-
sion metamodels in (2); hence, our assumption of
the validity of the metamodels (i.e., i = 0) is satis-
fied. Then, we first consider the case where the vari-
ance is constant within the local experimental area
(i.e., homogeneous variances), and later we relax this
assumption (i.e., heterogeneous variances) to examine
its effects on the estimated Type I and Type II error
rates. We emphasize that this toy problem provides
controlled laboratory settings. In the (s1 S5 inventory
problem, however, neither the assumption of valid
metamodels nor the assumption of homogeneous
variance is satisfied (i.e., the white-noise assump-
tion is not satisfied). Therefore, this problem lays
the groundwork for evaluating the performance of
our test in realistic discrete-event simulation studies,
which is the main intent of this paper.
In the following two subsections, the prespecified
upper bound for the Type I error rate of the whole
(three-stage) procedure is  = 10%. To measure the
variability in the performance of our test, we obtain
2,000 macro replicates for the toy problem and 1,000
macro replicates for the inventory problem.
We implement the experiments on a PC with Win-
dows XP, Intel Pentium 4 CPU of 1.60 GHz, and
1.00 GB RAM. The computer program is coded in
MATLAB 7.6. Two thousand macro replicates of the
toy problem take about five CPU minutes, whereas
1,000 macro replicates of the inventory problem take
about three CPU hours.
4.1. Toy Problem
We consider the following simple example:
minimize E64d1 + 852 + 54d2 + 852 + 07
subject to E6−4d1 − 352 − d22 − d1d2 + 17≥ −41
E6−d21 − 34d2 + 100615
































Figure 1 Toy Example Defined in 4305
where 401 11 25T is multivariate normal with zero
mean vector and covariance matrices given later
in §§4.1.1 and 4.1.2. Figure 1 shows that the opti-
mal input vector d0 is 41064581−2050915T ; substitu-
tion into (30) gives an optimal mean objective value
of 243.7897.
We experiment with three different local areas with
the central points 41064581−2050915T , 411−15T , and
41081−2044665T ; see the points ∗, , and + in Fig-
ure 1. We consider the following cases: (i) 5% and
1.25% as the percentages to determine the local area
size, and (ii) R and 2R to determine the axial points
for each percentage. Furthermore, after obtaining Fig-
ures 1 and 2 in the online supplement, which show
how the estimated Type I error rates of the KKT test
change with respect to the number of replicates ml,
we decide to use (iii) ml = 250 and ml = 850 for all
cases and for every input combination l4l = 11 0 0 0 1n).
We use a CCD design, which consists of a 22 full-
factorial design augmented with a central point
and four axial points. For the central point
41064581−2050915T and the 5% percentage, we find
the other eight local design points as follows. We
first determine input vectors 1 through 4 in Table 1
by changing the coordinates of 41064581−2050915T
by 2.5% (so the range is 5%). Then, we determine
the radius R = 00075, and obtain input vectors 6
through 9 by adding R to and subtracting R from
one of the coordinates of 41064581−2050915T . In the
last two columns of Table 1, the axial points are
obtained by adding and subtracting 2R; hence, the
input vectors do not lie on the sphere centered at
41064581−2050915T .
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Table 1 CCD with the Central Point 41064581−2050915T
Axial points given by R Axial points given by 2R
Input vector d1 d2 d1 d2
1 106869 −204464 106869 −204464
2 106869 −205718 106869 −205718
3 106047 −204464 106047 −204464
4 106047 −205718 106047 −205718
5 106458 −205091 106458 −205091
6 107208 −205091 107958 −205091
7 106458 −204341 106458 −203591
8 105708 −205091 104958 −205091
9 106458 −205841 106458 −206591
The allocation of the Type I error rates to each stage
is as follows. At 41064581−2050915T , both constraints
are binding, so we apply all three stages of the test;
the Type I error rates are 1 = 3%, 2 = 3%, and
3 = 4%. At 411−15T and 41081−2044665T , however,
there is a single binding constraint. Hence, Stage 2 of
the test is skipped at these points, and the Type I error
rates are 1 = 5% and 3 = 5%.
4.1.1. Homogeneous Variance Case. For the local
area with the central point 41064581−2050915T , we
select 010 = 25, 111 = 9, and 212 = 16. For the local
area around 411−15T , we select 010 = 12, 111 = 8, and
212 = 9. For the local area around 41081−2044665T , we
select 010 = 10, 111 = 7, and 212 = 4. For all three
local areas, we let  denote the correlation between
the responses and select 011 = −002, 012 = 007, and
112 = −004. We assume constant variance only locally,
so as the local area changes, the variance changes
as well.
In the online supplement, we give the average
signal/noise ratios over 2,000 macro replicates and
their sample standard deviations estimated through
2,000 macro replicates for the local areas centered
at 41064581−2050915T , 411−15T , and 41081−2044665T .
Furthermore, Tables 2–4 summarize the results of
the three stages of our test. We offer the following
comments:
1. Increasing the number of replicates from 250 to
850 results in more accurate estimates of the sig-
nal/noise ratios, which give perfect results for all
three stages of the test; see Tables 2–4. However, even
with 250 replicates, we obtain good results for all
three stages, with larger local areas (i.e., axial = 2R)
giving slightly better results than smaller ones (i.e.,
axial =R).
2. Given Figure 1, we know (but our procedure
does not) that both constraints in (30) are active at the
true optimum. Hence, the number 1,945 (in the sec-
ond row and second column of Table 2) is the number
of macro replicates out of 2,000 macro replicates in
which Stage 1 detects that both constraints are active
at the optimum through the t-statistic in (21). Hence,
Table 2 Estimated Type I Error Rates for the Local Area with the True
Optimal Point as the Central Point 41064581−2050915T and
Locally Homogeneous Variances
Both constraints â found KKT
Local area active ill-conditioned rejected
Size= 5%, 1,945/2,000= 0.9725 10/1,945= 0.0051 43/1,935= 0.0222
rep.= 250
axial= R
Size= 5%, 1,952/2,000= 0.9760 0/1,952= 0 2/1,952= 0.0010
rep.= 850
axial= R
Size= 5%, 1,936/2,000= 0.9680 0/1,936= 0 7/1,936= 0.0036
rep.= 250
axial= 2R
Size= 5%, 1,952/2,000= 0.9760 0/1,952= 0 0/1,952= 0
rep.= 850
axial= 2R
the estimated Type I error rate is 1 − 11945/21000 =
000275, which is lower than the prespecified 1 = 0003.
3. The number 10 (second row, third column of
Table 2) is the number of macro replicates out of these
1,945 macro replicates in which H0 in (22)—stating
that â is well conditioned—is rejected through the
test in (23). The fraction 10/11945 = 000051 estimates
the conditional Type I error rate (conditional on the
event that the binding set is detected correctly); this is
lower than the nominal 2 = 0003. The unconditional
estimate of the Type I error rate, namely, 10/21000 =
00005, is also lower than 2 = 0003.
4. The number 43 (second row, fourth column of
Table 2) is the number of macro replicates out of
these 1,935 macro replicates in which H0 in (13)—
stating that the KKT conditions hold—is rejected
through Wald’s generalized test in (15). The fraction
43/1,935 = 0.0222, which estimates the conditional
Type I error rate (conditional on the events that the
binding set is detected correctly and â is well con-
ditioned), is lower than the nominal 3 = 0004. The
Table 3 Estimated Power for the Local Area Farthest Away from
the True Optimum Centered at 411−15T and Locally
Homogeneous Variances
Local area Constraint 1 active KKT rejected
Size= 5%, 1,953/2,000= 0.9765 1,949/1,953= 0.9980
rep.= 250
axial= R
Size= 5%, 1,952/2,000= 0.9760 1,952/1,952= 1
rep.= 850
axial= R
Size= 5%, 1,953/2,000= 0.9765 1,947/1,953= 0.9969
rep.= 250
axial= 2R
Size= 5%, 1,952/2,000= 0.9760 1,952/1,952= 1
rep.= 850
axial= 2R
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Table 4 Estimated Power for the Intermediate Local Area Centered at
41081−2044665T and Locally Homogeneous Variances
Local area Constraint 2 active KKT rejected
Size= 5%, 1,962/2,000= 0.9810 1,897/1,962= 0.9669
rep.= 250
axial= R
Size = 5%, 1,941/2,000= 0.9705 1,941/1,941= 1
rep.= 850
axial= R
Size = 5%, 1,962/2,000= 0.9810 1,952/1,962= 0.9949
rep.= 250
axial= 2R
Size= 5%, 1,941/2,000= 0.9705 1,941/1,941= 1
rep.= 850
axial= 2R
unconditional estimate of the Type I error rate is
43/21000 = 000215, which is also lower than 3 = 0004.
5. Table 2 shows that increasing the number of
replicates from 250 to 850 does improve the estimates
of the Type I error rates for (15); this increase in
replicates decreases the conditional estimated Type I
error rates from 0.0222 to 0.0010 (axial =R) and from
0.0036 to 0 (axial = 2R), and the unconditional ones
from 43/21000 = 000215 to 0.0010 (axial =R) and from
0.0035 to 0 (axial = 2R).
6. In Table 3, the conditional estimates of Type II
error rates are 4/11953 = 000021 (the number of repli-
cates is 250, or rep. = 250, axial =R), 6/11953 = 000031
(rep. = 250, axial = 2R), and 0 (rep. = 850, both
axial = R and 2R); see the last column. In Table 4,
these estimates are 65/1,962 = 0.0331 (rep. = 250,
axial = R), 10/11962 = 000051 (rep. = 250, axial = 2R),
and 0 (rep. = 850, both axial = R and 2R), which are
slightly worse than those in Table 3; see again the
last column. These results are especially surprising for
41081−2044665T , which is very close to the true optimal
solution 41064581−2050915T ; see Figure 1. In Table 3,
the unconditional estimates of Type II error rates are
4/2,000 = 0.002 (rep. = 250, axial =R), 6/2,000 = 0.003
(rep. = 250, axial = 2R), and 0 (rep. = 850, both axial =
R and 2R), and in Table 4, they are given by 65/21000 =
000325 (rep. = 250, axial = R), 10/21000 = 00005
(rep. = 250, axial = 2R), and 0 (rep. = 850, both axial =
R and 2R).
The average signal/noise ratios are at acceptable
levels; however, to compare the results of the test,
we also experiment with 2.5% and 1.25% as the user-
defined percentages. We do not show the results for
2.5%, which gives only slightly worse results than
those in Tables 2–4. We present the results of 1.25%
in the online supplement, where now in Stage 2, â is
found ill conditioned in 584 out of 1,955 macro repli-
cates. Hence, the estimated conditional Type I error
rate is 584/1,955 = 0.2987, which exceeds the nominal
2 = 0003. Increasing the number of replicates to 850,
Table 5 Estimated Type I Error Rates for the Local Area Centered at
41064581−2050915T and Locally Heterogeneous Variances
Both constraints â found KKT
Local area active ill-conditioned rejected
Size= 5%, 1,945/2,000= 0.9725 0/1,945= 0 65/1,945= 0.0334
rep.= 250
axial= R
Size= 5%, 1,946/2,000= 0.9730 0/1,946= 0 29/1,946= 0.0149
rep.= 850
axial= R
Size= 5%, 1,945/2,000= 0.9725 0/1,945= 0 59/1,945= 0.0303
rep.= 250
axial= 2R
Size= 5%, 1,946/2,000= 0.9730 0/1,946= 0 11/1,946= 0.0057
rep.= 850
axial= 2R
however, this estimate decreases to 59/1,960 = 0.0301;
see the online supplement.
4.1.2. Heterogeneous Variance Case. Now we
assume that the variance changes with the input
combination l as follows, where l = 11 0 0 0 19 and max
denotes the maximum: 010 = 24max8dl311dl32952, 111 =
1054max8dl311dl32952, and 212 = 2054max8dl311dl32952. In
all three local areas, we use the same correlations,
namely, 011 = −002, 012 = 007, and 112 = −004. We
start experimenting with the 5% percentage, because
this gives the best results in the homogeneous case.
This percentage gives acceptable average signal/noise
ratios, so we do not use a smaller percentage. We
summarize our results in Tables 5–7 and give the fol-
lowing comments:
1. Relaxing the constant-variance assumption has
no impact on the estimated Type I error rates of the
t-test; see the second columns of the Tables 5–7.
2. Heterogeneous variances do not affect the condi-
tional Type II error rate estimates of the generalized
Wald test; see the last columns of Tables 6 and 7.
3. The conditional estimates of the Type I error
rates of the generalized Wald test, however, are
slightly worsened by heterogeneous variances; see the
last column of Table 5.
Table 6 Estimated Power for the Local Area Centered at 411−15T and
Locally Heterogeneous Variances
Local area Constraint 1 active KKT rejected
Size= 5%, 1,959/2,000= 0.9795 1,959/1,959= 1
rep.= 250
axial= R
Size= 5%, 1,946/2,000= 0.9730 1,946/1,946= 1
rep.= 850
axial= R
Size= 5%, 1,959/2,000= 0.9795 1,959/1,959= 1
rep.= 250
axial= 2R
Size= 5%, 1,946/2,000= 0.9730 1,946/1,946= 1
rep.= 850
axial= 2R
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Table 7 Estimated Power for the Local Area Centered at
41081−2044665T and Locally Heterogeneous Variances
Local area Constraint 2 active KKT rejected
Size= 5%, 1,949/2,000= 0.9745 1,900/1,949= 0.9749
rep.= 250
axial= R
Size= 5%, 1,948/2,000= 0.9740 1,945/1,948= 0.9985
rep.= 850
axial= R
Size= 5%, 1,949/2,000= 0.9745 1,923/1,949= 0.9867
rep.= 250
axial= 2R
Size= 5%, 1,948/2,000= 0.9740 1,942/1,948= 0.9969
rep.= 850
axial= 2R
4.2. 4s1 S5 Inventory Problem with a
Service-Level Constraint
Bashyam and Fu (1998) assume an infinite-
horizon, periodic review inventory system with
continuous-valued and IID demands and full back-
logging of orders. In each period, orders are received
at the beginning of the period, the demand for the
period is subtracted, and order review occurs at
the end of the period. An order is placed when the
inventory position (stock on hand plus outstanding
suppliers’ orders minus customers’ backorders) falls
below the reorder level s; the order amount is the
difference between the order-up-to level S and the
current inventory position. Suppliers’ orders can
cross in time, which makes an analytical solution
impossible.
The objective function E×6f04d1×57 in (1) is the
steady-state expected total costs, namely, the sum of
order setup, ordering, and holding costs. There is a
single stochastic constraint E×6f14d1×57, which is the
expected steady-state “fill-rate,” i.e., the fraction of
demand directly met from stock on hand. We select a
target fill-rate of 0.90; thus aj = 009 in (1).
Demands are exponentially distributed with mean
100; order lead times are Poisson distributed with
mean 6. The setup cost is 36 per order, the order cost
is 2 per unit, and the holding cost is 1 per period per
unit. Each simulation run lasts for 2,500 periods. After
examining Figures 3 and 4 in the online supplement—
showing how the estimated Type I error rates change
with respect to the number of replicates ml—and con-
sidering that 1,000 macro replicates with ml = 2 take
about three CPU hours, we decide to make ml = 2
replicates per input combination. Our simulation of
the inventory system starts with the inventory posi-
tion and the inventory level (stock on hand) at S with-
out any outstanding suppliers’ orders.
Bashyam and Fu (1998) do not report their esti-
mated optimal 4s∗1 S∗5. Kleijnen and Wan (2007) find
by brute-force simulation experiments that the best
estimate of 4s∗1 S∗5 is s = 11020 and S = 11075—which
has the average cost of 623.70 with a standard error of
2.36 and the average fill-rate of 0.899 with a standard
error of 0.004.
We again use a CCD design with nine input vec-
tors, where now the central point is 4110201110755T .
Now we start experimenting with 2.5% and obtain
acceptable average signal/noise ratios. However, we
also halve this percentage and experiment with 1.25%;
the average signal/noise ratios corresponding to both
2.5% and 1.25% are given in the online supplement.
Our brute-force experiments show that the expected
fill-rate is binding at 4110201110755T . Because there
is only one binding constraint, Stage 2 of the test
is skipped, and the nominal Type I error rates are
1 = 5% and 3 = 5%. We summarize our results for
both 2.5% and 1.25% in Table 8.
1. The estimated Type I error rate of the t-test
41 − 948/11000 = 000525 exceeds the nominal 1 =
0005; this difference is insignificant when tested
through the binomial distribution approximated by
the normal distribution with mean 0.05 and variance
000541 − 00055/11000 for all relevant (less than or equal
to 10%) nominal Type I error probabilities.
2. The estimated conditional Type I error rate
of the generalized Wald test exceeds the nominal
3 = 0005 for all three local areas, where the best
result (1 − 896/953 = 0005985 is given by the small-
est area (size = 1.25%, axial =R) and the worst result
41 − 675/935 = 0027815 is given by the largest area
(size = 2.5%, axial = 2R). Remember that in the toy
problem, the larger local areas result in better test
results than the smaller ones. This contradiction is to
be expected, because in the toy problem the true func-
tions are quadratic polynomials, so there is no bias
in the OLS estimators in (3) when we approximate
these functions through regression metamodels in (2).
For the (s1 S5 inventory problem, however, the OLS
estimators may be biased because the two simulation
responses are not quadratic polynomials, and the bias
increases with the size of the local area (Taylor expan-
sion argument).
Table 8 4s1S5 Inventory Problem: Estimated Type I Error Rates for the
Local Area Centered at the True Optimum 4110201110755T
Fill-rate
Local area constraint active KKT rejected
Size= 2.5%, rep.= 2 948/1,000= 0.948 147/948= 0.1551
axial= R, run= 2,500 periods
Size= 2.5%, rep.= 2 935/1,000= 0.935 260/935= 0.2781
axial= 2R, run= 2,500 periods
Size= 1.25%, rep.= 2 953/1,000= 0.953 57/953= 0.0598
axial= R, run= 2,500 periods
Size= 1.25%, rep.= 2 940/1,000= 0.940 109/940= 0.1159
axial= 2R, run= 2,500 periods
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4.3. Conclusions About Numerical Examples
We summarize our results of the numerical examples
as follows. In general, the estimated (un)conditional
Type I error rate exceeds its nominal value; this sug-
gests that in case our stopping rule is implemented
in an optimization algorithm, the rule will cause the
optimization program to run longer. On the other
hand, the estimated (un)conditional Type II error rate
of our rule suggests that it is very difficult for a
suboptimal point to be considered as an estimated
optimal solution; i.e., our rule tends to reject KKT con-
ditions even at the “true” optimal solution. This issue
needs to be further investigated.
5. Conclusions and Future Research
In this paper, we derive an asymptotic heuristic stop-
ping rule that combines three statistical tests for the
KKT first-order necessary optimality conditions for
constrained or unconstrained simulation-optimization
problems. Our rule uses linear regression, the
bootstrap-percentile method, the delta method, and
the generalized Wald statistic. We estimate the per-
formance of our rule through extensive simulation
experiments with a toy problem and an inventory
problem. Our numerical results are encouraging; i.e.,
the alternative hypothesis (the KKT conditions do
not hold) is often rejected at suboptimal points. The
empirical Type I error rate (at the true optimum),
however, exceeds its nominal value.
Future research may incorporate our new stop-
ping rule within an optimization algorithm. More-
over, more realistic discrete-event simulation models
need to be investigated.
Electronic Companion
An electronic companion to this paper is available as part
of the online version that can be found at http://joc.journal
.informs.org/.
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