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Una función hash es un algoritmo matemático que garantiza la integridad de los 
datos ya que independientemente de la longitud de los datos de entrada, genera 
una nueva serie de caracteres con una longitud fija y única para cada una de las 
entradas que se le proporciona. SHA-3 es una función hash completamente 
nueva, la cual se diferencia completamente de las versiones anteriores como son 
SHA-1 y SHA-2. Esta función también es conocida como Keccak y no sólo 
presenta las salidas clásicas de su antecesor (224, 256, 338 y 512 bits) sino que 
tiene un paquete de funciones que permite que las salidas sean mucho más 
grandes para aumentar la seguridad del algoritmo. En este trabajo se presenta la 
implementación del algoritmo SHA-3 en el lenguaje de programación Python. Los 
resultados obtenidos a través de las pruebas efectuadas en diferentes 
plataformas, como lo son un ordenador y una placa embebida Raspberry pi 1 
modelo B (dispositivo embebido de bajos recursos computacionales), muestran 
una diferencia en el tiempo de procesamiento al ejecutar el algoritmo. Con lo cual 
se pudo comprobar que los dispositivos con recursos limitados pueden estar 
protegidos ante ataques que violen la integridad de los mismos. 
Palabra(s) Clave: Criptografía, Embebidos, Post-cuántica, Sha-3. 
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A hash function is a mathematical algorithm that guarantees the integrity of the 
data since, regardless of the length of the input data, it generates a new series of 
characters with a fixed and unique length for each of the inputs that is provided to 
it. SHA-3 is a completely new hash function, which is completely different from 
previous versions such as SHA-1 and SHA-2. This function is also known as 
Keccak and not only presents the classic outputs of its predecessor (224,256,338 
and 512 bits) but also has a package of functions that allows the outputs to be 
much larger to increase the security of the algorithm. The implementation of the 
SHA-3 algorithm in the Python programming language. The results obtained 
through tests carried out on different platforms, such as a computer and a 
Raspberry pi 1 embedded board model B (embedded device with low 
computational resources), show a difference in the processing time when 
executing the algorithm. Thus, it could be verified that devices with limited 
resources can be protected against attacks that violate the integrity of the devices. 
Keywords: Cryptography, Embedded, Post-quantum, Sha-3. 
 
1. Introducción 
Las funciones hash forman parte de varias aplicaciones de seguridad de la 
información, entre las que destacan la generación y verificación de firmas digitales, 
generación de llaves y la creación de bits pseudoaleatorios, por mencionar las 
más importantes. 
La familia de las funciones hash SHA-3 está compuesta por seis funciones. 
Cuatros de ellas son funciones criptográficas hash llamadas SHA3-224, SHA3-
256, SHA3-348 y SHA3-512 y las otras dos funciones son de salida variable, 
conocidas como XOFs por sus siglas en inglés, llamadas SHAKE128 y 
SHAKE256, respectivamente. Las funciones de salida variable son diferentes a las 
funciones hash pero es posible utilizarlas de forma similar, con la posibilidad de 
adaptarse a las necesidades criptográficas de manera individual. 
Las cuatro funciones hash SHA-3 que se muestran en el FIPS-202, complementa 
las funciones hash especificadas en la familia de SHA-1 y SHA-2. En el caso de 
Pistas Educativas 127 (CITEC 2017), diciembre 2017, México, Tecnológico Nacional de México en Celaya 
 
 
Pistas Educativas Vol. 39   -   ISSN: 2448-847X 
Reserva de derechos al uso exclusivo No. 04-2016-120613261600-203 
http://itcelaya.edu.mx/ojs/index.php/pistas 
~189~ 
las funciones con salida variable, son funciones, que toman como parámetros de 
entrada datos binarios, en las cuales es posible obtener como salida, una cadena 
de longitud que depende de las necesidades o de la aplicación de la misma. Estas 
funciones son llamadas SHAKE128 y SHAKE256, para los cuales, los sufijos 128 
y 256 indican la fortaleza, en términos de seguridad, que tienen estas funciones. 
En contraste con los sufijos para las funciones hash anteriormente mencionadas, 
que indican las longitudes de la salida de la función digestiva. 
Las seis funciones SHA-3 están diseñadas para proporcionar propiedades 
especiales, tales como resistencia a las colisiones, así como ataques de pre-
imagen y de segunda pre-imagen. Cada función emplea, en la construcción, el 
mismo tipo de permutación, que el componente principal, el de tipo esponja. Estas 
permutaciones se especifican como la instancia de una familia de permutaciones, 
denominada KECCAK-p, para proporcionar flexibilidad, modificar su tamaño y 
parámetros de seguridad en el desarrollo de cualquier modo adicional a futuro. 
Actualmente, se tienen implementaciones de criptografía post-cuántica en 
sistemas embebidos de propósito específico como, por ejemplo, una matriz de 
puertas programables (FPGA), microcontroladores AVR, circuito integrado para 
aplicaciones específicas (ASIC). Sin embargo, no se tienen implementaciones 
criptográficas, de este tipo de criptografía, en embebidos de gama baja o gama 
media como, por ejemplo, Edison, Nvidia y Raspberry Pi; lo cual tiene como 
consecuencia que las propuestas de solución que hacen uso de estos últimos, 
sean susceptibles ante ataques cuánticos. 
Con base en lo anterior, en este trabajo se presenta la implementación de un 
algoritmo post-cuántico, capaz de ser ejecutado en un sistema embebido de gama 
media, utilizando los resultados de las simulaciones hechas en los dispositivos de 
gama alta, para disminuir la probabilidad de éxito de un ataque cuántico dentro de 
un escenario definido. 
 
2. Metodología 
La metodología que se llevó a cabo para el desarrollo de esta investigación está 
conformada por una serie de cuatro pasos: análisis de la funcionalidad de las 
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funciones SHA-3, adecuación de una biblioteca que ejecuta la funcionalidad de la 
SHA-3, elaboración de un programa que mide los tiempos de procesamiento de 
cada una de las funciones de la SHA-3, ejecución de pruebas de funcionalidad de 
la SHA-3 en una arquitectura x64 y en ARM y ejecución de pruebas de 
funcionalidad de la SHA-1 y SHA-2 contra la SHA-3 en una arquitectura ARM. 
Estos pasos se describen a continuación y se ilustran en la figura 1. 
 
 
Figura 1 Metodología de trabajo. 
 
Análisis de la funcionalidad 
Las permutaciones KECCAK-p están diseñadas para ser los componentes 
principales de una variedad de funciones criptográficas, incluyendo funciones con 
llave para el servicio de autenticación y/o el servicio de cifrado. Las seis funciones 
que conforman la familia de SHA-3 pueden considerarse como modos de 
operación de la permutación KECCAK-p, la cual se especifica con dos parámetros. 
El primero es la longitud fija de los datos que se permutan, llamada anchura de la 
permutación. El segundo, es el número de iteraciones de una transformación 
interna, denominado ronda. 
La ronda de una permutación KECCAK-p consiste en una secuencia de cinco 
transformaciones llamadas "The step mapping". El rango para esta permutación 
KECCAK-p está comprendida por b bits, para la cual existen siete valores 
definidos que se muestran en la tabla 1. 
 
Tabla 1 Valores definidos para una permutación KECCAK-p. 
 
Donde: 
b = Longitud del estado de la permutación KECCAP-p 
w = b/25 
l = log2 (b/25) 
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Si S muestra una cadena que representa el estado, entonces cada uno de sus bits 
son numerados de 0 a b – 1, con base en la ecuación 1. 
                              (1) 
 
Es necesario representar los estados de entrada y salida de la permutación como 
cadenas de bits de longitud b y se presenten los estados de entrada y salida de 
"The step mapping" como matrices de 5 x 5 x w. De ahí, que si A muestra una 
matriz de 5 x 5 x w que representa el estado, entonces sus índices son los triples 
enteros (x,y,z) para los cuales 0≤x≤5, 0≤y≤5, 0≤z≤w. El bit que corresponde a 
(x,y,z) se denota por A[x,y,z]. Con base en lo anterior, la matriz de estado es una 
representación de la forma tridimensional que muestra la figura 2. 
 
 
Figura 2 Matrices de estado. 
 
Las submatrices bidimensionales se denominan hojas, planos y rebanadas y las 
subcadenas unidimensionales se llaman filas, columnas y carriles, como se 
muestran en la figura 3. 
Para convertir una cadena de bits a una matriz de estados, se tiene que S es una 
cadena de bits de longitud b que representa el estado de la permutación KECCAP-
p[b,nr]. La matriz de estado correspondiente, denotada por A se define con base 
en la ecuación 2: En donde para toda tripleta de enteros (x,y,z) tal que  , 
,  se tiene que. 
                                                   (2) 
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Figura 3 Submatrices bidimensionales y subcadenas unidimensionales. 
 
De igual manera, para convertir una matriz de estado en una cadena de bits, se 
tiene que A es una matriz de estado. La representación de la cadena 
correspondiente, denotada por S, puede ser reconstruida a partir de los carriles y 
planos de la matriz A y se define con base en la ecuación 3, donde para cada par 
de enteros (i,j) tal que   y , define la cadena Lane(i,j). 
.      (3) 
 
El etiquetado completo de las coordenadas x, y, z para la matriz de estados se 
muestra en la figura 4. 
 
 
Figura 4 Etiquetado de la matriz de estado. 
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The Step Mapping 
Los cinco "The Step Mapping" que comprenden una ronda de la permutación 
KECCAP-p son denotados por las letras griegas θ, ρ, π, χ, y ι. Los algoritmos, que 
se muestran a continuación, toman a la matriz de estado, denotada por A, como la 
entrada y devuelve otra matriz de estado actualizada, denotada por A’, como la 
salida. El tamaño del estado es un parámetro que no se incluye en la notación ya 
que b siempre se especifica cuando se invocan los "Step Mapping". 
El algoritmo para Theta (θ) es mostrado en la figura 5: 
 Entrada: Matriz de estado A 
 Salida: Matriz de estado A’: 
1. Para todo par (x,z) dado que , , se tiene que: 
 
2. Para todo par (x,z) tal que , , se tiene que: 
 





Figura 5 Step Maping-Theta. 
 
El algoritmo para Rho (ρ) es la figura 6: 
 Entrada: Matriz de estado A 
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Figura 6 Step Maping-Rho. 
 
 Salida: Matriz de estado A’: 
1. Para toda z tal que , se tiene que: 
 
2. (x, y) = (1, 0) 
3. Para t de 0 a 23: 
a. Para toda z tal que , se tiene que: 
 
b.  
4. Regresar A’ 
 
El algoritmo para Pi (π) es la figura 7: 
 Entrada: Matriz de estado A 
 Salida: Matriz de estado A’ 
1. Para toda tripleta (x,y,z) tal que  , , , se 
tiene que: 
 




Figura 7 Step Maping-Pi. 
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El algoritmo para Ji (χ) es la figura 8: 
 Entrada: Matriz de estado A 
 Salida: Matriz de estado A`: 
 Para toda tripleta (x,y,z) tal que , , , 
se tiene que: 
 
 Regresar A’. 
 
 
Figura 8  Step Maping - Ji. 
 
Para los algoritmos para Iota (ι) se tiene que el propósito es modificar algunos bits 
de Lane(0,0) de manera que dependa del índice redondo i_r. "The Step Mapping" 
de ι depende de dos algoritmos. Para el primero, el parámetro de salida determina 
el valor de l+1 bits de uno de los carriles llamado la constante redonda, designada 
por RC. Sus especificaciones se detallan a continuación: 
 Algoritmo 1. 
 Entrada: Entero t 
 Salida: Bit de la constante redonda rc(t): 
 Si t mod 255 = 0 entonces regresar 1 
 R = 10000000 
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 Algoritmo 2. 
 Entrada: Matriz de estado A e índice redondo i_r 
 Salida: Matriz de estado A’ 
 Para toda tripleta (x,y,z) tal que , , 
, se tiene que 
  
  
 Para cada j de 0 a l, hacer que  
 Para toda z tal que , se tiene que 
  
 Regresar A’ 
 Permutación KECCAK-p[b,nr]. Dado una matriz de estado A y un índice 
redondo i_r, la función redonda Rnd es la transformación que resulta de 
aplicar "The Step Mapping" θ, ρ, π, χ y ι en ese orden, con base en la 
ecuación 4: 
                                                  (4) 
Las permutaciones KECCAK-p[b,nr] consiten en n_r iteraciones de la 
función Rnd como se muestra en el siguiente algoritmo: 
 Entrada: Cadena S y número de rondas  
 Salida: Cadena S’: 
 Convertir la cadena S en la matriz de estado A  
 Para toda  de , hacer que  
 Convertir la matriz de estado A en la cadena S’ 
 Regresa S’ 
Pistas Educativas 127 (CITEC 2017), diciembre 2017, México, Tecnológico Nacional de México en Celaya 
 
 
Pistas Educativas Vol. 39   -   ISSN: 2448-847X 
Reserva de derechos al uso exclusivo No. 04-2016-120613261600-203 
http://itcelaya.edu.mx/ojs/index.php/pistas 
~197~ 
Adecuación de una biblioteca que ejecuta la funcionalidad de la SHA-3 
Hoy en día, se están desarrollando códigos para utilizar las fortalezas que 
presentan las funciones de la familia SHA-3. El proyecto de investigación "Open 
Quantum Safe", ha puesto al alcance de los estudiantes una biblioteca de 
funciones. Con base en ésta biblioteca se programó una aplicación, en código 
Phyton, capaz de ejecutarse en un sistema embebido. 
La biblioteca se adecuó para poder ejecutarse dentro de la arquitectura ARM. La 
adecuación se hizo a nivel código, ya que se tenía que modificar uno de los 
valores que poseía un constructor para que pudiera hacer uso de la función SHA-3 
y de todas las opciones que brinda la biblioteca. El código que se utilizó para la 
adecuación es el siguiente: 
hashlib.__builtin_constructor_cache['sha3_512'] = sha3.sha3_512 
hashlib.new('sha3_512') 
<sha3.SHA3512 object at 0x10b381a90> 
 
Elaboración de un programa que mide los tiempos de procesamiento de 
cada una de las funciones de la SHA-3 
El programa diseñado a partir de la biblioteca anteriormente mencionada tiene 
como propósito la obtención de las mediciones en los tiempos de procesamiento, 
que tardan tanto el embebido como la computadora personal, para resolver las 
operaciones de las funciones hash de la familia de SHA-3. 
El código muestra las líneas de código con las cuales se genera el valor hash de 
un espacio en blanco y da como resultado el valor hash y el tiempo que tarda el 
ordenador en procesar esta instrucción: 
print("***** SHA3 512 *****") 
start_time = time.time() 
print(hashlib.sha3_512 = time.time() - start_time 
print("***** SHA3 224 *****") 
start_time = time.time() 
print(hashlib.sha3_224 = time.time() - start_time 
print("***** SHA3 256 *****") 
start_time = time.time() 
print(hashlib.sha3_256 = time.time() - start_time 
print("***** SHA3 384 *****") 
start_time = time.time() 
print(hashlib.sha3_384 = time.time() - start_time 
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Ejecución de pruebas de funcionalidad de la SHA-3 en una arquitectura x64 y 
una ARM y ejecución de pruebas de funcionalidad de la SHA-1 y SHA-2 
contra la SHA-3 en una arquitectura ARM 
Se hicieron una serie de pruebas para determinar la rapidez de la ejecución del 
algoritmo SHA-3 dentro de dicha arquitectura. Las pruebas realizadas consistieron 
en ejecutar cada uno de los miembros de dicha familia, con la finalidad de obtener 
una comparación de los tiempos de procesamiento que se tienen en una 
computadora con arquitectura x64. De ahí, que el ordenador que se utiliza es una 
computadora portátil con un procesado i7 de tercera generación, con velocidad de 
2.9 GHz y 8 GB en RAM. 
El sistema embebido empleado es una tableta Raspberry Pi 1 modelo B que 
cuenta con un procesador de un solo núcleo a 700 MHz de velocidad y con 256 
MB de memoria RAM. En este embebido se utiliza el sistema operativo Raspbian, 
dado que es el operativo que la compañía creadora, proporciona para sus 
dispositivos. 
La primera prueba que se hizo fue la comparación de los tiempos de ejecución, 
medida en segundos, de las funciones SHA-3 224, SHA-3 256, SHA-3 384 y SHA-
3 515, para observar qué tiempos tardan en ejecutarse dentro de las dos 
arquitecturas, con un espacio como la entrada de la función. Posteriormente se 
repitió la misma prueba, pero cambiando la entrada por una palabra aleatoria. 
Finalmente, se repitió nuevamente el experimento, pero con un archivo que 
contenía un millón de letras A como entrada de la función. 
La segunda prueba que se realizó fue para obtener la comparación de los tiempos 
de ejecución de la función, pero ahora en las funciones de salida variable 
SHAKE128 y SHAKE256, con salidas de tamaño 512, 1024, 2048, 4096 y 8192 
bits, respectivamente. Para finalizar, se realizó una prueba de comparación de 
tiempo de procesamiento en el mismo embebido, comparando a las funciones 
antecesoras que son SHA-1 y SHA-2 contra SHA-3, con la finalidad de observar, 
si existe alguna diferencia en los tiempos de ejecución utilizados para resolver las 
funciones hash. 
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Los parámetros de salida de estas pruebas permitieron determinar, por medio de 
un promedio de tiempos, qué tan posible o no es la ejecución de la familia de 
funciones SHA-3 dentro de sistemas embebidos. 
 
3. Resultados 
Los resultados obtenidos por las pruebas antes mencionadas se detallan a 
continuación: 
 Para la ejecución 1, donde se comparan los tiempos de ejecución obtenidos 
para el procesamiento de las funciones SHA-3 224, SHA-3 256, SHA-3 384 y 
SHA-3 515, la entrada es "un espacio". El resultado se muestra en la tabla 2. 
 
Tabla 2 Resultados del experimento 1 ronda 1. 
 
 
 La ejecución 2 es similar a la anterior, pero con la diferencia de que la 
entrada, ahora es una palabra tomada de forma aleatoria. Los resultados de 
la prueba se muestran en la tabla 3. 
 
Tabla 3 Resultados del experimento 1 ronda 2. 
 
 
 La ejecución 3 es realizada con un archivo que contiene un millón de letras 
A. Los resultados se muestran en la tabla 4. 
Pistas Educativas 127 (CITEC 2017), diciembre 2017, México, Tecnológico Nacional de México en Celaya 
 
 
Pistas Educativas Vol. 39   -   ISSN: 2448-847X 
Reserva de derechos al uso exclusivo No. 04-2016-120613261600-203 
http://itcelaya.edu.mx/ojs/index.php/pistas 
~200~ 
Tabla 4 Resultados del experimento 1 ronda 3. 
 
 
 La ejecución 4 consiste en la comparación de los tiempos de ejecución del 
procesamiento que resulta en las funciones de salida variable con valores de 
512, 1024, 2048, 4096 y 8192 bits respectivamente y con un espacio como 
valor de entrada para la función. Los resultados son expuestos en la tabla 5. 
 
Tabla 5 Resultados del experimento 1 ronda 4. 
 
 
 La ejecución 5 repite los mismos parámetros de la prueba anterior, pero con 
la diferencia de que el valor de entrada de las funciones corresponde a una 
palabra tomada de forma aleatoria. La tabla 6 muestra los resultados. 
 
Tabla 6 Resultados del experimento 1 ronda 5. 
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 La ejecución 6 repite los mismos parámetros de las dos pruebas anteriores, 
pero el valor de entrada de la función es un archivo de datos que contiene un 
millón de letras "A". Los resultados se muestran en la tabla 7. 
 
Tabla 7 Resultados del experimento 1 ronda 6. 
 
 
 La ejecución 7 consiste en comparar las funciones SHA-1 y SHA-2 contra la 
función SHA-3 con un espacio como valor de entrada de las funciones. Los 
resultados son mostrados en la tabla 8. 
 
Tabla 8 Resultados del experimento 2 ronda 7. 
 
 
 La ejecución 8 es similar a la prueba anterior, pero con la diferencia de que el 
valor de entrada es una palabra escogida de manera aleatoria. La tabla 9 
muestra los resultados. 
 
Tabla 9 Resultados del experimento 2 ronda 8. 
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 Por último, la ejecución 9 muestra los tiempos de ejecución de la Prueba 8, 
pero con un archivo que contiene un millón de letras A como valor de 
entrada. Los resultados se pueden ver en la tabla 10. 
 




Conforme a los resultados obtenidos en la sección anterior se puede observar 
lo siguiente: 
Los resultados del primer experimento de las ejecuciones uno, dos y tres, que son 
las funciones SHA-3 224, SHA-3 256, SHA-3 384 y SHA-3 512, muestran los 
siguientes valores respectivamente: 44.1, 26.8 y 245.2; estas cifras demuestran 
qué tantas veces es más lento un embebido sobre un ordenador personal a la 
hora de la ejecución del código. Las comparaciones fueron hechas en valores de 
microsegundos por lo que los resultados más altos son de segundos, como 
muestra en la gráfica de la figura 9. 
 
 
Figura 9 Resultados de experimento 1, ronda 1, 2 y 3. 
 
El valor más alto representa el proceso de un archivo que contiene un millón de 
caracteres y el tiempo utilizado para ejecutar el proceso es de entre 1 y 3 
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segundos por lo que, a nivel computacional, es posible ejecutar una función hash 
post-cuántica en un embebido de bajos recursos computacionales. 
Los resultados para las ejecuciones cuatro, cinco y seis, que son las funciones de 
salida variable SHAKE128 y SHAE256, muestran los siguientes valores: 49.3, 72.8 
y 327.3. Los valores se muestran en la gráfica de la figura 10. 
 
 
Figura 10 Resultados de experimento 1, ronda 4, 5 y 6. 
 
El valor más alto representa el proceso de un archivo, igual que en las ejecuciones 
anteriores, y el tiempo utilizado para ejecutar el proceso es de un segundo por lo 
que es más que posible tener funciones hash de salida variable dentro de los 
embebidos de bajos recursos. Las salidas pueden ser tan grandes como el usuario 
las requiera y el dispositivo podrá tener el resultado de la función hash. 
Por último, el resultado del experimento 2 de las ejecuciones siete, ocho y nueve, 
que es la comparación entre SHA-1 y SHA-2 contra SHA-3 dentro del mismo 
embebido, tiene los siguientes valores: 9.2, 2.3 y 10.4. Los resultados se muestran 
en figura 11. 
 
 
Figura 111 Resultados de experimento 2, ronda 7, 8 y 9. 
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Los valores obtenidos en este último experimento demuestran que una función 
post-cuántica puede ser ejecutada de manera exitosa dentro de los embebidos de 
bajos recursos computacionales. Al hacer la comparación con las funciones SHA-1 
y SHA-2, que actualmente se utilizan dentro de los medios digitales, es posible 
observar que los valores de ejecución de la función SHA-3 no son tan altos, por lo 
que es posible utilizar e implementar aplicaciones que utilicen estas funciones 
hash en vez de sus antecesoras. 
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