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Abstract
The dissipative solutions are recently studied as a generalized concept for weak solution of com-
plete Euler system. Apparently, they are expectations of suitable measure valued solutions. Here
we show that it has to coincide with the Besov solution if the later exists. We consider one measure
valued solution, one weak solution with certain Besov regularity and then we show that they coin-
cide if velocity the Besov solution satisfies a lower bound condition on the distributional derivative.
Our result also tells that there can exist atmost one Besov solution with the aforementioned con-
dition. The method relies on the commutator estimate [16] and the relative entropy proposed in
[10].
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1. Introduction
In 1757, Euler formulated the motion of a compressible inviscid fluid by the system
∂tρ+ divx(ρu) = 0, (1)
∂t(ρu) + divx(ρu⊗ u) +∇xp(ρ, ϑ) = 0, (2)
∂t
(
1
2
ρ|u|2 + ρe(ρ, ϑ)
)
+ divx
[(
1
2
ρ|u|2 + ρe(ρ, ϑ) + p(ρ, ϑ)
)
u
]
= 0, (3)
Email addresses: ghoshal@tifrbng.res.in (Shyam Sundar Ghoshal), animesh@tifrbng.res.in (Animesh
Jana)
where ρ(t, x),u(t, x), ϑ(t, x) represent the density, velocity and temperature of the fluid respectively.
In the above system the quantity e(ρ, ϑ) stands for the internal energy of the fluid and the function
p denotes the pressure. We suppose that the entropy of the fluid s(ρ, ϑ) is satisfying the following
inequality
∂t(ρs(ρ, ϑ)) + divx(ρs(ρ, ϑ)u) ≥ 0. (4)
We also assume that the entropy s, pressure p and the internal energy e are related by the following
Gibb’s identity
ϑDs(ρ, ϑ) = De(ρ, ϑ) + p(ρ, ϑ)D
(
1
ρ
)
. (5)
For ideal gas the pressure p and the internal energy e are related by the following identity
p = ρ(γ − 1)e, (6)
where the constant γ is the adiabatic index determined as γ = cP/cV > 1 with cP , cV are the
specific heat capacities at constant pressure and volume respectively. The identity (6) is also
known as caloric equation of states. In addition, we would like to state the Boyle’s law:
p = ρϑ. (7)
This yields e = cV ϑ for cV (γ − 1) = 1.
To avoid the kinematic boundary terms we assume that the solutions are spatially periodic and
our domain Ω, usually is the following
Ω =
(
[−1, 1]{±1}
)N
. (8)
We are mostly interested in the cases when N = 2, 3.
It is interesting to note that the identities (5), (6) and (7) give the structure of the entropy s
as
s(ρ, ϑ) = log
(
ϑcV
ρ
)
. (9)
Kato [26] established the local existence of smooth solution for general hyperbolic system.
Singularity can appear in finite time even for the smooth data (see for instance [27]) due to
hyperbolicity. That is why it is preferable to work with the weak solution for the system (1)–(3)
which is defined as follows for initial data (ρ0,u0, ϑ0).
• The equation of continuity can be weakly formulated as
τˆ
0
ˆ
Ω
[ρ∂tφ+ ρu · ∇xφ] dxdt =
ˆ
Ω
ρ(τ, ·)φ(τ, ·)dx−
ˆ
Ω
ρ0(·)φ(0, ·)dx (10)
for any φ ∈ C∞c ([0, T )× Ω,R) and 0 < τ < T .
• The weak formulation of the momentum equation is the following
τˆ
0
ˆ
Ω
[ρu · ∂tψ + ρu⊗ u : ∇xψ + p(ρ, ϑ)divxψ] dxdt =
ˆ
Ω
ρ(τ, ·)u(τ, ·) · ψ(τ, ·)dx
−
ˆ
Ω
ρ0(·)u0(·) · ψ(τ, ·)dx
(11)
for any ψ ∈ C∞c
(
[0, T )× Ω,RN
)
and 0 < τ < T .
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• We say the energy equation is satisfied weakly if the following holds
τˆ
0
ˆ
Ω
[E∂tφ+ (E + p(ρ, ϑ))u · ∇xφ] dxdt =
ˆ
Ω
E(τ, ·)φ(τ, ·)dx−
ˆ
Ω
E(0, ·)φ(0, ·)dx (12)
for any φ ∈ C∞c ([0, T )× Ω,R) and 0 < τ < T where E(t, x) :=
1
2
ρ|u|2 + ρe(ρ, ϑ).
• We say the solution is admissible if it satisfies the weak formulation (10)–(12) along with the
following weak formulation of entropy inequality
τˆ
0
ˆ
Ω
[ρΨ(s(ρ, ϑ))∂tφ+ ρΨ(s(ρ, ϑ))u · ∇xφ] dxdt ≤
ˆ
Ω
ρ(τ, ·)Ψ(s(ρ(τ, ·), ϑ(τ, ·))φ(τ, ·)dx
−
ˆ
Ω
ρ0(·)Ψ(s(ρ0(·), ϑ0(·)))φ(0, ·)dx
(13)
for any 0 ≤ φ ∈ C∞c ([0, T )× Ω,R) ,Ψ ∈ BC(R),Ψ
′ ≥ 0 and 0 < τ < T . BC(R) denotes the
space of bounded continuous functions on R.
It is important to mention that the well–posedness of the system (1)–(4) is still largely unavailable.
Though the existence of weak solution is known in very few cases. In his seminal work [14] Diperna
gave the concept of measure valued solution to gas dynamics. That is to describe the solution in
terms of a sequence of Young measures. In [3] Brˇezina and Feireisl introduced the notion of
dissipative measure valued solution to the complete Euler system. A detailed definition can be
found in next subsection. Note that weak solutions are included in this category.
For compressible isentropic Euler system the ill–posedness results exist due to Chiodaroli et
al. [8]. They followed the mechanism of convex integration previously used by De Lellis and
Sze´kelyhidi [13]. Feireisl et al. showed that there exist infinitely many admissible weak solutions
to the complete Euler system in [20]. In all of these above construction of infinitely many solutions
are due to the presence shock in the solution.
As per as uniqueness results are concerned Chen et al. [7] showed the uniqueness of solution
for Riemann problem in one dimension for full Euler system in the Lagrangian coordinate. Chen
and Frid [6] showed the asymptotic stability in large time. In [21] Feireisl and Kreml established
uniqueness of rarefaction waves for compressible Euler system of barotropic flow in multi dimension.
Feireisl et al. [22] proved stability of rarefaction solutions of one dimensional Riemann problem
in multi-D for the system (1)-(3). Brˇezina and Feireisl [3] proved a weak(measure valued)-strong
uniqueness for full Euler system. Stability results for strictly hyperbolic system in one dimension
can be found in work [15] of Diperna. For full Navier-Stokes-Fourier system, the weak-strong
uniqueness results are due to work [24] of Feireisl and Novotony´. In [18] the uniqueness for
barotropic Euler system has been obtained by instrumentalizing commutator estimate. It was first
time when commutator estimate has been used in the context of weak-strong uniqueness results.
Relative entropy method has been applied to other systems also to prove weak-strong uniqueness
(see for instance [12] and [25]). For a good survey on weak-strong uniqueness appeared in fluid
mechanics we refer interested reader to [29]. On a slightly different note we want to mention that
in [10] and [11] Dafermos proposed a principle of maximal dissipation as a uniqueness criterion
for physical solution. In [4] Brˇezina and Feireisl obtained the class of maximal solution subject to
entropy production rate for full Euler system.
In this article we consider dissipative solution in one hand and a weak solution with minimal
Besov regularity in the other hand. Then we show that these two solution coincide if the Besov
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solution satisfies a one sided Lipschitz condition. We assume the Besov regularity only for positive
time and this allows the rarefaction waves to be included in the class of Besov solution with one
sided Lipschitz condition (21). This also indicates that in our context suitable jumps are allowed
in the initial data. We use a relative entropy motivated from the work [10] of Dafermos. Since in
our set up we do not have the pointwise sense of the system (1)–(4) for the Besov solution we work
with the mollified version of the solution and then pass to the limit. The passage of limit relies on
the commutator estimate [16].
In this short para we mention some applications of commutator estimate in the context of
fluid mechanics. In [9] authors have used the commutator estimate for Besov function in order to
prove the positive result of Onsagar’s conjecture. Feireisl et al. [19] gave one sufficient condition
to get the energy conservation for compressible isentropic Euler system. They have utilized the
commutator estimate for Besov functions. An analogous result has been proved in [17] for complete
Euler system. As we have mentioned earlier commutator estimate has been used in [18] to show
uniqueness of dissipative solutions to the isentropic compressible Euler system.
The article is organized as follows. In next subsection 1.1 we give the outline of our method.
In the subsection 1.2 we give the complete definition of dissipative measure valued solution and
dissipative solution. After that in subsection 1.3 we state our main results and prove them in
section 3. The commutator estimate lemma 3.1 is stated in subsection 3.1.
1.1. Outline of the method
• Our main vehicles of the proof are relative entropy and the commutator estimate. It can
be seen as variant of weak-strong uniqueness. The main difference between weak-strong
uniqueness and our method is that we have considered measure valued solution in place of
weak solution and instead of strong solution we have considered a weak solution with certain
Besov regularity.
• In the context of weak-strong uniqueness the natural choice of the test function is the strong
solution. In our situation we do not have that flexibility since our regular solution is not
C1 rather Besov. To avoid this restriction the idea is to mollify them and use the mollified
version as test function.
• It follows from the property of Besov functions that the quantity
‖g(·+ h)− g(·)‖Lp
|h|β
is
bounded. Keeping in mind this fact we pass the limits in mollifiers sequence to get back the
actual Besov solution we have started with.
1.2. Dissipative measure-valued solutions
In this subsection we are going to define the notion of dissipative solutions. We are following
the same path as it has been defined in [2]. For similar notion of dissipative solutions in the context
of isentropic compressible Euler system, interested reader can check [1].
Consider the following subset of RN+2
Q :=
{
[ρ¯, m¯, S¯]
∣∣ρ¯ ≥ 0, m¯ ∈ RN , S¯ ∈ R} .
Let P (Q) be the set of all probability measures on Q. By M+
(
Ω¯
)
and M+
(
SN−1 × Ω¯
)
we
denote the set of positive Radon measures on Ω¯ and SN−1× Ω¯ respectively. A dissipative measure
valued solution of Euler equations (1)–(4) corresponding to the initial data [ρ¯0, m¯0, S¯0] and total
energy E0 is consisting of the following three things
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(i) a parametrized family of probability measures
Yt,x : (0,∞)× Ω→ P (Q) , Y ∈ L
∞
weak−(∗) ((0, T )× Ω;P (Q)) ,
(ii) internal and kinetic energy concentration defect measures
Dkin,Dint ∈ L
∞
weak−(∗)
(
(0,∞);M+
(
Ω¯
))
,
(iii) convection concentration defect measure
Dconv ∈ L
∞
weak−(∗)
(
(0,∞);M+
(
SN−1 × Ω¯
))
.
For 0 ≤ σ < τ < T the Euler system (1)–(4) are satisfied in the following sense
• Mass conservation or the continuity equation (1)
τˆ
σ
ˆ
Ω
[〈Yt,x; ρ¯〉∂tφ+ 〈Yt,x; m¯〉 · ∇xφ] dxdt =

ˆ
Ω
〈Yt,x; ρ¯〉φ(t, ·)dx


t=τ
t=σ
(14)
for any φ ∈ C∞c ([0, T )× Ω,R).
• Momentum conservation
τˆ
σ
ˆ
Ω
[
〈Yt,x; m¯〉 · ∂tψ +
〈
Yt,x;
m¯⊗ m¯
ρ¯
〉
: ∇xψ + 〈Yt,x; p(ρ¯, S¯)〉divxψ
]
dxdt
+
τˆ
σ

ˆ
Ω
ˆ
SN−1
((ξ ⊗ ξ) : ∇xψ)dDconv(t)

 dt+ (γ − 1)
τˆ
σ

ˆ
Ω
(divxψ)dDint(t)

 dt
=

ˆ
Ω
〈Yt,x; m¯〉 · ψ(t, ·)dx


t=τ
t=σ
(15)
for any ψ ∈ C∞c
(
[0, T )× Ω,RN
)
.
• Energy conservationˆ
Ω
〈
Yt,x;
1
2
|m¯|2
ρ¯
+ cV (ρ¯)
γexp
(
S¯
cV ρ¯
)〉
dx+
ˆ
Ω¯
(
dDkin(t) + dDint(t)
)
= E0 (16)
for a.e. t ≥ 0 where E0 :=
´
Ω
1
2
|m¯0|2
ρ¯0
+ cV (ρ¯0)
γexp
(
S¯0
cV ρ¯0
)
dx.
• Entropy inequality
τˆ
σ
ˆ
Ω
[〈
Yt,x; ρ¯Ψ
(
S¯
ρ¯
)〉
∂tφ+
〈
Yt,x; Ψ
(
S¯
ρ¯
)
m¯
〉
· ∇xφ
]
dxdt
≤

ˆ
Ω
〈
Yt,x; ρ¯Ψ
(
S¯
ρ¯
)〉
φ(t, ·)dx


t=τ
t=σ
(17)
for any 0 ≤ φ ∈ C∞c ([0, T )× Ω,R) ,Ψ ∈ BC(R),Ψ
′ ≥ 0.
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Definition 1.1. A dissipative measure valued solution of the Euler equations (1)–(4) corresponding
to the initial data [ρ¯0, m¯0, S¯0] and the initial energy E0, is a parametrized family of probability
measures
Yt,x : (0,∞)× Ω→ P (Q) , Y ∈ L
∞
weak−(∗) ((0, T )× Ω;P (Q)) ,
along with the energy concentration defect measures
Dkin,Dint ∈ L
∞
weak−(∗)
(
(0, T )× Ω;M+
(
Ω¯
))
and the convection concentration defect measure
Dconv ∈ L
∞
weak−(∗)
(
(0, T )× Ω;M+
(
SN−1 × Ω¯
))
,
1
2
ˆ
SN−1
dDconv = Dkin
satisfying the integral identities (14),(15),(16) and (17).
Definition 1.2. The tuple ([ρ,m,S], E0) with
ρ ∈ Cweak,loc ([0,∞);L
γ(Ω)) ,m ∈ Cweak,loc
(
[0,∞);L
2γ
γ+1 (Ω,RN)
)
,
S ∈ L∞ ((0,∞);Lγ(Ω)) ∩BVweak,loc
(
[0,∞);W−l,2(Ω)
)
, l > N
2
+ 1,
(18)
is a dissipative solution of Euler system (1)–(4) with initial data
([ρ0,m0,S0], E0) ∈ L
γ(Ω)× L
2γ
γ+1 (Ω,RN )× Lγ(Ω)× [0,∞)
if there exists a dissipative measure valued solution Yt,x as in definition 1.1 such that the following
holds
ρ(t, x) = 〈Yt,x; ρ¯〉 , m(t, x) = 〈Yt,x; m¯〉 , S(t, x) =
〈
Yt,x; S¯
〉
. (19)
1.3. Main result
Theorem 1.1. Let p, e, s be related by (5), (6) and (7). Let [ρ,m,S] be a dissipative solution
to the complete Euler system (1)–(4) according to definition 1.2 with the initial data [ρ0,m0,S0].
Suppose the trio [r, u,T] is a weak solution to the system (1)–(3) with the initial data [ρ0, u0,T0]
such that m0 = ρ0u0 and S0 = ρ0s(ρ0,T0) hold. Moreover, we assume that the weak solution
[r, u,T] satisfying the following properties
(a) There exist r, R, C > 0 such that
0 < r < r < R, |u| ≤ C for a.e. (t, x) ∈ (0, T )× Ω.
(b)
r ∈ Bα,∞q ((δ, T )× Ω) ∩ C ([0, T ], L
1(Ω,R)) ,
u ∈ Bβ,∞q ((δ, T )× Ω) ∩ C
(
[0, T ], L1(Ω,RN)
)
T ∈ W 1,∞((δ, T )× Ω) ∩ C ([0, T ], L1(Ω,R))
with β > max{α, 1− α}, q ≥
4γ
γ − 1
, (20)
for each δ > 0.
(c) There exists C ∈ L1((0, T ),R+) such that velocity u satisfies the followingˆ
Ω
[
−ξ · u(τ, ·)(ξ · ∇x)ϕ+ C(τ)|ξ|
2ϕ
]
≥ 0 (21)
for any ξ ∈ RN and any ϕ ∈ C∞(Ω), ϕ ≥ 0.
Then the following holds
ρ ≡ r, m ≡ ru and S ≡ rs(r,T) for a.e. (t, x) ∈ (0, T )× Ω.
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Since dissipative solutions are much general concept and the weak solutions are already included
in this category the similar result is true for admissible solutions also.
Corollary 1.1. Let [ρ,m,Θ] is an admissible solution to the complete Euler system (1)–(4) in the
sense of (10)–(13) with the initial data [ρ0,m0,Θ0]. Let the trio [r, u,T] be a weak solution to the
system (1)–(3) with the initial data [ρ0, u0,Θ0] such that m0 = ρ0u0. Assume that [r, u,T] satisfies
the assumptions (a),(b) and (c) as in Theorem 1.1. Then we have
ρ ≡ r, m ≡ ru and Θ ≡ T for a.e. (t, x) ∈ (0, T )× Ω.
Remark 1.1. It is important to note that the solutions consisting one dimensional rarefaction
waves are included in class of Besov solutions (20) with one sided Lipschitz condition (21). We
can consider a one dimensional Riemann data u0(x1) for system (1)–(3) such that only rarefaction
appears in the solution. Then we extend that data in multi dimension by keeping it invariant in
other variables. For more on Riemann problem solutions one can check [5].
Remark 1.2. Working on the domain as defined in (8) is really not a restriction. One can
also work with non-periodic data and domain as well. Then it can be reduced to our situation by
following the similar analysis as in section 6 of [18].
1.4. Preliminaries and notations
Suppose β ∈ (0, 1), p ≥ 1 and U ⊂ U¯ ⊂ (0, T )× Ω the Besov semi-norm is defined as follows
|g|
B
β,∞
p
= sup
06=h∈RN+1, U+h⊂(0,T )×Ω
‖g(·+ h)− g(·)‖Lp
|h|β
.
For more on Besov space we refer interested reader to [28]. Let {ηǫ}ǫ>0 be standard mollifier
sequence. Then for a function g ∈ Bβ,∞p we have the following estimates for ǫ > 0
‖g ∗ ηǫ − g‖Lp ≤ |g|Bβ,∞p ǫ
β ,
‖g(·+ h)− g(·)‖Lp ≤ |g|Bβ,∞p |h|
β,
‖∇(g ∗ ηǫ)‖Lp ≤ |g|Bβ,∞p ǫ
β−1.
Above estimates follow from the definition and careful analysis. We refer [9] for the proof.
2. Relative entropy
Let
r ∈ C1 ([0, T ]× Ω) , r > 0,T ∈ C1 ([0, T ]× Ω) , u ∈ C1
(
[0, T ]× Ω,RN
)
.
We define ballistic free energy as follows
HT(r, θ) := re(r, θ)− Trs(r, θ). (22)
For technical reason we would like to consider the following quantity which is comparable to the
temperature ϑ.
Θ := (ρ)γ−1exp
{
(γ − 1)
S
ρ
}
for ρ ∈ (0,∞) and S ∈ R. (23)
This implies S = ρs(ρ,Θ). Now we are ready to define the relative entropy
E (ρ,m,Θ | r, u,T) :=
1
2
ρ
∣∣∣∣mρ − u
∣∣∣∣
2
+ρe(ρ,Θ)−ρTΨ (s(ρ,Θ))−∂rHT(r,T) (ρ− r)−HT(r,T). (24)
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2.1. Relative entropy inequality
With the definition (24) by a steady calculation we can show the following proposition.
Proposition 2.1. Let [ρ,m,S] be a dissipative solution defined as in definition 1.2. Let
r ∈ C1 ([0, T ]× Ω) , r > 0,T ∈ C1 ([0, T ]× Ω) , u ∈ C1
(
[0, T ]× Ω,RN
)
.
Then we have
ˆ
Ω
(〈
Yt,x;E
(
ρ¯, m¯, Θ¯ | r, u,T
)〉
+ dDkin(t) + dDint(t)
)
dx


t=τ
t=σ
≤
τˆ
σ
ˆ
Ω
[〈
Yt,x;
(m¯− ρ¯u)⊗ (ρ¯u− m¯)
ρ¯
〉
: ∇xu
]
dxdt
−
τˆ
σ
ˆ
Ω
∂THT
r
(〈Yt,x; ρ¯〉 ∂tT+ 〈Yt,x; m¯〉 · ∇xT) dxdt
−
τˆ
σ
ˆ
Ω
[〈
Yt,x; ρ¯Ψ
(
s(ρ¯, Θ¯)
)〉
∂tT+
〈
Yt,x; Ψ
(
s(ρ¯, Θ¯)
)
m¯
〉
· ∇xT
]
dxdt
+
τˆ
σ
ˆ
Ω
[(
1−
〈
Yt,x;
ρ¯
r
〉)
∂t (p(r,T))−
〈
Yt,x;
ρ¯u
r
〉
· ∇x (p(r,T))
]
dxdt
+
τˆ
σ
ˆ
Ω
1
r
[
〈Yt,x; ρ¯u− m¯〉 · (r∂tu+ r∇xu · u+∇xp(r,T))−
〈
Yt,x; p(ρ¯, Θ¯)
〉
divxu
]
dxdt
− R(σ, τ),
(25)
where
R(σ, τ) :=
τˆ
σ

ˆ
Ω
ˆ
SN−1
((ξ ⊗ ξ) : ∇xu)dDconv(t)

 dt+ (γ − 1)
τˆ
σ

ˆ
Ω
(divxu)dDint(t)

 dt. (26)
Proof. 1. Set φ = 1
2
|u|2 in continuity equation (14) and get
ˆ
Ω
〈Yt,x; ρ¯〉
1
2
|u|2dx


t=τ
t=σ
=
τˆ
σ
ˆ
Ω
[〈Yt,x; ρ¯〉∂tu · u+ 〈Yt,x; m¯〉 · ∇xu · u] dxdt. (27)
2. Put ψ = u in momentum equation (15) and obtain the following
ˆ
Ω
〈Yt,x; m¯〉 · u(t, ·)dx


t=τ
t=σ
=
τˆ
σ
ˆ
Ω
[
〈Yt,x; m¯〉 · ∂tu+
〈
Yt,x;
m¯⊗ m¯
ρ¯
〉
: ∇xu+
〈
Yt,x; p(ρ¯, Θ¯)
〉
divxu
]
dxdt
+
τˆ
σ

ˆ
Ω
ˆ
SN−1
((ξ ⊗ ξ) : ∇xu)dDconv(t)

 dt+ (γ − 1)
τˆ
σ

ˆ
Ω
(divxu)dDint(t)

 dt.
(28)
3. Take φ = T in entropy inequality (17) we have
8
−
ˆ
Ω
〈
Yt,x; ρ¯Ψ
(
s(ρ¯, Θ¯)
)〉
T(t, ·)dx


t=τ
t=σ
≤ −
τˆ
σ
ˆ
Ω
[〈
Yt,x; ρ¯Ψ
(
s(ρ¯, Θ¯)
)〉
∂tT+
〈
Yt,x; Ψ
(
s(ρ¯, Θ¯)
)
m¯
〉
· ∇xT
]
dxdt.
(29)
4. Next we set φ = ∂rH(r,T) in continuity equation we get
ˆ
Ω
〈Yt,x; ρ¯〉 ∂rH(r,T)dx


t=τ
t=σ
=
τˆ
σ
ˆ
Ω
[〈Yt,x; ρ¯〉∂t (∂rH(r,T)) + 〈Yt,x; m¯〉 · ∇x (∂rH(r,T))] dxdt.
(30)
5. From the definition of ballistic free energy HT we have
ˆ
Ω
[r∂rHT(r,T)−HT(r,T)]dx
∣∣∣∣∣∣
t=τ
t=σ
=
ˆ
Ω
p(r,T)dx
∣∣∣∣∣∣
t=τ
t=σ
=
τˆ
σ
ˆ
Ω
∂tp(r,T)dxdt.
(31)
Now clubbing (27)–(31) with energy conservation (16) we have the following inequality
ˆ
Ω
〈
Yt,x;E
(
ρ¯, m¯, Θ¯ | r, u,T
)〉
dx+
ˆ
Ω¯
(
dDkin(t) + dDint(t)
)
dx


t=τ
t=σ
≤ −
τˆ
σ
ˆ
Ω
〈
Yt,x; p(ρ¯, Θ¯)
〉
(divxu)dxdt−
τˆ
σ
ˆ
Ω
∂TH
r
(〈Yt,x; ρ¯〉 ∂tT+ 〈Yt,x; m¯〉 · ∇xT) dxdt
−
τˆ
σ
ˆ
Ω
[〈
Yt,x; ρ¯Ψ
(
s(ρ¯, Θ¯)
)〉
∂tT+
〈
Yt,x; Ψ
(
s(ρ¯, Θ¯)
)
m¯
〉
· ∇xT
]
dxdt
+
τˆ
σ
ˆ
Ω
[(
1−
〈
Yt,x;
ρ¯
r
〉)
∂t (p(r,T))−
〈
Yt,x;
m¯
r
〉
· ∇x (p(r,T))
]
dxdt
+
τˆ
σ
ˆ
Ω
〈Yt,x; ρ¯u− m¯〉 · [∂tu+∇xu · u] +
τˆ
σ
ˆ
Ω
[〈
Yt,x;
(m¯− ρ¯u)⊗ (ρ¯u− m¯)
ρ¯
〉
: ∇xu
]
dxdt
−
τˆ
σ

ˆ
Ω
ˆ
SN−1
((ξ ⊗ ξ) : ∇xu)dDconv(t)

 dt− (γ − 1)
τˆ
σ

ˆ
Ω
(divxu)dDint(t)

 dt.
With further modification we obtain (25) with (26).
Now we want to recall some properties of the relative entropy. Detail analysis of these properties
can be found in [23] and [24] as it has been done in the context of full Navier-Stokes-Fourier system.
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Let r, R > and θ, θ¯ > 0 such that the following holds
r(t, x) ∈ [r, R] and T(t, x) ∈ [θ, θ¯] for (t, x) ∈ (0, T )× Ω. (32)
Then we have the following
E (ρ,m,Θ | r, u,T) ≥ C


1
2
ρ
∣∣∣∣mρ − u
∣∣∣∣
2
+ |ρ− r|2 + |Θ− T|2 if (ρ,Θ) ∈ [r, R]× [θ, θ¯],
1
2
ρ
∣∣∣∣mρ − u
∣∣∣∣
2
+ 1 + |ρs(ρ,Θ)|+ e(ρ,Θ) otherwise,
(33)
the above constant C depends on r, R, θ, θ¯.
Before we jump into the proof of our main theorem we would like to make few remarks and
convenient assumptions on the measure valued solution. We give a proof for the measure valued
solutions with ρ¯ ∈ [r, R] and Θ¯ ∈ [θ, θ¯] and for this assumption one case arises in the (33). The
general case can be done by separating both the possibilities with a suitable cut-off function as
done in [24]. However, we feel that the main focus of the current article is to understand the role
of commutator estimate to get uniqueness for complete Euler system with minimal assumption on
the weak solution. For the similar reason we take Ψ(s) = s in (25) and the general case can be
treated as it has been done in [3].
3. Proof of Theorem 1.1
Consider the mollified version of density, velocity and temperature of the Besov solution
rǫ := r ∗ ηǫ, uǫ := u ∗ ηǫ, Tǫ := T ∗ ηǫ (34)
respectively. Now we employ the proposition 2.1 with (rǫ, uǫ,Tǫ) and get
ˆ
Ω
(〈
Yt,x;E
(
ρ¯, m¯, Θ¯ | rǫ, uǫ,Tǫ
)〉
+ dDkin(t) + dDint(t)
)
dx


t=τ
t=σ
≤
τˆ
σ
ˆ
Ω
[〈
Yt,x;
(m¯− ρ¯uǫ)⊗ (ρ¯uǫ − m¯)
ρ¯
〉
: ∇xuǫ
]
dxdt
−
τˆ
σ
ˆ
Ω
∂THTǫ(rǫ,Tǫ)
rǫ
(〈Yt,x; ρ¯〉 ∂tTǫ + 〈Yt,x; m¯〉 · ∇xTǫ) dxdt
−
τˆ
σ
ˆ
Ω
[〈
Yt,x; ρ¯s(ρ¯, Θ¯)
〉
∂tTǫ +
〈
Yt,x; s(ρ¯, Θ¯)m¯
〉
· ∇xTǫ
]
dxdt
+
τˆ
σ
ˆ
Ω
[〈
Yt,x; 1−
ρ¯
rǫ
〉
∂t (p(rǫ,Tǫ))−
〈
Yt,x;
ρ¯uǫ
rǫ
〉
· ∇x (p(rǫ,Tǫ))
]
dxdt
+
τˆ
σ
ˆ
Ω
1
rǫ
[
〈Yt,x; ρ¯uǫ − m¯〉 · (rǫ∂tuǫ + rǫ∇xuǫ · uǫ +∇xp(rǫ,Tǫ))−
〈
Yt,x; p(ρ¯, Θ¯)
〉
divxuǫ
]
dxdt
− R(σ, τ)
= J ǫ1 + J
ǫ
2 + J
ǫ
3 −R(σ, τ),
10
where J ǫ1 ,J
ǫ
2 ,J
ǫ
3 are defined as follows
J ǫ1 :=
τˆ
σ
ˆ
Ω
[〈
Yt,x;
(m¯− ρ¯uǫ)⊗ (ρ¯uǫ − m¯)
ρ¯
〉
: ∇xuǫ
]
dxdt,
J ǫ2 := −
τˆ
σ
ˆ
Ω
[〈
Yt,x; ρ¯s(ρ¯, Θ¯)
〉
∂tTǫ +
〈
Yt,x; s(ρ¯, Θ¯)m¯
〉
· ∇xTǫ
]
dxdt
+
τˆ
σ
ˆ
Ω
[〈
Yt,x; 1−
ρ¯
rǫ
〉
∂t (p(rǫ,Tǫ))−
〈
Yt,x;
ρ¯uǫ
rǫ
〉
· ∇x (p(rǫ,Tǫ))
]
dxdt
−
τˆ
σ
ˆ
Ω
[
∂T(HTǫ(rǫ,Tǫ)
rǫ
(〈Yt,x; ρ¯〉 ∂tTǫ + 〈Yt,x; m¯〉 · ∇xTǫ) +
〈
Yt,x; p(ρ¯, Θ¯)
〉
divxuǫ
]
dxdt,
J ǫ3 :=
τˆ
σ
ˆ
Ω
1
rǫ
[〈Yt,x; ρ¯uǫ − m¯〉 · (rǫ∂tuǫ + rǫ∇xuǫ · uǫ +∇xp(rǫ,Tǫ))] dxdt,
R(σ, τ) :=
τˆ
σ

ˆ
Ω
ˆ
SN−1
((ξ ⊗ ξ) : ∇xuǫ)dDconv(t)

 dt+ (γ − 1)
τˆ
σ

ˆ
Ω
(divxuǫ)dDint(t)

 dt.
By the assumption of one sided Lipschitz condition on u we estimate J ǫ1 and R(σ, τ) as follows
J ǫ1 ≤
τˆ
σ
ˆ
Ω
C(t)
〈
Yt,x;E
(
ρ¯, m¯, Θ¯ | rǫ, uǫ,Tǫ
)〉
dxdt, (35)
R(σ, τ) ≤
τˆ
σ
ˆ
Ω
C(t)
(
dDkin(t) + dDint(t)
)
dxdt (36)
Before we analyze the term J ǫ2 we want to make a simple observation in the following claim.
Claim 3.1. Let F ∈ L∞([0, T )× Ω). Then we have
−
τˆ
σ
ˆ
Ω
∂Tp(rǫ,Tǫ)divxuǫFdxdt =
τˆ
σ
ˆ
Ω
rǫ∂Ts(rǫ,Tǫ) (∂tTǫ +∇xΘ · uǫ)Fdxdt
+ Qǫ1 +Q
ǫ
2 +Q
ǫ
3 +Q
ǫ
4
(37)
where Qǫ1,Q
ǫ
2,Q
ǫ
3,Q
ǫ
4 are defined as follows
Qǫ1 :=
τˆ
σ
ˆ
Ω
[∂t(rs(r,T))ǫ − ∂t(rǫs(rǫ,Tǫ))]Fdxdt,
Qǫ2 :=
τˆ
σ
ˆ
Ω
[divx(rs(r,T)u)ǫ − divx(rǫs(rǫ,Tǫ)uǫ)]Fdxdt,
Qǫ3 :=
τˆ
σ
ˆ
Ω
s(rǫ,Tǫ) (divx(rǫuǫ)− divx(ru)ǫ)Fdxdt,
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Qǫ4 :=
τˆ
σ
ˆ
Ω
1
rǫ
∂Tp(rǫ,Tǫ) (divx(ru)ǫ − divx(rǫuǫ))Fdxdt.
This can be proved by mollifying the Euler system (1)–(3) and the entropy equality for the trio
[r, u,T]. To make the presentation brief we skip the proof of claim 3.1. Another observation we
make from the definition of HT and the relation between internal energy e and entropy s is the
following
r∂rs(r,T) = −
1
r
∂Tp(r,T), ∂THTǫ(rǫ,Tǫ) = rǫs(rǫ,Tǫ). (38)
Identities (37),(38) imply
J ǫ2 =
τˆ
σ
ˆ
Ω
[〈
Yt,x; ρ¯s(rǫ,Tǫ)− ρ¯s(ρ¯, Θ¯)
〉
∂tTǫ +
〈
Yt,x; s(rǫ,Tǫ)m¯− s(ρ¯, Θ¯)m¯
〉
· ∇xTǫ
]
dxdt
+
τˆ
σ
ˆ
Ω
[〈
Yt,x; 1−
ρ¯
rǫ
〉
∂rp(rǫ,Tǫ) (∂trǫ + uǫ · ∇xrǫ)− uǫ · ∇x (p(rǫ,Tǫ))
]
dxdt
+
τˆ
σ
ˆ
Ω
[〈
Yt,x; 1−
ρ¯
rǫ
〉
∂Tp(rǫ,Tǫ) (∂tTǫ + uǫ · ∇xTǫ)
]
dxdt
−
τˆ
σ
ˆ
Ω
[〈
Yt,x; p(ρ¯, Θ¯)−
(γ − 1)Tǫ
rǫ
(ρ¯s(ρ¯, Θ¯)− rǫs(rǫ,Tǫ))∂Tp(rǫ,Tǫ)
〉
divxuǫ
]
dxdt
+
τˆ
σ
ˆ
Ω
(γ − 1)Tǫ(ρ¯s(ρ¯, Θ¯)− rǫs(rǫ,Tǫ))∂Ts(rǫ,Tǫ) (∂tTǫ +∇xΘ · uǫ) dxdt
+ Qǫ1 +Q
ǫ
2 +Q
ǫ
3 +Q
ǫ
4.
We use integration by parts to get
−
τˆ
σ
ˆ
Ω
uǫ · ∇xp(rǫ,Tǫ)dxdt =
τˆ
σ
ˆ
Ω
divx(uǫ)p(rǫ,Tǫ)dxdt.
Consequently, we write J ǫ2 as follows
J ǫ2 = K
ǫ
1 +K
ǫ
2 +K
ǫ
3 +K
ǫ
4 +Q
ǫ
1 +Q
ǫ
2 +Q
ǫ
3 +Q
ǫ
4. (39)
where Kǫi ’s are defined as follows
Kǫ1 :=
τˆ
σ
ˆ
Ω
[〈
Yt,x; ρ¯s(rǫ,Tǫ)− ρ¯s(ρ¯, Θ¯)
〉
∂tTǫ +
〈
Yt,x; s(rǫ,Tǫ)m¯− s(ρ¯, Θ¯)m¯
〉
· ∇xTǫ
]
dxdt
Kǫ2 :=
τˆ
σ
ˆ
Ω
[〈
Yt,x; 1−
ρ¯
rǫ
〉
∂rp(rǫ,Tǫ) (divx(rǫuǫ)− divx(ru)ǫ)
]
dxdt
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Kǫ3 :=
τˆ
σ
ˆ
Ω
[〈Yt,x; (ρ¯− rǫ) ∂rs(rǫ,Tǫ)〉 (∂tTǫ + uǫ · ∇xTǫ)] dxdt
+
τˆ
σ
ˆ
Ω
[〈
Yt,x; (γ − 1)Tǫ
(
ρ¯s(ρ¯, Θ¯)− rǫs(rǫ,Tǫ)
)
∂Ts(rǫ,Tǫ)
〉
(∂tTǫ + uǫ · ∇xTǫ)
]
dxdt
Kǫ4 := −
τˆ
σ
ˆ
Ω
[〈
Yt,x; p(ρ¯, Θ¯)− (ρ¯− rǫ)∂rp(rǫ,Tǫ)
〉
divxuǫ
]
dxdt
+
τˆ
σ
ˆ
Ω
[〈
Yt,x;
(γ − 1)Tǫ
rǫ
(ρ¯s(ρ¯, Θ¯)− rǫs(rǫ,Tǫ))∂Tp(rǫ,Tǫ) + p(rǫ,Tǫ)
〉
divxuǫ
]
dxdt
Next we estimate Kǫi ’s in terms of ǫ and E. We estimate Q
ǫ
i ’s and K
ǫ
2 in next subsection 3.1. The
first quantity Kǫ1,K
ǫ
3 can be estimated as follows
Kǫ1 ≤ C1
τˆ
σ
ˆ
Ω
〈
Yt,x;E
(
ρ¯, m¯, Θ¯ | rǫ, uǫ,Tǫ
)〉
dxdt, (40)
Kǫ3 ≤ C3
τˆ
σ
ˆ
Ω
〈
Yt,x;E
(
ρ¯, m¯, Θ¯ | rǫ, uǫ,Tǫ
)〉
dxdt (41)
The constants C1, C3 depend on ‖T‖W 1,∞((σ,τ)×Ω). For K
ǫ
4 consider the following
p(ρ¯, Θ¯)− (ρ¯− rǫ)∂rp(rǫ,Tǫ)−
(γ − 1)Tǫ
rǫ
(ρ¯s(ρ¯, Θ¯)− rǫs(rǫ,Tǫ))∂Tp(rǫ,Tǫ)− p(rǫ,Tǫ)
= p˜(ρ¯, S¯)− (ρ¯− rǫ)∂rp˜(rǫ,Sǫ)− (S¯ −Sǫ)∂Sp˜(rǫ,Sǫ)− p˜(rǫ,Sǫ)
where S¯ := ρ¯s(ρ¯, Θ¯), Sǫ := rǫs(rǫ,Tǫ) and p˜ : R+ × R+ → R is defined as
p˜(ρ,S) := p
(
ρ, ργ−1exp
{
(γ − 1)
S
ρ
})
.
By the assumption taken on pressure p it can be shown that (ρ,S) 7→ p˜(ρ,S) is a convex function
that is the Hessian matrix is non-negative definite (see Lemma 3.1 on page-10 of [2]). Hence we
get
Kǫ4 ≤ C4
τˆ
σ
ˆ
Ω
C(t)
〈
Yt,x; |ρ¯− rǫ|
2 + |S¯ −Sǫ|
2
〉
dxdt.
Therefore we have
Kǫ4 ≤ C4
τˆ
σ
ˆ
Ω
C(t)
〈
Yt,x;E
(
ρ¯, m¯, Θ¯ | rǫ, uǫ,Tǫ
)〉
dxdt (42)
where the constant C4 depends on r, R, θ, θ¯ and ‖p(·, ·)‖C2. We proceed to the next section which
will be devoted to estimate J ǫ3 and K
ǫ
2.
3.1. Commutator estimate
Lemma 3.1. Let U be a bounded domain in RM . Suppose that F : U˜ → Rk is defined as
F = (f1, · · · , fk) such that for each i ∈ {1, · · · , k} the component fi belongs to the Besov space
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Bαi,∞p (U ,R), p ≥ 2, where U˜ ⊂ R
M is another domain containing U in its interior. Let ηǫ be a
standard family of regularizing kernels, supp[ηǫ] ⊂ {|y| < ǫ}. Let G : K → R be a twice con-
tinuously differentiable function defined on a convex open set K ⊂ Rk containing the range of F.
Then
‖∇yG(Fǫ)−∇yG(F)ǫ‖L
p
2 (U ;RM )
≤
∑
|(γ1,··· ,γk)=γ|=2
ǫ
k∑
j=1
γjαj−1
(sup |∂γG|)
(
k∏
j=1
|fj|
γj
B
αj,∞
p
)
(43)
for ∇y = (∂y1 , . . . , ∂yM ).
One can prove this lemma by using Taylor expansion of C2 function and estimate of difference
quotient for Besov function. For a sake of completeness we give a sketch of the proof in the
Appendix. Next we estimate J ǫ3 and K
ǫ
2 by employing lemma 3.1. But before that we mollify the
continuity equation and momentum equation to get
∂trǫ + divx(ru)ǫ = 0,
∂t(ru)ǫ + divx(ru⊗ u)ǫ +∇xp(r,T)ǫ = 0.
Therefore we write
J ǫ3 =
τˆ
σ
ˆ
Ω
1
rǫ
[〈Yt,x; ρ¯uǫ − m¯〉 · (∂t(rǫuǫ) +∇xuǫ · (rǫuǫ) + divx(rǫuǫ)uǫ +∇xp(rǫ,Tǫ))] dxdt
−
τˆ
σ
ˆ
Ω
1
rǫ
〈Yt,x; ρ¯uǫ − m¯〉 · uǫ (∂trǫ + divx(rǫuǫ)) dxdt
=
τˆ
σ
ˆ
Ω
1
rǫ
〈Yt,x; ρ¯uǫ − m¯〉 · [(∂t(rǫuǫ)− ∂t(ru)ǫ) + (divx(rǫuǫ ⊗ uǫ)− divx(ru⊗ u))] dxdt
+
τˆ
σ
ˆ
Ω
1
rǫ
〈Yt,x; ρ¯uǫ − m¯〉 · [uǫ (divx(ru)ǫ − divx(rǫuǫ)) + (∇xp(rǫ,Tǫ)−∇xp(r,T)ǫ)] dxdt.
By lemma 3.1 we have
J ǫ3 ≤
(
ǫ2β−1 + ǫα+β−1
)
C(‖r‖Bα,∞q , ‖u‖Bβ,∞q ). (44)
Similarly, we have
Kǫ2 +Q
ǫ
1 +Q
ǫ
2 +Q
ǫ
3 +Q
ǫ
4 ≤ ǫ
α+β−1C(‖r‖Bα,∞q , ‖u‖Bβ,∞q ). (45)
3.2. Passage of limit ǫ→ 0 and a Gronwall type argument
By clubbing (35), (36), (40), (45), (41), (42) and (44) we have
ˆ
Ω
〈
Yt,x;E
(
ρ¯, m¯, Θ¯ | rǫ, uǫ,Tǫ
)〉
dx


t=τ
t=σ
≤ C
(
ǫ2β−1 + ǫα+β−1
)
+
τˆ
σ
ˆ
Ω
K(t)
〈
Yt,x;E
(
ρ¯, m¯, Θ¯ | rǫ, uǫ,Tǫ
)〉
dxdt
where C = C(‖r‖Bα,∞q , ‖u‖Bβ,∞q ) and K(t) = C(t) + C1 + C3 + C4. Now we are all set to pass the
limit ǫ → 0 and a sequence of σk → 0 to conclude the Theorem 1.1. This completes the proof
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Theorem 1.1.
Remark 3.1. (i) We can also prove the similar result without assuming the caloric state equation
and Boyle’s law then we need to compensate by assuming convexity on the pressure p. (ii) Another
point we would like to raise is that the proof does not see much difference if one works with q ≥ 2
instead of the power q ≥ 4γ
γ−1
as mentioned in Theorem 1.1.
Appendix
Proof of lemma 3.1. We write
∇yG(Fǫ)−∇yG(F)ǫ = DG(Fǫ)∇yFǫ −DG(F)∇yFǫ +DG(F)∇yFǫ −∇yG(F)ǫ.
Next we do
‖DG(Fǫ)∇yFǫ −DG(F)∇yFǫ‖L
p
2
=
∥∥∥∥∥
k∑
i=1
[∂iG(Fǫ)− ∂iG(F)]∇yfi
∥∥∥∥∥
L
p
2
=
∥∥∥∥∥
k∑
i=1
k∑
i=1
∂ijG(F
∗
ij) [(fj)ǫ − f]∇yfi
∥∥∥∥∥
L
p
2
≤
∑
|(γ1,··· ,γk)=γ|=2
ǫ
k∑
j=1
γjαj−1
(sup |∂γG|)
(
k∏
j=1
|fj|
γj
B
αj,∞
p
)
.
For the other part we do the following
DG(F)∇yFǫ −∇yG(F)ǫ
=
k∑
i=1
[∂iG(F)∇y(fi ∗ ηǫ)]−∇y(G(F) ∗ ηǫ)
=
ˆ
U˜
(
k∑
i=1
[∂iG(F(x))fi(x− y)∇yηǫ(y)]−G(F(x− y))∇yηǫ(y)
)
dy
=
ˆ
U˜
[
G(F(x))−
k∑
i=1
∂iG(F(x)) (fi(x)− fi(x− y))−G(F(x− y))
]
∇yηǫ(y)dy
=
ˆ
U˜
k∑
i,j=1
∂ijG(F
∗
ij(x, y)) (fi(x)− fi(x− y)) (fj(x)− fj(x− y))∇yηǫ(y)dy.
Therefore we obtain
‖DG(F)∇yFǫ −∇yG(F)ǫ‖L
p
2
≤
∑
|(γ1,··· ,γk)=γ|=2
ǫ
k∑
j=1
γjαj−1
(sup |∂γG|)
(
k∏
j=1
|fj|
γj
B
αj,∞
p
)
.
This completes the proof of lemma 3.1.
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