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Abstract
A visit of a graph is a permutation of its vertices which establishes the order in which these
are considered. In this paper we deal with the problem of determining visits that perform well in
terms of accumulated edges, where at a given step of the visit an edge is accumulated i both its
endpoints have already been considered at that step. Several visits of this kind are here dened,
the notion of strong and weak visiability presented, and the problem of deciding whether a graph
can be correctly visited or not is considered. Such a problem is computationally hard in various
versions. We then analyze necessary and sucient conditions for graph visitability, characterize
some a.e. visitable classes of graphs, describe polynomial-time algorithms to solve particular
problem instances, and give heuristics and approximation algorithms for some intractable cases.
? 2000 Elsevier Science B.V. All rights reserved.
1. Introduction
Suppose we wish to visit all the vertices of a graph G, and that this process consumes
some amount of certain resource. Suppose this resource as being supplied by the edges
of the graph, meaning that every time some edge is visited we get some \fuel" to be
used to take the next step(s) of the visit. In order to \survive" we must then collect,
step by step, enough edges to ensure the feasibility of the whole visit.
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Our problem is to answer the following questions: given a graph G, can we visit
it completely? And, if not, what is the largest part of it we can visit before getting
stuck?
Besides its theoretical interest, this problem has practical application in such elds
as parallel databases query optimization and network monitoring.
In the former context, the critical issue is join optimization [6]. The join demand
associated with a query can be described through a graph G, where a vertex is a
portion of a given relation (generally, a page residing in secondary memory), and two
vertices are adjacent if and only if they are the terms of a required join operation.
In parallel architectures it is customary to completely devote some processors (called
I=O processors) to I=O operations, whereas the others (called task processors) execute
only computational activities. Upon query, pages of the relation are transferred from the
disk of an I=O processor into the main memory of some task processors: clearly, the
latter can complete a join between two pages only after both of them have been
transferred into main memory. In terms of the graph G, we then say that an edge can
be processed only when both its extremes have been visited. To keep a high level
of performance, I=O processors should, as far as possible, schedule read operations so
that task processors are continuously busy. Assume that the architecture has k task
processors and, which is normally realistic, that data transfer and join operation times
are comparable to each other. Then, the desired set of joins can be optimally processed
if G can be visited so that (after an initial transient) a stock of at least k−1 accumulated
edges is mantained at each step of the visit.
The second scenario can be described as a network where k vertices play some
supervision role. Periodically, a control routine has to be run in order to check all
the network vertices that are under supervision (e.g., to prevent the spread of viruses).
One by one, supervised vertices must then send a message to each supervisor using dis-
tinct channels and only safe vertices (supervisors are assumed safe), and, after message
analysis, be declared safe or not. In order to correctly monitor the network one must
then provide a visiting procedure that ensures all vertices to have at least k independent
and safe channels to communicate with supervisors. Also this problem translates into
nding a peculiar visit of a graph G (now representing the network topology): in this
case, we in fact require that after the initial transient the endpoints of at least k edges
are visited at each step.
In this paper several visits of this kind are dened (basically, according to whether
the edges visited at a step can be stored and used to take any further step, or can only
be spent to take the next one), and the problem of deciding whether a graph can
be correctly visited or not is considered. Such a problem is computationally hard in
various versions. We here discuss some necessary=sucient visitability conditions, and
describe polynomial-time algorithms to solve the problem in particular cases; heuristics
and approximation algorithms are also given for some intractable cases.
The paper is organized as follows. In Section 2 we consider the most general def-
inition of the problem and a related complexity result; moreover, we introduce re-
stricted versions of the problem (strong and weak k-visitability problems) and several
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necessary=sucient conditions for a graph to be k-visitable. Sections 3 and 4 are,
respectively, devoted to the analysis of strong and weak k-visits. Section 4 is in par-
ticular divided into three subsections: in Section 4.1 we establish some general results
on weak k-visitability; in Section 4.2 we study the properties of a particular vertex
permutation in order to eciently approximate weak k-visits; nally, Section 4.3 deals
with particular cases in which the problem admits an ecient solution algorithm.
2. Formalization
For basic graph-theoretical notation we refer to [4]. In particular, we denote a graph
as a pair G= (V; E), where V (resp., E) denotes the set of the vertices (of the edges)
of G. For any H G (resp., U V ), we let also E(H) (E(U )) denote the edge set of
H (of the subgraph induced on G by the vertices of U ). For U V , N (U ) denotes
the neighbors of U , that is the vertices of V − U adjacent to those of U ; moreover,
if W V , U \W = ;, C(U;W ) denotes the set of all edges with one extreme in U
and the other in W (for simplicity, we write N (v) and C(U; v) instead of N (fvg) and
C(U; fvg)).
For basic notation on random graphs we refer to [1]. We refer to Gn;jEj as the class
of all graphs of order n with jEj edges, where all graphs have the same probability.
Gn;p on the other hand denotes the class of all graphs of order n in which the edges
are chosen independently and with probability p (hence, the probability of a graph
with m edges in Gn;p is pm(1 − p)(n(n−1))=2−m). In the sequel, ExpfYg denotes the
expected value of random variable Y .
2.1. The general problem
We dene two general types of graph visits. Let G be an undirected graph of order n,
and  :V ! f1; : : : ; ng a permutation of its vertices. For 16i6n, denote as Ei()E
the edge set of the subgraph induced on G by the v 2 V such that (v)6i. We
say that set Ei() contains the edges accumulated by visit  from step 1 to i. Let us
give the following key denitions:
Denition 2.1 (d-visit). Given a vector d = (d1; : : : ; dn−1), a permutation  :V !
f1; : : : ; ng is a d -visit of G if jEi+1()− Ei()j>di for 16i<n.
Denition 2.2 (weak d-visit). Given a vector d=(d1; : : : ; dn−1), a permutation  :V !
f1; : : : ; ng is a weak d -visit of G if jEi+1()j>
Pi
j=1 dj for 16i<n.
If G admits a d -visit, then we say that it is d -visitable. If G is d -visitable, it is clearly
weakly d -visitable, but (generally) not vice-versa. A d -visit fullling
Denition 2.1 is called strong.
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A necessary condition for G being weakly (and therefore strongly) d -visitable is the
following.
Fact 2.1. If G is weakly d -visitable then
Pn−1
j=1 dj6jEj.
Clearly, any supergraph of a d -visitable graph obtained by edge addition is d -visitable.
The problem of deciding whether a graph of order n admits a strong (resp., a weak)
d -visit for a given (n− 1)-vector d is in the following denoted as SV (WV ).
There are several graph-theoretical concepts and computational problems related to
SV and WV . Among others, we quote the notion of bandwidth [3], elimination de-
gree sequence [3], width and linkage [2]. In particular, a graph has bandwidth k if
the rows and columns of its adjacency matrix A can be permuted so that aij = 0 for
i6k, j> i + k and i> k, j< i − k. The width of a graph is dened as the min-
imum of max16i<nfjEi+1() − Ei()jg over all vertex permutations , whereas its
linkage is the maximum min-degree of any of its subgraphs. One can actually prove
(see [2]) that the width of any graph equals its linkage. As for the elimination de-
gree sequence problem, it consists in nding a vertex permutation  such that, for
16i<n, jEi+1() − Ei()j = di (a necessary condition for  to exist is obviouslyPn−1
i=1 di = jEj).
The linkage of a graph can be computed in polynomial time. On the other hand,
similarly to bandwidth and elimination degree sequence, deciding whether a given graph
is strongly or weakly d -visitable is in general a computationally intractable problem:
Theorem 2.1. Problems SV and WV are NP-complete.
Proof. By reduction from CLIQUE. Take di = i for 16i6q− 1 and di =0 for i>q.
Then, G contains a clique of size q i G is d -visitable. Notice that, with this particular
choice of d , G is strongly d -visitable i it is weakly d -visitable.
A problem closely related to WV can be dened by observing that ensuring enough
accumulated edges at each step corresponds to bounding in some way from above
those not accumulated. For any given integer D1; : : : ; Dn−1, dene then an inverse
(D1; : : : ; Dn−1)-visit  of G as a visit such that jE−Ei( )j6Di−1 for 1<i6n. Such a
visit clearly exists if and only if G admits a weak (d1; : : : ; dn−1)-visit with d1=jEj−D1
and di = Di−1 − Di for 1<i<n.
Notice that an inverse visit corresponds to the opposite of a weak one, while there
is no natural way of dening the opposite of a strong visit.
Though determining the existence an inverse visit is NP-complete (this directly fol-
lows from the previous theorem), approximate solutions of this problem can eciently
be obtained, as shown by the following theorem.
Theorem 2.2. Let G admit an inverse (D1; : : : ; Dn−1)-visit. Then; an inverse (2D1; : : : ;
2Dn−1)-visit of G can be computed in O(jEj+ n log n)-time.
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Proof. Suppose that G admits a visit  = (vh1 ; : : : ; vhn) such that jE − Ei( )j6Di−1
for 1<i6n. Let us show the existence of a polynomial-time algorithm A returning a
visit ^ such that jE − Ei(^)j62Di−1. Let A form ^ = (vj1 ; : : : ; vjn) taking the vertices
of G by non-increasing degree (this can be done in O(jEj + n log n) time). Set si =Pn
l=n−i+1 deg(vjl) to be the sum of the i smallest vertex degrees and, for any visit ,
Fi() to be the subset of edges of G with only one extreme taken by  at step i. One
has
2jE − Ei(^)j=
nX
l=i+1
deg(vjl) + jFi(^)j= sn−i + jFi(^)j; (1)
2Di−1>2jE − Ei( )j=
nX
l=i+1
deg(vhl) + jFi( )j>
nX
l=i+1
deg(vhl): (2)
Since jFi()j6sn−i, from (1) one gets jE − Ei(^)j6sn−i. On the other hand, sincePn
l=i+1 deg(vhl)>sn−i, equality (2) produces sn−i62Di−1, from which the thesis.
2.2. k-visits
We now focus on a particular case of d -visit called k-visit, namely a d -visit with
dj = 0 for 16j<k and dj = k for k6j<n.
Denitions 2.1 and 2.2 becomes then, respectively:
Denition 2.3 (strong k-visit). Given a positive integer k, a permutation
 :V !f1; : : : ; ng is a k-visit of G if jEi()− Ei−1()j>k for k < i6n.
Denition 2.4 (weak k-visit). Given a positive integer k, a permutation
 :V !f1; : : : ; ng is a weak k-visit of G if jEi()j>k(i − k) for k < i6n.
In other words, in case of strong (resp., of weak) k-visits we require to accumulate
at least (on the average) k new edges at each step { such an accumulation is clearly
possible only from the (k + 1)-st step on. Of course, a weakly k-visitable graph is
generally not k-visitable in the strong sense.
Notice that the width of G is the least k verifying jEi+1()−Ei()j6k for 16i<n
and some permutation , whilst computing the largest k such that G is strongly
k-visitable may not be sensible, since a k-visitable graph may be not (k + 1)- or
(k − 1)-visitable (take e.g. C4 and k = 2, or K1;3 and k = 3).
In the following we list some self-evident necessary and=or sucient conditions for
a graph G to be k-visitable.
Fact 2.2. A necessary and sucient condition for a graph G to be strongly 1-visitable
is that G is connected.
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Fig. 1. A graph satisfying condition (3) but not 3-visitable in either sense.
The condition is not necessary for a weak k-visit: for instance, K1;4 is weakly
2-visitable. Moreover, for k>2, k-connected graphs are generally not k-visitable in
the strong sense (for instance, take C5 for the case k = 2).
A necessary condition holding for weak (and therefore strong) k-visitability is im-
mediately derived from Denition 2.4.
Fact 2.3. If a graph G is weakly k-visitable; then
jEj>k(n− k): (3)
Condition (3) is however not sucient: take the graph of Fig. 1 and k = 3.
A necessary condition holding for strong k-visits directly derives from Denition
2.3:
Proposition 2.3. If a graph G is strongly k-visitable; then it contains a vertex of
degree >k which is adjacent to all the vertices of degree <k.
Proof. All the vertices of degree <k must clearly be visited within the rst k steps.
The (k + 1)-st visited vertex is then, by denition, adjacent to all the vertices of
degree <k.
Also the above condition is not sucient in general; moreover, it is not necessary
for weak visitability.
One might ask how condition (3) should be enforced in order to guarantee k-
visitability. Elementary possibilities are the following:
Proposition 2.4. If G satises condition (3); and moreover contains a stable set S of
k vertices of degree >n− k; then G is strongly k-visitable.
Proof. Take any  such that (v)6k 8v 2 S. If S is stable, then N (v)V − S for
any v 2 S, and since deg(v)>n− k = jV − Sj every u 2 V − S is adjacent to all the k
elements of S.
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Proposition 2.5. If G satises condition (3); and moreover contains a set S of k
vertices such thatX
v2S
deg(v)>k(n− k) + jE(S)j;
then G is weakly k-visitable.
Proof. Under the theorem assumption, one has
2jE(S)j+ jC(S; V − S)j=
X
v2S
deg(v)>k(n− k) + jE(S)j;
namely jE(S)j>k(n − k) − jC(S; V − S)j, implying that E(S) can be partitioned into
n− k subsets Ev, v 2 V − S, of at least k − jC(S; v)j edges each. Hence, for k < i6n,
jEi()j>jE(S)j+
X
k<(v)6i
jC(S; v)j
=
X
k<(v)6i
jEv [ C(S; v)j+
X
i<(v)
jEvj
>
X
k<(v)6i
(jEvj+ jC(S; v)j) =
X
k<(v)6i
k = k(i − k);
that is, G is weakly k-visitable.
In the sequel (Sections 3 and 4), we provide further results on k-visitability. In
particular (Section 4.3), some eort is made (i) to evaluate the likelihood of the con-
ditions in Propositions 2.4, and 2.5, and (ii) to nd further non-trivial conditions that,
together with (3), ensure weak k-visitability.
3. Strong k-visits
One major diculty in deciding about strong k-visitability lies in the choice of the
rst k vertices to visit. In fact, if these are known in advance, it is then possible to
derive a polynomial time algorithm.
Theorem 3.1. Given a graph G; an integer k > 0 and a subset of k vertices fv1; : : : ; vkg;
there exists an O(n2) time algorithm that nds a strong k-visit  of G with (vi)= i
for 16i6k; if one exists; and returns a negative answer otherwise.
Proof. Let = (v1; : : : ; vk ; vik+1 ; : : : ; vin) be a strong k-visit of G. Clearly, vertex vij can
be visited at any step l such that k < l<j, provided that vij is adjacent to at least k
vertices in v1; : : : ; vk ; : : : ; vil−1 . In fact, let 
0 = (v1; : : : ; vk ; vhk+1 ; : : : ; vhn) denote the new
sequence visiting vij at step l (i.e., vhl = vij). Then jEp(0)j − jEp−1(0)j>k for all
p>l. We call this \prioritizing".
Construct then a maximal sequence ^ = (v1; : : : ; vk ; vqk+1 ; : : : ; vqj) by looking at each
step for a vertex adjacent to at least k of the vertices previously visited, and suppose by
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contradiction that its length is j<n, i.e., that ^ is not a strong k-visit of G. Applying
successive prioritizing to , one then constructs a series
 = (v1; v2; : : : ; vk ; vik+1 ; : : : ; vqk+1 ; : : : ; vin);
(v1; v2; : : : ; vk ; vqk+1 ; vik+1 ; : : : ; vqk+2 ; : : : ; vin);
(v1; v2; : : : ; vk ; vqk+1 ; vqk+2 ; vik+1 ; : : : ; vqk+3 ; : : : ; vin);
...
(v1; v2; : : : ; vk ; vqk+1 ; vqk+2 ; : : : ; vqj ; vik+1 ; : : : ; vin)
of strong k-visits of G. In particular, the last sequence contradicts the maximality of ^.
The time complexity follows immediately.
Hence, for any xed k, deciding about strong k-visitability can be done in polynomial
time:
Corollary 3.2. Let G be a graph with n vertices. Then; for any given integer k > 0;
there exists an O(nk+2)-time algorithm returning a strong k-visit of G; if one; and a
negative answer otherwise.
We do not know any polynomial time algorithm for deciding about strong k-
visitability which includes k as part of the instance. Bad news extend to the prob-
lem of nding, for a given k > 0, a maximum sized k-visitable (in the strong sense)
subgraph of G. These can be expressed in this form:
Theorem 3.3. Suppose that; for any integer m>0; one can decide in polynomial time
whether a graph G contains or not a strongly k-visitable subgraph G0 with 2m or
more points. Then; a polynomial algorithm would exist to decide whether a bipartite
graph H admits or not a balanced complete subgraph Km;m.
Proof. Take G=H . Let us show that Km;mH i G contains a subgraph G0 of order
at least 2m that is strongly m-visitable. Suppose in fact that the largest m-visitable
subgraph G0 of G has less than 2m points and still G contains a subgraph isomorphic
to Km;m: this is clearly a contradiction, because Km;m is strongly m-visitable. Suppose
then that G0 has q>2m points. If so, for any k 2 fm+1; : : : ; 2m; : : : ; qg a subgraph G0k
of G0 exists which has k points and at least m(k − m) edges. In particular, G02m has
2m vertices and at least m(2m−m)=m2 edges. But, as G=H is bipartite, a subgraph
fullling this last condition is necessarily isomorphic to Km;m.
From the above theorem we infer that the problem of deciding whether, for any
given integers q and k, a graph G admits or not a strongly k-visitable subgraph of
order at least q is at least hard as any other problem in NP. In fact, for any given
m, nding a subgraph of G isomorphic to Km;m is NP-complete [5]. We can therefore
conclude with the following:
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Corollary 3.4. Given a graph G and a positive integer k; nding a maximum-sized
strongly k-visitable subgraph of G is NP-hard.
4. Weak k-visits
This section is divided into three parts. In Section 4.1 we show that, as opposite
to the case of strong k-visits, nding a weak k-visit with a given prex is generally
non-trivial. In Section 4.2 we analyse the performance of a particular vertex permutation
in terms of accumulated edges. Finally, sucient conditions for weak k-visitability are
reported and studied in Section 4.3.
4.1. A complexity result
Let us begin with proving the following theorem, which diers from the correspond-
ing result (Corollary 3.2) established for strong k-visits. In fact, choosing in advance
the rst k vertices does not help deciding about weak k-visitability.
Theorem 4.1. Given a graph G and a subset of V of k vertices fz1; : : : ; zkg; deter-
mining whether G admits or not a weak k-visit  with (zi) = i for 16i6k is
NP-complete.
Proof. The problem is clearly in NP. To prove its NP-completeness, we use a poly-
nomial time reduction from CLIQUE. Let hG; ki be an instance of CLIQUE. The
instance to construct consists of a graph G0 and a subset VI of k + 1 initial vertices
of G0. These are chosen so that G0 admits a weak (k + 1)-visit with the rst vertices
in VI if and only if G contains a clique with k vertices. To dene graph G0, set
V1 = fvi j i = 1; : : : ; 2k + 3g;
V2 = fwi j i = 1; : : : ; k + 1g
and
E1 = f(vi; vj) j 16i6k + 1; k + 26j62k + 3g;
E2 = f(vi; vj) j k + 26i62k + 3; k + 26j62k + 3; i 6= jg;
E3 = V  V2;
E4 = f(wi; wi+1) j i = 1; : : : ; kg:
Then G0 = (V 0; E0), where V 0 = V [ V1 [ V2 and E0 = E [ E1 [ E2 [ E3 [ E4, (see also
Fig. 2). Furthermore, let VI = fv1; : : : ; vk+1g.
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Fig. 2. Graph G0 without the edges of G.
If one then assumes that G contains a clique fu1; : : : ; ukg, one can construct a weak
(k + 1)-visit of G0 by setting
(vi) = i; vi 2 V1;
(ui) = 2k + i; 16i6k;
(wi) = 3k + 3 + i; wi 2 V2
and visiting the remaining vertices of V in any order
Conversely, suppose that G has no clique of size k. It is immediate to verify that
if G0 admits a (k + 1)-visit with the prescribed initial vertices, then, via a technique
similar to that applied in the proof of Theorem 3.1, such a visit can be transformed
into a \canonical" (k + 1)-visit , i.e., a visit such that (vi) = i for 16i62k + 3. In
fact, by denition, any other feasible (k+1)-visit 0 veries 0(vi)= i for 16i6k+1,
whereas for k +26i62k +3 and vi such that 0(vi) = j> i, a permutation 00 can be
dened to bring vi to its \canonical" place as follows
00(vi) = i;
00(v) = 0(v) + 1; i60(v)<j;
00(v) = 0(v); elsewhere;
so that 00 is still a weak k + 1-visit of G0. By repeated application of this technique
any feasible (k+1)-weak visit 0 can therefore be transformed into a canonical (k+1)-
visit .
It then suces proving that no canonical (k + 1)-visit  can be found in G0. To
this aim, rst note that by construction the subgraph of G0 induced by V [ V2 has a
clique of size k +2 i G has a clique of cardinality k. But, if G has no clique with k
vertices, then the maximum clique of the subgraph of G0 induced by V [ V2 has size
<k + 2. Hence the subgraph induced by the rst 3k + 5 vertices of  necessarily has
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less than (k+1)(k+2)+(k+1)(k+2)=2+(k+1)(k+2)=2=(k+1)(2k+4) vertices,
contradicting the assumption that  is a (k + 1)-visit.
4.2. Approximating weak k -visits via \minimum degree" sequences
For a vertex x of graph G let G− x be the graph with vertex set Vx = V −fxg and
edge set E(x) = fVx  Vxg \ E.
Let G=Gn be a graph of order n, and denote as un one of its minimum degree ver-
tices. For any positive integer i6n, denote as Gi−1 the graph obtained by suppressing
a minimum degree vertex ui of Gi.
To determine whether a graph G has or not a weak k-visit, it is sometimes a good
idea to try with the \minimum degree" sequence ~=(u1; : : : ; un). In fact, the following
theorem expresses an interesting property of this sequence in terms of accumulated
edges.
Theorem 4.2. For every i; 16i6n; one has jEi( ~)j>jEj(i(i − 1))=(n(n− 1)).
Proof. By denition of E(x),
njE(un)j>
nX
j=1
jE(uj)j= (n− 2)jEj
and recalling the denition of ~; jE(un)j= jEn−1( ~)j>(n−2)=njEj. Recursing on G−un
one gets in general jEn−p( ~)j>((n−p−1)(n−p)=n(n−1))jEj, and, setting i=n−p,
the thesis.
It is interesting to observe that, though there are weakly k-visitable graphs where ~
is not a k-visit (see below), no visit performs signicantly better than ~ on all graphs.
In fact, we can prove the following:
Theorem 4.3. For any > 0; there exists a graph G such that for all i; 16i6n;
every subset of i vertices induces a subgraph with at most (1+ )jEj(i(i−1)=n(n−1))
edges.
Proof. The claim follows immediately from [1, p. 45], considering the class Gn;jEj of
the random graphs with jEj uniformly distributed edges.
The \minimum degree" sequence ~ = (u1; : : : ; un) oers other nice features. In fact,
let p>k, and dene a partial weak k-visit as a permutation fullling
jEi()− Ep()j>k(i − p) (4)
for p6i6n. Observe that any  fullling inequality (4) with p = k is a weak
k-visit. Conversely, a weak k-visit  may not verify inequality (4), as one might have
Ek() 6= ;.
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Let also ^ = ; up+1; : : : ; un be a visit of G having prex  2 Vn−p and ui of
minimum degree in Gi (if  = u1; : : : ; up then ^ = ~). Denote nally as degi(u) the
degree of vertex u in Gi, that is, the number of vertices of Gi that are adjacent to u
(notice that u may not belong to Gi). One can easily prove the following:
Lemma 4.4. Suppose that; for certain positive integer p; Gi admits a unique min-
imum degree vertex ui for p6i6n. Then the sequence fdegi(ui)gp6i6n is non-
ascending.
Proof. If ui and ui+1 are non-adjacent the assertion is trivial. Assume then (ui; ui+1) 2
E. In this case, degi(ui) = degi+1(ui) − 1. On the other hand, since ui+1 is unique in
Gi+1, one has degi+1(ui+1)< degi+1(ui), i.e. degi+1(ui+1)< degi(ui) + 1.
From the above lemma, the following result is derived.
Theorem 4.5. Under the assumptions of Lemma 4:4; ^ is a partial weak k-visit of G
if and only if
jEj>k(n− p) + jEp()j: (5)
Proof. The ‘only-if ’ part trivially derives from the denition of partial weak k-visit.
For the ‘if ’ part observe that condition (5) corresponds to inequality (4) written for
i = n, that is
n−1X
j=p
degj(uj+1)>k(n− p): (6)
Let p< i6n. Truncate then the summation to the (i− 1)-st term (i.e., drop the terms
from the ith to the nth). Since by Lemma 4.4 the terms of the left-hand side of
inequality (6) are non-ascending, it follows:
i−1X
j=p
degj(uj+1)>k(i − p);
namely, up+1; : : : ; un fullls condition (4) for all i 2 fp+ 1; : : : ; ng.
Hence, we can state what follows.
Corollary 4.6. Under the assumptions of Lemma 4:4; ^ is a weak k-visit if and only
if condition (3) is satised.
Moreover, ~ turns out to be the desired visit under appropriate assumptions.
Theorem 4.7. For any integer k>(n − 1)=2; if G satises condition (3) then ~ is a
weak k-visit of G.
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Fig. 3. A weakly 3-visitable graph satisfying condition (3); here, ~ = (6; 7; 9; 8; 10; 5; 2; 1; 3; 4) fails to be a
weak 3-visit.
Proof. We prove the theorem by induction on n. For n = k, the assertion is trivial,
as any vertex permutation (in particular, ~) is a weak k-visit of a graph of order k.
Suppose now the theorem is true for every subgraph of G with n−1 vertices. Let u be
a minimum degree vertex of G. Distinguish two cases according to whether deg(u)6k
or deg(u)>k. In the former case, G−u has jEj−deg(u)>k(n− k)− k= k(n−1− k)
edges: by inductive assumption, G − u is then k-visitable, thus G is k-visitable as
well. In the latter case, G − u has at least (k(n − 1))=2 edges: for G − u to be
k-visitable it then suces requiring (k(n−1))=2>k(n−1− k), which holds in fact for
k>(n− 1)=2.
Theorem 4.7 does not hold in general for k < (n−1)=2. Let in fact G consist of two
K5 and one vertex adjacent to two vertices of each K5. Though jEj= 24= 3(jV j − 3),
G is not 3-visitable. Generally speaking, condition (3) is not sucient to ensure weak
k-visitability whenever G has minimum degree >k (this is the case of the above
graph). Suppose in fact jEj= k(n− k) and let k < deg(u)6deg(v) 8v 2 V : then G− u
has jEj − deg(u)<k(n − k − 1) edges, and therefore is not k-visitable. Furthermore,
one can provide examples of weakly k-visitable graphs where, in spite of the fact that
condition (3) holds true, ~ fails to be a weak k-visit (see for instance Fig. 3).
4.3. Further conditions for weak k -visitability
From Proposition 2.5 the following result easily derives.
Corollary 4.8. If G satises condition (3) and both:
(i) G contains a subgraph K with k vertices of degree >n− k in G;
(ii) the edges of K are no more than
P
v2K (deg(v) − (n − k)); then G is weakly
k-visitable.
Let us evaluate the likelihood of conditions (i) and (ii) above.
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A rst contribution in this direction is based on the observation that p=o(1=(n
p
n))
implies that a.e. the vertex degrees of G 2 Gn;p are 61. On the other hand, using
basic arguments of random graph theory one can prove the following:
Theorem 4.9. Set >= 1− p. For any xed p 2 (0; 1] and for any  2 (0; 1); there
exists an integer n such that; for all n>n and k>n> ; condition (i) holds in Gn;p
with probability at least 1− . Moreover; if k>n>+ ((1−>)=(1 +>))(1 + n>);
then
ExpfjE(K)jg6Exp
(X
v2K
(deg(v)− (n− k))
)
(7)
for any subgraph K of G with k vertices.
Proof. Denote as Yi the number of vertices with degree i = i(n) or more in a graph
G 2 Gn;p. We wish to prove that if we choose k>n> ; then
lim
n!1 ProbfYn−k>tg= 1 (8)
holds for some t>k.
To this purpose, for any xed > 0, take p 2 [n−3=2; 1]. Set also
i(n) = n
X
i6j<n

n− 1
j

pj >n−1−j ;
and let i be maximal and such that i(n)> 1: then [1] i>pn, or, setting i=n−k,
k<n>. However, since n−k(n)=n increases as k increases, one has that for any
k >k (and therefore for all k>n>)
lim
n!1 n−k(n) =1;
thus (see [1, p. 60]) equality (8) holds for any xed t.
Let us now prove inequality (7). In fact, one has ExpfPv2K deg(v)g = Pv2K
p(n− 1) = kp(n− 1) and ExpfjE(K)jg= (kp(k − 1))=2. Replacing these values into
inequality (7) one gets p>(2(n − k))=(2n − k − 1), i.e., k>n p + ((1 − p)=(1 + p))
(1 + n p).
Let us conclude with a further non-trivial condition that, in conjunction with condi-
tion (3), implies weak k-visitability.
Dene the excess at step i in a weak k-visit  as xi = jEi()j − k(i − k). In other
words, xi denotes the number of edges accumulated at step i that are in excess with
respect to what required at that step by Denition 2.4.
Let V 00 denote the set of vertices of V of degree 6k and set V 0=V −V 00. Let then
G00 (resp., G0) be the subgraph of G induced by V 00 (by V 0). Finally, for W V and
v 2 V −W , denote as degW (v) the number of vertices of W that are adjacent to v.
Theorem 4.10. Let G satisfy condition (3). Then; G0 weakly k-visitable implies G
weakly k-visitable.
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Proof. Set jV 00j = q. Construct a weak k-visit  of G by rst visiting G0 (which is
weakly k-visitable by assumption) and then G00 as follows. Let G00i (resp., G
0
i) be the
subgraph induced by the set V 00i (V
0
i ) of the q − i + 1 (n − q − i + 1) vertices not
yet (already) visited. G00 is then visited by choosing at step i a vertex ui such that
degV 00i (ui) = minv2V 00i fdegV 00i (v)g (i = 1; 2; : : : ; q).
Set now pi=jC(V 0i ; V 00i )j, and let xi denote the excess accumulated by  immediately
after visiting G0i . For any v 2 V 00i , one has k = degV 0i (v) + degV 00i (v) + i, with i>0.
We next prove that at each step i of the visit of G00, 16i6q, the chosen vertex ui
is such that xi>degV 00i (ui) + i, that is, the choice of ui is feasible for a weak k-visit
of G.
Indeed, uq is feasible. For i<q, one has
jE(G00i )j=
k(q− (i − 1))− pi −
Pq
j=i j
2
;
jE(G0i)j>k(n− k)− pi − jE(G00i )j;
xi = jE(G0i)j − k(jV 0i j − k):
From the above expressions one derives
xi>
k(q− i + 1)− pi +
Pq
j=i j
2
= jE(G00i )j+
qX
j=i
j>ui
q− i + 1
2
+
qX
j=i
j
and since (q− i + 1)=2>1 for i<q, the thesis is completely proved.
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