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Training fuzzy systems with the extended Kalman %lter
Dan Simon ∗
Department of Electrical Engineering, Cleveland State University, Stilwell Hall Room 332, 1960 East 24th Street,
Cleveland, OH 44115, USA

Abstract
The generation of membership functions for fuzzy systems is a challenging problem. We show that for Mamdani-type
fuzzy systems with correlation-product inference, centroid defuzzi%cation, and triangular membership functions, optimizing
the membership functions can be viewed as an identi%cation problem for a nonlinear dynamic system. This identi%cation
problem can be solved with an extended Kalman %lter. We describe the algorithm and compare it with gradient descent
and with adaptive neuro-fuzzy inference system (ANFIS) based optimization of fuzzy membership functions. The methods
discussed in this paper are illustrated on a fuzzy %lter for motor winding current estimation, and are compared with Butterworth
%ltering. We demonstrate that the Kalman %lter can be an e6ective tool for improving the performance of a fuzzy system.
Keywords: Learning; Filtering; Estimation; Training; Optimization; Gradient descent; Kalman %ltering

1. Introduction
Various methods have been proposed over the
years for the optimization of fuzzy membership
functions [2,8,20]. For example, many results have
been presented in the literature of the use of genetic
algorithms for fuzzy membership function optimization [23,31,38]. Other derivative-free methods that
have been used include neural networks [5,10], evolutionary programming [12], cell mapping (a geometric
method) [35], fuzzy equivalence relations [43], and
heuristic methods [39]. Gradient descent is one of the
derivative-based methods that has been used for shaping a fuzzy system’s membership functions [7,31].
Other derivative-based methods that have been used to

∗

Tel.: +1-216-687-5407; fax: +1-216-687-5405.
E-mail addresses: d.j.simon@csuohio.edu (D. Simon).

optimize fuzzy membership functions include the simplex method [6,15], least squares [36,41], backpropagation [40], and other numerical techniques [25].
Derivative-free methods have the advantage that
they do not require the derivative of the objective
function with respect to the membership function
parameters. They are more robust than derivativebased methods with respect to %nding a global minimum and with respect to their applicability to a
wide range of objective functions and membership
function forms. However, they typically tend to converge more slowly than derivative-based methods.
Derivative-based methods have the advantage of fast
convergence, but they tend to converge to local minima. In addition, due to their dependence on analytical derivatives, they are limited to speci%c objective
functions, speci%c types of inference, and speci%c
types of membership functions.
In this paper, we formulate a new derivative-based
optimizer for fuzzy membership functions. Our new

formulation consists of an extended Kalman %lter.
Typically gradient descent has been the method of
choice for derivative-based membership function
optimization. However, some practical diKculties
associated with gradient descent are slow convergence and ine6ectiveness at %nding a good solution [27,29,34,37]. This can be attributed to the
%rst-order characteristic of gradient descent and the
resultant neglect of correlations between outputs at
successive iterations. This diKculty can be addressed
by using second-order optimization algorithms that
process and use additional information about the
shape of the surface of the objective function. The
particular second-order method that we explore here
is Kalman %ltering.
Kalman %lters have been used with fuzzy logic in
various ways. For instance, Kalman %lters have been
used to extract fuzzy rules from a given rule base [42].
They have been used to optimize the parameters of
the Gaussian distribution transformation-based defuzzi%cation (GTD) and polynomial transformationbased defuzzi%cation (PTD) strategies [17]. Kalman
%lters have also been used to optimize the output function parameters of Takagi–Sugeno–Kang
fuzzy systems [28]. Fuzzy logic has been used to
compute the gains of a bank of parallel Kalman
%lters in order to combine their outputs [14], and
fuzzy logic has been used to combine least mean
square %ltering with Kalman %ltering for GPSbased navigation [24]. Fuzzy logic has also been
used to tune the parameters of a Kalman %lter [1,18,22]. However, this present paper is the
%rst known use of the Kalman %lter for the optimization of the membership functions of a fuzzy
system.
For linear dynamic systems with white process and
measurement noise, the Kalman %lter is known to be
an optimal estimator. For nonlinear dynamic systems
with colored noise, the Kalman %lter can be extended
by linearizing the system around the current parameter estimates. This algorithm updates parameters in
a way that is consistent with all previously measured
data and generally converges in a few iterations. In
the following sections, we describe how the extended
Kalman %lter can be applied to fuzzy system optimization. We demonstrate its performance on a fuzzy
motor current estimator, and compare it with fuzzy
system optimization using gradient descent and AN-

FIS. We further compare the resultant fuzzy %lter with
a Butterworth %lter.
Section 2 discusses how gradient-based methods in
general, and Kalman %lters in particular, can optimize
the membership functions of a fuzzy system. Section 3 contains experimental results and a comparison
of the Kalman %lter method with gradient descent and
ANFIS, and Section 4 contains some concluding remarks and suggestions for further research.

2. Derivative-based optimization of fuzzy systems
Consider a fuzzy system that uses correlationproduct inference [19]. Assume that the input and
output membership functions are symmetric triangles.
The initial rule base and membership functions are
constructed on the imprecise basis of experience, and
trial and error. In spite of its importance, the generation of rule bases and membership functions remains
a diKcult and ill-de%ned task in the construction of
fuzzy logic systems.
In general, we denote the centroid and half-width
of the ith fuzzy membership function of the jth input
by cij and bij , respectively. The membership function
attains a value of 1 when the input is cij . As the input
decreases from cij , the membership function value decreases linearly to 0 at cij −bij , and remains at 0 for all
inputs less than cij − bij . As the input increases from
cij , the membership function value decreases linearly
to 0 at cij + bij , and remains at 0 for all inputs greater
than cij + bij . The degree of membership of a crisp
input x in the ith category of the jth input is therefore
given by

1 + (x − cij )=bij if − bij 6(x − cij )






60;
fij (x) =

1 − (x − cij )=bij if 06(x − cij )6bij ;





0
otherwise:
(1)
Similarly, for a single-output fuzzy system, we denote the centroid and half-width of the jth fuzzy
membership function of the output by j and j , respectively. For the special case where there are two
inputs and one output, centroid defuzzi%cation can be

expressed as

n

j=1
crisp output = n

m( j ) j Jj

j=1

m( j )Jj

;

(2)

where j and Jj are the centroid and area of the jth
output fuzzy membership function, and n is the number of fuzzy output sets. (Note that for the triangular
membership functions that we are using, Jj is equal
to the half-width ( j ) of the jth output fuzzy membership function.) The fuzzy output function m( ) is
computed as

mik ( );
(3)
m( ) = fuzzy output function =
i; k

where mik ( ) is de%ned as the consequent fuzzy output
function when input 1 is in class i and input 2 is in
class k.
mik ( ) = wik moik ( );

(4)

moik ( ) is the fuzzy function of the consequent that
is activated when input 1 is in class i and input 2
is in class k, and wik is the activation level of that
consequent.
wik = min[fi1 (input 1); fk2 (input 2)]:

(5)

Centroid defuzzi%cation can easily be extended for the
case where there are more than two inputs and one
output, but the notation becomes (even more) cumbersome.
If the fuzzy membership functions are symmetric
triangles as assumed in this paper, derivative-based
methods can be used to optimize the centroids and the
widths of the input and output membership functions.
Consider an error function given by
N
1  2
Eq ;
E=
2N

(6)

Eq = ŷq − yq ;

(7)

q=1

where N is the number of training samples, yq is the
target value of the fuzzy system, and ŷq is the output of the fuzzy system. We can optimize E by using
the partial derivatives of E with respect to the centroids and half-widths of the input and output fuzzy
membership functions. We can obtain expressions for
these derivatives using (1) and following. Then, using

the di6erentiation chain rule on (6), we can obtain expressions for the derivative of the error function with
respect to the half-widths and centroids. We can then
use those derivatives in an optimization scheme to
minimize the error function with respect to the fuzzy
membership function parameters. This idea was %rst
suggested in [13] and was extended in [31,32]. See
those references for detailed derivations and formulas
for the derivatives.
2.1. Gradient descent
After the partial derivatives are computed as described above, the gradient descent rule can be used
to update the independent variables from the kth iteration to the (k + 1) st iteration as follows:
cij (k + 1) = cij (k) − c

@E(k)
;
@cij

bij (k + 1) = bij (k) − b

@E(k)
;
@bij

i (k

+ 1) = i (k) − 

i (k

+ 1) =

i (k)

−

@E(k)
;
@ i
@E(k)
;
@ i

(8)

where c , b ,  , and  are gradient descent step sizes.
Usually some method is used with the gradient descent
algorithm to try to avoid convergence to a local minimum. For instance, once a local minimum is found,
the solution can be randomly perturbed and the gradient descent algorithm can be restarted in an attempt
to %nd a better local minimum.
2.2. The extended Kalman 5lter
Derivations of the extended Kalman %lter are widely
available in the literature [3,11]. In this section, we
briePy outline the algorithm and show how it can be
applied to fuzzy membership function optimization.
Consider a nonlinear %nite dimensional discrete time
system of the form:
xn+1 = f(xn ) + wn ;
dn = h(xn ) + vn ;

(9)

where the vector xn is the state of the system at time
n, wn is the process noise, dn is the observation vector, vn is the observation noise, and f(·) and h(·) are
nonlinear vector functions of the state. Assume that
the initial state x0 and sequences {vn } and {wn } are
Gaussian and independent from each other with

It can be shown that the desired estimate x̂n can be
obtained by the recursion

E(x0 ) = xQ0 ;

(10)

Pn+1 = Fn (Pn−1 − Kn HnT Pn−1 )FnT + Qn ;

E[(x0 − xQ0 ) (x0 − xQ0 )T ] = P0 ;

(11)

E(wn ) = 0;

(12)

E(wn wlT )

(13)

Kn is known as the Kalman gain. In the case of a linear system, it can be shown that Pn is the covariance
matrix of the state estimation error, and the state estimate x̂n+1 is optimal in the sense that it approaches the
conditional mean E[xn+1 |(d0 ; d1 ; : : : ; dn )] for large n.
For nonlinear systems the %lter is not optimal and the
estimates are only approximately conditional means.

= Qnl ;

E(vn ) = 0;

(14)

E(vn vlT ) = Rnl ;

(15)

where E(·) is the expectation operator and nl is the
Kronecker delta. The problem addressed by the extended Kalman %lter is to %nd an estimate x̂n+1 of xn+1
given dj ( j = 0; : : : ; n).
If the nonlinearities in (9) are suKciently smooth,
we can expand them around the state estimate x̂n using
Taylor series to obtain
f(xn ) = f(x̂n ) + Fn × (xn − x̂n )
+ higher order terms;
h(xn ) = h(x̂n ) + HnT × (xn − x̂n )
+ higher order terms;

(16)

where


@f(x) 
;
Fn =
@x x=xˆn

@h(x) 
HnT =
:
@x 
x=xˆn

(17)

(18)

where
"n = f(x̂n ) − Fn x̂n ;
(19)

(20)

2.3. Application to fuzzy systems
Inspired by the successful use of the Kalman %lter
for training neural networks [27] and for defuzzi%cation strategies [17], we can apply a similar technique to
the training of fuzzy systems. In general, we can view
the optimization of fuzzy membership functions as a
weighted least-squares minimization problem, where
the error vector is the di6erence between the fuzzy
system outputs and the target values for those outputs.
Consider a fuzzy system that has L outputs. We use d
to denote the target vector for the fuzzy system outputs, and h(k) to denote the actual outputs at the kth
iteration of the optimization algorithm.
···

h(k) = [h1 (k)

xn+1 = Fn xn + wn + "n ;

’n = h(x̂n ) − HnT x̂n :

Kn = Pn Hn (Rn + HnT Pn Hn )−1 ;

d = [d1

Neglecting the higher order terms in (16), the system
in (9) can be approximated as

dn = HnT xn + vn + ’n ;

x̂n = f(x̂n−1 ) + Kn [dn − h(x̂n−1 )];

d L ]T
···

hL (k)]T :

(21)

In order to cast the membership function optimization
problem in a form suitable for Kalman %ltering, we
let the membership function parameters constitute the
state of a nonlinear system, and we let the output of
the fuzzy system constitute the output of the nonlinear
system to which the Kalman %lter is applied.
We will consider a two-input, one-output fuzzy
system. This restriction is made only for notational
convenience, and the results in this paper can be (conceptually) easily extended to an unlimited number of
inputs and outputs. Consider a fuzzy system which
has & fuzzy sets for the %rst input, ' fuzzy sets for
the second input, and ( fuzzy sets for the output. As

above we denote the centroid and half-width of the
ith fuzzy membership function of the jth input by cij
and bij , respectively, and we denote the centroid and
half-width of the ith fuzzy membership function of
the output by i and i , respectively. The state of the
nonlinear system can then be represented as
x = [b11 c11 · · · b&1 c&1 b12 c12 · · ·
b'2 c'2

1

1

···

(

(]

T

:

(22)

The vector x thus consists of all of the fuzzy membership function parameters arranged in a linear array.
The nonlinear system model to which the Kalman %lter can be applied is
xn+1 = xn ;
dn = h(xn );

(23)

where h(xn ) is the fuzzy system’s nonlinear mapping
between the membership function parameters and the
single output of the fuzzy system. In order to execute
a stable Kalman %lter algorithm, we need to add some
arti%cial process noise and measurement noise to the
system model. This is similar to the approach taken
for neural network training using Kalman %lters [27].
So we rewrite (23) as
xn+1 = xn + wn ;
dn = h(xn ) + vn ;

(24)

where wn and vn are arti%cally added noise processes.
Now we can apply the Kalman recursion (20). In Section 2.2, f(·) is the identity mapping, dn is the target
output of the fuzzy system, and h(x̂n ) is the actual output of the fuzzy system given the current membership
function parameters. Hn is the partial derivative of the
fuzzy output with respect to the membership function
parameters (which can be computed as described and
referenced earlier in this paper), and Fn is the identity
matrix. The Qn and Rn matrices are tuning parameters
which can be considered as the covariance matrices of
the arti%cial noise processes wn and vn , respectively.
3. Experimental results
In this section, we describe and illustrate the use of
Kalman %lter training for the membership parameters

of a fuzzy estimator for motor current windings. In order to implement an e6ective closed-loop current controller for a permanent magnet synchronous motor, we
need an accurate estimate of the current in the motor
windings [9]. The motor winding current consists of
the current that is commanded by the motor drive and
the current that is induced by the rotating stator [21].
Current estimation is thus an important and challenging problem for motor control. In order to implement
a control system that responds in a timely manner, the
current estimator should be causal. If it is noncausal,
then the current controller will exhibit an unacceptable
delay, thus resulting in degraded performance. Fuzzy
logic was %rst proposed for motor current estimation
in [30,32]. The fuzzy estimator structure that we use
to obtain an estimate of the motor current y is given
by
+

ŷ−
k = ŷ k−1 + T y k−1 ;

(25)

−
−
ŷ+
k = ŷ k + g(zk ; ŷ k );

(26)

where ŷ−
k denotes the estimate of y at time k before
the measurement at time k is processed (the a priori
estimate), and ŷ+
k denotes the estimate of y at time
k after the measurement at time k is processed (the
a posteriori estimate). T is the update period of the estimator, and zk is the noisy measurement of the winding current. The estimate of the rate of change of the
current (y ) is computed using the method of undetermined coeKcients [4,32] as
1
1
3
11 +
y k =
− ŷ+
ŷ :
+ ŷ+ − 3ŷ+
k−1 +
T
3 k−3 2 k−2
6 k
(27)
The fuzzy correction mapping g(·) has two arguments:
(input 1)k = zk − ŷ−
k ;

(28)

(input 2)k = (input 1)k − (input 1)k−1 :

(29)

So the correction mapping depends on the di6erence
between the measurement and the a priori estimate,
and it also depends on the amount by which that difference has changed since the last time step. The fuzzy
rule base for the mapping g(·) was chosen as shown in
Table 1. The rule base has seven membership functions each for input 1, input 2, and the output (i.e.,
&, ', and ( in (22) are each equal to seven). So the

Table 1
Rule base for fuzzy %lter

Input 2

Input 1

NL
NM
NS
Z
PS
PM
PL

NL

NM

NS

Z

PS

PM

PL

NL
NL
NM
NM
NS
NS
Z

NL
NM
NM
NS
NS
Z
PS

NM
NM
NS
NS
Z
PS
PS

NM
NS
NS
Z
PS
PS
PM

NS
NS
Z
PS
PS
PM
PM

NS
Z
PS
PS
PM
PM
PL

Z
PS
PS
PM
PM
PL
PL

NL = negative large, NM = negative medium, NS = negative
small, Z = zero, PS = positive small, PM = positive medium,
PL = positive large.

fuzzy estimator has a total of 21 membership functions. Each membership function is constrained to be
a symmetrical triangle, so each membership function
has two parameters (a centroid and a half-width). Thus
the fuzzy estimator has a total of 42 parameters to be
determined. These 42 parameters, arranged in a vector
as shown in (22), comprise the state of the Kalman
%lter.
In order to implement the membership function optimization discussed in this paper, we collected motor
winding currents with a digital oscilloscope at a rate of
one sample every 200 s. We then created a training
waveform for the data by taking a simple symmetric
(noncausal) 51-point moving average. Fig. 1 shows
2500 points of typical raw data and the smoothed
training data. (The vertical axis of the %gures is labeled “Volts” because the current was acquired with
an analog-to-digital converter, which measured the
current with a proportional voltage.) The output of
the moving average is more than acceptable, but the
moving average %lter is noncausal and thus cannot be
implemented in a real time motor control system.
The fuzzy current estimator was implemented and
optimized using Visual Basic. Both the gradient
descent and Kalman %lter methods were used to optimize the fuzzy membership functions. The error function (6) consisted of the error between the noncausal
moving average and the output of the causal fuzzy
%lter. The optimization schemes were initialized with
the default membership functions shown in Fig. 2.
(The two inputs and the output were all initialized
with the same seven membership functions.)

Fig. 1. Training data. (a) Un%ltered. (b) 51-Point moving average.

The gradient descent learning parameters c ; b ;  ,
and  used in (8) were all initialized to 4. As gradient descent progressed, if the error function increased
from one iteration to the next, the algorithm took a
step back to the previous solution and adjusted the
value of c ; b ;  , or  in order to search for a minimum in a new direction. The Kalman %lter parameters
were set as follows: the matrix Q in (13) was set to
40I42 (where I42 is the 42 × 42 identity matrix); the
matrix R in (15) was set to 50 (a scalar, since there is
only one measurement for the Kalman %lter); and the
matrix P0 in (11) was set to 200I42 .
Fig. 3 depicts the progress of ANFIS [16] (as implemented in MATLAB’s Fuzzy Logic Toolbox), gradient descent, and Kalman %ltering during optimization
of the fuzzy %lter membership functions. ANFIS was

Fig. 2. Default membership functions for input 1, input 2, and
output.

Fig. 3. Fuzzy logic system training progress.

included to provide a comparison with a qualitatively
di6erent optimization method. We do not place much
emphasis on the ANFIS comparison, because the gradient descent and Kalman methods were applied to
Mamdani systems with triangular membership functions, and ANFIS was applied to a Takagi–Sugeno
system with Gaussian membership functions. (This
is why the initial solution for gradient descent and
Kalman %ltering can be seen to have the same error,
but the initial ANFIS solution has a di6erent error.)

Nevertheless, Fig. 3 does show that both gradient descent and Kalman %ltering provide better optimization
performance than ANFIS for this particular problem.
We also ran ANFIS with generalized bell membership
functions and triangular membership functions, and
obtained results that were nearly indistinguishable
from the ANFIS curve shown in Fig. 3. It can be seen
from Fig. 3 that gradient descent and Kalman %ltering
yield comparable results, but the Kalman %lter method
converges more quickly and it also arrives at a better
solution.
The computational requirements of gradient descent
and Kalman %ltering are about the same. Although
the Kalman %lter equations (20) are more complex
than the gradient descent equations (8), the matrix inversion in (20) involves the inversion of only a 1 × 1
matrix (since the dynamic system has only one output). The majority of the computational e6ort for the
two methods consists of calculating the derivatives of
the objective function with respect to the membership
parameters, and this calculation is the same for both
optimization methods. The optimization methods
were run on a Pentium 233 MHz PC running Visual
Basic in design mode. The gradient descent method
required about 9 s per iteration, and the Kalman %lter
method required about 12 s per iteration. It should be
noted that in general, however, the computational effort of the Kalman %lter is proportional to the square
of the number of states, while the computational e6ort
of the gradient descent method is directly proportional to the number of states. So the computational
requirements of using a Kalman %lter to train a fuzzy
system with a large number of inputs and outputs
may be an important factor. If so, the Kalman %lter
method described in this paper could be decoupled as
described in [27] in order to ease the computational
burden.
Fig. 4 shows the membership functions that resulted
from the Kalman %lter optimization. A comparision
with Fig. 2 shows that the membership functions did
not change dramatically during the optimization process, but the changes in the membership functions
can be seen clearly, and those changes resulted in the
error function decrease depicted in Fig. 3. The resultant membership functions shown in Fig. 4 are not
sum normal; that is, they do not add up to one at each
point in the domain. Sum normality may be desirable for a variety of reasons (e.g., less computational

Fig. 4. Optimized membership functions for (a) input 1; (b) input 2; (c) output.

requirements during implementation, and greater
amenabilty to rule base reduction). Follow-on work
from this paper has incorporated sum normality constraints into the gradient descent and Kalman %ltering
approaches [33].
Fig. 5 shows some test data before and after being
%ltered with the fuzzy estimator. The %ltered curve still
has some high frequency chattering near the minima
and maxima of the curve, and it is not nearly as smooth
as the training data (Fig. 1); nevertheless, the data that
came out of the fuzzy %lter is noticably smoother than
the raw data, and there is no time delay in the %ltered
data.
For purposes of comparision, Fig. 5 also shows the
test data after being %ltered with a Butterworth %lter.
The Butterworth %lter was third order, as was the fuzzy
%lter (see (25) –(27)). The Butterworth %lter has the

nice property of being “optimally Pat” in the passband
[26]. The Butterworth %lter actually gives smoother results than the fuzzy %lter. However, the fuzzy %lter has
at least a couple of advantages over the Butterworth
%lter. First of all, a close look at Fig. 5 shows that the
fuzzy %lter has less time delay. The Butterworth %lter
results are delayed by about 16 time steps, or 3:2 ms,
relative to the fuzzy %lter results. Secondly, the passband of the Butterworth %lter needs to be set a priori,
whereas the parameters of the fuzzy %lter depend only
on the shape (and not on the frequency) of the waveform to be %ltered. In any case, we do not place a lot of
emphasis on the comparision between the fuzzy %lter
and the Butterworth %lter, because the contribution of
this paper is not to present a better %lter, but rather to
propose a better way of optimizing fuzzy membership
functions.

Fig. 5. Test data. (a) Un%ltered; (b) %ltered with fuzzy estimator; (c) %ltered with Butterworth %lter.

4. Conclusion
We have shown that optimizing the membership
functions of a fuzzy system can be viewed as a system identi%cation problem for a nonlinear dynamic
system. An extended Kalman %lter can therefore be
used to optimize the membership functions of a fuzzy
logic system. The method was applied to a fuzzy %lter
for estimating winding currents in a permanent magnet synchronous motor. The Kalman %lter converges
more quickly, %nds a better solution, and requires
only slightly more computational e6ort than gradient
descent. With this type of high dimension, nonlinear
optimization problem it is diKcult to say in general
what type of optimization scheme works best. The
contribution of this work is to show that Kalman %l-

tering is a feasible method for training fuzzy logic
systems in general.
Further work could focus on integrating the fuzzy
%lter discussed in this paper with a motor control
scheme, using the Kalman %lter for training fuzzy
control systems, investigating the e6ect of the covariance matrices on the convergence of the Kalman
%lter, training fuzzy systems with membership functions that are other than symmetrically triangular, and
constraining the Kalman %lter so that the resultant
membership functions are sum normal [33,44].
The theoretical strength of the Kalman %lter has led
to its application in hundreds of technologies, and this
paper demonstrates that fuzzy system optimization is
yet another fruitful application of Kalman %ltering.
It is thus recommended that Kalman %ltering be given

serious consideration as a training method for fuzzy
logic systems.
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