Demand for producing quality software has rapidly increased during the last few years. This is leading to increase in development of machine learning methods for exploring data sets, which can be used in constructing models for predicting quality attributes such as fault proneness, maintenance effort, testing effort, productivity and reliability. This paper examines and compares logistic regression and six machine learning methods (Artificial neural network, decision tree, support vector machine, cascade correlation network, group method of data handling polynomial method, gene expression programming). These methods are explored empirically to find the effect of static code metrics on the fault proneness of software modules. We use publicly available data set AR1 to analyze and compare the regression and machine learning methods in this study. The performance of the methods is compared by computing the area under the curve using Receiver Operating Characteristic (ROC) analysis. The results show that the area under the curve (measured from the ROC analysis) of model predicted using decision tree modeling is 0.865 and is a better model than the model predicted using regression and other machine learning methods. The study shows that the machine learning methods are useful in constructing software quality models.
INTRODUCTION
The importance of software measurement is increasing leading to development of new metrics. There are several static code metrics proposed in the literature to capture the quality of design and code [1, 2, 3] . These metrics can be used in predicting important quality attributes such as fault proneness, maintenance effort, testing effort, productivity and reliability. The prediction models can be used by the organizations during early phases of software development e.g. a model for prediction of software fault proneness allows software organizations to identify faulty modules and thus better focus on testing activities. These models provide a subset of metrics, which can be used by organizations among the large set of available metrics. The quality of the software can be assessed in the early stages of software development by computing the values of metrics found in the predicted model. These quality models can be used for system under development and maintenance. There have been few empirical studies evaluating the impact of static code metrics on software quality and constructing models that utilize them in predicting quality attributes of the system, such as [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] .
Several regression (such as linear and logistic regression) and machine learning methods (such as Decision Tree (DT) and Artificial Neural Network (ANN), Support Vector Machine (SVM), Cascade Correlation Network (CCN), Group Method of Data Handling (GMDH) Polynomial network, and Gene Expression Programming (GEP)) have been proposed in the literature. There are few studies which are using machine learning methods for fault prediction using static code metrics. Most of the prediction models in the literature are built using statistical methods. There are many machine learning methods and there is a need to compare the results of various machine learning methods as they give different results. Machine learning methods have seen an explosion of interest over the years, and are being successfully applied across a range of problem domains such as finance, medicine, engineering, geology, and physics. Indeed, these methods are being introduced to solve the problems of prediction, classification, or control [21] [22] [23] [24] . It is natural for software practitioners and potential users to wonder, "Which classification technique is best?", or more realistically, "What methods tend to work well for a given type of data set?" More data based empirical studies which are capable of being verified by observation or experiment are needed. The evidence gathered through these empirical studies is today considered to be the most powerful support possible for testing a given hypothesis [25] . Hence, conducting empirical studies to compare regression and machine learning methods is necessary to build an adequate body of knowledge in order to draw strong conclusions leading to widely accepted and well-formed theories.
Thus, there is a need for both (1) building fault proneness models and (2) empirically comparing the results of regression and machine learning methods using static code metrics. Now we briefly describe the work done in this study. In this paper, we investigate the following issues:
(i) How accurately and precisely do the static code metrics predict faulty modules? (ii)
Is the performance of the machine learning methods better than the regression method? In this work, we investigate the performance of the fault proneness predictions using static code metrics. The performance of logistic regression and six machine-learning methods (ANN, SVM, DT, CCN, GMDH, and GEP) was evaluated in the study for predicting the fault prone modules. The validation of the methods is carried out using Receiver Operating Characteristic (ROC) analysis. To obtain a balance between the number of modules predicted as fault prone, and number of modules predicted as not fault prone, we use ROC curves. We also analyze the performance of predicted models by calculating area under the curve from an ROC curve [26] . In order to perform the analysis we validate the performance of these methods using public domain AR1 data set. The 121 modules in the data set were developed using C language [27] .
The paper is organized as follows: Section 2 summarizes the metrics studied and describes the sources from which data is collected. Section 3 presents the research methodology followed in this paper. The results are presented in section 4. The model is evaluated in section 5. Section 6 presents threats to validity of the models and conclusions of the research are presented in section 7.
RESEARCH BACKGROUND
In this section we present the summary of metrics studied in this paper (Section 2.1), and empirical data collection (Section 2.2).
Dependent and Independent Variables
The binary dependent variable in our study is fault proneness. Fault proneness is defined as the probability of fault detection in a module [25, 28, 29] . We use logistic regression, which is based on predicting probabilities. Our dependent variable will be predicted, based on the faults, found during the software development life cycle. For this study, we predict fault prone modules from static code metrics defined by Halstead [1] , and McCabe [2] (see Table 1 ).
Table 1. Metrics used in this study
McCabe [2] Cyclomatic_Complexity Design_Complexity Essential_Complexity Halstead [1] Num Operands (N 1 ) Num Operators (N 2 ) Num Unique Operands (n 1 ) Num Unique Operators (n 2 ) Error Estimate Length: 
EVALUATING THE PERFORMANCE OF THE MODELS
The common measures to assess the quality of predicted model in our study are described in this section.
Sensitivity and Specificity
The sensitivity and specificity of the model is calculated to predict the correctness of the model. Sensitivity is defined as the ratio of modules correctly predicted to be fault prone to the total number of modules that are actually fault prone.
Specificity is defined as the ratio of modules correctly predicted as not fault prone to the total number of modules that are actually not fault prone. Ideally, both the sensitivity and specificity should be high. We report sensitivity and specificity of the predicted models at cutoff point determined using ROC analysis (see Section 3.3 for details).
Precision
The precision is defined as the ratio of number of modules correctly classified to be faulty to the total number of modules.
Receiver Operating Curve Analysis
ROC analysis [32] is used to evaluate the performance of the models given in sections below. While constructing ROC curves, we select many cutoff points between 0 and 1 in our case, and calculate sensitivity and specificity at each cut off point. Area Under the ROC Curve (AUC) is a combined measure of sensitivity and specificity [26] . In order to compute the accuracy of the predicted models, we use the area under ROC curve [32] . In order to predict the accuracy of model it should be applied on different data sets. We therefore performed k-cross validation of models [33] . The data set is randomly divided into k subsets. Each time one of the k subsets is used as the test set and the other k-1 subsets are used to form a training set. Therefore, we get the fault proneness for all the k modules.
ANALYSIS RESULTS
In this section we describe the analyses performed to find the relationship between static code metrics and fault proneness of the modules. We first employed LR [34] method, which is widely used to predict quality models. We then employed six machine learning methods (ANN. DT, SVM, CCN, GMDH, and GEP) to predict the fault proneness of the modules. These methods are rarely applied in this area.
Multivariate LR Analysis
LR is the most widely used technique [36] in literature used to predict dependent variable from set of independent variables (a detailed description is given by [34, 36] ).
Binary LR is used to construct models when the dependent variable is binary as in our case. In our study, the dependent variable is fault proneness and the independent variable is static code metrics. LR is of two types: (i) Univariate LR (ii) Multivariate LR Univariate LR is a statistical method that formulates a mathematical model depicting relationship among dependent variable and each independent variable.
Multivariate LR is used to construct a prediction model for the fault-proneness of modules. In this method metrics are used in combination.
In LR two stepwise selection methods forward selection and backward elimination can be used [34] . In forward stepwise procedure, stepwise variable entry examines the variables in the block at each step for entry. The backward elimination method includes all the independent variables in the model. Variables are deleted one at a time from the model until a stopping criteria is fulfilled For model predicted we performed a test of multicollinearity. The interpretation of model becomes difficult if multicollinearity is present. Let n X X X ,..... , 2 1 be the covariates of the model predicted. Principal component method [37] is applied on these variables to find maximum eigenvalue, emax and minimum eigenvalue, emin. The conditional number is defined as
. If the value of the conditional number is 30 then multicollinearity is not tolerable [38] . Maximum Likelihood Estimation (MLE) and Coefficients (Ai's), the statistical significance (p-value) and The R2 Statistic statistics are reported for each model. The higher is the value of R2, the higher is the effect of the independent variables and more is the accuracy of the model. However, as stated in [28, 39] , "we should not interpret the value of R2 in logistic regression using the usual heuristics for linear regression R2s since they are built upon very different formulas". As a result, high R2s are rare in logistic regression. Details can be found in [25] .
LR Results
In this subsection we find the relationship of independent variables (Static code metrics) with dependent variable (fault proneness). The conditional number for the models is (as mentioned above) well below 30, which implies that multicollinearity of predicted models is very much tolerable. In Table 2 , we summarize the coefficient (B), statistical significance (p-value), R2, and correctness. One metric was selected in the model predicted using AR1 (see Table 2 ). Table 3 predicts accuracy of the model containing static code metrics, using forward selection method. Two metrics Halstead effort and decision count are included in the model. All of the selected metrics were also found to be significant in univariate analysis.
The model is applied to all system modules to compare predicted and actual fault proneness (or non fault proneness). Since, we did not wish to select an arbitrary cutoff value and in order to obtain a balance between the number of modules predicted as fault prone and not fault prone, the cutoff point of the model is computed using ROC analysis method [32] . The results of the model predicted using AR1 data set shows that the sensitivity and specificity are 77.8% and 68.7%, respectively. This shows that the model correctness is not low. 
Machine Learning Methods
In this section we present the results of models predicted using six machine learning methods.
Artificial Neural Network

Architecture
The network used in this work belongs to Multilayer Feed Forward networks and is referred to as M-H-Q network with M source nodes, H nodes in hidden layer and Q nodes in the output layer [35] . The input nodes are connected to every node of the hidden layer but are not directly connected to the output node. Thus the network does not have any lateral or shortcut connection. The ANN repetitively adjusts different weights so that the difference between desired output from the network and actual output from the ANN is minimized. The network learns by finding a vector of connection weights that minimizes the sum of squared errors on the training data set. The input metrics were normalized using min-max normalization. Min-max normalization performs a linear transformation on the original data [40] . Suppose that minA and maxA are the minimum and maximum values of an attribute A. It maps value v of A to v' in the range 0 to 1 using the formula: Table 4 presents the architecture of the ANN model for AR1 data set. Due to the nonlinear nature of the ANN, the statistical tests for parameter significance that are used in regression tests cannot be applied here. Instead we used ROC analysis [32] to heuristically assess the importance of input variables for the classification results.
Artificial Neural Network Results
In this section, we present the results of employing ANN to predict the fault proneness of a module. We treated a module as faulty if it contained atleast one fault. Table 5 presents the accuracy of the model predicted using the ANN method. The cut off point for AR1 model is 0.05. In case of AR1, the sensitivity and specificity of the model is 77.8% and 68.7% respectively. Out of 9 modules actually fault prone, 7 modules were predicted to be fault prone. 
Support Vector machine Modeling
The SVM are useful tools for performing data classification, and have been successfully used in applications such as face identification, medical diagnosis and text classification [42] . The SVM constructs an N-dimensional hyperplane that optimally separates the data set into two categories. The purpose of the SVM modeling is to find the optimal hyperplane that separates clusters of vector in such a way that cases with one category of the dependent variable on one side of the plane and the cases with the other category on the other side of the plane [43] . The support vectors are the vectors near the hyperplane. The SVM modeling finds the hyperpalne that is oriented so that the margin between the support vectors is maximized. When the points are separated by a nonlinear region, the SVM handles this by using a kernel function inorder to map the data into a different space when a hyperplane can be used to do the separation. The recommended kernel function is the Radial basis Function (RBF) [43] . Thus, we used RBF function in the SVM modeling to predict faulty modules in this study.
Support Vector Machine Analysis results
In this section, we present results of employing the SVM to predict the fault proneness of a module. In case of AR1 model, out of 9 modules actually fault prone, 7 modules were predicted to be fault prone (see Table 6 ). 
Decision Tree Method
In this section, we present results of employing DT method to predict the fault proneness of a module
Decision Tree Architecture
In the DT [17] method, each node of the tree is associated with an independent variable. The tree is traversed during classification from root until a leaf node is reached. Each leaf node is associated with classification value. Classification and Regression Tree (CRT) algorithm is used in the DT method. At each step, CRT chooses the independent variable that has the strongest interaction with the dependent variable. Categories of each predictor are merged if they are not significantly different with respect to the dependent variable.
Decision Tree Model Results
The results of correctness of the predicted fault proneness model using decision tree approach are shown in Table 7 .
The sensitivity and specificity of the model predicted with respect to AR1 data set is 77.7% and 89.3%, respectively. This shows that the model accuracy is high compared to model predicted using LR, SVM and ANN methods. 
Cascade Correlation Network
To incorporate the correlation of independent variables, a correlation based feature selection technique (CFS) is applied to select the best predictors out of independent variables in the datasets [45] . The best combinations of independent variable were searched through all possible combinations of variables. CFS evaluates the best of a subset of variables (static code metrics in our case) by considering the individual predictive ability of each feature along with the degree of redundancy between them. In case of AR1 data set, the predicted model shows better accuracy when CFS technique was applied. The results of correctness of predicted fault proneness model using the CCN approach is shown in Table 8 . The sensitivity and specificity of the model predicted with respect to AR1 data set is 88.89% and 76.79%, respectively.
GMDH Polynomial Network
The GMDH networks are self organizing networks. The connections between neurons in the network are not fixed but the connections are selected during training to optimize the network. The number of layers in the network is selected automatically to produce maximum accuracy without overfitting [43] .
GMDH Polynomial Results
The results of correctness of predicted fault proneness model using the GMDH polynomial network approach is shown in Table 9 . The sensitivity and specificity of the model predicted with respect to AR1 data set is 88.89% and 73.21%, respectively. 
GEP Analysis
A genetic algorithm (GA) is a search procedure with a goal to find a solution in a multidimensional space. GA is generally many times faster than exhaustive search procedures. There is a problem in finding a way to efficiently mutate and crossbreed symbolic expressions so that the resultant expressions have a valid mathematical syntax. Candida Ferreira provided a solution to this problem [46] . Ferreira developed a system for encoding expressions so that a wide variety of mutation and cross-breeding techniques perform faster while guaranteeing that the resultant expression will always be a valid mathematical syntax. This procedure is known as GEP. The GEP was presented as a new technique for the creation of computer programs. The GEP uses chromosomes composed of genes organized in a head and a tail. The chromosomes are subjected to modification by means of mutation, inversion, transposition, and recombination. The technique performs with high efficiency that greatly surpasses existing adaptive techniques.
GEP Results
In Table 10 , we summarize the parameters to and determined by the GEP. We used 4 genes per chromosome and addition function to link the genes. The results of correctness of the predicted fault proneness model using the GEP is shown in Table 11 . The sensitivity and specificity of the model predicted with respect to AR1 data set is 33.33% and 99.11%, respectively.
MODEL EVALUATION
The accuracy of the models predicted is somewhat optimistic since the models are applied on same data set from which they are derived from. To predict accuracy of the model it should be applied on different data sets thus we performed 10-cross validation of the LR, ANN, SVM, DT, CCN, GMDH, and GEP models following the procedure given in Section 3. For the 10-cross validation, the modules were randomly divided into 10 parts of approximately equal (9 partitions of 12 data points each and 1 partition of 11 data points). We summarized the results of cross validation of predicted models via the LR, ANN, SVM, DT, CCM, GMDH, and GEP approaches in Table 11 . As shown in Table 11 , the results of cross validation of the machine learning models were better as compared to the cross validation results of the LR model. The bases of comparison are the values of AUC computed using ROC analysis. We did not wish to select an arbitrary cutoff point and in order to obtain a balance between the number of modules predicted as fault prone and not fault prone, the cutoff point of the predicted model is computed using ROC analysis. Area Under the ROC Curve (AUC) is a combined measure of sensitivity and specificity. In order to compute the accuracy of the predicted models, we use the area under the ROC curve. Figure 1 provides an comparative analysis of various methods used in this study.
Figure 1: Comparative Analysis of Various Methods
In case of AR1 data set, the AUC of model predicted using the LR method was 0.494 which is much lower than the models predicted using the machine learning methods. The AUC of the model predicted using the DT method is 0.865. Thus, the model predicted using the DT method show the highest values of AUC. In line with other predictive models, likewise findings of this study need to be externally validated. Although the LR is widely used method in literature, our results show that performance of the models predicted using the machine learning methods is better as compared to the model predicted using the LR method. The models predicted using the DT method showed the best results (see Figure 1 ). In our previous study, we conducted a comparative analysis of the machine learning methods (SVM, DT and ANN) using object-oriented metrics [47] . In [47] , we also found that the DT method outperformed LR and all the other machine learning methods. Therefore, it appears that the model predicted using the machine-learning methods might lead to development of optimum prediction models for constructing fault prone models.
THREATS TO VALIDITY
The similar types of studies have number of limitations and this study is also not unique with respect to such limitations. Some of the limitations are: The degree to which the results of our study can be generalized to other research settings is questionable. The reason is that the systems developed are mediumsized.
In this study severity of faults is not taken into account. There can be number of faults which can leave the system in various states e.g. a failure that is caused by a fault may lead to a system crash or an inability to open a file. The former failure is more severe than latter, although the types of fault are not the same [26] . Though these results provide guidance for future research on the use of regression and machine learning methods to find the impact of static code metrics on fault proneness, further validations are necessary with different systems to draw further stronger conclusions.
CONCLUSION AND FUTURE WORK
The main goal of our study was to examine the regression (LR), and the machine learning methods (ANN, SVM, DT, CCN and GMDH polynomial) in order to find the combined impact of static code metrics on fault proneness. Thus we employed six machine learning methods (ANN, SVM, DT, CCN, GMDH and GEP polynomial) methods to assess the applicability of the static code metrics to predict fault proneness. This is the primary contribution of our study. The performance of the fault proneness models were evaluated using ROC analysis, since few studies have used this method in the past. Based on public domain AR1 data set, we analyzed and compared the performance of predicted models using the ROC analysis.
The AUC for LR model was 0.494 for the models predicted using AR1 data set. The AUC for the DT model was 0.865. The models predicted using the machine learning methods outperformed the models predicted using the LR method. Thus, the models predicted using DT showed the best results. This study confirms that construction models using the machine learning methods such as ANN, SVM, DT, CCN, GMDH and GEP is feasible, adaptable to systems, and useful in predicting fault prone modules.
While research continues, practitioners may apply the metrics captured in predicted model to predict faulty modules. One can assess the quality of the software in the earlier stages of software development by computing the values of static code metrics found in the predicted model. The modules predicted to be fault prone will need extra attention during rest of the development. More similar type of studies must be carried out with different data sets to give generalized results across different organizations. We may carry out cost benefit analysis of models that will help to determine whether a given fault proneness model would be economically viable.
