Abstract: The IEEE 802.11 distributed coordination function (DCF) employs a carrier sensing mechanism, a simple and effective mechanism to mitigate collisions in wireless networks. But the carrier sensing mechanism is inefficient in terms of shared channel use because an overcautious channel assessment approach is used to estimate interference at a receiver. A DCF node simply blocks its transmission when it senses that the channel is busy. However, in many cases this channel assessing node's own transmission may not generate enough interference to disrupt the ongoing transmission at the receiver. This overcautious channel assessment unnecessarily blocks transmission attempts, and thus degrades the overall network throughput. To avoid this unnecessary blocking, the authors propose a spatial reuse DCF (SRDCF), which utilises location information and transmission parameters to make accurate channel assessments and to permit concurrent transmissions by adjusting the transmission power. SRDCF also resolves the contention between opportunistic concurrent transmissions with a secondary backoff counter. Consequently, the proposed scheme improves the overall network throughput because of more concurrent transmissions. The authors theoretically analyse the performance enhancement of SRDCF over the original IEEE 802.11 DCF by using a Markov chain model and verify it through simulations.
1 Introduction IEEE 802.11 is an evolving family of specifications for wireless local area networks (WLANs). This protocol can be divided into two fundamentally different approaches to access a medium: a mandatory distributed coordination function (DCF), which is based on carrier sense multiple access with collision avoidance (CSMA/CA); and an optional point coordination function (PCF), which is based on a centralised polling protocol [1] .
In the basic mechanism of the DCF, a station transmits only when a medium is sensed to be idle, since any station can cause interference on an ongoing transmission occupying the medium. More specifically, if a station has data to transmit but a busy carrier has been detected, a blocking mechanism is performed (i.e. the transmission is delayed). By introducing request-to-send and clear-to-send (RTS/CTS) frames, in particular, the DCF can reduce the probability of collision, thus enhancing the reliability of data delivery. On the other hand, the DCF has been shown to be inefficient with respect to the network throughput [2 -8] . This is because the unnecessary blocking of concurrent transmission occurs when a station senses that a medium is busy or it receives a channel reservation frame from other stations. Actually in many cases, the station accessing the channel does not produce sufficient interference to inhibit ongoing transmission to the intended receiver.
To enhance the inefficiency of the DCF algorithm, various intensive research works have been reported in the literature. Among them, we review several previous works closely related to our study. First, the authors of [2] have adjusted the timing of RTS/CTS/DATA/ACK (acknowledgment) frame sequences and have attempted to synchronise one-hop
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IET Commun., 2009, Vol. 3, Iss. 12, pp. 1934 -1947 neighbours for a concurrent transmission. The authors of [5] proposed a new blocking condition that obstructs a transmission only when both RTS and CTS frames are received. However, these approaches are suitable only for some special network topology. Second, Maniezzo et al. [3] and Bergamo et al. [4] introduced the same method that embeds a measured signal-to-interference-plus-noise ratio (SINR) using the RTS frame into the CTS frame in order to exploit the spatial resource. But in both schemes, only the DATA frame was considered during a concurrent transmission. In practice, all DATA frames in the medium access control (MAC) layer obtain an ACK receipt to provide adequate link reliability. Also, they do not consider the contention between opportunistic transmissions that causes performance degradation. Finally, per-packet power control mechanisms were suggested to leverage the channel spatial reuse [6 -8] . In these methods, the concurrent transmission is possible in the same vicinity of a receiver by the local broadcast of CA information over a separate control channel. However, these schemes have constraints in that the station must be equipped with two transceivers and requires two separate orthogonal channels.
In this paper, we propose a novel contention-based distributed MAC protocol with a single channel and single radio, simply called spatial reuse DCF (SRDCF). SRDCF employs radio signal capture phenomena, power control and contention resolution to increase the concurrency of data transmissions that can leverage network throughput. Towards this end, we first generalise the condition to exploit the spatial resource in a general network topology, where both DATA and ACK frames are all considered. Then, we present an extended analytical model for SRDCF with respect to the saturation throughput of the network. Bianchi has already presented an analytical model to calculate the saturation throughput of the DCF by using a Markov process and showed that the proposed model is accurate [9, 10] . We demonstrate via simulation results and numerical analysis that the proposed method can improve the saturation throughput over the conventional DCF scheme.
The rest of this paper is organised as follows. In Section 2, we describe the SRDCF scheme with power control, capture effect and contention resolution. The analysis and simulation results of SRDCF and the original DCF are provided in Section 3. Finally, we conclude our contribution in Section 4.
Spatial reuse DCF
In this section, we describe SRDCF, which is an approach to estimate and use a spatial resource. We first analyse three necessary conditions for a successful secondary transmission in the presence of the ongoing primary transmission. Next, obtaining probabilities that three conditions are satisfied, we illustrate a margin for enhancing IEEE 802.11 DCF in terms of spatial reuse. Then, we present the proposed architecture and protocol for SRDCF.
To help the understanding of the reader, we clearly define the following two terms (see Fig. 1 ). One is a primary transmission, which is a normal transmission of the original DCF with an RTS/CTS/DATA/ACK four-way frame exchange sequence between a primary sender (node A) and a primary receiver (node B). The other is a secondary transmission, which is an opportunistic transmission without failing to receive the primary transmission. This secondary transmission occurs between a secondary sender (node C) and a secondary receiver (node D). We note that the term 'transmitter' is used interchangeably with the term 'sender'.
Feasibility conditions for secondary transmission
In this subsection, we find the three feasibility conditions and interpret these conditions in terms of transmission powers at a secondary sender and a secondary receiver. These feasibility conditions are necessary conditions for a successful secondary transmission in the presence of the ongoing primary transmission. For the successful secondary transmission, all three feasibility conditions must be satisfied at the same time. A successful reception of a packet relies on the radio signal propagation and the signal-to-interference ratio (SIR) at a receiver. For simplifying our analysis, we assume that radio signal propagation is modelled by a two-ray ground reflection model or a Friis fess-space one [5, 11] . Prior to the feasibility analysis, we review these two propagation models, which are given by
, the Friis free-space propagation model
, the two-ray ground reflection model where P t and P r are the transmit and receive powers, G t and G r are the transmit and receive antenna gains, d t,r is the distance between the transmitter and the receiver, a is the path loss exponent, h t and h r are the transmitter and receiver elevations, L is the system loss factor irrespective of the propagation and l is the wavelength in metres. Also the position of the node is represented as a twodimensional coordinate system. For example,
q is the distance between nodes t and r. Then, (1) can be rewritten in the following simplified form
where K is the remaining factor except for P t and d a t,r in (1). If we analyse the feasibility conditions based on the Friis freespace model, a value of a is set to be two, and it also can be differently set for reflecting realistic signal propagation. We assume that all antenna heights and gains are the same. Based on these propagation models, we now derive the feasibility condition for a concurrent transmission.
As shown in Fig. 1 , when node A transmits data to node B, node C checks three feasibility conditions for the secondary transmission (i.e. node C checks whether or not the SIRs of node B, node C and node D all satisfy the required one).
Condition 1:
The secondary transmission should not corrupt the reception of the primary data at node B. It should also be completed within the primary transmission (see Fig. 1 ), where the reception at node B bears interference from the secondary transmission with DATA and ACK frames between nodes C and D. Thus, we consider the condition for the primary transmission, which can be represented as
where SIR p and G p , respectively, denote the SIR at the receiving node of the primary transmission and the required SIR for the reception of the primary transmission, P ij represents the received signal power at node j from node i, i, j [ {A, B, C, D} and i = j, and P k denotes the transmitter power of node k, k [ {A, B, C, D}. From (3), we can obtain the following result
Condition 2: For the secondary transmission, two conditions need to be considered. The condition for the DATA frame from node C can be written as
where SIR sd is the SIR at the receiving node of the secondary transmission with the DATA frame, and G s is the required SIR for the successful reception of the secondary transmission. Like (3), we can obtain
Condition 3: The condition for the ACK frame from node D is represented as
where SIR sa is the SIR at the receiving node of the secondary transmission with the ACK frame. Thus, we obtain the following result
Based on three solutions derived so far, we finally obtain the following relationships for P C and P D
From (9) and (10), we can know the feasible range of the transmission power for each node C and D. Using the feasible range, the secondary sender sets its own transmission power of the DATA frame and secondary receiver's transmission power of the ACK frame.
Analysis of feasibility probability
In the previous subsection, we find three feasibility conditions and represent these conditions in terms of secondary transmission powers. And in this subsection, we carry out an analysis on the probabilities of successful transmissions in the presence of the ongoing primary transmission. By doing this, we illustrate a margin for enhancing the original DCF in terms of unnecessary blocking of transmissions.
Before defining and analysing the feasibility probability, we clearly mention some assumptions. We assume that nodes (senders and receivers) are uniformly distributed over an area. Each node has the maximum transmission range R. Within the maximum transmission range, frames sent by the sender can be successfully received at the intended
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IET receiver. Each packet sent by the sender is randomly destined for one of the node's neighbours. We also assume that every sender always has a packet available for transmission (this means a saturated traffic condition).
We are interested in the scenario where the secondary sender and receiver may induce interference to the primary receiver receiving the DATA frame from the primary sender after an RTS/CTS exchange. In this scenario, the secondary sender examines the three feasibility conditions and sets the transmission powers of the secondary sender and receiver based on (9) and (10) . The feasibility probability is the probability that three feasibility conditions are satisfied with an arbitrary primary/secondary sender and receiver. This indicates that the secondary sender and receiver can set their transmission powers without failing to receive the primary transmission.
To obtain feasibility probability, we consider several regions for the secondary receiver (node D) that satisfy each feasibility condition with the given primary sender, primary receiver and secondary sender. Among them, we simply call the region of the secondary receiver the reachability area (transmission region of the sender). This region corresponds to the dotted-lined circle with a maximum transmission range (R) centred at the secondary sender (node C), as shown in Fig. 2 . Here, the secondary receiver (node D) must not only be located within the transmission range of the secondary sender, but it must also satisfy the relationships given in (9) and (10) .
If the left-hand terms of (9) and (10) are smaller than the right-hand ones, then the feasible ranges for the secondary transmission powers are valid. Thus, the formulas below must be satisfied
To interpret these formulas as a geometrical form, (11) and (12) are rearranged in terms of the position of the secondary receiver (node D). First, (11) can be rearranged into the following
where
AB and c ¼ P (14)) Similarly, (12) can be derived into a circle's equation form
. And (15) can be rewritten as a circle's general equation form in terms of the Figure 2 Regions for feasibility analysis
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Consequently, (9) and (10), the feasible ranges for the transmission powers of the secondary sender and receiver (nodes C and D), are translated into (14) and (16) as the geometrical form for the secondary receiver's position (X D ). In Fig. 2 , (14) and (16) with a given primary sender (node A), the primary receiver (node B) and secondary sender (node C) are denoted by the dash-dot-lined circle and dashed-lined circle in geometrical representation, respectively.
To satisfy the feasibility conditions with given nodes A -C, node D should be within the transmission range of node C (a basic necessary condition) and should also be located in the common region of (14) and (16) . Thus, with given nodes A -C, the feasibility probability for concurrent transmissions can be represented as the ratio of the common area of the reachability area, (14) and (16), to the reachability area (pR 2 ). This can be expressed as
where X i is the position of node i and Area(X A , X B , X C ) is the common area of three regions. The common area of three regions can be calculated by using the method introduced in [12] . F is a Bernoulli random variable that takes only one of two values. If the feasibility conditions are satisfied, then F ¼ 1; otherwise, F ¼ 0.
The feasibility probability with unconditioned X C is plotted in Fig. 3 , and it can be obtained using the following
where x C ¼ r C cos u C and y C ¼ r C sin u C . We easily see that the feasibility probability with given primary sender and receiver decreases as the distance between the primary sender (node A) and the receiver (node B) increases. The reason for this is that the longer the distance of the primary transmission, the smaller the feasible region of the secondary transmission [see w of (14) and q of (16)]. This feasible region for the transmission power of the secondary transmission is affected by the required SIRs (G p and G s ).
The increase of required SIRs causes the feasible range for the secondary transmission to shrink [see w of (14) and q of (16)]. From our analysis with respect to the feasibility probability, we may argue that the conventional DCF has opportunities to be enhanced. To take advantage of these opportunities, we introduce the new scheme using capture effect, power control and location information in the following subsection.
Proposed SRDCF description
In this subsection, we describe the proposed SRDCF, which uses both the location information and the required SIR for successful receptions of primary and secondary transmissions. Among various relevant parameters, the location of the transmitter and the receiver is crucial. We assume that each station is capable of acquiring its own location using some type of positioning method such as a GPS [13] or another RF-based localisation method [14, 15] . All stations can share communication parameters of neighbour nodes such as transmission power, required SIR and location information by periodically broadcasting the beacon frame. The detailed mechanism for sharing transmission parameters is mentioned later.
Next, we consider the capture effect in terms of a receiver modem. The current IEEE 802.11 receiver modem does not support frame capturing with a strong signal after the receiver has been tuned to receive another frame. In our proposed scheme, the secondary sender checks the feasibility for the concurrent transmission and then transmits the DATA frame to its own receiver. However, when the intended Figure 3 Feasibility probability with a ¼ 5 receiver is already receiving another DATA frame, it fails to receive a new DATA frame even though the signals are strong enough. Lucent's patent [16] proposed a capturing method for a new frame after the receiver modem has already started to receive another frame. In particular, the new capturing scheme employs a new state, namely message-in-a-message (MIM). In this state, the receiver tries to detect a carrier for a new frame even if it has begun to receive another frame. To exploit the capture effect, SRDCF borrows this mechanism to make concurrent transmissions.
SRDCF is located within the part of the original DCF. It has three main functions to enhance the disadvantage of DCF in terms of the spatial resource. The first function is to maintain the location information of neighbours and SRDCF parameters. We must estimate the interference at the receiver of the primary or secondary transmission using the location of the sender and receiver with transmission parameters. The beacon frame, a kind of management frame, is periodically transmitted at each node every 100 ms [1] . Thus, we use this beacon frame to share SRDCF relating communication parameters. As shown in Fig. 4 , every node in the network periodically transmits the beacon frame with its own and neighbour's SRDCF parameters such as location, transmission power, antenna gain and required SIR. When the node receives the beacon frame with the SRDCF parameter set of its neighbour node, it stores the SRDCF parameters and updates the neighbour node's SRDCF parameter table. This SRDCF parameter table consists of the neighbour's MAC address and corresponding transmission parameters for SRDCF. As a result, each node can have one-hop and two-hop neighbour's SRDCF parameters.
The second function is a feasibility analysis in terms of the transmission power to enable the concurrent transmission with power control and capture effect. Each node overhears the RTS frame containing the MAC addresses of the primary transmission pair from the primary sender, and maps these addresses into elements of the neighbour node's SRDCF parameter table for retrieving the SRDCF parameters. We also use the duration field of the RTS frame to find the maximum transmission time for the secondary transmission. This is because the primary transmission time is variable, based on the length of the payload. This relationship between duration value of the RTS frame and the length of the secondary transmission is represented in Fig. 5 . At the same time, SRDCF computes the appropriate transmission power of the secondary transmission. Recall that the secondary transmission should transmit the DATA and ACK frames using the appropriate transmission power that does not corrupt the existing primary transmission. Lastly, SRDCF resolves the contention of the secondary transmission because, in most cases, there are more than two secondary senders that desire to transmit data.
The core concept of our proposed scheme is to find opportunities for the secondary transmission and to transmit the DATA frame from the secondary sender using the collision resolution process. The procedure of the proposed method is described based on Fig. 1 . Here we consider that node A transmits the RTS frame to node B. Other nodes defer their transmissions in the conventional DCF, whereas in SRDCF non-receiving nodes (secondary senders) check the feasibility condition for concurrent transmissions. The secondary sender obtains the information of the primary transmission pair using the RTS frame containing the source and destination MAC addresses. As we described the three feasibility conditions before, the first condition is to probe whether or not the intended receiver node B successfully receives the DATA frame from node A because of the interference from the secondary sender. Two additional conditions need to be considered to guarantee link layer reliability. The two conditions are to check the successful receptions of the DATA frame from node C and the ACK frame from node D. All three feasibility conditions are examined by the secondary sender (node C) within the transmission range of the primary sender (node A). If all three conditions are satisfied, the secondary sender computes each transmission power of the DATA frame and the ACK frame. Consequently, we set each transmission power to the middle points of the feasible range based on (9) and (10).
Then, the secondary sender sends the DATA frame with the calculated transmission power, together with the information of the transmission power for the ACK frame. The information for the ACK frame is included because the secondary receiver may be located outside the range of the primary sender. To compute the appropriate transmission power of the ACK frame, the secondary nodes must know the information of the primary pair by overhearing the RTS frame from the primary sender. However, it is not always certain that the secondary receiver of the DATA frame is within the transmission range of the RTS frame. Thus, the proposed method computes the transmission power at the secondary sender of the DATA frame, and passes that information to the secondary receiver via a newly encoded DATA frame, that is the ACK-Pwr field shown in Fig. 4 . During the whole secondary transmission, SRDCF temporarily ignores the network allocation vector (NAV) set by the primary transmission.
From Fig. 4 , SRDCF uses the reserved subtype field to conditionally encode the transmission power of the ACK frame. By doing this, it is possible to provide the information of the transmission power for the ACK frame and the backward compatibility with co-located existing DCF stations. Then, the intended receiver of the secondary sender can send the ACK frame with the transmission power encoded in the ACK-Pwr field. In general, one or more secondary senders may attempt to transmit DATA frames in the network concurrently. Hence, a collision among the transmitted frames happens inevitably because of any contention resolution mechanisms. To avoid a collision, we introduce a new blocking condition into the well-known random binary backoff mechanism. We also introduce a new backoff counter denoted as a secondary backoff counter (sndBackoffCnt). Each secondary sender sets the sndBackoffCnt to a random number from 0 to the maximum contention window size of the secondary transmission (W s 2 1). After that, each secondary sender checks the new carrier of other secondary senders every unit slot time. If the secondary senders detect no new carrier, they decrease the sndBackoffCnt by one. When the sndBackoffCnt reaches zero, the secondary senders send the DATA frame to the secondary receiver. Through this procedure, SRDCF can resolve the contention of secondary senders by using a random backoff mechanism with the newly introduced secondary backoff counter. Appendix 1 provides a complete flowchart for SRDCF.
Performance evaluation
In this section, we compare the performance of SRDCF with the original DCF in terms of saturated throughput. For comparison, we first evaluate the saturation throughput of SRDCF using a new analytical model. The analytical result is then compared with the simulation results.
Theoretical analysis
The behaviour of the backoffCnt for SRDCF can be modelled using a two-dimensional Markov chain. Based on this, we can extract the saturated throughput. In the case of IEEE 802.11b DCF [1] , the backoffCnt is initially set to a random number from 0 to the minimum contention window size (CW min ). If the data transmission fails, the contention window size is exponentially increased to the maximum contention window size (CW max ). When all transmissions fail, the backoffCnt is set to a random number from 0 to the contention window size determined by the number of failed or retried transmissions. Each node decreases the backoffCnt if the medium is idle. If the backoffCnt reaches zero, the node (primary sender) transmits the RTS frame. At the moment of the reception of the RTS frame, the secondary senders check the feasibility conditions to determine whether they transmit data or not. If all conditions are satisfied, then they resolve the contention using the sndBackoffCnt with the random backoff mechanism. Each secondary sender decreases the sndBackoffCnt if it detects no new carrier. When the value of the sndBackoffCnt is equal to zero, the secondary DATA frame is transmitted. If more than two secondary senders desire to transmit a DATA frame at the same time, the ongoing transmissions all collide.
In this case, the primary sender updates the maximum contention window size based on the number of retries, and the secondary senders reset the sndBackoffCnt. We note that the secondary backoff counter is irrespective of the number of failed or retransmitted frames.
The performance of SRDCF is analysed under the following several assumptions: (i) we ignore the effect of frame error because of channel noise, (ii) no hidden nodes are considered, (iii) the network consists of a finite number of contending nodes (n), (iv) every node always has a packet available for transmission (this means the saturation throughput), (v) all nodes are uniformly distributed and (vi) the destination of a node is selected randomly within the transmission range.
We model the behaviour of backoffCnt by defining b(t) as the stochastic process for the value of backoffCnt at slot time t, and s(t) as the backoff stage. The value of b(t) is randomly chosen from 0 to W i À 1. The contention window size at the ith backoff stage is defined as
where W min is the minimum backoff window (W min ¼ CW min þ 1) and m 0 is the maximum backoff stage. The two-dimensional process {s(t), b(t)} can be represented by the discrete-time Markov chain depicted in Fig. 6 . Let
be the stationary distribution of the Markov chain. q is the collision probability because of the primary senders' contention in a slot, m is the allowed number of retransmissions for a certain frame and a is the collision probability caused by the contention of secondary senders. The relation among them can be described as
where q 0 ¼ a(1 À q) þ q and 0 i m. Then, we derive the probability b i,k using (19) -(21). That is
If the normalisation condition is imposed, we can obtain the 
Using (19) and some algebra, b 0,0 is finally given by (24) (as shown in (24)) where
Considering that a station transmits when backoffCnt reaches zero, the transmission probability t that a station transmits a frame in a randomly chosen slot time can be evaluated as
We can see that the transmission probability t depends on the primary collision probability q and secondary collision probability a because q 0 is a function of them. The probability q is the probability that at least one of the n À 1 remaining stations transmit in the same time slot. If all stations are in a steady state and transmit with probability t, the primary collision probability q is evaluated by
and a is still unknown but will be derived later. Both (25) and (26) are non-linear systems with two unknown parameters, t and q. Thus, the unique solution of this nonlinear system can be extracted utilising numerical methods. The transmission probability of the primary transmission P trp is defined as the probability that at least one primary transmission occurs in a given slot time. When n stations are willing to access the medium and each station transmits with probability t, P trp is given by
P sp is the probability that a station is transmitting and the remaining n À 1 keep silent when there is at least one station transmitting data
Next, we find the parameter a, the probability that at least one transmission occurs and then the transmission has Figure 6 Markov chain of SRDCF failed. This can be expressed as
where P trs is the probability that there is at least one transmission initiated by a secondary sender, and P ss is the probability that an occurring transmission is successful.
Here, P trs is written as
where t s is the transmission probability of secondary senders, n s is the expected number of secondary stations that is equivalent to the product of (n À 1) and a mean value of the feasibility probability with the given primary sender and receiver, and t s is the transmission probability for the secondary transmission irrespective of the number of failed or retransmitted frames. From the transmission probability analysed by Bianchi [9] , we can easily express t s by setting the backoff stage to zero
P ss in (29) can be rewritten as
Thus, the saturation throughput j in (36) can be expressed as dividing the transmission time required for payload information by the average slot time (s is the duration of an empty slot)
where d ¼ P trp P sp P trs (1 À P ss )T cs þ P trp P sp P trs P ss T ss .
From Fig. 5 , T s is the time that the medium is detected as busy because of a successful transmission, and T c is the time that the medium is sensed as busy by each station when a collision occurs. For the secondary transmissions, we introduce several time periods. T ss is the duration for a successful secondary transmission, and T cs is the average time that the medium is detected as busy when the secondary transmission is collided.
Simulation results
To evaluate SRDCF, we build an event-driven simulator based on Cþþ language [17] . Table 1 provides all the parameters for the direct spread sequence spectrum (DSSS) physical and MAC layers used in IEEE 802.11b [1, 18] and the secondary contention window sizes (W s ¼ 52, 64, 76). Fig. 7 compares the saturation throughput of SRDCF and that of the original DCF when the length of the frame payload (E[P]) is 1000 or 2000 bytes and the length of the secondary payload E[P s ] calculated based on the relationship of the RTS frame's duration and secondary payload is as shown in Fig. 4 . Thus, E[P s ] is smaller than E[P]. This is because we consider the contention resolution time to relieve collisions between secondary senders, and the timing constraint to finish the secondary transmission (DATA and ACK frames) within the period for the DATA frame of the primary transmission, as shown in T ss of Fig. 5 . The transmitter nodes are uniformly distributed in a single hop network area. Each transmitter node randomly pairs with a corresponding receiver located in the transmission range of the transmitter. We use 15 randomly generated topologies and average the simulation results. From Fig. 7a , SRDCF outperforms the original DCF, and the analytical and simulation results fit well. It is observed that the throughput of SRDCF degrades as the number of contending nodes in the network increases. The increased number of contending nodes causes more collisions, thereby failing the data transmission. When the length of the frame payload is 2000 bytes, the saturation throughput is increased compared to that of E[P] ¼ 1000 bytes (see Fig. 7b ). Besides, the performance of the proposed scheme is better than that of the original DCF with respect to the saturation throughput. For both cases, however, the throughput of SRDCF degrades according to the increased number of contending nodes in the network.
Optimal secondary contention window size
To deal with throughput degradation due to the secondary senders' contention, we employ the dynamic contention window size for the secondary transmission (W s ). The fixed size of the secondary contention window is suitable only for a certain case of the network size. Thus, we assign the contention window size for secondary transmissions adaptively, depending on the network size. To find the optimal value of W s , we first consider the relationship between W s and j. If there is no relationship between the number of retransmissions and the contention window size, then the transmission probability is equal to 2/(contention window size þ 1) [9, 10, 19] . The relationship t s ¼ 2=(W s þ 1) holds because the contention window size for secondary transmissions is irrespective of the number of retransmissions. Using this equation and some optimisation methods, we can find the optimal W Ã s . After arranging j with respect to t s and finding optimal t s , we translate the optimal t s into the optimal W Ã s (interested readers can refer to Appendix 2 for a more detailed derivation). Under the same configuration but using (W Ã s ) instead of W s , Fig. 8 provides the saturation throughput of SRDCF. These two figures show that although less throughput degradation is visible, SRDCF with the optimal secondary contention window size (W Ã s ) keeps an appropriate level of saturation throughput.
Conclusion and future works
In this paper, we proposed a throughput enhanced MAC protocol exploiting spatial reuse, referred to as SRDCF. To improve the throughput, SRDCF analyses the feasibility conditions of transmission powers for concurrent transmissions, and adjusts the transmission powers based on the feasibility analysis. We compared the performance of SRDCF with that of the conventional IEEE 802.11 DCF in terms of saturation throughput by utilising a new mathematical model and simulation. The performance results obtained from the new mathematical model and simulation fit well. Also, these results show that SRDCF improves the saturation throughput by 22 and 21% with frame payloads of 2000 and 1000 bytes, respectively.
Further research will be addressed to evaluate the unsaturated throughput. The new mathematical analysis of the network throughput is only suitable for the saturated traffic condition. Therefore we plan to devise an analytical model for the throughput with a low -medium network load. In the present research, we have limited our analytical model for the performance evaluation into a one-hop network for the ease of modelling, but we plan to extend this model to multi-hop ad hoc and mesh networks so that SRDCF can be applied to multi-hop environments.
Appendix 1: flowchart of SRDCF
A flowchart of SRDCF is given in Fig. 9 
