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Recently, Balaji and Xu studied the consistency of stationary points, in the sense of
the Clarke generalized gradient, for the sample average approximations to a one-stage
stochastic optimization problem in a separable Banach space with separable dual. We
present an alternative approach, showing that the restrictive assumptions that the dual
space is separable and the Clarke generalized gradient is a (norm) upper semicontinuous
and compact-valued multifunction can be dropped. For that purpose, we use two results
having independent interest: a strong law of large numbers and a multivalued Komlós
theorem in the dual to a separable Banach space, and a result on the weak* closedness of
the expectation of a random weak* compact convex set.
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1. Introduction
In their paper [1], Balaji and Xu study the approximation of the stationary points of the classical stochastic optimization
problem
min
x∈X E
[
f (x, ξ)
]
(1)
by those of its sample average approximation
min
x∈X n
−1
n∑
i=1
f
(
x, ξ i
)
, (2)
where the ξ i are i.i.d. as ξ , and f is Lipschitz. More precisely, they present the following result [1, Theorem 3].
Theorem 1.1. Let E be a separable Banach space with separable dual, and X a compact subset of E. Let f : X × Ω → R be such that
(a) E f (x, ·) is ﬁnite for all x ∈ E.
(b) There exists κ ∈ L1(P ) such that∣∣ f (x,ω) − f (y,ω)∣∣ κ(ω)‖x− y‖
for all x, y ∈ X and almost every ω ∈ Ω .
(c) ∂x f (·,ω) is upper semicontinuous in the norm for almost every ω ∈ Ω .
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stationary point of (1).
They derive their result with the following strategy (see also the related papers [10,12]). Start with a Strong Law of Large
Numbers for random sets (which replaces the ordinary SLLN for random variables used when solutions are guaranteed to
be unique). Using that result, prove that a related asymptotic formula holds uniformly over X . Finally, the latter is applied
to a generalized gradient mapping, allowing to show that, for any sequence whose n-th element is a stationary point of the
n-th sample approximate problem, its accumulation points are weak stationary points of the original problem.
Since, in [1], the function f is deﬁned on a separable (maybe inﬁnite-dimensional) Banach space E and the generalized
gradient takes on values in the dual space, the SLLN for random sets must be applied in a dual space. But, in fact, the
existing SLLNs are not well-suited for application in a dual space because they assume that the space is (norm) separable,
while the dual to a separable Banach space can be non-separable. Thus, Balaji and Xu must impose the assumption that
E has separable dual. Moreover, the SLLN with convergence in the Hausdorff metric is available only for random compact
sets, whence Balaji and Xu make the assumption that the Clarke generalized gradient of f is compact-valued. And, ﬁnally,
the use of the norm topology in the dual requires yet another assumption on the generalized gradient: that it is an upper
semicontinuous multifunction with respect to the norm topology.
In this paper, we develop a Strong Law of Large Numbers valid for random weak* compact convex sets in the dual to
any separable Banach space, regardless of the dual being norm separable or not. That leads to showing that all the three
assumptions mentioned in the last paragraph can be dropped, so Balaji and Xu’s result on consistency of stationary points
actually holds under much weaker assumptions on both E and f .
2. Preliminaries
Let E be a real separable Banach space, with norm ‖ · ‖, closed unit ball B and dual E∗ with norm ‖ · ‖∗ . The unit sphere
of E will be denoted S . Throughout the paper, D = {xk}k∈N will denote a ﬁxed countable dense subset of S . The unit ball of
E∗ will be denoted by B∗ .
We will denote by j the canonical embedding of E into its bidual E∗∗ .
Weak* closed bounded subsets of E∗ are weak* compact and metrizable. The topology of the separable metric d∗ deﬁned
by
d∗( f , g) =
∑
k∈N
2−k
∣∣ f (xk) − g(xk)∣∣
agrees with the weak* topology on every bounded subset of E∗ . Of course, d∗( f , g) ‖ f − g‖∗ .
The space of all non-empty closed subsets of a metric space M will be called F(M). The space of all non-empty weak*
compact convex subsets of E∗ will be called W∗kc . For any z in the bidual E∗∗ , we deﬁne the support function s(z, ·) : W∗kc →
R, given by s(z, A) = sup f ∈A z( f ). Then,
A =
⋂
x∈D
{
f ∈ E∗ ∣∣ f (x) s( j(x), A)}.
Addition and product by scalars in W∗kc are deﬁned elementwise; since linear operations are weak* continuous, W∗kc is
closed under the extended operations. The convex hull and closed convex hull of A are denoted by co A and co A, respec-
tively. Topological closure is denoted by cl; if the topology needs to be speciﬁed, we will write e.g. d∗- cl.
We denote
d∗( f , A) = inf
g∈A d
∗( f , g)
and
D∗(A,C) = sup
f ∈A
d∗( f , A).
The Hausdorff metric associated to d∗ is deﬁned to be
H∗(A,C) = max{D∗(A,C), D∗(C, A)}.
We also deﬁne
‖A‖∗ = sup
f ∈A
‖ f ‖∗ = D∗
(
A, {0})= H∗(A, {0}).
Note that D∗ and H∗ make sense for arbitrary non-empty subsets but, for sets which are not d∗-bounded and d∗-closed,
some of the properties deﬁning a metric are lost.
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is Effros measurable, namely the event {X ∩ U = ∅} is A-measurable for each open set U . Since we will be working with
random closed sets in E∗ , the underlying topology will be that of d∗ .
We denote by S1(X) the set of all integrable selections of X . The expectation of X is then deﬁned to be
E I X =
{
Eξ
∣∣ ξ ∈ S1(X)}.
Sometimes the expectation is deﬁned as the closure of E I X ; to emphasize that it is not the case here, we adopt the
notation E I instead of E , following [8].
If E‖X‖∗ < ∞, then X is called integrably bounded.
Let (X ,ρ) be a compact metric space. A set-valued function A on X is called upper semicontinuous if, for every x ∈ X
and every open neighbourhood U of A(x), there is δ > 0 such that
ρ(x, y) < δ ⇒ A(y) ⊂ U .
Balaji and Xu [1] considered upper semicontinuity by taking the norm topology in E∗ , while we will take the topology of d∗ .
Thus, our notion is weaker than theirs. If the values of A are d∗-compact, then A is upper semicontinuous with respect to
d∗ if and only if
D∗
(A(y),A(x))→ 0 as y → x.
3. Laws of large numbers
In this section, we prove the laws of large numbers which are at the basis of the consistency result in Section 5. We
begin with the following lemmas.
Lemma 3.1. Let A ∈ W∗kc . Then, F(A) is H∗-compact.
Proof. Since the weak* and d∗ topologies agree on bounded sets, A is d∗-compact. By classical results in hyperspace topol-
ogy (see e.g. [9]), given any compact metric space K , the space F(K ) is compact in the Vietoris topology; and so in the
Hausdorff metric also (see e.g. [8, Corollary C.6, p. 404]). 
Lemma 3.2. Let λi > 0 and Ai,Ci ∈ W∗kc . Then,
D∗
(
n∑
i=1
λi Ai,
n∑
i=1
λiCi
)

n∑
i=1
λi D
∗(Ai,Ci).
Proof. The inequality
d∗
(∑
i
λi f i,
∑
i
λi gi
)

∑
i
λid
∗( f i, gi)
is easy. Then, the extension to D∗ is done similarly to that of the analogous known inequality in which d∗ is replaced by
the norm. 
Now we proceed to presenting the Strong Law of Large Numbers in W∗kc . To the best of our knowledge, this is the ﬁrst
SLLN for random sets in a Banach space which may be non-separable in the norm topology.
Theorem 3.3. Let E∗ be the dual to a separable Banach space. Let X be an integrably bounded random weak* closed convex set in E∗ ,
and let {Xn}n be pairwise independent and identically distributed as X. Then,
H∗
(
n−1
n∑
i=1
Xi, E I X
)
→ 0
almost surely.
Proof. We denote by τD the weak topology in W∗kc generated by the mappings s( j(x), ·) for all x ∈ D . By the linearity of
support functions,
s
(
j(x),n−1
n∑
Xi
)
= n−1
n∑
s
(
j(x), Xi
);
i=1 i=1
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SLLN [6] to the random variables {s( j(x), Xn)}n for each x in the countable set D yields
n−1
n∑
i=1
Xi → E I X a.s. in the sense of τD .
The proof will be accomplished if we show that {n−1∑ni=1 Xi}n is relatively H∗-compact almost surely and that H∗-
convergence is stronger than τD -convergence. Indeed, assume that were the case. Every subsequence of {n−1∑ni=1 Xi}n
would have an H∗-convergent further subsequence; but its H∗-limit must be its τD -limit E I X . Since each subsequence has
a further subsequence converging to E I X , the whole sequence converges to E I X .
To prove the ﬁrst claim, note that∥∥∥∥∥n−1
n∑
i=1
Xi
∥∥∥∥∥∗  n
−1
n∑
i=1
‖Xi‖∗ → E‖X‖∗
almost surely, by an application of the SLLN to the random variables {‖Xn‖∗}n . There exists n0 ∈ N such that, for all n n0,∥∥∥∥∥n−1
n∑
i=1
Xi
∥∥∥∥∥∗  E‖X‖∗ + 1.
Therefore, taking
r = max
{
E‖X‖∗ + 1,max
n<n0
∥∥∥∥∥n−1
n∑
i=1
Xi
∥∥∥∥∥∗
}
,
we can write
n−1
n∑
i=1
Xi ⊂ rB∗
for all n ∈ N. Then,{
n−1
n∑
i=1
Xi
}
n
⊂ F(rB∗)
and F(rB∗) is H∗-compact by Lemma 3.1.
To prove the second claim, let {An}n ⊂ W∗kc converge to A in d∗ , and ﬁx x ∈ D . Let us show that s( j(x), An) → s( j(x), A).
By the deﬁnition of d∗ , there exists some k ∈ N such that, for all f , g ∈ E∗ ,
d∗( f , g) 2−k
∣∣ f (x) − g(x)∣∣.
Fix ε > 0. For n large enough, it holds that for any f ∈ An there is some g ∈ A such that d∗( f , g)  2−kε, and so
| f (x) − g(x)| ε. Accordingly,
s
(
j(x), An
)− s( j(x), A)= sup
f ∈An
f (x) − sup
g∈A
g(x) sup
g∈A
g(x) + ε − sup
g∈A
g(x) = ε.
A similar argument shows that s( j(x), A) − s( j(x), An) ε, and so∣∣s( j(x), An)− s( j(x), A)∣∣ ε.
Since that proves s( j(x), An) → s( j(x), A) for any x ∈ D , we have An → A in the topology τD . 
The following uniform variant will be used in the proof of Theorem 5.3.
Theorem 3.4. Let (X ,ρ) be a compact metric space, and let E∗ be the dual to a separable Banach space. Let A : X × Ω → W∗kc be
such that
(i) A(x, ·) is measurable for each x ∈ X .
(ii) A(·,ω) is an upper semicontinuous multifunction with respect to d∗ , for almost every ω ∈ Ω .
(iii) | supx∈X A(x, ·)| φ for some φ ∈ L1(P ).
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sup
x∈X
D∗
(Sn(x), E I [Ar(x, ·)])→ 0
almost surely for every r > 0, where
Ar(x,ω) =
⋃
ρ(y,x)r
A(y,ω).
Proof. The proof is completely analogous to that of [1, Theorem 1], taking into account Lemma 3.2 and Theorem 3.3. 
Remark 3.1. A direct comparison between Theorem 3.4 and [1, Theorem 1] is not possible. First, they do not hold in the
same spaces. Moreover, the class of spaces where both theorems hold is that of separable dual spaces; then, our result
has weaker assumptions (pairwise independence instead of independence, upper semicontinuity with respect to d∗ instead
of ‖ · ‖∗) but a correspondingly weaker conclusion.
Thus both results are complementary, although Theorem 3.4 will be shown to be better suited for the application to
convergence of stationary points.
4. Komlós theorem and closedness of the expectation
The aim of this section is to prove the following result, which will be necessary at the end of the proof of Theorem 5.3.
However, all results in this section have independent signiﬁcance. For related results in the setting of separable Banach
spaces, see e.g. [8, Theorem 1.24, p. 158] (closedness of the Aumann expectation) and [8, Theorem 3.3, p. 126] (Komlós
theorem).
Proposition 4.1. Let E∗ be the dual to a separable Banach space. Let X be an integrably bounded random weak* closed convex set
in E∗ . Then, E I X is a non-empty weak* compact convex subset of E∗ .
A key ingredient of the proof is a suitable version of the Komlós theorem. The result we need is a variant for the weak*
topology of [2, Corollary 2.2]; the latter is obtained as an immediate particularization of the multivalued Komlós theorem
[2, Theorem 2.1]. Since the proof is a routine adaptation of theirs, we state here both the multivalued and the single-valued
version.
Theorem 4.2. Let E∗ be the dual to a separable Banach space. Let {Xn}n be a sequence of random weak* closed convex sets such that
supn E‖Xn‖∗ < ∞. Then, there exist a subsequence {n′}n and an integrably bounded random weak* compact convex set X such that
(a) X(ω) ⊂ cod∗- limsupn Xn′ (ω) for almost every ω ∈ Ω .
(b) For any further subsequence {n′′}n,
m−1
m∑
n=1
Xn′′ → X
almost surely in H∗ .
Proof. Except for some changes, it is very similar to that of [2, Theorem 2.1] and so left to the reader. The role of the spaces
X, X∗ in their proof is played by E∗, j(E); the Mackey and weak topologies in X∗ are replaced by the norm topology on E;
weakly compact sets are replaced by weak* compact sets; and the unit ball of X∗ can be replaced by S (where our set D is
dense).
In step 2 of the proof, scalar convergence is replaced by H∗-convergence. The analog of [2, Lemma 3.2] for H∗ has been
proved in Lemma 3.1. Concerning that step, observe that, by deﬁning
G(ω) = d∗-cl co
⋃
n
Xn(ω)
with d∗-cl in place of cl, the intersection of G(ω) and a ball is necessarily d∗-compact, so an analog of assumption (ii) in
[2, Theorem 2.1] is not needed.
In step 3, the measurability of d∗- limsupn Xn′ holds because d∗ is separable. (Note: later, in the argument involving
weak compactness in an L1 space, weak compactness should not be replaced by compactness in any other topology; when
[3, Theorem 8] is used, just note that the weak limsup is contained in the d∗-limsup.)
Apart from these changes, the essence of the proof is identical. 
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from Theorem 4.2, by showing that the limit in (b) is deterministic (it is measurable with respect to the tail σ -algebra),
then identifying it as E I X .
Corollary 4.3. Let E∗ be the dual to a separable Banach space. Let {ξn}n be a sequence of Bochner integrable functions such that
supn E‖ξn‖∗ < ∞. Then, there exist a subsequence {n′}n and a Bochner integrable function ξ such that
(a) ξ(ω) ∈ cod∗- limsupn{ξn′ (ω)} for almost every ω ∈ Ω .
(b) For any further subsequence {n′′}n,
m−1
m∑
n=1
ξn′′ → ξ
almost surely in d∗ .
Proof. Just take Xn = {ξn} and note that Theorem 4.2(b) implies that X must be a singleton as well. The facts that X = {ξ}
is Effros measurable and integrably bounded mean that ξ is Borel measurable and Bochner integrable. 
Proof of Proposition 4.1. We begin by proving that E I X is non-empty. To that end, note that X takes on d∗-compact values.
By Sion’s selection theorem for compact-valued mappings [11], X admits a measurable selection ξ . But ‖ξ‖∗  ‖X‖∗ and
E‖X‖∗ < ∞, so ξ is Bochner integrable. Then Eξ ∈ E I X .
Now, it is easy to prove that E I X is bounded and convex, from the fact that E I X ⊂ E‖X‖∗ · B and the convexity of the
values of X .
There remains to prove that E I X is weak* closed. Let { fn}n ⊂ E I X be such that fn weak* converges to f ∈ E∗ , we have
to prove f ∈ E I X . By deﬁnition, fn = Eξn for some ξn ∈ S1(X).
Note that Corollary 4.3 applies to {ξn}n , since supn E‖ξn‖∗  E‖X‖∗ and X is integrably bounded. Thus, there exists a
Bochner integrable function ξ which, by virtue of its conclusion (a) and the weak* closedness of the values of X , is indeed
a selection of X ; and a subsequence {ξn′ }n such that
d∗
(
m−1
m∑
n=1
ξn′ , ξ
)
→ 0
almost surely. Since ‖m−1∑mn=1 Eξn′ ‖∗  E‖X‖∗ , the sequence {m−1∑mn=1 Eξn′ }m is contained in the ball E‖X‖∗ · B, where
d∗ metrizes the weak* topology. And, since the sequence {‖ξn′ ‖}n is dominated by ‖X‖∗ , the dominated convergence theo-
rem yields now
m−1
m∑
n=1
(Eξn′)(x) → (Eξ)(x)
for all x ∈ E.
But Eξn′ → f in the weak* topology, so for each x ∈ E we have (Eξn′ )(x) → f (x). By the regularity of Cesàro summability,
also
m−1
m∑
n=1
(Eξn′)(x) → f (x).
By the uniqueness of the weak* limit, f = Eξ ; and, since ξ is a selection of X , we have f ∈ E I X , proving that E I X is
weak* closed. 
5. Convergence of stationary points
In this section, we apply the results above to analyze convergence of the stationary points of the sample average approx-
imate problem (2).
Let h : E → R be locally Lipschitz at a point x. Its Clarke generalized gradient ∂h(x) ⊂ E∗ is the unique element of W∗kc such
that
s
(
j(d), ∂h(x)
)= limsup
y→x,t→0+
h(y + td) − h(y)
t
for all d ∈ S .
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∂x f (y,ω) = ∂ f (·,ω)(y).
Let { fn}n be a sequence of pairwise independent copies of f . The speciﬁc meaning of ‘pairwise independent’ is the
one when f is regarded as a random lower semicontinuous function, see e.g. [7]. That includes, as a special case, the
composition fn = f (·, ξn) involving a deterministic function f and pairwise independent random elements ξn .
Set
fˆn(x) = n−1
n∑
i=1
f i(x, ·),
Sn(x) = n−1
n∑
i=1
∂x f i(x, ·),
∂rx f i(x, ·) =
⋃
y∈X ,‖x−y‖<r
∂x f i(y, ·),
Srn(x) = n−1
n∑
i=1
∂rx f i(x, ·),
where r > 0.
We denote by NX (x) the normal cone to X at x. A point x∗ ∈ X is called a Clarke stationary point of (1) if
0 ∈ ∂E f (x∗, ·) + NX (x∗)
and a weak Clarke stationary point of (1) if
0 ∈ E I∂ f (x∗, ·) + NX (x∗),
see [1]. Analogously, a point xn ∈ X is called a Clarke stationary point of (2) if
0 ∈ ∂ fˆn(xn) + NX (xn).
We still need one further lemma which will be used in the proof of Theorem 5.3.
Lemma 5.1. Let X, Y be random closed sets in the dual of a separable Banach space. Assume that E I X = ∅ and Y is integrably bounded.
Then, D∗(E I X, E I Y ) ED∗(X, Y ).
Proof. Let ξ be an arbitrary integrable selection of X . Observe that
d∗(Eξ, E I Y ) = inf
η∈S1(Y )
d∗(Eξ, Eη) = inf
η∈S1(Y )
∑
k
2−k
∣∣Eξ(xk) − Eη(xk)∣∣
 inf
η∈S1(Y )
E
[∑
k
2−k
∣∣ξ(xk) − η(xk)∣∣
]
= inf
η∈S1(Y )
Ed∗(ξ,η).
Set
Yn = w∗- cl
[
Y ∩ { f ∈ E∗ ∣∣ d∗(ξ, f ) d∗(ξ, Y ) + n−1}].
Since Y is integrably bounded, it takes on bounded values almost surely, so Yn is weak* closed and norm bounded, whence
it is weak* compact, equivalently d∗-compact. Now we use Sion’s selection theorem to obtain a measurable selection ηn ∈ Yn .
Since Yn , like Y , is integrably bounded, the ηn are necessarily in S1(Yn) and so in S1(Y ).
By construction,
d∗(ξ,ηn) d∗(ξ, Y ) + n−1,
so
d∗(Eξ, E I Y ) = inf
η∈S1(Y )
Ed∗(ξ,η) inf
n
Ed∗(ξ,ηn) Ed∗(ξ, Y ) ED∗(X, Y ),
whence
D∗(E I X, E I Y ) = sup
1
d∗(Eξ, E I Y ) ED∗(X, Y ). 
ξ∈S (X)
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semicontinuity properties. According to Edalat [5], who cites a private communication from F.H. Clarke, it is unknown
whether the Clarke generalized gradient is an upper semicontinuous multifunction with respect to the weak* topology. The
fact that d∗ is a metric simpliﬁes the task of establishing such a property.
Proposition 5.2. Let E be a separable Banach space. Let f : E → R be a locally Lipschitz function. Then, ∂ f is upper semicontinuous
with respect to d∗ .
Proof. Let x ∈ E. The values of ∂ f are weak* compact, in particular norm bounded, sets. Since d∗ agrees with the weak*
topology on bounded sets, ∂ f takes on d∗-compact values. Consequently, to prove upper semicontinuity it suﬃces to check
that D∗(∂ f (y), ∂ f (x)) → 0 as y → x. For any r > 0, denote ∂r f (x) =⋃‖y−x‖r ∂ f (y). We will be done by proving that
D∗(d∗- cl ∂r f (x), ∂ f (x)) → 0 as r ↘ 0.
Let us prove ∂ f (x) =⋂r>0 d∗- cl ∂r f (x). By [4, Proposition 2.1.5(c)], ∂ f (x) =⋂r>0 ∂r f (x), so one inclusion is clear. For
the converse, let g ∈⋂r>0 d∗- cl ∂r f (x), then
d∗
(
g, ∂ f (x)
)= d∗(g,⋂
r>0
∂r f (x)
)
= sup
r>0
d∗
(
g, ∂r f (x)
)
= sup
r>0
d∗
(
g,d∗- cl ∂r f (x)
)= d∗(g,⋂
r>0
d∗- cl ∂r f (x)
)
= 0.
Since ∂ f (x) is d∗-closed, g ∈ ∂ f (x).
Let k be a local Lipschitz constant for f , valid for y such that ‖y − x‖  r0 for some r0 > 0. It follows easily from
the deﬁnition of ∂ f that ‖∂ f (y)‖∗  k for those y. Thus, ‖∂r0 f (x)‖ k and, from the Banach–Alaoglu theorem, ∂r0 f (x) is
relatively weak* (and d∗) compact.
For every r < r0, we have d∗- cl ∂r f (x) ∈ F(d∗- cl ∂r0 f (x)). By Lemma 3.1, the latter family is H∗-compact, whence
d∗- cl ∂r f (x) converges in H∗ along some sequence rn ↘ 0. The H∗-limit must coincide with the limit inferior of the se-
quence, which, by the identity ∂ f (x) =⋂r>0 d∗- cl ∂r f (x), is ∂ f (x).
Therefore, d∗- cl ∂rn f (x) → ∂ f (x) in H∗ and, taking into account the monotonicity,
D∗
(
d∗- cl ∂r f (x), ∂ f (x)
)→ 0
as r ↘ 0, as wished. 
We are ﬁnally ready to study the consistency properties of Clarke stationary points. There are some differences with
Theorem 1.1, besides dropping three assumptions as discussed in the Introduction. First, condition (a) is formally weaker
than condition (a) in Theorem 1.1, although they are in fact equivalent under condition (b). Second, the independence
assumption is relaxed to pairwise independence. Last, and most important, note the different place for ‘almost surely’ in
the conclusion. While we prove that for almost every ω ∈ Ω it holds that every accumulation point x of Clarke stationary
points xn′ (ω) → x has a certain property, what was stated then was that every sequence xn : Ω → E, such that each xn(ω)
is a Clarke stationary point and xn′ → x almost surely, has almost every x(ω) with that property. In our statement, the
subsequence may be different for each ω. That has a practical bearing, since only one ω is observed in reality, so their
formulation leaves out whether the subsequence observed to converge for that ω would admit a further subsequence valid
for all ω, as needed to apply their theorem, or not.
Theorem 5.3. Let E be a separable Banach space and X a compact subset of E. Let f : X × Ω → R be such that
(a) E f (x, ·) is ﬁnite for some x ∈ E.
(b) There exists κ ∈ L1(P ) such that∣∣ f (x,ω) − f (y,ω)∣∣ κ(ω)‖x− y‖
for all x, y ∈ X and almost every ω ∈ Ω .
Let { fn}n be a sequence of pairwise independent copies of f . Then, almost surely, every accumulation point of a sequence of Clarke
stationary points of the approximate problem
min
x∈X n
−1
n∑
i=1
f i(x, ·)
is a weak Clarke stationary point of the problem
min
x∈X E
[
f (x, ·)].
P. Terán / J. Math. Anal. Appl. 363 (2010) 569–578 577Proof. Let xn be a stationary point of the n-th sample approximate problem, namely
0 ∈ ∂ fˆn(xn) + NX (xn),
and let x∗ be an accumulation point of {xn}n . For simplicity of notation, we assume that actually xn → x∗ .
Fix r > 0. We have
d∗
(
0, E I∂x f (x
∗, ·) + NX (x∗)
)
 d∗
(
0, ∂ fˆn(xn) + NX (xn)
)+ D∗(∂ fˆn(xn) + NX (xn), E I∂x f (x∗, ·) + NX (x∗)).
The ﬁrst term in the right-hand side is 0. Note that, eventually, NX (xn) ⊂ NX (x∗) and also, by [1, Proposition 1], fˆn(xn) ⊂
Sn(xn). Hence,
d∗
(
0, E I∂x f (x
∗, ·) + NX (x∗)
)
 D∗
(
Sn(xn) + NX (x∗), E I∂x f (x∗, ·) + NX (x∗)
)
 D∗
(
Sn(xn), E I∂x f (x
∗, ·))
 D∗
(
Sn(xn), Sn(x
∗)
)+ D∗(Sn(x∗), E I∂rx f (x∗, ·))+ D∗(E I∂rx f (x∗, ·), E I∂x f (x∗, ·))
=: (I) + (II) + (III).
Since ‖xn − x∗‖ < r for all suﬃciently large n, eventually Sn(xn) ⊂ Srn(x∗) and so, using Lemma 5.1 and Etemadi’s SLLN for
random variables, we obtain the almost sure bound
(I)  D∗
(
Srn(x
∗), Sn(x∗)
)= D∗
(
n−1
n∑
i=1
∂rx f i(x
∗, ·),n−1
n∑
i=1
∂x f i(x
∗, ·)
)
 n−1
n∑
i=1
D∗
(
∂rx f i(x
∗, ·), ∂x f i(x∗, ·)
)
 ED∗
(
∂rx f (x
∗, ·), ∂x f (x∗, ·)
)+ r
=: (IV) + r
for n large enough. By Proposition 5.2 and Theorem 3.4, (II) → 0 as n → ∞; and an application of Lemma 5.1 yields
(III) (IV). Therefore,
d∗
(
0, E I∂x f (x
∗, ·) + NX (x∗)
)
 2 · (IV) + r,
for any arbitrary r > 0. By the monotone convergence theorem, to show that (IV) → 0 as r → 0+ , we just need to check
that
D∗
(
∂rx f i(x
∗,ω), ∂x f i(x∗,ω)
)→ 0
for each ω ∈ Ω . But that follows from Proposition 5.2.
So far it has been proved that d∗(0, E I∂x f (x∗, ·) + NX (x∗)) = 0, whence
0 ∈ d∗- cl[E I∂x f (x∗, ·) + NX (x∗)].
By Proposition 4.1, E I∂x f (x∗, ·) is d∗-compact, and we prove routinely that NX (x∗) is d∗-closed. As a consequence, their
sum is d∗-closed, proving that x∗ is indeed a weak Clarke stationary point. 
6. Concluding remarks
Since the properties of ∂ f which are crucial to obtaining the results in this paper are related with local boundedness
and the sum rule, the results can be replicated for most convex-valued generalized gradients.
Also observe that the proof of Theorem 5.3 works as well when the xn are merely weak stationary points of (2).
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