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Blackburn and Joslin: Detectability of Clothing Color by sUAS for SAR Operations

Search and rescue (SAR) operations are conducted across the country in every climate
and topography imaginable, many of them in remote environments with little to no access to
public safety services (Goodrich et al., 2008). The United States Coast Guard (USCG) and the
National Park Service (NPS) are the two primary federal agencies in the United States that
conduct SAR missions (Heggie & Amundson, 2009). In 2017, the most recent year that data was
available, the USCG conducted SAR missions for 5,262 people, recovering 4,188 people alive.
These missions included almost 17,000 sorties made by boats, manned aircraft, and cutters
(United States Coast Guard, 2019). The NPS reported 4,194 SAR incidents in 2017. The total
number of manhours expended on SAR operations by the NPS in 2017 exceeded 84,000 hours
(National Park Service, 2020).
Search efforts put members of the search team into harm’s way, potentially exposing
them to the same hazards faced by the missing or injured person (Adams et al., 2007).
Traditional aerial search and rescue methods generally involve the use of manned helicopters
(Grissom, Thomas, & James, 2006). According to data from the National Transportation Safety
Board (NTSB), SAR helicopter accidents resulted in 32 fatalities between 1980 and 2013, with
43% of all SAR helicopter accidents resulting in fatal injuries. During the same period, only
19% of general aviation helicopter accidents resulted in fatalities (Worley, 2015).
Search-and-rescue (SAR) operations are adopting small unmanned aircraft system
(sUAS) technology to aid traditional human search parties operating on foot or by vehicle, which
can be hindered by challenging terrain and obstacles; a limitation that sUAS can overcome by
operating in the airspace above the ground search areas. Expediting the search process is critical,
as the longer a person is missing, the greater the chance that they may succumb to any injuries or
environmental hazards in the area. Unmanned aircraft can also be operated at lower altitudes and
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over more confined terrain compared to manned helicopters and airplanes that are also
traditionally used to aid in SAR operations (Christie, Gilbert, Brown, Hatfield, & Hanson, 2016).
A potential solution for expediting the SAR search process is through aerial photography
and image analysis software to detect the color of clothing worn by the person(s) being rescued.
Many outdoor clothing manufacturers and public safety agencies advertise or recommend certain
colors of clothing that are deemed as highly visible to the human eye, which may not be readily
distinguishable by an optical sensor on a small unmanned aircraft (Heid, 2010; International
Hunter Education Association [IHEA], n.d.; 3M, 2016). Furthermore, some states have enacted
laws to require the use of these colors for outdoor activities, such as hunting. According to data
collected by the IHEA, there are 43 states that require the use of hunter orange garments during
at least some hunting seasons. The other seven states recommend the use of hunter orange
garments. There are also a few states that allow new additional colors, such as hunter pink, but
the majority still require hunter orange only. Consequently, it is critical to determine if
traditionally accepted color choices are still the best option when considering aerial search
operations utilizing sUAS. Previous studies on the use of sUAS for SAR have focused on
thermal imagery, WiFi signals, or rudimentary image analysis of a few colors with shapes not
representative of a human, rather than the use of automated software to detect a wide variety of
different colors of clothing as worn by a person (Agcayazi, Cawi, Jurgenson, Ghassemi, & Cook,
2016; Cooper & Goodrich, 2008; Dinh et al., 2019; Eyerman, Crispino, Zamarro, & Durscher,
2018; Goodrich et al., 2008; Khan, 2015; Sun, Li, Jiang, & Wen, 2016; Van Tilburg, 2017).
Weldon and Hupy (2020) discussed the limitations of using the traditional image analysis
method of having individuals screen each image for potential matches, which is time consuming,
leads to eye strain, and generally produces many false positive and missed detections. They
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proposed using Loc8™ software to conduct the imagery analysis instead of using human
analysts. Their research helped demonstrate the ability of Loc8™ to conduct aerial image
analysis; however, it did not look at how additional colors may affect the software’s ability to
make correct detections (Weldon & Hupy, 2020). Determining clothing colors that are most
detectable for sUAS SAR operations will inform individuals to include that color in their
clothing and equipment and increase their chances of being found expeditiously in the event of
an accident or getting lost.
Research Hypothesis
This research was designed to determine if a specific clothing color or collection of
clothing colors make individuals more visible to sUAS optical sensor platforms when conducting
SAR operations using automated software analysis of aerial imagery. The null hypothesis (H0)
was that clothing color will not have any effect on the ability to detect a missing person using
image analysis software. The alternative hypothesis (Ha) was that clothing color will influence
the ability to detect a missing person using image analysis software.
Literature Review
As sUAS technology continues to improve, more and more researchers are looking for
ways to incorporate the technology into public safety missions, such as SAR. Many different
proposals have been presented, all of which have shown that sUAS SAR operations are not
necessarily a new way of conducting business but are an additional tool that may be able to aid
search teams.
Aerial Search and Rescue
Croft, Pittman, and Scialfa (2007) conducted a study on the ability of searchers to scan
for notional aircraft crash sites from an aerial perspective. Testing was first conducted using
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aerial images of terrain with artificially imposed targets. In addition to the aerial images,
searchers were flown over short routes where blue and white plastic sheets were placed to
simulate the wing of a Cessna airplane. The objects being searched for were sufficiently large
enough to be seen from the altitude of the flights. The intention of the research was to study
gaze patterns of searchers and the sample size was relatively small (N = 10). The findings
indicated that the searchers were only able to identify the correct target 30% of the time (Croft et
al., 2007).
Robinson (2012) noted that while conducting traditional manned aviation searches,
airplanes cannot stop moving, allowing searchers only a short amount of time to search each area
before the aircraft has moved on. To a lesser extent, the same is true of helicopters; while they
can hover over an area to provide an extended search time, there are limitations on safe hover
heights when out-of-ground effect. One of the benefits of capturing aerial images during these
searches is that they can be studied for as long as necessary, by as many people as necessary, to
ensure that there are no clues or items of interest in the image. Aerial images obtained from
sUAS can also be significantly less expensive to obtain when compared to the cost of flying
manned search missions (Robinson, 2012).
Unmanned Aircraft Systems
Van Tilburg (2017) reported on the first two known cases of sUAS platforms being used
in SAR operations to capture and analyze images. The first was a case in Oregon where a rock
climber had fallen. Ground search teams knew the approximate location of the individual from
eyewitness accounts but did not have sufficient equipment to reach him. The equipment was
ordered but would not be available until later that night. Having no knowledge of the injuries or
state of the fallen climber, rescue teams had no choice but to prepare to conduct a dangerous
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nighttime climb to locate the victim in a slot canyon. An observer in the area offered to use their
personal sUAS to attempt to ascertain the fate of the climber. The SAR team, which was on
standby until the new equipment arrived, allowed it. The sUAS operator was able to locate the
victim and return footage to the SAR team notifying them that the victim was deceased. The use
of the sUAS prevented the SAR team from making the dangerous climb at night and allowed
them to schedule a recovery operation the following day when it was safer. The second case was
an sUAS used to search difficult to reach areas to prevent ground teams from having to expend
time in those areas. On the second day of search, an sUAS with a thermal camera was used to
capture images of a creek bottom that was difficult to see from the creek banks. Five total flights
were conducted on the second search day and eliminated 2.7 km (1.7 miles) that ground teams
did not need to search. On the third search day, another sUAS was used to clear cliffs and the
surrounding scree fields. The cliffs were difficult to clear from the ground. Rappel teams were
used to clear one section of the cliff face that the sUA (small unmanned aircraft) could not
access, but all other areas of the cliff face were cleared by the sUA (Van Tilburg, 2017).
Drone manufacturer DJI has reported a total of 444 people saved through the use of
sUAS at the time of this paper. An interactive map created on their website shows the countries
and SAR events. Search and rescue operations involving sUAS have been reported in 29
different countries, with the majority being in North America, followed by Europe. Of the North
American SAR events, less than 10 took place in Canada, with the rest in the United States. The
DJI statistics and provided map do not include instances where an sUAS was used to aid in the
search but was not a contributing factor in the rescue. For example, if the SAR team employs an
sUAS, but the missing person is found by the ground team without the aid of information from
the sUAS, the rescue is not included on the map or in the reported rescues. Even though the data
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was compiled by DJI there were no limitations on which sUAS was used in the search, or who
the manufacturer was (DJI, n.d.).
Cooper and Goodrich (2008) researched the limitations of various display layout
configurations for sUA operators and sensor operators. The researchers first investigated using
two screens, one for the operator which showed telemetry, command, and control data, and one
for the sensor operator, which showed the live feed video. They found that the sensor operator
was generally not able to determine the location or flight path of the sUA unless they were near
the operator and could see both display screens. The researchers had participants watch a
simulated sUA flight on a control display that also showed a live feed from the sUA camera.
The participants were directed to mark on the screen several target spheres as they found them in
the live feed. The researchers found that the participants were not able to determine which
objects they had previously marked, as they could not keep track of both the live feed video and
the flight path of the sUA. While there were only 10 target spheres in the simulated flight, the
participants marked an average of 16.35 targets. The researchers suggested that it would be
possible for a single operator to control the sUA, observe the video feed, and detect the targets,
only if the targets are sufficiently easy to detect (Cooper & Goodrich, 2008).
Dinh et al. (2019) proposed using sUAS platforms to scan for mobile device signals when
attempting to locate missing persons. The researchers suggested that sUAS could be used to
detect an SOS signal from a mobile device, even if the missing person was not located in an area
with cellular reception. This would be possible through the use of an application that must be
previously downloaded onto the device, when service allows, that would then send out an
emergency signal when needed. The sUAS flying over the device would detect the signal and
could then use it to triangulate the location of the missing person. Unfortunately, this solution
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requires a missing person to have the foresight to download the required application, have
sufficient battery life to broadcast the signal, and be conscious in order to enable the application
when an emergency arose (Dinh et al., 2019).
Eyerman et al. (2018) released a study detailing joint research into sUAS SAR operations
conducted by sUAS manufacturer DJI, the European Emergency Number Association (EENA),
and research firm Black Channel. Initial testing was conducted in 2014 by Black Channel, who
found that sUAS had the potential to aid in SAR operations, but that the technology in 2014 was
not where it needed to be in order to provide any value in search operations. After allowing the
industry to mature for a few more years, the three companies went back and conducted more
testing. The follow-on study found that, when equipped with more modern sUAS platforms, the
search teams were able to locate the search subject approximately three minutes faster than teams
that were not equipped with an sUAS. However, the study also found that sUAS-equipped teams
were not able to locate the search subject as often as the non-equipped teams. One of the reasons
the researchers determined that the sUAS were less effective was that the target was a black and
yellow swift water rescue suit and the suit color made it difficult for sUAS operators to notice
during sunny weather. The researchers noted that red showed up better in the sUAS video;
however, they did not conduct the study using a different colored target object. The searches in
this study were based on sUAS operators searching in areas determined by the SAR team and
observing the live feed to attempt to locate the search subject while also controlling the flight
path of the sUA (Eyerman et al., 2018).
Goodrich et al. (2008) discussed using sUAS in wilderness SAR. In their study, they
found that one of the limitations was the quality of video available from the sUAS and the ability
to accurately define what area a specific image covers. Since this study was conducted, more
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and more sUAS platforms are equipped with Global Positioning System (GPS) receivers, which
can completely eliminate the problem of image location by geotagging each image with
coordinates automatically. One of the suggestions that the researchers made was that the use of
automated detection programs could significantly aid the search party, as they would not need to
rely on either the pilot or sensor operators, who have other duties during flight in addition to
searching. Alternatively, they also suggested that post flight evaluation of images would reduce
operator load during the mission (Goodrich et al., 2008).
Automated Software and Algorithms
Khan (2015) explored using computer algorithms to perform automated person detection
using thermal imagery obtained from an sUAS platform. This research was limited due to the
use of a Raspberry Pi based computer that was not able to handle higher level processing
algorithms. The result was the use of a less powerful algorithm that had mixed results.
Additionally, thermal technology for sUAS has seen more limited adoption than sUAS platforms
themselves, likely due to the high costs and low resolutions available when compared with
conventional optical cameras. The thermal sensor used by Khan required that the unmanned
aircraft be flown at lower altitudes in order to make a successful detection. Past 40 meters (131
feet), the thermal sensor was not able to capture a clear enough image for the algorithm to detect
a human shape (Khan, 2015).
Al-Kaff, Gómez-Silva, Moreno, Escalera, and Armingol (2019) designed a system that
would filter flagged images by running them through a human pose filter. The filter would
reduce the number of false positive detections when searching for human subjects by analyzing
images and only selecting items with a similar shape to the human body. The software detects
the location of the head, and then measures the angles and length of attached body parts to ensure
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that it has roughly human dimensions. If the object passes the filter, it is flagged as human;
otherwise it is rejected. Throughout the paper, many images are included of human subjects
lying in various poses and being detected by the software. However, there does not seem to be
any data supporting the software’s ability to detect a standing person in an image captured from
directly overhead, or of a human subject not in a supine position. Additionally, based on the
explanation of the detection algorithm, a person whose body is mostly or partially obscured
would likely be rejected as a false identification. The researchers noted that the use of this
software resulted in no false positive results; however, it is unclear how many missed detections
it would have in a larger study with more variation to the positioning of the human subjects (AlKaff et al., 2019).
Morse, Thornton, and Goodrich (2012) developed a method of evaluating pixel colors in
aerial images and determining if the image contained pixels of contrasting colors. For example,
a blue shirt would be a significant contrast to a desert environment consisting only of sand dunes.
The software would then alert the operator of the detection and suggest it as a possible target.
The researchers looked at 24 target items in aerial video, with half being suggested as possible
targets by the software, and the other half not being suggested. The researchers found that
detection rates were higher when using target suggestions from the software, allowing searchers
to identify objects that they may not have seen without the aid of the software. Since this
detection method only looks at contrasting colors, it will not miss an object because it does not
have the correct shape, as some other methods will. However, this method is only useful when
searching for objects that are contrasting to the background. If a missing person were lost in a
grassy area and wearing green, it is unlikely that the software could detect them. However, the
search method described only uses the software as an additional tool, allowing the individual
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searchers to still look through images for non-flagged items, potentially allowing detection of an
unflagged item, just at a lower detection rate (Morse et al., 2012).
Sun et al. (2016) used a Talon sUAS from X-UAV. The Talon is not a ready-to-fly
model, as it requires the purchase and installation of additional components and at least some
knowledge of sUAS design and construction. This makes the Talon an unlikely choice for most
SAR teams and public agencies. The researchers designed an on-board algorithm to detect
variations in the color of target objects for identification of people, vehicles, or even crashed
aircraft. The camera was modified to record in YUV color space, as opposed to the more
common RGB color space. The YUV color space is more commonly used in television systems.
It uses a luminance signal (Y), known as luma, and two color signals (U and V) known as B-Y
(blue minus luma) and R-Y (red minus luma). For television, the YUV signal is converted to
RGB by the display system (Wang et al., 2017; Hunold, 1999). The algorithm would then
compare the red and blue color variances for all of the pixels and look for pixels that were in
high contrast to the rest of the pixels. This pixel variance analysis allowed the software to
identify anomalies and flag them for user review. One of the limitations of this type of analysis
is that it cannot detect people or objects that are similar in color to their surroundings. The
systems also had no way to filter out flagged images that were not items of interest, which
resulted in many false positives, as there was no method to narrow down the search (Sun et al.,
2016).
Marshall and Perkins (2015) investigated the ability of various algorithms to detect colors
that were anomalies compared to surrounding colors. Six different terrain types were used in this
evaluation; however, no aerial images were captured for this research. The researchers instead
used extant images that they selected and superimposed target images onto them. The target
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images were reduced in size and blended slightly to give the appearance that they were originally
in the image. The terrain images were evaluated for detection ability and processing times across
eight algorithms. Additionally, the images were converted into different color spaces prior to
analysis to determine if certain color space and algorithm combinations would produce better
results (faster or more accurate) (Marshall & Perkins, 2015).
Hoai and Phuong (2017) examined the ability of imagery analysis software to detect
color anomalies in aerial images. This study was focused on finding the algorithm and color
space combination that proved to be the most successful in detecting an anomaly. Eight different
color space options were analyzed with three different terrain types and eight different analysis
algorithms. The researchers found that different combinations of algorithm and color space were
successful in different terrain types. There were several limitations to this study. The aerial
images analyzed were captured from 600 meters (1,968 feet), which is significantly higher than
most sUA will be flying during SAR operations. The higher altitude images would reduce the
sharpness of terrain features when compared to an image from the same camera at a lower
altitude. Additionally, the images analyzed were not originally captured for the purpose of this
research. The images were repurposed from another study, and target items were superimposed
into the images after capture, which would give the target a different pixel structure and
coloration than if it was captured in the original image (Hoai & Phuong, 2017).
Agcayazi et al. (2016) designed a semi-autonomous sUAS that conducted its own flight
planning in addition to anomaly detection. The researchers began with a human detection
algorithm that was abandoned early in the project due to its inability to detect objects that were
not in specific positions. The anomaly detection process they selected next was similar to those
previously discussed, relying on detecting objects of interest based on differences in color
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compared to surrounding pixels. The algorithm identifies the section of the image with the
biggest anomaly and highlights it for the operator to review. This method of highlighting only
the largest anomaly would potentially allow a person to go undetected in an image if there were
another, slightly larger object in the same image that was different in coloration than its
surroundings (Agcayazi et al., 2016).
Loc8™ Image Analysis Software
Loc8™ was designed for use with sUAS platforms to conduct SAR operations in any
area, even without Internet access. The program works by scanning individual images for user
defined colors at the pixel level. Once a pixel (or cluster of pixels, depending on setup) is
identified as matching the search parameters, the image and matching pixels are flagged for user
review. Loc8™ is designed to work with all sUAS and optical camera platforms (Loc8, n.d.-a).
Antunes (2020) reviewed the Loc8™ software in a descriptive article that explained
many of the capabilities and benefits of the image analysis software. One of the co-founders of
the Loc8™ company noted that many times operators focus on the hardware side of sUAS,
ensuring they have the newest equipment, and fail to focus on the software side, which can be
equally as important. According to one of the software’s designers, it can take up to two minutes
for a trained image analyst to search a 20-megapixel image. At a rate of two minutes per image,
100 images would take over three hours to scan by a single individual, and most sUAS SAR
operations produce hundreds, if not thousands, of images that need to be analyzed. The Loc8™
program can scan 100 20-megapixel images in less than five minutes (Antunes, 2020).
Weldon and Hupy (2020) conducted research using Loc8™ software to perform the
imagery analysis instead of using human analysts. The sUAS used by the research team was a
specialized platform, the C-Astral Bramor PPX, that the researchers admitted was likely outside
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the budget and skillset of first responder teams. The researchers note that there are less complex
platforms that can be used to conduct searches with somewhat similar results; however, none of
the ones currently available have the advanced capabilities used in this study. The research in
this study was designed to look at the ability of the Loc8™ software to detect a missing person
while conducting a full aerial search of an area. Seven items were placed in a field in locations
unknown to the Bramor PPX operator. The operator commanded the aircraft to fly a
lawnmower-style flight pattern over the search area, and the aerial images collected were loaded
into Loc8™ for analysis. This research did not consider the effect the color of the search objects
might have on the Loc8™ software. The colors of the items that the team searched for included
one off-white shirt, two black shirts, one pair of blue jeans, one light blue shirt, one dark blue
shirt, and one skeleton with blue jeans and a checkered white and black shirt. This means that
even though seven search items were used, they only fell into three color groups (blue, black,
and white) without any additional variation in color. The team did note that one color was too
similar to the background (off-white shirt) and discarded it from future search considerations.
This research helped demonstrate the ability of Loc8™ to conduct aerial image analysis;
however, it did not look at how additional colors may affect the software’s ability to make
correct detections (Weldon & Hupy, 2020).
Clothing Color
The International Hunter Education Association (IHEA) continues to recommend that all
hunters wear hunter orange (also referred to as blaze orange) clothing while in the field for
visibility. The recommendation is based on safety, ensuring that other hunters will not mistake a
person for an animal through foliage. According to data collected by the IHEA, there are 43
states that require the use of hunter orange garments during at least some hunting seasons. The
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other seven states recommend the use of hunter orange garments. There are also a few states that
allow new additional colors, such as hunter pink, but the majority still require hunter orange
only. The states allowing hunter pink in place of hunter orange appear to have arrived at the
decision not based on any additional scientific study but in an effort to attract more female
hunters. Additionally, six of the 10 Canadian provinces require the use of hunter orange while
hunting, and two of the others recommend its use (International Hunter Education Association
[IHEA], n.d.).
The United States Forest Service also recommends wearing hunter orange, even by nonhunters visiting national forests during hunting seasons. For non-hunters, the Forest Service also
recommends bright color clothing, such as red, orange, and green. Visitors should avoid white,
black, brown, earth-toned greens, and animal colored clothing. There are also recommendations
for dogs to wear orange vests if they accompany people into the forests (United States Forest
Service, n.d.)
The 3M company (2016) published a regulatory update concerning the newest
regulations for high visibility garments. The American National Standards Institute, Inc. (ANSI)
has established regulations concerning the type and visibility of garments for certain industries
for over two decades. Industries that are required to comply with ANSI standards include
construction, utility, emergency responders, airport ramp personnel, and off-road workers. The
ANSI standards, known as the American National Standard for High-Visibility Safety Apparel
and Accessories, includes provisions for all types of clothing worn by workers in applicable
industries to help make them more visible during the day, at night, and during periods of reduced
visibility. All classes of ANSI high-visibility garments require at least some portion of
retroreflective material, which reflects a high portion of light back at the source it originated
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from. The requirement for retroreflective material is unlikely to provide extra detection for
sUAS SAR operations, as most unmanned aircraft are not equipped with directional lights that
would be reflected. However, ANSI also requires that a large portion of the non-retroreflective
material be colored fluorescent material that is highly conspicuous and contrasting to the
surrounding environment (3M, 2016).
Zaidi et al. (2007) reported that the peak wavelength that humans are able to perceive is
555 nanometers. This corresponds to a color that is partway between green and yellow (Zaidi et
al., 2007). While this is reportedly the color that the human eye is most sensitive to, it is not the
color generally recommended by safety agencies. This is likely due to the lack of contrast
between the color green and many areas that people generally find themselves. Green is a color
that occurs often in nature, making the continued recommendation of oranges and yellows
reasonable.
Methodology
This experimental research examined the ability of automated image analysis software
(Loc8™) to identify various colors of clothing from aerial images captured by an sUAS. Data
was collected utilizing three sUAS models with different sensor payloads. The first was the
Mavic 2 Pro from Chinese sUAS manufacturer DJI. The Mavic 2 Pro is equipped with a
gimballed Hasselblad 1 in. complementary metal-oxide semiconductor (CMOS) sensor which
captures images of 20 megapixels. It has a field of view of approximately 77 degrees, a focal
length of 10.26 mm and an adjustable aperture of f/2.8-f/11 (Alfio, Costantino, & Pepe, 2020).
The second sUAS was the Bebop 2 from French manufacturer Parrot. The Bebop 2 has a 14megapixel 1/2.3 in. CMOS camera (Suciu et al., 2018). The Bebop 2 camera has a nonadjustable aperture of f/2.3 and a focal length of approximately 2 mm (Pagliari & Pinto, 2018).

Published by Scholarly Commons, 2021

55

Journal of Aviation/Aerospace Education & Research, Vol. 30, No. 1 [2021], Art. 3

The field of view on the Bebop 2 is listed as 180 degrees, which is misleading. The Bebop 2
camera is not gimballed but supports camera pan and tilt through the use of software, which
gives the appearance of camera movement, but in reality, is just the system using only sections of
the sensor and lens (Goldman, 2016). The actual demonstrated field of view is approximately 80
degrees (Nicolas, 2105). Aerial images captured by the Bebop 2 are not rectilinear as the other
two sUAS sensors but captured in a fish-eye format. The third sUAS was the Parrot Disco. The
Disco is the only fixed-wing model sUAS used. The Disco comes equipped with the same
camera used in the Bebop 2 sUAS (Boyles, 2017). In order to ensure that three different sensors
were used for data collection, the Disco was modified to carry a non-gimballed GoPro Hero8
camera oriented for nadir image capture. The plans used to modify the Parrot Disco are
available online (Skyvue 3D, 2017). The GoPro Hero8 Black edition offers 12-megapixel
images with a focal length of 16-39mm, depending on the digital lens selection (GoPro, n.d.). It
has a 1/2.3 in. CMOS sensor, 2x digital zoom, and a non-adjustable aperture of f/2.8 (Michael,
2020).
Flight Planning Software Selection
Flight planning for missions involving the DJI Mavic 2 Pro and the Parrot Bebop 2 were
conducted using the Pix4D Capture application on either an iPhone X or an iPad Mini 5. Pix4D
allows the operator to plan a grid-style mission while controlling the aircraft speed and the side
and front overlap of images captured. Once the flight plan is built, the Remote Pilot in
Command (RPIC) commands the software to begin and the flight is conducted autonomously
from that point (Fernández-Lozano et al., 2018). Pix4D Capture does not allow operators to set a
discrete speed for flights. Operators chose between one of five speed settings for the flight, then
the software will adjust the actual speed based on the length of the current flight leg and the wind
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conditions in which the sUA is operating. For both the Mavic 2 Pro and Bebop 2 missions the
speed setting was set to the default of “Fast.” The fast setting allows the aircraft to complete
longer missions than lower settings due to the increased maximum flight speed available.
Additionally, the fast setting ensures that the camera angle is the same for all images on each leg
when not operating with a 90-degree camera angle (i.e. Bebop 2 missions) (Pix4D, 2018). Aerial
images were monitored in real-time by the RPIC to ensure that the speed setting did not cause
blurry image captures. The base-model Parrot Disco is not supported by the Pix4D Capture
application (Pix4D, n.d.). The Parrot Disco was controlled via the FreeFlight Pro application
from Parrot, with the internal Flight Plan function. The Flight Plan function allows the RPIC to
create a series of waypoints for the Disco to follow as it completes its mission. There is not a
grid-style flight plan option, so the flight plan must be manually created by the RPIC waypoint
by waypoint. However, once the flight plan is created, it can be saved and reused for all
subsequent flights in the same area, thereby enhancing the repeatability of the experiment
(Parrot, 2019). The speed of the Disco cannot be altered when using the Flight Plan section of
the FreeFlight Pro application.
Torso Model Design
Ten torso models were constructed using chicken wire mesh, each covered with a
different garment color, as shown in Figure 1. The models had the same chest and waist
dimensions as the Hybrid II Anthropometric Test Dummy (ATD) used by the Federal Aviation
Administration (National Institute for Aviation Research, 2013). Eight non-enhanced visibility
shirts and two enhanced visibility shirts were selected for this research project. The two
enhanced visibility shirts were high visibility yellow and high visibility orange. The colors of
the non-enhanced visibility shirts were selected to represent the primary and secondary colors on
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a standard color wheel: red, yellow, blue, orange, green, and purple. Additionally, one black
shirt and one white shirt were used to supplement the color options. The eight non-enhanced
visibility shirts were all made of cotton and the enhanced visibility garments were made of
polyester.

Figure 1. Green shirt on chicken wire torso.
Flight Area Setup
At each flight area, all 10 torso models were laid out in a supine position, representing a
person lying down. The models were not placed in any particular order or design at the flight
locations. All torsos were placed close enough so that each sUA optical sensor could capture all
10 models in a single image. At each area, the models were placed in similar conditions for an
equal chance at detection (i.e. all models in direct sunlight or all models in shade). The stand-off
slant range between the sUA and the torsos varied based on the altitude flown but ranged
between 0 feet (sUA directly over torso taking nadir images) and approximately 500 feet at 400
feet AGL. Multiple flights were conducted within each area on different days, time of day, and
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shading to minimize the effects of any covariates or confounds. Prior to each block of flights, the
RPIC checked weather data in both the Hover and UAV Forecast iOS mobile applications. In
addition to the forecast, wind and temperature readings were taken by the RPIC with a handheld
anemometer to ensure Visual Meteorological Conditions (VMC) and local measured wind
speeds and temperatures were below sUA maximums.
Data Collection
The data used for this research consisted of aerial images captured by three different
sUAS and sensor combinations in a rural/remote desert summer daytime environment at six
locations with varying topography and vegetation in the vicinity of Yuma, Arizona. Flights were
conducted at four altitudes (100 feet above ground level (AGL), 200 feet AGL, 300 feet AGL,
and 400 feet AGL) during four time blocks to more effectively simulate SAR operations.
Eighteen flights were conducted, with each flight covering all four altitudes with each altitude
containing images of all 10 torso models, yielding 72 sets of data. All images were nadir except
for those obtained from the Parrot Bebop 2. The Bebop 2 uses a fixed 30-degree downward
camera angle that is non-adjustable with the flight planning software (Pagliari & Pinto, 2018).
All three sUAS gathered images at each flight area within one hour of each other during each
time block (9 a.m., Noon, 3 p.m., 6 p.m.) to ensure similar sunlight and atmospheric conditions.
Examples of an image capture at 100 ft AGL for the DJI Mavic 2 Pro and the Parrot Bebop 2 are
shown in Figure 2 and Figure 3.
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Figure 2. Example aerial image capture from the DJI Mavic 2 Pro at 100 feet AGL.

Figure 3. Example aerial image capture from the Parrot Bebop 2 at 100 feet AGL.
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Analysis
Images from each of the three sUAS sensors were analyzed using the Loc8™ program
running on a 2020 MacBook Pro. The Loc8™ license type for this research was Basic, and the
Loc8™ version number was 2.53. Loc8™ program works by scanning individual images for
user defined colors at the pixel level. Once a pixel (or cluster of pixels, depending on setup) is
identified as matching the search parameters, the image and matching pixels are flagged for user
review. Color profiles were built within the Loc8™ program prior to initial aerial image analysis
using the Loc8™ Bloodhound Technique. The Bloodhound Technique is the Loc8™
recommended procedure for SAR operations (Loc8, n.d.-a, n.d.-b). The recommendation for this
technique comes from previous SAR experience with traditional searches where teams are told
what the missing person was last seen wearing. For sUAS SAR operations, the Bloodhound
Technique is based off the last image available of the missing person. The image is used to
define the color profile that Loc8™ uses to analyze images.
Loc8™ Color Palate Creation Process
For this research, an image capture from an iPhone X was taken at ground level of all 10
garments for color palate creation, as shown in Figure 4.
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Figure 4. Step one begins with the Loc8™ Viewer screen with the image being used to create the
profile open. The operator then zooms into the image focusing on the color of interest until
individual pixels can be seen in the image (Loc8, n.d.-b).
After uploading the image into the Loc8™ viewer screen, the operator increases the
zoom on the image until individual pixels can be viewed, as shown in Figure 5. The operator
then selects either several individual pixels or a wide area of pixels. The selected pixel RGB
values are shown on the left side of the screen.
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Figure 5. The operator can either select individual pixels from the image or select an area of
pixels from the image. For this research, the individual pixel method was utilized. The three
selected pixels are identified on the left section of the screen with their corresponding RGB
values (Loc8, n.d.-b).

After selecting all desired pixels, the operator creates an average of all pixel values. The
average is then converted into a range by Loc8™. The default range size is 10 but can be
increased or decreased as needed. Once the range is created, the color wheel shows a visual
representation of the colors that Loc8™ will search for when using the created range, as shown
in Figure 6. The operator then saves the color palate and can load it into Loc8™ as needed to
conduct image analyses.
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Figure 6. The selected pixels are averaged and then converted to a range by Loc8™. The default
setting when creating the range is 10, which creates a color range that is 10 above and below
each of the three RGB color values determined by averaging the previously selected pixels. The
size of the range can be increased or decreased by the operator (Loc8, n.d.-b). For this research,
the range was left at the default value.
Statistics
The torso models were placed in the same area, so that a single image capture could
contain all 10 torso models. The images collected from each flight were analyzed using the prebuilt color profile for each color of clothing. The number of successful detections of each color
were recorded in separate tallies based on the altitude of the sUA and the sensor that captured it.
Every garment color had an equal number of chances for detection at each altitude. The same
images were re-analyzed 10 total times, once for each color. The data collected from the Loc8™
imagery analysis is dichotomous (i.e. detected vs. not detected). A chi-square test for
independence was conducted to determine if detection rates across all colors were equal, and
therefore accept or reject the null hypothesis. The chi-square test was chosen as the data
collected was nominal and the chi-square test does not require homoscedasticity in the data. The
independent variable was the color of the clothing, which had 10 levels based on the number of
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colors (red, yellow, blue, orange, green, purple, white, black, high visibility yellow, and high
visibility orange). The dependent variable was the number of successful detections that the
Loc8™ software returned after analyzing the sUAS imagery. The dependent variable had two
levels: detected and not detected. A Cramer’s V was conducted to determine the strength of the
test.
Results
Each sUA flight conducted collected a varying number of images, based on the sUA used
and the altitude at which the flight took place. For the two quadcopter sUA (Bebop 2 and Mavic
2 Pro) the initial flight pattern was created in Pix4D Capture at a flight altitude of 100 feet AGL
and saved. Subsequent flight patterns used the saved 100 feet AGL file with only the altitude
parameter adjusted. At higher altitudes, it took each sUA less time to cover the same distance,
resulting in shorter flights with less total image captures. This was less apparent on the Bebop 2,
as the Pix4D Capture application required the flight path to be widened with each increase in
altitude in order to maintain the same number of legs for the flight, resulting in similar numbers
of total image captures at higher altitudes, as shown in Table 1.
Table 1
Total
of Image Captures and Total Number of Target Captures for Each sUA
Table Number
2
100 feet
AGL and total200
feet AGL
300 for
feeteach
AGLsUA
400 feet AGL
Total number of image
captures
number
of target captures
sUA
Mavic 2

Total
Images
189

With
Target
55

Total
Images
87

With
Target
56

Total
Images
70

With
Target
59

Total
Images
55

With
Target
50

110

55

72

46

72

46

75

46

183

34

209

60

247

79

249

87

Bebop 2
Pro
Disco

Note. sUA = small unmanned aircraft; AGL = above ground level.
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The Pix4D application commands the sUA to capture aerial images at certain points in
the flight plan and ensures that the sUA does not capture any images during transitions between
each leg of the grid pattern, as shown in Figure 7.

Figure 7. Screen capture of completed Mavic 2 Pro flight plan. The camera symbols indicate
the location and the direction of the sensor when each image was taken.

The Parrot Disco used the FreeFlight Pro application on an iOS device (iPhone X or iPad
Mini 5) for flight planning. The Disco was outfitted with a GoPro Hero8 camera which was not
controlled by the flight planning software. The GoPro Hero8 captured images at a set time
interval (2 seconds), regardless of if the sUA was over the target area or transitioning to the next
leg. Additionally, the Parrot Disco is a fixed wing sUA design, and therefore cannot transition
between flight legs in the same manner as the two quadcopter sUA and must instead make wide
turns to transition between legs. The flight characteristics combined with the different method of
image capture resulted in more image captures for the Parrot Disco. Additionally, as the image
captures for the Disco are on a timed interval, rather than commanded, the number of target
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images captured increases with altitude for this sUA, as the target is within the camera’s field of
view for longer at higher altitudes. The overall counts for detection of each color garment are
shown in Figure 8.

600
Detected
Not Detected

Detections

500
400
300

200
100
0
Red

Yellow

Blue

Orange

Green

Purple

Black

White

HV
Yellow

HV
Orange

Garment Color

Figure 8. Overall successful detection versus missed detection counts by garment color. Each
garment color had 72 total analyses conducted, for a total of 720 detection opportunities. Each
sUA captured 18 total image sets for analysis. (HV = High Visibility).
For false positive detection rates, a standard was selected to provide a basis for
designating a color as producing a high number of false positive detections compared to another
color. For the purpose of this study, a high rate of false positive detections was defined as any
individual analysis (single sUA at a single altitude) that returned over twice as many false
positive results as successful detections in Loc8™. For garment colors with high false positive
detection rates, there were several instances where a single analysis produced over 100 false
positive detections. For example, one mission from the Mavic 2 Pro at 200 feet AGL captured
24 aerial images. Out of the 24 images, 12 contained the target garment color, white. Loc8™
flagged 23 out of the 24 images when commanded to search using the color profile built for the

Published by Scholarly Commons, 2021

67

Journal of Aviation/Aerospace Education & Research, Vol. 30, No. 1 [2021], Art. 3

white garment. Operator analysis of the flagged images showed that Loc8™ had only identified
the white garment six times and flagged 212 other items within the images as potential matches.
In the case of the colors black and purple, over half of all analyses resulted in over 100 false
positive detections, as shown in Figure 9.

100%
90%

85%

88%

78%

80%
72%

70%

69%

Rate

64%

71%

80%
60%

60%

67%

50%

53%
47%

40%

47%

30%

False Positive

20%

19%

10%
0%

Detection

1%

19%
1%

0% 0%

0%

Garment Color
Figure 9. False positive detection rates significantly affected three garment colors. Two
additional garment colors had minor false positive detection rates, with the remaining colors
showing few to no significant false positive detections. In 80% of all analyses for the black
garment with a high false positive detection rate, Loc8™ returned over 100 flagged items as
potential matches. The purple garment false positive rate includes 65% of analyses that returned
over 100 flagged images. The white garment returned over 100 false positive detections in 59%
of the analyses with high false positive detections.

The mean successful detection rate for all garment colors was 63% (SD = 10.5%).
Detection rates for all colors varied based on the sUA used to collect the aerial images. The
detection rate for aerial images captured by the Mavic 2 Pro was 86%, the Parrot Disco was
62%, and the Parrot Bebop 2 was 38%. Detection rates also varied by image capture altitude.
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Flight altitude had an inverse relationship with detection rate, with an increase in flight altitude
resulting in a decrease in detection rate, as shown in Figure 10. Overall detection rates were
higher in the earlier parts of the day (morning and noon) and fell during the later parts of the day
(afternoon and evening), as shown in Figure 11.

90%

82%

80%
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59%
60%
50%
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40%
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20%
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400 AGL

Altitude (feet)
Figure 10. Overall detection rates per altitude flown.

Published by Scholarly Commons, 2021

69

Journal of Aviation/Aerospace Education & Research, Vol. 30, No. 1 [2021], Art. 3

80%
70%

70%

66%
58%

Detection Rate

60%

50%

42%

40%
30%
20%
10%
0%
Morning (9 AM)

Noon

Afternoon (3 PM)

Evening (6 PM)

Time of Day
Figure 11. Detection rates by time of day.

Results of the imagery analysis were tabulated, and a chi-square test for independence
was performed to determine if there was a relationship between garment color and detection rate.
The relationship between these variables was significant, χ2 (9, N = 6750) = 314.31, p < .001.
The p-value indicates that there is a statistically significant relationship between garment color
and detection rate when analyzing aerial images from 12-20-megapixel cameras between 100400 feet AGL. The effect size was V = 0.22, which indicates a moderate relationship.
Separate chi-square tests for independence were performed on the individual sUA
detected data. When tested individually the DJI Mavic 2 Pro χ2 (9, N = 2200) = 227.70, p <
.001, Parrot Disco χ2 (9, N = 2620) = 510.55, p < .001, and Parrot Bebop 2 χ2 (9, N = 1930) =
317.09, p < .001 had statistically significant results. The relationship was stronger amongst the
individual sUA (Mavic 2 Pro V = 0.32, Disco V = 0.44, Bebop 2 V = 0.41), with all three sUA
indicating a strong relationship between garment color and detection rate.
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Summary
The mean successful detection rate for all garment colors was 63% (SD = 10.5).
Detection rates for all colors varied based on the sUA/sensor used to collect the aerial images.
The detection rate for aerial images captured were (a) 86% for the Mavic 2 Pro, (b) 62% for the
Parrot Disco, and (c) 38% for the Parrot Bebop 2. Detection rates also varied by image capture
altitude. Flight altitude had an inverse relationship with detection rate: (a) 82% detection rate at
100 ft AGL; (b) 73% at 200 ft AGL; (c) 59% at 300 ft AGL; and (d) 43% at 400 ft AGL.
Overall detection rates were higher in the earlier parts of the day (morning and noon) and fell
during the later parts of the day (afternoon and evening): (a) 70% detection rate at 9 a.m.; (b)
66% at 12 p.m.; (c) 58% at 3 p.m.; and (d) 42% at 6 p.m. Of the top five garment colors based
on detection rates, three (purple, black, and white) showed high rates of false positive detection.
Red (72% detection rate) and blue (71% detection rate) were the garment colors with the highest
detection rate that did not also include a high false detection rate.
Conclusions
The null hypothesis that clothing color would not have any effect on the ability to detect
the missing person using image analysis software was rejected based on the results of the chisquare test: clothing color did have an effect on the ability to detect a missing person using
image analysis software. The garment color with the highest detection rate in this study was
purple. Loc8™ imagery analysis was able to locate the torso model with the purple shirt in 80%
of analyses. Which was 8% more frequently than the next highest color (red). High visibility
orange and yellow showed the lowest rates of detection at only 47%. The higher successful
detection rate was not without detractors in some cases. While the purple garment was detected
the most often, it also had the highest rate of false positive detections. The higher successful
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detection rate was not without detractors in some cases. While the purple garment was detected
the most often, it also had the highest rate of false positive detections. False positive detections,
as shown in Figure 12, were indicated as image flags by the Loc8™ software, which would have
to be manually analyzed by the SAR team to confirm a positive detection. Confirming dozens to
hundreds of images that contain false positive detections is a time-consuming task that
diminishes the benefits of using a sUAS aid to the search effort.

Figure 12. Screen capture of Loc8™ program post analysis image flag for the color purple at
100 feet AGL. This image was captured by the Mavic 2 Pro; however, similar images were
captured by all sUA during this research. The red circles in the image indicate pixels identified
by Loc8™ as matching the color profile selected by the operator for detection. In this image
there are 37 areas circled as possible matches. Post search confirmation by the operator showed
that all 37 instances were false positive detections, and the target was not captured in this
particular image.
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In some instances, Loc8™ flagged an image with several false detections and failed to
flag the target color, which was also in the image, as shown in Figure 13. For color profiles
determined to have a high false positive rate, such as purple, there were numerous instances
where Loc8™ flagged over half of all of the images searched. In many of the flagged images,
the correct target would be identified; however, there would also be 10-20 false positive
detections in the same image which can distract the operator from the actual target. In a large
SAR operation, there can be hundreds, or thousands of images captured by sUA camera sensor.
If Loc8™ returned half of the images with only false positives, it would degrade the ability of
the SAR team to effectively clear an area in an expeditious manner, defeating the purpose of
using the sUA. Of the top five garment colors based on detection rates, three (purple, black, and
white) showed high rates of false positive detection. Red (72% detection rate) and blue (71%
detection rate) were the garment colors with the highest detection rate that did not also include a
high false detection rate. The false positive detection rate for blue was 19% and only 1% for red,
as shown in Figure 9.
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Figure 13. Flagged image captured by Mavic 2 Pro at 400 feet AGL. Target search color was
purple. Loc8™ identified 13 as possible matches. Operator analysis of the flagged image
showed that all 13 areas were false positive detections. The torso model with the purple garment
was also in the image; however, it was not flagged by Loc8™ as a possible match.

The false detection rate for blue was elevated mainly due to the angle of the Bebop 2
camera, which caused images from that sUA to include the skyline as well as the surface,
resulting in most of the false positives. Without the inclusion of the Bebop 2 images, the false
detection rate for blue would fall to 3%. The angle of the Bebop 2 camera did not have a
significant effect on any other color garment. The significantly lower false detection rate of red
makes it the superior color to purple for automated detection, as shown in Table 2.
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Table 2
Purple and Red Detection and False Positive Data Comparison
Garment
Color

Total
Images

Images
with
Target

Purple

1688

675

% of
Images
with
Target
40%

Red

1688

675

40%

Detected

Not
Detected

Total
Flagged
Images

% of
Flagged
Images

538

137

1291

76.5%

487

188

789

46.7%

Note. In an actual SAR operation, the total number of images can remain high, with a
significantly lower number of images with the target present.

Altitude was also a major contributing factor for detection using Loc8™. As the altitude
of the missions increased, the quality of the aerial images decreased, thus decreasing the
detection rate, as shown in Figure 10. Altitude is an important factor in SAR operations; the
higher the sUA is flown at, the more area that the camera can image in a single flight. For
example, a one square mile search area, using a standard grid flight pattern in Pix4D Capture,
would take the Mavic 2 Pro 24.11 hours to image at 100 feet AGL, not including time for battery
changes. The same one square mile search area could be imaged by the Mavic 2 Pro in only 1.7
hours at 400 feet AGL. However, even the Mavic 2 Pro only produced a 77% successful
detection rate at 400 feet AGL. To ensure a minimum 90% success rate, the SAR team would
have to limit the Mavic 2 Pro to 200 feet AGL (90% detection rate) or use the Parrot Disco at
100 feet AGL (90% detection rate). To provide the highest chance of success, the SAR team
must know the limitations of the sUA they are employing based on the planned altitude of the
flights.
The Mavic 2 Pro, with its 20-megapixel camera, was able to record aerial images that
were superior in quality to the other two small unmanned aircraft (sUA). The larger images
resulted in an overall detection rate of 86% for the Mavic 2 Pro. The Parrot Bebop 2 and the
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GoPro Hero8 camera used on the Parrot Disco produce 14 and 12-megapixel images,
respectively. Aerial images from the Disco resulted in a detection rate of 62%, which is
significantly higher than the 38% detection rate observed with the Bebop 2. This study
demonstrated that the colors captured by image analysis vary substantially depending on the
sensor specifications and mounting location (fixed or gimballed) on the sUA, as well as the
altitude and the time of day.
The null hypothesis that clothing color would not have any effect on the software’s
ability to detect the missing person was rejected based on the results of the chi-square test;
clothing color did have an effect on the software’s ability to detect a missing person. The
garment color with the highest detection rate in this study was purple. Loc8™ imagery analysis
was able to locate the torso model with the purple shirt in 80% of analyses, 8% more frequently
than the next highest color, red. High visibility orange and yellow showed the lowest rates of
detection at only 47%. The higher successful detection rate was not without detractors in some
cases. While the purple garment was detected the most often, it also had the highest rate of false
positive detections. False positive detections were indicated as image flags by the Loc8™
software, which must be further analyzed by the SAR team to confirm a positive detection, as
shown in Figure 12. Confirming dozens to hundreds of images that only contain false positive
detections is a time-consuming task that does not provide any aid to the search effort.
The selection of the small unmanned aircraft system (sUAS) played a major role in the
success or failure of the Loc8™ software to detect the selected garment color. The Mavic 2 Pro,
with its 20-megapixel camera, was able to record aerial images that were superior in quality to
the other two small unmanned aircraft (sUA). The larger images resulted in an overall detection
rate of 86% for the Mavic 2 Pro. The Parrot Bebop 2 and the GoPro Hero8 camera used on the
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Parrot Disco produce 14 and 12-megapixel images, respectively. The main difference in how the
Bebop 2 and Disco captured images was the angle of the camera. The Disco captured nadir
images, whereas the Bebop 2 captured images at a 30-degree angle, due to software limitations
within the flight planning software. The angle of capture appears to have created a disadvantage
for the Bebop 2, despite the larger pixel size of the captured images. Aerial images from the
Disco resulted in a detection rate of 62%, which is significantly higher than the 38% detection
rate observed with the Bebop 2, as shown in Figure 14. When conducting SAR operations, the
use of either of the Parrot sUA would have a high probability of mission failure. At the lowest
altitude flown, 100 feet AGL, the images from the Bebop 2 resulted in a detection rate of 65%,
over 10% lower than the detection rate of the Mavic 2 Pro at the highest altitude flown of 400
feet AGL (77%). The Parrot Bebop 2’s camera performed best when the terrain being searched
was relatively flat with no vegetation or topography that could mask a potential victim or object
of interest. Even with a grid pattern that allowed the Bebop 2 to capture images from two
different directions, there were still several instances where foliage blocked the camera from
capturing a clear image of the torso model, thus contributing to the poor overall performance of
the Bebop 2 images in post analysis.
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Figure 14. Overall detection rates per sUA.

Only limited data is available for flights later in the day (afternoon and evening) due to
extremely high temperatures that exceeded the maximum ambient operating temperature ranges
of the sUA. When comparing the limited data with data collected in the earlier parts of the day,
there is an overall decrease in detectability as the day progresses, although some sUAS-specific
detection rates fluctuated throughout the day. Flights conducted at 9 a.m. resulted in a detection
rate of 70%, whereas flights conducted at 6 p.m. had only a 42% detection rate, as shown in
Figure 11. This was most prevalent with the two Parrot sUA. The Parrot Bebop 2 suffered from
a progressive 18% decrease in detection rates between 9 a.m. and 3 p.m., with only a 3%
detection rate by 6 p.m. The Parrot Disco detection rate decreased 30% between noon and 3
p.m., although the Disco detection rate did rise 19% between 3 p.m. and 6 p.m. The Mavic 2 Pro
detection rates rose as the day progressed, with detection rates of 87% at 9 a.m., 88% at noon,
and 94% at 3 p.m. However, the Mavic 2 Pro suffered a reduction of 23% in its detection rate by
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6 p.m. Part of this disparity between image captures at different times of the day is caused by the
shift in the sun’s angle and position, which changes the length and direction of shadows. All
three sUA were flown in patterns that allowed image captures of the target area at two opposite
angles (e.g. East to West, then West to East). Additionally, the angle of the sun can have an
effect on the amount of light reflected off the garment, causing a shift in the color detected by the
sUA (Smithson, 2005). Even a small shift could move the RGB values associated with a
particular pixel far enough out of the range defined by the user that the Loc8™ program will not
flag them.
For this study, the Bloodhound Technique was used to create a color profile. In the event
that a picture of the missing person is not available, a color profile can be built so long as the
SAR team knows what color garments the person was wearing when last seen, although this
method may be less effective due in large part to the many available shades of any given color
that could be selected. One of the potential reasons for the decrease in detection accuracy later in
the day found during this study may be that the image used to define the color profile for the
Bloodhound Technique was taken earlier in the day. Teams using sUA and Loc8™ (or similar
programs) in SAR operations should be cognizant of the time of day the image of the missing
person was taken and the time of day of the search. The color profile may need to be adjusted
based on the different amount and angle of the light available to ensure detection rates remain
high at opposite times of the day. For example, if the last known image of the missing person
was taken at noon, the pixel color average that is obtained using the Bloodhound Technique in
Loc8™ may not be accurate for a search conducted near sunset. In this case, the color profile
can be widened past the default range of 10, or the RGB value for the average pixel color can be
adjusted prior to selecting a range.
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Recommendations
This research was limited to rural/remote desert summer daytime environments only,
however, SAR operations take place in other environment types as well. Follow-on research
should be conducted to expand upon this study to explore the effectiveness of various garment
colors in additional environment types. The colors that were found to be most effective for
detection by Loc8™ in the desert may not perform well in other areas. Colors with high contrast
(e.g. high visibility yellow and high visibility orange) to the surrounding environment were also
not always as successful as expected, considering their recommendation as highly visible colors
by organizations such as the IHEA and the Forest Service.
Additionally, sUAS platforms that use fixed angle sensors that do not allow the operator
to capture nadir images, either because of limitations with the sUAS itself or the flight planning
software, should be avoided. This would enable the sUA camera sensor to avoid capturing both
the skyline and the ground in image captures, potentially causing additional false positive
detections as was seen with blue when imaged by the Parrot Bebop 2 in this study.
The number of state and local police, sheriff, fire, and emergency services agencies in the
U.S. that have acquired sUAS has continued to increase from less than 50 public service
agencies in 2014 to over 1,500 as of March 2020 (Gettinger, 2020). Agencies and organizations
that currently utilize sUAS for SAR operations, and those that intend to include them in their
future capabilities, should conduct a small-scale study with their selected equipment since there
could be significant variation in color detectability based on combinations of sUAS, optical
sensor, and image analysis software. Having a predetermined profile for a variety of colors will
aid the SAR team in future operations by allowing them to see how their chosen sensor captures
colors of interest, so they can plan their imagery analysis appropriately. This study should be
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conducted with image captures from multiple altitudes to determine where the sUA performs
best. To mitigate potential issues with color shifts at different times of the day, this study should
collect aerial images of the same area and colors at multiple times throughout the day thereby
providing a variety of atmospheric conditions, light levels, and shadowing/glare.
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