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Abstract
A result of Au-Yeung and Poon on 3 × 3 orthostochastic matrices is extended to analogous
operators arising in the context of indefinite inner product spaces. This result is used to study
the numerical range of certain operators on a three-dimensional Krein space. In particular, the
convexity and the boundary of the set are investigated.
© 2005 Elsevier Inc. All rights reserved.
AMS classification: 46C20; 47A12
Keywords: Krein space; J -orthostochastic matrix; J, C-tracial range
1. Introduction
Indefinite inner product spaces are a classical subject of functional analysis and
geometry. Such spaces play an important role in the theory of relativity. We encoun-
ter operators on such spaces in Hamiltonian (classical) mechanics (cf. [1,7]) and in
quantum mechanics of relativistic Bose particles (cf. [8, p. 219]). The spectra of
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operators are useful to analyze the time development associated with Hamiltonians.
The theory of numerical ranges of operators on an indefinite inner product space has
attracted the attention of some authors (cf. [11,12,14,4–6] and exit their references).
We study numerical ranges of Krein space operators and their relations with spectral
properties. Close relations between numerical ranges and operators spectra are well
known for Hermitian and normal operators on Hilbert spaces [9].
Suppose that J = Ir ⊕ −Is , with r  s > 0 and r + s = n. This matrix endows
Cn with an indefinite inner product
〈x, y〉J = y∗Jx, x, y ∈ Cn.
Let Mn(K) denote the algebra of n × n matrices over the field K of complex, or
real, numbers. A matrix A ∈ Mn(C) is said to be J -normal if AJA∗J = JA∗JA.
The J -unitary matrices constitute a special class of J -normal matrices.
A matrix U ∈ Mn(C) is said to be J -unitary if UJU∗J = JU∗JU = In. For
a given pair (r, s), the set of J -unitary matrices of signature (r, s) forms a group
denoted by U(r, s).
In [4], for C ∈ Mn(C), the J,C-tracial range of A ∈ Mn(C) is defined by
WJC (A) =
{
tr(CUAU−1) : U ∈ U(r, s)}.
Since the group U(r, s) is connected, WJC (A) is connected. However, it is neither nec-
essarily closed (cf. [6]) nor convex (see Section 6). In this paper, we considerJ -normal
operatorsA,C diagonalizable by similarity transformations implemented byJ -unitary
matrices. So, throughout, we assume that A,C are complex diagonal matrices.
Our main results concerning WJC (A) are Theorems 1.1–1.3 stated below. These
theorems have quite involved proofs and strongly rely on the investigation of Au-
Yeung and Poon inequalities [2] of indefinite type developed in Section 2.
Theorem 1.1 characterizes WJC (A) for A = diag(a1, a2, a3) and C = diag(c1,
c2, c3) both with non-collinear diagonal entries, and J = diag(1, 1,−1). As will be
shown in Section 4, in this case we may assume that A,C ∈ SU(2, 1), the subgroup
of U(2, 1) of matrices with determinant 1.
Theorem 1.1. Let J = diag(1, 1,−1), and let A = diag(a1, a2, a3), C = diag(c1,
c2, c3) ∈ SU(2, 1) be such that ai /= aj , ci /= cj , 1  i < j  3. Then, the bound-
ary of WJC (A) is contained in the union of the deltoid
 = {z(θ) = 2 exp(iθ) + exp(−2iθ) : 0  θ  2}, (1.1)
the closed line segment L0 defined by c1a1 + c2a2 + c3a3 and c1a2 + c2a1 + c3a3
(the so-called σ -points), that is,
L0 =
{
t (c1a1 + c2a2 + c3a3) + (1 − t)(c1a2 + c2a1 + c3a3) : 0  t  1
}
,
(1.2)
and the 4 closed half-lines
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L1 =
{
c1a1 + c2a2 + c3a3 + t (c1 − c3)(a1 − a3) : t  0
}
, (1.3)
L2 =
{
c1a1 + c2a2 + c3a3 + t (c2 − c3)(a2 − a3) : t  0
}
, (1.4)
L3 =
{
c1a2 + c2a1 + c3a3 + t (c1 − c3)(a2 − a3) : t  0
}
, (1.5)
L4 =
{
c1a2 + c2a1 + c3a3 + t (c2 − c3)(a1 − a3) : t  0
}
. (1.6)
It can be easily proved that the line segment L0 and the four closed half-lines Lj
are contained in WJC (A). Indeed, consider the subgroup K of U(2, 1) defined by
K =

 cos θ sin θ 0− sin θ cos θ 0
0 0 1
 : 0  θ  2
 .
We easily find that{
tr(CUAU−1) : U ∈ K} = L0 ⊂ WJC (A).
Let H be the Abelian subgroup of U(2, 1) defined by
H =

cosh t 0 sinh t0 1 0
sinh t 0 cosh t
 : t ∈ R
 .
It is clear that{
tr(CUAU−1) : U ∈ H} = L1 ⊂ WJC (A),
and similar relations hold for L2, L3, L4.
We prove the following theorem on the closedness of WJC (A).
Theorem 1.2. Let J = diag(1, 1,−1), A = diag(a1, a2, a3), C = diag(c1, c2, c3),
where aj , cj , j = 1, 2, 3, are arbitrary complex numbers. If the points
(c1 − c3)(a1 − a3), (c2 − c3)(a2 − a3),
(c1 − c3)(a2 − a3), (c2 − c3)(a1 − a3), (1.7)
lie in an open half-plane defined by a line through the origin, then WJC (A) is a closed
subset of C.
As will be shown in Section 6, WJC (A) is not necessarily convex. In this context,
we prove the following theorem.
Theorem 1.3. Suppose that J = diag(1, 1,−1), A = diag(a1, a2, a3), C = diag(c1,
c2, c3), where the diagonal entries aj , cj , j = 1, 2, 3, are arbitrary complex num-
bers. If c1, c2, c3 (or a1, a2, a3) are collinear, then WJC (A) is closed and convex.
2. Au-Yeung and Poon type inequalities
In this section, we develop analogous arguments to those in [2]. In the sequel, we
consider J = I2 ⊕ (−I1) = diag(j1, j2, j3).
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Definition 2.1. A matrix T = (tij ) ∈ M3(R) is said to be a J -doubly stochastic mat-
rix, if all its row sums and column sums equal 1 and the following conditions are
satisfied:
t11, t12, t21, t22, t33  0 and t13, t23, t31, t32  0.
We denote by DJ (2, 1) the set of all J -doubly stochastic matrices of size 3 × 3.
If U ∈ U(2, 1), the J -doubly stochastic matrix T = (tik) ∈ M3(R) defined by
tik = jijk|uik|2 = jijkuikuik
is said to be a J -orthostochastic matrix. The set of all J -orthostochastic matrices of
size 3 × 3 will be denoted by J (2, 1).
Theorem 2.1. Let A = (aij ) ∈ DJ (2, 1) and let bij =
√|aij | (i, j = 1, 2, 3). A nec-
essary and sufficient condition for A to be J -orthostochastic is that the following
nine inequalities hold
blj blj ′ 
3∑
i=1,i /=l
bij bij ′ for any l = 1, 2, 3 and 1  j < j ′  3. (2.1)
Proof. Firstly, we prove the necessity part. Since there exists U = (ulj ) ∈ U(2, 1)
with ulj = blj exp(iθlj ) for some θlj ∈ R (l, j = 1, 2, 3), the equations
〈u1, u3〉J = 〈u2, u3〉J = 〈u1, u2〉J = 0
imply (2.1).
Now, we prove the converse. Let A = (aij ) ∈ DJ (2, 1). Then, we have a13 = 1 −
a11 − a12, a23 = 1 − a21 − a22, a31 = 1 − a11 − a21, a32 = 1 − a12 − a22, a33 =
a11 + a12 + a21 + a22 − 1. The entries a11, a12, a21, a22 satisfy the following
inequalities:
a11 + a12  1, a21 + a22  1, a11 + a21  1, a12 + a22  1.
Suppose that the matrix (bij ) corresponding to the J -doubly stochastic matrix A
satisfies (2.1). We claim that A is J -orthostochastic.
Firstly, we prove the claim assuming that at least one of the entries b11, b12,
b21, b22, b
2
11 + b212 − 1, b221 + b222 − 1, b211 + b221 − 1, b212 + b222 − 1 is 0. For sim-
plicity, we assume that b12 = 0. The other cases can be similarly treated. Then, the
inequalities (2.1) imply that
b22b23 = b22
√
b221 + b222 − 1 = b32b33 =
√
b222 − 1
√
b211 + b221 + b222 − 1.
(2.2)
Squaring both sides of (2.2) and taking their difference, we conclude that b221 = 1 +
b211b
2
22 − b211 − b222. Substituting this expression into the form b11b13 + b21b23 −
b31b33, and performing some calculations, we can see that this form is zero.
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Now, we treat the generic case b11 > 0, b12 > 0, b21 > 0, b22 > 0, b211 + b212 >
1, b221 + b222 > 1, b11 + b221 > 1, b212 + b222 > 1. The inequalities (2.1) in particular
imply that the non-negative numbers b11b13, b21b23, b31b33 give the length of the 3
sides of a triangle. Hence, there exist real numbers φ1, ψ1 satisfying
b11
√
b211 + b212 − 1 exp(iφ1) + b21
√
b221 + b222 − 1 exp(iψ1)
−
√
b211 + b221 − 1
√
b211 + b212 + b221 + b222 − 1 = 0. (2.3)
Similarly, the inequalities (2.1) imply that there exist real numbers φ2, ψ2 satis-
fying
b12
√
b211 + b212 − 1 exp(iφ2) + b22
√
b221 + b222 − 1 exp(iψ2)
−
√
b212 + b222 − 1
√
b211 + b222 + b221 + b222 − 1 = 0. (2.4)
Let u1 = (b11 exp(iφ1), b21 exp(iψ1), b31)T and u2 = (b12 exp(iφ2), b21
exp(iψ2), b31)T.Byconstruction,u1 andu2 areJ -orthogonal tou3 = (b13, b23, b33)T,
that is, 〈u1, u3〉J = 〈u2, u3〉J = 0. By direct computation, it can be shown that
〈u1, u2〉J = 0. Moreover, the vectors ui satisfy the relations 〈u1, u1〉J = 〈u2, u2〉J =
1, and 〈u3, u3〉J = −1. Therefore, the matrix U = (u1, u2, u3) is J -orthostochastic,
and the theorem follows. 
Using the arguments in [13, p. 87], the three inequalities (2.1) for (j, j ′) = (1, 3)
can be equivalently written as
a211a
2
13 + a221a223 + a231a233 − 2a11a21a13a23 − 2a11a33a13a31
− 2a21a33a23a31  0. (2.5)
Analogously, the inequalities (2.1) for (j, j ′) = (2, 3) are equivalent to
a212a
2
13 + a222a223 + a232a233 − 2a12a22a13a23 − 2a12a33a13a32
− 2a22a33a23a32  0, (2.6)
and the remaining three inequalities (2.1) for (j, j ′) = (1, 2) are equivalent to the
single inequality
a211a
2
12 + a221a222 + a231a232 − 2a11a12a21a22 − 2a11a12a31a32
− 2a21a22a31a32  0. (2.7)
Writing all aij in terms of a11, a12, a21, a22, we see that each one of the inequalities
(2.5)–(2.7) is equivalent to the inequality
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F(a11, a12, a21, a22)
= a211a222 + a212a221 − 2a11a12a21a22
− 2a11a22(a11 + a22) − 2a12a21(a12 + a21)
−2(a11a12a21 + a11a12a22 + a11a21a22 + a12a21a22) + a211 + a212 + a221
+ a222 + 2(a11a12 + a11a21 + a12a22 + a21a22 + 2a11a22 + 2a12a21)
−2(a11 + a12 + a21 + a22) + 1
 0. (2.8)
Therefore, the 3 triple systems (2.1) for (j, j ′) = (1, 3), (j, j ′) = (2, 3) and
(j, j ′) = (1, 2), are mutually equivalent. The above polynomial F is also expressed
in the following homogeneous forms:
F(a11, a12, a21, a22)= a211a212 + a221a222 + a231a232 − 2a11a12a21a22
− 2a11a12a31a32 − 2a21a22a31a32
= a211a213 + a221a223 + a231a233 − 2a11a13a21a23
− 2a11a13a31a33 − 2a21a23a31a33
= a212a213 + a222a223 + a232a233 − 2a12a13a22a23
− 2a12a13a32a33 − 2a22a23a32a33.
Hence, the following theorem holds.
Theorem 2.2. The set J (2, 1) is a closed subset of the four-dimensional affine
space
A4 =
{
A =
 a11 a12 1 − a11 − a12a21 a22 1 − a21 − a22
1 − a11 − a21 1 − a12 − a22 a11 + a12 + a21 + a22 − 1
:
a11, a12, a21, a22 ∈ R
}
given by
J (2, 1)=
{
A = (aij ) ∈ A4 : a11  0, a12  0, a21  0, a22  0,
a11 + a12  1, a21 + a22  1, a11 + a21  1, a12 + a22  1,
F (a11, a12, a21, a22)  0 for F in (2.8)
}
.
As shown in the proof of Theorem 2.1, if A = (aij ) ∈ J (2, 1) satisfies one of
the conditions
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a11 = 0, a12 = 0, a21 = 0, a22 = 0, a13 = 1 − a11 − a12 = 0,
a23 = 1 − a21 − a22 = 0, a31 = 1 − a11 − a21 = 0,
a32 = 1 − a12 − a22 = 0,
then the equation F(a11, a12, a21, a22) = 0 holds. Thus, the following corollary fol-
lows.
Corollary 2.1. The boundary of J (2, 1) in the affine space A4 satisfies the relation
J (2, 1)⊂
{
A = (aij ) ∈ A4 : a11  0, a12  0, a21  0, a22  0,
a11 + a12  1, a21 + a22  1, a11 + a21  1, a12 + a22  1,
F (a11, a12, a21, a22) = 0
}
.
Let SO(p, q) denote the subgroup of U(p, q) of real matrices with determinant
1, and let SO0(2, 1) denote the identity component of SO(2, 1). We refer to [10] for
the Lie group theoretic treatment of the connected Lie group SO0(2, 1). For U =
(uij ), V = (vij ) ∈ M3(R), let the matrix U ◦J V denote the Hadamard, or entry
wise, product
U ◦ (JV J ) =
 u11v11 u12v12 −u13v13u21v21 u22v22 −u23v23
−u31v31 −u32v32 u33v33
 .
We show that{
A = (aij ) ∈ A4 : a11  0, a12  0, a21  0, a22  0,
a11 + a12  1, a21 + a22  1, a11 + a21  1, a12 + a22  1,
F (a11, a12, a21, a22) = 0
} = {U ◦J U : U ∈ SO0(2, 1)}. (2.9)
To prove (2.9), we express the polynomial F in an equivalent form having in mind
the relations
a12 = 1 − a11 − a13, a21 = 1 − a11 − a31,
a22 = a11 + a13 + a31 + a33 − 1, a13 = 1 − a11 − a12,
a31 = 1 − a11 − a21, a33 = a11 + a12 + a21 + a22 − 1.
Indeed,
F(a11, 1 − a11 − a13, 1 − a11 − a31, a11 + a13 + a31 + a33 − 1)
= a211a233 + a213a231 − 2a11a13a31a33
− 2a11a33(a11 + a33) − 2a13a31(a13 + a31)
− 2(a11a13a31 + a11a13a33 + a11a31a33 + a13a31a33) + a211 + a213 + a231
+ a233 + 2(a11a13 + a11a31 + a13a33 + a31a33 + 2a11a33 + 2a13a31)
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− 2(a11 + a13 + a31 + a33) + 1
= F(a11, a13, a31, a33).
Using a Cartan decomposition, U = U(s, t, u) ∈ SO0(2, 1) is parametrized by cos s sin s 0− sin s cos s 0
0 0 1
cosh t 0 sinh t0 1 0
sinh t 0 cosh t
 cos u sin u 0− sin u cos u 0
0 0 1
 ,
(2.10)
t ∈ R, 0  s, u  2.
By direct computation we can prove that the entries of U = (uij ) satisfy the equa-
tion
F
(
u211,−u213,−u231, u233
) = 0,
t ∈ R, 0  s, u  2.
Now, we prove that the reversed set inclusion in (2.9) holds. The entries of
U(s, t, u) ◦J U(s, t, u) are parametrized as
a33 = u21, a13 = (u21 − 1)u22, a31 = (u21 − 1)u23,
a11 = u21u22u23 +
(
1 − u22
)(
1 − u23
)− 2u1u2u3v2v3,
for u1  1, (u2, v2), (u3, v3) ∈ R2 with u22 + v22 = 1 and u23 + v23 = 1. The solutions
of the equation F(a11, a13, a31, a33) = 0 in a11 are expressed as
(a33 − 1)2a11 = a13a31a33 + (a33 − 1 + a13)(a33 − 1 + a31)
+ 2√a13a31a33
√
(a33 − 1 + a13)(a33 − 1 + a31),
 ∈ {−1, 1}.
If a33 = 1, then a13 = a23 = 0, a31 = a32 = 0 and so A = U(s, 0, 0) ◦J U(s, 0, 0)
with cos2 s = a11. Now, we assume that a33 > 1. Under the assumptions 1 − a13 −
a33  0, 1 − a31 − a33  0, the following relations hold:
|a13|  a33 − 1, |a31|  a33 − 1.
Thus, there exist real numbers 0  s, u  2, t > 0, such that
a33 = cosh2 t, a13 = − sinh2 t cos2 s, a31 = − sinh2 t cos2 u,
and so the equation
sinh4 ta11 = sinh4 t cosh2 t cos2 s cos2 u + sinh4 t sin2 s sin2 u
+ 2 sinh4 t cosh t | sin s cos s sin u cos u|,  ∈ {−1, 1}
is satisfied. By replacing s by −s if necessary, we conclude that A = U(s, t, u) ◦J
U(s, t, u) for some s, t, u and (2.9) follows.
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We assume that C = diag(c1, c2, c3) and A = diag(a1, a2, a3). Let X = (xij ) ∈
A4 and let  : A4 → C be defined by (X) = ∑3i,j=1 xij ciaj . For B = (bij ) an
arbitrary inner point of J (2, 1), considering the kernel of  it can be shown that
there exists B ′ = (b′ij ) in the boundary of J (2, 1) such that (B) = (B ′). Thus,
we have proved the following theorem.
Theorem 2.3. The boundary of J (2, 1) in the affine space A4 satisfies
J (2, 1) ⊂ {U ◦J U : U ∈ SO0(2, 1)} ⊂ J (2, 1).
Moreover, the following holds for any diagonal matrices C,A ∈ M3(C)
WJC (A) =

n∑
i,j=1
(C(U ◦J U)A)ij : U ∈ SO0(2, 1)
 .
3. Closedness of WJ
C
(A)
In this section, we obtain a sufficient condition for the closedness of WJC (A) in
the case of n × n matrices, n  2. As a consequence, Theorem 1.2 follows readily.
Before Theorem 3.1, we fix some notation. Consider the affine space
A(n−1)2 =
A = (aij ) ∈ Mn(R) :
n∑
i=1
aiq =
n∑
j=1
apj = 1, 1  p, q  n
 .
The convex set of all J -doubly stochastic matrices
DJ (r, n − r) =
{
A = (ai) ∈ A(n−1)2 : aijij  0, 1  i,   n
}
is a subset of the closed convex cone
D˜J (r, n − r) =
{
A = (ai) ∈ Mn(R) : aijij  0, 1  i,   n
}
.
Denote by J (r, n − r) the set of all J -orthostochastic matrices of size n × n, that
is, the set of matrices T = (tik) ∈ DJ (r, n − r) defined by
tik = jijk|uik|2 = jijkuikuik
for U = (uik) ∈ U(r, n − r).
Theorem 3.1. Let J = Ir ⊕ (−In−r ) = diag(j1, j2, . . . , jn), n  2, 0 < r < n, and
let C = diag(c1, c2, . . . , cn), A = diag(a1, a2, . . . , an) ∈ Mn(C). If there exist θ ∈
R and β > 0 for which
((ck − cn)(a − an)jkj exp(−iθ))  β, 1  k,   n − 1, (3.1)
that is, if the convex hull of the (n − 1)2 points (ck − cn)(a − an)jkj (k, l = 1, 2,
. . . , n − 1) is contained in an open half-plane determined by a line passing through
the origin, then WJC (A) is closed.
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Proof. If n = 2, the condition (3.1) is automatically satisfied and the result trivially
follows.
Let n  3 and 0 < r < n. Without loss of generality, we may assume that cn =
an = 0. In fact, if we replace C by C + c0In, then we have WJC+c0In(A) = c0(a1 +
a2 + · · · + an) + WJC (A), and a similar relation holds for A. Consider the affine
functional  : A(n−1)2 → C defined by
(bij ) =
n−1∑
i,j=1
ciaj bij .
If B = (bkj ) ∈ DJ (r, n − r) and (3.1) is satisfied, then
β
n−1∑
k,
bkjkj  ((B) exp(−iθ))
 max
1k,n−1
(ckbjkj exp(−iθ))
n−1∑
k,=1
bkjkj.
For every constant M > 0, the setB = (bk) ∈ DJ (r, n − r) :
n−1∑
k,=1
bkjkj  M
 ,
as well as its subset of J -orthostochastic matricesB = (bk) ∈ J (r, n − r) :
n−1∑
k,=1
bkjkj  M
 , (3.2)
are compact. We have
WJC (A) ⊂
{
(B) : B ∈ D˜J (n − r, r)
} ⊂ {z ∈ C : (z exp(−iθ))  0}.
Let (zn)∞n=1 be an arbitrary sequence of points of W
J
C (A) satisfying zn → z∞ ∈ C
as n → ∞.
Then, there exists M0 ∈ R for which
{zn : n = 1, 2, 3, . . .} ⊂ {z ∈ C : (z exp(−iθ))  M0} .
We set M = M0/β. Hence, there exist J -orthostochastic matrices B(n) =
(
b
(n)
k
)
for
which
zn = (B(n)),
n−1∑
k,=1
b
(n)
k jkj  M.
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By the compactness of (3.2), we can choose a subsequence nk (k = 1, 2, 3, . . .) for
which
Bnk → B∞
as k → ∞ for some J -orthostochastic matrix B∞, and so
z∞ = (B∞).
Thus, WJC (A) is closed and the proof is complete. 
4. A symmetric pseudo-Riemannian space
The main goal of this section is to prove Theorem 1.1. For this purpose, we need
two auxiliary results: Propositions 4.1 and 4.2 below.
Let C = diag(c1, c2, c3) and A = diag(a1, a2, a3). We assume that the points
c1, c2, c3 are non-collinear, as well as the points a1, a2, a3.
By appropriate similarity transformations (translations and rotations), we may
also assume that |c1| = |c2| = |c3| = 1, |a1| = |a2| = |a3| = 1, c1c2c3 = 1, a1a2a3 =
1 and ai /= aj , ci /= cj for 1  i < j  3.
Let bi be a square root of ai so that b1b2b3 = 1. Then, the relation ai /= aj implies
that
(bi + bj )(bi − bj ) /= 0,
for 1  i < j  3. Let B = diag(b1, b2, b3). Then B and C are elements of the
group SO0(2, 1), and the trace properties ensure that tr(Cg−1Ag) = tr(AgCg−1) =
tr(BgCg−1B), for every g ∈ SO0(2, 1). We remark that the element BgCg−1B
belongs to the five-dimensional pseudo-Riemannian symmetric space
M = {X : X ∈ U(2, 1), det(X) = 1, JXtJ = X},
(cf. [10, p. 198]). Consider the real analytic map φ : SO0(2, 1) → M defined by
φ(g) = BgCg−1B = BgCJgtJB.
Consider also the map τ : M3(C) → C defined by τ(X) = tr(X). Then, the real ana-
lytic map  : SO0(2, 1) → C ∼= R2 defined by
(g) = tr(BgCJgtJB) (4.1)
is represented as  = τ ◦ φ. We study the rank of the Jacobian matrix of the map
 at an arbitrary point g ∈ SO0(2, 1). For almost every g ∈ SO0(2, 1), the rank is
equal to 2. Suppose that the Jacobian matrix of the map  at a point g0 ∈ SO0(2, 1)
is 2. We take a local coordinate system {h1, h2, h3} around g0. We may assume that
the determinant of the matrix(
(g)/h1 (g)/h2
(g)/h1 (g)/h2
)
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does not vanish at g = g0. We consider the restriction ˜ of  to a hyper-surface
h3(g) = h3(g0) in a local neighborhood containing g0. We apply the inverse func-
tion theorem (cf. [15, p. 35]) to ˜ and conclude that (g0) is an inner point of the
image of ˜ and hence it is also an inner point of (SO0(2, 1)) = WJC (A). By taking
the contraposition of this assertion, we observe that if (g) is a boundary point of
WJC (A), then the point g is necessarily critical.
In Proposition 4.1 we present a necessary and sufficient condition for g ∈
SO0(2, 1) to be a critical point, that is, the rank of the matrix is less than 2. We
set
X = X(g) = (xij ) = (xij (g)) = BgCJgtJB =
 x11 x12 x13x12 x22 x23
−x13 −x23 x33
 .
(4.2)
Proposition 4.1. Under the assumptions of Theorem 1.1 and setting B = A1/2, an
element g ∈ SO0(2, 1) is a critical point of the map  defined in (4.1) if and only
if the complex numbers x12(g), x13(g), x23(g) in (4.2) lie on a straight line passing
through the origin.
Proof. We consider the Lie algebra G of the Lie group G = SO0(2, 1):
G =

 0 x y−x 0 u
y u 0
 : x, y, u ∈ R
 .
We also consider its left regular representation π given by
π(Y )g(f ) = lims→0 1
s
[f (exp(sY )g) − f (g)],
for g ∈ SO0(2, 1) and f a differentiable function on SO0(2, 1). Since the symmetric
space M is a closed sub-manifold of the linear space M3(C) ∼= R18, we consider the
tangent space of M at X ∈ M as a real linear subspace of M3(C). Then, we have
π(Y )g(φ)= lim
s→0
1
s
(
B exp(sY )gCg−1 exp(−sY )B − BgCg−1B)
= lim
s→0
1
s
(
B exp(sY )gCg−1 exp(−sY )B − BgCg−1 exp(−sY )B)
+ lim
s→0
1
s
(
BgCg−1 exp(−sY )B − BgCg−1B)
= Z(BgCg−1B) + (BgCg−1B)JZtJ,
where Z = (zij ) is the J -skew Hermitian matrix with z11 = z22 = z33 = 0 and
z12 = b1b2x, z13 = b1b3y, z23 = b2b3u.
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This is a consequence of the following:
Z = BYB−1 =
b1 0 00 b2 0
0 0 b3
 0 x y−x 0 u
y u 0
b1 0 00 b2 0
0 0 b3

=
 0 b1b2x b1b3y−b2b1x 0 b2b3u
b3b1y b3b2u 0
 .
We have
tr(ZX + XJZtJ )= tr((Z + JZtJ )X)
= 4i(b1b2)xx12 − 4i(b1b3)yx13 − 4i(b2b3)ux23,
where (x, y, u) runs over R3 as Y runs over the Lie algebra G. Since (bi + bj )(bi −
bj ) /= 0, 1  i < j  3, the entries of B satisfy
(b1b2) /= 0, (b1b3) /= 0, (b2b3) /= 0.
Thus, it is necessary and sufficient for g ∈ SO0(2, 1) to be a critical point that the
rank of the real linear map from R3 into C defined by
(x, y, u) → xx12(g) + yx13(g) + ux23(g)
is less than 2, and the proposition follows. 
Proposition 4.2. Assume the conditions of Proposition 4.1, and suppose that the off-
diagonal entries x12, x13, x23 of X(g) in (4.2) lie on a straight line passing through
the origin. If one of the entries x12, x13, x23 vanishes, at least another of these ele-
ments vanishes. If x12 /= 0, x13 /= 0, x23 /= 0, then the modulus of each eigenvalue
of X is 1 and X has a multiple eigenvalue, and so tr(X) ∈ .
Proof. Suppose that the off-diagonal entries xij in (4.2) satisfy
x12 = qk12, x13 = qk13, x23 = qk23,
for q ∈ Cwith modulus 1 and k12, k13, k23 ∈ R. We set V = q−1X and βii = q−1xii ,
i = 1, 2, 3.
Since JV tJ = V and V JV ∗J = I3, the following equations are satisfied
β11k12 + β22k12 − k13k23 = 0, (4.3)
β11k13 + β33k13 + k12k23 = 0, (4.4)
β22k23 + β33k23 + k12k13 = 0, (4.5)
|β11|2 + k212 − k213 = 1, (4.6)
|β22|2 + k212 − k223 = 1, (4.7)
|β33|2 − k213 − k223 = 1. (4.8)
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By (4.3)–(4.5), we have
k12((β11) + (β22)) = k13k23, (4.3′)
k13((β11) + (β33)) = −k12k23, (4.4′)
k23((β22) + (β33)) = −k12k13. (4.5′)
Thus, the first assertion of the proposition holds.
We assume that xij /= 0 for i /= j , and so k12 /= 0, k13 /= 0, k23 /= 0. By taking
the imaginary parts of (4.3)–(4.5), we have
(β11) = (β22) = (β33). (4.9)
We set k = (β11) and kii = (βii), i = 1, 2, 3. The following linear system of 3
equations in the unknowns k11, k22, k33:
k12k11 + k12k22 = k13k23,
k13k11 + k13k33 = −k12k23,
k23k22 + k23k33 = −k12k13,
has the solution
k11 = k
2
12k
2
13 − k212k223 + k213k223
2k12k13k23
, (4.10)
k22 = −k
2
12k
2
13 + k212k223 + k213k223
2k12k13k23
, (4.11)
k33 = −k
2
12k
2
13 − k212k223 − k213k223
2k12k13k23
. (4.12)
By (4.10)–(4.12), Eqs. (4.6)–(4.8) are rewritten as(
k212k
2
13 + k212k223 − k213k223
2k12k13k23
)2
+ k2 = 1. (4.13)
The characteristic equation of V = q−1X, det(tI3 − V ) = 0, is written in the form(
t − −k
2
12k
2
13 − k212k223 + k213k223
2k12k13k23
− ik
)2
×
(
t − k
2
12k
2
13 + k212k223 − k213k223
2k12k13k23
− ik
)
= 0. (4.14)
By (4.13) and (4.14), all the eigenvalues of X = qV have modulus 1, and the matrix
X has a multiple eigenvalue. Hence, recalling that detX = 1, we conclude that tr(X)
lies on the deltoid . 
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Now, we prove Theorem 1.1. Suppose that g ∈ SO0(2, 1) is a critical point of 
in (4.1). By Proposition 4.1, the off-diagonal entries x12(g), x13(g), x23(g) of X in
(4.2) lie on a straight line passing through the origin.
If none of the off-diagonal entries vanishes, then tr(X(g)) ∈ . Now, we assume
that one of the entries x12, x13, x23 vanishes. Then, by Proposition 4.2, another off-
diagonal entry vanishes. Let g = (gij ) and
S = (sij ) = S(g) = (sij (g)) = gCJgtJ
=
g11c1 g12c2 g13c3g21c1 g22c2 g23c3
g31c1 g32c2 g33c3
 g11 g21 −g31g12 g22 −g32
−g13 −g23 g33
 .
One of the following cases occurs: Case (1): s13 = s23 = 0, Case (2): s12 = s13 =
0, Case (3): s12 = s23 = 0.
Case (1). s13 = s23 = 0. Since X = BSB and B is a complex diagonal matrix with
all diagonal entries of modulus 1, s13(g), s23(g) satisfy
s13 = −g11g31c1 − g12g32c2 + g13g33c3 = 0, (4.15)
s23 = −g21g31c1 − g22g32c2 + g23g33c3 = 0. (4.16)
Since gJgtJ = I3, we get
−g11g31c3 − g12g32c3 + g13g33c3 = 0, (4.17)
−g21g31c3 − g22g32c3 + g23g33c3 = 0. (4.18)
By (4.15)–(4.18), we find
g11g31(c1 − c3) + g12g32(c2 − c3) = 0, (4.19)
g21g31(c1 − c3) + g22g32(c2 − c3) = 0. (4.20)
Since c1 − c3 /= 0, c2 − c3 /= 0, these equations imply that
g31g32(g11g22 − g12g21) = 0. (4.21)
We prove that the assumption g31 /= 0, g32 /= 0 leads to a contradiction.
Indeed, by (4.21) we have g11g22 − g12g21 = 0. This equation and the conditions
g211 + g212 − g213 = g221 + g222 − g223 = 1, (4.22)
imply that there exist t, s ∈ R and 0  θ  2 for which
g =
cosh t cos θ cosh t sin θ sinh tcosh s cos θ cosh s sin θ sinh s
g31 g32 g33
 ,
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where
g11g21 + g12g22 − g13g23 = cosh t cosh s − sinh t sinh s
= 14
{
(exp t + exp(−t))(exp s + exp(−s))
− (exp t − exp(−t))(exp s − exp(−s))}
= 12 {exp(s − t) + exp(t − s)}
= 0,
and this is impossible. Thus, g31g32 = 0 and either g31 = 0 or g32 = 0.
If g31 = 0, (4.19) implies that g12g32 = 0. Suppose that g12 = 0. Then, we get
g211 + g221 = 1, g211 − g213 = 1.
These conditions imply that |g11| = 1. Thus, g12 = g13 = g21 = g31 = 0, and so(
g22 g23
g32 g33
)
=
(
g11 cosh t sinh t
g11 sinh t cosh t
)
for some t ∈ R.
If g ∈ SO0(2, 1) satisfies g31 = g32 = 0, then |g33| = 1. Hence, g13 = g23 = 0
and (
g11 g12
g21 g22
)
=
(
g33 cos θ − sin θ
g33 sin θ cos θ
)
,
for some θ ∈ R. Thus, in the Case (1) the critical value z = tr(BgCg−1B) belongs
to L = L0 ∪ L1 ∪ L2 ∪ L3 ∪ L4.
Case (2). s12 = s13 = 0. From gJgtJ = I3, we obtain
g11g21c1 + g12g22c1 − g13g23c1 = 0,
g11g31c1 + g12g32c1 − g13g33c1 = 0.
From these equations and s12 = s13 = 0, we find
g12g22(c2 − c1) + g13g23(c3 − c1) = 0,
g12g32(c2 − c1) − g13g33(c3 − c1) = 0.
Since c1 − c2 /= 0, c3 − c1 /= 0, we have
g12g13(g22g33 − g23g32) = 0.
Following analogous steps to those in the Case (1), we prove that z = tr(BgCg−1B)
belongs to L.
The Case (3) can be similarly treated, and so the proof of Theorem 1.1 is
complete. 
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5. On the convexity of WJ
C
(A)
In this section we prove Theorem 1.3. Suppose that c1, c2, c3 are collinear. If we
replace C by C + c0I3, then we have WJC+c0I3(A) = c0(a1 + a2 + a3) + WJC (A).
Thus, we may assume that c3 = 0. We may also assume that a3 = 0. If we replace
C by c0C for some c0 ∈ C, then we have WJc0C(A) = c0WJC (A). Hence, we assume
that the entries c1, c2, c3 are real and a3 = c3 = 0. Then, the two half-lines L1 and
L4 are parallel as well as the two half-lines L2 and L3. We show that, in general,
WJC (A) is the unbounded convex polygonal region given as the convex hull of these
4 half-lines. Then, Theorem 1.3 follows from this assertion.
If a1, a2, a3 are collinear, then we may take a1, a2 real.
In this case, WJC (A) is a singleton if and only if C, or A, is a scalar operator. Then,
we assume that c1 /= c3 = 0 or c2 /= c3 = 0. We also assume that a1 /= a3 = 0 or
a2 /= a3 = 0.
If
c1a1  0, c1a2  0, c2a1  0, c2a2  0,
WJC (A) is the closed half-line[
min{c1a1 + c2a2, c1a2 + c2a1},+∞
)
.
If
c1a1  0, c1a2  0, c2a1  0, c2a2  0,
WJC (A) is the closed half-line(−∞,max{c1a1 + c2a2, c1a2 + c2a1}].
These results are obtained by using a concrete parametrization of J (2, 1). If one
of the following conditions holds
c21a1a2 < 0, c
2
2a1a2 < 0, c1c2a
2
1 < 0, c1c2a
2
2 < 0, c1c2a1a2 < 0,
then WJC (A) contains L1 ∪ L2 ∪ L3 ∪ L4 and it is contained in R. Hence, WJC (A) =
R.
Now, we assume that the aj are not collinear. By using an affine transformation,
we may take a1 = 1, a2 = i and a3 = 0. We also assume that c1 = 1, −1  c2  1
and c3 = 0. If |c2| > 1, we have
c−12 C = diag(c−12 , 1, 0),
with |c−12 | < 1. So, without loss of generality we may consider −1  c2  1. For a
fixed t , we claim that
Rt =
{
z = x + iy = tr(CU−1(s, t, u)AU(s, t, u)) : 0  s, u  2}
= {x + iy : (x, y) ∈ R2, (1 + c2) + c2 sinh2 t  x + y  1 + c2 + sinh2 t,
c2 cosh2 t  xy
}
. (5.1)
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We prove the claim. The point z = x + iy is parametrized as
x + y = a11 + a12 + c2(a21 + a22) = 1 − a13 + c2(1 − a23)
= 1 + sinh2 t cos2 s + c2(1 + sinh2 t sin2 s)
= (1 + c2)
2
(sinh2 t + 2) + (1 − c2)
2
sinh2 t cos(2s),
x − y = a11 − a12 + c2(a21 − a22)
= [{− 12 (1 + c2 + (c2 − 1))} cos(2s)
− 12 {−1 − c2 + (c2 − 1) cos(2s)} cosh2 t
]
cos(2u)
+ [(−1 + c2) cosh t sin(2s)] sin(2u),
0  s, u  2. The variable x + y is independent of u and varies over the
interval [(1 + c2) + c2 sinh2 t, 1 + c2 + sinh2 t]. Since A cos(2u) + B sin(2u) =√
A2 + B2 sin(2u + α), we can eliminate u in x − y:
(x − y)2  [{− 12 (1 + c2 + (c2 − 1))} cos(2s)
− 12 {−1 − c2 + (c2 − 1) cos(2s)} cosh2 t
]2
+ [(−1 + c2) cosh t sin(2s)]2
= (x + y)2 − 4c2 cosh2 t,
or equivalently,
xy  c2 cosh2 t.
Thus, the claim is proved.
We prove the following theorem.
Theorem 5.1. Let J = diag(1, 1,−1), and let C = diag(1, c2, 0) ∈ M3(R).
(1) If 0  c2  1, then
WJC (diag(1, i, 0)) =
{
x + iy : (x, y) ∈ R2, c2  x, c2  y, 1 + c2  x + y
}
.
(5.2)
(2) If c2 < 0, then WJC (diag(1, i, 0)) = C.
Proof. (1) First we consider the case c2 = 0.
Having in mind (5.1), we find
Rt =
{
x + iy : 0  x, 0  y, 1  x + y  cosh2 t},
0  t < +∞. As the union of these regions, WJC (diag(1, i, 0)) coincides with the
closed convex set{
x + iy : 0  x, 0  y, 1  x + y}.
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Next we consider the case c2 = 1. From (5.1), we have
Rt =
{
x + iy : x + y = 1 + cosh2 t, xy  cosh2 t}
= {x + iy : 1  x, 1  y, x + y = cosh2 t + 1},
0  t < +∞. As the union of these regions, WJC (diag(1, i, 0)) coincides with the
closed convex set
{x + iy : 1  x, 1  y}.
Now, we investigate the case 0 < c2 < 1. We show that every point x + iy satis-
fying c2  x, c2  y, 1 + c2  x + y belongs to Rt for some t  0. Let
t1 = arc sinh
(√
x + y − (1 + c2)
)
.
Then, the inequality
xy − (c2 + c2 sinh2 t1) = xy − c2(x + y) + c22 = (x − c2)(y − c2)  0
holds, and so x + iy ∈ Rt1 . Conversely, if x1 + iy1 ∈ Rt for some t  0, then we
have
x1 + y1  1 + c2 + c2 sinh2 t  1 + c2,
x1y1  c2 cosh2 t  c2 > 0,
and so x1 > 0, y1 > 0. By the inequality −4xy = (x − y)2 − (x + y)2  −4c2
cosh2 t , the minimum of x for x + iy ∈ Rt is attained at a point on the line x +
y = c2 + cosh2 t , say x0 + iy0 = c2 + cosh2 t . Hence, the inequality x1  c2 holds.
Similarly, we have y1  c2.
(2) In the case c2 < 0, we have
Rt =
{
x + iy : (x − y)2 − (x + y)2 = −4xy  −4c2 cosh2 t,
(1 + c2) + c2 sinh2 t  x + y  1 + c2 + sinh2 t
}
.
Introducing the change of coordinates on the Gaussian plane C, u = x + y, v = x −
y, Rt is expressed as
Rt =
{
u + iv : (1 + c2) + c2 sinh2 t  u  1 + c2 + sinh2 t,
v2  u2 − 4c2 cosh2 t
}
,
t  0. We show that every point u + iv on the complex plane belongs to Rt for some
t  0.
We may assume that v  0. If 0  v  |u|, there exists t satisfying
u ∈ [1 + c2 sinh2 t, sinh2 t] ⊂ [(1 + c2) + c2 sinh2 t, 1 + c2 + sinh2 t],
and so u + iv ∈ Rt . Thus, we may assume that v > |u|.
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We choose t > 0 sufficiently large so that
u ∈ [1 + c2 sinh2 t, sinh2 t], v2 − u24|c2|  cosh2 t
and, therefore, the point u + iv belongs to Rt . Thus, WJC (A) = C. This theorem and
the discussion above yield Theorem 1.3.
6. Examples
We present two examples to illustrate our results.
Example 1. First we give an example for which WJC (A) is an unbounded non-con-
vex set. We use Pytagorean numbers to choose rational points on the unit circle.
Suppose that J = diag(1, 1,−1), (c1, c2, c3) = (i, 1,−i) and
(a1, a2, a3) =
(
−20
29
− 21
29
i,
1800
10 081
− 9919
10 081
i,−244 299
292 349
− 160 580
292 349
)
.
Then, the conditions of Theorem 1.1 are satisfied, as well as those of Theorem 1.2.
The closed convex hull of WJC (A) is the unbounded polygonal region{
x + iy : (x, y) ∈ R2,
10 424 288 293x − 5 130 724 950y + 4 146 398 593  0,
2 631 141x + 29 234 900y + 23 567 311  0,
196 750 877x + 106 122 687y + 19 389 803  0}.
Its boundary consists of the half-line L3, the line segment L0 and the half-line par-
allel to L4. On the boundary of WJC (A) there are 4 points that are non-C(2) points.
Two of these points are the σ -points, that is, S1 = c1a1 + c2a2 + c3a3 and S2 =
c1a2 + c2a1 + c3a3.
The third point P3 = (1259/841) − (320/841)i is at the tangency point of the
deltoidwith the closed half-line L2. The fourth point P4 = (9919 + 200
√
10 081)/
10 081 − 18(−100 + √10 081)i/10 081) is at the intersection of the deltoid  with
the half-line L4 (cf. Fig. 1). It is remarkable that non-C(1) boundary points other than
σ -points appear in this case.
We observe that P4 is not a sharp point (cf. [3]). It satisfies{
P4 + r exp(iθ) : 0  r  r0, α  θ  β
} ⊂ WJC (A),
for some r0 > 0 and  < β − α < 2. The boundary of WJC (A) consists of five
counter-clockwise successive parts, the half-line L3, the line segment L0, the line
segment [S1, P3], the arc P3  P4 of the deltoid  and the half-line L4\[S1, P4].
The point (P3 + P4)/2 does not belong to WJC (A), and so this set is not convex.
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Example 2. Next we illustrate Theorem 5.1 (cf. Fig. 2). Suppose that J =
diag(1, 1,−1), (c1, c2, c3) = (8, 1, 0) and (a1, a2, a3) = (4 + 3i,−1 + 2i, 0). We
set C′ = (1, 1/8, 0), A′ = (1, i, 0). We have
WJC (A) =
{
8(4x − y) + i8(3x + 2y) : (x, y) ∈ R2, x + iy ∈ WJC′(A′)
}
.
By Theorem 5.1 and the above equation, we conclude that WJC (A) is the poly-
gonal region whose boundary is the union of the half-lines L1 = {31 + 26i + t (4 +
3i) : t  0}, L4 = {−4 + 19i + t (−1 + 2i) : t  0} and the line segment L0 = [31 +
26i,−4 + 19i]. The half-lines L2, L3 are parallel to L4, L1, respectively.
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