Introduction {#s1}
============

A central goal in systems neuroscience is to understand how distributed neural circuitry dynamics drive animal behaviors. The emerging field of optical neurophysiology allows monitoring ([@bib25]; [@bib17]) and manipulating ([@bib53]; [@bib11]; [@bib54]) the activities of defined populations of neurons that express genetically encoded activity indicators ([@bib14]; [@bib48]) and light-activated proteins ([@bib25]; [@bib11]; [@bib54]; [@bib28]). Larval zebrafish (*Danio rerio*) are an attractive model system to investigate the neural correlates of behaviors owing to their small brain size, optical transparency, and rich behavioral repertoire ([@bib20]; [@bib5]). Whole brain imaging of larval zebrafish using light sheet/two-photon microscopy holds considerable potential in creating a comprehensive functional map that links neuronal activities and behaviors ([@bib3]; [@bib4]; [@bib19]).

Recording neural activity maps in larval zebrafish has been successfully integrated with the virtual reality paradigm: closed-loop fictive behaviors in immobilized fish can be monitored and controlled via visual feedback that varies according to the electrical output patterns of motor neurons ([@bib3]; [@bib18]). The behavioral repertoire, however, may be further expanded in freely swimming zebrafish whose behavioral states can be directly inferred and when sensory feedback loops are mostly intact and active. For example, it is likely that vestibular as well as proprioceptive feedbacks are perturbed in immobilized zebrafish ([@bib18]; [@bib9]). The crowning moment during hunting behavior ([@bib8]; [@bib38]; [@bib49]) --- when a fish succeeds in catching a paramecium --- cannot be easily replicated in a virtual reality setting. Therefore, whole brain imaging in a freely swimming zebrafish may allow optical interrogation of brain circuits underlying a range of less explored behaviors.

Although whole brain functional imaging methods are available for head-fixed larval zebrafish, imaging a speeding brain imposes many technical challenges. Current studies on freely swimming zebrafish are either limited to non-imaging optical systems ([@bib31]) or wide field imaging at low resolution ([@bib30]). While light sheet microscopy (LSM) has demonstrated entire brain coverage and single neuron resolution in restrained zebrafish ([@bib4]), it lacks the speed to follow rapid fish movement. Moreover, in LSM, the sample is illuminated from its side, a configuration that is difficult to be integrated with a tracking system. Conventional light field microscopy (LFM) ([@bib12]; [@bib43]) is a promising alternative due to its higher imaging speed; however, its spatial resolution is relatively low. Specialized LFMs for monitoring neural activity utilizing temporal information were also developed recently ([@bib44]; [@bib35]), which rely on spatiotemporal sparsity of fluorescent signals and cannot be applied to moving animals.

Here, we describe a fast 3D tracking technique and a novel volume imaging method that allows whole brain calcium imaging with high spatial and temporal resolution in freely behaving larval zebrafish. Zebrafish larvae possess extraordinary mobility. They can move at an instantaneous velocity up to 50 mm/s ([@bib46]) and acceleration of 1 g (9.83 m/s^2^). To continuously track fish motion, we developed a high-speed closed-loop system in which (1) customized machine vision software allowed rapid estimation of fish movement in both the *x-y* and *z* directions; and, (2) feedback control signals drove a high-speed motorized *x-y* stage (at 300 Hz) and a piezo *z* stage (at 100 Hz) to retain the entire fish head within the field of view of a high numerical aperture (25×, NA = 1.05) objective.

Larval zebrafish can make sudden and swift movements that easily cause motion blur and severely degrade imaging quality. To overcome this obstacle, we developed a new eXtended field of view LFM (XLFM). The XLFM can image sparse neural activity over the larval zebrafish brain at near single cell resolution and at a volume rate of 77 Hz, with the aid of genetically encoded calcium indicator GCamp6f. Furthermore, the implementation of flashed fluorescence excitation (200 μs in duration) allowed blur-free fluorescent images to be captured when a zebrafish moved at a speed up to 10 mm/s. The seamless integration of the tracking and imaging system made it possible to reveal rich whole brain neural dynamics during natural behavior with unprecedented resolution. We demonstrated the ability of our system during visually evoked and prey capture behaviors in larval zebrafish.

Results {#s2}
=======

The newly developed XLFM is based on the general principle of light field ([@bib2]) and can acquire 3D information from a single camera frame. XLFM greatly relaxed the constraint imposed by the tradeoff between spatial resolution and imaging volume coverage in conventional LFM. This achievement relies on optics and in computational reconstruction techniques. First, a customized lenslet array ([Figure 1a](#fig1){ref-type="fig"}, [Figure 1---figure supplement 1](#fig1s1){ref-type="fig"}) was placed at the rear pupil plane of the imaging objective, instead of at the imaging plane as in LFM. Therefore, in ideal conditions, a 2D spatially invariant point spread function (PSF) could be defined and measured; in practice, the PSF was approximately spatially invariant (see Materials and methods). Second, the aperture size of each micro-lens was decoupled from their interspacing and spatial arrangement, so that both the imaging volume and the resolution could be optimized simultaneously given the limited imaging sensor size. Third, multifocal imaging ([@bib1]; [@bib40]) was introduced to further increase the depth of view by dividing the micro-lenses array into two groups whose focal planes were at different axial positions ([Figure 1b and c](#fig1){ref-type="fig"}, [Figure 1---figure supplements 3](#fig1s3){ref-type="fig"} and [4](#fig1s4){ref-type="fig"}). Fourth, a new computational algorithm based on optical wave theory was developed to reconstruct the entire 3D volume from one image ([Figure 1---figure supplement 5](#fig1s5){ref-type="fig"}) captured by a fast camera (see Materials and methods).

![Whole brain imaging of larval zebrafish with XLFM.\
(**a**) Schematic of XLFM. Lenslet array position was conjugated to the rear pupil plane of the imaging objective. Excitation laser (blue) provided uniform illumination across the sample. (**b--c**) Point sources at two different depths formed, through two different groups of micro-lenses, sharp images on the imaging sensor, with positional information reconstructed from these distinct patterns. (**d**) Maximum intensity projections (MIPs) on time and space of time series volume images of an agarose-restrained larval zebrafish with pan-neuronal nucleus-localized GCaMP6f (huc:h2b-gcamp6f) fluorescence labeling. (**e**) Normalized neuronal activities of selected neurons exhibited increasing calcium responses after the onset of light stimulation at t = 0. Neurons were ordered by the onset time when the measured fluorescence signals reached 20% of their maximum. (**f**) Selected neurons in (**e**) were color coded based on their response onset time. Scale bar is 100 μm.](elife-28158-fig1){#fig1}

We first characterized the XLFM by imaging 0.5 μm diameter fluorescent beads. In our design, the system had \~ Ø800 μm in plane coverage (Ø is the diameter of the lateral field of view) and more than 400 μm depth of view, within which an optimal resolution of 3.4 μm × 3.4 μm × 5 μm could be achieved over a depth of 200 μm ([Figure 1---figure supplements 6](#fig1s6){ref-type="fig"} and [7](#fig1s7){ref-type="fig"}, Materials and methods). In the current implementation, however, the imaging performance suffered from the variation in the focal length of the micro-lenses ([Figure 1---figure supplement 8](#fig1s8){ref-type="fig"}), which led to spatial variance of the PSF. As a result, the reconstruction performance and the achievable optimal resolution were shown to degrade beyond the volume of Ø500 μm × 100 μm ([Figure 1---figure supplements 9](#fig1s9){ref-type="fig"} and [10](#fig1s10){ref-type="fig"}). To minimize the reconstruction time while assuring whole brain coverage (\~250 μm thick), all imaging reconstructions were carried out over a volume of Ø800 μm × 400 μm.

We next characterized the imaging performance by considering more fluorescent light sources distributed within the imaging volume. The achievable optimal resolution depends on the sparseness of the sample, because the information captured by the image sensor was insufficient to assign independent values for all voxels in the entire reconstructed imaging volume. Given the total number of neurons (\~80,000 \[[@bib21]\]) in a larval zebrafish brain, we next introduced a sparseness index *ρ*, defined as the fraction of neurons in the brain active at a given instant, and used numerical simulation and our reconstruction algorithm to characterize the dependence of achievable resolution on *ρ*. We identified a critical *ρ~c~* ≈ 0.11, below which active neurons could be resolved at the optimal resolution ([Figure 1---figure supplement 11b](#fig1s11){ref-type="fig"}). As *ρ* increased, closely clustered neurons could no longer be well resolved ([Figure 1---figure supplement 11c--d](#fig1s11){ref-type="fig"}). Therefore, sparse neural activity is a prerequisite in XLFM for resolving individual neurons at the optimal resolution. Moreover, the above characterization assumed an aberration and scattering free environment; complex optical properties of biological tissue could also degrade the resolution ([@bib24]).

We demonstrated the capabilities of XLFM by imaging the whole brain neuronal activities of a larval zebrafish (5 d post-fertilization \[dpf\]) at a speed of 77 volumes/s and relatively low excitation laser exposure of 2.5 mW/mm^2^ ([Figure 1d](#fig1){ref-type="fig"}, [Video 1](#video1){ref-type="video"}). The fluorescent intensity loss due to photobleaching reached \~50% when the zebrafish, which expressed pan-neuronal nucleus-labelled GCamp6f (huc:h2b-gcamp6f), was imaged continuously for \~100 min and over more than 300,000 volumes ([Figure 1---figure supplement 12](#fig1s12){ref-type="fig"}, [Video 2](#video2){ref-type="video"} and [3](#video3){ref-type="video"}). To test whether XLFM could monitor fast changes in neuronal dynamics across the whole brain at high resolution (close to single neuron level), we first presented the larval zebrafish, restrained in low melting point agarose, with visual stimulation (\~2.6 s duration). We found that different groups of neurons in the forebrain, midbrain, and hindbrain were activated at different times ([Figure 1e--f](#fig1){ref-type="fig"}, [Video 1](#video1){ref-type="video"} and [4](#video4){ref-type="video"}), suggesting rapid sensorimotor transformation across different brain regions.

###### Whole brain functional imaging of larval zebrafish under light stimulation.

Whole brain XLFM imaging of a 5 dpf agarose-embedded larval zebrafish expressing nucleus-localized GCamp6f (huc:h2b-gcamp6f). Light stimulation was introduced at time point t = 0. Whole brain activity was recorded at 77 volumes/s.

10.7554/eLife.28158.016

###### Whole brain functional imaging of spontaneous activities of larval zebrafish.

Whole brain XLFM imaging of a 5 dpf agarose-embedded larval zebrafish expressing nucleus-localized GCamp6f (huc:h2b-gcamp6f). Spontaneous neural activity was recorded at 0.6 volumes/s.

10.7554/eLife.28158.017

###### Whole brain functional imaging of spontaneous activities of larval zebrafish.

Whole brain XLFM imaging of a 5 dpf agarose-embedded larval zebrafish expressing cytoplasm-labeled GCamp6s (huc:gcamp6s). Spontaneous neural activity was recorded at 0.6 volumes/s.

10.7554/eLife.28158.018

###### Whole brain functional imaging of larval zebrafish under light stimulation.

Whole brain XLFM imaging of a 5 dpf agarose-embedded larval zebrafish expressing cytoplasm-labeled GCamp6s (huc:gcamp6s). Light stimulation was introduced at time point t = 0. Whole brain activity was recorded at 50 volumes/s.

10.7554/eLife.28158.019

To track freely swimming larval zebrafish, we transferred fish into a water-filled chamber with a glass ceiling and floor. The 20 mm × 20 mm × 0.8 mm-sized chamber was coupled with a piezo actuator and mounted on a high-speed 2D motorized stage ([Figure 2](#fig2){ref-type="fig"}). A tracking camera monitored the lateral movement of the fish, and an autofocus camera, which captured light field images, monitored the axial movement of the fish head ([Figure 2](#fig2){ref-type="fig"}, [Figure 2---figure supplement 1](#fig2s1){ref-type="fig"}).

![System schematics that integrated tracking, whole brain functional imaging, and real time behavioral analysis.\
Larval zebrafish swam in a customized chamber with an optically transparent ceiling and floor. The water-filled chamber was mounted on a high-speed three-axis stage (PI M686 and PI P725KHDS). Customized LED rings generated dark field illumination of the zebrafish. The scattered light was collected by four cameras: two cameras below the chamber were used for *x-y* plane tracking and low magnification real-time (RT) analysis, respectively; two cameras above the chamber and after the imaging objective were used for Z autofocus and high magnification RT analysis. The positional information of the larval zebrafish, acquired from the tracking and autofocus system, was converted to feedback voltage signals to drive the three-axis stage and to compensate for fish movement. The functional imaging system, described in [Figure 1](#fig1){ref-type="fig"}, shared the same imaging objective placed above the swimming chamber. The 3D tracking, RT behavioral analysis, and functional imaging system were synchronized for accurate correlation between neural activity and behavioral output.](elife-28158-fig2){#fig2}

Real-time machine vision algorithms allowed quick estimate of lateral (within 1 ms) and axial (\~5 ms) head positions (see Materials and methods). The error signals in three dimensions, defined as the difference between the head position and set point, were calculated ([Figure 3a](#fig3){ref-type="fig"}) and converted to analog voltage signals through proportional-integral-derivative (PID) control to drive the motorized stage and z-piezo scanner. Tracking and autofocusing allowed for rapid compensation of 3D fish movement (300 Hz in x and y, 100 Hz in z, [Figure 3a](#fig3){ref-type="fig"}) and retainment of the fish head within the field of view of the imaging objective.

![3D tracking of larval zebrafish.\
(**a**) Representative time varying error signals in three dimensions, defined as the difference between real head position and set point. Inset provides magnified view at short time interval. Lateral movement can be rapidly compensated for within a few milliseconds with an instantaneous velocity of up to 10 mm/s. The axial shift was small compared with the depth coverage (200 μm) during whole brain imaging, and thereby had minor effect on brain activity reconstruction. (**b**) Tracking images at four time points during prey capture behavior, acquired at low (left) and high (right) magnification simultaneously. Scale bars are 1 mm (left) and 200 μm (right). (**c**) Kinematics of behavioral features during prey capture. Shaded region marks the beginning and end of the prey capture process.](elife-28158-fig3){#fig3}

Our tracking system permitted high-speed and high-resolution recording of larval zebrafish behaviors. With two cameras acquiring head and whole body videos simultaneously ([Figure 2](#fig2){ref-type="fig"}, [Figure 3b](#fig3){ref-type="fig"}), we recorded and analyzed in real time (see Materials and methods) the kinematics of key features during larval zebrafish prey capture ([Figure 3b and c](#fig3){ref-type="fig"}, [Video 5](#video5){ref-type="video"} and [6](#video6){ref-type="video"}). Consistent with several earlier findings ([@bib8]; [@bib38]; [@bib49]), eyes converged rapidly when the fish entered the prey capture state ([Figure 3c](#fig3){ref-type="fig"}). Other features that characterized tail and fin movement were also analyzed at high temporal resolution ([Figure 3c](#fig3){ref-type="fig"}).

###### Tracking of larval zebrafish during prey capture behavior at low resolution

Tracking and real time kinematic analysis of larval zebrafish during prey capture behavior at low resolution. Recorded at 190 frames/s.

10.7554/eLife.28158.023

###### Tracking of larval zebrafish during prey capture behavior at high resolution.

Tracking and real time kinematic analysis of larval zebrafish during prey capture behavior at high resolution. Recorded at 160 frames/s.

10.7554/eLife.28158.024

The integration of the XLFM and 3D tracking system allowed us to perform whole brain functional imaging of a freely behaving larval zebrafish ([Figure 2](#fig2){ref-type="fig"}). We first replicated the light-evoked experiment (similar to [Figure 1](#fig1){ref-type="fig"}), albeit in a freely behaving zebrafish with pan-neuronal cytoplasm-labeled GCaMP6s (huc:gcamp6s), which exhibited faster and more prominent calcium response ([Video 7](#video7){ref-type="video"}). Strong activities were observed in the neuropil of the optical tectum and the midbrain after stimulus onset. The fish tried to avoid strong light exposure and made quick tail movement at \~60 Hz. Whole brain neural activity was monitored continuously during the light-evoked behavior, except for occasional blurred frames due to the limited speed and acceleration of the tracking stage.

###### Whole brain functional imaging of a freely swimming larval zebrafish under light stimulation

Whole brain XLFM imaging of a 7 dpf freely swimming larval zebrafish expressing cytoplasm-labeled GCamp6s (huc:gcamp6s). Light stimulation was introduced at time point t = 0. Whole brain activities were recorded at 77 volumes/s and with a flashed excitation laser under 0.3 ms exposure time.

10.7554/eLife.28158.025

Next, we captured whole brain neural activity during the entire prey capture process in freely swimming larval zebrafish (huc:gcamp6s, [Video 8](#video8){ref-type="video"}). When a paramecium moved into the visual field of the fish, groups of neurons, indicated as group one in [Figure 4b](#fig4){ref-type="fig"}, near the contralateral optical tectum of the fish were first activated (t~1~). The fish then converged its eyes onto the paramecium and changed its heading direction in approach (t~2~). Starting from t~2~, several groups of neurons in the hypothalamus, midbrain, and hindbrain, highlighted as groups two, three, and four in [Figure 4b](#fig4){ref-type="fig"}, were activated. It took the fish three attempts ([Figure 4c](#fig4){ref-type="fig"}) to catch and eat the paramecium. After the last try (t~4~), neuron activity in group one decreased gradually, whereas activities in the other groups of neurons continued to rise and persisted for \~1 s before the calcium signals decreased. The earliest tectal activity (group 1) responsible for prey detection found here is consistent with previous studies ([@bib45]; [@bib10]). Moreover, our data revealed interesting neural dynamics arising from other brain regions during and after successful prey capture. We also monitored similar behavior in a zebrafish expressing nucleus-localized GCamp6f (huc:h2b-gcamp6f) with better resolution but less prominent calcium response ([Video 9](#video9){ref-type="video"}).

![Whole brain imaging of larval zebrafish during prey capture behavior.\
(**a**) Renderings of whole brain calcium activity at six time points (up) and the corresponding behavioral images (bottom). Features used to quantify behavior were: fish-paramecium azimuth *α*; convergence angle between eyes β; head orientation γ; and fish-paramecium distance *d*. (**b**) Maximum intensity projections of zebrafish brain with pan-neuronal cytoplasm-labeled GCaMP6s (huc:gcamp6s). Boundaries of four brain regions are color marked. (**c**) Neural dynamics inferred from GCaMP6 fluorescence changes in these four regions during the entire prey capture behavior (up) and the kinematics of behavioral features (bottom). Note that between t2 and t4, fish-paramecium distance *d* exhibits three abrupt kinks, representing the three attempts to catch prey.](elife-28158-fig4){#fig4}

###### Whole brain functional imaging of a freely swimming larval zebrafish during prey capture behavior.

Whole brain XLFM imaging of an 11 dpf freely swimming larval zebrafish expressing cytoplasm-labeled GCamp6s (huc:gcamp6s). The entire process during which the larval zebrafish caught and ate the paramecium was recorded.

10.7554/eLife.28158.027

###### Whole brain functional imaging of a freely swimming larval zebrafish during prey capture behavior.

Whole brain XLFM imaging of a 7 dpf freely swimming larval zebrafish expressing nucleus-localized GCamp6f (huc:h2b-gcamp6f). The entire process during which the larval zebrafish caught and ate the paramecium was recorded.

10.7554/eLife.28158.028

Discussion {#s3}
==========

Whole brain imaging in freely behaving animals has been previously reported in *Caenorhabditis elegans*, by integrating spinning-disk confocal microscopy with a 2D tracking system ([@bib50]; [@bib33]). In the more remote past, Howard Berg pioneered the use of 3D tracking microscopy to study bacteria chemotaxis ([@bib7]). However, the significant increase of animal size imposes challenges both in tracking and imaging technologies. The XLFM, derived from the general concept of light field imaging ([@bib12]; [@bib2]; [@bib32]; [@bib26]), overcomes several critical limitations of conventional LFM and allows optimization of imaging volume, resolution, and speed simultaneously. Furthermore, it can be perfectly combined with flashed fluorescence excitation to capture blur-free images at high resolution during rapid fish movement. Taken together, we have developed a volume imaging and tracking microscopy system suitable for observing and capturing freely behaving larval zebrafish, which have \~80,000 neurons and can move two orders of magnitude faster than *C. elegans*.

Tracking and whole brain imaging of naturally behaving zebrafish provide an additional way to study sensorimotor transformation across the brain circuit. A large body of research suggests that sensory information processing depends strongly on the locomotor state of an animal ([@bib34]; [@bib29]; [@bib15]). The ability to sense self-motion, such as proprioceptive feedback ([@bib39]) and efferent copy ([@bib6]), can also profoundly shape the dynamics of the neural circuit and perception. To explore brain activity in swimming zebrafish, several studies have utilized an elegant tail-free embedding preparation ([@bib46]; [@bib41]; [@bib42]), in which only the head of the fish is restrained in agarose for functional imaging. Nevertheless, it would be ideal to have physiological access to all neurons in defined behavioral states, where all sensory feedback loops remain intact and functional. Our XLFM-3D tracking system is one step towards this goal, and could be better exploited to explore the neural basis of more sophisticated natural behaviors, such as prey capture and social interaction, where the integration of multiple sensory feedbacks becomes critical.

In the XLFM, the camera sensor size limited the number of voxels and hence the number of neurons that could be reliably reconstructed. Our simulation suggested that the sparseness of neuronal activities is critical for optimal imaging volume reconstruction. A growing body of experimental data indeed suggests that population neuronal activities are sparse ([@bib22]; [@bib13]) and sparse representation is useful for efficient neural computation ([@bib36]; [@bib37]). Given the total number of neurons in the larval zebrafish brain, we found that when the fraction of active neurons in a given imaging frame was less than *ρ~c~* ≈ 0.11, individual neurons could be resolved at optimal resolution. When population neural activity was dense (*e.g*., neurons have high firing rate and firing patterns have large spatiotemporal correlation), we obtained a coarse-grained neural activity map with reduced resolution.

To retain the fish head within the field of view of the imaging objective, our tracking system compensated for fish movement by continuously adjusting the lateral positions of the motorized stage. As a result, self-motion perceived by the fish was not exactly the same as that during natural behaviors. The linear acceleration of the swimming fish, encoded by vestibular feedback, was significantly underestimated. The perception of angular acceleration during head orientation remained largely intact. The relative flow velocity along the fish body, which was invariant upon stage translation, can still be detected by specific hair cells in the lateral line system ([@bib16]; [@bib27]). Together, the interpretation of brain activity associated with self-motion must consider motion compensation driven by the tracking system.

Both tracking and imaging techniques can be improved in the future. For example, the current axial displacement employed by the piezo scanner had a limited travelling range (400 µm), and our swimming chamber essentially restrained the movement of the zebrafish in two dimensions. This limitation could be relaxed by employing axial translation with larger travelling range and faster dynamics. Furthermore, to avoid any potential disturbance of animal behaviors, it would be ideal if the imaging system moved, instead of the swimming chamber.

In XLFM, the performance degradation caused by focal length variation of the micro-lenses could be resolved by higher precision machining. In addition, the capability of XLFM could be further improved with the aid of technology development in other areas. With more pixels on the imaging sensor, we could resolve more densely labelled samples, and achieve higher spatial resolution without sacrificing imaging volume coverage by introducing more than two different focal planes formed by more groups of micro-lenses. With better imaging objectives that could provide higher numerical aperture and larger field of view at the same time, we could potentially image the entire nervous system of the larval zebrafish with single neuron resolution in all three dimensions. Additionally, the fast imaging speed of XLFM holds the potential for recording electrical activity when high signal-to-noise ratio (SNR) fluorescent voltage sensors become available ([@bib47]). Finally, the illumination-independent characteristic of XLFM is perfectly suitable for recording brain activities from bioluminescent calcium/voltage indicators in a truly natural environment, where light interference arising from fluorescence excitation can be eliminated ([@bib31]).

Materials and methods {#s4}
=====================

XLFM {#s4-1}
----

The imaging system ([Figure 1](#fig1){ref-type="fig"}) was a customized upright microscope. Along the fluorescence excitation light path, a blue laser (Coherent, OBIS 488 nm, 100 mW, USA) was expanded and collimated into a beam with a diameter of \~25 mm. It was then focused by an achromatic lens (focal length: 125 mm) and reflected by a dichroic mirror (Semrock, Di02-R488−25×36, USA) into the back pupil of the imaging objective (Olympus, XLPLN25XWMP2, 25X, NA 1.05, WD 2 mm, Japan) to result in an illumination area of \~1.44 mm in diameter near the objective's focal plane. In the fluorescence imaging light path, excited fluorescence was collected by the imaging objective and transmitted through the dichroic mirror. A pair of achromatic lenses (focal lengths: F1 = 180 mm and F2 = 160 mm), arranged in 2F1 +2F2, were placed after the objective and dichroic mirror to conjugate the objective's back pupil onto a customized lenslet array ([Figure 1---figure supplement 1](#fig1s1){ref-type="fig"}). The customized lenslet array was an aluminum plate with 27 holes (1.3 mm diameter aperture on one side and 1 mm diameter aperture on the other side, [Source code file 1](#scode1){ref-type="supplementary-material"}) housing 27 customized micro-lenses (1.3 mm diameter, focal length: 26 mm). The 27 micro-lenses were divided into two groups ([Figure 1---figure supplement 1](#fig1s1){ref-type="fig"}) and an axial displacement of 2.5 mm was introduced between them. Apertures of 1 mm diameter on the aluminum plate were placed right at the objective's pupil plane so that all micro-lenses samples light at pupil plane even though they were displaced axially after apertures. Due to the blockage of light by the aluminum micro-lenses housing, 16% of the light after a 1.05 NA imaging objective was effectively collected by the camera. This efficiency is equivalent to using a 0.4 NA imaging objective. Finally, the imaging sensor of a sCMOS camera (Hamamatsu, Orca-Flash 4.0 v2, Japan) was placed at the middle plane between two focal planes formed by two different groups of micro-lenses. The total magnification of the imaging system was \~4, so one camera pixel (6.5 µm) corresponded to \~1.6 µm on the sample.

We developed a computational algorithm for 3D volume reconstruction, which required an accurately measured PSF ([Figure 1---figure supplement 2](#fig1s2){ref-type="fig"}). The PSF was measured by recording images of a 500 nm diameter fluorescent bead sitting on a motorized stage under the objective. A stack of 200 images was recorded when the bead was scanned with a step size of 2 µm in the axial direction from 200 µm below the objective's focal plane to 200 µm above. Since the images formed by two different groups of micro-lenses were from different axial locations and had different magnifications, the measured raw PSF data were reorganized into two complementary parts: PSF_A and PSF_B ([Figure 1---figure supplements 3](#fig1s3){ref-type="fig"} and [4](#fig1s4){ref-type="fig"}), according to the spatial arrangement of the micro-lenses. We took PSF_A stack, PSF_B stack, and a single frame of a raw image (2048 × 2048 pixels) as inputs, and applied a newly developed algorithm to reconstruct the 3D volume.

Image reconstruction of XLFM {#s4-2}
----------------------------

The reconstruction algorithm was derived from the Richardson-Lucy deconvolution. The goal was to reconstruct a 3D fluorescent object from a 2D image:$$Obj\left( x,y,z \right)$$

The algorithm assumes that the real 3D object can be approximated by a discrete number of *x-y* planes at different *z* positions:$$\left. Obj\left( {x,y,z} \right) \right.\sim Obj\left( {x,y,z_{k}} \right)$$

The numbers and positions of these planes can be arbitrary, yet the Nyquist sampling rate should be chosen to optimize the speed and accuracy of the reconstruction.

As the imaging system consisted of two different groups of micro-lenses ([Figure 1---figure supplement 1](#fig1s1){ref-type="fig"}), their PSFs ([Figure 1---figure supplements 3](#fig1s3){ref-type="fig"} and [4](#fig1s4){ref-type="fig"}) each consisted of a stack of planes that were measured at the same chosen axial positions $z_{k}$:$${PSF}_{A}\left( x,y,z_{k} \right)$$

Although the PSF was measured in imaging space, here we denote *x* and *y* as coordinates in object space to follow conventions in optical microscopy. Here and below, the combination of *PSF~A~* and *PSF~B~* is the total PSF.

Additionally, the images formed by two different groups of micro-lenses had different magnifications, which could be determined experimentally. The ratio between two different magnifications can be defined as:$$\gamma = \frac{MagnificationofgroupAmicrolenses}{MagnificationofgroupBmicrolenses}$$

Then, the captured image on the camera can be estimated as:$$Img_{Est}(x,y) = \sum\limits_{k = 1}^{n}\{ Obj_{A}(x,y,z_{k})\bigotimes PSF_{A}(x,y,z_{k}) + Obj_{B}(x,y,z_{k})\bigotimes PSF_{B}(x,y,z_{k})\},$$$${where}\ Obj_{A}\left( {x,y,z_{k}} \right) = Obj_{B}\left( {\gamma x,\gamma y,z_{k}} \right)$$

The operator $\bigotimes$ represents 2D convolution. Here, *x* and *y* on the left hand side of the equation also represent coordinates in object space so that 2D convolution was carried out in the same coordinates.

The goal of the algorithm is to estimate the $Obj\left( x,y,z_{k} \right)$ from the measured camera frame:$${Img}_{Meas}\left( {x,y} \right)$$

According to the Richardson-Lucy deconvolution algorithm, the iterative reconstruction can be expressed as:$$Img_{Est}^{i}(x,y) = \sum\limits_{k = 1}^{n}\{ Obj_{A}^{i - 1}(x,y,z_{k})\bigotimes PSF_{A}(x,y,z_{k}) + Obj_{B}^{i - 1}(x,y,z_{k})\bigotimes PSF_{B}(x,y,z_{k})\}$$$$Obj_{A}^{tmp}(x,y,z_{k}) = Obj_{A}^{i - 1}(x,y,z_{k})\{\frac{Img_{Meas}(x,y)}{Img_{Est}^{i}(x,y)}\bigotimes PSF_{A}( - x, - y,z_{k})\}$$$$Obj_{B}^{tmp}(x,y,z_{k}) = Obj_{B}^{i - 1}(x,y,z_{k})\{\frac{Img_{Meas}(x,y)}{Img_{Est}^{i}(x,y)}\bigotimes PSF_{B}( - x, - y,z_{k})\}$$$$Obj_{A}^{i}(x,y,z_{k}) = w(z_{k})Obj_{A}^{tmp}(x,y,z_{k}) + (1 - w(z_{k}))Obj_{B}^{tmp}(\gamma x,\gamma y,z_{k})$$$$Obj_{B}^{i}(x,y,z_{k}) = w(z_{k})Obj_{A}^{tmp}(\frac{x}{\gamma},\frac{y}{\gamma},z_{k}) + (1 - w(z_{k}))Obj_{B}^{tmp}(x,y,z_{k})$$

Here, $0 \leq w\left( z_{k} \right) \leq 1$ is the weighting factor at different axial positions. The choice of $w\left( z_{k} \right)$ can be arbitrary. Because the resolutions achieved by different groups of micro-lenses at different z positions were not the same, the weighting factor can take this effect into consideration by weighing higher quality information more than lower quality information. One simple choice is $w\left( z_{k} \right) = 0.5$, that is, to weigh information from two groups of micro-lenses equally.

The starting estimate of the object can be any non-zero value. Near the end of the iterations, ${Obj}_{A}^{i}\left( {x,y,z_{k}} \right)$ and ${Obj}_{B}^{i}\left( {x,y,z_{k}} \right)$ are interchangeable, except with different magnifications. Either can be used as the resulting estimate of the 3D object.

In XLFM, together with its reconstruction algorithm, the diffraction of the 3D light field is properly considered by experimentally measured PSF. The raw imaging data can be fed into the algorithm directly without any preprocessing. Given that the PSF is spatially invariant, which is satisfied apart from small aberrations, the algorithm can handle overlapping fish images ([Figure 1---figure supplement 5](#fig1s5){ref-type="fig"}). As a result, the field of view can be increased significantly. The reconstruction algorithm was typically terminated after 30 iterations when modifications in the estimated object became very small. The computation can speed up significantly via GPU. It took about 4 min to reconstruct one 3D volume using a desktop computer with a GPU (Nvidia Titan X). In comparison, the reconstruction ran \~20 × slower using a CPU (Intel E5-2630v2) on a Dell desktop. The source code written in MATLAB can be found in the [Source code file 2](#scode2){ref-type="supplementary-material"}.

The 3D deconvolution method has been developed for conventional LFM ([@bib12]). Our method differs from [@bib12]) in several ways. (1) The optical imaging systems are different. (2) The definitions of PSFs are different. Ours defines a spatially *invariant* PSF (see below for detailed characterization), whereas [@bib12]) defined a spatially variant PSF, leading to increased computational complexity in the deconvolution algorithm. (3) The PSF in [@bib12]) was simulated based on a model derived from an ideal imaging system, whereas ours was measured experimentally. Furthermore, our system took practical conditions, such as a non-ideal imaging objective, actual positions of microlenses, the spectrum of received fluorescence signal *et al*., into consideration.

Characterization of the spatial invariance of PSF in XLFM {#s4-3}
---------------------------------------------------------

The definition of a 2D spatially invariant PSF fundamentally means that in an ideal optical microscopy system, the resulting image can be described as a 2D convolution between object and PSF. As discussed in the previous section, this operation forms the basis of our reconstruction algorithm.

One of the fundamental differences between XLFM and conventional LFM is the location of the microlens array. In XLFM, the microlens array is placed at the pupil plane and the image sensor is at imaging plane, whereas in conventional LFM, the microlens array is placed at the image plane and the image sensor is\| at pupil plane. It is possible to define a spatially invariant PSF in XLFM because:

1.  Spatially invariant PSFs can be defined for individual sub-imaging systems consisting of different micro-lenses.

2.  A spatially invariant PSF can be defined for the entire imaging system if the magnifications of all sub-imaging systems are the same.

By definition, the imaging formation in an ideal optical imaging system is linear and spatially invariant, so spatially invariant PSFs for sub-imaging systems consisting of micro-lens *A1* and *A2* can be defined as:$${Image}_{A1} = Object\bigotimes{PSF}_{A1}$$$${Image}_{A2} = Object\bigotimes{PSF}_{A2}$$

where ${Image}_{A1/2}$ are sub-images behind individual micro-lens. If we perform the convolution in the imaging space, the coordinates of $Object\left( x,y \right)$ should be scaled by the magnification factors of their sub-image systems, respectively. Now if the magnifications of different sub-image systems are the same, the summation of all PSFs formed by individual micro-lenses can be defined as a single PSF. In other words,$$Image_{A} = Image_{A1} + Image_{A2} = Object\bigotimes(PSF_{A1} + PSF_{A2}) = Object\bigotimes PSF_{A}$$$${where}\ PSF_{A} = PSF_{A1} + PSF_{A2}$$

Experimentally, the small variation of individual micro-lenses' focal length ([Figure 1---figure supplement 8](#fig1s8){ref-type="fig"}) resulted in spatial variance of ${PSF}_{A}$ or ${PSF}_{B},$ but it does not affect the imaging formation theory of XLFM. The spatial variance led to degraded reconstruction performance, as shown in [Figure 1---figure supplement 9](#fig1s9){ref-type="fig"}. This degradation was negligible near the center of the field of view, but became more evident near the edge of the field of view. This is because the PSF was measured near the center of the field of view. The reconstruction algorithm produces 27 estimates of the same object based on 27 sub-images. In the meanwhile, it tries to combine and align these estimates all together in the same coordinates. The position where the PSF is measured determines the origin of this coordinates. If the magnifications of different micro-lenses are different, the reconstruction will yield an image that is clear near the origin of the coordinates but blurred at the edge, as shown in in [Figure 1---figure supplement 9](#fig1s9){ref-type="fig"}.

Resolution characterization of XLFM {#s4-4}
-----------------------------------

Unlike conventional microscopy, where the performance of the imaging system is fully characterized by the PSF at the focal plane, the capability of XLFM is better characterized as a function of positions throughout the imaging volume.

We first characterized the spatial resolution in the *x-y* plane by analyzing the spatial frequency support of the experimentally measured PSF from individual micro-lenses using a 0.5 µm diameter fluorescent bead. The optical transfer function (OTF), which is the Fourier transform of the PSF in the *x-y* plane, was extended to a spatial frequency of \~1/3.4 µm^−1^ ([Figure 1---figure supplement 6](#fig1s6){ref-type="fig"}), a result that agreed well with the designed resolution at 3.4 μm, given that the equivalent NA of individual micro-lenses was 0.075.

The lateral resolution, measured from the raw PSF behind individual micro-lenses, was preserved across the designed cylindrical imaging volume of Ø800 μm × 200 μm ([Figure 1---figure supplement 6](#fig1s6){ref-type="fig"}). However, the reconstruction results ([Figure 1---figure supplement 9](#fig1s9){ref-type="fig"}), which used total PSF ([Figure 1---figure supplement 2](#fig1s2){ref-type="fig"}), exhibited resolution degradation when the fluorescent bead was placed more than 250 μm away from the center ([Figure 1---figure supplement 9](#fig1s9){ref-type="fig"}). This discrepancy resulted from the variation in focal length of the micro-lenses ([Figure 1---figure supplement 8](#fig1s8){ref-type="fig"}), which, in turn, led to spatial variance of the defined *PSF~A~* and *PSF~B~*. In principle, the designed lateral resolution of 3.4 µm could be preserved over a volume of Ø800 μm × 200 μm by reducing focal length variation to below 0.3%

We next characterized the axial resolution of the XLFM. The XLFM gained axial resolution by viewing the object from large projection angles achieved by micro-lenses sitting near the edge of the objective's back pupil plane. For example, if two points of light source were located at the same position in the *x-y* plane, but were separated by $\mathrm{\Delta}z$ in the axial direction, then one micro-lens in the XLFM could capture an image of these two points with a shift between them. The shift can be determined as:$$d = \mathrm{\Delta}z*tan\theta$$

where $\theta$ is the inclination angle inferred from the measured PSF ([Figure 1---figure supplement 2](#fig1s2){ref-type="fig"}). If the two points in the image can be resolved, the two points separated by $\mathrm{\Delta}z$ can be resolved by the imaging system. Since a micro-lens sitting in the outer layer of the array offered the largest inclination angle of 40 degree in our system, the axial resolution $dz$ can be directly calculated as:$$dz = \frac{dxy}{tan\theta_{max}} = \frac{3.4\mu m}{tan\left( 40{^\circ} \right)} = 4\mu m$$

The best way to confirm the theoretical estimate is to image two fluorescent beads with precisely controlled axial separations. However, this is technically very challenging. Instead, we pursued an alternative method that is equivalent to imaging two beads simultaneously:

1.  We took a z stack of images of fluorescent beads, as done in measuring the PSF.

2.  In post processing, we added two images from different z positions to mimic the beads being present simultaneously at two different *z* positions.

The above method allowed us to experimentally characterize the axial resolution afforded by individual micro-lenses focusing at different z positions. We used a single fluorescent bead (0.5 $\mu m$ in diameter) with a high SNR ([Figure 1---figure supplement 7a](#fig1s7){ref-type="fig"}). We imaged at different axial positions: *z* = −100 $\mu m$, *z* = 0 $\mu m$, and *z* = 100$\mu m$ ([Figure 1---figure supplement 7b](#fig1s7){ref-type="fig"}). The third column is the combined images in column 1 and 2. The capability of resolving the two beads in the third column can be demonstrated by spatial frequency analysis (fourth column in [Figure 1---figure supplement 7b](#fig1s7){ref-type="fig"}). The two line dips, indicating the existence of two beads instead of one rod in the fourth column, were confirmations of the resolving capability. This becomes more evident after deconvolution of the raw images (fifth column in [Figure 1---figure supplement 7b](#fig1s7){ref-type="fig"}). Micro-lenses 1 and 2 could resolve two beads, separated by 5 $\mu m$, within the range of $- 100$ μm≤z ≤ 0 and $0 \leq z \leq 100\mu m,respectively$. In other words, the complementary information provided by the two micro-lenses allowed the system to maintain a high axial resolution at 5 $\mu m$ across a $200\mu m$ depth.

Next, we imaged densely packed fluorescent beads (0.5 $\mu m$ in diameter) with a low SNR ([Figure 1---figure supplement 10a](#fig1s10){ref-type="fig"}), and used our reconstruction algorithm to determine the minimum axial separation between beads that could be resolved ([Figure 1---figure supplement 10b--c](#fig1s10){ref-type="fig"}). In this case, 5 $\mu m$ axial resolution could be preserved across a depth of 100 $\mu m$. The resolution decayed gradually to \~10 $\mu m$ at the edge of an imaging volume with a 400 $\mu m$ axial coverage ([Figure 1---figure supplement 10b](#fig1s10){ref-type="fig"}). We believe that the optimal axial resolution at 5 µm could be achieved over an axial coverage of 200 μm by minimizing micro-lens focal length variation ([Figure 1---figure supplement 8](#fig1s8){ref-type="fig"}).

Finally, we characterized how the imaging performance depended upon the sparseness of the sample. Given the total number of neurons (\~80,000) in a larval zebrafish brain, we introduced a sparseness index *ρ*, defined as the fraction of neurons in the brain active at an imaging frame, and used numerical simulation to characterize the dependence of achievable resolution on *ρ*. To this end, we simulated a zebrafish larva with uniformly distributed firing neurons (red dots in [Figure 1---figure supplement 11a](#fig1s11){ref-type="fig"}). By convolving the simulated zebrafish with the experimentally measured PSFs ([Figure 1---figure supplements 3](#fig1s3){ref-type="fig"} and [4](#fig1s4){ref-type="fig"}), we generated an image that mimicked the raw data captured by the camera. We then reconstructed the simulated neurons from this image, represented by green dots. When *ρ* was equal to or less than 0.11, which corresponded to \~9000 neurons activated at a given instant, all active neurons, including those closely clustered, could be reconstructed with optimal resolution ([Figure 1---figure supplement 11b](#fig1s11){ref-type="fig"} inset). As the sparseness index *ρ* increased, the resolution degraded: nearby neurons merged laterally and elongated axially ([Figure 1---figure supplement 11c--d](#fig1s11){ref-type="fig"}). In all calculations, the Poisson noise was properly considered by assuming that each active neuron emitted 20,000 photons, 2.2% of which were collected by our imaging system.

In vivo resolution characterization is challenging due to a lack of bright and spot-like features in living animals. Additionally, achievable resolution depends on the optical properties of biological tissues, which can be highly heterogeneous and difficult to infer. The light scattering and aberration induced by biological tissue usually leads to degraded imaging performance ([@bib24]; [@bib23]; [@bib51]; [@bib52]).

*XY* tracking system {#s4-5}
--------------------

To compensate for lateral fish movement and retain the entire fish head within the field of view of a high NA objective (25×, NA = 1.05), a high-speed camera was used to capture fish motion (2 ms exposure time, 300 fps or higher, Basler aca2000-340kmNIR, Germany). We developed an FPGA-based RT system in LabVIEW that could rapidly identify the head position by processing the pixel stream data within the Cameralink card before the whole image was transferred to RAM. The error signal between the actual head position and the set point was then fed into the PID to generate output signals and control the movement of a high-speed motorized stage (PI M687 ultrasonic linear motor stage, Germany). In the case of large background noise, we alternatively performed conventional imaging processing in C/C++ (within 1 ms delay). The rate-limiting factor of our lateral tracking system was the response time of the stage (\~300 Hz).

Autofocus system {#s4-6}
----------------

We applied the principle of LFM to determine the axial movement of larval zebrafish. The autofocus camera (100 fps or higher, Basler aca2000-340kmNIR, Germany) behind a one-dimensional micro-lens array captured triplet images of the fish from different perspectives ([Figure 2---figure supplement 1a](#fig2s1){ref-type="fig"}). *Z* motion caused an extension or contraction between the centroids of the fish head in the left and right sub-images, an inter-fish distance ([Figure 2---figure supplement 1b](#fig2s1){ref-type="fig"}) that can be accurately computed from image autocorrelation. The inter-fish distance, multiplied by a pre-factor, can be used to estimate the z position of the fish, as it varies linearly with axial movement ([Figure 2---figure supplement 1c](#fig2s1){ref-type="fig"}). The error signal between the actual axial position of the fish head and the set point was then fed into the PID to generate an output signal to drive a piezo-coupled fish container. The feedback control system was written in LabVIEW. The code was further accelerated by parallel processing and the closed loop delay was \~5 ms. The rate-limiting factor of the autofocus system was the settling time of the piezo scanner (PI P725KHDS, Germany, 400 μm travelling distance), which was about 10 ms.

Real-time behavioral analysis {#s4-7}
-----------------------------

Two high-speed cameras acquired dark-field images at high and low magnification, respectively, and customized machine vision software written in C/C ++ with the aid of OpenCV library was used to perform real-time behavioral analysis of freely swimming larval zebrafish. At high magnification, eye positions, their orientation, and convergence angle were computed; at low magnification, the contour of the whole fish, centerline, body curvature, and bending angle of the tail were computed. The high mag RT analysis was run at \~120 fps and the low mag RT analysis was run at \~180 fps. The source code can be found in the [Source code file 3](#scode3){ref-type="supplementary-material"}.

Ethics statement and animal handling {#s4-8}
------------------------------------

All animal handling and care were conducted in strict accordance with the guidelines and regulations set forth by the Institute of Neuroscience, Chinese Academy of Sciences, University of Science and Technology of China (USTC) Animal Resources Center, and University Animal Care and Use Committee. The protocol was approved by the Committee on the Ethics of Animal Experiments of the USTC (permit number: USTCACUC1103013).

All larval zebrafish (huc:h2b-gcamp6f and huc:gcamp6s) were raised in embryo medium under 28.5°C and a 14/10 hr light/dark cycle. Zebrafish were fed with paramecium from 4 dpf. For restrained experiments, 4--6 dpf zebrafish were embedded in 1% low melting point agarose. For freely moving experiments, 7--11 dpf zebrafish with 10% Hank's solution were transferred to a customized chamber (20 mm in diameter, 0.8 mm in depth), and 10--20 paramecia were added before the chamber was covered by a coverslip.

Neural activity analysis {#s4-9}
------------------------

To extract neural activity induced by visual stimuli ([Figure 1e and f](#fig1){ref-type="fig"}), time series 3D volume stacks were first converted to a single 3D volume stack, in which each voxel represented variance of voxel values over time. Candidate neurons were next extracted by identifying local maxima in the converted 3D volume stack. The region-of-interest (ROI) was set according to the empirical size of a neuron. The voxels around the local maxima were selected to represent neurons. The fluorescence intensity over each neuron's ROI was integrated and extracted as neural activity. Relative fluorescent changes $\mathrm{\Delta}F/F_{0}$ were normalized to their maximum calcium response $\mathrm{\Delta}F_{max}/F_{0}$ over time, and sorted according to their onset time when $\mathrm{\Delta}F$ first reached 20% of its $\mathrm{\Delta}F_{max}$ ([Figure 1e and f](#fig1){ref-type="fig"}) after the visual stimulus was presented.

Visual stimulation {#s4-10}
------------------

A short wavelength LED was optically filtered (short-pass optical filter with cut-off wavelength at 450 nm, Edmund \#84--704) to avoid light interference with fluorescence. It was then focused by a lens into a spot 2 \~ 3 mm in diameter. The zebrafish was illuminated from its side. The total power of the beam was roughly 3 mW.

Statement of replicates and repeats in experiments {#s4-11}
--------------------------------------------------

Each experiment was repeated at least three times with similar experimental conditions. Imaging and video data acquired from behaviorally active larval zebrafish with normal huc:h2b-gcamp6f or huc:gcamp6s expression were used in the main figures and videos.
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In the interests of transparency, eLife includes the editorial decision letter and accompanying author responses. A lightly edited version of the letter sent to the authors after peer review is shown, indicating the most substantive concerns; minor comments are not usually included.

Thank you for submitting your article \"Rapid whole brain imaging of neural activities in freely behaving larval zebrafish\" for consideration by *eLife*. Your article has been reviewed by three peer reviewers, one of whom, Ronald L Calabrese (Reviewer \#1), is a member of our Board of Reviewing Editors, and the evaluation has been overseen by Eve Marder as the Senior Editor.

The reviewers have discussed the reviews with one another and the Reviewing Editor has drafted this decision to help you prepare a revised submission.

Summary:

This is an exciting manuscript, which reports a new development in Light Field Microscopy (LFM). The authors developed a Light Field Microscope: eXtended (XLFM) field of view seamlessly integrated with an X-Y tracking system and an auto focus. XLFM can simultaneously image intact brain neural activities (over a volume of 800 µm X 800 µm X 200 µm) at \~ 3.4 µm X 3.4 µm X 5 µm spatial resolution and at 77 Hz volume rate, with the aid of genetically encoded calcium indicator GCamp6f in a freely moving larval zebrafish during visual stimulation and prey capture. They provide stunning videos and enough processed data to show the value of the new development for imaging activity across the brain during real behavior.

The work is nicely illustrated with exemplar data. This is not a full report on the science behind the experiments illustrated but rather a proof of principle. Exciting science is in the offing but a new technology is showcased, as is appropriate for a Tools and Resources paper.

Essential revisions:

1\) We find this technology to be a significant advance. There are several technical issues, however, that must be resolved. Further clarifications to the text are needed about precisely what was done and how it was done. Some claims need to be more carefully worded to recognize the limitations of the technique and recognize other contributions. The writing should be improved. The expert reviews provide a detailed list of all the points that should be considered in revision. Rather than paraphrasing those reports, they are included in full to ensure that the detailed technological issues are well-stated.

2\) As stated explicitly in the expert reviews, software and design features must be made fully available to the scientific community with publication.

*Reviewer \#1:*

1\) The chamber in which the freely moving larva swims is ONLY 0.8 mm deep. Thus the animal is sandwiched between glass plates with no real ability to move in the z-direction. Essentially, it moves in two dimensions. The authors should address this limitation in their approach.

*Reviewer \#2:*

In Cong et al., two advances are reported. First, a tracking system is introduced capable of keeping a freely swimming larval zebrafish in one location most of the time. Second, a new form of light field microscopy is reported capable of fast 3D imaging. Putting these together constitutes a system for whole-brain imaging in freely swimming zebrafish larvae, with a resolution slightly below single-cell.

In my opinion this is a major advance and I am supportive of publication in *eLife* with a few improvements.

For background, previous efforts to perform whole-brain imaging in behaving animals consisted of light-sheet (slower than light-field) in head-restrained animals, or light-field (a variant with, I believe, lower spatial resolution) in head-restrained animals. Imaging in freely behaving animals has been done in *C. elegans*, which move more slowly than zebrafish. Thus, compared to previous work, the advances of this manuscript are considerable. Furthermore, imaging most of the brain in freely swimming animals in really impressive.

Points that should be addressed:

1\) The authors claim that the point spread function (PSF) is spatially invariant. This appears to be true if one considers the microscope an ideal optical system, but with non-ideal optics, it\'s unlikely. Even with a good objective, the entire system contributes to the PSF, and it\'s unlikely that all microlenses are diffraction limited over the entire field of view. Moreover, differential distortion between the sub-images would cause the full camera PSF to warp as the point source moves in the sample. So if Richardson-Lucy deconvolution only works with a spatially invariant PSF, and the true PSF is not fully spatially invariant, the question arises, What image artifacts do you get?

There may be multiple ways to answer this question. One path might be to (a) move a bead around a few x-y locations, including the extreme ones, and check how spatially invariant the PSF really is (and include the raw PSF volumes in the manuscript, e.g. by measuring them at two extreme points, shifting one by the predicted amount, and overlaying the two in different colors). (b) Next, assuming a spatially invariant PSF derived from one of the bead locations (e.g. the center), reconstruct a bead positioned at various points, including the edges of the volume, and quantify the spread of the point source in the reconstructed volume (this should have high brightness at the original bead position, plus dimmer pixel values spread at other locations, which should be quantified).

2\) A follow-up: if the PSF is not fully spatially invariant, what does this mean for the statement that overlapping sub-images are permitted (subsection "Image reconstruction of XLFM")? My understanding is that the overlap is fine so long as the PSF is fully x-y invariant, and if not, then some artifacts will be introduced. The reasons and assumptions underlying this statement should be clarified in the text.

For clarity, points ([@bib25]) and ([@bib17]) are not criticisms of the system, only a call for characterization of the artifacts that the reconstruction algorithm introduces when using simplifying assumptions.

3\) The reconstruction algorithm (subsection "Image reconstruction of XLFM") contains confusing notation (if I understand it correctly). The coordinates (x,y) on the left hand side of Equation 5, refer to image coordinates. But (x,y,z_k) on the right hand side refers to coordinates in the 3D volume. That\'s confusing, x and y should not be used for both. Moreover, I believe that PSF_A,B(x,y,z_k) are each 2 dimensional objects. So in reality, spelled out with all the indices, using \^superscript for volume coordinates and \_subscript for image coordinates, I believe the equation is

ImgEst\_(x\',y\') = sum {ObjA\^(x,y,z_k) conv\^(x,y,z_k) PSFA\^(x,y,z_k)\_(x\',y\') +....}

Explaining this equation better, e.g. by writing it out as above or stating that Img_est is a 2D object in image coordinates, and PSF_A,B(x,y,z_k) is 2D in image space contingent on x,y,z_k in volume space, will make this section more understandable.

4\) Can the lateral resolution be measured instead of estimated?

5\) The manuscript says the reconstruction algorithm is based on optical wave theory. What do the authors mean by this? The algorithm is based on the assumption of a spatially invariant PSF and observations of how to apply Richardon-Lucy to sets of microlenses of different focal lengths. Where does this rely on optical wave theory instead of just classical optics?

6\) I assume CAD models of the microlens holder and the autofocus system exists, can these files be made available?

7\) Most of the code is said to be available (e.g. real-time behavioral analysis and 3D reconstruction), but in some cases it is not mentioned. Can the code for the tracking and autofocus system be made available?

*Reviewer \#3:*

My overall opinion of the manuscript is positive. I think being able to image neuronal activity in a freely moving larval zebrafish is an advance and the current paper serves as a satisfactory proof of principle.

I have some issues regarding the term \"whole-brain\" and the resolution claimed by the authors. The authors claim, or at least imply, that they can simultaneously (within 1 Orca camera frame which has a 2048 x 2048 pixel sensor) image 800 x 800 x 200 microns at 3.4 x 3.4 x 5 micron resolution. I find this very difficult to believe. Imaging with this resolution requires imaging 800/(3.4/2) = 470 pixels in both x and y for 200/(5/2) = 80 planes (the factor of 2 arise from Nyquist sampling). Given the sensor dimensions one can fit at most 25 planes into it (5 x 5). The authors show that they are able to use their microlens distribution to image 27. I do not believe there is enough information on the chip to have the claimed resolution. The authors may be able to distinguish 2 fluorescent particles 6 microns apart as in [Figure 1---figure supplement 7](#fig1s7){ref-type="fig"}, but these are still sparse particles appearing in the center of their CMOS chip, not a densely fluorescent tissue as a pan-neuronally fluorescent larval zebrafish. I think my argument is corroborated by the data shown in [Figure 4](#fig4){ref-type="fig"}: this data does not have the resolution claimed and does not show the whole brain of the larva.

The above argument assumes that the fish\'s head is also perfectly in focus. The z extent of a larval zebrafish head at this age is \~ 250 microns, which will already be larger than the z field of view. The axial shift shown in [Figure 3](#fig3){ref-type="fig"}, typically 20 microns but up to 80 will greatly affect this. The authors mention they use a 500 fps camera for the lateral tracking, but do not (or I missed) the speed of their auto-focus camera for axial tracking: how fast is this?

I do not think that these are \"deal-breakers\", but I think it is important for the authors to rewrite their claims and be explicit about what their system can\'t and can do (which is a lot). In the Discussion the authors claim to have developed a whole brain imaging setup: I am not sure what this means.

[Figure 1](#fig1){ref-type="fig"} looks at an agarose restrained larval zebrafish. The authors should be explicit about this in the text and the Figure caption (for example the name of the figure). I do not think that panel d presents maximum intensity projections -- they are far too clean for this (the bottom panel looks more like a snapshot of a 3d rendering of the stack). Can the authors correct this in the caption or be explicit about what they are showing?

Closed-loop systems have also been implemented in restrained fish with their tail free to move (e.g. Portugues and Engert 2011) which can remove the issue the authors mention relating to proprioception (Introduction paragraph two). The authors also mention improper vestibular feedback when fish are restrained, but in their setup, due to the closed look, the fish would also experience a reduced vestibular feedback: if the closed-loop was perfect the head would not move at all and the same vestibular deficits would be observed. If this is correct then the authors should comment on this.

The authors talk about \"visual stimulation. What does this visual stimulation consist of? This should be explained in the Materials and methods clearly.

The claim in Results paragraph seven is a strong one and I am not sure it is fully warranted. Given the resolution and the data shown I would omit the phrase \"for the first time\" and again, explain carefully what is meant (here and in other places) by the term \"whole brain\".

\[Editors\' note: further revisions were requested prior to acceptance, as described below.\]

Thank you for resubmitting your work entitled \"Rapid whole brain imaging of neural activity in freely behaving larval zebrafish (*Danio rerio*)\" for further consideration at *eLife*. Your revised article has been favorably evaluated by Eve Marder (Senior editor), a Reviewing editor, and two reviewers.

The manuscript has been improved but there are some remaining issues that need to be addressed before acceptance, as outlined below:

This is an exciting manuscript, which reports a new development in Light Field Microscopy (LFM). The authors have made a strong effort at revising the manuscript in response to the last review. They have answered forthrightly almost every point raised and the manuscript is much stronger. There is still one major concern that must be addressed, and there some more minor concerns. The reviews are reproduced in their entirety to aid revision.

Major Concern

1\) As brought up by reviewer \#3 the definition and technical details of the claimed resolution are not adequately documented and explained. The detailed comments of the reviewer should be fully addressed.

*Reviewer \#2:*

The manuscript has improved and I think that most of our comments have been addressed.

The changes include a new piece of useful information: the non-idealness of the point spread function (PSF) has been measured, and attributed, in part, to small differences in focal lengths of the microlenses.

I think this is great work and the revised version is even better. There are a few final comments I\'d like to make,

In the subsection "Image reconstruction of XLFM": \"Furthermore, our system took practical conditions, such as imaging system and light properties, into consideration.\" What does this mean; can this be explained better?

About the reconstruction algorithm: The authors opt for sticking with the conventions and use the same indices x,y on both sides of the equation. This is ok, but in that case, some explanation should be added. For example,

\"The 2D convolution is over x and y\" and \"Per convention in optics, x,y on both sides represent object space, even though in practice, x,y at the left will refer to image space on the camera chip and x,y on the right to the sample coordinates.\"

In the same section the authors seem to agree that the statement that the algorithm can deal with overlapping fish images depends on the invariance of the PSF, this information should be explicitly stated, i.e. include a statement like \"under the condition that the PSF is spatially invariant, which is satisfied apart from small aberrations, the algorithm can handle overlapping fish images\".

Results paragraph one: \"Therefore, a spatially invariant point spread function (PSF) of the entire optical imaging system could be defined and measured ([Figure 1---figure supplement 2](#fig1s2){ref-type="fig"})\". Here also it would be good to mention that it\'s an approximately spatially invariant PSF.

A reference to a recept paper from the Vaziri lab, Nobauer et al., 2017, should be included. (This is also about light field microscopy, but I want to emphasize that this does in no way diminish the impact of the current manuscript.)

*Reviewer \#3:*

As I mentioned previously, I like the paper, and the authors have addressed most of the minor issues appropriately. There are two points which I am still not sure have been resolved.

1\) I do not believe the authors have fully addressed my previous point relating to resolution, which I reproduce below. This argument may be wrong, and I would be very happy if the authors could explain to me where my logic fails.

\"I have some issues regarding the term \"whole-brain\" and the resolution claimed by the authors. The authors claim, or at least imply, that they can simultaneously (within 1 Orca camera frame which has a 2048 x 2048 pixel sensor) image 800 x 800 x 200 microns at 3.4 x 3.4 x 5 micron resolution. I find this very difficult to believe. Imaging with this resolution requires imaging 800/(3.4/2) = 470 pixels in both x and y for 200/(5/2) = 80 planes (the factor of 2 arise from Nyquist sampling). Given the sensor dimensions one can fit at most 25 planes into it (5 x 5). The authors show that they are able to use their microlens distribution to image 27."

I am not worried about reconstructing the volume; that is not the point here. The issue is that of resolution and discriminability of points. This involves two aspects: the \"optical resolution\" of the imaging system and the sampling. The Rayleigh resolution criterion states the minimal distance resolvable is half the width of the first diffraction order. This depends on the wavelength of the light and the NA of the system. Ideal sampling is then obtained by using the Nyquist criterion: the inverse image of a pixel should be half the optical resolution of the system, so that there is a \"negative dip\" in between the two bright pixels.

Using this last sampling definition, the number of resolvable points can be estimated as follows:

\- every bright pixel has to be surrounded (in the chip) by a dark set of pixels.

\- the number of bright pixels you can have on the chip in this configuration is the number of resolvable points. This is a quarter of the number of pixels on the chip.

\- ideally, the inverse image of a pixel should be a quarter of the first diffraction order peak width, for sampling and optical resolution to be perfectly matched.

With a 2048 by 2048 chip, there are at most \~ 1 million resolvable points.

The authors claim they can resolve \~ 2.2 million (800 x 800 x 200 microns at 3.4 x 3.4 x 5 micron resolution).

Deconvolution is a linear process, so XLFM may \"shuffle or combine\" the intensities of different pixels, but must do so in a linear way.

In addition, as the authors state, the NA of the objective (nominally 1.05) is greatly decreased (to an effective 0.4) because a lot of light is blocked by the array casing. The optical resolution of the system is bound to be significantly affected.

[Figure 1---figure supplement 7](#fig1s7){ref-type="fig"} does try to address this issue, but I remain unconvinced because column 3 of panel b shows no dip whatsoever in between the two particles. This indicates to me that the authors are not using the Rayleigh criterion. It is definitely possible to separate two identical Gaussians whose positions differ by less than two SDs (situation which approximates to the Rayleigh criterion), but this is not what is usually called resolution.

2\) I am not sure I understand the authors\' claims of a spatially invariant PSF. In [Figure 1---figure supplement 9](#fig1s9){ref-type="fig"} they in fact show it is not spatially invariant even within the focal plane (which they attribute to variation in the magnification across microlenses).

\[Editors\' note: further revisions were requested prior to acceptance, as described below.\]

Thank you for resubmitting your work entitled \"Rapid whole brain imaging of neural activity in freely behaving larval zebrafish (*Danio rerio*)\" for further consideration at *eLife*. Your revised article has been favorably evaluated by Eve Marder (Senior editor), a Reviewing editor, and one reviewer.

The manuscript has been improved but there are some remaining issues that need to be addressed before acceptance, as outlined below. Given that this would be a third round, we must now bring this process to a close with no possibility of further revisions.

Reviewer \#3 concerns must be addressed more fully.

I appreciate the authors\' comments to the points I raised, but unfortunately I do not feel they have been addressed. I still believe there are two points which need to be addressed: the resolution and the PSF. I think both these points could be addressed by rewriting the manuscript and making claims that are both theoretically sound and supported by the data presented. Given that the manuscript is a proof of concept about an exciting and promising new imaging technique I think it is fundamental to be precise, as this paper will set the baseline for all future work involving this technique and other freely swimming whole brain imaging approaches.

1\) Resolution.

The authors have not addressed my argument or provided a counterargument. I still believe my argument is correct. I think the authors are under a misconception. As I mentioned in my previous report, the resolution of an optical system depends on only two things:

a\) The optical resolution of the system that results in the Rayleigh criterion.b) The sampling resolution that results in the Nyquist criterion.

Specifically, the resolution does not depend on either the reconstruction (as suggested by the authors in answer to my first review) or the sparseness (as the authors argue in the answer to my second and third review).

I repeat the basis of my argument. Given the dimensions of the chip, the number of resolvable points cannot be more than \~ (2000/2)\^2 which is about 1 million. This assumes that a diffraction-limited point in the sample is images onto 1 pixel in the camera chip and that the whole chip is used. The first point is not true for the current system (see [Figure 1---figure supplement 9](#fig1s9){ref-type="fig"} in which a 0.5um bead results in at least 6 reconstructed pixels in the image). In fact, a one such diffraction limited spot will automatically be imaged onto 27 points just by construction). The second point is also not true for this system (see [Figure 1---figure supplement 5](#fig1s5){ref-type="fig"} in which only about half the chip is used). My estimate is that at most one fifth of this upper limit of the number of points can be resolved, about 200,000, and probably much closer to 100,000.

Paragraph two of the Results is now very confusing. In the second sentence, the authors state that they can image a field of view of \~ 800 x 800 x 200 μm with 3.4 x 3.4 x 5 μm resolution. This corresponds to 2 million resolvable points. This is probably a factor of 20 out. Then later in the paragraph it is claimed that it is 500 x 500 x 100 μm at this resolution. This corresponds to 400,000 points. First of all I think this is still way too high. And secondly I do not understand the contradictory statements in this paragraph. The resolution does not depend on the sparseness. In addition, one can interpolate and reconstruct at whatever desired resolution to make pretty images, so this does not play a role either.

2\) PSF.

The authors have developed a deconvolution algorithm that to my understanding calculates an effective PSF which they assume to be spatially invariant (in 3 dimensions) and which they then use to deconvolve their data. If this is true I think this is a statement that I am very happy with and support. In traditional lightfield microscopy it can be shown theoretically that the PSF is not spatially invariant. I cannot see why the setup presented by the authors would result in a spatially invariant PSF. If they claim this it should be shown theoretically (this is a methods paper). I agree that inhomogeneities arising from unequal microlens magnifications will contribute to worsen the spatial invariance of the PSF, as argued in [Figure 1---figure supplement 8](#fig1s8){ref-type="fig"}. But I do not believe this is the only source for them, so I do not agree with the statement in the figure legend. In [Figure 1---figure supplement 9](#fig1s9){ref-type="fig"} the authors show that the PSF is not spatially invariant. And the data here relates to the \"focal plane z=0\" How does the PSF look at x=400um and z =100um? It will most likely look \"worse\" than that in the last panel of this figure. The authors seem to propose that the PSF of their imaging system is spatially invariant until it is not, away from the center of the field of view and the focal plane. This is not a rigorous scientific statement and not one which can be made in a methods paper that proposes a new imaging technique in a highly regarded journal such as *eLife*. I can definitely stand and support the argument put forward in the first sentence of this paragraph but if the authors claim spatial invariance they will have to either theoretically prove it or measure the PSF throughout the field of view and show it (and [Figure 1---figure supplement 9](#fig1s9){ref-type="fig"} contradicts this).

10.7554/eLife.28158.035

Author response

> Reviewer \#1:
>
> 1\) The chamber in which the freely moving larva swims is ONLY 0.8 mm deep. Thus the animal is sandwiched between glass plates with no real ability to move in the z-direction. Essentially, it moves in two dimensions. The authors should address this limitation in their approach.

We agree with the reviewer that leaving more space in the z direction would be beneficial. Nevertheless, another important factor we must consider is the tracking speed. The traveling range and the moving speed in z-direction are two parameters that *cannot* be easily optimized simultaneously in commercially available products. Here, we chose to use a piezo scanner (Physik Instrumente, P-725KHDS) with a good combination of traveling range (400 μm) and moving speed (330 Hz resonance frequency in the absence of load). In our experimental setup, larva zebrafish, which is typically \~400 μm thick, was swimming in an 800 μm deep chamber, and it had 400 μm free space to explore along the z direction, which can be covered by the 400 μm traveling range moving stage. The prey capture behavior in the larval zebrafish appeared to be normal in such a semi-2D environment.

Tracking in the z direction can be improved in the future. A traveling range beyond 1 mm with sufficiently fast dynamics along the z direction requires a new motion control system. So far, we haven't explored in this direction. We have added related discussion in the manuscript and addressed the limitation of our approach (Discussion, fifth paragraph).

> Reviewer \#2:
>
> In Cong et al., two advances are reported. First, a tracking system is introduced capable of keeping a freely swimming larval zebrafish in one location most of the time. Second, a new form of light field microscopy is reported capable of fast 3D imaging. Putting these together constitutes a system for whole-brain imaging in freely swimming zebrafish larvae, with a resolution slightly below single-cell.
>
> In my opinion this is a major advance and I am supportive of publication in eLife with a few improvements.
>
> For background, previous efforts to perform whole-brain imaging in behaving animals consisted of light-sheet (slower than light-field) in head-restrained animals, or light-field (a variant with, I believe, lower spatial resolution) in head-restrained animals. Imaging in freely behaving animals has been done in C. elegans, which move more slowly than zebrafish. Thus, compared to previous work, the advances of this manuscript are considerable. Furthermore, imaging most of the brain in freely swimming animals in really impressive.
>
> Points that should be addressed:
>
> 1\) The authors claim that the point spread function (PSF) is spatially invariant. This appears to be true if one considers the microscope an ideal optical system, but with non-ideal optics, it\'s unlikely. Even with a good objective, the entire system contributes to the PSF, and it\'s unlikely that all microlenses are diffraction limited over the entire field of view. Moreover, differential distortion between the sub-images would cause the full camera PSF to warp as the point source moves in the sample. So if Richardson-Lucy deconvolution only works with a spatially invariant PSF, and the true PSF is not fully spatially invariant, the question arises, What image artifacts do you get?
>
> There may be multiple ways to answer this question. One path might be to (a) move a bead around a few x-y locations, including the extreme ones, and check how spatially invariant the PSF really is (and include the raw PSF volumes in the manuscript, e.g. by measuring them at two extreme points, shifting one by the predicted amount, and overlaying the two in different colors). (b) Next, assuming a spatially invariant PSF derived from one of the bead locations (e.g. the center), reconstruct a bead positioned at various points, including the edges of the volume, and quantify the spread of the point source in the reconstructed volume (this should have high brightness at the original bead position, plus dimmer pixel values spread at other locations, which should be quantified).

We agree with the reviewer that only an ideal imaging system would have a spatially invariant PSF and it is informative to characterize the imaging performance under realistic conditions. We performed calibration in the way the reviewer suggested and confirmed that the spatial invariance could not be perfectly conserved across the entire imaging volume. We further confirmed that the spatial variance of PSF was mainly due to the focal length variation of the customized micro-lenses ([Figure 1---figure supplement 8](#fig1s8){ref-type="fig"}). We have clarified this point in the Results, second paragraph.

This problem can be solved either by employing more precisely machined micro-lenses or a generalized reconstruction algorithm. The generalized reconstruction will take 27 PSFs measured from 27 micro-lenses, instead of 2 PSFs measured from two groups of micro-lenses, as in our current implementation. For accurate reconstruction, the magnification factor for each micro-lens should be characterized experimentally to account for the focal length variation. In this way, the reconstruction will be more accurate. However, the increased computational complexity cannot be handled by our current computing platform. Further optimization of XLFM will be under future investigation.

We also reconstructed beads that were placed at extreme points in the imaging volume using a PSF that was measured by placing a fluorescent particle at the center of the field of view. We found that reconstructions resulted in nicely localized spots within a field of view of 500 μm in diameter but were distorted near the edge of the imaging volume. This is apparently due to the spatial variance of the PSF, as suggested by the reviewer.

In summary, we appreciate the reviewer's comments, which help us identify the focal length variation of the customized micro-lenses as the major contribution to the spatial variance of PSF. We envisioned two ways to solve this problem: (1) a more precisely machined microlenses array; (2) employing generalized reconstruction algorithm in which each micro-lens is characterized individually. Both directions will be investigated in the future.

> 2\) A follow-up: if the PSF is not fully spatially invariant, what does this mean for the statement that overlapping sub-images are permitted (subsection "Image reconstruction of XLFM")? My understanding is that the overlap is fine so long as the PSF is fully x-y invariant, and if not, then some artifacts will be introduced. The reasons and assumptions underlying this statement should be clarified in the text.

We agree that spatial invariance is important for correct reconstruction over the overlapping regions. However, our current implementation cannot produce a perfectly spatially invariant PSF. If the sample is not sparse, spatially variant PSF could lead to reconstruction artifacts, which is not easy to quantify. The best way to solve this problem would be to build the next generation XLFM and to make a direct comparison with the current one.

> For clarity, points (1) and (2) are not criticisms of the system, only a call for characterization of the artifacts that the reconstruction algorithm introduces when using simplifying assumptions.
>
> 3\) The reconstruction algorithm (subsection "Image reconstruction of XLFM") contains confusing notation (if I understand it correctly). The coordinates (x,y) on the left hand side of Equation 5, refer to image coordinates. But (x,y,z_k) on the right hand side refers to coordinates in the 3D volume. That\'s confusing, x and y should not be used for both. Moreover, I believe that PSF_A,B(x,y,z_k) are each 2 dimensional objects. So in reality, spelled out with all the indices, using \^superscript for volume coordinates and \_subscript for image coordinates, I believe the equation is
>
> ImgEst\_(x\',y\') = sum {ObjA\^(x,y,z_k) conv\^(x,y,z_k) PSFA\^(x,y,z_k)\_(x\',y\') +....}
>
> Explaining this equation better, e.g. by writing it out as above or stating that Img_est is a 2D object in image coordinates, and PSF_A,B(x,y,z_k) is 2D in image space contingent on x,y,z_k in volume space, will make this section more understandable.

Thanks for the comment. We believe that the reviewer has fully understood the equation. The notations may sound confusing, but we would like to follow the convention in the field of optical imaging: PSF is conventionally defined in object space even though it is actually measured in imaging space, so that the size of the PSF reflects the imaging resolution. The image captured on the camera is also conventionally transformed and interpreted as in object space because the actual pixel size and the factor of magnification are not important in above equations. In this way, the imaging formation can be conveniently written as the convolution between object and PSF in object space.

> 4\) Can the lateral resolution be measured instead of estimated?

We have added experimental characterization ([Figure 1---figure supplement 6](#fig1s6){ref-type="fig"}).

> 5\) The manuscript says the reconstruction algorithm is based on optical wave theory. What do the authors mean by this? The algorithm is based on the assumption of a spatially invariant PSF and observations of how to apply Richardon-Lucy to sets of microlenses of different focal lengths. Where does this rely on optical wave theory instead of just classical optics?

The optical wave theory we referred here is to distinguish it from classical optics, which is often called light ray optics. In conventional light field microscopy (LFM), the reconstruction is based on the light ray assumption, which is implied in the name of "light field". However, the light ray assumption cannot account for the limitations of resolution and the depth of view in LFM. To take these effects into account accurately, optical diffraction described by the optical wave theory needs to be incorporated into the reconstruction algorithm. Actually, M. Broxton et al. had introduced a way of doing so in the conventional LFM, as seen in Broxton et al., 2013. In XLFM, we defined a spatially invariant PSF (assuming an ideal imaging system), which reflects the resolution limit and the beam diffraction effect. For this reason, we claimed that the XLFM reconstruction algorithm was based on optical wave theory to distinguish it from conventional LFM reconstruction algorithm.

> 6\) I assume CAD models of the microlens holder and the autofocus system exists, can these files be made available?

We have added CAD models of the microlens holder for fluorescence imaging and autofocus.

> 7\) Most of the code is said to be available (e.g. real-time behavioral analysis and 3D reconstruction), but in some cases it is not mentioned. Can the code for the tracking and autofocus system be made available?

The code is available in the supplementary software.

> Reviewer \#3:
>
> My overall opinion of the manuscript is positive. I think being able to image neuronal activity in a freely moving larval zebrafish is an advance and the current paper serves as a satisfactory proof of principle.
>
> I have some issues regarding the term \"whole-brain\" and the resolution claimed by the authors. The authors claim, or at least imply, that they can simultaneously (within 1 Orca camera frame which has a 2048 x 2048 pixel sensor) image 800 x 800 x 200 microns at 3.4 x 3.4 x 5 micron resolution. I find this very difficult to believe. Imaging with this resolution requires imaging 800/(3.4/2) = 470 pixels in both x and y for 200/(5/2) = 80 planes (the factor of 2 arise from Nyquist sampling). Given the sensor dimensions one can fit at most 25 planes into it (5 x 5). The authors show that they are able to use their microlens distribution to image 27. I do not believe there is enough information on the chip to have the claimed resolution. The authors may be able to distinguish 2 fluorescent particles 6 microns apart as in [Figure 1---figure supplement 7](#fig1s7){ref-type="fig"}, but these are still sparse particles appearing in the center of their CMOS chip, not a densely fluorescent tissue as a pan-neuronally fluorescent larval zebrafish. I think my argument is corroborated by the data shown in [Figure 4](#fig4){ref-type="fig"}: this data does not have the resolution claimed and does not show the whole brain of the larva.
>
> The above argument assumes that the fish\'s head is also perfectly in focus. The z extent of a larval zebrafish head at this age is \~ 250 microns, which will already be larger than the z field of view. The axial shift shown in [Figure 3](#fig3){ref-type="fig"}, typically 20 microns but up to 80 will greatly affect this. The authors mention they use a 500 fps camera for the lateral tracking, but do not (or I missed) the speed of their auto-focus camera for axial tracking: how fast is this?

1\) XLFM can cover a volume larger than 200 μm in the z direction. All data shown in the manuscript were reconstructed over a volume of 800 μm x 800 μm x 400 μm and were cropped later to remove empty space for better display. As shown in the reconstruction algorithm, there was no constraint on the number of z planes to be reconstructed. Since we measured PSF over 200 planes with 2 μm interspacing, the reconstruction was done over the same z range of 400 μm. Therefore, the whole brain of the larval zebrafish was indeed covered by XLFM. We have clarified this point in the Results, second paragraph.

2\) We appreciate the reviewer's comment on the imaging resolution. Indeed, the sparseness of neuronal activities (or sparsely labeled neurons) is a prerequisite for obtaining both high resolution and large field of view. The relationship between resolution and sparseness of neural activity was discussed and added to the manuscript and summarized in [Figure 1---figure supplement 11](#fig1s11){ref-type="fig"}. In short, we introduced a sparseness index ρ, defined as the fraction of neurons that areactivated at a given instant. Given the total number of neurons (\~ 80,000) in the larval zebrafish brain, we performed computer simulation and identified a critical ρ = 0.11, below which neuronal activities can be resolved at optimal resolution ([Figure 1---figure supplement 11B](#fig1s11){ref-type="fig"}). When population activity is denser, XLFM would obtain a more coarse-grained neural activity map with reduced resolution ([Figure 1--- figure supplement 11C-D](#fig1s11){ref-type="fig"}). We have clarified this point in the Results, third paragraph, and in Discussion, third paragraph.

3\) Thanks for pointing out the error. The correct acquisition parameters for the lateral tracking camera should be 2 ms exposure time and 300 Hz (or higher) frame rate, which is consistent with the claimed lateral tracking update rate of 300 Hz. The axial tracking camera ran at 10 ms exposure time and 100 Hz frame rate, which is also consistent with claimed axial tracking update rate of 100 Hz. We have corrected and included more information in the manuscript, see Materials and methods.

> I do not think that these are \"deal-breakers\", but I think it is important for the authors to rewrite their claims and be explicit about what their system can\'t and can do (which is a lot). In the Discussion the authors claim to have developed a whole brain imaging setup: I am not sure what this means.
>
> [Figure 1](#fig1){ref-type="fig"} looks at an agarose restrained larval zebrafish. The authors should be explicit about this in the text and the Figure caption (for example the name of the figure). I do not think that panel d presents maximum intensity projections -- they are far too clean for this (the bottom panel looks more like a snapshot of a 3d rendering of the stack). Can the authors correct this in the caption or be explicit about what they are showing?

Thanks for the comment. We explicitly mentioned the agarose-restrained condition in the main text as well as in the [Figure 1](#fig1){ref-type="fig"} caption. Because the main theme of [Figure 1](#fig1){ref-type="fig"} is to introduce the principle of XLFM and to demonstrate its capabilities for volume imaging in larval zebrafish, we think it might be better to keep the figure title unchanged.

Panel D in [Figure 1](#fig1){ref-type="fig"} shows maximum intensity projections of time series 3D volume images. In other words, we performed maximum intensity projections on space (top, top view; bottom, side view) and time. We have clarified this point in the figure caption accordingly.

> Closed-loop systems have also been implemented in restrained fish with their tail free to move (e.g. Portugues and Engert 2011) which can remove the issue the authors mention relating to proprioception (Introduction paragraph two). The authors also mention improper vestibular feedback when fish are restrained, but in their setup, due to the closed look, the fish would also experience a reduced vestibular feedback: if the closed-loop was perfect the head would not move at all and the same vestibular deficits would be observed. If this is correct then the authors should comment on this.

We agree with the reviewer that the head-restrained and tail-free setting is a simple and elegant behavioral paradigm for incorporating multiple sensory cues, such as proprioception, and for studying sensorimotor transformation in larval zebrafish. We have included references to related works and added discussion on these in the manuscript (see Discussion, second paragraph).

We also agree that in our closed-loop setup, any interpretation of behaviors and neural activity associated with self-motion must take into account motion compensation driven by the tracking system. Indeed, the perception of linear acceleration, encoded by the vestibular feedback, would be significantly reduced. The perceptions of angular acceleration and the relative velocity of water flow may remain intact. We have added one paragraph discussing the limitation of our approach and future improvement of the tracking system. See Discussion, fourth paragraph.

> The authors talk about \"visual stimulation. What does this visual stimulation consist of? This should be explained in the Materials and methods clearly.

Thanks! Detailed information about visual stimulation has been added in the Materials and methods section.

> The claim in Results paragraph seven is a strong one and I am not sure it is fully warranted. Given the resolution and the data shown I would omit the phrase \"for the first time\" and again, explain carefully what is meant (here and in other places) by the term \"whole brain\".

Thanks! We have deleted this phrase. We agree that our writing may be misleading. "Whole brain" means that our imaging volume reconstruction can cover the entire larval zebrafish head. However, to achieve close to single neuron resolution, the population neural activity must be sparse. We have clarified our essential claims in the introduction of XLFM.

\[Editors\' note: further revisions were requested prior to acceptance, as described below.\]

> Reviewer \#2:
>
> The manuscript has improved and I think that most of our comments have been addressed.
>
> The changes include a new piece of useful information: the non-idealness of the point spread function (PSF) has been measured, and attributed, in part, to small differences in focal lengths of the microlenses.
>
> I think this is great work and the revised version is even better. There are a few final comments I\'d like to make,
>
> In the subsection "Image reconstruction of XLFM", \"Furthermore, our system took practical conditions, such as imaging system and light properties, into consideration.\" What does this mean; can this be explained better?

Thanks for comment. As compared with a theoretically derived PSF, the experimentally measured one account for practically conditions, such as a non-ideal imaging objective, actual positions of individual micro-lenses, the actual spectrum of received fluorescence signal et al. We have added more description in the manuscript.

> About the reconstruction algorithm: The authors opt for sticking with the conventions and use the same indices x,y on both sides of the equation. This is ok, but in that case, some explanation should be added. For example,
>
> \"The 2D convolution is over x and y\" and \"Per convention in optics, x,y on both sides represent object space, even though in practice, x,y at the left will refer to image space on the camera chip and x,y on the right to the sample coordinates.\"

Thanks for the comment. We have modified the manuscript accordingly.

> In the same section the authors seem to agree that the statement that the algorithm can deal with overlapping fish images depends on the invariance of the PSF, this information should be explicitly stated, i.e. include a statement like \"under the condition that the PSF is spatially invariant, which is satisfied apart from small aberrations, the algorithm can handle overlapping fish images\".

Thanks for the comment. We have modified the manuscript accordingly.

> Results paragraph one: \"Therefore, a spatially invariant point spread function (PSF) of the entire optical imaging system could be defined and measured ([Figure 1---figure supplement 2](#fig1s2){ref-type="fig"})\". Here also it would be good to mention that it\'s an approximately spatially invariant PSF.

Thanks for the comment. We have modified the manuscript accordingly.

> A reference to a recent paper from the Vaziri lab, Nobauer et al., 2017, should be included. (This is also about light field microscopy, but I want to emphasize that this does in no way diminish the impact of the current manuscript.)

Thanks for the comment. We have updated the manuscript.

> Reviewer \#3:
>
> As I mentioned previously, I like the paper, and the authors have addressed most of the minor issues appropriately. There are two points which I am still not sure have been resolved.
>
> 1\) I do not believe the authors have fully addressed my previous point relating to resolution, which I reproduce below. This argument may be wrong, and I would be very happy if the authors could explain to me where my logic fails.
>
> \"I have some issues regarding the term \"whole-brain\" and the resolution claimed by the authors. The authors claim, or at least imply, that they can simultaneously (within 1 Orca camera frame which has a 2048 x 2048 pixel sensor) image 800 x 800 x 200 microns at 3.4 x 3.4 x 5 micron resolution. I find this very difficult to believe. Imaging with this resolution requires imaging 800/(3.4/2) = 470 pixels in both x and y for 200/(5/2) = 80 planes (the factor of 2 arise from Nyquist sampling). Given the sensor dimensions one can fit at most 25 planes into it (5 x 5). The authors show that they are able to use their microlens distribution to image 27.\"
>
> I am not worried about reconstructing the volume; that is not the point here. The issue is that of resolution and discriminability of points. This involves two aspects: the \"optical resolution\" of the imaging system and the sampling. The Rayleigh resolution criterion states the minimal distance resolvable is half the width of the first diffraction order. This depends on the wavelength of the light and the NA of the system. Ideal sampling is then obtained by using the Nyquist criterion: the inverse image of a pixel should be half the optical resolution of the system, so that there is a \"negative dip\" in between the two bright pixels.
>
> Using this last sampling definition, the number of resolvable points can be estimated as follows:
>
> \- every bright pixel has to be surrounded (in the chip) by a dark set of pixels.
>
> \- the number of bright pixels you can have on the chip in this configuration is the number of resolvable points. This is a quarter of the number of pixels on the chip.
>
> \- ideally, the inverse image of a pixel should be a quarter of the first diffraction order peak width, for sampling and optical resolution to be perfectly matched.
>
> With a 2048 by 2048 chip, there are at most \~ 1 million resolvable points.
>
> The authors claim they can resolve \~ 2.2 million (800 x 800 x 200 microns at 3.4 x 3.4 x 5 micron resolution).
>
> Deconvolution is a linear process, so XLFM may \"shuffle or combine\" the intensities of different pixels, but must do so in a linear way.
>
> In addition, as the authors state, the NA of the objective (nominally 1.05) is greatly decreased (to an effective 0.4) because a lot of light is blocked by the array casing. The optical resolution of the system is bound to be significantly affected.
>
> [Figure 1---figure supplement 7](#fig1s7){ref-type="fig"} does try to address this issue, but I remain unconvinced because column 3 of panel b shows no dip whatsoever in between the two particles. This indicates to me that the authors are not using the Rayleigh criterion. It is definitely possible to separate two identical Gaussians whose positions differ by less than two SDs (situation which approximates to the Rayleigh criterion), but this is not what is usually called resolution.

Thanks for the comment.

We agree with reviewer's comment that that a total number of resolvable points is limited by the total number of pixels on image sensor. We thus responded that the sparsity was a prerequisite for obtaining both high resolution and large field of view. By doing simulation, we found that when the sparseness index ρ, defined as the fraction of total neuron population (\~80,000 in larval zebrafish), was less than 0.11, corresponding to 8,800 neurons distributed over a larval zebrafish brain, individual neurons could be resolved with an optimal resolution of 3.4 μm x 3.4 μm x 5 μm, as shown in [Figure 1---figure supplement 11](#fig1s11){ref-type="fig"}.

In the extreme case when there were only two particles separated in z direction, as shown in [Figure 1---figure supplement 7B](#fig1s7){ref-type="fig"}, [2](#fig1s2){ref-type="fig"}7 sub-images of the same two particles were captured, which provided partially redundant information for these two particles. As a result, these two particles could be resolved at optimal resolution. The theoretical analysis of this optimal resolution was provided in the Materials and methods section of "Resolution characterization of XLFM". It was also experimentally confirmed, as shown in [Figure 1---figure supplement 6](#fig1s6){ref-type="fig"} and [7](#fig1s7){ref-type="fig"}.

To respond to reviewer's concern on [Figure 1---figure supplement 7](#fig1s7){ref-type="fig"}, we characterized resolution by spatial frequency analysis ([Figure 1---figure supplement 7b](#fig1s7){ref-type="fig"} column 4), which is an important and precise way to characterize the resolution. But we agree that it would be more convincing to see a dip between two particles. Because higher spatial frequency component has much lower signal to noise ratio than lower spatial frequency component, as shown in [Figure 1---figure supplement 7B](#fig1s7){ref-type="fig"} column 4, it may not be easy to directly see a dip in raw images. Therefore, raw images are conventionally deconvolved to assist visualization. In the updated [Figure 1---figure supplement 7B](#fig1s7){ref-type="fig"}, we added an extra column to show the results after deconvolution using linear Wiener filtering method. The expected dips between two particles were much more evident in the deconvolved images than that before deconvolution.

Our reconstruction method, which was developed from Richardson-Lucy deconvolution, inherited the same property that there was no limit on the number of voxels to be reconstructed: all voxels were estimated with maximum likelihood. However, as the reviewer correctly pointed out, there was no information gain during the reconstruction. As a result, although we could reconstruct 2.2 million voxels of 1.7 μm × 1.7 μm × 2 μm over the imaging volume of Ф 800 μm × 200 μm, these voxels were not completely independent variables. However, when sample was sparse, the small fraction of nonzero voxels can be treated independently, and by using Nyquist sampling and keeping the voxel small, we could achieve the optimal resolution at 3.4 μm x 3.4 μm x 5 μm. An extreme case was when there were only two particles separated in z direction, as shown in [Figure 1---figure supplement 7B](#fig1s7){ref-type="fig"} and discussed above.

When sample was dense, nearby voxels would not be independent anymore because the captured information was insufficient to assign independent value for each voxel. This resulted in degraded resolution, as shown in [Figure 1---figure supplement 11](#fig1s11){ref-type="fig"}. Together, given the limited number of pixels on the image sensor implemented in our setup, the optimal resolution could only be achieved when the sample was sparse. We apologize for possible misleading statements. We have clarified this point in the main text.

Throughout the manuscript, we used Abbe limitd=0.5λNA for resolution characterization, which differs slightly from Rayleigh criteriond=0.61λNA in an optical system with circular apertures.

The effective NA of 0.4 we mentioned in the manuscript is defined based on light collection efficiency. It means the light collection efficiency of this system is equivalent to the one using an objective of 0.4 NA. This collection efficiency could be improved by using more micro-lenses in the array, but it also requires more camera pixels to ensure certain field of view for each micro-lens. This collection efficiency argument is not applicable for resolution comparison.

> 2\) I am not sure I understand the authors\' claims of a spatially invariant PSF. In [Figure 1---figure supplement 9](#fig1s9){ref-type="fig"} they in fact show it is not spatially invariant even within the focal plane (which they attribute to variation in the magnification across microlenses).

Our statement actually is that a spatially invariant PSF can be defined if the optical system is ideal. Our current implementation, however, is not perfect as shown in [Figure 1---figure supplement 9](#fig1s9){ref-type="fig"}. We have modified the text to clarify this point.

\[Editors\' note: further revisions were requested prior to acceptance, as described below.\]

> Reviewer \#3 concerns must be addressed more fully.
>
> I appreciate the authors\' comments to the points I raised, but unfortunately I do not feel they have been addressed. I still believe there are two points which need to be addressed: the resolution and the PSF. I think both these points could be addressed by rewriting the manuscript and making claims that are both theoretically sound and supported by the data presented. Given that the manuscript is a proof of concept about an exciting and promising new imaging technique I think it is fundamental to be precise, as this paper will set the baseline for all future work involving this technique and other freely swimming whole brain imaging approaches.
>
> 1\) Resolution.
>
> The authors have not addressed my argument or provided a counterargument. I still believe my argument is correct. I think the authors are under a misconception. As I mentioned in my previous report, the resolution of an optical system depends on only two things:
>
> a\) The optical resolution of the system that results in the Rayleigh criterion.b) The sampling resolution that results in the Nyquist criterion.
>
> Specifically, the resolution does not depend on either the reconstruction (as suggested by the authors in answer to my first review) or the sparseness (as the authors argue in the answer to my second and third review).
>
> I repeat the basis of my argument. Given the dimensions of the chip, the number of resolvable points cannot be more than \~ (2000/2)\^2 which is about 1 million. This assumes that a diffraction-limited point in the sample is images onto 1 pixel in the camera chip and that the whole chip is used. The first point is not true for the current system (see [Figure 1---figure supplement 9](#fig1s9){ref-type="fig"} in which a 0.5um bead results in at least 6 reconstructed pixels in the image). In fact, a one such diffraction limited spot will automatically be imaged onto 27 points just by construction). The second point is also not true for this system (see [Figure 1---figure supplement 5](#fig1s5){ref-type="fig"} in which only about half the chip is used). My estimate is that at most one fifth of this upper limit of the number of points can be resolved, about 200,000, and probably much closer to 100,000.
>
> Paragraph two of the Results is now very confusing. In the second sentence, the authors state that they can image a field of view of \~ 800 x 800 x 200 μm with 3.4 x 3.4 x 5 μm resolution. This corresponds to 2 million resolvable points. This is probably a factor of 20 out. Then later in the paragraph it is claimed that it is 500 x 500 x 100 μm at this resolution. This corresponds to 400,000 points. First of all I think this is still way too high. And secondly I do not understand the contradictory statements in this paragraph. The resolution does not depend on the sparseness. In addition, one can interpolate and reconstruct at whatever desired resolution to make pretty images, so this does not play a role either.

Thanks for the comment. We would like to try our best to clarify our statement and avoid possible misunderstanding.

We believe that the major disagreement between us might be due to our different understanding on the claim, that is, XLFM could achieve optimal resolution of 3.4 x 3.4 x 5 μm within the volume of Ø 800 x 200 μm when the sample is sparse.

The reviewer argued that resolution is independent of sparsity and our claim thus meant that all *N* ≈ 2 million voxels in this volume should be measured independently, as imposed by Nyquist sampling theorem. On the other hand, we argued that sparsity constraint was central to this claim. If there is no sparsity constraint, we would agree that the Nyquist sampling is required. However, if sparsity constraint is imposed, which means the number of non-zero voxels is far less than the total number of voxels in the imaging volume, our reconstruction algorithm can achieve the claimed resolution of 3.4 x 3.4 x 5 μm within the volume of Ø 800 x 200 um. This claim can be illustrated by the following simplified example:

The designed XLFM has 27 micro-lenses. These micro-lenses image the same object from different view angles and form 27 sub-images on a single image sensor chip. Here, we simplify the imaging formation model and assume that each sub-image is captured by an individual camera ([Author response image 1](#respfig1){ref-type="fig"}). Please note that this model is not a precise description of the actual XLFM system; but it draws a close analogy with XLFM and serves as a valid model to illustrate the design principle of XLFM. Additionally, the example is illustrated in two dimensions, but can be easily generalized to three dimensions.

As shown in [Author response image 1A](#respfig1){ref-type="fig"}, Camera A captures a top view of three pairs of dots within a gray square area. The imaging system of camera A is designed to have relatively high resolution in x direction, but very poor resolution in z direction. The poor resolution in z direction actually means very large depth of view in this direction. As a result, camera A can resolve two laterally aligned and closely spaced particles anywhere within the imaging field of view (gray square). This system, however, do not provide any capability to resolve two particles in z direction.

To make the system capable of resolving particles in z direction, we can add camera B to get a side view of the same object over the same field of view. The camera B provides high resolution in z direction, but poor resolution in x direction. If we combine information from both camera A and B, which are complementary to each other, we can see that this system can resolve two closely spaced particles anywhere within the field of view, as shown in [Author response image 1B](#respfig1){ref-type="fig"}.

![](elife-28158-resp-fig1){#respfig1}

Therefore, we claim that the imaging system, which consists of two cameras A and B oriented orthogonal to each other, provides high resolution both in x and z directions over the entire field of view when the sample is sparse.

In the above claim, the sparsity constraint is important because this system has problems to resolve denser samples. As shown in [Author response image 1C](#respfig1){ref-type="fig"}, three different sample distributions i, ii, and iii can generate exactly the same observation on camera A and B. In this case, it is not possible to distinguish whether four particles or two particles are present within the field of view.

The above problem can be alleviated by adding more cameras sampling from different perspectives. By adding camera C, as shown in [Author response image 1D](#respfig1){ref-type="fig"}, the images captured by camera C can provide useful information to distinguish all three different cases.

In the above example, each camera is analogous to one micro-lens in XLFM. In our XLFM, we have 27 micro-lenses sampling from 27 different view angles. As a result, the designed XLFM can handle much more dense samples than that illustrated in [Author response image 1C](#respfig1){ref-type="fig"}.

To summarize, our claim of "XLFM could achieve optimal resolution of 3.4 x 3.4 x 5 μm within the volume of Ø 800 x 200 μm when the sample is sparse" is based on following facts:

1\) We showed that each micro-lens with NA of 0.075 provided an in-plane resolution of 3.4 um. This resolution was experimentally confirmed to be preserved throughout the imaging volume of Ø 800 x 200 um, as shown in [Figure 1---figure supplement 6](#fig1s6){ref-type="fig"}.

2\) We theoretically showed that the micro-lenses on the edge of the objective's pupil provide resolution in z direction because the PSFs generated by these micro-lenses are tilted, as shown in [Figure 1---figure supplement 2](#fig1s2){ref-type="fig"} and discussed in subsection "Resolution characterization of XLFM" in manuscript. Combing this theoretical analysis and result (1), we expected that the z resolution of 4um can be achieved throughout the imaging volume of Ø 800 x 200 um. Due to the limited signal to noise ratio in practical conditions, however, we experimentally obtained a resolution of 5 μm in z direction, as shown in [Figure 1---figure supplement 7](#fig1s7){ref-type="fig"}.

3\) Based on the results (1) and (2), we concluded that our designed XLFM can resolve two closely spaced particles anywhere in the imaging volume of Ø 800 x 200 μm with optimal resolution of 3.4 x 3.4 x 5 um.

4\) We expected that the capability of resolving objects with optimal resolution can be generalized from the simple case of having only two particles within the field of view to more complicated cases. A detailed theoretical analysis of such generalization is out of the scope of this work. Instead, we did computer simulation and found that the sample sparseness can be a proper indicator of when this optimal resolution can be achieved, as shown in [Figure 1---figure supplement 11](#fig1s11){ref-type="fig"}.

5\) By combining the above results, we claimed that our designed XLFM, in the absence of micro-lenses' focal length variation, can achieve a resolution of 3.4 x 3.4 x 5 μm within the volume of Ø 800 x 200 μm when sample is sparse.

6\) Due to the focal length variation, the PSF of the optical system is not fully spatially invariant (see below). As a result, the reconstruction performance is degraded comparing to our initial design ([Figure 1---figure supplement 9](#fig1s9){ref-type="fig"}). Thus we claimed that our current implementation of XLFM achieved optimal resolution of 3.4 x 3.4 x 5 μm within a reduced imaging volume of Ø 500 x 100 um.

Now we have streamlined the structure of the main text based on the logical flow from (1)-(6).

As a side note, our designed XLFM is not the only one that makes use of the sparsity constraint. In the field of compressed sensing, it has been demonstrated that image signals can be recovered with fewer number of measurements than that required by the Shannon-Nyquist sampling theorem when sample is sparse. Strictly speaking, our method is not compressed sensing, but our developed XLFM can also recover high resolution information of sparse objects within a large field of view in the way illustrated in [Author response image 1](#respfig1){ref-type="fig"}.

> 2\) PSF.
>
> The authors have developed a deconvolution algorithm that to my understanding calculates an effective PSF which they assume to be spatially invariant (in 3 dimensions) and which they then use to deconvolve their data. If this is true I think this is a statement that I am very happy with and support. In traditional lightfield microscopy it can be shown theoretically that the PSF is not spatially invariant. I cannot see why the setup presented by the authors would result in a spatially invariant PSF. If they claim this it should be shown theoretically (this is a methods paper). I agree that inhomogeneities arising from unequal microlens magnifications will contribute to worsen the spatial invariance of the PSF, as argued in [Figure 1---figure supplement 8](#fig1s8){ref-type="fig"}. But I do not believe this is the only source for them, so I do not agree with the statement in the figure legend. In [Figure 1---figure supplement 9](#fig1s9){ref-type="fig"} the authors show that the PSF is not spatially invariant. And the data here relates to the \"focal plane z=0\" How does the PSF look at x=400um and z =100um? It will most likely look \"worse\" than that in the last panel of this figure. The authors seem to propose that the PSF of their imaging system is spatially invariant until it is not, away from the center of the field of view and the focal plane. This is not a rigorous scientific statement and not one which can be made in a methods paper that proposes a new imaging technique in a highly regarded journal such as eLife. I can definitely stand and support the argument put forward in the first sentence of this paragraph but if the authors claim spatial invariance they will have to either theoretically prove it or measure the PSF throughout the field of view and show it (and [Figure 1---figure supplement 9](#fig1s9){ref-type="fig"} contradicts this).

Thanks for the comment. We would like to make our best effort to explain the underlying theory of XLFM. We have added a new section discussing the spatial invariance of the PSF in the Materials and methods of the manuscript.

Since the raw image is in 2D, the spatially invariance of PSF is only required in 2D as well. It's implied in the reconstruction algorithm. To avoid misunderstanding, we have clarified this in the manuscript.

The definition of a spatially invariant PSF fundamentally means that in an ideal optical microscopy system, the resulting image can be described as a convolution between object and PSF (Introduction to Fourier Optics, Goodman):$$Image = Object \otimes PSF$$

This equation forms the basis of our reconstruction algorithm, as shown in subsection "Image reconstruction of XLFM" of the manuscript. If the PSF is far from spatially invariant, the imaging reconstruction wouldn't yield any meaningful result.

One of the fundamental differences between XLFM and conventional LFM is the location of the microlens array. In XLFM, the microlens array is placed at the pupil plane and the image sensor is at imaging plane, whereas in conventional LFM, the microlens array is placed at the image plane and the image sensor is at pupil plane. Only in XLFM, it is possible to define and measure a spatially invariant PSF. The reasons are as follows:

1\) Spatially invariant PSFs can be defined for individual sub-imaging systems consisting of different micro-lenses.

As shown in [Author response image 2](#respfig2){ref-type="fig"}, which is a simplified version of [Author response image 1A](#respfig1){ref-type="fig"} in the manuscript, the object under the imaging objective is firstly imaged onto an intermediate imaging plane by tube lens 1, and then relayed by tube lens 2 and individual micro-lens A1 and A2 onto the camera image sensor. By definition, the imaging process in an ideal imaging system is linear and spatially invariant, so spatially invariant PSFs for sub-imaging systems consisting of micro-lens A1 and A2 can be defined as:$$\begin{array}{l}
{Image_{A1} = Object_{A1} \otimes PSF_{A1}} \\
{Image_{A2} = Object_{A2} \otimes PSF_{A2}} \\
\end{array}$$

As discussed in the Materials and methods, the convolution can be performed either in the object space or imaging space. If we perform the convolution in the imaging space, then the coordinates of $Object_{A1}$ and $Object_{A2}$ should be scaled by the magnification factors of their sub-image systems.

![Point spread function of XLFM.](elife-28158-resp-fig2){#respfig2}

2\) A spatially invariant PSF can be defined for the entire imaging system if the magnifications of all sub-imaging systems are the same.

Because the camera captured image is the summation of all sub-images, the summation of all PSFs formed by individual micro-lenses can be defined as a single PSF if the magnifications of different sub-images are the same. Below is the simple proof:$$Image_{A} = Image_{A1} + Image_{A2} = Object_{A1} \otimes PSF_{A1} + Object_{A2} \otimes PSF_{A2}$$

If magnifications of the sub-imaging systems A1 and A2 are the same, then $Object_{A1} = Object_{A2} = Object,$ and the above equation can be rewritten as:$$Image_{A} = Object \otimes (PSF_{A1} + PSF_{A2}) = Object \otimes PSF_{A}{Where}\ PSF_{A} = PSF_{A1} + PSF_{A2}.$$

The variation of individual micro-lenses' focal length indicate that 𝑃𝑆𝐹~𝐴~ or 𝑃𝑆𝐹~𝐵~ (see Materials and methods) are not fully spatially invariant, but it does not affect the imaging formation theory of XLFM. The spatial variance, as measured in [Figure 1---figure supplement 8](#fig1s8){ref-type="fig"}, leads to degraded reconstruction performance, as shown in [Figure 1---figure supplement 9](#fig1s9){ref-type="fig"}. This degradation is negligible near the center of the field of view, but becomes more evident at the edge of the field of view. This is because the PSF is measured near the center of the field of view. The reconstruction algorithm will produce 27 estimates of the same object based on 27 sub-images. In the meanwhile, it tries to combine and align these estimates all together in the same coordinates. The position where the PSF is measured determines the origin of this coordinates. If the magnifications of all sub-images are the same, all estimates can be combined coherently to produce an accurate reconstruction. If magnifications of different micro-lenses are different, the reconstruction will yield an image that is clear near the origin of the coordinates but blurred at the edge, as shown in [Author response image 3](#respfig3){ref-type="fig"}.

![Resolution degradation caused by magnification variation of micro-lenses in XLFM.](elife-28158-resp-fig3){#respfig3}

[^1]: These authors contributed equally to this work.
