In this paper we present a web-based prototype for an explainable ranking algorithm in multi-layered networks, incorporating both network topology and knowledge information. While traditional ranking algorithms such as PageRank and HITS are important tools for exploring the underlying structure of networks, they have two fundamental limitations in their efforts to generate high accuracy rankings. First, they are primarily focused on network topology, leaving out additional sources of information (e.g. attributes, knowledge). Secondly, most algorithms do not provide explanations to the end-users on why the algorithm gives the specific ranking results, hindering the usability of the ranking information. We developed X-Rank, an explainable ranking tool, to address these drawbacks. Empirical results indicate that our explainable ranking method not only improves ranking accuracy, but facilitates user understanding of the ranking by exploring the top influential elements in multi-layered networks. The web-based prototype (X-Rank: http://www.x-rank.net) is currently online-we believe it will assist both researchers and practitioners looking to explore and exploit multi-layered network data.
INTRODUCTION
A fundamental challenge in understanding complex networks is the task of ranking. Ranking is a core task that arises in multiple high impact areas, including: (i) web search, (ii) recommender systems, (iii) local graph partitioning and many more. Traditional ranking methods, such as PageRank [11] and HITS [8] , are primarily focused on data graphs (e.g. co-authorship, co-purchase networks)-often acting as a black-box to the end-users who are not data mining experts. Since earlier research focuses largely on the accuracy of rankings in the data graph, there is a dearth of explainable ranking platforms that integrate the use of data and knowledge.
We define the problem of explainable ranking on a multi-layered network, by incorporating both data and knowledge layers in the network model. In complex multi-layered networks, it is often difficult to intuitively understand the ranking analysis. To address this challenge, we developed the X-Rank platform, which allows users to visually explore and exploit the ranking results.
Contributions. Our primary contributions are three-fold-(1) the development of a multi-layered network model that incorporates data and knowledge; (2) explainable ranking on the multilayered network model, encompassing a suite of carefully chosen network mining algorithms; and (3) a web platform to visualize and explain the ranking analysis in complex multi-layered networks.
Demonstration. The X-Rank web platform will run live demonstrations and allow for open interactions with the audience. This includes the ability for audience members to (i) run various queries, (ii) explore the resulting rankings and explanations and (iii) interact with the network visualizations and ranking lists. Our goal is to spark a conversation on bringing the element of explanation to complex multi-layered networks analysis, including its algorithmic and systemic challenges, as well as the potential applications. An explanatory video of the X-Rank platform can be found online here: https://youtu.be/EAKPaCWJQxQ.
Related Work. To the best of our knowledge, X-Rank is the first online platform that allows for explainable ranking on complex multi-layered networks. Alternative network visualization tools exist, such as Gephi [1] , MuxViz [3] , PathFinder [5] , Apolo [2] and Carina [4] . However, none of these tools are oriented towards webbased explainable rankings in complex multi-layered networks. In addition, the algorithmic back-end of this platform is based on work in explaining PageRank [7] , network of networks model [10] and fast local subgraph identification [6] .
SYSTEM ARCHITECTURE
The web platform has two main architectural components-(1) visualization and user controls (front-end) and (2) algorithmic processing (back-end). In Figure 2 , we can see an architectural diagram illustrating a typical user interaction with the platform. The user interaction contains three primary steps: (i) the user selects a query node of interest from the dataset, (ii) a three step algorithmic process is performed on the back-end to obtain the query-sensitive explanatory rankings, and (iii) the rankings and explanations are sent to the front-end for visualization. The platform front-end, comprised of the user-interface and server, are implemented using HTML, Javascript, C# and vis.js-while the platform back-end, containing the algorithms, are written in Python. Front-end. In this section we discuss the implementation and development of the X-Rank web platform (corresponding to the top half of Figure 2) .
In Figure 1 , we can see a sample query being conducted on the X-Rank platform. The three primary components in the figure are-(1) network visualization on the left, (2) ranking tables in the upper right and (3) user controls in the lower right. (1) With respect to network visualization, the large circle represents the user query (this node can be right-clicked to explore the explanation information); small colored circles correspond to the ranking tables on the right (data layers); and rectangles correspond to the two knowledge layers. (2) The ranking tables contain the top ten products for each data layer (book, DVD, video and music) based on the ranking algorithm. In addition, the ranking tables contain additional information on data items compared to the network visualization, which contains only the rank (with the exception of the query node). (3) With respect to user controls, we allow the user to interact with two settings-(i) the query node of interest and (ii) which data/knowledge layers to utilize in the algorithmic processing.
Back-end. In this section we describe the algorithmic design behind the X-Rank platform (corresponding to the bottom half of Figure 2 ). Three fundamental algorithms comprise the core of the X-Rank platform, consisting of the following stages-(i) local subgraph identification around a given query node, using a variation of random walk with restart [6] ; (ii) ranking of the resulting subgraph using the network of networks model and CrossQuery algorithm [10] ; and (iii) explanation of the ranking using Aurora algorithms [7] . Each algorithm is run sequentially as seen in Figure 2 ..
TECHNICAL DETAILS
The proposed X-Rank algorithm encompasses three key algorithmic components-(i) subgraph identification (LocalProximity), (ii) ranking over multi-layered networks (CrossQuery) and (iii) ranking explanations (Aurora-E and Aurora-N). In this section, we briefly describe each of the three components, followed by the description of the overall X-Rank algorithm.
Subgraph Identification
Given a network and a query node in the network, the goal of this algorithm is to find a subgraph containing only the relevant nodes in the vicinity of the query node. By pruning the original network into a smaller one, we can significantly improve the computational efficiency of the ranking and explanation algorithms. Having this in mind, we utilize the LocalProximity algorithm introduced in [6] to identify a subgraph around the given query node before further computation.
Given a network G, a query node q, number of trials n, and a relevance threshold parameter t s -the LocalProximity algorithm will return a subgraph T around query node q. It works as follows:
(1) Compute the walk distribution L using random walk with restart [12] on G in n trials. 
Ranking on Multi-layered Network
Given a multi-layered network (A, Y), where A and Y denote the within-layer connectivity and cross-layer dependencies respectively, and a query node q-the objective is to find the top-k ranked nodes in terms of their relevance to query q. In order to solve this problem, we utilize the network of networks model [10, 13] . In [10] , the authors formulate ranking on a multi-layered network as random walk with restart with a closed-form solution: r = (I −cW) −1 (1 −c)e, where W = c c+2a A + 2a c+2a Y,c = c+2a 1+2a , and e is the teleportation vector with respect to query q; a, c are parameters to control the restart probability. Next, we run the CrossQuery algorithm introduced in [10] to obtain the top-k ranked nodes in a target layer d. CrossQuery performs power iterations to update the ranking vector, while shrinking the set of candidate nodes in each iteration until only k nodes remain. We summarize ranking on multi-layered networks as follows:
(1) Initialize the teleportation vector e; parameterc = c+2a 1+2a , where a = 
Explaining Ranking on Multi-layered Network
A key characteristic of the X-Rank algorithm is that it provides a reasonable explanation as to why it gives such ranking results. This is accomplished by exploring the influence of key graph elements (e.g. edges, nodes), building upon the work in [7] . To measure the influence of a graph element, we define the influence by its gradient with respect to a loss function f (·) over the ranking vector r. Therefore, the influence of edge (i, j) (Aurora-E) is defined as Figure 1 : User interface of the X-Rank web-based prototype. Left side: network visualization, top-right: ranking lists, bottomright: user controls. Query node can be right-clicked for explanations; node colors and shapes used to distinguish data and knowledge graphs.
, where f (r) = ||r|| 2 F . Similarly, we define the influence of a node (Aurora-N) as the aggregation of all inbound and outbound edges that connect to the node,
where n is the number of nodes in the network. In summary, explaining the ranking on multi-layered network is as follows:
(1) Given a multi-layered network (A, Y) and an integer budget k, run Aurora-E to obtain top-k influential edges. (2) Given a multi-layered network (A, Y) and an integer budget k, run Aurora-N to obtain top-k influential nodes.
Overall Algorithm Description
Combining the algorithmic components from the above three subsections (as shown in Fig. 2 ), we present the proposed explainable ranking algorithm X-Rank. After running the algorithm, R will be used to generate the ranking lists shown in our system (right side in Fig. 1 ). E and V will be used to explain the ranking results R, which correspond to "People who bought this also like" and "Top 5 reasons we believe you'll like this" in Fig. 1 .
EMPIRICAL EVALUATIONS
To determine the effectiveness of the X-Rank algorithm we conducted a user study comparing it to multiple baseline techniques. The goal of the study was to acquire feedback on both the ranking relevance and explainability of X-Rank.
Experimental setup. Experiment I. We compare X-Rank to three baseline techniques: (i) random walk with restart (RWR) [12] , (ii) HITS [8] , and (iii) CrossQuery [10] without knowledge layers. Each user is asked to run a set of 6 queries on each algorithm and compare the relevance of the top-10 ranking results. Experiment II.
Algorithm 1: X-Rank
Input: a single-layered network G, a query node q, two integer budgets k 1 , k 2 , and parameters a, c. Result: a set R = (R 1 , R 2 , ..., R д ), where R i represents the set of top-k 1 ranked nodes in i th layer and д is the number of data layers, a set of k 2 influential edges E, a set of k 2 influential nodes V.
1 Initialize the number of trials n, the relevance threshold t s ; 2 T = LocalProximity(G, q, n, t s ); 3 Transform T into a multi-layered network (A, Y);
1+2a , s := source domain of q, e := teleportation vector with respect to q, R = ∅;
We ask users to rate the usefulness of explanations generated by XRank and baseline techniques in understanding the top-k ranking results. We note that the baseline techniques were combined with Aurora-E and Aurora-N to generate the explanations.
All results are scored on a scale of 1-5, with 1 being the least relevant/helpful and 5 being the most. Results were gathered from 11 expert judges (users that have general background knowledge in a data mining related field). We choose to utilize expert judges Dataset. We utilize the Amazon co-purchase dataset (548,552 nodes and 1,788,725 edges) from [9] to conduct the user study. The co-purchase network contains four categories (book, DVD, music and video), each of which is used to construct a data graph as shown in Figure 3 . Cross network connections (dotted lines) represent a co-purchase between different categories. In addition, we utilize the genre and customer review metadata contained in the dataset to construct the knowledge layer. Cross layer connections between knowledge and data layers represent the corresponding genre(s) and customer(s) of each product. Results. Findings from the user study are reported in Table 1 . From this table we offer the following observations: (1) in 5 out of 6 queries, X-Rank performs the best among all compared methods; (2) comparing X-Rank and CrossQuery, the significant improvement indicates the effectiveness of adding knowledge layers. Furthermore, when measuring the usefulness of explanations from X-Rank, the users gave the explanations an average rating of 4.22 (out of 5). This is significantly higher than the ratings for RWR, HITS and CrossQuery-which are 3.60, 3.55, 3.31, respectively. Results are shown in Figure 4 . This demonstrates the potential of the proposed X-Rank algorithm to provide useful and intuitive explanations. In addition, the X-Rank algorithm is capable of scaling to large networks due to its linear complexity. To see this, we note that LocalProximity, CrossQuery, Aurora-E and Aurora-N all have linear complexities, which renders a linear time complexity of the overall X-Rank algorithm.
CONCLUSION
The goal of this work is to develop a web-based prototype (X-Rank) for researchers and practitioners to visually explore and interact with the proposed explainable ranking algorithm. We believe the platform and algorithm will be of particular interest to both researchers and practitioners in the fields of information retrieval and data mining. In addition, an operational prototype of the X-Rank platform is currently online (http://www.x-rank.net), along with a demonstration video (https://youtu.be/EAKPaCWJQxQ). Source code will be made publicly available by the conference date.
