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Pro´logo
L a teledeteccio´n es una ciencia aplicada que permite la adquisicio´n de informacio´n
mediante te´cnicas que no requieren contacto f´ısico con el objeto o a´rea que esta´ siendo
observada. La teledeteccio´n ha sido utilizada en incontables aplicaciones medioambien-
tales con el objetivo de resolver y optimizar problemas de ı´ndole muy variada, como por
ejemplo los estudios de calidad del suelo, la bu´squeda de recursos h´ıdricos, las simula-
ciones meteorolo´gicas o la proteccio´n ambiental, entre otros.
Para solventar todos estos problemas, uno de los desaf´ıos ma´s complicados a los que
se enfrenta la teledeteccio´n es el procesamiento de las enormes cantidades de datos re-
colectados por los sate´lites. Existen muchas te´cnicas que se utilizan en el a´mbito de la
teledeteccio´n con el objetivo de ayudar a los analistas expertos a interpretar los datos
generados y ofrecidos por los sate´lites. Algunas de las te´cnicas ma´s importantes son los
algoritmos de clasificacio´n de ima´genes de sate´lite, cuya finalidad es agrupar todos los
p´ıxeles de una imagen digital en un nu´mero finito de clases, facilitando de este modo
la interpretacio´n de la enorme cantidad de datos contenidos en las bandas espectrales
captadas por los sensores de los sate´lites. Cuando se aplica un algoritmo de clasificacio´n
a una imagen de sate´lite, los datos obtenidos por los sensores, almacenados como niveles
digitales en forma de bandas espectrales, se transforman en una escala catego´rica fa´cil
de interpretar por parte de los analistas expertos. La imagen clasificada que se obtiene
como resultado es un mapa tema´tico de la imagen de sate´lite original, donde los p´ıxe-
les pertenecientes una la misma clase tienen unas caracter´ısticas espectrales similares.
Los algoritmos de clasificacio´n de ima´genes de sate´lite se pueden dividir en dos cate-
gor´ıas principales: no supervisados y supervisados, y el uso de unos u otros depende del
conocimiento previo que tengan los analistas expertos de la zona de estudio.
Los algoritmos de clasificacio´n de ima´genes de sate´lite no supervisados trabajan
sin el conocimiento previo del a´rea de estudio. En este caso, el analista experto so´lo
tiene que especificar el nu´mero total de clases deseadas, y el algoritmo no supervisado
agrupa los p´ıxeles de la imagen en dicho nu´mero de clases, basa´ndose u´nicamente en
los datos espectrales de las bandas. La tasa de acierto de la clasificacio´n obtenida por
estos me´todos es bastante menos fiable que los resultados ofrecidos por los algoritmos
de clasificacio´n supervisados, ya que en los algoritmos no supervisados la computadora
agrupa los p´ıxeles de la imagen en clases sin tener en cuenta el conocimiento que tiene
el analista experto del a´rea de estudio. Existen muchos algoritmos de clasificacio´n no
supervisados, como k-medias, isodata, maximin y el modelo neural.
XX PRO´LOGO
Los algoritmos de clasificacio´n de ima´genes de sate´lite supervisados trabajan con
el conocimiento previo del a´rea de estudio, por lo que pueden hacer una clasificacio´n
mucho ma´s precisa que los algoritmos de clasificacio´n no supervisados, basa´ndose en el
conocimiento experto humano. En una fase anterior al proceso de clasificacio´n, el analis-
ta experto selecciona, de la propia imagen de sate´lite, varias muestras de las diferentes
clases. Dichas muestras esta´n formadas por p´ıxeles representativos que componen el de-
nominado conjunto de entrenamiento (o firmas), sobre el que posteriormente se basa el
proceso de clasificacio´n supervisado. Por lo tanto, en este me´todo, el conocimiento del
analista experto sobre el a´rea de estudio determina la calidad, tanto del conjunto de
entrenamiento como de la tasa de acierto obtenida por parte del proceso de clasifica-
cio´n. Los algoritmos de clasificacio´n supervisados comparan cada p´ıxel de la imagen con
estas firmas elegidas por el analista experto y, a continuacio´n, cada p´ıxel es etiqueta-
do en la clase a la que ma´s se asemeja espectralmente. Los algoritmos de clasificacio´n
supervisados, en general, ofrecen mejores resultados que los algoritmos de clasificacio´n
no supervisados. Existen muchos algoritmos de clasificacio´n de ima´genes de sate´lite su-
pervisados, como paralelep´ıpedos, mı´nima distancia, ma´xima verosimilitud, distancia de
Mahalanobis y algoritmos difusos supervisados.
Sin embargo, a pesar del gran nu´mero de algoritmos de clasificacio´n de ima´genes
de sate´lite que existe en la actualidad, todos presentan limitaciones que provocan que
ninguno de ellos sea completamente fiable en te´rminos de acierto. Estas limitaciones se
incrementan cuando existen en la imagen de sate´lite determinadas clases con un alto
grado de heterogeneidad, es decir, clases cuyos p´ıxeles presentan un abanico espectral
bastante amplio y por lo tanto se puede dudar de la clase a la que pertenecen (deno-
minados a lo largo de este documento como p´ıxeles inciertos). Adema´s, las ima´genes de
sate´lite pueden estar alteradas con p´ıxeles de ruido de tipo impulsivo-gaussiano (deno-
minados a lo largo de este documento como p´ıxeles ruidosos), provocando que la imagen
tenga muchas zonas diminutas (a menudo de un solo p´ıxel) que han sido mal etiquetadas
durante el proceso de clasificacio´n.
Por otro lado, un auto´mata celular es un modelo matema´tico que consiste en un
conjunto de celdas, normalmente distribuidas en forma de matriz bidimensional, donde
cada celda posee un estado, que puede cambiar a lo largo de un nu´mero determinado de
iteraciones, como consecuencia de la aplicacio´n de un conjunto de reglas a trave´s de una
funcio´n de transicio´n f , teniendo en cuenta no so´lo el estado actual de la celda en cada
iteracio´n concreta, sino tambie´n el estado de sus celdas vecinas. En los u´ltimos an˜os, los
auto´matas celulares se han convertido en una potente herramienta que se ha aplicado
a numerosos a´mbitos cient´ıficos. Dentro del a´mbito de la teledeteccio´n, se han aplicado
sobre todo para implementar procesos de simulacio´n en ima´genes de sate´lite, ya que sus
propiedades facilitan trabajar con este tipo de problemas.
No obstante, en el a´mbito espec´ıfico de la clasificacio´n de ima´genes de sate´lite, son
escasos los trabajos relacionados con los auto´matas celulares, a pesar de las ventajas que
pueden llegar a ofrecer, como por ejemplo la mejora de la tasa de acierto del proceso
de clasificacio´n mediante el uso de te´cnicas contextuales a trave´s de la vecindad de las
celdas, la obtencio´n de una clasificacio´n jera´rquica basada en el grado de pertenencia a
las clases a trave´s del uso de iteraciones, o la personalizacio´n del proceso de clasificacio´n
utilizando diferentes reglas dependiendo de los resultados que se deseen obtener.
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PRO´LOGO XXI
Esta tesis doctoral se centra en mejorar, mediante el uso de los auto´matas celula-
res, las limitaciones que presentan la inmensa mayor´ıa de los algoritmos de clasifica-
cio´n cla´sicos. Para conseguir este objetivo, el trabajo desarrollado se ha centrado en la
implementacio´n de una nueva aplicacio´n de los auto´matas celulares: un algoritmo de
clasificacio´n supervisado basado en auto´matas celulares, que no so´lo mejora la tasa de
acierto de los resultados obtenidos a trave´s de la clasificacio´n cla´sica, sino que tambie´n
ofrece informacio´n sobre el grado de pertenencia de cada p´ıxel a su clase correspondiente
a trave´s de una clasificacio´n jera´rquica divida en niveles de fiabilidad, y adema´s permite
personalizar el proceso de clasificacio´n de la zona de estudio concreta.
Justificacio´n
Los resultados proporcionados por los algoritmos de clasificacio´n de ima´genes de sate´li-
te tienen muchas aplicaciones medioambientales, militares, sociales y pol´ıticas. Estos
resultados son los principales elementos que utilizan muchos sistemas de informacio´n
geogra´ficos (SIG) para ofrecer al usuario la informacio´n requerida, como por ejemplo
el ca´lculo del crecimiento del suelo urbano en las ciudades en un intervalo de tiempo
determinado, la monitorizacio´n de la calidad ambiental despue´s de desastres naturales,
la creacio´n de mapas GPS de manera automatizada, la actualizacio´n de la superficie
cartogra´fica de una zona concreta, la prevencio´n de desastres naturales (como la propa-
gacio´n de incendios o las avalanchas de nieve), la evaluacio´n de los riesgos de los recursos
naturales o el estudio de la evolucio´n del cambio clima´tico en las distintas zonas del pla-
neta. Por lo tanto, ya que los algoritmos de clasificacio´n de ima´genes de sate´lite son la
base de muchos SIG, es importante proporcionar unos resultados tan optimizados como
sea posible. En la actualidad existe una gran cantidad de algoritmos de clasificacio´n, y el
uso de uno u otro en particular depende del conocimiento que posea el analista experto
sobre la zona de estudio. Sin embargo, los algoritmos cla´sicos presentan tres limitacio-
nes importantes: la baja tasa de acierto obtenida en ima´genes de sate´lite complejas, la
rigidez de los resultados y la falta de personalizacio´n del proceso de clasificacio´n.
En primer lugar, a pesar del gran nu´mero de algoritmos de clasificacio´n de ima´genes
de sate´lite que existe en la actualidad, ninguno es completamente fiable en te´rminos de
tasa de acierto. En general, los algoritmos de clasificacio´n funcionan de un modo co-
rrecto si las propiedades espectrales de los p´ıxeles determinan correctamente las clases, o
si las ima´genes no presentan ruido adicional. Sin embargo, si existen clases en la imagen
de sate´lite con un alto grado de heterogeneidad, es decir, que agrupan p´ıxeles con dife-
rentes caracter´ısticas, y que presentan un amplio abanico espectral (p´ıxeles inciertos) o
las ima´genes son alteradas con un ruido de tipo impulsivo-gaussiano (p´ıxeles ruidosos),
la imagen resultante puede presentar muchas a´reas diminutas mal clasificadas. Todos
estos problemas provocan una pe´rdida de la calidad de la tasa de acierto durante el pro-
ceso de clasificacio´n. Para solucionar estos problemas, podemos aplicar posteriormente
algoritmos contextuales de post-clasificacio´n, que utilizan datos contextuales adema´s
de los datos espectrales. Existen muchos algoritmos contextuales de post-clasificacio´n,
que utilizan valores promedio o la descripcio´n de texturas, para mejorar los resultados
obtenidos por los algoritmos de clasificacio´n espectral.
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Sin embargo, el inconveniente de su uso consiste en que es necesario aplicar tres al-
goritmos a lo largo de todo el proceso: un algoritmo de pre-clasificacio´n para eliminar
los p´ıxeles ruidosos, el algoritmo de clasificacio´n propiamente dicho y un algoritmo de
post-clasificacio´n para mejorar la clasificacio´n de los p´ıxeles inciertos. A veces, como
consecuencia de la aplicacio´n de todos estos algoritmos, puede incluso empeorar la cali-
dad del acierto. Por lo tanto, ser´ıa interesante disponer de un solo algoritmo que contara
con las bondades de los tres procesos anteriormente mencionados, para incrementar la
calidad de la tasa de acierto mediante una clasificacio´n espectral-contextual.
En segundo lugar, los algoritmos de clasificacio´n de ima´genes de sate´lite cla´sicos
ofrecen resultados demasiado r´ıgidos, ya que cada p´ıxel es etiquetado en su clase co-
rrespondiente independientemente del nivel real de cercan´ıa respecto al centro espectral
de dicha clase, es decir, no se ofrece un grado de pertenencia. So´lo los algoritmos de cla-
sificacio´n difusa proporcionan dicha informacio´n, pero no los cla´sicos. Ser´ıa interesante
que un algoritmo ofreciera una clasificacio´n jera´rquica dividida en niveles de pertenencia
a las clases, para que los analistas expertos pudieran comprobar que´ p´ıxeles esta´n ma´s
cerca de sus clases y cua´les esta´n ma´s distantes en el espacio de caracter´ısticas, con el
objetivo de detectar los p´ıxeles ma´s problema´ticos.
En tercer lugar, los algoritmos de clasificacio´n cla´sicos no permiten personalizar
el funcionamiento para ajustarse a una zona de estudio concreta, o para obtener unos
resultados espec´ıficos. Ser´ıa interesante poder personalizar el proceso de clasificacio´n,
para obtener unos u otros resultados dependiendo del objetivo que se quisiera conseguir
en cada zona de estudio determinada.
Estas tres limitaciones se pueden resolver mediante las propiedades de los auto´ma-
tas celulares. La primera limitacio´n se puede superar mediante el uso de la vecindad
de cada celda del auto´mata celular durante el proceso de clasificacio´n, obteniendo una
pre-clasificacio´n (para p´ıxeles ruidosos), clasificacio´n y post-clasificacio´n (para p´ıxeles in-
ciertos) agrupados en un solo algoritmo espectral-contextual, pudiendo ajustar adema´s
el nivel contextual, usando ma´s o menos vecinos para las celdas. La segunda limitacio´n
se puede superar mediante el uso de las iteraciones del auto´mata celular, como me´todo
de divisio´n del proceso de clasificacio´n en varios niveles jera´rquicos con distinto grado
de calidad. La tercera limitacio´n se puede superar mediante el empleo de distintas reglas
aplicadas, a trave´s de la funcio´n de transicio´n f , para poder personalizar lo ma´ximo po-
sible el proceso de clasificacio´n en cada caso concreto. De este modo, se pueden solventar
todas las limitaciones propuestas, mediante los auto´matas celulares.
Esta tesis doctoral se centra en el desarrollo de un nuevo algoritmo de clasificacio´n
de ima´genes de sate´lite basado en auto´matas celulares, denominado en este documento
algoritmo ACA (classification Algorithm based on Cellular Automata), que resuelve
las tres limitaciones descritas, proporcionando una clasificacio´n con una tasa de acierto
mejorada mediante resultados espectrales-contextuales, divididos en niveles de fiabilidad
relacionados con el grado de pertenencia de los p´ıxeles a sus clases correspondientes, y con
la posibilidad de personalizar el proceso de clasificacio´n. Todas estas mejoras permiten
a los analistas expertos disponer de una mayor cantidad de informacio´n para mejorar la
interpretacio´n de los resultados obtenidos. De este modo, el algoritmo ACA optimiza la
funcionalidad de cualquier SIG que lo utilice como base, ya que mejora los resultados
de la clasificacio´n en tres niveles: acierto, flexibilidad y personalizacio´n.
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Objetivos
El objetivo general de esta tesis doctoral consiste en la implementacio´n de un nuevo
algoritmo de clasificacio´n de ima´genes de sate´lite supervisado, basado en auto´matas
celulares (algoritmo ACA), que optimice la tasa de acierto en la clasificacio´n de los p´ıxeles
de una imagen basa´ndose tanto en los datos espectrales como en los contextuales de cada
p´ıxel, proporcione una clasificacio´n jera´rquica de los resultados divididos en niveles de
grado de pertenencia a las clases y permita personalizar el proceso de clasificacio´n a la
zona de estudio concreta. Los principales objetivos propuestos durante el desarrollo de
esta tesis doctoral son los siguientes:
– Objetivo #1. Mejorar la tasa de acierto obtenida por los algoritmos de clasi-
ficacio´n cla´sicos, utilizando para ello no so´lo informacio´n espectral sino tambie´n
informacio´n contextual, con el objetivo de no clasificar erro´neamente los p´ıxeles
inciertos y ruidosos. El algoritmo ACA debe clasificar los p´ıxeles problema´ticos te-
niendo en cuenta no so´lo sus datos espectrales (ambiguos para los p´ıxeles inciertos,
erro´neos para los p´ıxeles ruidosos), sino tambie´n sus datos contextuales vecinos,
para que mejore la calidad de la tasa de acierto final. El algoritmo ACA debe
combinar las tres te´cnicas en un solo algoritmo: el proceso de pre-clasificacio´n (eli-
minacio´n de p´ıxeles ruidosos), el proceso de clasificacio´n supervisado y el proceso
de post-clasificacio´n (refinamiento de p´ıxeles inciertos).
– Objetivo #2. Obtener una clasificacio´n jera´rquica dividida en niveles o capas que
indiquen el grado de pertenencia a las clases. El algoritmo ACA debe clasificar,
en cada iteracio´n, so´lo aquellos p´ıxeles que este´n dentro de una distancia espec-
tral ma´xima en el espacio de caracter´ısticas con respecto al centro de sus clases
correspondientes, y tal distancia debe aumentar en la siguiente iteracio´n. As´ı, el
algoritmo ACA ofrecera´ una clasificacio´n jera´rquica dividida en niveles o capas de
fiabilidad, donde las primeras capas ofrecera´n ma´s fiabilidad que las u´ltimas. Estos
resultados podra´n ser muy u´tiles para la posterior interpretacio´n de los resultados
por parte de los analistas expertos. Por otra parte, este objetivo ayudara´ al pri-
mero, ya que los p´ıxeles inciertos y ruidosos, por lo general ma´s lejos del centro de
sus clases, debera´n ser clasificados en las u´ltimas iteraciones del auto´mata celular
y usar, como vecinos, otros p´ıxeles que sera´n muy propensos a ser clasificados en
iteraciones anteriores, por lo que optimizara´n la tasa de acierto final.
– Objetivo #3. Personalizar el proceso de clasificacio´n de la imagen de sate´lite
mediante la inclusio´n de reglas, para poder obtener, por ejemplo, una lista detallada
de los p´ıxeles inciertos y ruidosos, lo cual podra´ ser muy u´til si el proceso de
clasificacio´n falla incluso cuando se utilizan te´cnicas contextuales, y obtener una
lista de los p´ıxeles que determinen los bordes espaciales de las clases de la imagen.
Esta segunda opcio´n sera´ muy interesante, ya que la deteccio´n de bordes espaciales
(no espectrales) tambie´n se trata de un problema bastante comu´n en el a´mbito de
la teledeteccio´n. Gracias a esta informacio´n, podremos ser capaces, por ejemplo,
de establecer cua´ntos grupos de p´ıxeles de la misma clase se encuentran en una
imagen de sate´lite concreta.
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Contexto cient´ıfico
El algoritmo ACA ha sido experimentado y validado en el marco de los proyectos I+D
SOLERES [83]: un sistema de informacio´n espacio-temporal para la gestio´n medioam-
biental basado en redes neuronales, agentes y componentes software (TIN2007-61497) e
iSOLERES [85]: una metodolog´ıa para la recuperacio´n y explotacio´n de informacio´n me-
dioambiental mediante interfaces de usuario evolutivas y cooperativas (TIN2010-15588),
subvencionados por la UE (FEDER) y por el Ministerio de Ciencia e Innovacio´n de
Espan˜a, en la actualidad Ministerio de Economı´a y Competitividad (MINECO).
El principal objetivo del proyecto SOLERES consist´ıa en desarrollar investigacio´n
aplicada al disen˜o e implementacio´n ba´sica de un sistema de informacio´n espacio-temporal
para la gestio´n medioambiental, soportado por la integracio´n de innovacio´n tecnolo´gica
en ima´genes de sate´lite, redes neuronales, sistemas cooperativos basados en arquitecturas
multiagente y agentes inteligentes, y sistemas software basados en componentes comer-
ciales. En este proyecto se pretend´ıa, por un lado, estudiar la generacio´n automa´tica
de mapas ecolo´gicos a partir de informacio´n de sate´lite. Para ello, se realizo´ un trabajo
de investigacio´n para correlacionar las variables ecolo´gicas de vegetacio´n con ima´genes
de sate´lite Landsat TM a trave´s de redes de base radial (Radial Basis Function nets,
RBFs), con el objetivo de optimizar el coste en tiempo requerido para realizar cualquier
trabajo de campo. La obtencio´n automa´tica de estos mapas es de gran utilidad en actua-
ciones cr´ıticas de gestio´n medioambiental, como en tareas de prediccio´n/prevencio´n y de
toma de decisiones, as´ı como en feno´menos naturales de riesgo (p.e., inundaciones, in-
cendios forestales, terremotos). Tambie´n se crearon propuestas cient´ıfico-te´cnicas reales
y pra´cticas para la construccio´n de eficientes sistemas de explotacio´n de informacio´n
(en este caso medioambiental), facilitando la interaccio´n hombre-ma´quina con interfa-
ces de usuario dina´micas que se adaptaran a los ha´bitos de los perfiles de los usuarios.
Adema´s, se realizaron varios trabajos de investigacio´n para optimizar los procesos de
clasificacio´n y simulacio´n de ima´genes de sate´lite mediante auto´matas celulares, con
el objetivo de mejorar el funcionamiento de los SIG. Esta tesis doctoral se centra en
estos u´ltimos trabajos de investigacio´n, en los que se combina la teledeteccio´n con los
auto´matas celulares.
Estructura de la tesis doctoral
El presente documento esta´ organizado en cinco cap´ıtulos principales. El Cap´ıtulo 1
ofrece una introduccio´n teo´rica al estado del arte de la teledeteccio´n, centra´ndose en
las caracter´ısticas principales de las ima´genes de los sate´lites Landsat, as´ı como en los
algoritmos de clasificacio´n no supervisados y supervisados. El Cap´ıtulo 2 realiza una
introduccio´n teo´rica al modelo matema´tico del auto´mata celular, y describe el funcio-
namiento de dos algoritmos secundarios que se han implementado durante el desarrollo
de esta tesis doctoral: el algoritmo RACA (Rainfall Algorithm with Cellular Automata),
para la simulacio´n de precipitaciones sobre ima´genes de sate´lite DEM, y el algoritmo
TACA (Texture Algorithm with Cellular Automata), para la caracterizacio´n de texturas
naturales, ambos basados en los auto´matas celulares.
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El Cap´ıtulo 3 describe detalladamente el funcionamiento del algoritmo ACA, para
la clasificacio´n de ima´genes de sate´lite mediante auto´matas celulares, que es el objeti-
vo principal de esta tesis doctoral. El Cap´ıtulo 4 muestra los resultados principales y
complementarios obtenidos por parte del algoritmo ACA, as´ı como el formato de salida
de dichos resultados. El Cap´ıtulo 5 ofrece una lista de las aportaciones, publicaciones
derivadas y l´ıneas de investigacio´n abiertas de esta tesis doctoral.
Adema´s, el documento contiene dos ape´ndices. El Ape´ndice A realiza una descrip-
cio´n del trabajo de campo e informacio´n recopilada de las distintas ima´genes de sate´lite
Landsat y DEM, utilizadas durante la fase de experimentacio´n de los algoritmos ACA
y RACA. El Ape´ndice B ofrece informacio´n sobre las publicaciones adicionales del au-
tor del presente documento, a trave´s de una lista de proyectos I+D y publicaciones
complementarias a las desarrolladas para esta tesis doctoral.
Para finalizar, el documento tambie´n ofrece un Glosario de te´rminos y Acro´nimos,
tanto universales como propios de esta tesis doctoral, as´ı como la Bibliograf´ıa consultada
para desarrollar el presente trabajo de investigacio´n.
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A ctualmente existen en o´rbita un elevado nu´mero de sate´lites artificiales para la
observacio´n de la Tierra, que generan miles de ima´genes a diario para todo tipo de apli-
caciones de uso medioambiental, militar, social y pol´ıtico. Debido a la enorme cantidad
de informacio´n que se genera relacionada con el a´mbito de la teledeteccio´n, es necesaria
la ayuda de algoritmos computacionales que automaticen los procesos de ana´lisis e in-
terpretacio´n de las ima´genes de sate´lite, y por este motivo una gran cantidad de grupos
de investigacio´n de todo el mundo esta´n trabajando en la actualidad en el desarrollo de
nuevas te´cnicas informa´ticas que optimicen los resultados obtenidos por los algoritmos
computacionales ya existentes en la literatura. Este cap´ıtulo ofrece una introduccio´n
teo´rica al estado del arte de la teledeteccio´n, y esta´ dividido en los siguientes apartados
principales:
– Introduccio´n a la teledeteccio´n: en este apartado se define el te´rmino telede-
teccio´n, se ofrece un resumen de su historia, se enumeran los elementos ba´sicos que
intervienen en un sistema gene´rico de teledeteccio´n, se explican los fundamentos
f´ısicos en los que se basa su funcionamiento, y se exponen las aplicaciones ma´s
importantes de esta ciencia aplicada.
– Caracter´ısticas de las ima´genes de sate´lite: en este apartado se enumeran
las propiedades ma´s comunes que pueden presentar las ima´genes de sate´lite, se
exponen los diferentes tipos de resolucio´n que existen, y se explican los errores
ma´s comunes que pueden ocurrir durante el proceso de captacio´n de las ima´genes
de sate´lite.
– Sate´lites Landsat : en este apartado se explican las caracter´ısticas te´cnicas de
los sate´lites Landsat, y a continuacio´n se exponen las aplicaciones ma´s utilizadas
de las combinaciones de bandas para las ima´genes de sate´lite capturadas por el
sate´lite Landsat 7.
– Clasificacio´n de ima´genes de sate´lite: en este apartado se exponen las diferen-
cias entre los algoritmos de clasificacio´n de ima´genes de sate´lite no supervisados
y supervisados, y posteriormente se realiza una descripcio´n de varios clasificado-
res no supervisados (k-medias e isodata) y supervisados (paralelep´ıpedos, mı´nima
distancia y ma´xima verosimilitud).
– Resumen y conclusiones del cap´ıtulo: en este apartado se destacan los aspec-
tos de la teledeteccio´n en los que se centra esta tesis doctoral.
1.1. Introduccio´n a la teledeteccio´n
En este apartado se define el te´rmino teledeteccio´n, se ofrece un resumen de la historia
de la teledeteccio´n, se enumeran los elementos ba´sicos que intervienen en un sistema
gene´rico de teledeteccio´n, se explican los fundamentos f´ısicos para su funcionamiento, y
se exponen las aplicaciones ma´s importantes de esta ciencia aplicada.
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1.1.1. Definicio´n de teledeteccio´n
Las Naciones Unidas definen el te´rmino teledeteccio´n como “la observacio´n de la super-
ficie terrestre desde el espacio, utilizando las propiedades de las ondas electromagne´ticas
emitidas, reflejadas o difractadas por los objetos observados, para fines de mejoramiento
de la ordenacio´n de los recursos naturales, de utilizacio´n de tierras y de proteccio´n del
medio ambiente” [4].
Desde un punto de vista estrictamente te´cnico, podemos definir la teledeteccio´n como
“el conjunto de te´cnicas, aparatos y procedimientos que permiten obtener y analizar
ima´genes de la superficie de la Tierra desde sensores ubicados remotamente” [27] [28].
La palabra teledeteccio´n realmente corresponde a la traduccio´n de la expresio´n inglesa
remote sensing, ciencia aplicada que surgio´ a principio de los an˜os 60 para definir los
me´todos de observacio´n remota de la superficie de la Tierra. Aunque en sus or´ıgenes
este te´rmino se aplico´ principalmente a la fotograf´ıa ae´rea, posteriormente tambie´n se
incluyo´ la observacio´n a trave´s de plataformas de observacio´n satelitales, surgiendo as´ı la
teledeteccio´n satelital.
La teledeteccio´n es una ciencia aplicada que nos permite la adquisicio´n de informa-
cio´n de la superficie terrestre y de valores ambientales sin necesidad de tener contacto
real con la zona que esta´ siendo observada [89]. Esta ciencia aplicada se puede utilizar
en muchas aplicaciones medioambientales, ayudando a resolver y mejorar los problemas
derivados de ellos. Entre el amplio repertorio de aplicaciones de la teledeteccio´n, pode-
mos encontrar ejemplos que incluyen estudios de calidad del suelo, bu´squeda de recursos
h´ıdricos, proteccio´n del medio ambiente o simulaciones meteorolo´gicas, entre otros. La
teledeteccio´n se ha convertido en la actualidad en una herramienta indispensable pa-
ra la humanidad, que puede ser usada en numerosos problemas de enorme relevancia
medioambiental, militar, social y pol´ıtica, como analizar y predecir feno´menos meteo-
rolo´gicos, realizar espionaje militar para obtener ventaja estrate´gica en conflictos be´licos,
prevenir desastres naturales para evitar pe´rdidas humanas, y registrar el uso del suelo
de la superficie terrestre, respectivamente.
1.1.2. Historia de la teledeteccio´n
El origen de la teledeteccio´n se remonta a mediados del siglo XIX, y abarca desde
las primeras fotograf´ıas ae´reas tomadas con globo, pasando por las fotograf´ıas ae´reas
tomadas desde avio´n, hasta las avanzadas ima´genes digitales captadas por los sensores
ubicados en los sofisticados sate´lites espaciales. Barret y Curtis [15] dividen la historia
de la teledeteccio´n en siete per´ıodos distintos:
– Primer per´ıodo: inicio-1925. Este per´ıodo, que se trata del ma´s largo de to-
dos, abarca desde la captacio´n de la primeras fotograf´ıas ae´reas a mediados del
siglo XIX, hasta la finalizacio´n de la Primera Guerra Mundial. La historia de la
teledeteccio´n tiene sus or´ıgenes en 1839, an˜o en el que se captaron las primeras fo-
tograf´ıas ae´reas en Francia, para posteriormente realizar las primeras aplicaciones
al mapeo topogra´fico, concebidas por el director del Observatorio de Par´ıs. Unos
an˜os ma´s tarde, en 1858, Gaspard Felix Tournachon mapeo´ la ciudad de Par´ıs
ascendiendo sobre un globo.
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Gracias a los avances tecnolo´gicos de la fotograf´ıa que se produjeron hacia 1871, se
construyeron ca´maras mucho ma´s livianas, lo que impulso´ el uso del globo para la
captacio´n de fotograf´ıas ae´reas. En 1906, G. Lawrence capto´ los dan˜os ocasionados
por el terremoto de San Francisco desde una altitud de 600 metros. Las primeras
fotograf´ıas ae´reas tomadas desde un avio´n las capto´ Wilbur Wright en 1909 sobre
Centrocelli, Italia.
Durante la Primera Guerra Mundial se utilizo´ la fotograf´ıa ae´rea captada desde
avio´n como herramienta de inteligencia, con el objetivo de conseguir ventaja es-
trate´gica en el campo de batalla. Este acontecimiento supuso un punto de inflexio´n
en la historia de la teledeteccio´n, ya que a partir de este momento, demostrada su
eficacia en aplicaciones militares, se comenzaron a invertir muchos ma´s recursos
econo´micos. Durante el primer per´ıodo de la historia de la teledeteccio´n quedo´ de-
mostrada la utilidad de las fotograf´ıas ae´reas, obtenidas mediante el uso de globos
aerosta´ticos o aviones, con el objetivo de conseguir ventaja estrate´gica militar sobre
el eje´rcito enemigo.
– Segundo per´ıodo: 1925-45. Esta fase abarca desde la finalizacio´n de la Primera
Guerra Mundial hasta la finalizacio´n de la Segunda Guerra Mundial. La Segunda
Guerra Mundial supuso un gran impulso a la tecnolog´ıa de las fotograf´ıas ae´reas
gracias al desarrollo de nuevas ca´maras y te´cnicas de reconocimiento, lo que per-
mitio´ mejorar la interpretacio´n de la superficie terrestre y aumentar au´n ma´s la
ventaja estrate´gica.
– Tercer per´ıodo: 1945-55. Esta etapa se caracterizo´ por una gran difusio´n y
diversificacio´n de las te´cnicas de fotograf´ıa ae´rea, que comenzaron a aplicarse a
diversas disciplinas no militares: geolog´ıa, arqueolog´ıa, agricultura, etc.
– Cuarto per´ıodo: 1955-60. Durante esta fase se produjeron los primeros lanza-
mientos de sate´lites artificiales. El 4 de octubre de 1957, la URSS lanzo´ con e´xito
el Sputnik I, primer sate´lite artificial de la historia. Posteriormente se lanzo´ el
Sputnik II, que puso en o´rbita al primer ser vivo en el espacio: la perrita Laika.
– Quinto per´ıodo: 1960-80. Durante este per´ıodo surgio´ la teledeteccio´n satelital,
que posibilito´ la adquisicio´n sistema´tica de todo tipo de informacio´n de la super-
ficie de la Tierra, sin necesidad de tener contacto f´ısico con la zona de estudio
concreta. A lo largo de este documento, cada vez que se utilice el te´rmino tele-
deteccio´n, se hara´ referencia a la teledeteccio´n satelital. Los programas espaciales
permitieron impulsar los avances tecnolo´gicos relacionados con la teledeteccio´n. En
1960 se lanzo´ el sate´lite TIROS-I, primer sate´lite meteorolo´gico de una familia de
sate´lites posteriormente rebautizada como NOAA, que permit´ıa distinguir entre
nubes, agua, hielo y nieve. En 1969, el vuelo tripulado del Apolo 9 recogio´ las
primeras fotograf´ıas orbitales multiespectrales para el estudio de los recursos te-
rrestres. En 1972, se puso en o´rbita el primer sate´lite dedicado espec´ıficamente a
la teledeteccio´n: el Landsat 1, primero de la familia de sate´lites Landsat puestos
en o´rbita por la NASA.
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– Sexto per´ıodo: 1980-95. Esta fase se caracteriza por el gran desarrollo de softwa-
re para la interpretacio´n computerizada de las ima´genes de sate´lite digitales. Este
proceso de automatizacio´n comenzo´ a ser necesario como consecuencia del aumen-
to de la cantidad de datos obtenidos, a trave´s de las cada vez ma´s numerosas
plataformas satelitales. La puesta en marcha, durante esta fase, del transbordador
espacial y de la estacio´n espacial MIR, influyeron positivamente en el avance de las
te´cnicas de teledeteccio´n espacial. Durante esta etapa, adema´s, se lanzaron varios
sate´lites muy importantes en el a´mbito de la teledeteccio´n, como el sate´lite france´s
SPOT en el an˜o 1985, el IRS de la India en 1988 y el ERS de la Agencia Espacial
Europea en 1991.
– Se´ptimo per´ıodo: 1995-actualidad. Los u´ltimos an˜os de la historia de la tele-
deteccio´n se han caracterizado sobre todo por la comercializacio´n cada vez ma´s
creciente de la informacio´n obtenida mediante te´cnicas de teledeteccio´n. Esto ha
provocado que, informacio´n que en otros per´ıodos de la historia de la teledeteccio´n
hubiera sido clasificada de espionaje militar debido a su alta relevancia estrate´gi-
ca, este´ disponible de manera gratuita para cualquier ser humano del planeta con
acceso a Internet (p.e., Google Maps).
Para evitar futuras apropiaciones pol´ıticas del espacio exterior existe un foro llamado
COPUOS (Committee On the Peaceful Uses of Outer Space), que se encarga del desa-
rrollo de una normativa internacional del espacio, con el objetivo de que siempre sea
patrimonio comu´n de la Humanidad desde un punto de vista formalmente jur´ıdico. Para
ello se han establecido varios tratados y acuerdos internacionales que reglamentan todas
las actividades relacionadas con el espacio exterior.
1.1.3. Elementos ba´sicos de la teledeteccio´n
Un sistema gene´rico de teledeteccio´n [27] suele incluir todos los elementos que se mues-
tran en la Figura 1.1:
– Fuente de energ´ıa: produce la radiacio´n electromagne´tica captada por los sen-
sores del sate´lite, que puede ser pasiva (como la luz solar) o activa (emitida por el
propio sensor para posteriormente captar el reflejo).
– Superficie terrestre: natural o artificial, y refleja la radiacio´n electromagne´tica.
– Sistema sensor: formado por los sensores (ca´maras, radar, etc) y la plataforma de
observacio´n (sate´lite, avio´n, etc), que recoge la radiacio´n electromagne´tica emitida
por la superficie terrestre y la env´ıa al sistema de recepcio´n.
– Sistema de recepcio´n: recibe y almacena la informacio´n del sistema sensor.
– Inte´rprete: transforma los datos recibidos en informacio´n u´til para el usuario.
– Analista experto: utiliza la informacio´n interpretada con algu´n objetivo.
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Figura 1.1: Elementos ba´sicos de un sistema de teledeteccio´n (Fuente: E. Chuvieco).
1.1.4. Fundamentos f´ısicos de la teledeteccio´n
Segu´n la termodina´mica, importante rama de la f´ısica, existen tres mecanismos fun-
damentales para la transmisio´n de la energ´ıa te´rmica: la conduccio´n, la conveccio´n y
la radiacio´n. De estos tres mecanismos, la radiacio´n es el u´nico en el que se transmite
energ´ıa sin que exista un contacto f´ısico entre el emisor y el receptor. Por lo tanto, es
evidente que el mecanismo f´ısico de la transmisio´n de energ´ıa te´rmica en el a´mbito de
la teledeteccio´n es la radiacio´n. Existen muchos tipos de radiacio´n: la radiacio´n elec-
tromagne´tica, la radiacio´n te´rmica, la radiacio´n nuclear, la radiacio´n ionizante, etc. De
todos los tipos de radiacio´n existentes, en esta seccio´n nos vamos a centrar en la radia-
cio´n electromagne´tica, ya que se trata de uno de los fundamentos f´ısicos ma´s importantes
del funcionamiento de las distintas te´cnicas que se utilizan el a´mbito de la teledeteccio´n
[51]. La naturaleza de la radiacio´n electromagne´tica se puede explicar, desde un punto
de vista f´ısico, a partir de los modelos de onda y de part´ıcula.
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El modelo de onda, desarrollado por cient´ıficos como Huygens y Maxwell, estable-
ce que la radiacio´n se produce como resultado de oscilaciones en los campos ele´ctrico y
magne´tico de los objetos, lo que genera ondas con dos campos de fuerzas ortogonales
entre s´ı (el ele´ctrico y el magne´tico), que transmiten energ´ıa. Los dos para´metros ba´sicos
que definen las ondas electromagne´ticas son la longitud y la frecuencia. Dichos para´me-






donde λ es la longitud de onda, f es la frecuencia y υ la velocidad.
El modelo de part´ıcula, desarrollado por cient´ıficos tan importantes como Planck
y Einstein, establece que la energ´ıa se transmite como un flujo de part´ıculas llamadas






donde E es la energ´ıa de los fotones, h es la constante de Planck (6, 626 · 10−34Js),
c es la velocidad de la luz (3 · 108m/s) y λ es la longitud de onda.
El espectro electromagne´tico es la distribucio´n energe´tica de las longitudes de onda
que puede adoptar la radiacio´n electromagne´tica. Se extiende desde las ondas electro-
magne´ticas de menor longitud de onda, como los rayos gamma y los rayos X, pasando por
la luz ultravioleta, luz visible y rayos infrarrojos, hasta las radiaciones de mayor longitud
de onda, como las ondas de radio. La Figura 1.2 muestra las franjas ma´s importantes
del espectro electromagne´tico.
Figura 1.2: Espectro electromagne´tico.
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1.1.5. Aplicaciones de la teledeteccio´n
La teledeteccio´n presenta una enorme variedad de aplicaciones de tipo medioambiental,
militar, social y pol´ıtico:
– Medioambiental: la teledeteccio´n se ha aplicado a numerosos estudios relaciona-
dos con la cartograf´ıa de la cobertura vegetal del suelo, el control del movimiento
de icebergs en zonas polares, la evaluacio´n de desastres humanos o naturales, el
estudio de la erosio´n de playas, el ana´lisis de masas nubosas, o la verificacio´n del
ı´ndice de salinidad en corrientes de agua, entre otros.
– Militar: la teledeteccio´n se ha convertido en una de las mejores armas defen-
sivas/ofensivas durante el desarrollo de un conflicto be´lico. En la actualidad es
impensable, para un pa´ıs desarrollado, lanzar una estrategia de ataque sin haber
examinado previamente el terreno mediante te´cnicas relacionadas con la teledetec-
cio´n, para establecer los objetivos estrate´gicos con mayor claridad.
– Social: la avanzada tecnolog´ıa que ofrecen los sate´lites ha pasado de ser casi inexis-
tente hace unos an˜os a estar continuamente presente en nuestras vidas cotidianas:
navegacio´n a trave´s de un GPS, bu´squeda de lugares en Google Maps, televisio´n
por sate´lite, o videoconferencias a trave´s de dispositivos mo´viles, entre otros.
– Pol´ıtico: la teledeteccio´n se ha aplicado sobre todo para realizar el registro car-
togra´fico de zonas rurales y urbanas, o seleccionar rutas o´ptimas para nuevas v´ıas
de comunicacio´n terrestre o mar´ıtima, entre otros.
La Figura 1.3 muestra, a trave´s de tres ima´genes Landsat, la evolucio´n sufrida por
el mar de Aral, situado en Asia central, durante un per´ıodo de 33 an˜os. La Figura 1.4
muestra diversos feno´menos naturales atmosfe´ricos captados mediante sate´lite.
Figura 1.3: Evolucio´n del mar de Aral en Asia central (Fuente: Nature).
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Figura 1.4: (a) Olas de gravedad atmosfe´rica en Nueva Zelanda. (b) Nieve en Gran
Bretan˜a e Irlanda. (c) Tormentas de polvo en el suroeste de Asia. (d) Floracio´n de
fitoplancton en Argentina (Fuente: NASA).
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1.2. Caracter´ısticas de las ima´genes de sate´lite
En este apartado se enumeran las propiedades ma´s comunes que pueden presentar las
ima´genes de sate´lite, se exponen los diferentes tipos de resolucio´n que existen, y se
explican los errores ma´s comunes que pueden ocurrir durante el proceso de captacio´n de
las ima´genes de sate´lite.
1.2.1. Ima´genes de sate´lite
Una imagen de sate´lite es un archivo tipo raster formado por una matriz de celdas,
donde cada celda se denomina p´ıxel. A cada p´ıxel se le asignan varios valores digitales,
que corresponden a la reflectividad recogida por un sensor espec´ıfico. Las ima´genes de
sate´lite son almacenadas en diversas bandas espectrales, donde cada banda almacena el
valor que corresponde a cada p´ıxel de la imagen en un intervalo concreto del espectro
electromagne´tico. Por lo tanto, una imagen de sate´lite es en realidad un conjunto de
ima´genes, con las mismas propiedades geome´tricas, donde cada imagen almacena el valor
de reflectancia de los p´ıxeles en un intervalo de longitud de onda concreto del espectro
electromagne´tico. Las ima´genes de sate´lite pueden tener un nu´mero reducido de bandas,
como es el caso de las ima´genes multiespectrales (menos de 10 bandas) o un nu´mero
muy elevado, como ocurre con las ima´genes hiperespectrales (con cientos de bandas). La
Figura 1.5 muestra una imagen de sate´lite multiespectral y otra hiperespectral.
Figura 1.5: (a) Imagen multiespectral. (b) Imagen hiperespectral.
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Algunas ima´genes de sate´lite tambie´n se pueden representar como modelos de ele-
vacio´n digital o DEM (Digital Elevation Model), donde cada p´ıxel almacena la altura
a la que se encuentra la superficie terrestre en ese punto determinado de la imagen. De
este modo, se pueden realizar representaciones tridimensionales, donde se muestra la
elevacio´n del terreno de la imagen. La Figura 1.6 muestra un ejemplo de imagen DEM.
Figura 1.6: Representacio´n 3D de una imagen DEM.
Las ima´genes de sate´lite tambie´n se pueden representar, desde un punto de vista
espectral, en un espacio de caracter´ısticas, que es una gra´fica no espacial donde se
representan las clases con sus caracter´ısticas principales (centro, variabilidad, etc), y los
p´ıxeles como los puntos correspondientes a sus valores espectrales. La Figura 1.7 muestra
un ejemplo de representacio´n de una imagen de sate´lite en el espacio de caracter´ısticas.
Figura 1.7: Imagen de sate´lite en el espacio de caracter´ısticas (con 3 clases).
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En una imagen de sate´lite tambie´n se pueden combinar distintas bandas entre s´ı para
conseguir diferentes resultados, dependiendo del estudio que se quiera realizar. La Figura
1.8 muestra la misma imagen de sate´lite, combinando distintas bandas.
Figura 1.8: (a) Imagen Landsat de las provincias Almer´ıa-Granada (bandas 2, 3 y 4).
(b) Imagen Landsat de Almer´ıa-Granada (bandas 1, 2 y 3: color verdadero).
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1.2.2. Resolucio´n de las ima´genes de sate´lite
Los sate´lites captan la radiacio´n emitida o reflejada por la superficie terrestre en cuatro
dimensiones distintas: espacio, tiempo, longitud de onda y radiancia. Toda esta infor-
macio´n continua debe ser muestreada por los sensores para convertirla en datos digitales
discretos. Este proceso de discretizacio´n tiene por lo tanto cuatro resoluciones posibles:
– Resolucio´n espacial: es la superficie terrestre que almacena cada p´ıxel de la
imagen. Tambie´n se suele usar el concepto de IFOV, o campo instanta´neo de
visio´n, que se define como la seccio´n angular en radianes observada en un momento






donde d es el taman˜o de p´ıxel y H la distancia del sensor a la superficie terrestre.
Este valor puede variar bastante dependiendo del tipo de sate´lite que tome la ima-
gen: desde el sate´lite Meteosat, destinado a captar informacio´n meteorolo´gica, que
ofrece una resolucio´n espacial de 5000 metros, pasando por los sate´lites Landsat,
que poseen una resolucio´n espacial de 30 metros, hasta el sensor Ikonos-1, que per-
mite una resolucio´n de 1 metro. Dependiendo del tipo de feno´meno que queramos
estudiar, convendra´ elegir un tipo de resolucio´n u otra. Si el estudio esta´ enfocado
a grandes feno´menos meteorolo´gicos, la resolucio´n que ofrece el sate´lite Meteosat
sera´ la adecuada para poder disponer de una cobertura global de la superficie te-
rrestre. Si deseamos estudiar la cobertura ecolo´gica de una determinada zona, la
resolucio´n espacial ofrecida por el sate´lite Landsat puede ser adecuada, debido a
que no es ni muy elevada ni demasiado reducida. En cambio, si queremos realizar
un estudio de objetos de manera individual, necesitamos utilizar la resolucio´n ofre-
cida por el sensor Ikonos-1. Por lo tanto, la resolucio´n espacial que elijamos para
nuestro estudio debe ser lo suficientemente grande como para poder disponer de
la informacio´n que necesitamos y, a su vez, lo suficientemente pequen˜a como para
descartar informacio´n redundante. Mantener dicho equilibrio puede ahorrarnos no
so´lo costes computacionales innecesarios, sino tambie´n resultados erro´neos, por no
disponer de la suficiente informacio´n.
– Resolucio´n temporal: es el intervalo de tiempo que transcurre entre cada imagen
obtenida por el sensor de la misma zona de la superficie terrestre. Esta resolucio´n
puede ser la que queramos en el caso de los aviones, cada media hora en el caso
de los sate´lites geos´ıncronos y variable en el caso de los sate´lites helios´ıncronos.
– Resolucio´n espectral: es el nu´mero y anchura de las bandas electromagne´ticas
captadas por el sensor. A mayor nu´mero de bandas, dispondremos de mayor nu´me-
ro de variables que puedan describir cada p´ıxel de la imagen. Por otro lado, las
bandas estrechas aumentan el poder discriminante de los valores captados por el
sensor sobre las bandas anchas. El nu´mero de bandas y la anchura depende del
objetivo que se pretende cubrir con la informacio´n captada por el sensor.
Tesis doctoral: “Clasificacio´n de Ima´genes de Sate´lite mediante Auto´matas Celulares”
1.2. CARACTERI´STICAS DE LAS IMA´GENES DE SATE´LITE 43
– Resolucio´n radiome´trica: es la sensibilidad para discriminar entre pequen˜as
variaciones en la radiacio´n captada por el sensor. Esta resolucio´n se suele expresar
como el nu´mero de bits necesarios para almacenar cada p´ıxel, lo que nos ofrece
el nu´mero de niveles digitales (ND) del sensor. A mayor resolucio´n radiome´trica,
mayor informacio´n sera´ captada por el sensor.
1.2.3. Errores en la captacio´n de ima´genes
Existen diversos factores que pueden influir, negativamente, durante el proceso de capta-
cio´n de la radiacio´n electromagne´tica de la superficie terrestre por parte de los sensores
de las plataformas satelitales, introduciendo errores no deseados en los datos recogidos.
Estos errores se pueden clasificar en tres grandes categor´ıas: geome´tricos, radiome´tri-
cos y atmosfe´ricos. A continuacio´n se muestran los errores ma´s frecuentes que podemos
encontrar dentro de cada categor´ıa:
– Errores geome´tricos: provocados por la propia plataforma satelital, por los sen-
sores instalados en ella o por el feno´meno de rotacio´n terrestre. En primer lugar, las
distorsiones provocadas por la plataforma satelital tienen su origen en oscilaciones
aleatorias de su altitud, orientacio´n y velocidad, que alteran de manera imprede-
cible la relacio´n que se establece entre la superficie terrestre y las posiciones de la
imagen adquirida. En segundo lugar, los errores introducidos por los sensores se
deben a la elevada complejidad del proceso de captacio´n de la imagen, y puede
producir que no todos los p´ıxeles de la imagen tengan la misma resolucio´n. En ter-
cer lugar, el feno´meno natural de rotacio´n de la Tierra produce que la superficie
terrestre se desplace espacialmente desde el momento de inicio del proceso de la
captura de la imagen hasta el final del mismo, debido a que dicho proceso puede
llegar a requerir bastante tiempo. Todos estos errores se pueden solucionar gracias
a la correccio´n geome´trica, mediante un proceso llamado georreferenciacio´n de la
imagen de sate´lite.
– Errores radiome´tricos: provocados por la descalibracio´n de algu´n detector que
los sensores poseen por cada una de las bandas electromagne´ticas que captan, lo
que puede producir efectos de bandeado en la imagen obtenida. El algunos casos
pueden perderse algunos p´ıxeles o l´ıneas enteras. Estos errores pueden solucionarse
mediante la correccio´n radiome´trica.
– Errores atmosfe´ricos: provocados por la interaccio´n que se produce entre la
radiacio´n electromagne´tica y la atmo´sfera. Estos errores pueden solucionarse me-
diante la correccio´n atmosfe´rica.
Todos los errores mencionados, aunque no suelen ser demasiado frecuentes, pueden
dificultar y entorpecer el ana´lisis de las ima´genes de sate´lite. Por lo tanto, es importante
aplicar las correcciones descritas a las ima´genes de sate´lite que presenten cualquiera de
estas caracter´ısticas.
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1.3. Sate´lites Landsat
En este apartado se explican las caracter´ısticas te´cnicas de los sate´lites Landsat, y a
continuacio´n se exponen las distintas aplicaciones ma´s utilizadas de las combinaciones
de bandas para las ima´genes de sate´lite capturadas por Landsat 7.
1.3.1. Caracter´ısticas te´cnicas de los sate´lites Landsat
El programa Landsat esta´ formado por un grupo de sate´lites creados y puestos en
o´rbita por EE.UU. con el objetivo de observar la superficie terrestre a alta resolucio´n.
Los sate´lites Landsat esta´n controlados por la NASA, aunque las ima´genes recibidas son
procesadas y comercializadas por la Servicio Geolo´gico de los Estados Unidos (USGS en
ingle´s). La Tabla 1.1 muestra el per´ıodo de actividad de los 8 sate´lites Landsat lanzados
hasta la fecha.
Sate´lite Fecha de lanzamiento Fin de operacio´n
Landsat 1 23-07-1972 05-01-1978
Landsat 2 22-01-1975 27-07-1983
Landsat 3 05-03-1978 07-09-1993
Landsat 4 16-06-1982 14-12-1993
Landsat 5 01-03-1984 30-11-2011
Landsat 6 03-10-1993 Lanzamiento fallido
Landsat 7 15-04-1999 En activo
Landsat 8 11-02-2013 En activo
Tabla 1.1: Per´ıodo de actividad de los sate´lites Landsat (Fuente: NASA).
Los experimentos llevados a cabo para desarrollar esta tesis doctoral se han realizado
sobre ima´genes de sate´lite capturadas en 2003 por parte del Landsat 7, cuyo esquema
se muestra en la Figura 1.9.
Figura 1.9: Esquema general del sate´lite Landsat 7 (Fuente: NASA).
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Los dos primeros sate´lites Landsat incorporaban un sistema de sensores formado por
tres ca´maras RBV, que registraban informacio´n en una banda espectral comprendida
entre el verde y el infrarrojo cercano. Este sistema fue sustituido en el tercer sate´lite
Landsat por el sistema Vidicon, que mejoraba la resolucio´n espacial de las ima´genes
de sate´lite capturadas. Ma´s adelante, el Landsat 5 utilizo´ un nuevo tipo de sensor de-
nominado Thematic Mapper (TM ), que mejoraba la resolucio´n espacial, espectral y
radiome´trica respecto al sistema Vidicon. Posteriormente, el sate´lite Landsat 7 fue equi-
pado con una versio´n mejorada del sensor TM, denominado ETM+ (Enhaced Thematic
Mapper), que incorporaba una banda pancroma´tica con una resolucio´n espacial de 15
metros, y un total de 8 bandas espectrales. Para finalizar, el Landsat 8 cuenta con dos
sensores: el OLI (Operational Land Imager) y el TIRS (Thermal Infrared Sensor), y
con un total de 11 bandas espectrales. En el caso del sate´lite Landsat 7, cuyas ima´ge-
nes han sido utilizadas durante la experimentacio´n realizada en esta tesis doctoral, la
resolucio´n espacial de sus bandas es de 30 metros, lo que permite disponer de una gran
cantidad de informacio´n del a´rea de estudio, sin que a su vez sea redundante por tener
exceso de resolucio´n. La Tabla 1.2 muestra las caracter´ısticas te´cnicas de las bandas
proporcionadas por el sistema ETM+ del Landsat 7.
Banda Longitud de onda Aplicaciones
1 0,45-0,52 (azul) - Mapeo de aguas costeras.
- Diferenciacio´n entre suelo y vegetacio´n.
2 0,52-0,60 (verde) - Calidad de agua.
- Mapeo de vegetacio´n.
3 0,63-0,90 (rojo) - Agricultura.
- Calidad de agua.
- Absorcio´n de la clorofila.
- A´reas urbanas y uso del suelo.
- Diferenciacio´n de especies vegetales.
4 0,76-0,90 (infrarrojo cercano) - Agricultura y vegetacio´n.
- Delimitacio´n de cuerpos de agua.
- Mapeo geomorfolo´gico y geolo´gico.
5 1,55-1,75 (infrarrojo medio) - Vegetacio´n.
- Agricultura.
- Uso del suelo.
- Diferenciacio´n entre nubes y nieve.
- Medicio´n de humedad en la vegetacio´n.
6 10,40-12,50 (infrarrojo te´rmico lejano) - Corrientes marinas.
- Propiedades termales del suelo.
- Mapeo de stress te´rmico en plantas.
7 2,08-2,35 (infrarrojo te´rmico cercano) - Mapeo hidrotermal.
- Identificacio´n de minerales.
8 0,52-0,90 (pancroma´tico) - Catastro rural, infraestructuras.
Tabla 1.2: Caracter´ısticas te´cnicas del sistema ETM+ (Fuente: NASA).
Estas bandas espectrales se pueden combinar entre s´ı para optimizar los resultados
de un estudio concreto, como se muestra en las siguientes secciones.
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1.3.2. Combinacio´n 3,2,1 (color verdadero)
Esta combinacio´n utiliza las tres bandas de la regio´n visible del espectro electromagne´tico
(azul, verde, rojo), por lo que es la que ma´s se aproxima a los colores reales de la
superficie terrestre vista desde el espacio. Por lo tanto, a esta combinacio´n tambie´n se
le conoce con el nombre de color verdadero. Es una combinacio´n ideal para realizar
estudios del agua, ya que las bandas visibles nos ofrecen una mayor respuesta a la luz
que ha penetrado con mayor profundidad, y por lo tanto podemos distinguir tanto la
profundidad del agua como las corrientes marinas, zonas turbias y zonas con sedimentos
en suspensio´n. Adema´s, nos permite observar la imagen de sate´lite con los colores reales
que se ven con el ojo humano. La Figura 1.10 muestra la combinacio´n 3,2,1 de una
imagen de sate´lite de El Ejido, Almer´ıa. Con esta combinacio´n de bandas, las distintas
zonas de una imagen de sate´lite son coloreadas de la siguiente forma:
– Azul claro: zonas costeras y con sedimentos en suspensio´n.
– Azul oscuro: aguas profundas y sin sedimentos en suspensio´n.
– Verde: vegetacio´n variada.
– Marro´n y amarillo: a´reas urbanas y suelo expuesto.
– Gris azulado: invernaderos.
Figura 1.10: Combinacio´n 3,2,1 de El Ejido, Almer´ıa.
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1.3.3. Combinaciones 4,3,2 / 5,4,3 / 4,5,3
La combinacio´n 4,3,2 utiliza dos bandas de la regio´n visible del espectro electro-
magne´tico (verde, rojo) y una banda de la regio´n infrarroja (infrarrojo cercano). La
banda 4 es sensible a la clorofila, por lo que nos permite observar variaciones en la vege-
tacio´n. La Figura 1.11 muestra la combinacio´n 4,3,2 de la misma imagen de sate´lite. Con
esta combinacio´n de bandas, las distintas zonas de una imagen de sate´lite son coloreadas
de la siguiente forma:
– Azul claro: zonas costeras y con sedimentos en suspensio´n.
– Azul oscuro: aguas profundas y sin sedimentos en suspensio´n.
– Rojo: vegetacio´n variada.
– Azul claro: a´reas urbanas y suelo expuesto.
– Rosa claro: invernaderos.
Figura 1.11: Combinacio´n 4,3,2 de El Ejido, Almer´ıa.
La combinacio´n 5,4,3, que utiliza dos bandas de la regio´n infrarroja del espectro
electromagne´tico (infrarrojo cercano, infrarrojo medio) y una banda de la regio´n visible
(rojo), muestra una mayor diferenciacio´n entre el suelo y el agua. La Figura 1.12 muestra
la combinacio´n 5,4,3 de la misma imagen de sate´lite. Con esta combinacio´n de bandas,
las distintas zonas de una imagen de sate´lite son coloreadas de la siguiente forma:
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– Negro: zonas costeras y con sedimentos en suspensio´n.
– Negro: aguas profundas y sin sedimentos en suspensio´n.
– Verde: vegetacio´n variada.
– Rosa: a´reas urbanas y suelo expuesto.
– Azul: invernaderos.
Figura 1.12: Combinacio´n 5,4,3 de El Ejido, Almer´ıa.
La combinacio´n 4,5,3 utiliza las mismas bandas que la combinacio´n anterior, pero
asociadas a colores diferentes. La Figura 1.13 muestra la combinacio´n 4,5,3 de la misma
imagen de sate´lite. Con esta combinacio´n de bandas, las distintas zonas de una imagen
de sate´lite son coloreadas de la siguiente forma:
– Azul oscuro: zonas costeras y con sedimentos en suspensio´n.
– Azul oscuro: aguas profundas y sin sedimentos en suspensio´n.
– Marro´n, verde y amarillo: vegetacio´n variada.
– Azul claro: a´reas urbanas y suelo expuesto.
– Morado: invernaderos.
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Figura 1.13: Combinacio´n 4,5,3 de El Ejido, Almer´ıa.
1.3.4. Otras combinaciones
Se pueden realizar otras combinaciones con las distintas bandas de las ima´genes Landsat
7, y cada combinacio´n tiene una aplicacio´n concreta, dependiendo del tipo de estudio que
se este´ desarrollando. La Tabla 1.3 muestra las combinaciones de bandas ma´s frecuentes
de las ima´genes Landsat 7.
Combinacio´n Tipo de estudio
354 Clasificacio´n de suelos
354, 357 Erosio´n de suelos
234, 345, 347 Sectores ambientales
135, 752, 753, 754 Geolog´ıa
145, 157, 245, 247, 257 Clasificacio´n de cubiertas
Tabla 1.3: Combinacio´n de bandas de Landsat 7.
1.4. Clasificacio´n de ima´genes de sate´lite
En este apartado se exponen las diferencias entre los algoritmos de clasificacio´n de
ima´genes de sate´lite no supervisados y supervisados, y posteriormente se realiza una
descripcio´n de varios algoritmos no supervisados (k-medias e isodata) y supervisados
(paralelep´ıpedos, mı´nima distancia y ma´xima verosimilitud).
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1.4.1. Clasificacio´n no supervisada y supervisada
La clasificacio´n de ima´genes de sate´lite es un proceso que consiste en agrupar los p´ıxeles
de una imagen en un nu´mero finito de clases, basa´ndose en los valores espectrales de
las distintas bandas, convirtiendo de este modo la informacio´n captada por los sensores
del sate´lite como niveles digitales a una escala catego´rica fa´cil de interpretar por los
analistas expertos [73]. Los p´ıxeles que pertenezcan a la misma clase debera´n tener unas
caracter´ısticas espectrales similares [96].
Los algoritmos de clasificacio´n de ima´genes de sate´lite son una de las te´cnicas
ma´s importantes utilizadas en el a´mbito de la teledeteccio´n, ya que facilitan a los investi-
gadores la interpretacio´n de la gran cantidad de informacio´n contenida en sus bandas. El
objetivo de los algoritmos de clasificacio´n de ima´genes de sate´lite consiste en dividir los
p´ıxeles de la imagen en distintas clases, llamadas clases espectrales, teniendo en cuenta
la similitud existente entre dichos p´ıxeles. La imagen que se obtiene como resultado con-
siste ba´sicamente en un mapa tema´tico de la imagen original [96]. Los analistas expertos
utilizan posteriormente la imagen clasificada para interpretar de manera ma´s sencilla la
informacio´n contenida en la imagen de sate´lite. Los algoritmos de clasificacio´n de ima´ge-
nes de sate´lite han experimentado un gran avance en los u´ltimos an˜os, debido a que
existen numerosos grupos de investigacio´n intentando mejorar la tasa de acierto de los
algoritmos ya existentes. Como consecuencia, en la literatura existe una gran cantidad
de procedimientos para clasificar ima´genes de sate´lite.
La Figura 1.14 muestra el esquema general del proceso de clasificacio´n de una imagen
de sate´lite. Como se puede observar en la parte izquierda, la imagen tiene 4 bandas, y se
han tomado los valores espectrales de un p´ıxel concreto como ejemplo, con el objetivo de
clasificarlo en una de las tres clases existentes: tierra, agua o plantas. En la parte derecha
de la imagen se muestra un ejemplo de co´mo quedar´ıa la imagen original despue´s del
proceso de clasificacio´n, en la que cada p´ıxel de la imagen ha sido etiquetado en su clase
correspondiente, teniendo en cuenta sus cuatro valores espectrales.
Figura 1.14: Esquema general del proceso de clasificacio´n de ima´genes de sate´lite.
En cualquier algoritmo de clasificacio´n de ima´genes de sate´lite podemos encontrar
las siguientes fases gene´ricas:
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– Fase de entrenamiento: definicio´n de las clases en las que se van a agrupar los
p´ıxeles de la imagen. En esta fase se define el nu´mero de clases que participara´ en
el proceso de clasificacio´n, as´ı como los rangos que abarcara´n las propiedades es-
pectrales de sus p´ıxeles.
– Fase de asignacio´n: agrupacio´n de los p´ıxeles en las distintas clases previamente
definidas. Durante esta fase, cada p´ıxel de la imagen de sate´lite es etiquetado en
su clase correspondiente, teniendo en cuenta la informacio´n obtenida por la fase
de entrenamiento.
– Verificacio´n: comprobacio´n de los resultados obtenidos. En esta fase se analiza
la tasa de acierto obtenida por el algoritmo de clasificacio´n, utilizando para ello
una matriz de confusio´n u otro me´todo de verificacio´n.
Los algoritmos de clasificacio´n de ima´genes de sate´lite se pueden dividir en dos gran-
des grupos, dependiendo del me´todo utilizado durante la fase de entrenamiento: clasifica-
cio´n no supervisada y clasificacio´n supervisada, ambos tipos de clasificadores basados en
las propiedades espectrales de los p´ıxeles de la imagen. La utilizacio´n de procedimientos
no supervisados o supervisados depende fundamentalmente del conocimiento que posee
el analista experto sobre la zona de estudio [6]. Si se posee conocimiento humano experto
de la zona de estudio, es recomendable usar siempre una clasificacio´n supervisada [80].
La Figura 1.15 muestra el proceso general de clasificacio´n no supervisada y supervisada,
cada uno en un diagrama de flujo.
Figura 1.15: (Izq.) Clasificacio´n no supervisada. (Dcha.) Clasificacio´n supervisada.
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En los algoritmos de clasificacio´n no supervisados, el analista experto so´lo debe
especificar el nu´mero de clases en las que desea dividir la imagen, y el propio algorit-
mo se encarga de agrupar los p´ıxeles similares basa´ndose u´nicamente en la informacio´n
espectral almacenada en las bandas de cada p´ıxel. En este tipo de algoritmos, por tan-
to, no es necesario que el analista experto conozca la zona de estudio. Los algoritmos
clasificadores k-medias e isodata son dos de los procedimientos ma´s utilizados para la
clasificacio´n no supervisada de ima´genes de sate´lite.
En los algoritmos de clasificacio´n supervisados, el analista experto selecciona
varias muestras de los p´ıxeles de cada clase, formando el denominado conjunto de entre-
namiento, para que el algoritmo pueda realizar una clasificacio´n ma´s precisa basada en el
conocimiento humano. En este tipo de algoritmos, el conocimiento que posee el analista
experto sobre el a´rea de estudio determina la calidad del conjunto de entrenamiento,
y por lo tanto es un factor muy influyente en el resultado final de la clasificacio´n. Los
p´ıxeles son etiquetados en la clase a la que ma´s se asemejan a nivel espectral [9], teniendo
en cuenta el conjunto de entrenamiento. Existen muchos algoritmos de clasificacio´n su-
pervisados, como paralelep´ıpedos, mı´nima distancia y ma´xima verosimilitud. La Figura
1.16 muestra la descripcio´n del proceso general de clasificacio´n (a), as´ı como los resul-
tados obtenidos en una clasificacio´n no supervisada (b) y una clasificacio´n supervisada
(c) sobre una imagen de sate´lite de la provincia de Almer´ıa.
Figura 1.16: (a) Descripcio´n del proceso general de clasificacio´n. (b) Resultados de una
clasificacio´n no supervisada. (c) Resultados de una clasificacio´n supervisada.
Este tipo de algoritmos de clasificacio´n de ima´genes de sate´lite se denominan clasifi-
cadores espectrales, ya que clasifican cada p´ıxel teniendo en cuenta sus valores espectrales
propios, con o sin la ayuda del conjunto de entrenamiento definido por el analista experto.
Tanto los algoritmos de clasificacio´n espectrales supervisados como los no supervisados
funcionan bastante bien en ima´genes que no esta´n alteradas por el ruido y donde las
propiedades espectrales de los p´ıxeles pueden establecer las clases con suficiente certeza,
sin que existan clases muy pro´ximas entre s´ı.
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Sin embargo, si las ima´genes se encuentran alteradas por ruido de tipo impulsivo-
gaussiano o existen variaciones sustanciales en las propiedades de los p´ıxeles, la imagen
resultante puede tener muchas pequen˜as regiones (a menudo de un p´ıxel) que este´n mal
clasificadas. Para solucionar este error de clasificacio´n se pueden utilizar te´cnicas adicio-
nales a las espectrales, como el uso de algoritmos contextuales. En estos algoritmos
no so´lo se tienen en cuenta los valores espectrales de cada p´ıxel de la imagen, sino que
tambie´n se tienen en cuenta los valores de los p´ıxeles de alrededor, creando una vecindad
para cada p´ıxel. Existen varios algoritmos de clasificacio´n contextual que utilizan valores
promedios, valores ma´ximos o descripcio´n de las texturas para mejorar la clasificacio´n
espectral. En las siguientes secciones se explica el funcionamiento de dos algoritmos de
clasificacio´n no supervisados (k-medias e isodata) y tres algoritmos supervisados (para-
lelep´ıpedos, mı´nima distancia y ma´xima verosimilitud).
1.4.2. Clasificador k-medias
El algoritmo k-medias [69] es uno de los clasificadores no supervisados ma´s sencillos. Se
trata de un me´todo de ana´lisis de grupos que tiene como objetivo realizar una particio´n
de un conjunto de elementos de entrada E en un nu´mero de clusters (o grupos) k
determinado de antemano, de tal modo que cada cluster incorpora los elementos con la
media ma´s cercana. A continuacio´n se muestran los pasos del algoritmo k-medias:
#1. Se determina el nu´mero de clusters k.
#2. Se seleccionan k centros iniciales tomados al azar.
#3. Se asigna cada uno de los p´ıxeles al cluster cuyo centro se encuentre ma´s cercano.
#4. Se calcula el valor de los centros con los nuevos p´ıxeles asignados como el promedio
de los elementos del cluster.
#5. Si las fronteras de los clusters cambian significativamente, volver al paso 3.
Como se puede apreciar, en cada iteracio´n se va refinando el proceso de clustering, de
tal modo que se van agrupando los p´ıxeles con similares caracter´ısticas en la misma clase.
Como salida, el algoritmo k-medias ofrece un conjunto formado por los centros de las k
clases, as´ı como los elementos de entrada E etiquetados con la clase correspondiente. La
Tabla 1.4 muestra el pseudoco´digo del algoritmo k-medias.
1.4.3. Clasificador isodata
El algoritmo isodata [11] es una mejora del algoritmo k-medias, ya que permite no so´lo
especificar un nu´mero ma´ximo de iteraciones para realizar el proceso de clustering, sino
adema´s establecer un umbral de convergencia que determine el porcentaje de p´ıxeles
mı´nimo que se debe modificar entre dos iteraciones consecutivas para continuar con el
algoritmo. Gracias a estas mejoras se consigue mejorar el proceso de creacio´n de dicho
agrupamiento. A continuacio´n se muestran los pasos del algoritmo isodata:
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Algoritmo k-medias (E, k)
Entrada:
E = {e1, e2, ..., en}: conjunto de p´ıxeles a clasificar
k: nu´mero de clases
Salida:
C = {c1, c2, ..., ck}: conjunto de centros de las clases
L = {l(e)|e = 1, 2, ..., n}: p´ıxeles clasificados
01 foreach ci ∈ C do
02 ci ← ej ∈ E
03 end
04 foreach ei ∈ E do




09 foreach ci ∈ C do
10 UpdateCluster(ci)
11 end
12 foreach ei ∈ E do
13 minDist← minDistance(ei, cj)|j ∈ {1..k}





19 until changed = true
Tabla 1.4: Algoritmo de clasificacio´n k-medias.
#1. Se introducen los siguientes para´metros: k (nu´mero ma´ximo de clusters), T (umbral
de convergencia) y maxIters (nu´mero ma´ximo de iteraciones).
#2. Se determinan de forma arbitraria los centros de los k clusters.
#3. Se calcula la distancia espectral de cada uno de los p´ıxeles de la imagen a los
centros. El p´ıxel se asigna a la clase cuyo centro este´ ma´s cercano.
#4. Con los nuevos p´ıxeles asignados a clusters, se recalculan los nuevos centros.
#5. Si alguno de los clusters es demasiado pequen˜o se puede eliminar, disminuyendo
el nu´mero de clusters determinado en un principio por el usuario. Si los centros
de dos clusters esta´n muy cercanos, e´stos se pueden unir, y si un cluster contiene
muchos objetos y su varianza en alguna variable es extremadamente grande, este
cluster se divide en dos, siempre que no se supere el nu´mero ma´ximo de clusters
introducidos por el usuario, k.
#6. Si no se ha alcanzado el nu´mero ma´ximo de iteraciones maxIters, o el porcentaje
de p´ıxeles que se modifica entre dos iteraciones esta´ por debajo del umbral de
convergencia T , se vuelve al paso 3.
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El algoritmo isodata es uno de los clasificadores no supervisados ma´s utilizados, por
sus buenos resultados. La Tabla 1.5 muestra el pseudoco´digo del algoritmo isodata.
Algoritmo isodata (E, k, T,maxIters)
Entrada:
E = {e1, e2, ..., en}: conjunto de p´ıxeles a clasificar
k: nu´mero de clases
T : umbral de convergencia
maxIters: ma´ximo de iteraciones
Salida:
C = {c1, c2, ..., ck}: conjunto de centros de las clases
L = {l(e)|e = 1, 2, ..., n}: p´ıxeles clasificados
01 foreach ci ∈ C do
02 ci ← ej ∈ E
03 end
04 foreach ei ∈ E do
05 l(ei)← minDistance(ei, cj)|j ∈ {1..k}
06 end
07 iter ← 0;
08 repeat
09 changed← 0;
10 foreach ci ∈ C do
11 UpdateCluster(ci)
12 end
13 foreach ei ∈ E do
14 minDist← minDistance(ei, cj)|j ∈ {1..k}
15 if minDist 6= l(ei) then
16 l(ei)← minDist
17 changed← changed + 1
18 end
19 end
20 iter + +;
21 until changed < T and iter ≤ maxIters
Tabla 1.5: Algoritmo de clasificacio´n isodata.
1.4.4. Clasificador paralelep´ıpedos
En el caso del clasificador paralelep´ıpedos [38], el usuario fija un a´rea de dominio para
cada categor´ıa, teniendo en cuenta sus valores de centralidad y dispersio´n. Posterior-
mente cada p´ıxel es asignado a una clase si sus niveles digitales ND esta´n dentro del
a´rea de dominio de esa clase, para todas las bandas que intervienen en el proceso de cla-
sificacio´n. El p´ıxel x es asignado a la clase A si sus ND en las distintas bandas (NDx,n)
esta´n incluidos en el a´rea de dominio de esa clase, como muestra la siguiente expresio´n:
V CA,n −RDA,n ≤ NDx,n ≤ V CA,n +RDA,n (1.4)
donde:
– V CA,n: valor central de la clase A en la banda n.
c© A. Moise´s Esp´ınola Pe´rez (2014)
56 CAPI´TULO 1. TELEDETECCIO´N
– RDA,n: rango de dispersio´n de la clase A en la banda n.
– NDx,n: nivel digital del p´ıxel x en la banda n.
– n = 1, 2, ..., N : bandas de la imagen de sate´lite.
El clasificador paralelep´ıpedos tiene dos ventajas: considera la dispersio´n de las clases
y es ra´pido en ejecucio´n. Sin embargo tambie´n tiene dos limitaciones: algunos p´ıxeles
pueden clasificarse erro´neamente en varias clases y pueden quedar p´ıxeles sin clasificar.
El algoritmo paralelep´ıpedos, por tanto, tiene dos limitaciones en su funcionamiento.
Limitaciones que, como veremos a lo largo del Cap´ıtulo 3, pueden solucionarse mediante
el uso de auto´matas celulares. La Figura 1.17 muestra el proceso general de clasificacio´n
mediante el algoritmo paralelep´ıpedos en el espacio de caracter´ısticas de la imagen de
sate´lite, considerando tres clases.
Figura 1.17: Clasificacio´n mediante el algoritmo paralelep´ıpedos.
1.4.5. Clasificador mı´nima distancia
El clasificador mı´nima distancia [108] asigna a cada p´ıxel la clase que se encuentra a
menor distancia espectral respecto a su centroide, teniendo en cuenta todas las bandas
que intervienen en el ana´lisis. Para calcular la distancia entre el p´ıxel y las clases se




(NDx,n − V CA,n)2 (1.5)
donde:
– distx,A: distancia entre el p´ıxel x y la clase A.
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– NDx,n: nivel digital del p´ıxel x en la banda n.
– V CA,n: valor central de la clase A en la banda n.
– n = 1, 2, ..., N : bandas de la imagen de sate´lite.
Cuando se han calculado todas las distancias entre el p´ıxel y los centroides de las
clases, el algoritmo asigna al p´ıxel la clase ma´s cercana siguiendo la siguiente expresio´n:
clase(x) = {A|distx,A = min} (1.6)
El clasificador mı´nima distancia tambie´n tiene dos ventajas: todos los p´ıxeles de la
imagen son clasificados y es ra´pido en ejecucio´n. Y tambie´n tiene dos limitaciones: es
proclive a errores de comisio´n (asignar un p´ıxel a una clase erro´nea) y no considera la
varianza de las clases. Estas limitaciones tambie´n pueden solucionarse mediante el uso
de auto´matas celulares, como veremos a lo largo del Cap´ıtulo 3. La Figura 1.18 muestra
el proceso general de clasificacio´n mediante el algoritmo mı´nima distancia en el espacio
de caracter´ısticas de la imagen de sate´lite, considerando tres clases.
Figura 1.18: Clasificacio´n mediante el algoritmo mı´nima distancia.
1.4.6. Clasificador ma´xima verosimilitud
El clasificador ma´xima verosimilitud [61] considera que los ND de cada categor´ıa se
ajustan a una distribucio´n normal. Esto nos permite describir esa categor´ıa mediante
una funcio´n de probabilidad, a partir de su vector de medias y matriz de covarianza. De
este modo, podemos calcular la probabilidad de que un determinado p´ıxel pertenezca
a una categor´ıa: el ca´lculo se realiza para todas las categor´ıas definidas y el p´ıxel se
clasifica en la clase a la cual tenga ma´s probabilidad de pertenecer.
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Para calcular la probabilidad asociada a un cierto ND se necesita la media y la desvia-
cio´n t´ıpica de cada categor´ıa. En el caso de trabajar con una sola banda, la probabilidad







– p(x/A): probabilidad de que el p´ıxel x pertenezca a la clase A.
– NDx: nivel digital del p´ıxel x.
– MA: media de la clase A.
– σ2A: varianza de la clase A.
Una vez calculada la probabilidad para cada clase, un p´ıxel es asignado a la clase A
si se cumple la siguiente condicio´n:
p(x/A) >= p(x/B) (1.8)
A 6= B, con B = 1, .., numClases.
Este clasificador es ma´s fiable que los dos anteriores, ya que considera la variabili-
dad. Sin embargo, tiene como inconvenientes que requiere un gran coste computacional
y sobreclasifica las firmas. La Figura 1.19 muestra el proceso general de clasificacio´n me-
diante el algoritmo ma´xima verosimilitud en el espacio de caracter´ısticas de la imagen
de sate´lite, considerando tres clases.
Figura 1.19: Clasificacio´n mediante el algoritmo ma´xima verosimilitud.
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1.5. Resumen y conclusiones del cap´ıtulo
La teledeteccio´n es una ciencia aplicada que se utiliza en la actualidad para resolver
numerosos problemas de tipo medioambiental, militar, social y pol´ıtico a trave´s de las
ima´genes de sate´lite. En este cap´ıtulo nos hemos centrado en las caracter´ısticas de las
ima´genes del sate´lite Landsat 7, porque son las que se han utilizado para llevar a cabo
la mayor´ıa de los experimentos de esta tesis doctoral, como veremos ma´s adelante. Una
de las te´cnicas ma´s importantes empleadas en la teledeteccio´n son los algoritmos de
clasificacio´n de ima´genes de sate´lite. A pesar del elevado nu´mero de algoritmos super-
visados y no supervisados que existe en la actualidad, ninguno es 100 % eficiente, ya que
todos presentan una serie de limitaciones en su funcionamiento, incluso trabajando
con ima´genes de sate´lite que no presentan problemas an˜adidos.
Adema´s, como vimos en el Pro´logo, existen algunos p´ıxeles, denominados inciertos
a lo largo de este documento, que se encuentran a una distancia espectral casi equi-
valente de dos o ma´s clases diferentes. Debido a este hecho, dichos p´ıxeles pueden ser
erro´neamente clasificados si so´lo tenemos en cuenta la informacio´n espectral de sus ban-
das. Tambie´n podemos encontrarnos con p´ıxeles ruidosos en una imagen, aunque en un
porcentaje de frecuencia mucho menor que los p´ıxeles inciertos. Estos dos tipos de p´ıxe-
les, utilizando los algoritmos cla´sicos descritos a lo largo de este cap´ıtulo, seguramente
sera´n erro´neamente clasificados.
Por lo tanto es necesario utilizar algunas te´cnicas complementarias para ayudar a
mejorar dicho proceso de clasificacio´n, como pueden ser los algoritmos contextuales.
Hasta el momento, las ima´genes que incorporan una tasa de ruido, como consecuencia de
errores ocurridos durante el proceso de captacio´n de los sensores del sate´lite, son tratadas
mediante un determinado tipo de filtros aplicados antes del proceso de clasificacio´n
(pre-clasificacio´n), y los p´ıxeles inciertos pueden ser correctamente clasificados mediante
algoritmos contextuales que se aplican a la clasificacio´n obtenida previamente (post-
clasificacio´n). Ser´ıa interesante fusionar estos tres procesos en uno solo, para mejorar la
tasa de acierto y reducir el coste en tiempo.
El Cap´ıtulo 2 ofrece una introduccio´n teo´rica al modelo matema´tico del auto´mata
celular, y ofrece una descripcio´n detallada dos algoritmos determinados, ambos basa-
dos en los auto´matas celulares e implementados desde el proyecto SOLERES durante
el desarrollo de esta tesis doctoral, llamados RACA y TACA, para la simulacio´n de
precipitaciones sobre ima´genes de sate´lite DEM y la caracterizacio´n de texturas de
ima´genes-AC y naturales, respectivamente.
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U n auto´mata celular es un modelo matema´tico que evoluciona en pasos discretos,
y que normalmente se utiliza para simular sistemas de entidades naturales o artificiales
que interactu´an entre s´ı. Desde el origen de la teor´ıa del auto´mata celular, gracias a
von Neumann, los auto´matas celulares han sido ampliamente utilizados para resolver
problemas relacionados con los sistemas complejos y, sobre todo, para implementar todo
tipo de simulaciones naturales o artificiales. Este cap´ıtulo ofrece una introduccio´n teo´rica
al modelo matema´tico del auto´mata celular, y esta´ dividido en los siguientes apartados
principales:
– Introduccio´n a los auto´matas celulares: en este apartado se ofrece una de-
finicio´n conceptual de auto´mata celular as´ı como una posterior definicio´n formal
matema´tica, y adema´s se muestra una clasificacio´n de los auto´matas celulares uni-
dimensionales.
– Aplicaciones de los auto´matas celulares: en este apartado se muestran las
principales aplicaciones de los auto´matas celulares unidimensionales as´ı como la
notacio´n de Stephen Wolfram, las aplicaciones de los auto´matas celulares bidimen-
sionales, como por ejemplo el juego de la vida de Conway, y las aplicaciones ma´s
importantes de los auto´matas celulares en el a´mbito de la teledeteccio´n.
– Simulacio´n de precipitaciones mediante el algoritmo RACA: en este apar-
tado se ofrece una introduccio´n al modelado y la simulacio´n de precipitaciones,
se exponen los objetivos propuestos para este me´todo de simulacio´n basado en
auto´matas celulares, se realiza una descripcio´n del algoritmo RACA, y para finali-
zar se muestran las caracter´ısticas experimentales y los casos de estudio sobre los
que se ha aplicado.
– Caracterizacio´n de texturas mediante el algoritmo TACA: en este apar-
tado se explica co´mo obtener nu´meros decimales a partir de las reglas de Stephen
Wolfram a trave´s de un proceso de ingenier´ıa inversa, se expone co´mo usar los
nu´meros decimales obtenidos para caracterizar ima´genes-AC y texturas naturales
ampliando el procedimiento anterior, y se muestran los casos de estudio sobre los
que se ha aplicado.
– Resumen y conclusiones del cap´ıtulo: en este apartado se destacan los aspec-
tos de los auto´matas celulares en los que se centra esta tesis doctoral.
2.1. Introduccio´n a los auto´matas celulares
En este apartado se ofrece una definicio´n conceptual de auto´mata celular as´ı como una
posterior definicio´n formal matema´tica, y adema´s se muestra una clasificacio´n de los
auto´matas celulares unidimensionales.
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2.1.1. Definicio´n conceptual de auto´mata celular
Un auto´mata celular es un modelo matema´tico que consiste en una malla de celdas
distribuidas normalmente en forma de matriz bidimensional. Su precursor fue John von
Neumann [105] a mediados del siglo XX, y tiene las siguientes caracter´ısticas ba´sicas:
– Estados: cada celda toma un valor alfanume´rico que corresponde con su estado
actual. Existe un conjunto finito de estados posibles.
– Vecindad: conjunto de celdas que interactu´an con la actual. La Figura 2.1 muestra
los tipos de vecindad ma´s comunes de los auto´matas celulares: 4 vecinos (vecindad
de von Neumann), 8 vecinos (vecindad de Moore) y 24 vecinos (vecindad de Moore
extendida).
– f : funcio´n de transicio´n, que toma como entrada el estado de la celda actual y de
la vecindad, y devuelve un nuevo estado para la celda actual.
– Reglas: la funcio´n de transicio´n f utiliza un conjunto de reglas, que especifican
co´mo cambian los estados de las celdas dependiendo de los valores de entrada que
se introduzcan.
– Iteraciones: la funcio´n de transicio´n f se aplica a cada celda de la malla a trave´s
de varias iteraciones.
Figura 2.1: Tipos de vecindad: (a) von Neumann. (b) Moore. (c) Moore extendida.
Las celdas del auto´mata celular cambian su estado de manera discreta en el tiempo.
En cada iteracio´n, se comprueban todas las celdas y se aplican las reglas. Dichas reglas
se aplican a trave´s de la funcio´n de transicio´n f a cada celda, teniendo en cuenta no
so´lo su estado, sino tambie´n el de su vecindad [82]. Por lo tanto, los auto´matas celulares
sufren un proceso de evolucio´n a lo largo de la ejecucio´n de las distintas iteraciones, ya
que los estados de las celdas cambian durante dicha ejecucio´n. Desde este punto de vista,
durante las u´ltimas de´cadas, los auto´matas celulares se han convertido en una te´cnica
muy potente para resolver problemas de simulacio´n.
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Los auto´matas celulares se han aplicado para resolver una gran variedad de problemas
de diversos tipos: un modelo basado en auto´matas celulares para crear terapias contra
la infeccio´n del virus VIH [99], un sistema para comprender el crecimiento urbano [24],
un modelo de migracio´n de bancos de peces [95], un modelo basado auto´matas celulares
aplicado al mundo de los videojuegos [17], un modelo que simula una poblacio´n infectada
por una plaga perio´dica [37], un sistema basado en auto´matas celulares para simular
fluidos de lava [100], un modelo de ecosistema de vida artificial [113], un sistema para
realizar simulaciones de enfermedades [25], un modelo que simula el flujo de agua en
un canal de riego [72], un modelo para la competicio´n y evolucio´n de especies [26],
sistemas para el estudio de la enfermedad del ca´ncer basados en auto´matas celulares
[102] [50], simulacio´n del tra´fico tanto de veh´ıculos en ciudades [3] como de trenes en
v´ıas de ferrocarril [103], simulacio´n de avalanchas de nieve [5], un sistema de iluminacio´n
modular [13], nuevos sistemas criptogra´ficos basados en auto´matas celulares [48] [33] y
auto´matas celulares cua´nticos aplicados tanto a la simulacio´n de campos magne´ticos
macrosco´picos [34] como a la mejora de la eficiencia de algoritmos [59].
2.1.2. Definicio´n formal de auto´mata celular
Definicio´n 2.1 Auto´mata celular. Un auto´mata celular es una se´xtupla formada por
los siguientes elementos (d, r,Q,#, V, f), donde:
– d|d > 0: dimensio´n espacial del auto´mata celular. La posicio´n de cada celda se
expresa mediante un vector Zd. Con d = 1 tenemos un auto´mata unidimensional
y con posicio´n de las celdas en Z; con d = 2 tenemos un auto´mata bidimensional
y con posicio´n de las celdas en ZxZ, etc.
– r: ı´ndice que marca el taman˜o de la vecindad, es decir, el nu´mero de vecinos que
interactu´an con la celda actual.
– Q: conjunto de estados que puede tomar cada celda. El conjunto de estados es
finito e igual para todas las celdas.
– #: estado de Q llamado quiescente, que indica la ausencia de actividad.
– V : vector de vecindad, que contiene r elementos distintos de Zd. V ⊂ (Zd)r.
– f : funcio´n de transicio´n del auto´mata celular. Toma como argumentos de entrada
los estados de la celda actual y de los vecinos, y devuelve un nuevo estado para la
celda actual. La funcio´n de transicio´n f utiliza un conjunto de reglas que especifican
los procesos de cambio de los estados de las celdas. La funcio´n de transicio´n f se
aplica a cada celda de la matriz a trave´s de varias iteraciones, como muestra la
siguiente expresio´n matema´tica:
f : Qr+1 → Q
qi(t) = f(qi−r(t− 1), qi−r+1(t− 1), ..., qi+r(t− 1)) (2.1)
siendo qi(t) el estado de la celda i en el tiempo t.
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Definicio´n 2.2 Configuracio´n actual de un auto´mata celular. Definimos la con-
figuracio´n actual de un auto´mata celular C cualquiera a trave´s de la siguiente expresio´n
matema´tica:
σ : Zd → Q (2.2)
Definicio´n 2.3 Configuracio´n siguiente de un auto´mata celular. Definimos la
configuracio´n siguiente de un auto´mata celular en el tiempo t al resultado de aplicar las
reglas del auto´mata a sus celdas con los estados de la configuracio´n anterior t− 1, como
muestra la siguiente expresio´n:
σt : f(σt−1) (2.3)
Existen algunos trabajos que se han encargado de estudiar el aspecto ma´s teo´rico de
los auto´matas celulares, donde se ofrecen, desde un punto de vista matema´tico, diversos
teoremas y corolarios que se cumplen en este modelo [58].
2.1.3. Clasificacio´n de los auto´matas celulares
Stephen Wolfram, basa´ndose en el comportamiento dina´mico de los auto´matas celulares
unidimensionales, los clasifico´ en cuatro tipos distintos [110] [111]:
– Tipo 1: el comportamiento del auto´mata celular es predecible, ya que todas las
configuraciones evolucionan hacia un estado estable, independientemente de cual
sea la configuracio´n inicial, con lo que los patrones desaparecen.
– Tipo 2: el auto´mata celular tiene un comportamiento perio´dico, ya que evoluciona
hacia estructuras perio´dicas. Si se produce un cambio en un valor de la situacio´n
inicial, so´lo afecta a una regio´n finita a su alrededor.
– Tipo 3: el comportamiento del auto´mata celular es cao´tico, y pequen˜os cambios
en la configuracio´n inicial provoca evoluciones distintas.
– Tipo 4: es el tipo ma´s impreciso, donde se engloban sobre todo auto´matas celulares
que caen en un atractor despue´s de pasar por una amplia fase evolutiva.
2.2. Aplicaciones de los auto´matas celulares
En este apartado se muestran las principales aplicaciones de los auto´matas celulares uni-
dimensionales as´ı como la notacio´n de Stephen Wolfram, las aplicaciones de los auto´ma-
tas celulares bidimensionales, como por ejemplo el juego de la vida de Conway, as´ı como
las aplicaciones ma´s importantes que podemos encontrar dentro del a´mbito espec´ıfico de
la teledeteccio´n.
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2.2.1. Auto´matas celulares unidimensionales. Stephen Wolfram
Los auto´matas celulares unidimensionales son aquellos que tienen una sola dimen-
sio´n espacial, aunque realmente se representan en forma matricial. Cada generacio´n del
auto´mata celular unidimensional esta´ representada por un renglo´n de la matriz, donde
la primera generacio´n corresponde con el primer renglo´n y las siguientes se ubican de
manera correlativa [109]. A lo largo del presente documento, se denominara´ imagen-AC
a la representacio´n matricial de las distintas generaciones producidas por un auto´ma-
ta celular unidimensional. A continuacio´n se muestra un ejemplo de auto´mata celular
unidimensional, siguiendo la nomenclatura presentada a lo largo de este cap´ıtulo:
C = (1, 2, Q, 0, V, f), donde:
Q = {0, 1} y V = {−1, 1}
Se trata de un auto´mata celular con una dimensio´n espacial unidimensional y 2 veci-
nos por celda. Cada celda puede tomar dos estados posibles: 0 y 1. El estado quiescente
es el 0, y la vecindad de cada celda corresponde a la celda de la izquierda y de la derecha.
La funcio´n de transicio´n f del auto´mata celular se muestra a continuacio´n:
f(qi−1(t− 1), qi(t− 1), qi+1(t− 1)) = (qi−1(t− 1) + qi+1(t− 1))mod2 (2.4)
La Tabla 2.1 muestra la evolucio´n que experimenta dicho auto´mata celular unidi-
mensional a trave´s de 4 iteraciones, partiendo del estado inicial t=0.
t=0 0 0 0 0 1 0 0 0 0
t=1 0 0 0 1 0 1 0 0 0
t=2 0 0 1 0 0 0 1 0 0
t=3 0 1 0 0 0 0 0 1 0
t=4 1 0 0 0 0 0 0 0 1
Tabla 2.1: Evolucio´n del auto´mata celular unidimensional del ejemplo.
El precursor de los auto´matas celulares unidimensionales fue el cient´ıfico Stephen
Wolfram [112], creador del software Mathematica. Creo´ una numeracio´n espec´ıfica para
este tipo de auto´mata celular, donde se representa cada funcio´n de transicio´n como una
terna o vector formado por el estado actual y los estados de las dos celdas vecinas:
δi: (qh, [e1, e2]) ⇒ qt es equivalente a δi:([e1, qh, e2]) ⇒ qt
donde qh es el estado de la celda actual, y e1, e2 son los estados de las celdas adyacen-
tes. A continuacio´n se muestra un ejemplo concreto de funcio´n de transicio´n. Si tomamos
todas las combinaciones posibles, podemos representar dicha funcio´n de transicio´n f de
la siguiente manera:
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δ1: (0, [0, 0]) ⇒ 0 es equivalente a δ1:(0, 0, 0) ⇒ 0
δ2: (0, [0, 1]) ⇒ 1 es equivalente a δ2:(0, 0, 1) ⇒ 1
δ3: (1, [0, 0]) ⇒ 0 es equivalente a δ3:(0, 1, 0) ⇒ 0
δ4: (1, [0, 1]) ⇒ 1 es equivalente a δ4:(0, 1, 1) ⇒ 1
δ5: (0, [1, 0]) ⇒ 1 es equivalente a δ5:(1, 0, 0) ⇒ 1
δ6: (0, [1, 1]) ⇒ 1 es equivalente a δ6:(1, 0, 1) ⇒ 1
δ7: (1, [1, 0]) ⇒ 1 es equivalente a δ7:(1, 1, 0) ⇒ 1
δ8: (1, [1, 1]) ⇒ 0 es equivalente a δ8:(1, 1, 1) ⇒ 0
El vector generado por cada combinacio´n anterior se puede expresar como un nu´mero
binario de 3 d´ıgitos, y podemos asignar a cada valor binario su estado final. A conti-
nuacio´n podemos crear un vector de estados finales ordenados y expresarlo en sistema
de numeracio´n decimal, de tal forma que el ejemplo anterior quedar´ıa expresado de la
siguiente manera:
R = [0,1,0,1,1,1,1,0] (notacio´n binaria) ⇒ R = 94 (notacio´n decimal)
Por lo tanto, segu´n la notacio´n de Stephen Wolfram, la funcio´n de transicio´n f del
ejemplo anterior se puede resumir con la regla R94 obtenida al pasar a decimal el nu´mero
binario formado por los estados finales ordenados, producidos por las 8 combinaciones
anteriormente realizadas. Como partimos de un nu´mero formado por 8 d´ıgitos binarios,
podremos crear un total de 256 reglas ba´sicas. Cuando aplicamos una regla espec´ıfica
a un renglo´n de estados iniciales, va surgiendo un nuevo renglo´n en cada iteracio´n,
que unidos forman la matriz de generaciones a la que hemos llamado imagen-AC, es
decir, se forma una imagen aplicando un auto´mata celular unidimensional a un estado
inicial. La Figura 2.2 muestra la imagen-AC obtenida mediante la regla R94 tras aplicar
15 iteraciones. La Figura 2.3 muestra la imagen-AC creada por otra regla de Stephen
Wolfram, en este caso la regla R54.
Estas reglas, adema´s, pueden expresarse mediante expresiones matema´ticas. Si co-
menzamos con una sola celda negra en la regla R94, podemos codificar en binario las
generaciones sucesivas y comprobamos que forman el siguiente patro´n: 1, 111, 11011,
1110111, 110101011, etc, que en sistema de numeracio´n decimal corresponde al patro´n:
1, 7, 27, 119, 427, ... Dicha sucesio´n nume´rica puede expresarse, desde un punto de vista
matema´tico, a trave´s de la siguiente funcio´n:
a(n) =

1 si n = 0
7 si n = 1
1
6 (10 + 11 · 4n) si n > 1 es impar
1
3 (1 + 5 · 4n) si n > 0 es par
(2.5)
Tambie´n podemos comprobar, en la siguiente expresio´n, que dicha regla sigue un
patro´n nume´rico decimal en la generacio´n de nuevos estados:
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n+1 − 1) si n es impar
1
15 (4
n+2 − 1) si n es par
(2.6)
Figura 2.2: Imagen-AC generada por la regla R94.
Figura 2.3: Imagen-AC generada por la regla R54.
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La Figura 2.4 muestra las reglas ma´s conocidas con la notacio´n expuesta de Stephen
Wolfram, as´ı como los patrones que crea cada regla concreta. La Figura 2.5 muestra las
ima´genes-AC generadas por dichas reglas de Stephen Wolfram tras aplicar 15 iteraciones
al auto´mata celular unidimensional.
Figura 2.4: Reglas que generan las ima´genes-AC ma´s conocidas.
2.2.2. Auto´matas celulares bidimensionales. Juego de la vida
Los auto´matas celulares bidimensionales son aquellos en los que las celdas se situ´an
en un universo plano de dos dimensiones, es decir, una cuadr´ıcula bidimensional, de tal
modo que cada celda tiene 8 vecinos adyacentes. Una de las aplicaciones ma´s conocidas
de los auto´matas celulares bidimensionales es el llamado juego de la vida disen˜ado
por el matema´tico John Horton Conway en 1970, y publicado en la columna de juegos
matema´ticos de la revista Scientific American por Martin Gardner [49]. Dicha publi-
cacio´n fue de gran intere´s para diversos campos de la ciencia, sobre todo en el a´mbito
de las matema´ticas y la economı´a, debido a la gran variabilidad que ofrece el algoritmo
en la evolucio´n de los patrones. Como su propio nombre indica, el juego de la vida es
un algoritmo basado en un auto´mata celular bidimensional que simula el proceso mismo
de la vida, donde cada celda de la matriz puede realizar las acciones fundamentales de
cualquier ser vivo.
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Figura 2.5: Ima´genes-AC ma´s conocidas de Stephen Wolfram.
Cada celda corresponde a un ser vivo que, como tal, tiene la posibilidad de nacer,
reproducirse, mantenerse con vida y morir por soledad o superpoblacio´n. La definicio´n
del auto´mata celular que implementa el juego de la vida de Conway es la siguiente:
C = (2, 8, Q, 0, V, f), donde:
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Q = {0, 1} y V = {(−1,−1), (0,−1), (1,−1), (−1, 0), (1, 0), (−1, 1), (0, 1), (1, 1)}
Se trata de un auto´mata celular con una dimensio´n espacial bidimensional y 8 vecinos
por celda. Cada celda puede tomar 2 estados posibles: 0 y 1, que corresponde con los
estados muerta y viva, respectivamente. El estado quiescente es el 0, y la vecindad de
cada celda es de tipo Moore. La funcio´n de transicio´n f del auto´mata celular del juego
de la vida de Conway se muestra a continuacio´n:




i=1 qi(t− 1) = 2
1 si
∑8
i=1 qi(t− 1) = 3
0
(2.7)
Como se puede observar en la primera opcio´n de la funcio´n de transicio´n f del
auto´mata celular, cuando una celda posee 2 vecinos con vida, e´sta permanece en el
mismo estado en el que se encontraba (proceso de estabilidad). La segunda opcio´n de la
funcio´n de transicio´n f indica que, cuando una celda esta´ rodeada por 3 celdas vivas,
nace (proceso de reproduccio´n). La tercera opcio´n indica que, en cualquier otro caso, la
celda muere (procesos de soledad y superpoblacio´n). La Figura 2.6 muestra un ejemplo
de cada tipo de proceso del juego de la vida.
Figura 2.6: (a) Soledad : una celda viva con menos de 2 celdas vivas adyacentes muere.
(b) Sobrepoblacio´n: una celda viva con ma´s de 3 celdas vivas adyacentes tambie´n muere.
(c) Reproduccio´n: una celda muerta con 3 celdas vivas adyacentes nace. (d) Estabilidad :
una celda viva con dos celdas vivas adyacentes permanece viva.
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La Figura 2.7 muestra una simulacio´n del juego de la vida de Conway a trave´s de 75
iteraciones del auto´mata celular.
Figura 2.7: (a) Condicio´n inicial. (b) Iteracio´n 10. (c) Iteracio´n 25. (d) Iteracio´n 50.
(e) Iteracio´n 75.
2.2.3. Auto´matas celulares aplicados a la teledeteccio´n
Cuando aplicamos los auto´matas celulares a las ima´genes de sate´lite, consideramos que
cada p´ıxel de la imagen es una celda de un auto´mata celular bidimensional con una dis-
tribucio´n espacial en forma de matriz, y la vecindad de cada p´ıxel o celda del auto´mata
suele estar formada por los 8 p´ıxeles vecinos (vecindad de Moore), aunque dicha ve-
cindad puede variar dependiendo del objetivo que se pretende conseguir y puede estar
formada por so´lo 4 p´ıxeles vecinos (vecindad de von Neumann), o incluso los 24 p´ıxeles
de alrededor (vecindad de Moore extendida).
Los cambios en los estados de las celdas del auto´mata celular (p´ıxeles de la imagen)
ocurren de forma discreta en el tiempo. En cada iteracio´n del auto´mata celular se com-
prueba, para cada celda, su estado y los estados de su vecindad, para posteriormente
aplicar las reglas de la funcio´n de transicio´n f y obtener de esta forma el nuevo estado
de cada celda del auto´mata.
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Por lo tanto, los auto´matas celulares tienen un proceso de evolucio´n, ya que todas
las celdas esta´n cambiando continuamente de estado a trave´s de la funcio´n de transi-
cio´n f , a lo largo de las distintas iteraciones. Desde este punto de vista, los auto´matas
celulares se han convertido en las u´ltimas de´cadas en una herramienta de gran potencia
en el a´mbito de la teledeteccio´n, y han sido utilizados sobre todo en aplicaciones que
implican desarrollar algu´n tipo de simulacio´n en ima´genes de sate´lite, como pueden ser
las simulaciones medioambientales, la resolucio´n de feno´menos sociales complejos y las
aplicaciones variadas relacionadas con el a´mbito de la visio´n artificial.
En el a´mbito medioambiental se han realizado numerosos trabajos combinando
la teledeteccio´n con la te´cnica de los auto´matas celulares: simulaciones avanzadas del
proceso de derretimiento de la nieve con influencia de varios factores externos [64],
modelizacio´n dina´mica de sistemas de vegetacio´n [12], estudio de la propagacio´n de brotes
de co´lera mediante la mediciones indirectas del terreno [68], simulaciones de propagacio´n
de incendios forestales [78] [79] [57], modelado de procesos de deforestacio´n con elevada
biocomplejidad [77], simulaciones dina´micas destinadas al control del empleo de la tierra
[63] [74] o animaciones 3D de nubes [60].
Tambie´n se han realizado varios trabajos aplicando las propiedades que ofrecen los
auto´matas celulares a la teledeteccio´n para modelar distintos feno´menos sociales de
elevada complejidad [106], como por ejemplo el control del ruido del tra´fico de una ciudad
[86], o incluso te´cnicas avanzadas para la generacio´n de mallas tanto en el disen˜o urbano
como en el arquitecto´nico [22].
Dentro del a´mbito de la visio´n artificial, los auto´matas celulares se han aplicado
para la obtencio´n de mejoras en ima´genes, implementando filtros de reduccio´n de ruido
y deteccio´n de bordes [81].
2.3. Simulacio´n de precipitaciones mediante RACA
En este apartado se ofrece una introduccio´n al modelado y la simulacio´n de precipita-
ciones, se exponen los objetivos propuestos para este me´todo de simulacio´n basado en
auto´matas celulares, se realiza una descripcio´n del algoritmo RACA, y se muestran las
caracter´ısticas experimentales y los casos de estudio sobre los que se ha aplicado.
2.3.1. Modelado y simulacio´n de precipitaciones
Las caracter´ısticas f´ısicas de los feno´menos meteorolo´gicos han sido ampliamente mo-
deladas y simuladas por la comunidad cient´ıfica de todo el mundo. Una investigacio´n
profunda de la naturaleza de dichos procesos nos permite conocer, y sobre todo predecir,
los efectos que se producen sobre la superficie terrestre. En la actualidad, y gracias a
dichas predicciones, nos podemos anticipar a los efectos de los feno´menos meteorolo´gi-
cos, antes de que ocurran. De este modo, podemos conocer las futuras consecuencias del
cambio clima´tico, advertir a la poblacio´n antes del paso de un huraca´n con el objetivo
de salvar el ma´ximo nu´mero posible de vidas humanas, o utilizar las gra´ficas de preci-
pitaciones histo´ricas de una regio´n para realizar una previsio´n de futuras inundaciones
sobre un terreno poblado determinado.
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Uno de los feno´menos meteorolo´gicos ma´s estudiados a lo largo de la historia ha sido
el proceso de las precipitaciones, y su modelado virtual es un factor clave a la hora de
estimar los diferentes cambios medioambientales producidos por dicho feno´meno: varia-
cio´n de la cantidad de agua remanente en un pantano, formacio´n de nuevos r´ıos, erosio´n
del suelo, etc. El modelado matema´tico de sus propiedades f´ısicas es un proceso bastan-
te complejo, ya que influyen una enorme cantidad de variables que complican mucho la
implementacio´n de una simulacio´n totalmente fiel a la realidad. Sin embargo, se pueden
realizar aproximaciones bastante precisas. Existen muchos estudios que han investiga-
do el feno´meno de las precipitaciones, utilizando un gran diversidad de metodolog´ıas
relacionadas con diversos a´mbitos de la ciencia.
Como hemos visto a lo largo de este cap´ıtulo, los auto´matas celulares suelen utilizarse
para resolver problemas relacionados con los sistemas complejos [90]. Adema´s, han sido
ampliamente utilizados en el a´mbito de la teledeteccio´n para implementar procesos de
simulacio´n de feno´menos meteorolo´gicos y medioambientales en ima´genes de sate´lite
2D. Sin embargo, existen pocos estudios que utilicen las propiedades de los auto´matas
celulares sobre ima´genes de sate´lite DEM (Digital Elevation Model), que almacenan
en cada p´ıxel la altura correspondiente a dicha superficie, y por lo tanto nos ofrecen
la posibilidad de representar de manera tridimensional el modelado de la simulacio´n
realizada sobre la imagen de sate´lite.
Entre los trabajos de investigacio´n que esta´n relacionados con el propo´sito del algo-
ritmo RACA, y a su vez esta´n basados en los auto´matas celulares, podemos citar los
siguientes ejemplos: un modelo que simula la erosio´n que provoca el agua en el suelo [32],
un algoritmo que simula el flujo del agua [91], un modelo que simula el proceso de las
inundaciones [35], y un algoritmo que analiza el drenaje y la asimilacio´n de los datos de
las precipitaciones [29]. Todos estos trabajos de investigacio´n obtienen unos resultados
muy realistas, ya que utilizan un gran nu´mero de estados y reglas para su auto´mata ce-
lular correspondiente. Sin embargo, debido a la complejidad de los auto´matas celulares
que utilizan, tienen el inconveniente de que es necesario conocer previamente una gran
cantidad de para´metros para configurar su funcionamiento y, por lo tanto, es obliga-
torio realizar un estudio preliminar de la zona de estudio. En muchos casos, no existe
suficiente informacio´n para llevar a cabo la simulacio´n, o es muy costoso en tiempo con-
seguir dicha informacio´n. Sin embargo, el algoritmo RACA utiliza so´lo dos estados y
reglas en su auto´mata celular con el objetivo de simplificar el proceso de simulacio´n,
implementando so´lo la fuerza de la gravedad, y proporcionando resultados nume´ricos y
gra´ficos 3D del nivel final de agua acumulada. Por lo tanto, antes de la aplicacio´n del
algoritmo RACA no es necesario realizar un estudio preliminar de la zona de estudio y,
aunque sus resultados no tendra´n un acierto del 100 %, s´ı sera´n bastante aproximados,
y se obtendra´n con un coste computacional bajo.
Las siguientes secciones presentan una descripcio´n detallada del algoritmo RACA,
implementado en el marco del proyecto SOLERES, en el que se ha aplicado la meto-
dolog´ıa de los auto´matas celulares para modelar y simular el proceso meteorolo´gico de
las precipitaciones sobre una imagen de sate´lite DEM ofrecida por la NASA, mostran-
do resultados hidrolo´gicos tanto nume´ricos como tridimensionales del caudal de agua
remanente de la zona de estudio.
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2.3.2. Objetivos propuestos
Los principales objetivos que se pretenden cubrir con el desarrollo del algoritmo RACA
son los siguientes:
– Objetivo #1. Prevencio´n de desastres naturales en regiones urbanas:
se puede calcular el ı´ndice de probabilidad de desastres provocados por riadas e
inundaciones en zonas urbanas, teniendo en cuenta las gra´ficas de precipitaciones
registradas histo´ricamente en dicha regio´n. En los resultados visuales ofrecidos por
el algoritmo RACA se puede observar claramente que´ regiones de la imagen DEM
estara´n cubiertas por el agua tras realizar la simulaciones correspondientes. Por lo
tanto, si una zona que ya ha sido urbanizada aparece cubierta de agua utilizando
una gra´fica de precipitaciones registrada histo´ricamente en dicha zona, el riesgo
de inundacio´n es muy elevado y por lo tanto se deben poner medios para evitar
pe´rdidas humanas.
– Objetivo #2. Proyeccio´n de futuros proyectos de urbanismo: se pueden
establecer regiones urbanas seguras en torno a zonas geogra´ficas con riesgo de
inundacio´n. Teniendo en cuenta todas las gra´ficas de precipitaciones registradas
histo´ricamente en una regio´n determinada, el algoritmo RACA puede calcular
cua´l fue la cota ma´xima que alcanzo´ el agua en los distintos puntos de la imagen
de sate´lite tridimensional. Teniendo en cuenta los resultados obtenidos, nunca se
debera´n crear zonas urbanas en cotas inferiores a dicha altura de riesgo, para evitar
futuras pe´rdidas de vidas humanas.
– Objetivo #3. Estimacio´n del suministro de agua de una poblacio´n: te-
niendo en cuenta las gra´ficas de precipitaciones correspondientes al tipo de clima de
una zona determinada, se pueden realizar ca´lculos muy aproximados de la estima-
cio´n del caudal de agua acumulado en una regio´n que posee un pantano artificial.
El algoritmo RACA tambie´n considera la cantidad inicial de agua que pudiera
tener dicho pantano (condiciones iniciales antes de la simulacio´n). Adema´s, tam-
bie´n se pueden calcular las zonas geogra´ficas ma´s indicadas para la construccio´n
del muro de una presa, con el objetivo de optimizar el proceso de acumulacio´n
de agua con una cantidad mı´nima de muro construido, y de este modo ahorrar
material de construccio´n.
2.3.3. Algoritmo RACA
El algoritmo RACA (Rainfall Algorithm with Cellular Automata) [42] toma como argu-
mentos de entrada una o varias gra´ficas de precipitaciones medidas en litros por metro
cuadrado de distintos momentos puntuales, que pueden ser d´ıas, semanas, meses, an˜os,
de´cadas, etc. Posteriormente se aplican las distintas reglas establecidas del auto´mata
celular sobre la imagen de sate´lite DEM, realizando una simulacio´n completa para cada
una de las muestras de precipitaciones, y empleando para cada simulacio´n tantas ite-
raciones como sean necesarias para que el agua descienda y se acumule en los niveles
menos elevados de la superficie de la imagen.
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La presentacio´n de resultados no so´lo se realiza despue´s de cada iteracio´n del auto´ma-
ta celular, sino tambie´n al final del proceso completo. Por lo tanto, podemos saber en
cada momento que´ cantidad de caudal de agua remanente existe en dicha regio´n de la
superficie terrestre. Las consideraciones previas que se deben tener en cuenta antes de
aplicar el algoritmo RACA son las siguientes:
– Condiciones iniciales: antes de aplicar la simulacio´n 3D, se parte de unas condi-
ciones iniciales (caudal de agua ya existente en el pantano/r´ıo, o regio´n montan˜osa).
– Gra´ficas de precipitaciones: para llevar a cabo la simulacio´n es necesario intro-
ducir el volumen de las precipitaciones medido en litros por metro cuadrado para
cada unidad de tiempo correspondiente (d´ıa, semana, mes, an˜o, etc).
– Estados del auto´mata celular: cada p´ıxel de la imagen DEM corresponde a una
celda del auto´mata celular, y cada celda del auto´mata celular tiene dos estados:
el primero es la altitud original a la que se encuentra el p´ıxel correspondiente
de la imagen DEM (estado #1 ), y el segundo es el nivel al que llega el agua
acumulada por encima (estado #2 ). La altitud total de un p´ıxel sera´ la suma de
ambos estados, es decir, la altitud del terreno ma´s el nivel de agua.
Para cada una de las muestras de las distintas gra´ficas de precipitaciones introducidas
al algoritmo RACA, caera´ sobre cada p´ıxel de la imagen DEM el volumen de litros
por metro cuadrado establecido, y se realizara´ una simulacio´n completa del descenso y
acumulacio´n del agua de la lluvia en los niveles menos elevados de la imagen. La funcio´n
de transicio´n f , a trave´s de las reglas del auto´mata celular, debera´ ir pasando el volumen
correspondiente de agua de cada celda a su celda vecina con menor elevacio´n, teniendo en
cuenta la altura total (estado #1 + estado #2), ya que por pura f´ısica, el agua siempre
tiende a descender.
Cuando el agua vaya llegando a los p´ıxeles menos elevados, que poseen celdas vecinas
con elevacio´n mayor o igual a la suya propia, va aumentando el caudal sobre dicha
superficie: altitud del p´ıxel (estado #1) ma´s nivel de agua acumulada sobre el mismo
(estado #2). Este paso se ira´ repitiendo en cada iteracio´n del auto´mata celular hasta
que todo el agua de la imagen se quede estancada y deje de desplazarse entre las celdas,
momento en que termina la simulacio´n del argumento de entrada actual y comienza
la simulacio´n de la siguiente muestra de precipitaciones. Para finalizar, se muestra el
caudal de agua acumulada despue´s de cada iteracio´n del auto´mata celular, as´ı como
el total tras el proceso completo de simulacio´n. El caudal de agua que existe sobre un
determinado p´ıxel de la imagen DEM se calcula multiplicando el nivel del agua por 1000,
ya que, como cada p´ıxel de la imagen DEM sobre la que vamos a aplicar el algoritmo
RACA tiene una resolucio´n espacial de 1m2, entonces cada cubo tridimensional de la
representacio´n virtual 3D tiene una resolucio´n de 1m3, y cada metro cu´bico tiene un
volumen de 1000 litros. Para calcular el caudal total de la zona geogra´fica se suma el
caudal almacenado sobre cada uno de los p´ıxeles de la imagen DEM. Dicho caudal se
muestra tanto de manera nume´rica como en gra´ficos virtuales 3D.
El auto´mata celular multiestado del algoritmo RACA se puede expresar, desde un
punto de vista matema´tico y utilizando la misma nomenclatura que la usada a lo largo
de este cap´ıtulo, a trave´s de la siguiente expresio´n:
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RACA = (d, r,Q,#, V, f) = (2.8)
(3, {4|8} , [qalt terreno, qnivel agua], [alt DEM, agua inicial], V, f)
donde:
– d = 3: la dimensio´n espacial del auto´mata celular del algoritmo RACA es 3, es
decir, las celdas esta´n distribuidas de manera tridimensional.
– r = {4|8}: el taman˜o de la vecindad puede ser la vecindad de von Neumann o la
vecindad de Moore.
– Q = [qalt terreno, qnivel agua]: cada celda tiene un conjunto de dos estados, la altitud
del terreno y el nivel del agua.
– # = [alt DEM, agua inicial]: el estado quiescente, o valor inicial, es alt DEM
para qalt terreno y agua inicial para qnivel agua.
– V : el vector de vecindad se puede configurar para 4 u 8 vecinos de cada una de las
celdas.
– f : la funcio´n de transicio´n aplica las reglas a cada una de las celdas a lo largo
de las iteraciones con el propo´sito de cambiar sus estados, teniendo en cuenta la
vecindad elegida, como se muestra en la siguiente expresio´n:
f : Q{4|8}+1 → Q (2.9)
La funcio´n de transicio´n f del auto´mata celular del algoritmo RACA aplica las
siguientes reglas en cada iteracio´n:
– Regla #1. Si flujo agua < q(i)nivel agua:
q(i)nivel agua = q(i)nivel agua-flujo agua
q(j)nivel agua = q(j)nivel agua+flujo agua
– Regla #2. Si flujo agua ≥ q(i)nivel agua:
q(i)nivel agua = 0
q(j)nivel agua = q(j)nivel agua+q(i)nivel agua
donde q(i) es la celda actual, q(j) es la celda vecina con menor altitud (si existen
varias vecinas con la menor altitud, se toma una al azar) y flujo agua se define a trave´s
de la siguiente expresio´n:
flujo agua =
(q(i)alt terreno + q(i)nivel agua)− (q(j)alt terreno + q(j)nivel agua)
2
(2.10)
La Tabla 2.2 muestra una descripcio´n del algoritmo RACA creado para la simulacio´n
de precipitaciones con auto´matas celulares.
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Algoritmo RACA: simulacio´n de precipitaciones con auto´matas celulares
Entrada:
imagenDEM = imagen DEM
condiciones = condiciones iniciales
muestras = muestras de precipitaciones
Salida:
imagenDEM = imagen DEM con el agua acumulada
resultados = resultados nume´ricos
01 Partimos de unas condiciones iniciales de acumulacio´n de agua. Asignamos
dichas condiciones a los p´ıxeles de la imagenDEM .
02 Para cada muestra de la gra´fica de precipitaciones, realizar paso 3:
03 Se asigna a cada p´ıxel el volumen de litros por metro cuadrado establecido por
la muestra actual. Hasta que el agua de toda la imagenDEM se quede estancada,
repetir paso 4:
04 Recorrer los p´ıxeles de la imagenDEM y asignar el agua a los vecinos con menor
altura. Este paso corresponde a las iteraciones del auto´mata celular.
05 Mostrar resultados nume´ricos en formato texto.
06 Visualizar resultados 3D de la imagenDEM .
Tabla 2.2: Descripcio´n del algoritmo RACA.
La Figura 2.8 muestra la arquitectura detallada del algoritmo RACA para simulacio´n
de precipitaciones con auto´matas celulares.
Figura 2.8: Arquitectura del algoritmo RACA.
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2.3.4. Caracter´ısticas experimentales
Esta seccio´n muestra las caracter´ısticas experimentales del modelado y simulacio´n, basa-
dos en las propiedades que ofrecen los auto´matas celulares, del caudal de agua remanente
de pantanos y r´ıos en base al volumen de precipitaciones recibidas en un intervalo de
tiempo determinado. Para llevar a cabo este estudio, se ha utilizado una imagen de
sate´lite DEM ofrecida por la NASA, proporcionada por el Shuttle Radar Topography
Mission (SRTM ), con el objetivo de tener en cuenta las caracter´ısticas topogra´ficas del
terreno de la zona de estudio.
La imagen de sate´lite DEM, nombrada S32W070 por la NASA, corresponde a una
regio´n montan˜osa de una zona concreta de Argentina, con las siguientes coordenadas
geogra´ficas: sur 32o y oeste 070o. A la imagen original ofrecida por la NASA se le ha
aplicado un tratamiento previo: ha sido degradada en resolucio´n espacial y corregida
de algunos huecos vac´ıos que ofrec´ıa. El Ape´ndice A muestra una ampliacio´n de la
informacio´n de la imagen S32W070.
La Figura 2.9 muestra la imagen resultante de tal proceso, con una resolucio´n de
600×600 p´ıxeles, donde cada p´ıxel tiene una resolucio´n espacial de 1m2 y una altitud
que oscila entre 20 y 100 metros.
Figura 2.9: Imagen DEM S32W070 (misio´n SRTM de la NASA): (a) Vista en planta.
(b) Vista en perspectiva.
Como se puede observar, la Figura 2.9 (a) tambie´n muestra los valores de elevacio´n
en la barra lateral incluida en la imagen, donde los colores negros indican los p´ıxeles con
menor elevacio´n y los blancos indican los p´ıxeles con mayor altitud. Como se puede ob-
servar en dicha barra lateral, la altura var´ıa entre 20 y 100 metros. Por lo tanto podemos
representar, sin ningu´n tipo de problema, dicha imagen DEM de manera tridimensional,
con el objetivo de poder visualizarla desde cualquier a´ngulo concreto.
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2.3.5. Casos de estudio del algoritmo RACA
Con el objetivo de comparar los resultados ofrecidos por distintos tipos de climas sobre
la misma imagen de sate´lite DEM, la simulacio´n de precipitaciones mediante auto´ma-
tas celulares se ha llevado a cabo utilizando cuatro gra´ficas de precipitaciones anuales
diferentes, cada una correspondiente a un clima distinto. Como la imagen de sate´lite
DEM sobre la que se ha experimentado pertenece a una regio´n de Argentina, se han
tomado cuatro tipos de climas caracter´ısticos de distintos lugares del pa´ıs: clima a´rido
de sierras y bolsones (La Rioja), clima fr´ıo hu´medo (Ushuaia, Tierra del Fuego), clima
templado pampeano hu´medo (Ciudad de Buenos Aires) y clima subtropical sin estacio´n
seca (Posadas, Misiones). La Figura 2.10 muestra las gra´ficas de precipitaciones anuales
de los cuatro tipos de climas distintos que se han tomado de Argentina.
Figura 2.10: Gra´ficas de precipitaciones anuales de los 4 tipos de climas: (a) Clima a´rido
de sierras y bolsones. (b) Clima fr´ıo hu´medo. (c) Clima templado pampeano hu´medo.
(d) Clima subtropical sin estacio´n seca.
c© A. Moise´s Esp´ınola Pe´rez (2014)
84 CAPI´TULO 2. AUTO´MATAS CELULARES
Como se puede observar, las gra´ficas de precipitaciones anuales esta´n ordenadas
de manera creciente, tomando como referencia la cantidad total de litros por metro
cuadrado anuales, de tal modo que la primera gra´fica corresponde al clima ma´s seco,
en el que apenas se registran precipitaciones durante los meses de verano, y la u´ltima
gra´fica al clima ma´s hu´medo, en el que se registran las mayores precipitaciones durante
todos los meses del an˜o. Para cada gra´fica de precipitaciones anuales se han realizado 12
simulaciones (una por cada mes del an˜o). Para cada simulacio´n, se han utilizado tantas
iteraciones del auto´mata celular como han sido necesarias hasta que el agua ha dejado
de desplazarse. Como es lo´gico, los primeros meses, en los que los niveles de agua son
inferiores, el nu´mero de iteraciones del auto´mata celular han sido mayores que en los
meses consecutivos, en los que los niveles de agua son superiores, y como consecuencia
el agua tiene que descender una menor altura por la zona montan˜osa. Por lo tanto, los
resultados que se ofrecen se han obtenido tras realizar un total de 48 simulaciones (12
por cada tipo de clima). Para simplificar la enorme cantidad de resultados ofrecidos por
las 48 simulaciones, se ha tomado como referencia so´lo el resultado anual final de cada
tipo de clima tras realizar la simulacio´n de todos los meses del an˜o, descartando los
resultados individuales de cada mes del an˜o.
Tras realizar las simulaciones, el clima a´rido de sierras y bolsones registra unas
precipitaciones anuales totales de 392 litros por metro cuadrado. Con dicha cantidad
de precipitaciones anuales, el agua alcanza una cota de altura ma´xima de 33,19 metros
sobre el nivel del mar, o lo que es lo mismo, 13,19 metros sobre el nivel mı´nimo de la
imagen DEM (20 metros). El caudal total acumulado para este tipo de clima es de 141
millones de litros.
En segundo lugar, el clima fr´ıo hu´medo registra unas precipitaciones anuales to-
tales de 539 litros por metro cuadrado, alcanzando el agua una cota de altura ma´xima
de 34,35 metros sobre el nivel del mar (14,35 sobre el nivel mı´nimo de la imagen DEM ).
El caudal total acumulado para este tipo de clima es de 194 millones de litros.
En tercer lugar, el clima templado pampeano hu´medo registra unas precipita-
ciones anuales totales de 1231 litros por metro cuadrado (ma´s del doble que el clima
anterior), alcanzando el agua una cota de altura ma´xima de 38,03 metros sobre el nivel
del mar (18,03 sobre el nivel mı´nimo de la imagen DEM ). El caudal total acumulado
para este tipo de clima es de 443 millones de litros. No´tese que, a pesar de que el cau-
dal es ma´s del doble que el del clima anterior, la cota de altura ma´xima so´lo var´ıa en
apenas 4 metros, debido a que, a mayor altura en la imagen DEM, suele haber menos
cantidad de montan˜a ocupando el espacio, por lo que existe ma´s volumen libre para que
sea ocupado por el agua.
Por u´ltimo, el clima subtropical sin estacio´n seca registra unas precipitaciones
anuales totales de 1926 litros por metro cuadrado, alcanzando el agua una cota de altura
ma´xima de 40,50 metros sobre el nivel del mar (20,50 sobre el nivel mı´nimo de la imagen
DEM ). El caudal total acumulado para este tipo de clima es de 693 millones de litros. La
Tabla 2.3 muestra un resumen de los resultados nume´ricos anuales obtenidos tras realizar
las simulaciones en los cuatro tipos de clima, y la Figura 2.11 muestra los resultados
gra´ficos 3D anuales, donde el agua se representa de color azul marino, las zonas ma´s
bajas con colores claros (azul o verde claro) y las zonas ma´s elevadas con colores ma´s
oscuros (como naranja o rojo oscuro).
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Tipo de clima Precipitaciones Cota ma´xima Caudal acumulado
(a) Clima a´rido de 392 litros/m2 13,19 m 141×106 litros
sierras y bolsones
(b) Clima fr´ıo 539 litros/m2 14,35 m 194×106 litros
hu´medo
(c) Clima templado 1231 litros/m2 18,03 m 443×106 litros
pampeano hu´medo
(d) Clima subtropical 1926 litros/m2 20,50 m 693×106 litros
sin estacio´n seca
Tabla 2.3: Resultados nume´ricos anuales obtenidos en los 4 tipos de climas.
Figura 2.11: Resultados gra´ficos 3D anuales obtenidos en los 4 tipos de climas:
(a) Clima a´rido de sierras y bolsones. (b) Clima fr´ıo hu´medo. (c) Clima templado pam-
peano hu´medo. (d) Clima subtropical sin estacio´n seca.
Estos resultados gra´ficos 3D facilitan el proceso de ana´lisis de los valores obtenidos
ya que, en la imagen, podemos comprobar visualmente la diferencia del caudal de agua
existente entre el clima a´rido de sierras y bolsones, el ma´s seco de los cuatro, y el clima
subtropical sin estacio´n seca, el ma´s hu´medo.
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Adema´s, dichas ima´genes 3D se pueden configurar para ofrecer la mejor perspectiva
posible, modificando la posicio´n de la ca´mara a trave´s del teclado, no so´lo para poder
observar la imagen desde el a´ngulo deseado, sino tambie´n para poder navegar libremente
por la superficie de la imagen de sate´lite DEM. Gracias a la navegacio´n 3D podemos
visualizar de manera sencilla co´mo se ha distribuido el caudal de agua acumulado por
la superficie de la imagen de sate´lite DEM, analizando con ma´s detalle que´ regiones
han sido cubiertas por el agua y cua´les no. Esto puede tener multitud de aplicaciones
pra´cticas, como por ejemplo localizar cua´l ser´ıa el lugar apropiado para situar el muro
de una presa con el objetivo de maximizar el caudal de agua acumulado, o comprobar
el riesgo de inundacio´n de poblados pro´ximos a pantanos dependiendo de la cantidad de
precipitaciones recibidas. La Figura 2.12 muestra, de manera ampliada, los resultados
3D del clima ma´s hu´medo: clima subtropical sin estacio´n seca.
Figura 2.12: Resultados del clima subtropical sin estacio´n seca.
Los principales trabajos futuros que pueden derivar de este este trabajo de investi-
gacio´n son los siguientes:
– An˜adir a la simulacio´n el proceso de evaporacio´n del agua almacenada en el pan-
tano, teniendo en cuenta las diferentes variables que influyen en dicho proceso.
– Simular el proceso de erosio´n del terreno tras la ca´ıda de lluvia durante un largo
intervalo de tiempo, con el objetivo de comprobar co´mo modifica el paso del agua
el aspecto del paisaje.
– Crear un sistema de posicionamiento o´ptimo automatizado del muro de una presa
que maximice el caudal de agua acumulado tras el proceso de lluvia.
Tesis doctoral: “Clasificacio´n de Ima´genes de Sate´lite mediante Auto´matas Celulares”
2.4. CARACTERIZACIO´N DE TEXTURAS MEDIANTE TACA 87
2.4. Caracterizacio´n de texturas mediante TACA
En este apartado se explica co´mo obtener nu´meros decimales a partir de las reglas de
Stephen Wolfram, se expone co´mo usar los nu´meros decimales obtenidos para caracte-
rizar ima´genes-AC y texturas naturales ampliando dicho procedimiento, y se muestran
los casos de estudio sobre los que se ha aplicado.
2.4.1. Nu´meros decimales de las reglas de Stephen Wolfram
La interpretacio´n computerizada de ima´genes digitales es una de las ramas ma´s im-
portantes de la informa´tica, y tiene como objetivo la adquisicio´n de informacio´n u´til a
partir de ima´genes procedentes de diversos campos de la ciencia, como la medicina, las
aplicaciones industriales, el medio ambiente y la teledeteccio´n, a trave´s de te´cnicas de
reconocimiento de patrones e inteligencia artificial. La percepcio´n visual de la rugosi-
dad o suavidad de la superficie de los objetos, que es una caracter´ıstica conocida como
textura, se puede utilizar como informacio´n adicional para la caracterizacio´n de dichas
ima´genes digitales. A pesar de la importancia de esta caracter´ıstica, en la actualidad no
existe una definicio´n satisfactoria y precisa para la textura [53]. En la actualidad existen
numerosos grupos de investigacio´n que esta´n estudiando las caracter´ısticas, ana´lisis e
interpretacio´n de las texturas de ima´genes digitales.
El proceso de deteccio´n y ana´lisis de la textura en ima´genes digitales puede dividirse
en dos grandes grupos: estructurales y estad´ısticos [52]. Los me´todos de ana´lisis estruc-
turales asumen que las texturas se componen de primitivas de textura [54] [104]. Los
me´todos estad´ısticos se basan en valores estad´ısticos de los niveles de gris de la imagen,
y han sido ampliamente estudiados desde la aparicio´n del art´ıculo de R. Haralick [53],
que propuso varias caracter´ısticas basadas en la matriz de coocurrencia. Otros me´todos
ma´s recientes han investigado la combinacio´n de te´cnicas estad´ısticas y estructurales
[104], enfoques basados en modelos relacionados con la transformada wavelet [65], los
campos aleatorios de Markov (MRF ) y te´cnicas fractales [66].
Desde el proyecto SOLERES se ha implementado el algoritmo TACA para caracteri-
zar diferentes tipos de texturas, basa´ndose en las propiedades de los auto´matas celulares
lineales. El me´todo propuesto deriva de las propiedades de las ima´genes-AC producidas
por un modelo de auto´mata celular unidimensional lineal de 3 celdas, que es uno de
los modelos ma´s sencillos en este campo, como hemos visto a lo largo de este cap´ıtulo.
El objetivo principal de este estudio consiste en mostrar la viabilidad de las te´cnicas
basadas en auto´matas celulares para caracterizar texturas naturales. Las pruebas se han
realizado con e´xito en ima´genes binarias proporcionadas por el A´lbum Brodatz [18].
Como se ha expuesto a lo largo de este cap´ıtulo, dadas dos l´ıneas consecutivas de una
imagen-AC con valores 0 y 1, la segunda l´ınea toma sus valores a partir de la aplicacio´n
de una regla de 3 celdas espec´ıfica a la primera l´ınea. Generalizando dicho proceso, cada
celda con valor 1 de una l´ınea cualquiera se obtiene aplicando la regla de 3 celdas a las
tres celdas vecinas de la l´ınea anterior, que a su vez representan un nu´mero binario que
puede tomar los valores 0-7 al cambiar a base decimal. La Tabla 2.4 muestra el proceso
de adquisicio´n de los nu´meros decimales de la regla de 3 celdas en el que se obtienen los
nu´meros decimales 1, 2, 5 y 6.
c© A. Moise´s Esp´ınola Pe´rez (2014)
88 CAPI´TULO 2. AUTO´MATAS CELULARES
Primera l´ınea 1 0 1 0 1 1 1 0 1 1 0 1 0 0 1
Segunda l´ınea 1 1 1 1 0 0 1 1 0 1 1 1 0 1 0
Nu´mero de 3-celdas - 5 2 5 - - 6 5 - 6 5 2 - 1 -
Tabla 2.4: Adquisicio´n de los nu´meros decimales de la regla de 3 celdas.
A partir de dichos valores decimales se deduce que la segunda fila se ha obtenido
a partir de la primera mediante la aplicacio´n de una regla lineal de 3 celdas que en la
notacio´n binaria tiene un 1 en las posiciones 1, 2, 5 y 6, es decir, la regla es 011001102 =
10210, conocida como la regla R102 de Stephen Wolfram. Como se puede observar, el
procedimiento no proporciona informacio´n acerca de los sitios ubicados en las fronteras
de la imagen o cuando existe un 0 presente, so´lo presenta informacio´n de los sitios
con el valor 1. Cabe sen˜alar que, en cierto sentido, el me´todo esta´ relacionado con las
propiedades de inversio´n de los auto´matas celulares [101]. De este modo, realizando un
proceso similar al de ingenier´ıa inversa en la rama de la programacio´n informa´tica, se
puede obtener la regla que describe la generacio´n de una imagen-AC a partir de dos
l´ıneas consecutivas de la imagen.
2.4.2. Caracterizacio´n de texturas de ima´genes-AC
Cuando este tipo de ana´lisis se extiende a una imagen-AC completa, tenemos tantas
l´ıneas como nu´mero de filas tiene la imagen, y para calcular la regla de generacio´n
correspondiente es necesario calcular la cantidad de nu´meros decimales que se encuentran
presentes en la imagen completa. Si aplicamos el me´todo propuesto a la imagen-AC que
se muestra en la Figura 2.13 (a), la cantidad de nu´meros decimales que se obtiene, o
histograma correspondiente, es el que se muestra en la Figura 2.13 (b), donde se puede
observar que los u´nicos nu´meros decimales de la gra´fica son 0, 5, 6 y 7, que en la notacio´n
binaria es 111000012 = 22510. La Figura 2.13 muestra la imagen y el histograma de las
primitivas de la imagen-AC resultante de la regla R225 de Stephen Wolfram.
El histograma de los nu´meros decimales obtenido del procedimiento propuesto juega
un papel importante en la caracterizacio´n de la textura de una imagen binaria, ya sea
una imagen-AC o una textura natural. Ya que el histograma mencionado esta´ asociado
al nu´mero de primitivas de una imagen-AC, lo vamos a definir como histograma de
primitivas (HP). La Figura 2.14 muestra las primitivas de textura correspondientes a la
imagen generada por la regla R102 de Stephen Wolfram. El me´todo propuesto tambie´n
se puede aplicar a una imagen compuesta por varias ima´genes-AC, como se muestra
en la Figura 2.15 (izquierda). Esta imagen, de taman˜o 256×256 p´ıxeles, es en realidad
la composicio´n de cuatro ima´genes-AC de 128×128 p´ıxeles cada una, generadas por
las reglas R121 y R153 en la fila superior, y las reglas R60 y R90 en la fila inferior.
El ana´lisis de la textura de la imagen compuesta se ha realizado aplicando el me´todo
propuesto por bloques de 16×16 p´ıxeles, con un total de 256 bloques en la imagen. Cada
bloque de salida tiene un nivel de gris asociado a la primitiva de textura presente en
el HP. La Figura 2.15 (derecha) muestra el resultado de construir una imagen con los
bloques resultantes en las respectivas posiciones de la imagen compuesta original.
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Figura 2.13: (a) Imagen-AC obtenida mediante la regla R225 de Stephen Wolfram.
(b) Histograma de nu´meros decimales obtenidos aplicando el me´todo propuesto.
Figura 2.14: Primitivas de textura correspondientes a la imagen-AC generada por la
regla R102 de Stephen Wolfram.
Figura 2.15: (Izquierda) Imagen (256×256) compuesta por 4 texturas distintas: sectores
superiores (R121 y R153 ), sectores inferiores (R60 y R90 ). (Derecha) Imagen en escala
de grises resultante de la aplicacio´n del me´todo propuesto a la imagen original.
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2.4.3. Caracterizacio´n de texturas naturales. Algoritmo TACA
El algoritmo TACA (Texture Algorithm with Cellular Automata) [62] permite caracte-
rizar texturas naturales. Para aplicar este algoritmo al ana´lisis de texturas naturales
vamos a suponer que los patrones de textura mostrados por estas ima´genes son el resul-
tado de un proceso similar al que se produce en las ima´genes-AC. Sin embargo, con el
fin de llevar a cabo el me´todo propuesto a las texturas naturales, tenemos que superar
previamente los siguientes problemas:
– En primer lugar, el nu´mero de niveles de gris en este tipo de ima´genes es normal-
mente mayor que dos. Este problema puede solucionarse aplicando una binariza-
cio´n a la imagen en estudio, con la admisio´n de una pe´rdida natural de detalles
en la textura de la imagen.
– En segundo lugar, cuando calculamos el HP de la imagen binaria correspondiente
aparece un nu´mero de primitivas variado, pero con una frecuencia de ocurrencia
dispersa. De hecho, en el HP que resulta de estas ima´genes no pueden estar pre-
sentes las 256 primitivas, por lo tanto, so´lo se deben elegir las ma´s importantes de
todas las existentes.
Hasta ahora, cuando se ha comentado el ca´lculo del HP, nos hemos referido al his-
tograma de primitivas que resulta al aplicar el me´todo propuesto fila por fila a una
textura determinada. A este histograma le vamos a llamar HP Horizontal (HPH). Con
el objetivo de tener en cuenta otras primitivas, que no esta´n presentes en el HPH, va-
mos a realizar el mismo proceso en la direccio´n vertical de la imagen, es decir, columna
por columna. A este histograma se le denominara´ HP Vertical (HPV). Por supuesto,
la informacio´n adicional proporcionada por el HPV mejorara´ la caracterizacio´n de la
textura de estudio, pero eso s´ı, a costa de aumentar considerablemente el nu´mero total
de opciones posibles para la seleccio´n de las mejores primitivas. No obstante, la seleccio´n
de primitivas horizontales y verticales es la parte ma´s compleja del algoritmo TACA ya
que, en la versio´n actual del algoritmo, dichas primitivas no se seleccionan de manera
automa´tica, sino que es el analista experto el que debe elegirlas manualmente.
Con estas condiciones, el algoritmo TACA puede caracterizar texturas naturales.
Para ello, en primer lugar debera´ aplicar un proceso de binarizacio´n a la imagen con la
textura natural, y suponemos que dicha imagen binaria, representada por ceros y unos,
ha sido generada por un auto´mata celular lineal. A continuacio´n se calcula el HPH y se
seleccionan las primitivas ma´s importantes, para generar a continuacio´n la imagen-AC
correspondiente a la regla de Stephen Wolfram obtenida. Despue´s se realiza el mismo
procedimiento para el HPV. Para finalizar, se genera una imagen que caracteriza la
textura natural a partir de la composicio´n de las dos ima´genes-AC obtenidas por las
reglas de Stephen Wolfram. Gracias a la imagen final que se obtiene como resultado, se
puede obtener informacio´n adicional de la textura natural inicial y relacionarla con las
dos reglas generadoras de Stephen Wolfram.
La Figura 2.16 muestra 3 ima´genes del A´lbum Brodatz y sus ima´genes binarias co-
rrespondientes, y la Tabla 2.5 muestra una descripcio´n detallada de los distintos pasos
del algoritmo TACA, propuesto desde el proyecto SOLERES para caracterizar la textura
de las ima´genes naturales.
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Figura 2.16: (Arriba) Tres texturas naturales del A´lbum Brodatz : D3, D49 y D85.
(Abajo) Ima´genes binarias correspondientes.
Algoritmo TACA: caracterizacio´n de texturas naturales con auto´matas celulares
Entrada:
imagenOriginal = imagen con una textura natural
Salida:
imagen−AC = imagen generada por reglas de Stephen Wolfram
01 Partimos de una imagenOriginal con una textura natural.
02 Se aplica un proceso de binarizacio´n a la imagen con la textura natural.
Suponemos que la imagen resultante (representada por ceros y unos) ha
sido generada a partir de un auto´mata celular lineal.
03 Se calcula el HPH de la imagen binaria a trave´s del procedimiento propuesto.
04 Se seleccionan las primitivas ma´s importantes del HPH (de 1 a 8).
05 Se genera la imagen-AC correspondiente a la regla que surge del paso anterior
(caracter´ısticas horizontales).
06 Se calcula el HPV de la imagen binaria a trave´s del procedimiento propuesto.
07 Se seleccionan las primitivas ma´s importantes del HPV (de 1 a 8).
08 Se genera la imagen-AC correspondiente a la regla que surge del paso anterior
(caracter´ısticas verticales).
09 Se genera una imagen que caracteriza la textura natural de la que partimos
en el paso 1. Esta imagen es una composicio´n (normalmente la suma) de las
ima´genes-AC obtenidas en los pasos 5 y 8.
Tabla 2.5: Descripcio´n del algoritmo TACA.
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2.4.4. Casos de estudio del algoritmo TACA
Como ejemplo ilustrativo se ha aplicado el algoritmo TACA a la versio´n binaria de la
imagen Brodatz D85, denotada en la Figura 2.16 como bin85. En la Figura 2.17 (a) se
muestra el HPH obtenido, y en la Figura 2.17 (b) el HPV.
Figura 2.17: Histogramas de primitivas normalizados para la imagen Brodatz D85 :
(a) HPH (direccio´n horizontal). (b) HPV (direccio´n vertical).
Los pasos 4 y 7 del algoritmo TACA son los ma´s dif´ıciles de aplicar ya que, en la
etapa actual de la investigacio´n, no se ha encontrado un me´todo pra´ctico para superar
este problema. El nu´mero de primitivas horizontales y verticales es elegido conveniente-
mente mediante la observacio´n de cada histograma. Una vez elegidas las primitivas ma´s
importantes, se obtiene el nu´mero de la regla para cada sentido, y es posible generar los
indicadores horizontal y vertical de la textura original. Estos indicadores de textura se
muestran en la Figura 2.18.
Figura 2.18: Ima´genes-AC obtenidas como resultado de elegir las primitivas ma´s impor-
tantes de los histogramas anteriores. Del histograma vertical se han tomado 6 primitivas
y del horizontal 3. Aplicando el me´todo propuesto se han obtenido las siguientes reglas:
(a) R207 (horizontal). (b) R193 (vertical).
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Las Figuras 2.19, 2.20 y 2.21 muestran los resultados obtenidos en la aplicacio´n del
algoritmo TACA a las ima´genes de Brodatz D3, D49 y D85. La composicio´n que se
utilizan en estos ejemplos es una suma de cada componente.
Figura 2.19: (Izquierda) Imagen bin3 (256×256). (Derecha) Aproximacio´n de la imagen
bin3 obtenida por la composicio´n de las ima´genes-AC R95 (H) y R95 (V), obtenidas
usando 6 componentes de cada histograma primitivo (H y V).
Figura 2.20: (Izquierda) Imagen bin49 (256×256). (Derecha) Aproximacio´n de la imagen
bin49 obtenida por la composicio´n de las ima´genes-AC R217 (H) y R76 (V), obtenidas
usando 5 componentes del HPH y 3 componentes del HPV.
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Figura 2.21: (Izquierda) Imagen bin85 (256×256). (Derecha) Aproximacio´n de la imagen
bin85 obtenida por la composicio´n de las ima´genes-AC R207 (H) y R193 (V), obtenidas
usando 6 componentes del HPH y 3 componentes del HPV.
Como futuros trabajos de este trabajo de investigacio´n se propone, por un lado,
mejorar los pasos 4 y 7 del algoritmo TACA con el objetivo de automatizar el proceso
de seleccio´n de primitivas horizontales y verticales, y por otro lado, extender la aplicacio´n
del algoritmo propuesto a texturas naturales no binarias, y por lo tanto ma´s realistas.
2.5. Resumen y conclusiones del cap´ıtulo
Los auto´matas celulares han resultado ser un modelo matema´tico muy u´til para
resolver todo tipo de problemas relacionados con los sistemas complejos y los procesos
de simulacio´n. En el a´mbito concreto de la teledeteccio´n, los auto´matas celulares se han
utilizado sobre todo para realizar simulaciones de feno´menos naturales. Como veremos
ma´s adelante, los auto´matas celulares permiten solventar todas las limitaciones de los
algoritmos paralelep´ıpedos y mı´nima distancia descritos a lo largo del Cap´ıtulo 1. Aunque
el trabajo principal de este tesis doctoral consiste en el desarrollo del algoritmo ACA,
tambie´n se han implementado, desde el marco de trabajo del proyecto SOLERES, otros
dos algoritmos basados en auto´matas celulares: los algoritmos RACA y TACA.
El algoritmo RACA, por un lado, tiene como objetivo la simulacio´n de precipita-
ciones sobre ima´genes DEM, y nos permite visualizar los resultados obtenidos desde dos
puntos de vista: nume´rico y gra´ficos 3D. Gracias a este algoritmo, se pueden establecer
estudios relacionados con la prevencio´n de desastres naturales en regiones urbanas con
probabilidad de inundaciones, proyeccio´n de futuros proyectos de urbanismo y estima-
cio´n del futuro suministro de agua de una poblacio´n determinada. El algoritmo RACA
ha demostrado ser muy u´til a la hora de realizar simulaciones de precipitaciones sobre
ima´genes de sate´lite DEM, ya que no requiere realizar un estudio preliminar de la zona
de estudio antes de llevar a cabo el proceso de simulacio´n.
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Por el contrario, otros algoritmos s´ı necesitan recopilar una gran cantidad de para´me-
tros de configuracio´n, lo que en ocasiones es demasiado costoso en tiempo o directamente
inviable. Por lo tanto, aunque los resultados del algoritmo RACA no son tan precisos
como los de otros algoritmos existentes, s´ı son bastante aproximados, y adema´s con un
coste computacional muy bajo, debido a que se ha implementado con un auto´mata celular
de estados y reglas simplificadas. El algoritmo RACA ofrece tanto resultados nume´ricos
como resultados gra´ficos 3D, con lo que podemos elegir la perspectiva virtual adecuada
para centrarnos en regiones concretas de la zona de estudio.
El algoritmo TACA, por otro lado, tiene como objetivo la caracterizacio´n de tex-
turas tanto de ima´genes-AC como de ima´genes naturales, y obtiene unos resultados
bastante aproximados a las texturas naturales binarias utilizando la composicio´n co-
rrespondiente de las ima´genes-AC horizontal y vertical, obtenidas a trave´s de las com-
ponentes de cada histograma primitivo. De este modo, podemos caracterizar texturas
naturales utilizando un proceso de ingenier´ıa inversa para averiguar las reglas de Stephen
Wolfram que la componen.
No obstante, los algoritmos RACA y TACA son complementarios al trabajo principal
implementado durante el desarrollo de esta tesis doctoral, que se centra en la creacio´n
de un nuevo algoritmo de clasificacio´n de ima´genes de sate´lite supervisado basado en los
auto´matas celulares, que tiene como objetivo mejorar los resultados de los clasificadores
cla´sicos desde tres puntos de vista: acierto, flexibilidad y personalizacio´n, as´ı como agru-
par en un solo proceso las tareas de pre-clasificacio´n, clasificacio´n y post-clasificacio´n.
El Cap´ıtulo 3 ofrece una descripcio´n detallada del algoritmo ACA.
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E n la actualidad existe una gran cantidad de algoritmos de clasificacio´n de ima´genes
de sate´lite, como por ejemplo los clasificadores paralelep´ıpedos y mı´nima distancia. Sin
embargo, dichos algoritmos presentan una serie de limitaciones, ya que no existe un
clasificador que sea 100 % eficiente, en te´rminos de tasa de acierto. Desde el marco del
proyecto SOLERES se ha desarrollado un nuevo algoritmo de clasificacio´n de ima´genes
de sate´lite basado en auto´matas celulares llamado ACA [41] [43] [44] [45] [46], que no
so´lo mejora la tasa de acierto obtenida por otros algoritmos cla´sicos, sino que adema´s
ofrece una gran cantidad de informacio´n u´til complementaria. Este cap´ıtulo ofrece una
descripcio´n detallada del algoritmo ACA, y esta´ dividido en los siguientes apartados
principales:
– Problemas de los algoritmos de clasificacio´n: en este apartado se muestra
una descripcio´n de las limitaciones de los algoritmos de clasificacio´n paralelep´ıpedos
y mı´nima distancia, se realiza el ca´lculo de la tasa de acierto a trave´s de un ejemplo
pra´ctico, y se analizan los errores cometidos durante la clasificacio´n.
– Clasificacio´n de ima´genes de sate´lite con ACA: en este apartado se cita el
trabajo previo existente relacionado con la clasificacio´n de ima´genes de sate´lite
mediante auto´matas celulares, se enumeran los objetivos principales del algoritmo
ACA as´ı como la informacio´n complementaria de cada objetivo, y se exponen las
consideraciones previas a tener en cuenta antes de aplicar dicho algoritmo.
– Descripcio´n del algoritmo ACA: en este apartado se muestran los estados y
las reglas del auto´mata celular utilizado en el algoritmo ACA as´ı como su descrip-
cio´n matema´tica, el pseudoco´digo de los algoritmos ACA principal, ACA espectral
y ACA contextual, las fo´rmulas complementarias utilizadas, una explicacio´n deta-
llada de la clasificacio´n jera´rquica y la arquitectura principal del algoritmo ACA.
– Herramientas utilizadas para la investigacio´n: en este apartado se describen
las herramientas ma´s importantes utilizadas para desarrollar el trabajo de esta
tesis doctoral. Por un lado el programa de tratamiento de ima´genes de sate´lite
Erdas Imagine y su mo´dulo Developers Toolkit, y por otro lado Weka y MATLAB.
– Resumen y conclusiones del cap´ıtulo: en este apartado se destacan los aspec-
tos ma´s importantes del algoritmo ACA.
3.1. Problemas de los algoritmos de clasificacio´n
En este apartado se muestra una descripcio´n de las limitaciones de los algoritmos de cla-
sificacio´n paralelep´ıpedos y mı´nima distancia, se realiza el ca´lculo de la tasa de acierto a
trave´s de un ejemplo pra´ctico, y se analizan los errores cometidos durante la clasificacio´n.
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3.1.1. Limitaciones de paralelep´ıpedos y mı´nima distancia
En el Cap´ıtulo 1 se detallaban las caracter´ısticas fundamentales de algunos de los algo-
ritmos de clasificacio´n de ima´genes de sate´lite cla´sicos ma´s conocidos en el a´mbito de la
teledeteccio´n, destacando las ventajas y limitaciones de cada uno. Esta seccio´n se centra
en estudiar las limitaciones de dos algoritmos supervisados cla´sicos concretos: parale-
lep´ıpedos y mı´nima distancia, para posteriormente mejorar su funcionamiento mediante
el uso de auto´matas celulares a lo largo de los siguientes apartados de este cap´ıtulo.
La Tabla 3.1 muestra un resumen de las ventajas y limitaciones que presentan dichos
algoritmos de clasificacio´n.
Clasificador Ventajas Limitaciones
Paralelep´ıpedos Considera la dispersio´n P´ıxeles clasificados en varias clases
Ra´pido de ejecutar Quedan p´ıxeles sin clasificar
Mı´nima distancia Se clasifican todos los p´ıxeles Proclive a errores de comisio´n
Ra´pido de ejecutar No considera la varianza
Tabla 3.1: Ventajas y limitaciones de los algoritmos paralelep´ıpedos y mı´nima distancia.
El algoritmo paralelep´ıpedos presenta dos limitaciones importantes. Por un lado,
algunos p´ıxeles pueden ser clasificados en varias clases, por encontrarse dentro del a´rea
de varios paralelep´ıpedos. Por otro lado, en muchas ocasiones pueden quedar p´ıxeles sin
clasificar, por encontrarse fuera del paralelep´ıpedo de la clase a la que pertenecen.
El algoritmo mı´nima distancia tambie´n presenta dos limitaciones importantes.
Por un lado, es proclive a los errores de comisio´n, es decir, en muchas ocasiones los
p´ıxeles son etiquetados en una clase a la que no pertenecen. Por otro lado, no considera
la varianza de las clases, ya que so´lo tiene en cuenta la distancia que existe entre el
centro de las clases y cada p´ıxel de la imagen.
Si nos centramos en las limitaciones de dichos algoritmos, podemos observar que la
mayor´ıa se pueden solucionar si aplicamos posteriormente algu´n algoritmo contextual
que mejore la clasificacio´n obtenida. Este tipo de algoritmos no so´lo utilizan la informa-
cio´n espectral de cada p´ıxel para asignarlo a una clase determinada, sino tambie´n los
valores de los vecinos de alrededor en aquellos p´ıxeles que se encuentran espectralmen-
te cercanos a varias clases y por lo tanto son ma´s complejos de clasificar. A este tipo
de p´ıxeles, a los que estamos llamando p´ıxeles inciertos a lo largo de este documento,
son los causantes de la limitacio´n “p´ıxeles clasificados en varias clases” del algoritmo
paralelep´ıpedos y la limitacio´n “proclive a errores de comisio´n” del algoritmo mı´nima
distancia. Por otro lado, la limitacio´n “quedan p´ıxeles sin clasificar” del algoritmo pa-
ralelep´ıpedos tambie´n se puede solucionar con el uso de algu´n algoritmo contextual de
post-clasificacio´n, asignando a cada p´ıxel no clasificado la clase mayoritaria del conjunto
de todos sus p´ıxeles vecinos.
La Figura 3.1 muestra las limitaciones del algoritmo paralelep´ıpedos. A los p´ıxeles
que han quedado sin clasificar se les ha asignado el color de sus clases correspondientes,
y a los p´ıxeles inciertos se les ha asignado el color negro.
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Figura 3.1: Limitaciones del algoritmo paralelep´ıpedos.
La Figura 3.2 muestra las limitaciones del algoritmo mı´nima distancia. A los p´ıxeles
inciertos tambie´n se les ha asignado el color negro.
Figura 3.2: Limitaciones del algoritmo mı´nima distancia.
Las siguientes secciones se centran en el ana´lisis de los errores que suele cometer el
algoritmo mı´nima distancia con los p´ıxeles inciertos de una imagen de sate´lite, a trave´s
de un ejemplo pra´ctico de clasificacio´n.
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3.1.2. Ana´lisis de la tasa de acierto: matriz de confusio´n
En esta seccio´n vamos a analizar la tasa de acierto obtenida por parte del algoritmo
mı´nima distancia cla´sico a trave´s de un ejemplo pra´ctico ilustrativo. Las pruebas se han
llevado a cabo sobre una imagen de sate´lite Landsat TM multiespectral de 7 bandas,
con una resolucio´n espacial de 30×30m y un taman˜o de 300×300 p´ıxeles. A la imagen
se le ha an˜adido un porcentaje significativo de ruido. La Figura 3.3 muestra la zona de
estudio, que pertenece a una regio´n geogra´fica de las provincias de Almer´ıa y Granada,
situadas en el sureste de Espan˜a.
Figura 3.3: Zona de estudio.
El algoritmo mı´nima distancia ha etiquetado los p´ıxeles de la imagen de sate´lite en 8
clases distintas, teniendo en cuenta un conjunto de entrenamiento elegido previamente.
A continuacio´n, se han utilizado los ca´lculos de una matriz de confusio´n para deter-
minar que´ p´ıxeles han sido clasificados de manera correcta y cua´les se han clasificado
erro´neamente. Una matriz de confusio´n es una tabla de contingencia donde se mues-
tran los resultados del muestreo de control de la calidad de un proceso de clasificacio´n,
comparando los resultados de la clasificacio´n con los valores obtenidos mediante trabajo
de campo. Los p´ıxeles bien clasificados son aquellos que aparecen en la diagonal prin-
cipal, y el resto de p´ıxeles son los han sido clasificados de manera erro´nea. Debido a
la enorme heterogeneidad del terreno de la zona de estudio, la tasa de acierto obtenida
por parte del algoritmo mı´nima distancia ha sido muy baja. La siguiente seccio´n analiza
detalladamente los errores que ha cometido el algoritmo mı´nima distancia.
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3.1.3. Ana´lisis de errores durante el proceso de clasificacio´n
En esta seccio´n vamos a analizar los errores cometidos por parte del algoritmo mı´nima
distancia cla´sico durante el proceso de clasificacio´n del ejemplo pra´ctico ilustrativo de
la seccio´n anterior, con el objetivo de poder corregirlos posteriormente mediante el uso
de los auto´matas celulares.
En primer lugar, vamos a comenzar detectando el origen del principal problema al
que tiene que enfrentarse el proceso de clasificacio´n: la existencia de p´ıxeles inciertos
a lo largo de toda la imagen de sate´lite. Para ello, hemos comenzado obteniendo una
lista de 200 p´ıxeles mal clasificados por parte del algoritmo mı´nima distancia, tomados
al azar. La Tabla 3.2, que se encuentra en la siguiente pa´gina, muestra dicha lista de
p´ıxeles, donde se muestra la posicio´n [x, y] de cada p´ıxel, y a continuacio´n la clase a la
que pertenece (segu´n el trabajo de campo realizado por expertos eco´logos) y la clase que
se le ha asignado de manera erro´nea (segu´n los resultados del algoritmo de clasificacio´n
mı´nima distancia).
Como se puede observar en dicha tabla, se han destacado en negrita los p´ıxeles que
poseen la relacio´n de clases “5, 7” (p´ıxeles inciertos que pertenecen a la clase 5, pero
que se han clasificado erro´neamente en la clase 7). De los 200 p´ıxeles mal clasificados
tomados al azar, 45 son de este tipo (un 22,5 % del total). Eso nos lleva a deducir que
ambas clases se encuentran muy pro´ximas entre s´ı desde un punto de vista espectral,
y por lo tanto existe cierta ambigu¨edad durante el proceso de clasificacio´n. Tomamos a
modo de ejemplo dos p´ıxeles del tipo “5, 7”, concretamente los p´ıxeles 2 y 3 de la Tabla
3.2, cuya posicio´n es [003, 161] y [003, 162], respectivamente. La Figura 3.4 muestra la
clasificacio´n realizada con trabajo de campo y la obtenida mediante el algoritmo mı´nima
distancia, centrada en dichos p´ıxeles.
Figura 3.4: (a) Clasificacio´n realizada por trabajo de campo centrada en los dos p´ıxeles.
(b) Clasificacio´n obtenida por mı´nima distancia centrada en los dos p´ıxeles de estudio.
En ambas ima´genes, los p´ıxeles de estudio ocupan la posicio´n [003, 161] y [003, 162].
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P´ıxel Clases P´ıxel Clases P´ıxel Clases P´ıxel Clases
[002, 218] 5, 7 [093, 092] 7, 8 [174, 032] 4, 5 [238, 259] 5, 7
[003, 161] 5, 7 [094, 109] 7, 8 [174, 253] 7, 8 [239, 034] 7, 8
[003, 162] 5, 7 [094, 248] 4, 5 [175, 159] 3, 5 [242, 173] 6, 3
[003, 293] 4, 5 [094, 249] 4, 5 [175, 169] 4, 5 [243, 296] 7, 8
[006, 241] 1, 2 [095, 296] 1, 2 [178, 146] 8, 6 [246, 097] 7, 8
[007, 009] 5, 3 [096, 123] 7, 8 [179, 032] 4, 5 [247, 259] 7, 8
[007, 245] 1, 2 [097, 282] 4, 5 [182, 021] 2, 4 [248, 288] 1, 2
[008, 206] 2, 4 [099, 146] 5, 7 [182, 169] 4, 5 [250, 082] 5, 7
[008, 207] 2, 4 [103, 108] 4, 5 [185, 030] 7, 8 [251, 117] 4, 5
[008, 271] 2, 4 [104, 108] 4, 5 [186, 187] 4, 5 [251, 136] 2, 4
[010, 190] 2, 4 [104, 134] 7, 8 [186, 267] 4, 5 [252, 157] 5, 7
[011, 164] 4, 5 [104, 276] 5, 7 [189, 300] 4, 5 [253, 134] 2, 4
[012, 168] 5, 7 [115, 270] 2, 4 [190, 199] 5, 7 [254, 116] 5, 7
[014, 294] 4, 5 [116, 191] 4, 5 [194, 050] 5, 7 [255, 161] 7, 8
[018, 144] 5, 7 [117, 191] 4, 5 [195, 274] 2, 4 [256, 081] 8, 6
[020, 169] 4, 5 [118, 035] 8, 6 [195, 291] 2, 4 [257, 081] 8, 6
[021, 169] 4, 5 [118, 194] 2, 4 [196, 232] 5, 7 [258, 300] 2, 4
[026, 145] 7, 8 [118, 260] 2, 4 [196, 291] 2, 4 [260, 107] 7, 3
[027, 251] 4, 5 [119, 260] 2, 4 [197, 057] 5, 3 [260, 241] 7, 8
[028, 285] 5, 7 [123, 275] 3, 5 [197, 073] 4, 5 [260, 242] 7, 8
[029, 174] 4, 5 [126, 038] 4, 5 [197, 300] 1, 2 [262, 071] 2, 4
[034, 230] 2, 4 [126, 282] 1, 2 [198, 290] 4, 5 [262, 205] 5, 7
[034, 250] 5, 7 [127, 239] 5, 7 [198, 300] 1, 2 [263, 017] 4, 5
[036, 213] 2, 4 [127, 240] 5, 7 [199, 016] 2, 4 [263, 048] 2, 4
[038, 206] 5, 7 [133, 178] 4, 5 [199, 083] 5, 7 [264, 070] 2, 4
[043, 236] 4, 5 [133, 225] 5, 7 [199, 198] 5, 7 [270, 210] 7, 8
[043, 260] 4, 5 [137, 156] 4, 5 [200, 022] 4, 5 [271, 055] 4, 5
[044, 286] 5, 7 [141, 090] 8, 6 [200, 026] 4, 5 [274, 121] 2, 4
[045, 278] 5, 7 [141, 174] 5, 7 [203, 076] 2, 4 [278, 166] 8, 6
[050, 230] 2, 4 [142, 174] 5, 7 [203, 238] 4, 5 [279, 279] 5, 7
[051, 243] 5, 7 [144, 202] 4, 5 [204, 061] 5, 7 [280, 093] 4, 5
[052, 197] 5, 7 [145, 231] 5, 7 [205, 018] 2, 4 [281, 045] 2, 4
[055, 052] 7, 8 [148, 134] 7, 8 [205, 059] 4, 5 [282, 226] 8, 6
[056, 251] 5, 7 [149, 186] 5, 3 [209, 208] 5, 7 [283, 176] 7, 8
[059, 167] 2, 4 [150, 081] 4, 5 [209, 241] 4, 5 [284, 010] 5, 7
[059, 238] 2, 4 [150, 122] 4, 5 [214, 096] 3, 5 [284, 168] 4, 5
[059, 268] 5, 3 [150, 224] 2, 4 [215, 120] 4, 5 [285, 242] 5, 7
[060, 282] 4, 5 [150, 250] 2, 4 [215, 263] 7, 8 [286, 065] 4, 5
[061, 085] 7, 8 [150, 251] 2, 4 [217, 019] 5, 7 [287, 065] 4, 5
[062, 021] 7, 8 [151, 224] 2, 4 [217, 064] 8, 6 [290, 110] 4, 5
[063, 144] 7, 8 [151, 225] 2, 4 [218, 192] 4, 5 [290, 180] 5, 7
[069, 102] 7, 8 [152, 225] 2, 4 [220, 088] 5, 7 [294, 065] 2, 4
[069, 247] 4, 5 [153, 240] 4, 5 [220, 089] 5, 7 [294, 223] 5, 7
[070, 235] 4, 5 [153, 244] 5, 7 [224, 040] 7, 8 [294, 257] 7, 8
[071, 117] 7, 8 [154, 120] 5, 7 [225, 026] 5, 7 [297, 120] 4, 5
[076, 192] 4, 5 [154, 240] 4, 5 [229, 012] 6, 3 [298, 075] 2, 4
[076, 211] 7, 8 [157, 281] 1, 2 [229, 028] 5, 7 [298, 120] 4, 5
[078, 067] 7, 8 [162, 197] 4, 5 [230, 202] 4, 5 [299, 263] 4, 5
[079, 246] 4, 5 [163, 283] 1, 2 [231, 226] 4, 5 [300, 212] 1, 2
[093, 017] 7, 8 [169, 210] 4, 5 [233, 233] 7, 8 [300, 217] 7, 8
Tabla 3.2: Lista de 200 p´ıxeles mal clasificados por parte del algoritmo mı´nima distancia
cla´sico, tomados al azar. En negrita, los p´ıxeles que poseen la relacio´n de clases “5, 7”.
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Si nos fijamos con detenimiento en los dos p´ıxeles de estudio, nos damos cuenta de
que esta´n rodeados en su mayor´ıa por p´ıxeles de la clase 5, en lugar de p´ıxeles de la clase
7. Vamos a analizar por que´ se han clasificado erro´neamente dichos p´ıxeles. La Tabla
3.3 muestra los valores espectrales de ambos p´ıxeles, que curiosamente son iguales. Por
lo tanto, por simplificacio´n, vamos a tratar a ambos p´ıxeles como uno solo.
P´ıxel Banda1 Banda2 Banda3 Banda4 Banda5 Banda6 Banda7
[003, 161] 72 39 52 84 111 160 54
[003, 162] 72 39 52 84 111 160 54
Tabla 3.3: Valores espectrales de los dos p´ıxeles de estudio.
Por otro lado, la Tabla 3.4 muestra los valores espectrales del conjunto de entrena-
miento de las 8 clases en las que se ha clasificado la zona de estudio, para cada una de
las 7 bandas de la imagen Landsat.
Clase Banda1 Banda2 Banda3 Banda4 Banda5 Banda6 Banda7
1 56,7658 25,5007 28,0801 48,5983 53,8074 142,911 24,5118
2 65,6057 31,5801 38,1911 53,6608 74,2405 150,921 36,6283
3 91,8313 46,3399 59,8819 62,9785 96,1951 167,733 51,7341
4 73,7848 36,7980 46,8314 56,1121 89,0304 156,462 45,9838
5 76,6276 39,2358 51,7107 59,9246 104,636 160,299 54,5456
6 100,406 53,8322 71,6157 72,6973 114,660 170,330 62,3255
7 81,3447 42,9589 58,5874 64,9728 117,165 165,610 61,9089
8 84,8517 46,2963 65,4349 70,5442 130,463 170,348 69,9688
Tabla 3.4: Valores espectrales del conjunto de entrenamiento.
Teniendo en cuenta estos datos, usados por el algoritmo mı´nima distancia durante
el proceso de clasificacio´n, las Tablas 3.5 y 3.6 resumen los valores calculados por dicho
algoritmo para las clases 5 y 7, respectivamente: diferencia al cuadrado de los valores
espectrales del p´ıxel y las clases, para cada banda de la imagen.
Banda1 Banda2 Banda3 Banda4 Banda5 Banda6 Banda7
Clase 5 76,6276 39,2358 51,7107 59,9246 104,636 160,299 54,5456
P´ıxel 72 39 52 84 111 160 54
Diferencia2 21,41 0,06 0,08 579,62 40,50 0,09 0,30
Tabla 3.5: Ca´lculo de la distancia del p´ıxel de estudio a la clase 5.
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Banda1 Banda2 Banda3 Banda4 Banda5 Banda6 Banda7
Clase 7 81,3447 42,9589 58,5874 64,9728 117,165 165,610 61,9089
P´ıxel 72 39 52 84 111 160 54
Diferencia2 87,32 15,67 43,39 362,03 38,01 31,47 62,55
Tabla 3.6: Ca´lculo de la distancia del p´ıxel de estudio a la clase 7.
Si sumamos los valores diferencia2 de las tablas anteriores, obtenemos una distancia
de 642,06 a la clase 5 y 640,44 a la clase 7. Como se puede observar, la distancia espectral
de dicho p´ıxel a ambas clases es muy parecida, tan so´lo existe una diferencia de 1,62. Por
lo tanto se trata de un p´ıxel incierto, ya que se encuentra muy pro´ximo a ambas clases
desde el punto de vista espectral. Se podr´ıa utilizar informacio´n contextual durante el
proceso de clasificacio´n para ayudar a este tipo de p´ıxeles, ya que como hemos observado
anteriormente en la Figura 3.4, los dos p´ıxeles de estudio, ambos con los mismos valores
espectrales, se encontraban rodeados en su mayor´ıa por p´ıxeles de la clase 5, en lugar
de p´ıxeles de la clase 7. Ayudado con te´cnicas contextuales, estos p´ıxeles se hubieran
clasificado correctamente.
Aparte de los p´ıxeles inciertos, tambie´n existen los p´ıxeles ruidosos. No son muy
frecuentes, pero tambie´n pueden ser tratados mediante algoritmos contextuales, en pro-
cesos de pre-clasificacio´n de la imagen de sate´lite. La Figura 3.5 muestra los valores
espectrales de un p´ıxel ruidoso de la imagen de sate´lite de la zona de estudio, con un
porcentaje significativo de ruido introducido artificialmente.
Figura 3.5: Valor espectral de un p´ıxel ruidoso.
Los auto´matas celulares nos permiten implementar te´cnicas de pre-clasificacio´n, para
la eliminacio´n de los p´ıxeles ruidosos, y post-clasificacio´n, para el refinamiento de los
p´ıxeles inciertos, agrupadas en una junto con el proceso de clasificacio´n, como se muestra
en el siguiente apartado.
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3.2. Clasificacio´n de ima´genes de sate´lite con ACA
En este apartado se cita el trabajo previo existente relacionado con la clasificacio´n de
ima´genes de sate´lite mediante auto´matas celulares, se enumeran los objetivos principa-
les del algoritmo ACA as´ı como la informacio´n complementaria de cada objetivo, y se
exponen las consideraciones previas a tener en cuenta antes de aplicar dicho algoritmo.
3.2.1. Trabajo previo existente
Como vimos en el Cap´ıtulo 1, a pesar del gran nu´mero de algoritmos de clasificacio´n
de ima´genes de sate´lite que existen disponibles, en la actualidad existen numerosos gru-
pos de investigacio´n estudiando nuevos me´todos clasificadores [97] [98] [107] [114] [115],
ya que todav´ıa no se ha creado ningu´n clasificador que ofrezca una tasa de acierto del
100 % para las ima´genes de sate´lite complejas [7] [8]. Por otro lado, como vimos en el
Cap´ıtulo 2, hasta ahora los auto´matas celulares han sido utilizados por la comunidad
cient´ıfica principalmente para implementar todo tipo de simulaciones [14]. En el a´mbito
de la teledeteccio´n, las simulaciones han sido sobre todo de tipo medioambiental y social.
La aplicacio´n de los auto´matas celulares en el proceso de clasificacio´n de ima´genes de
sate´lite es un campo nuevo de estudio, en el que existen muy pocos trabajos previos
significativos. En este contexto, se han utilizado principalmente para implementar al-
goritmos de post-clasificacio´n y reconocimiento de patrones, en combinacio´n con otras
te´cnicas. Los trabajos existentes se pueden dividir en tres grandes categor´ıas:
– Post-clasificacio´n de ima´genes de sate´lite mediante auto´matas celulares:
los auto´matas celulares se han utilizado en procesos de post-clasificacio´n para
mejorar los resultados obtenidos previamente por algu´n algoritmo de clasificacio´n.
Como ejemplos podemos encontrar la aplicacio´n de auto´matas celulares con auto-
aprendizaje a la post-clasificacio´n de ima´genes de sate´lite [76] o la post-clasificacio´n
de ima´genes Landsat aplicada en pa´ıses en desarrollo [94].
– Combinacio´n de auto´matas celulares con otras te´cnicas: los auto´matas
celulares se han utilizado, combinados con algoritmos gene´ticos, para el recono-
cimiento de patrones [71]. Tambie´n existen trabajos de investigacio´n relacionados
con los auto´matas celulares combinados con redes neuronales artificiales, que per-
miten definir reglas con un mayor grado de objetividad, con el objetivo de simular
el uso de la tierra utilizando un SIG [67] [70].
– Clasificacio´n de ima´genes mediante auto´matas celulares: en este aspecto
destaca un me´todo de clasificacio´n de ima´genes basado en las transformaciones
de los auto´matas celulares [16]. No existen demasiados trabajos en esta tercera
categor´ıa, que es precisamente en la que se centra esta tesis doctoral.
Como se puede observar, a pesar de las enormes ventajas que implica la utilizacio´n de
auto´matas celulares en los procesos de clasificacio´n, existen pocos trabajos previos rela-
cionados espec´ıficamente con la clasificacio´n de ima´genes de sate´lite mediante auto´matas
celulares. Este cap´ıtulo se centra en la descripcio´n detallada del algoritmo ACA, y la
siguiente seccio´n comienza describiendo sus objetivos principales.
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3.2.2. Objetivos principales del algoritmo ACA
Esta tesis doctoral propone un nuevo algoritmo de clasificacio´n de ima´genes de sate´lite
supervisado basado en auto´matas celulares multiestado, llamado ACA (classification
Algorithm based on Cellular Automata) [41] [43] [44] [45] [46]. El algoritmo ACA se
basa en la aplicacio´n de las propiedades de los auto´matas celulares sobre las ima´genes
de sate´lite, con el propo´sito de implementar un proceso de clasificacio´n supervisado
espectral-contextual. Los tres objetivos principales del algoritmo ACA son los siguientes:
– Objetivo #1: mejorar la tasa de acierto de la clasificacio´n. Este objetivo
pretende aumentar la tasa de acierto obtenida por parte de otros algoritmos de
clasificacio´n cla´sicos a trave´s del uso de informacio´n contextual. Para ello, el al-
goritmo ACA clasificara´ los p´ıxeles problema´ticos teniendo en cuenta no so´lo sus
valores espectrales (ambiguos, en el caso de los p´ıxeles inciertos, y erro´neos, en el
caso de los p´ıxeles ruidosos), sino tambie´n los valores de los p´ıxeles vecinos, para
afinar ma´s en la tasa de acierto final de la clasificacio´n. Gracias a este objetivo, se
fusionaran tres procesos distintos que normalmente se utilizan por separado y en
el siguiente orden: pre-clasificacio´n (eliminacio´n de p´ıxeles ruidosos), clasificacio´n
y post-clasificacio´n (refinamiento de p´ıxeles inciertos).
– Objetivo #2: construir una clasificacio´n jera´rquica. Este objetivo pretende
obtener una clasificacio´n jera´rquica dividida en niveles o capas de fiabilidad basa-
das en la proximidad espectral de los p´ıxeles a sus clases correspondientes, de tal
manera que las primeras capas sean ma´s fiables que las u´ltimas, en te´rminos de ta-
sa de acierto. Para conseguir este objetivo, en cada iteracio´n del auto´mata celular
sera´n clasificados so´lo aquellos p´ıxeles que este´n dentro de una distancia espectral
ma´xima permitida en el espacio de caracter´ısticas respecto del centro de sus cla-
ses correspondientes, y esta distancia se incrementara´ en cada iteracio´n. A partir
de ahora, esta distancia variable recibira´ el nombre de threshold. De este modo
obtendremos una clasificacio´n jera´rquica dividida en niveles de calidad, donde los
primeros niveles ofrecera´n mayor fiabilidad que los u´ltimos. Adema´s, la clasifica-
cio´n jera´rquica ayudara´ al primer objetivo, ya que los p´ıxeles inciertos y ruidosos,
que esta´n ma´s alejados normalmente del centro de sus clases, sera´n clasificados en
las u´ltimas iteraciones del auto´mata celular, utilizando como vecinos a p´ıxeles que
con una gran probabilidad se habra´n clasificado en iteraciones anteriores y por lo
tanto ofrecera´n mayor fiabilidad, mejorando as´ı la tasa de acierto final.
– Objetivo #3: detectar bordes y p´ıxeles inciertos/ruidosos. Este objetivo
pretende conseguir una lista detallada de los p´ıxeles inciertos y ruidosos para tener
un mayor control sobre los p´ıxeles problema´ticos, as´ı como una lista de los p´ıxeles
que determinen los bordes espaciales de las clases de la imagen de sate´lite. Esta
segunda opcio´n sera´ bastante interesante, ya que la deteccio´n de bordes espaciales
(no espectrales) de las clases de una imagen tambie´n es un problema cla´sico dentro
del a´mbito de la teledeteccio´n. Gracias a esta informacio´n, en futuros ana´lisis
podremos establecer, por ejemplo, cua´ntas agrupaciones de una misma clase existen
en una imagen de sate´lite, como contar el nu´mero de edificios de una ciudad.
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3.2.3. Informacio´n complementaria de los objetivos principales
El algoritmo ACA tambie´n pretende ofrecer informacio´n complementaria para cada uno
tres objetivos principales vistos en la seccio´n anterior. El propo´sito de toda esta infor-
macio´n complementaria consiste en poder analizar con detenimiento no so´lo el compor-
tamiento del algoritmo ACA a lo largo de las distintas iteraciones del auto´mata celular,
sino adema´s, estudiar la evolucio´n de las clases y de los p´ıxeles de la imagen de sate´lite,
as´ı como representar gra´ficamente la evolucio´n de los valores de determinados para´me-
tros, como la tasa de acierto, la precisio´n y el recall. La informacio´n complementaria que
ofrece el algoritmo ACA para cada uno de los tres objetivos principales establecidos es
la siguiente:
– Informacio´n complementaria #1: evolucio´n de las matrices de confusio´n.
Esta primera informacio´n complementaria pretende proporcionar una matriz de
confusio´n intermedia para cada iteracio´n del auto´mata celular, con el propo´sito de
que el analista experto pueda estudiar detenidamente no so´lo el comportamiento
del algoritmo ACA en cada imagen de sate´lite concreta, sino que adema´s pueda
analizar la evolucio´n de la tasa de acierto a lo largo del proceso de clasificacio´n.
Dicha informacio´n complementa al objetivo #1, ya que nos permitira´ obtener la
evolucio´n de la tasa de acierto.
– Informacio´n complementaria #2: evolucio´n de la precisio´n y el recall .
Esta segunda informacio´n complementaria pretende obtener el valor de la precisio´n
y el recall de cada clase para cada iteracio´n del auto´mata celular, con el propo´sito
de estudiar la evolucio´n de dichos valores a lo largo del proceso de clasificacio´n a
trave´s de las posteriores gra´ficas de evolucio´n. Dicha informacio´n complementa al
objetivo #2, ya que nos permitira´ obtener la evolucio´n de la precisio´n y el recall
a trave´s de la clasificacio´n jera´rquica.
– Informacio´n complementaria #3: evolucio´n de las tablas de p´ıxeles.
Esta tercera informacio´n complementaria pretende obtener una tabla intermedia
de p´ıxeles con informacio´n desglosada de cada tipo de p´ıxel para cada iteracio´n
del auto´mata celular, con el propo´sito de completar la informacio´n ofrecida por las
matrices de confusio´n intermedias. Dicha informacio´n complementa al objetivo #3,
ya que incrementara´ la informacio´n proporcionada por dicho objetivo a trave´s de
la evolucio´n de las tablas intermedias de p´ıxeles. La Tabla 3.7 muestra un ı´ndice de
los tres objetivos principales propuestos, as´ı como la informacio´n complementaria
ofrecida por parte del algoritmo ACA para cada uno de los objetivos.
# Objetivos principales Informacio´n complementaria
1 Mejorar la tasa de acierto de la clasificacio´n Evolucio´n de las matrices de confusio´n
2 Construir una clasificacio´n jera´rquica Evolucio´n de la precisio´n y el recall
3 Detectar bordes y p´ıxeles inciertos/ruidosos Evolucio´n de las tablas de p´ıxeles
Tabla 3.7: Objetivos principales e informacio´n complementaria del algoritmo ACA.
c© A. Moise´s Esp´ınola Pe´rez (2014)
112 CAPI´TULO 3. CLASIFICACIO´N MEDIANTE AUTO´MATAS CELULARES
3.2.4. Consideraciones previas del algoritmo ACA
Como hemos visto en las dos secciones anteriores, el principal objetivo del algoritmo
ACA consiste en clasificar los p´ıxeles de la imagen de sate´lite basa´ndose no so´lo en la
informacio´n espectral de cada p´ıxel, sino tambie´n en la informacio´n contextual de sus
p´ıxeles vecinos, y por lo tanto mejorar los resultados obtenidos por otros algoritmos
de clasificacio´n existentes en la literatura desde varios puntos de vista: aumentar la
tasa de acierto, conseguir una clasificacio´n jera´rquica, y obtener la ma´xima cantidad de
informacio´n extra derivada del proceso de clasificacio´n. Para implementar el algoritmo
ACA y conseguir estos objetivos, debemos tener en cuenta las siguientes consideraciones
previas entre el modelo general de auto´mata celular multiestado y los elementos ba´sicos
de un proceso gene´rico de clasificacio´n de ima´genes de sate´lite:
– Cada celda del auto´mata celular corresponde a un p´ıxel de la imagen de sate´lite.
– Cada celda tiene tres estados, uno por objetivo, y nos indican: la clase a la que
pertenece cada p´ıxel, la iteracio´n del auto´mata celular en la que se clasifico´ y el
tipo concreto de p´ıxel.
– La vecindad de cada celda puede estar formada por 4 p´ıxeles (vecindad von Neu-
mann), 8 p´ıxeles (vecindad de Moore) o´ 24 p´ıxeles (vecindad de Moore extendida).
– La funcio´n de transicio´n f debe clasificar cada p´ıxel de la imagen en su clase
correspondiente basa´ndose en las caracter´ısticas de la celda actual y de su vecindad,
y aplicando las reglas del auto´mata celular a lo largo de las distintas iteraciones.
El algoritmo ACA esta´ basado en los dos algoritmos de clasificacio´n supervisados
paralelep´ıpedos y mı´nima distancia cla´sicos. Por lo tanto, existen dos algoritmos ACA:
ACA paralelep´ıpedos y ACA mı´nima distancia , cada uno basado en su algorit-
mo cla´sico correspondiente. Por simplificacio´n, a lo largo de este documento se usara
algoritmo ACA para referirse a ambos algoritmos. El algoritmo ACA modifica el com-
portamiento de los algoritmos cla´sicos a trave´s del uso de auto´matas celulares, aplicando
las reglas de la funcio´n de transicio´n f para optimizar los resultados obtenidos. Otra
consideracio´n previa del algoritmo ACA consiste en que la funcio´n de transicio´n f debe
tener en cuenta las siguientes entradas para cada p´ıxel de la imagen de sate´lite, en cada
iteracio´n del auto´mata celular:
– Clases posibles ofrecidas por el algoritmo cla´sico: conjunto de clases posi-
bles del p´ıxel actual, que puede ser una sola clase, o varias en el caso de los p´ıxeles
inciertos. Las clases espectrales son proporcionadas por los algoritmos paralelep´ıpe-
dos o mı´nima distancia, modificados mediante te´cnicas de auto´matas celulares.
– Iteracio´n del auto´mata celular: valor que especifica el nivel de calidad en el
que se clasifica el p´ıxel actual, y que posteriormente permite obtener el grado de
pertenencia de cada p´ıxel de la imagen a su clase correspondiente.
– Estados de la vecindad: conjunto de estados de los p´ıxeles vecinos al p´ıxel
actual. El tipo de vecindad del auto´mata celular es elegida antes de aplicar el
proceso de clasificacio´n para personalizar los resultados obtenidos.
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3.3. Descripcio´n del algoritmo ACA
En este apartado se muestran los estados y las reglas del auto´mata celular utilizado en el
algoritmo ACA as´ı como su descripcio´n matema´tica, el pseudoco´digo de los algoritmos
ACA principal, ACA espectral y ACA contextual, las fo´rmulas complementarias utiliza-
das, una explicacio´n detallada de la clasificacio´n jera´rquica y la arquitectura principal
del algoritmo ACA.
3.3.1. Estados y reglas del auto´mata celular
Para conseguir los objetivos principales del algoritmo ACA, citados en el apartado an-
terior, se ha utilizado un auto´mata celular multiestado en el que cada celda tiene 3
estados independientes, uno para cada uno de los objetivos principales. El primer estado
es clase, y corresponde a la clase espectral en la que es clasificado cada p´ıxel de la
imagen de sate´lite utilizando no so´lo sus valores espectrales, sino tambie´n la informacio´n
contextual de los p´ıxeles vecinos. Este estado nos permite mejorar la tasa de acierto de
la clasificacio´n (objetivo #1 ). El segundo estado es calidad, y corresponde al nu´mero
de iteracio´n del auto´mata celular en el que es clasificado cada p´ıxel de la imagen. Este
estado nos permite construir una clasificacio´n jera´rquica (objetivo #2 ). El tercer estado
es tipo, y corresponde al tipo de p´ıxel con el que estamos tratando: incierto, ruidoso,
borde o foco, donde los p´ıxeles foco son los que no son bordes espaciales de las clases.
Este estado nos permite detectar bordes y p´ıxeles inciertos/ruidosos (objetivo #3 ). A
continuacio´n se muestra todo el rango de valores que puede tomar cada uno de los 3
estados del auto´mata celular:
– Estado #1 [clase] = claseEspectral (clases espectrales definidas por el conjunto
de entrenamiento) o claseVac´ıa (p´ıxeles que todav´ıa no han sido clasificados).
– Estado #2 [calidad] = 1 .. numIteraciones (iteracio´n del auto´mata celular que
indica el nivel de calidad de la capa dentro de la clasificacio´n jera´rquica).
– Estado #3 [tipo] = incierto (p´ıxeles dudosos), ruidoso (p´ıxeles ruidosos), borde
(p´ıxeles frontera de las clases) o foco (p´ıxeles que no son bordes).
Como se puede observar, el estado #1 (clase) puede tomar cualquier clase espectral
que haya sido definida anteriormente en el conjunto de entrenamiento, as´ı como la clase
vac´ıa para aquellos p´ıxeles que au´n no han sido clasificados; en la primera iteracio´n del
auto´mata celular, todas las celdas tienen su estado 1 con el valor claseVac´ıa, ya que au´n
no ha comenzado el proceso de clasificacio´n. El estado #2 (calidad) toma como valor
el nu´mero de iteracio´n en la que el p´ıxel es clasificado, un valor definido entre 1 y el
nu´mero ma´ximo de iteraciones. El estado #3 (tipo) indica el tipo de p´ıxel con el que nos
encontramos: incierto, ruidoso, borde o foco.
Aparte de los tres estados, tambie´n se han creado cuatro reglas que definen el compor-
tamiento del auto´mata celular multiestado, una regla para cada tipo de p´ıxel especificado
en el estado #3 del algoritmo ACA:
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– Regla #1. Si el nu´mero de posibles claseEspectral es igual a 0 porque el p´ıxel
actual tiene valores espectrales erro´neos:
[clase] [calidad ] [tipo] = [clase mayoritaria de la vecindad ] [iteracio´n] [ruidoso]
– Regla #2. Si el nu´mero de posibles claseEspectral es igual a 1, y todas las clases
de la vecindad son claseVac´ıa o iguales a la del p´ıxel actual:
[clase] [calidad ] [tipo] = [claseEspectral ] [iteracio´n] [foco]
– Regla #3. Si el nu´mero de posibles claseEspectral es igual a 1, y alguna clase de
la vecindad es distinta a la del p´ıxel actual:
[clase] [calidad ] [tipo] = [claseEspectral ] [iteracio´n] [borde]
– Regla #4. Si el nu´mero de posibles claseEspectral es mayor que 1:
[clase] [calidad ] [tipo] = [clase mayoritaria de la vecindad entre las clases dudosas]
[iteracio´n] [incierto]
Como se puede observar, cada regla corresponde a uno de los cuatro tipos de p´ıxeles
que se han especificado previamente: la regla #1 para los p´ıxeles ruidosos, la regla #2
para los p´ıxeles foco, la regla #3 para los p´ıxeles borde y la regla #4 para los p´ıxeles
inciertos. A trave´s de las reglas #1 y #4, el algoritmo ACA mejora la tasa de acierto de
la clasificacio´n a trave´s de te´cnicas contextuales (objetivo #1 ), y a trave´s de las reglas
#2 y #3, el algoritmo ACA obtiene una lista de p´ıxeles focos y bordes espaciales de
las clases de la imagen de sate´lite (objetivo #3 ). A trave´s del comportamiento iterativo
del auto´mata celular, el algoritmo ACA construye una clasificacio´n jera´rquica basada
en niveles de calidad (objetivo #2 ). Por otro lado, la primera regla se caracteriza por
tener un error en el proceso de clasificacio´n, por lo que el nu´mero de clases espectrales
posibles es 0. En la segunda y tercera regla, la primera condicio´n es la misma: el nu´mero
de clases espectrales posibles es 1. En la cuarta regla, la condicio´n es distinta al resto:
el nu´mero de clases espectrales posibles es mayor que 1. A continuacio´n se ofrece una
explicacio´n ma´s detallada del funcionamiento de cada una de las reglas:
– Regla #1: un p´ıxel sera´ etiquetado como ruidoso si sus valores espectrales son
erro´neos en todas las bandas de la imagen de sate´lite, y por lo tanto tomara´ como
clase la clase mayoritaria de la vecindad (informacio´n contextual).
– Regla #2: un p´ıxel sera´ etiquetado como foco si no es el borde espacial de una
clase, es decir, si los p´ıxeles de alrededor pertenecen a la misma clase o a la clase
vac´ıa porque au´n no han sido clasificados.
– Regla #3: un p´ıxel sera´ etiquetado como borde si es la frontera espacial de una
clase espectral, y por lo tanto existen p´ıxeles vecinos que pertenecen a una clase
distinta de la clase de dicho p´ıxel.
– Regla #4: un p´ıxel sera´ etiquetado como incierto si el nu´mero de clases espectrales
posibles es mayor que 1, y por lo tanto tomara´ como clase la clase mayoritaria de
la vecindad entre las clases dudosas (informacio´n contextual).
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3.3.2. Descripcio´n matema´tica del auto´mata celular
El auto´mata celular multiestado del algoritmo ACA se puede expresar, desde un
punto de vista matema´tico y utilizando la misma nomenclatura que la usada a lo largo
del Cap´ıtulo 2, a trave´s de la siguiente expresio´n:
ACA = (d, r,Q,#, V, f) = (3.1)
(2×N, {4|8|24} , [qclase, qcalidad, qtipo], [claseVac´ıa, ∅, ∅], V, f)
donde:
– d = 2×N : la dimensio´n espacial del auto´mata celular del algoritmo ACA es 2, es
decir, las celdas esta´n distribuidas en forma de matriz bidimensional. Sin embargo,
como cada p´ıxel de la imagen de sate´lite tiene un total de N valores almacenados,
uno para cada banda espectral, realmente estamos trabajando sobre una dimensio´n
d = 2×N .
– r = {4|8|24}: el taman˜o de la vecindad puede ser de 4, 8 o´ 24 vecinos de alrededor,
con el objetivo de personalizar el proceso de clasificacio´n.
– Q = [qclase, qcalidad, qtipo]: el conjunto de estados por celda esta´ formado por todos
los conjuntos de valores que puede tomar cada uno de los tres estados, como se
muestra en la siguiente expresio´n:





– # = [claseVac´ıa, ∅, ∅]: el estado quiescente, o valor inicial, es la clase vac´ıa para el
primer estado y el conjunto vac´ıo para el resto de estados.
– V : el vector de vecindad se puede configurar a 4, 8 o´ 24 vecinos de cada una de
las celdas en todas las dimensiones disponibles, como se muestra en la siguiente
expresio´n:
V ⊂ (Z2×N ){4|8|24} (3.3)
– f : la funcio´n de transicio´n aplica las cuatro reglas a cada una de las celdas a lo
largo de las iteraciones con el propo´sito de cambiar sus estados, teniendo en cuenta
la vecindad elegida, como se muestra en la siguiente expresio´n:
f : Q{4|8|24}+1 → Q (3.4)
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3.3.3. Pseudoco´digo del algoritmo ACA
A nivel de implementacio´n, el algoritmo ACA se compone de tres algoritmos complemen-
tarios entre s´ı: ACA principal, ACA espectral y ACA contextual. El algoritmo ACA
principal se encarga de ejecutar las iteraciones del auto´mata celular. En cada iteracio´n,
en primer lugar se realiza una clasificacio´n espectral provisional de todos los p´ıxeles de
la imagen de sate´lite que au´n no han sido clasificados y que se encuentran dentro del
threshold permitido de la iteracio´n actual, y a continuacio´n se realiza una clasificacio´n
contextual de dichos p´ıxeles con el propo´sito de mejorar los resultados ofrecidos por la
clasificacio´n espectral. El valor del threshold aumenta en cada iteracio´n del proceso de
clasificacio´n. La Tabla 3.8 muestra el pseudoco´digo del algoritmo ACA principal.
Algoritmo ACA principal (ND,V C,RD,ACA.r,ACA.nIter, thr)
Entradas:
ND: niveles digitales de todos los p´ıxeles en todas las bandas
V C: valor central de todas las clases en todas las bandas
RD: rango de dispersio´n de todas las clases en todas las bandas
ACA.r: taman˜o de la vecindad del auto´mata celular
ACA.nIter: nu´mero de iteraciones del auto´mata celular
thr: threshold para cada iteracio´n del auto´mata celular
Salida:
ACA.Q = {qclase, qcalidad, qtipo}: conjunto de estados de todas las celdas
01 for i← 1 to ACA.nIter do
02 foreach ACA.Qj |j ∈ {1..numP´ıxeles} do
03 if ACA.Qj,clase = ∅ then
04 ACA.Qj ← ACAespectral(NDj , V C,RD,ACA.Qj , thr);
05 if ACA.Qj,clase 6= ∅ or i = ACA.nIter then




10 thr ← thr + inc;
11 end
12 return ACA.Q;
Tabla 3.8: Pseudoco´digo del algoritmo ACA principal.
El algoritmo ACA espectral se basa en los algoritmos supervisados paralelep´ıpe-
dos y mı´nima distancia cla´sicos, mejorados a trave´s de las te´cnicas que ofrecen los
auto´matas celulares, dividiendo el proceso de clasificacio´n en varias iteraciones a trave´s
del incremento del threshold. Esta divisio´n ofrece una clasificacio´n jera´rquica formada
por diferentes niveles o capas de fiabilidad basadas en el grado de pertenencia de los
p´ıxeles a sus clases correspondientes, donde las primeras capas ofrecen mayor calidad
que las u´ltimas. El algoritmo ACA espectral es el responsable del objetivo #2. La Tabla
3.9 muestra el pseudoco´digo del algoritmo ACA espectral.
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Algoritmo ACA espectral (NDj , V C,RD,ACA.Qj , thr)
Entradas:
NDj : niveles digitales del p´ıxel j en todas las bandas
V C: valor central de todas las clases en todas las bandas
RD: rango de dispersio´n de todas las clases en todas las bandas
ACA.Qj = {qclase, qcalidad, qtipo}: conjunto de estados de la celda j
thr: threshold para cada iteracio´n del auto´mata celular
Salida:
ACA.Qj = {qclase, qcalidad, qtipo}: conjunto de estados de la celda j
01 foreach claseA|A ∈ {1..numClases} do
02 if clasificacio´nJera´rquica(NDj , V C,RD, thr, claseA) ∈ thr
03 then ACA.Qj,clase ← ACA.Qj,clase + claseA;
04 endif
05 end
06 return ACA.Qj ;
Tabla 3.9: Pseudoco´digo del algoritmo ACA espectral.
La funcio´n clasificacio´nJera´rquica() del algoritmo ACA espectral utiliza uno de los
dos clasificadores cla´sicos modificados a trave´s de los auto´matas celulares. Para ejecutar
el algoritmo ACA paralelep´ıpedos se usa la siguiente expresio´n, modificada a partir de
la Expresio´n (1.4) del Cap´ıtulo 1 :
V CA,n −RDthrA,n ≤ NDj,n ≤ V CA,n +RDthrA,n (3.5)
donde el argumento modificado de la Expresio´n (1.4) es el siguiente:
– RDthrA,n: rango de dispersio´n de la clase A en la banda n para la iteracio´n i del
proceso de clasificacio´n. Este valor aumenta en cada iteracio´n, teniendo en cuenta
el valor de thr.
Para ejecutar el algoritmo ACA mı´nima distancia se usa la siguiente expresio´n,
modificada a partir de la Expresio´n (1.6) del Cap´ıtulo 1 :
ACA.Qj,clase = {A,∀ A |distj,A ≤ thr} (3.6)
El algoritmo ACA espectral modifica el funcionamiento de los algoritmos cla´sicos a
trave´s de las Expresiones (3.5) y (3.6), dividiendo los resultados del proceso de clasifi-
cacio´n en el nu´mero de iteraciones del auto´mata celular a trave´s del para´metro thr.
Por otro lado, el algoritmo ACA contextual es el encargado de aplicar las cuatro
reglas del auto´mata celular, y tambie´n es el responsable de los otros dos objetivos prin-
cipales del algoritmo ACA. Por un lado, el algoritmo ACA contextual mejora la tasa de
acierto de la clasificacio´n mediante te´cnicas contextuales (objetivo #1 ) a trave´s de las
reglas #1 y #4 para los p´ıxeles ruidosos e inciertos.
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Por otro lado, el algoritmo ACA contextual indica el tipo de p´ıxel: ruidoso, foco,
borde o incierto (objetivo #3 ) a trave´s de las reglas #1, #2, #3 y #4. La Tabla 3.10
muestra el pseudoco´digo del algoritmo ACA contextual.
Algoritmo ACA contextual (ACA.Qj , ACA.r, i)
Entradas:
ACA.Qj = {qclase, qcalidad, qtipo}: conjunto de estados de la celda j
ACA.r: taman˜o de la vecindad del auto´mata celular
i: iteracio´n actual del auto´mata celular
Salida:
ACA.Qj = {qclase, qcalidad, qtipo}: conjunto de estados de la celda j
01 if obtenerClases(ACA.Qj,clase) = ∅ then
02 ACA.Qj,clase = claseMayoritaria(j, ACA.r);
03 ACA.Qj,tipo = “ruidoso”;
04 endif
05 if obtenerClases(ACA.Qj,clase) = 1 and
06 clasesIguales(ACA.Qj,clase, ACA.QACA.r,clase) = true
07 then ACA.Qj,tipo = “foco”;
08 endif
09 if obtenerClases(ACA.Qj,clase) = 1 and
10 clasesIguales(ACA.Qj,clase, ACA.QACA.r,clase) = false
11 then ACA.Qj,tipo = “borde”;
12 endif
13 if obtenerClases(ACA.Qj,clase) > 1 then
14 ACA.Qj,clase = claseMayoritariaDudosas(ACA.Qj , ACA.r);
15 ACA.Qj,tipo = “incierto”;
16 endif
17 ACA.Qj,calidad = i;
18 return ACA.Qj ;
Tabla 3.10: Pseudoco´digo del algoritmo ACA contextual.
El algoritmo ACA contextual utiliza una serie de funciones complementarias para po-
der aplicar las cuatro reglas del auto´mata celular. A continuacio´n se muestra el propo´sito
de cada funcio´n:
– Funcio´n obtenerClases(): obtiene las clases posibles del p´ıxel actual devueltas
tras la clasificacio´n espectral preliminar.
– Funcio´n clasesIguales(): comprueba si la clase del p´ıxel actual es la misma que
las clases de toda su vecindad.
– Funcio´n claseMayoritaria(): obtiene la clase mayoritaria de la vecindad del p´ıxel
actual.
– Funcio´n claseMayoritariaDudosas(): obtiene la clase mayoritaria de la vecin-
dad del p´ıxel actual, entre las clases dudosas.
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3.3.4. Fo´rmulas complementarias del algoritmo ACA
Con el objetivo de analizar la evolucio´n de las diferentes clases durante el proceso de
clasificacio´n de la imagen de sate´lite, el algoritmo ACA tambie´n calcula la precisio´n y
el recall de las clases a partir de la matriz de confusio´n intermedia de cada iteracio´n
del auto´mata celular. La precisio´n es un valor que mide el acierto de que una clase






– precisio´nA: precisio´n de la clase A.
– MCA,A: valor de la clase A en la diagonal principal de la matriz de confusio´n.
–
∑Nclases
n=1 MCA,n: suma de los valores de la fila de la clase A en la matriz de
confusio´n.
Se ha adaptado la fo´rmula cla´sica de la precisio´n al comportamiento iterativo del








– precisio´niA: precisio´n de la clase A en la iteracio´n i.
– MCiA,A: valor de la clase A en la diagonal principal de la matriz de confusio´n





A,n: suma de los valores de la fila de la clase A en la matriz de
confusio´n intermedia de la iteracio´n i.
El recall es un valor que mide la capacidad del modelo de prediccio´n para seleccionar






– recallA: recall de la clase A.
– MCA,A: valor de la clase A en la diagonal principal de la matriz de confusio´n.
–
∑Nclases
n=1 MCn,A: suma de los valores de la columna de la clase A en la matriz de
confusio´n.
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Tambie´n se ha adaptado la fo´rmula cla´sica del recall al comportamiento iterativo del








– recalliA: recall de la clase A en la iteracio´n i.
– MCiA,A: valor de la clase A en la diagonal principal de la matriz de confusio´n





n,A: suma de los valores de la columna de la clase A en la matriz de
confusio´n intermedia de la iteracio´n i.
La clasificacio´n jera´rquica del algoritmo ACA, dividida en el nu´mero de iteraciones
establecidas para el auto´mata celular, simula adema´s una clasificacio´n pseudodifusa que
permite al analista experto calcular el grado de pertenencia de cada p´ıxel a su clase
correspondiente. Dicho valor es calculado para cada p´ıxel de la imagen a lo largo del
proceso de clasificacio´n, y ofrece un porcentaje entre el nu´mero de iteracio´n en la que
se ha clasificado cada p´ıxel concreto y el nu´mero total de iteraciones usadas en su clase






– gpx,A: grado de pertenencia del p´ıxel x a la clase A.
– iteracio´nA,fin: iteracio´n en la que todos los p´ıxeles de la clase A se han clasificado.
– iteracio´nx,A: iteracio´n en la que el p´ıxel x ha sido clasificado en la clase A.
La clasificacio´n jera´rquica tambie´n permite conocer el grado de heterogeneidad
de cada clase, valor que indica la dificultad que presentan sus p´ıxeles a la hora de ser






– ghA: grado de heterogeneidad de la clase A.
– iteracio´nA,fin: iteracio´n en la que todos los p´ıxeles de la clase A se han clasificado.
– iteracio´nim,fin: iteracio´n en la que todos los p´ıxeles de la imagen se han clasificado.
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3.3.5. Clasificacio´n jera´rquica del algoritmo ACA
Uno de los aspectos ma´s novedosos del algoritmo ACA es la obtencio´n de una clasifica-
cio´n jera´rquica. Para comprender mejor en que´ consiste este tipo de clasificacio´n, vamos
a analizar detenidamente el siguiente ejemplo. La Figura 3.6 muestra el proceso de cla-
sificacio´n jera´rquica de los algoritmos ACA paralelep´ıpedos y ACA mı´nima distancia
mediante 3 iteraciones del auto´mata celular, representado en el plano espectral, es decir,
el espacio de caracter´ısticas.
Figura 3.6: Evolucio´n del algoritmo ACA mediante 3 iteraciones del auto´mata celular:
(L´ınea 1) ACA paralelep´ıpedos. El threshold aumenta en proporcio´n a la covarianza.
(L´ınea 2) ACA mı´nima distancia. El threshold aumenta en igual proporcio´n.
Como se puede observar, en cada iteracio´n del auto´mata celular va aumentando el
threshold, y en consecuencia tambie´n aumenta el rango de p´ıxeles que se clasifican. Los
p´ıxeles ma´s pro´ximos a sus clases correspondientes, desde un punto de vista espectral,
son clasificados en la primera iteracio´n. La mayor´ıa de estos p´ıxeles pertenecen incluso al
conjunto de entrenamiento elegido por el analista experto. En las siguientes iteraciones
se clasifican los p´ıxeles ma´s alejados de los centros espectrales de sus clases correspon-
dientes, y por u´ltimo se clasifican los p´ıxeles inciertos mediante te´cnicas de clasificacio´n
contextual, con la seguridad de que dichas te´cnicas se basara´n en p´ıxeles vecinos bien
clasificados en iteraciones anteriores, y por lo tanto con un nivel de calidad superior. Las
primeras iteraciones, por lo tanto, tienen un nivel de calidad mayor que las siguientes.
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3.3.6. Arquitectura del algoritmo ACA
Esta seccio´n se centra en la arquitectura del algoritmo ACA, que esta´ formada por una
combinacio´n de componentes relacionados con el a´mbito de la teledeteccio´n y compo-
nentes relacionados con el modelo matema´tico de los auto´matas celulares. La Figura 3.7
muestra la arquitectura principal del algoritmo ACA.
Figura 3.7: Arquitectura del algoritmo ACA.
Como se puede observar, la arquitectura del algoritmo ACA esta´ compuesta por
dos componentes principales: el algoritmo ACA propiamente dicho y la aplicacio´n del
ca´lculo de calidad de la clasificacio´n obtenida. El algoritmo ACA, a su vez, esta´ com-
puesto por los tres algoritmos descritos en secciones anteriores: ACA principal, ACA
espectral y ACA contextual. No obstante, la arquitectura descrita en esta seccio´n se
trata en realidad de un modelo bastante simplificado, donde so´lo se muestran los com-
ponentes relacionados con la obtencio´n de los objetivos principales del algoritmo ACA.
Los componentes relacionados con la obtencio´n de la informacio´n complementaria de
cada objetivo han sido obviados, para no aumentar la complejidad de la arquitectura.
A continuacio´n se explica el funcionamiento de los componentes principales:
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a) Algoritmo ACA. El algoritmo ACA tiene ocho componentes de entrada y un solo
componente de salida: la imagen clasificada. Los ocho componentes de entrada se
pueden agrupar en tres categor´ıas distintas:
– Componentes de entrada del algoritmo ACA relacionados con la
imagen de sate´lite a clasificar. El algoritmo ACA tiene dos entradas de
este tipo: la aplicacio´n de lectura de la imagen (imagen.img= ND) y la aplica-
cio´n de lectura del conjunto de muestras (muestras.sig={V C,RD}) obtenido
previamente a partir de p´ıxeles que pertenecen a las clases elegidas para el
proceso de clasificacio´n. Estos dos componentes proporcionan al algoritmo
ACA todos los elementos necesarios para realizar una clasificacio´n de la ima-
gen de tipo supervisada.
– Componentes de entrada del algoritmo ACA relacionados con los
algoritmos cla´sicos de clasificacio´n supervisada. El algoritmo ACA se
basa en los resultados obtenidos previamente por los clasificadores supervisa-
dos paralelep´ıpedos o mı´nima distancia, modificados para que produzcan una
clasificacio´n jera´rquica a trave´s del threshold (thr). El algoritmo ACA utiliza
los componentes de entrada (imagen.img= ND y muestras.sig={V C,RD})
para clasificar la imagen de sate´lite a trave´s de los algoritmos cla´sicos modifi-
cados y mejorados mediante el uso de auto´matas celulares. El analista experto
debe elegir, antes de llevar a cabo el proceso de clasificacio´n, el algoritmo su-
pervisado cla´sico en el que quiere que se base el algoritmo ACA.
– Componentes de entrada del algoritmo ACA relacionados con los
auto´matas celulares. Para mejorar los resultados obtenidos mediante los al-
goritmos cla´sicos supervisados, el algoritmo ACA modifica su comportamien-
to mediante el uso de auto´matas celulares, an˜adiendo los elementos de estados
(ACA.Q), reglas (ACA.f ), vecindad (ACA.r) e iteraciones (ACA.nIter) al
proceso de clasificacio´n supervisado. Algunos de estos componentes relacio-
nados con auto´matas celulares pueden ser configurados por el analista experto
antes de llevar a cabo el proceso de clasificacio´n, como la vecindad (vecindad
de von Neumann, vecindad de Moore o vecindad de Moore extendida), o el
nu´mero de iteraciones, personalizando la configuracio´n del algoritmo ACA
para cada imagen de sate´lite concreta.
b) Ca´lculo de calidad. Esta aplicacio´n toma como entradas la imagen clasificada
mediante el algoritmo ACA (imagenClasificada.img= ACA.Q) y la imagen clasi-
ficada mediante el trabajo de campo realizado por parte de los expertos eco´logos,
y obtiene la matriz de confusio´n entre ambas ima´genes, ofreciendo como salida
un ı´ndice que indica la tasa de acierto del proceso de clasificacio´n, es decir, el
porcentaje de p´ıxeles bien clasificados. Adema´s, ofrece una lista de los p´ıxeles mal
clasificados, relacionando la clase en la que han sido erro´neamente clasificados por
parte del algoritmo ACA con la clase a la que realmente pertenecen gracias al
trabajo de campo, y de este modo se puede determinar si existe confusio´n entre
clases por estar muy pro´ximas entre s´ı desde el punto de vista espectral, como
vimos al principio de este cap´ıtulo.
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3.4. Herramientas utilizadas para la investigacio´n
En este apartado se describen las herramientas ma´s importantes utilizadas para desa-
rrollar el trabajo de investigacio´n de esta tesis doctoral: por un lado el programa de
tratamiento de ima´genes de sate´lite Erdas Imagine y su mo´dulo Developers Toolkit, y
por otro lado las aplicaciones Weka y MATLAB.
3.4.1. Erdas Imagine
Erdas Imagine [39] [40] es una herramienta software relacionada con el a´mbito de la
teledeteccio´n que proporciona las te´cnicas ma´s avanzadas en el ana´lisis de ima´genes de
sate´lite y modelado espacial para la generacio´n de nueva informacio´n. Con Erdas Ima-
gine se pueden visualizar los resultados en 2D y 3D, crear v´ıdeos y composiciones de
mapa, corregir geome´tricamente las ima´genes, as´ı como analizar, clasificar y automatizar
la realizacio´n de mapas generados de ima´genes para una gran variedad de aplicaciones.
Soporta mu´ltiples formatos compatibles con otras herramientas disponibles en el merca-
do, permitiendo tanto importar como exportar los resultados obtenidos. Para desarrollar
gran parte del trabajo de investigacio´n de esta tesis doctoral se ha usado la versio´n 9.2
de Erdas Imagine, cuya arquitectura principal es la siguiente:
– IMAGINE Essentials: incorpora los elementos esenciales para la representacio´n
de ima´genes de sate´lite en 2D y 3D con un amplio rango de formatos soportados,
compatibilidad con otras herramientas como ArcGIS, georreferenciacio´n de ma-
pas, ana´lisis simples y composicio´n de productos cartogra´ficos. Se trata de una
herramienta de procesamiento de ima´genes de sate´lite de bajo coste.
– IMAGINE Advantage : incorpora sofisticadas herramientas de procesamiento de
ima´genes, interpolacio´n de superficies, mosaico de ima´genes, ana´lisis SIG y orto-
rectificacio´n. Esta herramienta ha sido desarrollada sobre la base de IMAGINE
Essentials y constituye una solucio´n muy robusta para el procesamiento avanzado
de ima´genes de sate´lite.
– IMAGINE Professional : incorpora herramientas ma´s profesionales, como el
procesamiento de ima´genes de radar, el modelado gra´fico espacial de datos o la
clasificacio´n avanzada. Incluye todas las herramientas de IMAGINE Essentials
e IMAGINE Advantage, y constituye uno de los sistemas de procesamiento de
ima´genes ma´s completos para aquellos analistas expertos que requieran sofisticadas
herramientas para complejos ana´lisis de ima´genes de sate´lite y fotograf´ıas ae´reas.
No obstante, existen otros mo´dulos de Erdas Imagine que complementan la fun-
cionalidad descrita, como IMAGINE InSAR, Leica Mosaic Pro o Terrain Prep Tool,
ampliando las funciones ya disponibles. Se ha elegido la herramienta Erdas Imagine
para desarrollar el algoritmo ACA por varios motivos. En primer lugar, porque era ne-
cesario utilizar una herramienta que permitiera implementar nuevos mo´dulos mediante
su desarrollo en algu´n lenguaje de programacio´n. En este sentido, Erdas Imagine dispone
del paquete Developers Toolkit, que permite al usuario implementar nuevas aplicaciones.
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En segundo lugar, porque la herramienta elegida deb´ıa ser capaz de manipular diferentes
tipos de ima´genes de sate´lite y fotograf´ıas ae´reas, y adema´s disponer de muchos mo´dulos
para poder analizar tanto las ima´genes como los resultados. En este aspecto, Erdas
Imagine ofrece una de las mejores propuestas del mercado, ya que dispone incluso de
soporte online por si el analista experto o el programador necesita ayuda. En tercer lugar,
porque era necesario que la herramienta elegida presentara una buena relacio´n calidad-
precio. En este sentido, Erdas Imagine proporciona una solucio´n bastante equilibrada,
y adema´s el grupo de investigacio´n de Informa´tica Aplicada dispon´ıa de una licencia
de dicha herramienta. El sistema utilizado para desarrollar el algoritmo ACA ha sido
IMAGINE Professional, y los principales mo´dulos usados han sido los siguientes:
– Viewer : se trata de un mo´dulo que permite visualizar, combinar, analizar y pre-
sentar la informacio´n geogra´fica. Es la aplicacio´n que se ha utilizado para mostrar
las ima´genes de sate´lite con las que se ha trabajado en esta tesis doctoral. Adema´s,
permite obtener una enorme cantidad de informacio´n a partir de las mismas.
– Classifier : se trata de un mo´dulo que permite realizar tanto clasificaciones no su-
pervisadas para generar el conjunto de entrenamiento, como clasificaciones super-
visadas para obtener la imagen final clasificada. Permite utilizar una gran variedad
de algoritmos de clasificacio´n de ima´genes de sate´lite. La Figura 3.8 muestra la
interfaz gra´fica de Erdas Imagine 9.2, con los mo´dulos Viewer y Classifier activos.
Figura 3.8: Interfaz gra´fica de Erdas Imagine 9.2. Imagen de sate´lite: El Ejido (1994).
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3.4.2. Developers Toolkit
El mo´dulo ma´s importante de Erdas Imagine que se ha utilizado para desarrollar el
algoritmo ACA ha sido Developers Toolkit [55]. Se trata de un conjunto de librer´ıas
que permite a los usuarios ampliar la funcionalidad de Erdas Imagine, implementando
nueva funcionalidad a trave´s de algoritmos informa´ticos programados en lenguaje C.
De este modo, el analista experto puede modificar la versio´n comercial de Erdas Ima-
gine, desarrollando nuevos mo´dulos que se pueden ejecutar como extensio´n de los que
incorpora esta potente herramienta. El Toolkit permite integrar las nuevas aplicaciones
implementadas por el analista experto en el entorno de Erdas Imagine, utilizando las
rutinas que ya estaban implementadas en la herramienta. El algoritmo ACA, por lo
tanto, ha sido implementado utilizando los siguientes componentes:
– Erdas Imagine 9.2 .
– Developers Toolkit .
– Compilador Visual C++.
Por otro lado, la librer´ıa de Developers Toolkit es muy extensa, y esta´ organizada
en distintos paquetes, cada uno compuesto a su vez por un conjunto de funciones. Los
paquetes ma´s importantes utilizados para la implementacio´n del algoritmo ACA han
sido los siguientes:
– eint (Master Toolkit Initialization Package): es el paquete de inicializacio´n
del Toolkit de Erdas, y gestiona una estructura que tiene un indicador de inicia-
lizacio´n para cada paquete de funciones del Toolkit. Dicha estructura es creada
por la funcio´n eint InitToolkit, que es la primera funcio´n que se debe llamar en un
nuevo programa del Toolkit de Erdas.
– eimg (Image File Access Package): es el paquete de acceso a los archivos de
ima´genes de sate´lite. Se trata de uno de los paquetes ma´s utilizados del Toolkit,
ya que proporciona las herramientas ba´sicas para crear, leer y escribir los datos
raster en archivos de disco. Para ello, cada banda de la imagen es definida como
un array bidimensional, con su propio sistema de memoria virtual independiente.
En la implementacio´n del algoritmo ACA, este paquete ha sido utilizando tanto
para leer la imagen de sate´lite a clasificar, como para crear y escribir datos en las
distintas ima´genes de sate´lite clasificadas en cada iteracio´n del auto´mata celular.
– esig (Signature Package): es el paquete de manipulacio´n de los conjuntos de
muestras. Permite al analista experto crear, manipular, evaluar, mostrar, mezclar
y realizar numerosas tareas sobre uno o varios conjuntos de muestras. Este paquete
tambie´n se ha utilizado en la implementacio´n del algoritmo ACA, ya que se trata
de un algoritmo de clasificacio´n supervisado. En Erdas Imagine, los conjuntos de
muestras se pueden crear como resultado de algu´n algoritmo no supervisado, o
de manera interactiva seleccionando las muestras de cada clase en base al cono-
cimiento experto humano. Los conjuntos de muestras que se han utilizado en los
experimentos del algoritmo ACA han sido elegidos por eco´logos expertos, tomando
muestras de cada clase de manera interactiva.
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– eerr (Error Logging and Reporting Package): es el paquete que se encarga de
informar al usuario de los distintos errores que pueden ocurrir durante la ejecucio´n
de las funciones del Toolkit. Para ello, se utiliza una estructura que contiene el
nombre de la funcio´n correspondiente y un co´digo nume´rico donde se especifica el
error cometido dentro de la funcio´n. Adema´s, a cada co´digo nume´rico se le suele
asociar una cadena de texto, por lo que el usuario suele recibir el error en formato
texto, no nume´rico. En la implementacio´n del algoritmo ACA, este paquete se ha
utilizado en las diferentes funciones del Toolkit para informar al analista experto
de los distintos errores cometidos.
– efio (Low Level File I/O Functions): es el paquete de manipulacio´n de archi-
vos y directorios, que permite leer, crear, escribir, localizar y encontrar informacio´n
sobre los mismos. En la implementacio´n del algoritmo ACA, este paquete se ha
utilizado para almacenar de manera estructurada los archivos de resultados pro-
ducidos en las distintas iteraciones del auto´mata celular.
– esmg (Session Manager API Package): es el paquete que ofrece una interfaz
con Erdas Session Manager, el administrador de la sesio´n de Erdas. En la imple-
mentacio´n del algoritmo ACA, este paquete se ha utilizado para lanzar los procesos
que realizan la clasificacio´n supervisada. La Figura 3.9 muestra una pequen˜a parte
del co´digo fuente del algoritmo ACA en Visual Studio.
Figura 3.9: Co´digo fuente del algoritmo ACA en Visual Studio.
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3.4.3. Weka
Weka [56] es una herramienta software que se utiliza para el aprendizaje automa´tico
y la miner´ıa de datos. Incorpora una gran cantidad de algoritmos de clasificacio´n, pre-
procesamiento y ana´lisis de datos, clustering, regresio´n y modelado predictivo, as´ı como
aplicaciones de visualizacio´n de datos y resultados. La herramienta Weka esta´ desarro-
llada en la Universidad de Waikato (Nueva Zelanda), esta´ implementada en Java, por
lo que es multiplataforma, y se distribuye como software libre bajo licencia GNU-GPL.
Para desarrollar parte del trabajo de esta tesis doctoral se ha usado la versio´n 3.6.10
de Weka, cuya interfaz gra´fica se presenta al usuario con cuatro opciones principales:
Explorer, Experimenter, Knowledge Flow y Simple CLI.
El mo´dulo Explorer dispone de una gran cantidad de paneles para el preprocesa-
miento de datos, clasificacio´n, clustering, asociacio´n, seleccio´n de atributos y visualiza-
cio´n de la informacio´n. El panel que ma´s se ha utilizado durante el desarrollo de esta
tesis doctoral ha sido el de clasificacio´n, con el objetivo de comparar los resultados pro-
porcionados por parte del algoritmo ACA con los de otros algoritmos de clasificacio´n
existentes en el mercado, a trave´s del trabajo de campo realizado por expertos eco´logos.
El panel de clasificacio´n incorpora una gran cantidad de clasificadores, con la opcio´n de
poder configurar todos sus atributos. La Figura 3.10 muestra el panel de clasificacio´n
de la herramienta Weka con los resultados obtenidos por el algoritmo J48 (C4.5 ).
Figura 3.10: Panel de clasificacio´n de Weka. Algoritmo J48 (C4.5 ).
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3.4.4. MATLAB
MATLAB [23] es una herramienta de software matema´tico que ofrece un entorno de
desarrollo integrado (IDE ) con un lenguaje de programacio´n propio, el lenguaje M, de
tal modo que el usuario puede programar sus propios scripts de co´digo fuente. Entre sus
prestaciones ba´sicas destacan la manipulacio´n de matrices, la representacio´n de funcio-
nes, la implementacio´n de algoritmos, la creacio´n de interfaces de usuario (GUI ) y la
comunicacio´n con otros lenguajes de programacio´n. Esta´ disponible para varias plata-
formas, como Windows, Unix y Mac OS X.
Durante el desarrollo de esta tesis doctoral, MATLAB se ha utilizado sobre todo
para desarrollar algunos trabajos complementarios relacionados con el a´mbito de los
auto´matas celulares, como la implementacio´n de numerosas simulaciones en el a´mbito
de la teledeteccio´n, la simulacio´n de precipitaciones en ima´genes de sate´lite DEM y la
caracterizacio´n de texturas tanto de ima´genes-AC como naturales, todo implementado
mediante el lenguaje de programacio´n M. Adema´s, tambie´n se han utilizado las funciones
de MATLAB que permiten representar de manera tridimensional las ima´genes de sate´lite
DEM, permitiendo de este modo elegir la perspectiva ma´s adecuada para visualizar
algunos detalles espec´ıficos de cada zona de estudio concreta. La Figura 3.11 muestra
la interfaz gra´fica de la herramienta MATLAB, con el panel de visualizacio´n de figuras
abierto representando la imagen de sate´lite DEM tridimensional utilizada para realizar
la simulacio´n de precipitaciones del algoritmo RACA.
Figura 3.11: Interfaz gra´fica de MATLAB. Imagen de sate´lite DEM : vista en planta.
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3.5. Resumen y conclusiones del cap´ıtulo
A pesar del gran nu´mero de algoritmos de clasificacio´n de ima´genes de sate´lite que existe
en la actualidad, ninguno es 100 % eficiente, por lo que au´n es necesario seguir investi-
gando para mejorar la tasa de acierto de los algoritmos cla´sicos. Por otro lado, si nos
centramos en los algoritmos de clasificacio´n paralelep´ıpedos y mı´nima distancia cla´si-
cos, podemos observar que presentan una serie de limitaciones que pueden ser resueltas
mediante el uso de auto´matas celulares.
En la actualidad existen muy pocos trabajos de investigacio´n relacionados con la
clasificacio´n de ima´genes de sate´lite mediante auto´matas celulares. Durante el desarrollo
de esta tesis doctoral, y desde el marco de trabajo del proyecto SOLERES, se ha imple-
mentado un algoritmo de clasificacio´n de ima´genes de sate´lite basado en los auto´matas
celulares, llamado algoritmo ACA, que pretende alcanzar tres objetivos principa-
les: mejorar la tasa de acierto de la clasificacio´n, construir una clasificacio´n jera´rquica,
y detectar bordes y p´ıxeles inciertos/ruidosos.
El algoritmo ACA, por lo tanto, pretende utilizar los auto´matas celulares no so´lo pa-
ra mejorar la tasa de acierto de la clasificacio´n mediante el uso de te´cnicas contextuales,
sino tambie´n para obtener una clasificacio´n iterativa en la que los p´ıxeles clasificados en
una iteracio´n determinada sean ma´s fiables que los p´ıxeles clasificados en la siguiente ite-
racio´n, y as´ı sucesivamente. Esto permitira´ obtener una clasificacio´n jera´rquica dividida
en capas o niveles de fiabilidad, donde cada capa correspondera´ con una iteracio´n deter-
minada del auto´mata celular. Los resultados del proceso de clasificacio´n, agrupados de
este modo, podra´n ser de mucha utilidad durante el posterior proceso de interpretacio´n
de los resultados obtenidos por parte de los analistas expertos.
El algoritmo ACA tambie´n pretende obtener, para cada uno de los tres objetivos
principales, informacio´n complementaria: mostrar la evolucio´n de las matrices de
confusio´n intermedias, ofrecer la evolucio´n de la precisio´n y el recall, y mostrar la evo-
lucio´n de las tablas intermedias de p´ıxeles.
Para ello, el auto´mata celular del algoritmo ACA tiene tres estados, uno para cada
objetivo principal, y cuatro reglas, una para cada tipo de p´ıxel: ruidoso, foco, borde
e incierto. Adema´s de la descripcio´n matema´tica, pseudoco´digo y arquitectura, en este
cap´ıtulo se han ofrecido varias fo´rmulas complementarias del algoritmo ACA, que permi-
ten obtener no so´lo la precisio´n y el recall de las clases para cada iteracio´n del auto´mata
celular, sino tambie´n el grado de pertenencia de los p´ıxeles a sus clases correspondientes
y el grado de heterogeneidad de cada clase de la imagen.
Por otro lado, para desarrollar el trabajo de investigacio´n de esta tesis doctoral, se
han utilizado principalmente cuatro herramientas: Erdas Imagine, Developers Toolkit,
Weka y MATLAB. El algoritmo ACA ha sido implementado con el Toolkit de Erdas,
utilizando el lenguaje de programacio´n C. Los algoritmo RACA y TACA, descritos en el
Cap´ıtulo 2, han sido implementados en MATLAB, utilizando el lenguaje de programacio´n
M. La comparativa del algoritmo ACA con otros algoritmos de clasificacio´n existentes
en el mercado, que se muestra en el siguiente cap´ıtulo, se ha llevado a cabo gracias a
Weka. El Cap´ıtulo 4 ofrece una amplia visio´n de los resultados obtenidos por parte del
algoritmo ACA.
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E l algoritmo ACA, para la clasificacio´n supervisada de ima´genes de sate´lite median-
te auto´matas celulares, ha sido implementado, experimentado y validado en el marco
de trabajo de los proyectos SOLERES [83] e iSOLERES [85]. Los resultados obtenidos
por parte del algoritmo ACA han sido muy satisfactorios desde varios puntos de vista,
alcanzando todos los objetivos principales propuestos. Tambie´n se han obtenido unos
resultados complementarios, que suponen una ampliacio´n de los resultados principales.
Este cap´ıtulo ofrece una amplia visio´n de los resultados principales y complementarios
obtenidos por parte del algoritmo ACA, y esta´ dividido en los siguientes apartados
principales:
– Resultados principales de ACA: en este apartado se realiza una comparativa
del algoritmo ACA con otros algoritmos de clasificacio´n que existen en la literatu-
ra, empleando para ello trabajo de campo y tres ima´genes de sate´lite de distintas
regiones de la provincia de Almer´ıa: Nı´jar, El Ejido Oeste y El Ejido Este. Poste-
riormente se analizan los resultados obtenidos para cada uno de los tres objetivos
propuestos, y para finalizar se ofrecen unas conclusiones.
– Resultados complementarios de ACA: en este apartado nos centramos en la
obtencio´n de la informacio´n complementaria que ofrece el algoritmo ACA para cada
iteracio´n del proceso de clasificacio´n. Se trata de una ampliacio´n de los resultados
del apartado anterior, concretamente de la imagen de sate´lite de El Ejido Oeste.
Posteriormente se analizan los resultados obtenidos por parte de dicha informacio´n
complementaria, y se ofrecen unas conclusiones.
– Formato de salida del algoritmo ACA: en este apartado se muestra el ı´ndi-
ce completo de los archivos de salida del algoritmo ACA, la configuracio´n de la
clasificacio´n jera´rquica segu´n el nu´mero de iteraciones y el color de las clases, y el
formato de salida de las matrices de confusio´n intermedias y de los datos de las
gra´ficas de evolucio´n de la tasa de acierto, la precisio´n y el recall.
– Resumen y conclusiones del cap´ıtulo: en este apartado se destacan los as-
pectos ma´s importantes de los resultados principales y complementarios obtenidos
por parte del algoritmo ACA.
4.1. Resultados principales de ACA
En este apartado se realiza una comparativa del algoritmo ACA con otros algoritmos de
clasificacio´n que existen en la literatura, empleando para ello trabajo de campo y tres
ima´genes de sate´lite de distintas regiones de la provincia de Almer´ıa: Nı´jar, El Ejido
Oeste y El Ejido Este. Posteriormente se analizan los resultados obtenidos para cada
uno de los tres objetivos propuestos, y para finalizar se ofrecen unas conclusiones.
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4.1.1. Caracter´ısticas experimentales
La comparativa del algoritmo ACA con otros algoritmos de clasificacio´n se ha llevado a
cabo sobre 3 ima´genes de sate´lite Landsat TM multiespectrales de 7 bandas, con una
resolucio´n espacial de 30×30m. Las regiones de estudio elegidas han sido Nı´jar, El Ejido
Oeste y El Ejido Este, pertenecientes a la provincia de Almer´ıa. El taman˜o de todas las
ima´genes es de 400×400 p´ıxeles (un total de 160000 p´ıxeles). La Figura 4.1 muestra las
ima´genes de sate´lite de Nı´jar, El Ejido Oeste y El Ejido Este (bandas 3, 2, 1).
Figura 4.1: (a) Regiones de estudio de la provincia de Almer´ıa, Espan˜a (abril de 2003).
(b) Nı´jar. (c) El Ejido Oeste. (d) El Ejido Este.
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La enorme diversidad de vegetacio´n y tipos de suelo que existe en el sureste de
Espan˜a complica bastante la verificacio´n de cualquier algoritmo de clasificacio´n, como
ya se mostro´ en anteriores experimentos del proyecto SOLERES [9] [10]. La Figura 4.2
muestra los 6 sectores principales de vegetacio´n del sureste de Espan˜a [30] [31],
donde se han marcado las regiones de estudio seleccionadas para este trabajo.
Figura 4.2: Sectores de vegetacio´n del sureste de Espan˜a. Nı´jar (cuadrado rojo) y El
Ejido (cuadrados azules).
Esta gran diversidad ecolo´gica provoca que muchas clases se encuentren muy pro´xi-
mas entre s´ı desde el punto de vista espectral. Adema´s, para intensificar au´n ma´s la
variabilidad, estos 6 sectores principales de vegetacio´n esta´n divididos, a su vez, en
mu´ltiples variables ecolo´gicas de vegetacio´n, como se muestra en la Tabla 4.1.
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Sector Variables ecolo´gicas de vegetacio´n de los sectores del sureste de Espan˜a
Matorral denso
1 Matorral disperso con pasto y roca o suelo
Otros mosaicos de cultivos y vegetacio´n natural
Cultivos len˜osos abandonados
Cultivos len˜osos y vegetacio´n natural len˜osa
2 Mosaico de cultivos len˜osos en secano
Mosaico de cultivos len˜osos en regad´ıo
Otros cultivos len˜osos en secano





Matorral disperso con pastizal
Pastizal continuo
Pastizal con claros (roca, suelo)
Cultivos len˜osos en regad´ıo
Cultivos len˜osos y pastizales
Mosaico de cultivos len˜osos en regad´ıo
3 Cultivos herba´ceos y pastizales
Cultivos herba´ceos y len˜osos en regad´ıo
Cultivos herba´ceos y vegetacio´n natural len˜osa
Otros cultivos herba´ceos en regad´ıo
Mosaico de cultivos en secano y en regad´ıo
Otras especies arbo´reas y mezclas
Playas, dunas y arenales
Zonas hu´medas y superficies de agua
Suelo desnudo sin vegetacio´n
Superficies construidas y alteradas
Zonas con fuertes procesos erosivos o incendiadas
Con´ıferas
Pastizal + con´ıferas densas
Pastizal + con´ıferas dispersas
Pastizal + otras especies arbo´reas o mezclas
4 Matorral denso + con´ıferas densas
Matorral denso + con´ıferas dispersas
Matorral denso + otras especies arbo´reas o mezclas
Matorral disperso + con´ıferas densas
Matorral disperso + con´ıferas dispersas
Matorral disperso + otras especies arbo´reas o mezclas
Querc´ıneas
Pastizal continuo
Pastizal + querc´ıneas densas
5 Pastizal + querc´ıneas dispersas
Matorral denso + querc´ıneas densas
Matorral denso + querc´ıneas dispersas
Matorral disperso + querc´ıneas densas
Matorral disperso + querc´ıneas dispersas
Olivar
6 Cultivos herba´ceos en secano
Cultivos herba´ceos y len˜osos en secano
Tabla 4.1: Variables ecolo´gicas de vegetacio´n de los 6 sectores principales.
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En concreto, las regiones de Nı´jar y El Ejido esta´n caracterizadas por la presencia de
los sectores de vegetacio´n 1 y 3, y se pueden etiquetar en 6 clases espectrales distintas,
algunas de ellas con un alto grado de heterogeneidad, es decir, con un alto porcentaje
de p´ıxeles inciertos. Sobre todo, El Ejido se caracteriza por la presencia de una enorme
cantidad de invernaderos. Existen tantos invernaderos en El Ejido, que pueden ser vistos
desde el espacio exterior desde la ISS, incluso en ima´genes de sate´lite con baja resolucio´n
espacial. Por otro lado, Nı´jar tambie´n tiene invernaderos, aunque en menor cantidad.
El proceso de clasificacio´n de los p´ıxeles de la clase ‘invernadero’ es muy complicado,
ya que se trata de una clase con un grado de heterogeneidad extremadamente alto,
y por lo tanto sus p´ıxeles pueden cubrir un amplio rango espectral en el espacio de
caracter´ısticas, debido a los diferentes materiales de construccio´n utilizados, tales como el
pla´stico o el policarbonato, as´ı como la reflectancia de cada tipo de material dependiendo
de las caracter´ısticas atmosfe´ricas. Como consecuencia, los algoritmos de clasificacio´n
cla´sicos suelen fallar con este tipo de p´ıxeles [1] [21]. Estas regiones se caracterizan
adema´s por la presencia de la clase ‘superficies construidas y alteradas’, es decir, zona
urbana, que tambie´n se trata de una clase bastante heteroge´nea porque agrupa p´ıxeles
con diferentes caracter´ısticas espectrales, como edificios y suelo desnudo. Los algoritmos
de clasificacio´n cla´sicos tambie´n suelen fallar con los p´ıxeles de esta clase. Las ima´genes
de sate´lite de Nı´jar y El Ejido se caracterizan adema´s por la presencia de otras clases
de heterogeneidad media, como ‘pastizal continuo’, ‘matorral disperso con pasto y roca
o suelo’ y ‘zonas hu´medas y superficies de agua’. Finalmente, estas regiones tambie´n se
caracterizan por la presencia de la clase ‘carretera’, con un bajo nivel de heterogeneidad.
La Tabla 4.2 muestra las caracter´ısticas de las 6 clases que se pueden encontrar en las
ima´genes de sate´lite de Nı´jar y El Ejido.
Clase Sector Descripcio´n: variable ecolo´gica Heterogeneidad
C1 3 Zonas hu´medas y superficies de agua Media
C2 3 Invernaderos Muy alta
C3 3 Pastizal continuo Media
C4 3 Superficies construidas y alteradas Alta
C5 1 Matorral disperso con pasto y roca o suelo Media
C6 3 Carretera Baja
Tabla 4.2: Caracter´ısticas principales de las 6 clases de Nı´jar y El Ejido.
En resumen, las regiones de Nı´jar y El Ejido se caracterizan por la presencia de 1 clase
con una heterogeneidad muy alta, 1 clase con una heterogeneidad alta, 3 clases con una
heterogeneidad media y 1 clase con una heterogeneidad baja. Es decir, existen 2 clases
con un elevado nu´mero de p´ıxeles inciertos, lo que complica el proceso de clasificacio´n
de cualquier algoritmo. El Ape´ndice A muestra una ampliacio´n del trabajo de campo
realizado a las tres regiones de estudio elegidas. Aparte de estos inconvenientes, muchas
clases esta´n muy pro´ximas entre s´ı desde un punto de vista espectral, como se muestra
en la Figura 4.3 con la siguiente configuracio´n de colores: C1 (azul), C2 (blanco), C3
(verde), C4 (marro´n claro), C5 (marro´n oscuro) y C6 (gris).
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Figura 4.3: Gra´ficas espectrales de la imagen de sate´lite de El Ejido Oeste: (a) Bandas
2-4. (b) Bandas 3-4. (c) Bandas 2-7. (d) Bandas 3-7. (e) Bandas 4-7. (f) Bandas 6-7.
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No obstante, las ima´genes de sate´lite de El Ejido son ma´s dif´ıciles de clasificar que las
de Nı´jar, ya que existen muchos ma´s invernaderos en El Ejido que en Nı´jar, y los p´ıxeles
de dicha clase son los que tienen mayor grado de heterogeneidad. Adema´s, la regio´n de
El Ejido Este tiene una mayor concentracio´n de invernaderos que El Ejido Oeste.
Concretamente, la imagen de Nı´jar tiene un 18 % de p´ıxeles de invernadero, la imagen de
El Ejido Oeste un 55 % y la imagen de El Ejido Este un 71 %. Como la clase invernadero
es la que tiene mayor porcentaje de p´ıxeles inciertos, que son los p´ıxeles ma´s complicados
de clasificar correctamente, la imagen que ofrece mayor dificultad para los algoritmos de
clasificacio´n es la de El Ejido Este.
Para aumentar au´n ma´s el grado de complejidad del proceso de clasificacio´n en la
regio´n de El Ejido, se ha an˜adido artificialmente un 1 % y 2 % de concentracio´n de
ruido a las ima´genes del Oeste y Este, respectivamente. Dicho ruido es de tipo impulsivo-
gaussiano aleatorio, y se ha aplicado a las ima´genes de sate´lite antes de utilizar el
algoritmo ACA. Se han elegido dichos porcentajes tan bajos porque, en el caso de que una
imagen de sate´lite tenga ruido, el porcentaje de p´ıxeles ruidosos no suele ser demasiado
elevado. Sin embargo, el algoritmo ACA suele mejorar el proceso de clasificacio´n de este
tipo de p´ıxeles, ya que utiliza te´cnicas contextuales a trave´s de las reglas del auto´mata
celular para tener en cuenta la media de la vecindad de los p´ıxeles ruidosos, y por
lo tanto casi siempre acierta en la asignacio´n de la clase a un p´ıxel ruidoso. Adema´s,
conforme aumenta el porcentaje de ruido, el porcentaje de mejora en la tasa de acierto
del algoritmo ACA tambie´n aumenta respecto al resto de algoritmos cla´sicos, que suelen
fallar en el etiquetado de este tipo de p´ıxeles.
Con las caracter´ısticas de estas tres ima´genes de sate´lite se han establecido tres
niveles de complejidad en el proceso de clasificacio´n: Nı´jar (bajo), El Ejido Oeste
(medio) y El Ejido Este (alto), con el objetivo de comparar los resultados de acierto
del algoritmo ACA respecto a otros algoritmos de clasificacio´n. La Tabla 4.3 resume
las caracter´ısticas de las tres ima´genes de sate´lite usadas para realizar dicho estudio
comparativo.
Imagen de sate´lite Ruido Invernaderos Complejidad de clasificacio´n
Nı´jar 0 % 18 % Bajo
El Ejido Oeste 1 % 55 % Medio
El Ejido Este 2 % 71 % Alto
Tabla 4.3: Caracter´ısticas de Nı´jar, El Ejido Oeste y El Ejido Este.
La aplicacio´n del algoritmo ACA a estas tres ima´genes de sate´lite intenta alcanzar los
objetivos descritos a lo largo del Cap´ıtulo 3 : mejorar la tasa de acierto de la clasificacio´n
utilizando te´cnicas contextuales (objetivo #1 ), construir una clasificacio´n jera´rquica di-
vidida en niveles de fiabilidad basados en el grado de pertenencia a las clases (objetivo
#2 ) y detectar bordes espaciales as´ı como p´ıxeles inciertos y ruidosos (objetivo #3 ). Las
siguientes secciones analizan los resultados obtenidos para cada uno de los tres objetivos
principales propuestos.
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4.1.2. Objetivo #1: mejorar la tasa de acierto de la clasificacio´n
Como ya se ha comentado, el alto grado de heterogeneidad de ciertas clases de las
regiones de estudio complican bastante la clasificacio´n de sus p´ıxeles y, en consecuencia,
disminuye la tasa de acierto de los algoritmos de clasificacio´n aplicados a estas ima´genes
de sate´lite. Sin embargo, la tasa de acierto del algoritmo ACA es mayor que la de
otros algoritmos de clasificacio´n supervisados, ya que utiliza te´cnicas contextuales en la
funcio´n de transicio´n f con el objetivo de mejorar la clasificacio´n en los p´ıxeles inciertos
y ruidosos, mejorando de este modo la tasa de acierto final.
El algoritmo ACA mejora el funcionamiento de los algoritmos paralelep´ıpedos y
mı´nima distancia cla´sicos. Durante las primeras iteraciones del auto´mata celular so´lo
existen p´ıxeles bien clasificados en la matriz de confusio´n, debido a que el threshold es
muy bajo. La mayor´ıa de los p´ıxeles que se clasifican durante estas primeras iteracio-
nes incluso pertenecen al conjunto de entrenamiento definido por los eco´logos expertos.
Conforme el algoritmo ACA continu´a su ejecucio´n, aparece un punto en el que ya han
sido clasificados todos los p´ıxeles de las clases con heterogeneidad baja y media (C1,
C3, C5 y C6 ), y a partir de este punto so´lo faltan por clasificar algunos p´ıxeles de las
clases con alto grado de heterogeneidad (C2 y C4 ). Si establecemos un nu´mero total
de 100 iteraciones para clasificar cada una de las tres ima´genes de sate´lite con el algo-
ritmo ACA, este evento ocurre aproximadamente en la iteracio´n 40 en los tres procesos
de clasificacio´n. Durante las siguientes 60 iteraciones, el algoritmo ACA va refinando el
proceso de clasificacio´n para mejorar au´n ma´s los resultados, clasificando correctamente
los p´ıxeles que ofrecen ma´s problemas: los inciertos (de las clases C2 y C4 ) y los ruido-
sos (repartidos por todas las clases). Cuando el algoritmo ACA llega a la iteracio´n 100,
todos los p´ıxeles de la imagen de sate´lite han sido clasificados. Por lo tanto, el algoritmo
ACA ha resuelto uno de los principales problemas del algoritmo paralelep´ıpedos cla´sico,
ya que, gracias al uso de auto´matas celulares, no quedan p´ıxeles sin clasificar al final
del proceso, debido a que el threshold aumenta en cada iteracio´n. Adema´s, el algoritmo
ACA ha agrupado los procesos de pre-clasificacio´n (reduccio´n de ruido), clasificacio´n y
post-clasificacio´n (refinamiento de p´ıxeles inciertos), en un solo proceso.
El uso de auto´matas celulares no so´lo mejora el funcionamiento de los algoritmos
de clasificacio´n cla´sicos, sino tambie´n mejora la tasa de acierto: el algoritmo ACA
paralelep´ıpedos mejora la tasa de acierto del algoritmo paralelep´ıpedos cla´sico (un 4,82 %
en Nı´jar, un 8,10 % en El Ejido Oeste y un 15,73 % en El Ejido Este), del mismo modo
que el algoritmo ACA mı´nima distancia mejora la tasa de acierto del algoritmo mı´nima
distancia cla´sico (un 3,31 % en Nı´jar, un 3,92 % en El Ejido Oeste y un 9,71 % en El
Ejido Este).
En la comparativa realizada de la tasa de acierto del algoritmo ACA respecto a
la de otros cinco algoritmos de clasificacio´n ampliamente usados en la literatura (C4.5
[87] [88], multilayer perceptron [92] [93], naive Bayes [36] [75], k-NN [2] [47] y RBF net-
work [19] [20]), observamos que el algoritmo ACA proporciona mejores resultados en las
ima´genes ma´s complejas de clasificar. Para realizar dicha comparativa se ha usado una
imagen de campo de cada regio´n de estudio, realizada por eco´logos expertos en inves-
tigaciones anteriores del proyecto SOLERES. Todos los algoritmos han sido evaluados
usando 10-fold cross-validation. La Tabla 4.4 muestra los datos de la comparativa.
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Algoritmo Nı´jar El Ejido Oeste El Ejido Este
ACA paralelep´ıpedos 89,15 % 83,12 % 82,01 %
C4.5 94,67 % 86,51 % 80,10 %
ACA mı´nima distancia 88,36 % 80,10 % 78,87 %
Multilayer perceptron 90,62 % 81,40 % 76,73 %
Naive Bayes 87,87 % 78,57 % 72,57 %
k-NN (k=3) 85,95 % 77,02 % 71,20 %
RBF network 85,14 % 76,31 % 69,48 %
Tabla 4.4: Tasa de acierto de los algoritmos de clasificacio´n.
La comparativa realizada sobre la imagen de sate´lite de Nı´jar , con complejidad de
clasificacio´n baja, muestra que los algoritmos C4.5 y multilayer perceptron mejoran la
tasa de acierto del algoritmo ACA paralelep´ıpedos en 5,52 % y 1,47 %, respectivamente.
Sin embargo, aunque los algoritmos C4.5 y multilayer perceptron tienen una mayor tasa
de acierto que el algoritmo ACA en ima´genes de sate´lite con complejidad de clasifica-
cio´n baja, no ofrecen la enorme cantidad de informacio´n que proporciona el algoritmo
ACA: clasificacio´n jera´rquica dividida en niveles de proximidad espectral a las clases y
deteccio´n de bordes, p´ıxeles inciertos y ruidosos. De este modo, incluso con esta tasa de
acierto, todav´ıa es recomendable utilizar el algoritmo ACA, en lugar de los algoritmos
C4.5 y multilayer perceptron, si se desea obtener una mayor cantidad de informacio´n
a partir del proceso de clasificacio´n. El algoritmo ACA paralelep´ıpedos mejora la tasa
de acierto del algoritmo ACA mı´nima distancia en 0,79 %, y el algoritmo ACA mı´nima
distancia mejora en 0,49 % la tasa de acierto del algoritmo naive Bayes, en 2,41 % la de
k-NN con k=3, y en 3,22 % la de RBF network. De las tres ima´genes de sate´lite elegidas
para realizar esta comparativa, la imagen de Nı´jar es en la que el algoritmo ACA obtiene
los peores resultados, ya que otros dos algoritmos obtienen mejor tasa de acierto.
La comparativa realizada sobre la imagen de sate´lite de El Ejido Oeste , con com-
plejidad de clasificacio´n media, muestra que so´lo el algoritmo C4.5 mejora la tasa de
acierto del algoritmo ACA paralelep´ıpedos en 3,39 %. El algoritmo ACA paralelep´ıpedos
mejora la tasa de acierto del algoritmo del algoritmo multilayer perceptron en 1,72 %, que
a su vez mejora la tasa de acierto del algoritmo ACA mı´nima distancia. A continuacio´n,
el algoritmo ACA mı´nima distancia mejora en 1,53 % la tasa de acierto del algoritmo
naive Bayes, en 3,08 % la de k-NN con k=3, y en 3,79 % la de RBF network. La imagen
de sate´lite de El Ejido Oeste muestra que la tasa de acierto del algoritmo ACA es mejor
que la del resto de algoritmos, a excepcio´n del algoritmo C4.5.
La comparativa realizada sobre la imagen de sate´lite de El Ejido Este , con com-
plejidad de clasificacio´n alta, muestra que el algoritmo ACA paralelep´ıpedos mejora la
tasa de acierto del resto de algoritmos, sin excepciones. La tasa de acierto del algoritmo
ACA paralelep´ıpedos mejora en 1,91 % la del algoritmo C4.5, en 5,28 % la del algoritmo
multilayer perceptron, en 9,44 % la del algoritmo naive Bayes, en 10,81 % la del algoritmo
k-NN con k=3, y en 12,53 % la del algoritmo RBF network. La imagen de sate´lite de El
Ejido Este muestra que el algoritmo ACA obtiene los mejores resultados.
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La Figura 4.4 muestra la evolucio´n de la tasa de acierto de los algoritmos de
clasificacio´n en las tres ima´genes de sate´lite. Se puede observar que la tasa de acierto
de los dos algoritmos ACA ofrecen una mejor evolucio´n que el resto, ya que decrecen de
manera ma´s lenta conforme aumenta la complejidad de clasificacio´n.
Figura 4.4: Evolucio´n de la tasa de acierto de los algoritmos de clasificacio´n: (a) Nı´jar.
(b) El Ejido Oeste. (c) El Ejido Este.
En lo que respecta al coste computacional, el algoritmo ACA tiene una compleji-
dad media, ya que no es tan ra´pido como los algoritmos k-NN, naive Bayes o multilayer
perceptron, pero tampoco es tan lento como los algoritmos C4.5 o´ RBF network. La
Tabla 4.5 muestra el coste computacional de todos los algoritmos de clasificacio´n.
Algoritmo Coste computacional
k-NN (k=3) O(n · log n)
Naive Bayes O(m · n)
Multilayer perceptron O(n2)
ACA paralelep´ıpedos O(n · i + log n)
ACA mı´nima distancia O(n · i + log n)
C4.5 O(m · n2)
RBF network O(n3)
Tabla 4.5: Coste computacional de los algoritmos de clasificacio´n (donde: n es el nu´me-
ro de instancias de entrenamiento, m es el nu´mero de atributos e i es el nu´mero de
iteraciones del auto´mata celular).
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4.1.3. Objetivo #2: construir una clasificacio´n jera´rquica
El algoritmo ACA produce una clasificacio´n jera´rquica dividida en distintos niveles o
capas de fiabilidad en base al grado de pertenencia a cada clase, teniendo en cuenta la
proximidad espectral de los p´ıxeles a sus clases correspondientes dentro del espacio de
caracter´ısticas. En cada iteracio´n del auto´mata celular, el algoritmo ACA clasifica so´lo
aquellos p´ıxeles de la imagen que no han sido clasificados au´n y que esta´n dentro del
threshold correspondiente a la iteracio´n actual. Adema´s, el threshold va aumentando en
cada iteracio´n. De este modo, los p´ıxeles que se encuentran ma´s cerca de sus clases, desde
un punto de vista espectral, son clasificados en las primeras iteraciones. En las siguien-
tes iteraciones se van clasificando los p´ıxeles que esta´n ma´s alejados. Finalmente, los
p´ıxeles inciertos y ruidosos son clasificados en las u´ltimas iteraciones, utilizando te´cnicas
contextuales, que se basan en p´ıxeles vecinos correctamente clasificados en iteraciones
previas. Por lo tanto, los primeros niveles de la clasificacio´n jera´rquica son ma´s fiables, en
te´rminos de tasa de acierto, que los u´ltimos, ya que sus p´ıxeles esta´n ma´s pro´ximos a sus
clases, a nivel espectral. La clasificacio´n jera´rquica simula una clasificacio´n pseudodifusa,
ya que permite a los analistas expertos calcular el grado de pertenencia de cada p´ıxel
a su clase correspondiente, y adema´s permite conocer el grado de heterogeneidad de






– gpx,A: grado de pertenencia del p´ıxel x a la clase A.
– iteracio´nA,fin: iteracio´n en la que todos los p´ıxeles de la clase A se han clasificado.






– ghA: grado de heterogeneidad de la clase A.
– iteracio´nA,fin: iteracio´n en la que todos los p´ıxeles de la clase A se han clasificado.
– iteracio´nim,fin: iteracio´n en la que todos los p´ıxeles de la imagen se han clasificado.
Como se puede observar en la clasificacio´n jera´rquica obtenida, la mayor´ıa de los
p´ıxeles son clasificados en las primeras 40 iteraciones, y durante las siguientes se va
refinando el proceso de clasificacio´n. En la iteracio´n 40, las dos ima´genes de sate´lite de
El Ejido tienen un porcentaje de p´ıxeles sin clasificar mayor que la imagen de sate´lite
de Nı´jar, ya que el nu´mero de p´ıxeles que pertenecen a la clase invernadero es mayor en
El Ejido. En las siguientes 60 iteraciones, el algoritmo ACA va mejorando los resultados
utilizando te´cnicas contextuales para clasificar los p´ıxeles inciertos y ruidosos.
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La Figura 4.5 muestra la clasificacio´n jera´rquica de las tres ima´genes de sate´lite
despue´s de 100 iteraciones del algoritmo ACA mı´nima distancia con la siguiente confi-
guracio´n de color: C1 (azul), C2 (blanco), C3 (verde), C4 (marro´n claro), C5 (marro´n
oscuro) y C6 (gris). La clasificacio´n jera´rquica dividida en iteraciones del algoritmo ACA
paralelep´ıpedos es similar.
Figura 4.5: Iteraciones 10, 20, 30, 40 y 100 de la clasificacio´n jera´rquica del algoritmo
ACA mı´nima distancia: (a) Nı´jar. (b) El Ejido Oeste. (c) El Ejido Este.
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4.1.4. Objetivo #3: detectar bordes y p´ıxeles inciertos/ruidosos
El algoritmo ACA no so´lo asigna la clase correspondiente (estado #1) y el nu´mero
de iteracio´n del auto´mata celular (estado #2) a cada p´ıxel clasificado de la imagen,
sino tambie´n el tipo de p´ıxel: incierto, ruidoso, foco o borde (estado #3). Este tercer
estado proporciona a los analistas expertos ma´s informacio´n a partir del proceso de
clasificacio´n, informacio´n extra que permite obtener conclusiones espec´ıficas para cada
una de las clases.
El ana´lisis de los p´ıxeles ruidosos es importante, ya que contribuyen a la mejora de
la tasa de acierto del proceso de clasificacio´n. El ruido introducido en las ima´genes de El
Ejido Oeste (1 %) y El Ejido Este (2 %) es de tipo impulsivo-gaussiano y, por lo tanto,
los p´ıxeles ruidosos se distribuyen de manera aleatoria a trave´s de dichas ima´genes de
sate´lite. De este modo, el nu´mero de p´ıxeles ruidosos de cada clase depende directamente
del taman˜o de las mismas y, en consecuencia, las clases que tienen un porcentaje ma´s
elevado de p´ıxeles totales en la imagen, tambie´n tienen un mayor porcentaje de p´ıxeles
ruidosos. Por otro lado, el ruido introducido en cada clase en la imagen de sate´lite de El
Ejido Este no siempre es el doble que el ruido introducido en cada clase en la imagen de
El Ejido Oeste, ya que el nu´mero de p´ıxeles totales de las clases de ambas ima´genes no es
el mismo. Dentro del total de p´ıxeles ruidosos, es muy importante destacar el porcentaje
de p´ıxeles ruidosos bien clasificados, ya que aumentan la tasa de acierto del proceso de
clasificacio´n. La Tabla 4.6 muestra el porcentaje de p´ıxeles ruidosos bien clasificados de
las dos ima´genes de sate´lite de El Ejido, utilizando los algoritmos ACA paralelep´ıpedos
(ACA P) y ACA mı´nima distancia (ACA MD), divididos por clases.
Clase El Ejido Oeste El Ejido Este
# ACA P ACA MD ACA P ACA MD
C1 0,007 % 0,007 % 0,013 % 0,013 %
C2 0,454 % 0,418 % 1,036 % 0,961 %
C3 0,008 % 0,008 % 0,006 % 0,006 %
C4 0,310 % 0,314 % 0,535 % 0,584 %
C5 0,048 % 0,052 % 0,036 % 0,039 %
C6 0,004 % 0,004 % 0,009 % 0,009 %
Total 0,831 % 0,803 % 1,635 % 1,612 %
Tabla 4.6: P´ıxeles ruidosos bien clasificados de El Ejido Oeste y Este.
Las clases con mayor porcentaje de p´ıxeles ruidosos bien clasificados son C2 y C4,
precisamente porque son las clases que tienen un mayor nu´mero total de p´ıxeles en
las ima´genes de sate´lite. En El Ejido Oeste, el algoritmo ACA paralelep´ıpedos clasifica
correctamente un 0,831 % y el algoritmo ACA mı´nima distancia un 0,803 % del total de
los p´ıxeles ruidosos, es decir, del 1 %. En El Ejido Este, el algoritmo ACA paralelep´ıpedos
clasifica correctamente un 1,635 % y el algoritmo ACA mı´nima distancia un 1,612 % del
total de los p´ıxeles ruidosos, es decir, del 2 %. En ambas ima´genes de sate´lite, por tanto,
el porcentaje de p´ıxeles ruidosos bien clasificados es bastante elevado, y por lo tanto
mejoran la tasa de acierto del proceso de clasificacio´n.
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El ana´lisis de los p´ıxeles inciertos permite a los analistas expertos especificar la
contribucio´n que ha realizado, cada clase concreta, a la mejora de la tasa de acierto del
proceso de clasificacio´n, ya que dicha mejora se basa principalmente en el refinamiento
de la clasificacio´n de este tipo de p´ıxeles. Los p´ıxeles inciertos, al igual que los p´ıxeles
ruidosos, pueden estar bien o mal clasificados. Los p´ıxeles inciertos mal clasificados de
cada clase corresponde a la suma de todos los valores que se encuentran fuera de la
diagonal principal de la fila correspondiente de la matriz de confusio´n, y dicho valor se
resta del nu´mero total de p´ıxeles inciertos de dicha clase para encontrar el nu´mero de
p´ıxeles inciertos bien clasificados. Estos p´ıxeles muestran el porcentaje de mejora del
proceso de clasificacio´n del algoritmo ACA sobre los algoritmos de clasificacio´n cla´sicos.
Las Tablas 4.7, 4.8 y 4.9 muestran los p´ıxeles inciertos bien clasificados en las ima´genes
de sate´lite de Nı´jar, El Ejido Oeste y El Ejido Este, obtenidos por parte de los algoritmos
ACA paralelep´ıpedos y ACA mı´nima distancia, divididos por clases.
Clase Nı´jar
# ACA paralelep´ıpedos ACA mı´nima distancia
C1 0,000 % 0,000 %
C2 31,034 % 17,612 %
C3 0,397 % 0,373 %
C4 68,043 % 23,474 %
C5 0,046 % 0,224 %
C6 0,002 % 0,002 %
Tabla 4.7: P´ıxeles inciertos bien clasificados de Nı´jar.
Clase El Ejido Oeste
# ACA paralelep´ıpedos ACA mı´nima distancia
C1 17,903 % 2,848 %
C2 44,191 % 23,773 %
C3 0,510 % 0,400 %
C4 31,802 % 11,913 %
C5 0,071 % 0,309 %
C6 0,000 % 0,000 %
Tabla 4.8: P´ıxeles inciertos bien clasificados de El Ejido Oeste.
Clase El Ejido Este
# ACA paralelep´ıpedos ACA mı´nima distancia
C1 17,841 % 2,794 %
C2 43,561 % 22,393 %
C3 0,488 % 0,376 %
C4 31,551 % 11,676 %
C5 0,055 % 0,249 %
C6 0,001 % 0,001 %
Tabla 4.9: P´ıxeles inciertos bien clasificados de El Ejido Este.
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Las clases C2 y C4 son de nuevo las que tienen un mayor porcentaje de p´ıxeles
inciertos bien clasificados, pero a diferencia de lo que ocurre con los p´ıxeles ruidosos,
esto no sucede porque haya ma´s p´ıxeles de estas clases en las ima´genes de sate´lite, sino
porque estas dos clases son las ma´s heteroge´neas. En las clases con un grado de heteroge-
neidad bajo y medio, los p´ıxeles inciertos suelen aparecer en los bordes espaciales de las
clases, y por lo tanto los p´ıxeles vecinos suelen ser de distintas clases y, en consecuencia,
el algoritmo ACA no ofrece resultados muy satisfactorios. Sin embargo, en las clases con
mayor grado de heterogeneidad, los p´ıxeles inciertos pueden aparecer en lugares de la
imagen en los que esta´n rodeados por otros p´ıxeles de la misma clase y, por lo tanto, el
algoritmo ACA los clasifica correctamente. Las clases C2 y C4 coinciden precisamente
con las clases que hab´ıamos establecido previamente como altamente heteroge´neas y que
necesariamente requieren un mayor nu´mero de iteraciones para clasificar todos sus p´ıxe-
les. De hecho, los resultados del objetivo #2 han mostrado que las u´ltimas 60 iteraciones
del algoritmo ACA se utilizaron so´lo para mejorar el acierto de estas dos clases, cuyos
p´ıxeles esta´n ma´s lejos de los centros espectrales de sus clases. Las otras clases tienen
un porcentaje muy bajo de p´ıxeles inciertos bien clasificados (menos del 1 %), excepto la
clase C1 en las dos ima´genes de El Ejido, as´ı que el algoritmo ACA apenas ha mejorado
la tasa de acierto de la clasificacio´n en estas clases. Por lo tanto, el algoritmo ACA ha
mejorado la tasa de acierto principalmente gracias al refinamiento de la clasificacio´n de
los p´ıxeles de las clases C2 y C4, altamente heteroge´neas, donde los algoritmos cla´sicos
suelen fallar. Aunque algunos porcentajes en la imagen de sate´lite de Nı´jar son menores
que en las otras ima´genes, la tasa de acierto obtenida en dicha imagen es mayor, ya que
dicha imagen tiene un menor nu´mero total de p´ıxeles inciertos.
El ana´lisis de los p´ıxeles borde y foco permite a los analistas expertos establecer
la distribucio´n espacial de las clases a trave´s de las tres ima´genes de sate´lite. Esta
informacio´n es bastante importante, ya que nos permite conocer co´mo esta´n distribuidos
los p´ıxeles de las clases a lo largo de las distintas ima´genes de sate´lite y, de este modo,
obtener caracter´ısticas espec´ıficas que diferencien una misma clase en distintas regiones
geogra´ficas. La clase C1 tiene el mayor porcentaje de p´ıxeles borde en Nı´jar y el menor
porcentaje en las dos ima´genes de El Ejido. Estos valores se deben a que, en Nı´jar, la
clase C1 so´lo aparece en forma de pequen˜as balsas de agua que ocupan un solo p´ıxel,
rodeado por p´ıxeles de otras clases, mientras que en las ima´genes de El Ejido las regiones
de agua son ma´s grandes y tienen una distribucio´n espacial el´ıptica. La clase C3, por
su lado, tiene un porcentaje elevado de p´ıxeles borde en las tres ima´genes de sate´lite,
ya que la vegetacio´n de las tres regiones geogra´ficas se distribuye en muchos pequen˜os
grupos de p´ıxeles y, por lo tanto, la mayor´ıa de los p´ıxeles son frontera de la clase
vegetacio´n. Por otro lado, la clase C6 tiene el mayor porcentaje de p´ıxeles borde en la
mayor´ıa de las ima´genes de sate´lite, lo que indica que los p´ıxeles de esta clase tienen
una distribucio´n espacial lineal, que es la distribucio´n espacial de las carreteras. Como
se puede observar, a partir del porcentaje de p´ıxeles borde de una clase se puede obtener
fa´cilmente la distribucio´n espacial de los p´ıxeles de la misma. Las Tablas 4.10, 4.11 y
4.12 muestran los p´ıxeles borde y foco en las ima´genes de sate´lite de Nı´jar, El Ejido
Oeste y El Ejido Este obtenidos por parte de los algoritmos ACA paralelep´ıpedos y
ACA mı´nima distancia, divididos por clase.
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Nı´jar
Clase ACA paralelep´ıpedos ACA mı´nima distancia
# Borde Foco Borde Foco
C1 100,0 % 0,00 % 100,0 % 0,00 %
C2 79,96 % 20,04 % 79,78 % 20,22 %
C3 93,16 % 6,84 % 93,21 % 6,79 %
C4 50,92 % 49,08 % 89,97 % 10,03 %
C5 82,06 % 17,94 % 82,12 % 17,88 %
C6 98,94 % 1,06 % 98,99 % 1,01 %
Tabla 4.10: P´ıxeles borde y foco de Nı´jar.
El Ejido Oeste
Clase ACA paralelep´ıpedos ACA mı´nima distancia
# Borde Foco Borde Foco
C1 45,02 % 54,98 % 44,97 % 55,03 %
C2 59,99 % 40,01 % 59,76 % 40,24 %
C3 88,03 % 11,97 % 88,05 % 11,95 %
C4 65,78 % 34,22 % 66,01 % 33,99 %
C5 61,00 % 39,00 % 61,01 % 38,99 %
C6 96,01 % 3,99 % 96,04 % 3,96 %
Tabla 4.11: P´ıxeles borde y foco de El Ejido Oeste.
El Ejido Este
Clase ACA paralelep´ıpedos ACA mı´nima distancia
# Borde Foco Borde Foco
C1 45,86 % 54,14 % 45,80 % 54,20 %
C2 60,21 % 39,79 % 60,07 % 39,93 %
C3 97,19 % 2,81 % 97,23 % 2,77 %
C4 73,67 % 26,33 % 73,75 % 26,25 %
C5 63,47 % 36,53 % 63,49 % 36,51 %
C6 96,73 % 3,27 % 96,75 % 3,25 %
Tabla 4.12: P´ıxeles borde y foco de El Ejido Este.
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4.1.5. Conclusiones
Como conclusio´n, se puede afirmar que los resultados obtenidos por parte del algoritmo
ACA son muy satisfactorios desde varios puntos de vista, ya que se han conseguido
alcanzar de manera exitosa los tres objetivos establecidos de antemano.
En primer lugar, respecto al objetivo #1, la tasa de acierto obtenida por parte
del algoritmo ACA en ima´genes de sate´lite con complejidad de clasificacio´n baja, me-
dia y alta es bastante elevada. En la comparativa realizada con los otros algoritmos de
clasificacio´n (C4.5, multilayer perceptron, naive Bayes, k-NN y RBF network), la tasa
de acierto del algoritmo ACA es mayor que la obtenida por la mayor´ıa de clasifica-
dores en ima´genes con complejidad de clasificacio´n baja y media, y la ma´s elevada en
ima´genes con complejidad alta. Es decir, conforme aumenta el grado de complejidad de
clasificacio´n de las ima´genes de sate´lite, aumenta tambie´n el porcentaje de mejora en
la tasa de acierto del algoritmo ACA respecto al resto de clasificadores. El algoritmo
ACA mejora el proceso de clasificacio´n precisamente en las ima´genes de sate´lite que
presentan grandes dificultades y clases muy heteroge´neas, con muchos p´ıxeles inciertos y
ruidosos. Por lo tanto, aunque el algoritmo ACA se puede usar para clasificar cualquier
tipo de imagen de sate´lite, su aplicacio´n esta´ especialmente recomendada para las ma´s
complejas de clasificar. El algoritmo ACA alcanza este objetivo gracias al uso de la in-
formacio´n contextual proporcionada por la vecindad del auto´mata celular, permitiendo
realizar una clasificacio´n espectral-contextual mixta. Este proceso es mejorado gracias a
la clasificacio´n jera´rquica, ya que el algoritmo ACA utiliza como vecindad de los p´ıxe-
les inciertos y ruidosos otros p´ıxeles clasificados en iteraciones previas y, por lo tanto,
p´ıxeles ma´s fiables por ser ma´s cercanos a sus clases desde un punto de vista espectral.
Este proceso permite clasificar los p´ıxeles inciertos y ruidosos con un grado de fiabilidad
mucho mayor.
El algoritmo ACA no so´lo mejora la tasa de acierto de los algoritmos paralelep´ıpe-
dos y mı´nima distancia cla´sicos, sino tambie´n su funcionamiento, resolviendo todas las
limitaciones descritas en el Cap´ıtulo 3. Por un lado, en los resultados del algoritmo
ACA paralelep´ıpedos no existen p´ıxeles sin clasificar, ya que el threshold aumenta en
cada iteracio´n del auto´mata celular hasta que todos los p´ıxeles de la imagen han sido
clasificados, y adema´s no existen p´ıxeles clasificados en varias clases, ya que los p´ıxeles
inciertos son refinados con informacio´n contextual. Por otro lado, en los resultados del
algoritmo ACA mı´nima distancia se reducen bastante los errores de comisio´n utilizando
informacio´n contextual, y aunque la varianza no se tiene en cuenta en el proceso de cla-
sificacio´n del algoritmo ACA, realmente es simulada para los p´ıxeles inciertos y ruidosos
mediante las funciones de vecindad del auto´mata celular.
Como consecuencia de los buenos resultados obtenidos, el algoritmo ACA optimiza
la funcionalidad general de cualquier SIG que lo utilice, y cuyo funcionamiento se base
en la identificacio´n adecuada de los p´ıxeles de las ima´genes de sate´lite en sus clases
correspondientes, debido a que mejora la tasa de acierto de la clasificacio´n de las ima´genes
de sate´lite. Por lo tanto, respecto a la mejora de la tasa de acierto durante el proceso
de clasificacio´n, los resultados obtenidos por parte del algoritmo ACA con ima´genes de
sate´lite con complejidad baja y media son muy buenos, y los obtenidos con ima´genes de
sate´lite con complejidad alta son excelentes.
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En segundo lugar, respecto al objetivo #2, el algoritmo ACA obtiene una cla-
sificacio´n jera´rquica dividida en niveles o capas de fiabilidad basadas en el grado de
pertenencia de los p´ıxeles a las clases correspondientes, donde cada nivel corresponde
a una iteracio´n del auto´mata celular. A lo largo de la ejecucio´n del algoritmo ACA, el
threshold va aumentando progresivamente en cada iteracio´n. De este modo, las primeras
iteraciones proporcionan las capas ma´s fiables, ya que esta´n formadas por los p´ıxeles que
se encuentran ma´s cercanos a los centros de sus clases desde un punto de vista espec-
tral, y muchos de estos p´ıxeles incluso pertenecen al conjunto de entrenamiento elegido
por los eco´logos expertos. Conforme vamos avanzando en el nu´mero de iteraciones del
auto´mata celular, el threshold aumenta y, en consecuencia, la distancia espectral de los
p´ıxeles respecto a los centros de sus clases tambie´n lo hace y, como resultado, los p´ıxeles
clasificados son menos fiables en te´rminos de tasa de acierto. Finalmente, los p´ıxeles
inciertos y ruidosos son clasificados en las u´ltimas iteraciones con ayuda de la informa-
cio´n contextual de sus p´ıxeles vecinos, la mayor´ıa de ellos ya clasificados en iteraciones
anteriores, y por lo tanto con un mayor grado de fiabilidad, lo que ayuda a mejorar la
tasa de acierto final. Utilizando este me´todo, el algoritmo ACA simula una clasificacio´n
pseudodifusa en la que el grado de pertenencia de cada p´ıxel a su clase correspondiente
esta´ indicado por el nu´mero de iteracio´n en que ha sido clasificado, de tal modo que
dicho grado de pertenencia es muy alto en las primeras iteraciones, ma´s fiables, pero
es considerablemente bajo en las u´ltimas iteraciones, donde se clasifican los p´ıxeles ma´s
problema´ticos. La presentacio´n de los resultados del proceso de clasificacio´n del algo-
ritmo ACA divididos en niveles jera´rquicos proporciona al analista experto informacio´n
extra de cada p´ıxel, en este caso, el grado de pertenencia a su clase correspondiente y
en consecuencia su fiabilidad de clasificacio´n. Tambie´n ofrece informacio´n extra de las
clases, permitiendo determinar el grado de heterogeneidad de las mismas, ya que en las
primeras 40 iteraciones se clasifican todos los p´ıxeles de las clases con menor grado de
heterogeneidad, y los p´ıxeles inciertos que pertenecen a las clases altamente heteroge´neas
son clasificados en las siguientes 60 iteraciones. Por lo tanto, cuantas ma´s iteraciones
use una clase para clasificar todos sus p´ıxeles, mayor sera´ su grado de heterogeneidad.
En tercer lugar, respecto al objetivo #3, el algoritmo ACA tambie´n ofrece la detec-
cio´n de los bordes espaciales de las clases, informacio´n extra que puede ser u´til para el
posterior ana´lisis e interpretacio´n de los resultados, as´ı como una lista de p´ıxeles inciertos
y ruidosos, para que los analistas expertos siempre puedan identificarlos con facilidad.
El ana´lisis de los p´ıxeles ruidosos e inciertos muestran la contribucio´n de cada clase
concreta a la mejora en la tasa de acierto, mientras que el ana´lisis de los p´ıxeles borde
y foco determinan la distribucio´n espacial de los p´ıxeles de cada clase.
4.2. Resultados complementarios de ACA
En este apartado nos centramos en la obtencio´n de la informacio´n complementaria que
ofrece el algoritmo ACA para cada iteracio´n del proceso de clasificacio´n. Se trata de
una ampliacio´n de los resultados del apartado anterior, concretamente de la imagen de
sate´lite de El Ejido Oeste. Posteriormente se analizan los resultados obtenidos por parte
de dicha informacio´n complementaria, y se ofrecen unas conclusiones.
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4.2.1. Caracter´ısticas experimentales
La obtencio´n de la informacio´n complementaria por iteraciones se ha llevado a cabo
sobre la imagen de sate´lite Landsat TM de El Ejido Oeste del apartado anterior. Se
trata de una imagen de sate´lite multiespectral de 7 bandas, con una resolucio´n espacial
de 30×30m y de taman˜o 400×400 p´ıxeles, es decir, un total de 160000 p´ıxeles. La Figura
4.6 muestra la imagen de sate´lite de El Ejido Oeste (bandas 3, 2, 1).
Figura 4.6: (a) A´rea de estudio de Almer´ıa, Espan˜a (abril de 2003). (b) El Ejido Oeste.
La Tabla 4.13 muestra las caracter´ısticas de las seis clases que se pueden encontrar
en la imagen de sate´lite de El Ejido Oeste, donde se puede observar el sector al que
corresponde cada clase, la variable ecolo´gica de vegetacio´n con la que se identifica y el
grado de heterogeneidad de la misma.
Clase Sector Descripcio´n: variable ecolo´gica Heterogeneidad
C1 3 Zonas hu´medas y superficies de agua Media
C2 3 Invernaderos Muy alta
C3 3 Pastizal continuo Media
C4 3 Superficies construidas y alteradas Alta
C5 1 Matorral disperso con pasto y roca o suelo Media
C6 3 Carretera Baja
Tabla 4.13: Caracter´ısticas principales de las 6 clases de El Ejido Oeste.
Por otro lado, la imagen de sate´lite de El Ejido Oeste tiene un 55 % de p´ıxeles de
invernadero y un 1 % de ruido artificial an˜adido, lo que la convierte en una imagen con
complejidad de clasificacio´n media, segu´n el criterio adoptado en el apartado anterior.
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4.2.2. Informacio´n #1: evolucio´n de las matrices de confusio´n
El algoritmo ACA no so´lo mejora la tasa de acierto final de la clasificacio´n obtenida
por otros algoritmos de clasificacio´n supervisados gracias al tratamiento especial que
realiza sobre los p´ıxeles problema´ticos, sino que adema´s ofrece una enorme cantidad
de informacio´n complementaria a partir del proceso de clasificacio´n para cada una de
las iteraciones del auto´mata celular. En esta seccio´n vamos a utilizar varias matrices
de confusio´n intermedias correspondientes a distintas iteraciones, con el objetivo de
comprender mejor el funcionamiento del algoritmo ACA, mostrando detalles concretos
de los momentos ma´s importantes del proceso de clasificacio´n.
Gracias a dichas matrices de confusio´n intermedias, en esta seccio´n se ha comparado
cada algoritmo de clasificacio´n supervisado cla´sico, paralelep´ıpedos y mı´nima distancia,
con el correspondiente algoritmo de clasificacio´n ACA modificado, ACA paralelep´ıpedos
y ACA mı´nima distancia, para comprobar el porcentaje de mejora en la tasa de acierto.
Con el objetivo de comparar los algoritmos cla´sicos y los algoritmos ACA, se han utili-
zado las dos matrices de confusio´n finales obtenidas entre ambas ima´genes clasificadas y
la imagen de trabajo de campo realizado por los eco´logos expertos en anteriores experi-
mentos del proyecto SOLERES, y posteriormente se ha calculado el nu´mero de p´ıxeles
correctamente clasificados en cada algoritmo, mediante la suma de los valores presentes
en la diagonal principal de la matriz de confusio´n correspondiente. Este proceso tam-
bie´n se ha realizado para las matrices de confusio´n intermedias de los algoritmos ACA
paralelep´ıpedos y ACA mı´nima distancia.
El algoritmo paralelep´ıpedos cla´sico clasifica correctamente 120032 p´ıxeles y, por
lo tanto, alcanza un 75,02 % de acierto. Por otro lado, si contamos el nu´mero total de
p´ıxeles de la matriz de confusio´n, verificamos que no hay 160000 p´ıxeles, sino que so´lo hay
148130 p´ıxeles, es decir, faltan 11870 p´ıxeles, un 7,42 % del total de p´ıxeles de la imagen.
De este porcentaje, un 1 % corresponde a los p´ıxeles ruidosos, y el resto corresponde a
los p´ıxeles que no han sido clasificados debido a las limitaciones del algoritmo cla´sico
comentadas en el Cap´ıtulo 3. La Tabla 4.14 muestra la matriz de confusio´n del algoritmo
paralelep´ıpedos cla´sico.
C1 C2 C3 C4 C5 C6
C1 1072 0 15 2 2 18
C2 35 62835 27 15098 35 514
C3 54 0 1245 130 819 181
C4 1 498 22 46474 3057 4567
C5 52 0 579 2290 7756 74
C6 1 0 3 24 0 650
Tabla 4.14: Matriz de confusio´n del algoritmo paralelep´ıpedos cla´sico.
El algoritmo ACA paralelep´ıpedos mejora los resultados del algoritmo paralelep´ıpe-
dos cla´sico. Sin embargo, antes de considerar la matriz de confusio´n final del algoritmo
ACA paralelep´ıpedos, correspondiente a la u´ltima iteracio´n del proceso de clasificacio´n,
vamos a explorar otras matrices de confusio´n intermedias, para entender mejor el fun-
cionamiento de este algoritmo.
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Por ejemplo, podemos observar que en las primeras iteraciones del auto´mata celular
so´lo nos encontramos con p´ıxeles bien clasificados en la matriz de confusio´n, ya que
el threshold es muy pequen˜o, de modo que la mayor parte de los p´ıxeles clasificados
en estas primeras iteraciones corresponden al conjunto de entrenamiento elegido por
los eco´logos expertos. Debido al comportamiento basado en iteraciones, el algoritmo
proporciona unos resultados de clasificacio´n jera´rquica divididos en diferentes niveles de
fiabilidad, donde los mejores p´ıxeles son clasificados en las primeras iteraciones y los
peores (inciertos y ruidosos) son clasificados en las u´ltimas. La primera iteracio´n en la
que nos encontramos con p´ıxeles clasificados erro´neamente en la matriz de confusio´n es
la nu´mero 2, en la que hay 137 p´ıxeles correctamente clasificados y 2 mal clasificados
(0,09 % de acierto), tal como se muestra en la Tabla 4.15.
C1 C2 C3 C4 C5 C6
C1 9 0 0 0 0 0
C2 0 3 0 0 0 0
C3 0 0 0 0 0 0
C4 0 0 0 27 0 2
C5 0 0 0 0 78 0
C6 0 0 0 0 0 20
Tabla 4.15: Matriz de confusio´n del algoritmo ACA paralelep´ıpedos (iteracio´n 2).
Si el algoritmo continu´a su ejecucio´n, podemos observar que existe un punto en el que
ya han sido clasificados todos los p´ıxeles de las clases con un grado de heterogeneidad
bajo y medio (C1, C3, C5 y C6 ), y desde ese punto so´lo permanecen sin clasificar
algunos p´ıxeles de las clases con un grado de heterogeneidad alto (C2 y C4 ). Este
suceso se produce en la iteracio´n 40, en la que 153341 p´ıxeles ya han sido clasificados.
De estos p´ıxeles, 128441 esta´n correctamente clasificados y 24900 esta´n mal clasificadas,
es decir, el algoritmo alcanza un 80,28 % de acierto, de modo que en este punto el
algoritmo ACA paralelep´ıpedos ya ha mejorado los resultados del paralelep´ıpedo cla´sico,
como se muestra en la Tabla 4.16.
C1 C2 C3 C4 C5 C6
C1 1077 0 13 2 2 15
C2 31 68293 25 12134 34 508
C3 54 0 1250 130 815 180
C4 1 390 22 49413 2995 4528
C5 52 0 579 2288 7758 74
C6 1 0 3 24 0 650
Tabla 4.16: Matriz de confusio´n del algoritmo ACA paralelep´ıpedos (iteracio´n 40).
Durante las siguientes 60 iteraciones, el algoritmo ACA paralelep´ıpedos refina el pro-
ceso de clasificacio´n, con el objetivo de seguir mejorando los resultados, clasificando
correctamente los p´ıxeles ma´s problema´ticos: los p´ıxeles inciertos de las clases C2 y C4,
y los p´ıxeles ruidosos de todas las clases.
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En la iteracio´n 100, todos y cada uno de los 160000 p´ıxeles de la imagen de sate´lite
han sido clasificados. De estos p´ıxeles, 132988 esta´n correctamente clasificados y 27012
esta´n mal clasificados, es decir, un 83,12 % de acierto, por lo que el algoritmo ACA
paralelep´ıpedos ha mejorado un 8,10 % los resultados con respecto el algoritmo parale-
lep´ıpedos cla´sico (aproximadamente un 1 % de los p´ıxeles ruidosos y un 7 % de los p´ıxeles
inciertos), como se muestra en la Tabla 4.17.
C1 C2 C3 C4 C5 C6
C1 1077 0 13 2 2 15
C2 31 72661 25 14169 34 513
C3 54 0 1250 130 815 180
C4 1 461 22 49592 2996 4528
C5 52 0 579 2288 7758 74
C6 1 0 3 24 0 650
Tabla 4.17: Matriz de confusio´n del algoritmo ACA paralelep´ıpedos (iteracio´n 100).
Adema´s, el algoritmo ACA paralelep´ıpedos ha resuelto las limitaciones del algoritmo
paralelep´ıpedos cla´sico, ya que, gracias al uso de los auto´matas celulares, ya no existen
p´ıxeles sin clasificar al final del proceso de clasificacio´n, gracias al incremento del th-
reshold en cada iteracio´n. Por lo tanto, los auto´matas celulares no so´lo mejoran la tasa
de acierto del proceso de clasificacio´n, sino que tambie´n mejoran el funcionamiento del
algoritmo cla´sico.
El algoritmo mı´nima distancia cla´sico clasifica correctamente 121888 p´ıxeles,
por lo que alcanza un 76,18 % de acierto. Como se puede observar, el algoritmo mı´nima
distancia cla´sico obtiene mejores resultados que el algoritmo paralelep´ıpedos cla´sico. La
Tabla 4.18 muestra la matriz de confusio´n del algoritmo mı´nima distancia cla´sico.
C1 C2 C3 C4 C5 C6
C1 1074 0 19 0 0 16
C2 32 61348 12 25467 28 545
C3 44 0 1154 70 780 381
C4 0 412 7 49339 2962 4881
C5 47 0 496 1804 8318 86
C6 0 0 2 21 0 655
Tabla 4.18: Matriz de confusio´n del algoritmo mı´nima distancia cla´sico.
Al igual que ocurre con el algoritmo anterior, vamos a explorar otras matrices de con-
fusio´n intermedias antes de considerar la matriz de confusio´n final del algoritmo ACA
mı´nima distancia. Tal como sucede en el algoritmo anterior, podemos observar que en
las primeras iteraciones del auto´mata celular so´lo existen p´ıxeles bien clasificados en la
matriz de confusio´n. La primera iteracio´n en la que aparecen p´ıxeles erro´neamente clasi-
ficados en la matriz de confusio´n es la nu´mero 3, en la que hay 757 p´ıxeles correctamente
clasificados (0,47 % de acierto) y 3 p´ıxeles mal clasificados, como se puede observar en
la Tabla 4.19.
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C1 C2 C3 C4 C5 C6
C1 41 0 0 0 0 0
C2 0 11 0 0 0 0
C3 0 0 5 0 0 0
C4 0 0 0 264 0 3
C5 0 0 0 0 342 0
C6 0 0 0 0 0 94
Tabla 4.19: Matriz de confusio´n del algoritmo ACA mı´nima distancia (iteracio´n 3).
En el algoritmo ACA mı´nima distancia, el punto en el que todos los p´ıxeles de las
clases con grado de heterogeneidad bajo y medio ya han sido clasificados ocurre en la
iteracio´n 44, en la que 149720 p´ıxeles han sido clasificados. De estos p´ıxeles, 120877 esta´n
correctamente clasificados y 28843 esta´n erro´neamente clasificados, es decir, un 75,55 %
de acierto, por lo que en este punto el algoritmo ACA mı´nima distancia esta´ a punto de
mejorar los resultados del algoritmo mı´nima distancia cla´sico. Durante las siguientes 56
iteraciones, el algoritmo ACA mı´nima distancia refina el proceso de clasificacio´n para
seguir mejorando los resultados, como se muestra en la Tabla 4.20.
C1 C2 C3 C4 C5 C6
C1 1075 0 18 0 0 16
C2 28 59684 11 17295 28 455
C3 44 0 1158 69 778 380
C4 0 237 5 49982 2697 4331
C5 47 0 492 1804 8323 85
C6 0 0 2 21 0 655
Tabla 4.20: Matriz de confusio´n del algoritmo ACA mı´nima distancia (iteracio´n 44).
En la iteracio´n 100, cada uno de los 160000 p´ıxeles de la imagen de sate´lite han
sido clasificados. De estos p´ıxeles, 128162 esta´n correctamente clasificados y 31838 esta´n
mal clasificados, es decir, un 80,10 % de precisio´n, as´ı que el algoritmo ACA mı´nima
distancia ha mejorado un 3,92 % los resultados del algoritmo mı´nima distancia cla´sico
(aproximadamente un 1 % de p´ıxeles ruidosos y un 3 % de p´ıxeles inciertos), como se
muestra en la Tabla 4.21.
C1 C2 C3 C4 C5 C6
C1 1075 0 18 0 0 16
C2 28 66763 11 20137 28 465
C3 44 0 1158 69 778 380
C4 0 376 5 50188 2697 4335
C5 47 0 492 1804 8323 85
C6 0 0 2 21 0 655
Tabla 4.21: Matriz de confusio´n del algoritmo ACA mı´nima distancia (iteracio´n 100).
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En resumen, utilizando la imagen de sate´lite de El Ejido Oeste, el algoritmo ACA
paralelep´ıpedos mejora la tasa de acierto del algoritmo paralelep´ıpedos cla´sico un 8,10 %
y el algoritmo ACA mı´nima distancia mejora la tasa de acierto del algoritmo mı´nima
distancia cla´sico un 3,92 %. Adema´s, en ambos algoritmos ACA se han agrupado los
procesos de pre-clasificacio´n (reduccio´n de ruido), clasificacio´n y post-clasificacio´n (refi-
namiento de p´ıxeles inciertos). La Figura 4.7 muestra la evolucio´n de la tasa de acierto
de los algoritmos ACA paralelep´ıpedos y ACA mı´nima distancia a lo largo de las 100
iteraciones del proceso de clasificacio´n.
Figura 4.7: Evolucio´n de la tasa de acierto de los algoritmos ACA paralelep´ıpedos y ACA
mı´nima distancia a lo largo de las 100 iteraciones de la clasificacio´n.
4.2.3. Informacio´n #2: evolucio´n de la precisio´n y el recall
Esta seccio´n se centra en la informacio´n complementaria que ofrece el algoritmo ACA
como consecuencia de la clasificacio´n jera´rquica. En primer lugar, se muestra una cla-
sificacio´n jera´rquica ma´s detallada de la imagen de sate´lite de El Ejido Oeste, y poste-
riormente se muestra la evolucio´n de la precisio´n y el recall de las clases a lo largo de
las iteraciones del auto´mata celular. Las Figuras 4.8, 4.9 y 4.10 muestran el proceso de
clasificacio´n de la imagen de sate´lite de El Ejido Oeste durante las 100 iteraciones del
algoritmo ACA mı´nima distancia con la siguiente configuracio´n de colores: C1 (azul),
C2 (blanco), C3 (verde), C4 (marro´n claro), C5 (marro´n oscuro) y C6 (gris).
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Figura 4.8: Iteraciones 1-12 de la clasificacio´n ACA mı´nima distancia, El Ejido Oeste.
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Figura 4.9: Iteraciones 13-24 de la clasificacio´n ACA mı´nima distancia, El Ejido Oeste.
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Figura 4.10: Iteraciones 25-100 de la clasificacio´n ACA mı´nima distancia, El Ejido Oeste.
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Con el fin de analizar la evolucio´n de las diferentes clases a lo largo del proceso de
clasificacio´n, el algoritmo ACA calcula la precisio´n y el recall de cada clase en todas
las iteraciones. En las primeras iteraciones, los valores de precisio´n y recall son muy altos
porque existen pocos p´ıxeles mal clasificados en las matrices de confusio´n. Sin embargo
estos valores van disminuyendo progresivamente en las siguientes iteraciones, conforme
van apareciendo p´ıxeles mal clasificados en las matrices de confusio´n.
Con toda esta informacio´n podemos ampliar la comparativa realizada en el apartado
anterior con los algoritmos de clasificacio´n C4.5, multilayer perceptron, naive Bayes, k-
NN y RBF network, a trave´s de la informacio´n de precisio´n y recall. Para ello, tomamos
los valores de precisio´n y recall de la u´ltima iteracio´n de los algoritmos ACA parale-
lep´ıpedos y ACA mı´nima distancia, y los valores del resto de algoritmos. Las Figuras
4.11 y 4.12 muestran la comparativa de la precisio´n y el recall de todos los algoritmos
usados en el apartado anterior, para la imagen de sate´lite de El Ejido Oeste.
Figura 4.11: Precisio´n de los algoritmos de la comparativa, El Ejido Oeste.
La Figura 4.13 muestra la evolucio´n de la precisio´n de las clases de ACA parale-
lep´ıpedos a trave´s de las 100 iteraciones del proceso de clasificacio´n. Si nos centramos
en la evolucio´n de la precisio´n de las clases del algoritmo ACA paralelep´ıpedos, podemos
observar que la clase con menor precisio´n es C6 y la clase con mayor precisio´n es C2.
Adema´s, podemos observar que, desde la iteracio´n 40 a la 100, el nivel de precisio´n de
todas las clases se mantiene estable, excepto el nivel de precisio´n de las clases C2 y C4,
las clases definidas con un grado de heterogeneidad elevado.
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Figura 4.12: Recall de los algoritmos de la comparativa, El Ejido Oeste.
La Figura 4.14 muestra la evolucio´n del recall de algoritmo ACA paralelep´ıpedos a
trave´s de las 100 iteraciones del proceso de clasificacio´n. Si observamos la evolucio´n del
recall de las clases del algoritmo ACA paralelep´ıpedos, nos encontramos que la clase con
el menor nivel de recall es C3 y la clase con el mayor nivel de recall es C1. Adema´s,
se puede observar que, al igual que ocurre en la evolucio´n de la precisio´n de las clases,
desde la iteracio´n 40 a la 100, el nivel de recall de todas las clases se mantiene estable,
excepto el nivel de recall de las clases C2 y C4.
La Figura 4.15 muestra la evolucio´n de la precisio´n de las clases de ACA mı´nima
distancia a trave´s de las 100 iteraciones del proceso de clasificacio´n. De la misma manera,
si nos centramos en la evolucio´n de la precisio´n de las clases del algoritmo ACA mı´nima
distancia, podemos observar que las clases con el menor y el mayor nivel de precisio´n
son las mismas que en el algoritmo ACA paralelep´ıpedos (C6 y C2 ), y desde la iteracio´n
44 a la 100 el nivel de precisio´n de todas las clases permanece estable, excepto los nivel
de precisio´n de las clases C2 y C4.
La Figura 4.16 muestra la evolucio´n del recall de las clases de ACA mı´nima distancia
a trave´s de las 100 iteraciones del proceso de clasificacio´n. Si observamos la evolucio´n del
recall de las clases del algoritmo ACA mı´nima distancia, nos encontramos que la clase
con el menor nivel de recall es C3, y las clases con mayor nivel de recall son C1 y C6.
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Figura 4.13: Evolucio´n de la precisio´n de las clases con ACA paralelep´ıpedos.
Figura 4.14: Evolucio´n del recall de las clases con ACA paralelep´ıpedos.
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Figura 4.15: Evolucio´n de la precisio´n de las clases con ACA mı´nima distancia.
Figura 4.16: Evolucio´n del recall de las clases con ACA mı´nima distancia.
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4.2.4. Informacio´n #3: evolucio´n de las tablas de p´ıxeles
El algoritmo ACA no so´lo ofrece la posibilidad de observar los resultados del objetivo
#3 mediante las tablas finales con los porcentajes de los distintos tipos de p´ıxeles,
sino tambie´n mediante las tablas intermedias por iteraciones, que desglosan el nu´mero
espec´ıfico de p´ıxeles de cada tipo. Las Tablas 4.22 y 4.23 corresponden a la iteracio´n 100
de ACA paralelep´ıpedos y ACA mı´nima distancia, y tienen las siguientes caracter´ısticas:
– La suma de todos los p´ıxeles bien clasificados de cada clase (ruidosos, inciertos,
bordes y focos) corresponde al valor de la diagonal principal de esa misma clase
en la matriz de confusio´n correspondiente.
– El valor de los p´ıxeles erro´neos de cada clase, por otro lado, corresponde a la suma
de los valores que se encuentran fuera de la diagonal principal de esa misma clase
en la matriz de confusio´n correspondiente. Adema´s, los p´ıxeles mal clasificados
pueden ser de los cuatro tipos de p´ıxeles establecidos (ruidosos, inciertos, bordes
y focos), es decir, cualquier tipo puede tener p´ıxeles bien y mal clasificados.
– La suma de todos los valores de cada clase (los cuatro valores de los p´ıxeles bien
clasificados y el valor de los p´ıxeles erro´neos), corresponde al nu´mero total de
p´ıxeles de dicha clase, es decir, los que se han clasificado correctamente en la clase
correspondiente y los que se han clasificado erro´neamente en otra clase.
El Ejido Oeste
Clase P´ıxeles bien clasificados P´ıxeles erro´neos
# Ruidoso Incierto Borde Foco Ruidoso/incierto/borde/foco Total
C1 11 7 477 582 32 1109
C2 727 11847 36052 24035 14772 87433
C3 12 19 1073 146 1179 2429
C4 496 3811 29888 15397 8008 57600
C5 77 32 4666 2983 2993 10751
C6 6 1 617 26 28 678
Tabla 4.22: P´ıxeles ruidosos, inciertos, bordes, focos y erro´neos. ACA paralelep´ıpedos.
El Ejido Oeste
Clase P´ıxeles bien clasificados P´ıxeles erro´neos
# Ruidoso Incierto Borde Foco Ruidoso/incierto/borde/foco Total
C1 11 1 478 585 34 1109
C2 668 6653 35665 23777 20669 87432
C3 12 18 993 135 1271 2429
C4 502 1077 32082 16527 7413 57601
C5 83 32 5007 3201 2428 10751
C6 6 1 622 26 23 678
Tabla 4.23: P´ıxeles ruidosos, inciertos, bordes, focos y erro´neos. ACA mı´nima distancia.
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4.2.5. Conclusiones
Como vimos en el apartado anterior, el algoritmo ACA mejora la tasa de acierto en las
ima´genes de sate´lite de baja, media y elevada complejidad, proporciona una clasificacio´n
jera´rquica dividida en niveles de fiabilidad basa´ndose en el grado de pertenencia de los
p´ıxeles a sus clases, y obtiene una lista de p´ıxeles ruidosos, inciertos, bordes y focos.
Adema´s, como hemos visto en este apartado, el algoritmo ACA tambie´n proporciona una
gran cantidad de informacio´n complementaria dividida por iteraciones, que puede servir
para analizar ma´s en profundidad los resultados obtenidos por el proceso de clasificacio´n
de la imagen de sate´lite.
En primer lugar, el algoritmo ACA proporciona una matriz de confusio´n inter-
media para cada iteracio´n del auto´mata celular, de tal modo que el analista experto
puede estudiar la evolucio´n de dichas matrices de confusio´n a lo largo del proceso de
clasificacio´n de la imagen de sate´lite. Gracias a estas matrices de confusio´n intermedias
se puede analizar en profundidad no so´lo el comportamiento del algoritmo ACA en cada
imagen de sate´lite concreta, sino adema´s estudiar la evolucio´n de la tasa de acierto a
lo largo del proceso de clasificacio´n. Existen una serie de matrices de confusio´n que son
claves para estudiar dicho proceso de clasificacio´n, ya que corresponden con eventos im-
portantes, y por lo tanto nos ofrecen informacio´n complementaria para poder analizar
ma´s en profundidad los resultados obtenidos.
En segundo lugar, podemos obtener los valores de precisio´n y recall de cada una de
las clases, para cada iteracio´n del auto´mata celular. Esta informacio´n permite al analista
experto estudiar en profundidad la evolucio´n de dichos valores en las distintas clases a
lo largo del proceso de clasificacio´n de la imagen de sate´lite, y por lo tanto tambie´n sirve
de informacio´n complementaria para poder analizar los resultados obtenidos con mayor
detenimiento y obtener nuevas conclusiones.
En tercer lugar, el algoritmo ACA obtiene una tabla intermedia de p´ıxeles con
informacio´n desglosada de cada tipo de p´ıxel, para cada iteracio´n del auto´mata celular.
Esta informacio´n puede servir al analista experto para complementar los resultados
obtenidos por las matrices de confusio´n intermedias, as´ı como los resultados obtenidos
por las tablas de p´ıxeles basadas en porcentajes, vistas en el apartado anterior.
Es importante indicar que el algoritmo ACA dispone de una opcio´n que permite
calcular o no todos estos resultados complementarios por iteraciones, de tal modo que el
analista experto puede decidir si desea optar entre aumentar la velocidad de la clasifica-
cio´n, desactivando el ca´lculo de los resultados complementarios, o por el contrario desea
obtener la mayor cantidad de informacio´n posible a partir del proceso de clasificacio´n,
activando el ca´lculo de dichos resultados.
Como ventaja final del uso de auto´matas celulares para la clasificacio´n de ima´genes
de sate´lite, podemos concluir que permiten configurar una clasificacio´n personalizada de
cada imagen de sate´lite en particular, para cada a´rea de estudio espec´ıfico, modificando
so´lo algunas de las propiedades de los auto´matas celulares: vecindad y nu´mero de itera-
ciones. Adema´s, tambie´n se pueden implementar, mediante programacio´n, nuevas reglas
y estados para obtener nuevos resultados.
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4.3. Formato de salida del algoritmo ACA
En este apartado se muestra el ı´ndice completo de los archivos de salida del algoritmo
ACA, la configuracio´n de la clasificacio´n jera´rquica segu´n el nu´mero de iteraciones y el
color de las clases, y el formato de salida de las matrices de confusio´n intermedias y de
los datos de las gra´ficas de evolucio´n del acierto, la precisio´n y el recall.
4.3.1. Indice completo de los archivos de salida
El algoritmo ACA ofrece una serie de archivos de salida como resultado del proceso de
clasificacio´n. La mayor´ıa de estos archivos de salida son opcionales, de tal modo que
se pueden omitir para aumentar la velocidad de ejecucio´n de la clasificacio´n. De este
modo, el analista experto puede elegir entre incrementar la velocidad de ejecucio´n o
aumentar la cantidad de resultados obtenidos. El ı´ndice completo de los archivos de
salida proporcionados por parte del algoritmo ACA es el siguiente:
– Clasificacio´n jera´rquica: sucesio´n de ima´genes de sate´lite en formato IMG que
almacenan las distintas capas de fiabilidad en las que se divide el proceso de cla-
sificacio´n, donde cada capa corresponde a una iteracio´n del auto´mata celular, y
puede estar representada en escalas de grises o colores (objetivo #2 ).
– Informacio´n de las clases: archivo de texto que almacena, para cada clase de
la imagen, su grado de heterogeneidad (objetivo #2 ), as´ı como el porcentaje de
p´ıxeles ruidosos, inciertos, bordes y focos correspondiente, tanto bien como mal
clasificados (objetivo #3 ).
– Informacio´n de los p´ıxeles: archivo de texto que almacena, para cada p´ıxel de la
imagen, los tres estados del auto´mata celular, es decir, la clase correspondiente, la
iteracio´n en la que se clasifico´ y el tipo de p´ıxel (objetivos #1, #2 y #3 ), as´ı como
su grado de pertenencia a la clase (objetivo #2 ).
– Matrices de confusio´n intermedias: archivo de texto que almacena la infor-
macio´n de las distintas matrices de confusio´n intermedias, para cada una de las
iteraciones del auto´mata celular (informacio´n complementaria del objetivo #1 ).
– Gra´ficas de evolucio´n del acierto, precisio´n y recall : archivo de texto que
almacena la informacio´n de los resultados nume´ricos de las gra´ficas de evolucio´n
por iteraciones para la tasa de acierto (objetivo #1 e informacio´n complementaria
del objetivo #1 ), as´ı como la precisio´n y el recall de cada clase (informacio´n
complementaria del objetivo #2 ).
– Tablas intermedias de p´ıxeles: archivo de texto que almacena la informacio´n
relacionada con la evolucio´n de las tablas intermedias de p´ıxeles para cada iteracio´n
(informacio´n complementaria del objetivo #3 ).
Las siguientes secciones muestran los aspectos ba´sicos de la configuracio´n de la clasi-
ficacio´n jera´rquica del algoritmo ACA, as´ı como el formato del archivo de las matrices de
confusio´n intermedias, y el formato del archivo de las gra´ficas de evolucio´n del acierto,
la precisio´n y el recall.
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4.3.2. Clasificacio´n jera´rquica: nu´mero de iteraciones y color
El algoritmo ACA se puede configurar para obtener diferentes resultados relacionados
con el nu´mero de capas de fiabilidad de la clasificacio´n jera´rquica. Para ello, el analista
experto so´lo tiene que especificar el nu´mero de iteraciones en las que desea dividir el
proceso de clasificacio´n de la imagen de sate´lite, y el threshold es recalculado automa´ti-
camente por parte del algoritmo ACA. De esta forma, si el analista experto selecciona
una nu´mero de iteraciones bajo, el threshold sera´ elevado, y si selecciona un nu´mero de
iteraciones elevado, el threshold sera´ bajo. El threshold se ajusta automa´ticamente para
que se cumplan los siguientes objetivos:
– Todos los p´ıxeles de la imagen de sate´lite son clasificados, es decir, no quedan
p´ıxeles sin etiquetar al final del proceso de clasificacio´n.
– Todas las iteraciones son u´tiles, es decir, no existen iteraciones en las que no se
clasifiquen p´ıxeles.
La Figura 4.17 muestra la imagen de sate´lite original de las provincias de Almer´ıa y
Granada, as´ı como la zona de estudio tomada para experimentar y mostrar las diferentes
configuraciones de la clasificacio´n jera´rquica del algoritmo ACA.
Figura 4.17: Zona de estudio tomada de la imagen de sate´lite original de las provincias
de Almer´ıa y Granada (Espan˜a).
c© A. Moise´s Esp´ınola Pe´rez (2014)
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La imagen de sate´lite de la zona de estudio es de tipo Landsat TM multiespectral de 7
bandas, con una resolucio´n espacial de 30×30m y un taman˜o de 300×300 p´ıxeles, es decir,
un total de 90000 p´ıxeles. Se trata de una regio´n geogra´fica con un porcentaje de p´ıxeles
inciertos extremadamente elevado debido a la enorme heterogeneidad del terreno y un
porcentaje de ruido artificial significativo. Dicha regio´n geogra´fica es tan heteroge´nea que
esta´ caracterizada por la presencia de variables ecolo´gicas de los 6 sectores de vegetacio´n,
previamente establecidos en la Tabla 4.1. El nu´mero de clases ha sido establecido a un
total de 8, representando a los 6 sectores de vegetacio´n. Se han elegido muestras de
las 8 clases distintas, y a continuacio´n se ha aplicado el algoritmo ACA, utilizando
dicho conjunto de entrenamiento. El algoritmo ACA permite mostrar los resultados de
la clasificacio´n jera´rquica en escala de grises o en colores, para representar las distintas
clases, y adema´s permite elegir el nu´mero de iteraciones del auto´mata celular, en las que
se divide el proceso de clasificacio´n. La Figura 4.18 muestra la clasificacio´n jera´rquica
obtenida por el algoritmo ACA paralelep´ıpedos de la zona de estudio, dividida en 6 capas
de fiabilidad con las 8 clases representadas en escalas de grises, y las Figuras 4.19 y 4.20
muestran la misma clasificacio´n, dividida en 30 capas con las 8 clases representadas por
diferentes colores.
Figura 4.18: Clasificacio´n jera´rquica dividida en 6 capas de fiabilidad.
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Figura 4.19: Iteraciones 1-12 de la clasificacio´n ACA paralelep´ıpedos.
c© A. Moise´s Esp´ınola Pe´rez (2014)
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Figura 4.20: Iteraciones 13-30 de la clasificacio´n ACA paralelep´ıpedos.
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4.3.3. Matrices de confusio´n intermedias por iteraciones
El algoritmo ACA ofrece, como informacio´n de salida, un archivo de datos de las matrices
de confusio´n intermedias, es decir, una matriz para cada iteracio´n del auto´mata celular.
La Figura 4.21 muestra el formato de salida del archivo de las matrices de confusio´n
intermedias por iteraciones para la imagen de sate´lite de El Ejido Oeste utilizada en los
dos apartados anteriores, hasta la iteracio´n nu´mero 6, con dos capturas de pantalla del
archivo de texto en la misma imagen.
Figura 4.21: Archivo de datos de los resultados de las matrices de confusio´n intermedias,
proporcionadas por el algoritmo ACA paralelep´ıpedos para la imagen de El Ejido Oeste.
Como se puede observar, cada seccio´n comienza con el nu´mero de iteracio´n del
auto´mata celular. En segundo lugar se muestra el nu´mero de p´ıxeles bien clasificados de
la matriz de confusio´n, es decir, la suma del nu´mero de p´ıxeles presentes en la diagonal
principal. En tercer lugar se muestra el nu´mero de p´ıxeles mal clasificados, que en reali-
dad es un valor que representa la suma de dos valores: los p´ıxeles mal clasificados, es
decir, los que se encuentran fuera de la diagonal principal de la matriz de confusio´n co-
rrespondiente, y los p´ıxeles que todav´ıa no se han clasificado. A continuacio´n se muestra
la tasa de acierto y el error balanceado para la iteracio´n correspondiente. Seguidamente
se muestran los valores de precisio´n y recall para cada una de las clases que intervienen
en el proceso de clasificacio´n. Y para finalizar, y lo ma´s importante, se muestra la matriz
de confusio´n intermedia de la iteracio´n correspondiente.
c© A. Moise´s Esp´ınola Pe´rez (2014)
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4.3.4. Datos de las gra´ficas evolutivas: acierto, precisio´n y recall
El algoritmo ACA tambie´n ofrece, como informacio´n de salida, un archivo de datos de
los resultados nume´ricos de la gra´ficas de evolucio´n iterativas para el acierto, la precisio´n
y el recall. La Figura 4.22 muestra el formato de salida de los resultados nume´ricos de
las gra´ficas de evolucio´n para la imagen de sate´lite de El Ejido Oeste utilizada en los
dos apartados anteriores, hasta la iteracio´n nu´mero 40.
Figura 4.22: Archivo de datos de los resultados nume´ricos de las gra´ficas de evolucio´n,
proporcionadas por el algoritmo ACA paralelep´ıpedos para la imagen de El Ejido Oeste.
Aunque el formato de este archivo de salida es completamente distinto al de la sec-
cio´n anterior, realmente su contenido es una repeticio´n de la informacio´n proporcionada
por el archivo de salida de las matrices de confusio´n. Esto se debe a que el formato
del archivo de salida del algoritmo ACA con estos resultados nume´ricos es compatible
con Gnuplot, por lo que posteriormente se pueden representar las distintas gra´ficas de
evolucio´n iterativas a trave´s del script correspondiente. Como se puede observar, la pri-
mera columna indica el nu´mero de iteracio´n del auto´mata celular, por lo que cada fila
del archivo de datos representa la informacio´n de una iteracio´n determinada. La segun-
da columna, llamada tpi, indica el nu´mero de p´ıxeles bien clasificados en la matriz de
confusio´n para la iteracio´n correspondiente. La tercera columna, llamada ejk, representa
la suma de dos valores: los p´ıxeles mal clasificados y los p´ıxeles que todav´ıa no se han
clasificado. La cuarta columna indica el acierto de cada iteracio´n, valor que se calcula
dividiendo los dos valores anteriores. Las siguientes columnas indican los valores de pre-
cisio´n y recall para cada una de las 6 clases en los que se han etiquetado los p´ıxeles de
la imagen de sate´lite de El Ejido Oeste.
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4.4. Resumen y conclusiones del cap´ıtulo
Los resultados obtenidos por parte del algoritmo ACA han sido muy satisfactorios desde
varios puntos de vista, por lo que los auto´matas celulares han sido validados como una
te´cnica que mejora los resultados del proceso de clasificacio´n de ima´genes de sate´lite. El
algoritmo ACA ha conseguido alcanzar los tres objetivos establecidos en el Cap´ıtulo 3.
En primer lugar, en relacio´n con el objetivo #1, el algoritmo ACA ha conseguido
una tasa de acierto ma´s elevada que la mayor´ıa de los algoritmos de clasificacio´n en
ima´genes de sate´lite con complejidad baja y media, y ma´s elevada que todos los cla-
sificadores en ima´genes de sate´lite con complejidad elevada. Adema´s, conforme vamos
incrementando el nu´mero de p´ıxeles inciertos y ruidosos, ma´s va aumentando la ven-
taja de la tasa de acierto del algoritmo ACA respecto al resto de clasificadores. En lo
que respecta al coste computacional, el algoritmo ACA tiene una complejidad media.
Adema´s, no so´lo ha mejorado la tasa de acierto de los algoritmos paralelep´ıpedos y mı´ni-
ma distancia cla´sicos, sino que adema´s ha optimizado su funcionamiento, solventando
las limitaciones descritas en el Cap´ıtulo 3. Por otro lado, el algoritmo ACA tambie´n ofre-
ce la posibilidad de obtener las matrices de confusio´n intermedias de cada iteracio´n del
auto´mata celular, que sirven para comprender mejor el funcionamiento del proceso de
clasificacio´n, as´ı como la evolucio´n de la tasa de acierto, por iteraciones (informacio´n
complementaria del objetivo #1).
En segundo lugar, en relacio´n con el objetivo #2, el algoritmo ACA obtiene una
clasificacio´n jera´rquica dividida en niveles o capas de fiabilidad basadas en el grado de
pertenencia de los p´ıxeles a las clases correspondientes, donde cada capa corresponde a
una iteracio´n del auto´mata celular. De este modo, el algoritmo ACA simula una clasifi-
cacio´n pseudodifusa, en la que se puede calcular el grado de pertenencia de cada p´ıxel a
su clase correspondiente, teniendo en cuenta la iteracio´n en la que fue clasificado. Tam-
bie´n podemos obtener el grado de heterogeneidad de las distintas clases de la imagen de
sate´lite. Por otro lado, el algoritmo ACA tambie´n ofrece la posibilidad de obtener las
gra´ficas de evolucio´n de la precisio´n y el recall de las distintas clases que intervienen
en el proceso de clasificacio´n de la imagen de sate´lite, por iteraciones (informacio´n
complementaria del objetivo #2).
En tercer lugar, en relacio´n con el objetivo #3, el algoritmo ACA obtiene el porcen-
taje de p´ıxeles ruidosos, inciertos, focos y bordes de cada una de las clases que intervienen
en el proceso de clasificacio´n, tanto bien como mal clasificados. El ana´lisis de los p´ıxe-
les inciertos y ruidosos muestran la contribucio´n de cada clase concreta a la mejora
de la tasa de acierto, mientras que el ana´lisis de los p´ıxeles borde y foco determinan
la distribucio´n espacial de los p´ıxeles de cada clase en la imagen de sate´lite. Por otro
lado, el algoritmo ACA tambie´n ofrece la posibilidad de obtener las tablas intermedias
de p´ıxeles, con informacio´n detallada de los tipos de p´ıxel de cada clase concreta, por
iteraciones (informacio´n complementaria del objetivo #3).
El Cap´ıtulo 5 muestra las distintas aportaciones realizadas a la comunidad cient´ıfica
por parte de esta tesis doctoral, no so´lo por parte del algoritmo ACA, sino tambie´n por
parte de los algoritmos RACA y TACA vistos en el Cap´ıtulo 2, as´ı como de otros trabajos
complementarios relacionados con el a´mbito de la teledeteccio´n. Tambie´n muestra las
publicaciones derivadas y las l´ıneas de investigacio´n abiertas.
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L a clasificacio´n de ima´genes de sate´lite mediante el algoritmo ACA ha obtenido
unos resultados muy satisfactorios desde varios puntos de vista, como hemos visto en
el Cap´ıtulo 4. Esta tesis doctoral tambie´n ha abarcado otras l´ıneas de investigacio´n
distintas a las del algoritmo ACA, como por ejemplo la simulacio´n de precipitaciones
sobre ima´genes DEM mediante el algoritmo RACA, y la caracterizacio´n de texturas de
ima´genes-AC y naturales mediante el algoritmo TACA, relacionadas con los auto´ma-
tas celulares, y la correlacio´n de variables ecolo´gicas mediante RBFs, dentro del a´mbito
de la teledeteccio´n. Este cap´ıtulo ofrece las aportaciones, publicaciones y l´ıneas de in-
vestigacio´n abiertas de esta tesis doctoral, y esta´ dividido en los siguientes apartados
principales:
– Aportaciones a la comunidad cient´ıfica: en este apartado se ofrece un resumen
de las aportaciones realizadas, por parte de esta tesis doctoral, relacionadas con la
clasificacio´n de ima´genes de sate´lite mediante el algoritmo ACA, divididas en los
tres objetivos establecidos, la simulacio´n de precipitaciones mediante el algoritmo
RACA, la caracterizacio´n de texturas mediante el algoritmo TACA, y la correlacio´n
de variables ecolo´gicas mediante RBFs.
– Publicaciones derivadas: en este apartado se muestran los art´ıculos y cap´ıtulos
de libro que se han publicado, relacionados con las distintas l´ıneas de investigacio´n
abiertas durante el desarrollo de esta tesis doctoral, divididas en tres categor´ıas
diferentes: clasificacio´n supervisada de ima´genes de sate´lite mediante auto´matas
celulares a trave´s del algoritmo ACA, publicaciones espec´ıficas sobre auto´matas ce-
lulares, relacionadas con los algoritmos RACA y TACA, y publicaciones espec´ıficas
dentro del a´mbito de la teledeteccio´n, relacionadas con la correlacio´n de variables
ecolo´gicas mediante RBFs.
– L´ıneas de investigacio´n abiertas: en este apartado se muestran las distintas
l´ıneas de investigacio´n abiertas en las que se puede profundizar en un futuro, para
mejorar el trabajo de investigacio´n que se ha realizado durante el desarrollo de
esta tesis doctoral. Al igual que los apartados anteriores, dichas l´ıneas de investi-
gacio´n abiertas se han dividido en los tres algoritmos principales implementados:
clasificacio´n de ima´genes de sate´lite mediante el algoritmo ACA, simulacio´n de
precipitaciones en ima´genes DEM mediante el algoritmo RACA, y caracterizacio´n
de texturas de ima´genes-AC y naturales mediante el algoritmo TACA.
5.1. Aportaciones a la comunidad cient´ıfica
En este apartado se ofrece un resumen de las aportaciones realizadas, por parte de es-
ta tesis doctoral, relacionadas con la clasificacio´n de ima´genes de sate´lite mediante el
algoritmo ACA, divididas en los tres objetivos establecidos, la simulacio´n de precipita-
ciones mediante el algoritmo RACA, la caracterizacio´n de texturas mediante el algoritmo
TACA, y la correlacio´n de variables ecolo´gicas mediante RBFs.
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5.1.1. Clasificacio´n de ima´genes de sate´lite con ACA: objetivo#1
El objetivo #1 del algoritmo ACA es el ma´s importante de los tres, ya que la prin-
cipal finalidad de cualquier algoritmo de clasificacio´n consiste en ofrecer la mejor tasa
de acierto posible. El algoritmo ACA ha conseguido realizar numerosas aportaciones
relacionadas con este objetivo, y las ma´s importantes son las siguientes:
– Aportacio´n 1. El algoritmo ACA esta´ especialmente recomendado para las ima´ge-
nes de sate´lite que presentan mayores dificultades durante el proceso de clasifica-
cio´n, aunque realmente se puede utilizar con cualquier tipo de imagen. Obtiene una
tasa de acierto muy buena en ima´genes de sate´lite de complejidad de clasificacio´n
baja y media, y excelente en ima´genes de complejidad elevada.
– Aportacio´n 2. En la comparativa realizada con otros algoritmos de clasificacio´n
ampliamente utilizados (C4.5, multilayer perceptron, naive Bayes, k-NN y RBF
network), la tasa de acierto del algoritmo ACA es ma´s elevada que la de la mayor´ıa
de dichos algoritmos en ima´genes de complejidad baja y media, y la ma´s elevada
en ima´genes de alta complejidad.
– Aportacio´n 3. La evolucio´n de la tasa de acierto del algoritmo ACA es mejor que
el resto de algoritmos de clasificacio´n utilizados conforme vamos aumentando la
complejidad de clasificacio´n de las ima´genes de sate´lite. Por lo tanto, conforme
aumenta el nu´mero de p´ıxeles inciertos y ruidosos en la imagen, aumenta tambie´n
la ventaja de la tasa de acierto del algoritmo ACA.
– Aportacio´n 4. El algoritmo ACA presenta un clasificacio´n espectral-contextual
mixta basada en un auto´mata celular multiestado, que mejora la tasa de acierto
de los algoritmos cla´sicos gracias a las reglas establecidas para el auto´mata celular.
– Aportacio´n 5. El coste coste computacional del algoritmo ACA tiene una comple-
jidad media, ya que no es tan ra´pido en ejecucio´n como los algoritmos k-NN, naive
Bayes o multilayer perceptron, pero tampoco es tan lento como los algoritmos C4.5
y RBF network.
– Aportacio´n 6. El algoritmo ACA mejora el funcionamiento de los algoritmos para-
lelep´ıpedos y mı´nima distancia cla´sicos, eliminando por completo las limitaciones
de dichos algoritmos. En el algoritmo ACA paralelep´ıpedos no quedan p´ıxeles sin
clasificar, y no existen p´ıxeles clasificados en varias clases. En el algoritmo ACA
mı´nima distancia, se reducen los errores de comisio´n y se simula la varianza du-
rante el proceso de clasificacio´n.
– Aportacio´n 7. El funcionamiento de los SIG puede ser mejorado si utilizan el
algoritmo ACA como algoritmo de clasificacio´n de ima´genes de sate´lite, ya que
mejora la tasa de acierto en ima´genes complejas de clasificar.
– Aportacio´n 8. El algoritmo ACA proporciona informacio´n complementaria por
iteraciones relacionada con el objetivo #1, concretamente las matrices de confusio´n
intermedias, que nos permiten estudiar el funcionamiento del algoritmo y analizar
la evolucio´n de la tasa de acierto.
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5.1.2. Clasificacio´n de ima´genes de sate´lite con ACA: objetivo#2
El objetivo #2 del algoritmo ACA, por un lado, ayuda a que se consigan los buenos
resultados del objetivo anterior, y por otro lado, ofrece informacio´n adicional relacionada
con el proceso de clasificacio´n. El algoritmo ACA ha conseguido realizar numerosas
aportaciones relacionadas con este objetivo, y las ma´s importantes son las siguientes:
– Aportacio´n 9. El algoritmo ACA proporciona una clasificacio´n jera´rquica dividida
en niveles o capas de fiabilidad basadas en la proximidad espectral de los p´ıxeles a
sus clases correspondientes, de tal manera que las primeras capas son ma´s fiables
que las u´ltimas, en te´rminos de tasa de acierto.
– Aportacio´n 10. La clasificacio´n jera´rquica del algoritmo ACA ofrece unos resultados
pseudodifusos, en los que podemos calcular el grado de pertenencia de los p´ıxeles
a sus clases correspondientes, a trave´s de la fo´rmula descrita en el Cap´ıtulo 3.
– Aportacio´n 11. La clasificacio´n jera´rquica del algoritmo ACA tambie´n nos permite
calcular el grado de heterogeneidad de las clases.
– Aportacio´n 12. Se puede realizar una clasificacio´n personalizada para cada imagen
de sate´lite concreta, modificando algunas de las propiedades del auto´mata celular
del algoritmo ACA, como la vecindad y el nu´mero de iteraciones.
– Aportacio´n 13. El algoritmo ACA proporciona informacio´n complementaria por
iteraciones relacionados con el objetivo #2, concretamente la evolucio´n de la pre-
cisio´n y el recall de cada clase, que nos permiten estudiar con mayor detenimiento
el comportamiento de las mismas.
5.1.3. Clasificacio´n de ima´genes de sate´lite con ACA: objetivo#3
El objetivo #3 del algoritmo ACA ofrece informacio´n adicional relacionada con los dis-
tintos tipos de p´ıxeles que nos podemos encontrar en la imagen de sate´lite: ruidosos,
inciertos, bordes y focos. El algoritmo ACA ha conseguido realizar numerosas aporta-
ciones relacionadas con este objetivo, y las ma´s importantes son las siguientes:
– Aportacio´n 14. El ana´lisis de los p´ıxeles ruidosos e inciertos bien clasificados mues-
tran la contribucio´n de cada clase concreta a la mejora en la tasa de acierto.
– Aportacio´n 15. El ana´lisis de los p´ıxeles borde y foco proporcionados por el algo-
ritmo ACA determinan la distribucio´n espacial de los p´ıxeles de cada clase.
– Aportacio´n 16. El algoritmo ACA ha agrupado la pre-clasificacio´n (reduccio´n de
ruido), clasificacio´n y post-clasificacio´n (refinamiento de p´ıxeles inciertos).
– Aportacio´n 17. El algoritmo ACA utiliza todos los componentes de los auto´matas
celulares: estados, reglas, vecindad, iteraciones y funcio´n de transicio´n.
– Aportacio´n 18. El algoritmo ACA proporciona informacio´n complementaria por
iteraciones relacionada con el objetivo #3, concretamente las tablas intermedias
de p´ıxeles, que permiten estudiar la evolucio´n de los p´ıxeles.
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5.1.4. Simulacio´n de precipitaciones con el algoritmo RACA
El algoritmo RACA utiliza los auto´matas celulares para implementar el modelado y
la simulacio´n de precipitaciones sobre ima´genes de sate´lite tridimensionales DEM. El
algoritmo RACA ha conseguido realizar varias aportaciones, y las ma´s importantes son
las siguientes:
– Aportacio´n 19. El proceso de modelado y simulacio´n de precipitaciones del algorit-
mo RACA simplifica la metodolog´ıa de otros algoritmos existentes en la literatura,
ya que ha sido implementado para que el auto´mata celular utilice so´lo dos estados
y dos reglas ba´sicas. Por lo tanto, a diferencia de otros algoritmos que utilizan
una gran cantidad de para´metros de entrada, el algoritmo RACA apenas necesita
para´metros, y por lo tanto no es necesario realizar un estudio previo de la regio´n
donde se va a realizar la simulacio´n.
– Aportacio´n 20. El algoritmo RACA realiza la simulacio´n de las precipitaciones
sobre una imagen de sate´lite 3D DEM, donde cada p´ıxel almacena la altura a la
que se encuentra esa zona concreta de la regio´n geogra´fica. Existen muy pocos
trabajos de investigacio´n relacionados con la aplicacio´n de auto´matas celulares
sobre ima´genes DEM, por lo que se trata de un campo que au´n ofrece un amplio
abanico para seguir investigando.
– Aportacio´n 21. Se puede personalizar la simulacio´n del algoritmo RACA, especi-
ficando tanto la vecindad del auto´mata celular como el ma´ximo nu´mero de itera-
ciones utilizados para el proceso. De este modo, se pueden obtener distintos resul-
tados, dependiendo de la configuracio´n que el analista experto realice del proceso
de simulacio´n.
– Aportacio´n 22. Se pueden introducir condiciones iniciales a la simulacio´n realizada
por el algoritmo RACA, relacionadas con el nivel de agua inicial almacenado en
varias zonas de la regio´n geogra´fica. Esta opcio´n resulta de verdadera utilidad,
sobre todo cuando se desea aplicar varias gra´ficas de precipitaciones a la misma
imagen de sate´lite DEM, y se desea averiguar el caudal de agua remanente tras la
simulacio´n de todas las gra´ficas concatenadas.
– Aportacio´n 23. Los resultados tridimensionales del algoritmo RACA permiten rea-
lizar una posterior navegacio´n virtual 3D para analizar con mayor detenimiento
los resultados obtenidos, eligiendo la perspectiva ma´s adecuada para poder obser-
var con ma´s detalle una regio´n espec´ıfica de la imagen DEM sobre la que se ha
realizado la simulacio´n.
– Aportacio´n 24. Los resultados completos proporcionados por el algoritmo RACA,
para cada gra´fica de precipitaciones, son tanto nume´ricos como tridimensionales, y
nos permiten tomar decisiones sobre asuntos tan importantes para una poblacio´n
como la prevencio´n de desastres naturales en regiones urbanas con probabilidad
de inundaciones, la proyeccio´n de futuros proyectos de construccio´n y urbanismo,
y la estimacio´n del futuro suministro de agua potable de una poblacio´n.
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5.1.5. Caracterizacio´n de texturas con el algoritmo TACA
El algoritmo TACA utiliza los auto´matas celulares para caracterizar texturas de ima´genes-
AC y naturales. El algoritmo TACA ha conseguido realizar varias aportaciones, y las
ma´s importantes son las siguientes:
– Aportacio´n 25. El algoritmo TACA permite caracterizar texturas basa´ndose en las
propiedades de las ima´genes-AC producidas por un modelo de auto´mata celular
unidimensional lineal de 3 celdas, utilizando las reglas de Stephen Wolfram a trave´s
de un proceso de ingenier´ıa inversa.
– Aportacio´n 26. El proceso de caracterizacio´n de texturas del algoritmo TACA
utiliza como novedad el HPH y el HPV de la imagen binaria original, para obtener
las primitivas ma´s importantes de dichos histogramas, y obtener a partir de dicha
informacio´n las reglas de Stephen Wolfram correspondientes.
– Aportacio´n 27. El algoritmo TACA se puede usar tanto para ima´genes-AC como
para ima´genes compuestas por varias ima´genes-AC, as´ı como para texturas natu-
rales, concretamente las derivadas del A´lbum Brodatz, y ofrece como resultado una
imagen que caracteriza la textura, formada por la composicio´n de las ima´genes-AC,
obtenidas por las primitivas ma´s importantes del HPH y el HPV.
5.1.6. Correlacio´n de variables ecolo´gicas con RBFs
Durante el tiempo de desarrollo de esta tesis doctoral tambie´n se ha participado en otros
trabajos paralelos relacionados con el a´mbito de la teledeteccio´n, como por ejemplo una
investigacio´n sobre la correlacio´n de variables ecolo´gicas con RBFs (Radial Basis Fun-
ction nets). Aunque no se ha desarrollado la arquitectura principal de esta metodolog´ıa,
s´ı se ha colaborado en ciertas tareas relacionadas con el tratamiento de las ima´genes de
sate´lite que posteriormente han sido utilizadas por las RBFs para correlacionar las va-
riables ecolo´gicas. Adema´s, una parte de los resultados obtenidos de esta investigacio´n,
realizada en colaboracio´n con un grupo de eco´logos expertos de Almer´ıa y Madrid, ha
sido usada posteriormente en esta tesis doctoral para realizar el trabajo de campo de
las zonas de estudio, y validar as´ı la clasificacio´n obtenida por los distintos algoritmos
de clasificacio´n, incluido el algoritmo ACA.
– Aportacio´n 28. “Este trabajo de investigacio´n presenta una novedosa aplicacio´n
de las redes neuronales con arquitectura de red de funcio´n de base radial, como
herramienta para la simplificacio´n y reduccio´n de costes en la construccio´n de
mapas de sectorizacio´n ecolo´gica. Este proceso agiliza y sustituye al proceso cla´sico
de obtencio´n de las variables ecolo´gicas mediante estudios de campo, demasiado
costosos en tiempo. Las redes de funcio´n de base radial han sido utilizadas como
herramientas que permiten aproximar los datos de campo por informacio´n recogida
de los sate´lites Landsat, correlacionando esta con variables ecolo´gicas de vegetacio´n,
para sustituirlas en el proceso de confeccio´n de los mapas. Este trabajo mejora el
tiempo y reduce el coste de los estudios de sectorizacio´n ecolo´gica, limitando los
estudios de campo y automatizando la generacio´n de estas variables” [30] [31].
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5.2. Publicaciones derivadas
En este apartado se muestran los art´ıculos y cap´ıtulos de libro que se han publicado re-
lacionados con las distintas l´ıneas de investigacio´n abiertas durante el desarrollo de esta
tesis doctoral, divididas en tres categor´ıas diferentes: 5 publicaciones sobre clasificacio´n
de ima´genes de sate´lite mediante auto´matas celulares a trave´s del algoritmo ACA, 2 pu-
blicaciones espec´ıficas sobre auto´matas celulares relacionadas con los algoritmos RACA
y TACA, y 2 publicaciones espec´ıficas sobre teledeteccio´n relacionadas con la correla-
cio´n de variables ecolo´gicas mediante RBFs. No obstante, el Ape´ndice B muestra otras
publicaciones adicionales relacionadas con a´mbitos de investigacio´n diferentes a la tesis.
5.2.1. Clasificacio´n de ima´genes de sate´lite: algoritmo ACA
Las publicaciones relacionadas con la tema´tica principal de esta tesis doctoral, clasifica-
cio´n de ima´genes de sate´lite mediante el algoritmo ACA, son las siguientes:
– Art´ıculo 1. Esp´ınola M., Piedra J.A., Ayala R., Iribarne L., Wang J.Z., “Contex-
tual and hierarchical classification of satellite images based on cellular automa-
ta”, IEEE Transactions on Geoscience and Remote Sensing (TGRS), 53(2):795–
809, doi:10.1109/TGRS.2014.2328634, 2015. (JCR Q1: 2.933)
– Art´ıculo 2. Esp´ınola M., Piedra J.A., Ayala R., Iribarne L., Leguizamo´n S.,
Menenti M., “ACA multiagent system for satellite image classification”, 10th In-
ternational Conference on Practical Applications of Agents and Multi-Agent Sys-
tems (PAAMS 2012), March 28-30, Salamanca (Spain), in J.M.C. Rodr´ıguez et al.
eds., Trends in Practical Applications of Agents and Multiagent Systems, Springer
Advances in Intelligent and Soft Computing, 157, pp. 93–100, doi:10.1007/978-3-
642-28795-4 11, 2012.
– Art´ıculo 3. Esp´ınola M., Piedra J.A., Ayala R., Iribarne L., Leguizamo´n S., Me-
nenti M., “A hierarchical and contextual algorithm based on cellular automata for
satellite image classification”, International Conference on Computational Intelli-
gence and Software Engineering (CiSE 2011), December 9-11, Wuhan (China),
IEEE Computer Society, ISBN: 978-1-4244-6448-7, 2011.
– Art´ıculo 4. Esp´ınola M., Ayala R., Leguizamo´n S., Iribarne L., Menenti M.,
“Cellular automata applied in remote sensing to implement contextual pseudo-
fuzzy classication”, 9th International Conference on Cellular Automata for Re-
search and Industry (ACRI 2010), September 21-24, Ascoli Piceno (Italy), in S.
Bandini et al. eds, Springer Lecture Notes in Computer Science 6350, pp. 312–321,
doi:10.1007/978-3-642-15979-4 33, 2010.
– Art´ıculo 5. Esp´ınola M., Ayala R., Leguizamo´n S., Menenti M., “Classification
of satellite images using the cellular automata approach”, First World Summit on
the Knowledge Society (WSKS 2008), September 24-28, Athens (Greece), in M.D.
Lytras et al. eds, The Open Knowledge Society: A Computer Science and Informa-
tion System Manifesto, Springer Communications in Computer and Information
Science 19, doi:10.1007/978-3-540-87783-7 66, pp. 521–526, 2008.
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5.2.2. Auto´matas celulares: algoritmos RACA y TACA
Las publicaciones relacionadas con los algoritmos RACA y TACA son las siguientes:
– Art´ıculo 6. Esp´ınola M., Piedra J.A., Ayala R., Iribarne L., Leguizamo´n S.,
“Modeling rainfall features dynamics in a DEM satellite image with cellular au-
tomata”, 11th International Conference on Cellular Automata for Research and
Industry (ACRI 2014), September 22-25, Krako´w (Poland), in J.Was et al. eds,
Springer Lecture Notes in Computer Science 8751, pp. 238–247, doi:10.1007/978-
3-319-11520-7 25, 2014.
– Art´ıculo 7. Leguizamo´n S., Esp´ınola M., Ayala R., Iribarne L., Menenti M.,
“Characterization of texture in images by using a cellular automata approach”,
Third World Summit on the Knowledge Society (WSKS 2010), September 22-24,
Corfu (Greece), in M.D. Lytras et al. eds, The Open Knowledge Society: Organi-
zational, Business, and Technological Aspects of the Knowledge Society, part II,
Springer Communications in Computer and Information Science, 112, pp. 522–533,
doi:10.1007/978-3-642-16324-1 61, 2010.
5.2.3. Teledeteccio´n: correlacio´n de variables ecolo´gicas con RBFs
Las publicaciones relacionadas espec´ıficamente con la teledeteccio´n son las siguientes:
– Art´ıculo 8. Cruz M., Esp´ınola M., Iribarne L., Ayala R., Peralta M., Torres J.A.,
“Ecological sectorization process improvement through neural networks: synthesis
of vegetation data from satellite images using RBFs”, 9th IEEE/ACIS Internatio-
nal Conference on Computer and Information Science (ICIS 2010), August 18-20,
Yamagata (Japan), pp. 513–516, doi:10.1109/ICIS.2010.118, 2010.
– Art´ıculo 9. Cruz M., Esp´ınola M., Ayala R., Peralta M., Torres J.A., “How can
neural networks to speed up ecological regionalization friendly? Replacement of
field studies by satellite data using RBFs”, International Conference on Neural
Computation (ICNC 2010), October 24-26, Valencia (Spain), 2010.
La Tabla 5.1 muestra la correspondencia entre las publicaciones descritas en este
apartado y las aportaciones enumeradas en el apartado anterior.
Publicaciones Aportaciones a la comunidad cient´ıfica
Art´ıculo 1 Aportaciones 1, 2, 3, 4, 5, 6, 7, 9, 10, 11, 12, 14, 15, 16 y 17
Art´ıculos 2, 3 y 4 Aportaciones 1, 4, 6, 9, 10, 12, 16 y 17
Art´ıculo 5 Aportaciones 4 y 17
Art´ıculo 6 Aportaciones 19, 20, 21, 22, 23, 24
Art´ıculo 7 Aportaciones 25, 26 y 27
Art´ıculos 8 y 9 Aportacio´n 28
En fase de publicacio´n Aportaciones 8, 13 y 18
Tabla 5.1: Correspondencia entre las publicaciones y las aportaciones.
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5.3. L´ıneas de investigacio´n abiertas
En este apartado se muestran las distintas l´ıneas de investigacio´n abiertas en las que
se puede profundizar en un futuro, con el objetivo de mejorar y ampliar el trabajo de
investigacio´n que se ha realizado durante el desarrollo de esta tesis doctoral. Al igual
que los apartados anteriores, dichas l´ıneas de investigacio´n abiertas se han dividido en
los tres algoritmos principales implementados: la clasificacio´n supervisada de ima´genes
de sate´lite mediante el algoritmo ACA, la simulacio´n de precipitaciones en ima´genes
DEM mediante el algoritmo RACA, y la caracterizacio´n de texturas de ima´genes-AC y
naturales mediante el algoritmo TACA.
5.3.1. Clasificacio´n de ima´genes de sate´lite con ACA
Aunque los resultados obtenidos por parte del algoritmo ACA han sido muy satisfactorios
desde varios puntos de vista, existen l´ıneas de investigacio´n abiertas que se pueden
estudiar para mejorar su funcionalidad y ampliar los resultados obtenidos. Las l´ıneas de
investigacio´n abiertas relacionadas con la clasificacio´n de ima´genes de sate´lite mediante
el algoritmo ACA son los siguientes:
– L´ınea 1. Desarrollar nuevas versiones del algoritmo de ACA, con nuevas configu-
raciones de estados y reglas del auto´mata celular distintas, para personalizar au´n
ma´s el proceso de clasificacio´n, y poder ajustar lo ma´ximo posible los resultados
deseados a la zona de estudio utilizada.
– L´ınea 2. Implementar un algoritmo de clasificacio´n ACA difuso, utilizando funcio-
nes adicionales con informacio´n espacial y espectral, que complementen la fo´rmula
del grado de pertenencia de la clasificacio´n jera´rquica obtenida mediante las itera-
ciones del auto´mata celular.
– L´ınea 3. Desarrollar nuevas versiones del algoritmo ACA basadas en clasificado-
res distintos a los algoritmos paralelep´ıpedos y mı´nima distancia cla´sicos, con el
objetivo de mejorar tambie´n su funcionamiento y experimentar nuevos resultados.
– L´ınea 4. An˜adir un nuevo nivel de clasificacio´n al algoritmo ACA, la clasificacio´n
textural, basada en texturas. De este modo, tendr´ıamos dos niveles distintos de
clasificacio´n: nivel de p´ıxel (espectral-contextual) y nivel regional (textural).
– L´ınea 5. Utilizar agentes software para reducir el coste computacional del algoritmo
ACA, recorriendo y procesando varias regiones de la imagen en paralelo, a lo largo
de las iteraciones en las que se divide el proceso de clasificacio´n.
– L´ınea 6. Implementar una versio´n no supervisada del algoritmo ACA, de tal modo
que no necesite un conjunto de entrenamiento de entrada, y pueda determinar el
nu´mero de clases de la imagen de sate´lite automa´ticamente.
– L´ınea 7. Desarrollar un plugin con una interfaz gra´fica y un editor de reglas-
estados del algoritmo ACA para la herramienta Erdas Imagine, que permita una
clasificacio´n personalizada basada en auto´matas celulares.
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5.3.2. Simulacio´n de precipitaciones con el algoritmo RACA
Las l´ıneas de investigacio´n abiertas relacionadas con la simulacio´n de precipitaciones
mediante el algoritmo RACA son los siguientes:
– L´ınea 8. An˜adir a la simulacio´n generada por el algoritmo RACA el proceso de
evaporacio´n del agua almacenada en la imagen DEM, teniendo en cuenta las di-
ferentes variables que influyen en dicho proceso, y utilizando tanto gra´ficas de
precipitacio´n como gra´ficas de temperaturas.
– L´ınea 9. Simular el proceso de erosio´n del terreno tras la ca´ıda de lluvia durante
un largo intervalo de tiempo, para comprobar co´mo modifica el paso del agua el
aspecto del paisaje de la zona de estudio.
– L´ınea 10. Crear un sistema de posicionamiento o´ptimo automatizado del muro
de una presa, con el objetivo de maximizar el caudal de agua acumulado tras el
proceso de las precipitaciones.
5.3.3. Caracterizacio´n de texturas con el algoritmo TACA
Las l´ıneas de investigacio´n abiertas relacionadas con la caracterizacio´n de texturas de
ima´genes-AC y naturales mediante el algoritmo TACA son los siguientes:
– L´ınea 11. Mejorar la seleccio´n de primitivas ma´s importantes del HPH y el HPV,
con el objetivo de automatizar el proceso, y de este modo obtener unos resultados
ma´s optimizados.
– L´ınea 12. Extender la aplicacio´n del algoritmo TACA a texturas naturales no
binarias, para poder caracterizar texturas con un mayor grado de realismo.
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Este apartado incluye el trabajo de campo, realizado en el a´mbito del proyecto SOLERES
y avalado por expertos eco´logos [84], para las provincias de Almer´ıa y Granada. La Figura
A.1 muestra los sectores clima´ticos, con las zonas de estudio remarcadas.
Figura A.1: Sectores clima´ticos. Nı´jar (cuadrado rojo) y El Ejido (cuadrados azules).
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Como se puede observar, las zonas de estudio se caracterizan por la presencia exclu-
siva del clima ca´lido y a´rido. Por otro lado, la edafolog´ıa es la parte de la ciencia que se
encarga de estudiar la naturaleza y composicio´n del suelo, en su relacio´n con las plantas
y el entorno que lo rodea. En lo que respecta a los sectores eda´ficos, las tres zonas de
estudio se caracterizan por una mezcla de inceptisols, entisols y suelos esquele´ticos. La
Figura A.2 muestra los sectores eda´ficos, con las zonas de estudio remarcadas.
Figura A.2: Sectores eda´ficos. Nı´jar (cuadrado rojo) y El Ejido (cuadrados azules).
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Por otro lado, la litolog´ıa es la parte de la ciencia que se encarga del estudio de las ro-
cas, analizando diversos para´metros, como la composicio´n mineralo´gica, la distribucio´n
espacial, la textura, el taman˜o de grano, el taman˜o de las part´ıculas y las caracter´ısti-
cas tanto f´ısicas como qu´ımicas. En lo que respecta a los sectores litolo´gicos, las tres
zonas de estudio se caracterizan por una gran presencia de rocas sedimentarias, y en
menor cantidad de rocas metamo´rficas y volca´nicas. La Figura A.3 muestra los sectores
litolo´gicos, con las zonas de estudio remarcadas.
Figura A.3: Sectores litolo´gicos. Nı´jar (cuadrado rojo) y El Ejido (cuadrados azules).
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En lo que respecta a los sectores de vegetacio´n, las tres zonas de estudio se caracteri-
zan por una gran presencia de agricultura intensiva, sobre todo invernaderos, adema´s de
superficies construidas y alteradas. Tambie´n se caracterizan, en menor cantidad, por la
presencia de matorral disperso, roca y suelo desnudo. La Figura A.4 muestra los sectores
de vegetacio´n, con las zonas de estudio remarcadas.
Por u´ltimo, en lo que respecta a los sectores geomorfolo´gicos, las tres zonas de estudio
se caracterizan por una gran presencia de llanos y pendientes muy suaves. Tambie´n se
caracterizan, en menor cantidad, por la presencia de pendientes suaves y medias, y muy
pocas pendientes escarpadas. La Figura A.5 muestra los sectores geomorfolo´gicos, con
las zonas de estudio remarcadas.
Figura A.4: Sectores de vegetacio´n. Nı´jar (cuadrado rojo) y El Ejido (cuadrados azules).
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Figura A.5: Sectores geomorfolo´gicos. Nı´jar (cuadrado rojo) y El Ejido (azules).
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A.2. Imagen DEM
Las ima´genes de sate´lite DEM de la misio´n SRTM de la NASA han sido clasificadas
por latitudes y longitudes de 1 grado por 1 grado, tomando siempre como referencia
la distancia horizontal, es decir, el sentido de los paralelos. La dimensio´n espacial de
dichas ima´genes de sate´lite depende de la regio´n geogra´fica de la superficie del planeta.
La resolucio´n espacial es de 1 seg-arco (equivalente a 30 metros) para las regiones de
Estados Unidos, y de 3 seg-arco (equivalente a 90 metros) para todas las regiones del
resto del planeta.
Por lo tanto, en el caso de la imagen S32W070, perteneciente a la regio´n de Argentina,
y utilizada para realizar los experimentos del algoritmo RACA, la resolucio´n espacial
de la imagen original es de 3 seg-arco (90m). Estos p´ıxeles fueron remuestreados por la
NASA/USGS para que cubrieran una regio´n de 1 grado por 1 grado, que para la latitud
de la zona de estudio ofrece una imagen de un taman˜o aproximado de 100×100km,
considerando un total de 600 p´ıxeles. Con esos datos, cada p´ıxel tiene una dimensio´n
espacial de: 100000m/600 p´ıxeles =166,66 m/p´ıxel. La Figura A.6 muestra la regio´n
geogra´fica que abarca la imagen S32W070, dentro del pa´ıs de Argentina, con los nombres
de otras regiones de alrededor, para poder tomarlas como referencia.
Figura A.6: Zona de estudio de la imagen S32W070 (Fuente: Google Maps).
Dicha regio´n geogra´fica corresponde al Valle de Calingasta, situado a una altitud
de ma´s de 1000 metros por encima del nivel del mar, y delimitado por las regiones
montan˜osas del Cordo´n de Ansilta al oeste, y por la Sen˜ora del Tontal al este, situadas
a ma´s de 4000 metros de altitud. La Figura A.7 muestra el perfil topogra´fico de la zona
de estudio, tomando como direccio´n de oeste a este, y donde se ha remarcado en azul la
regio´n que abarca la imagen S32W070.
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Figura A.7: Perfil topogra´fico con la zona de estudio de la imagen S32W070 en azul
(Fuente: Atlas Geogra´fico de la Repu´blica de Argentina - Instituto Geogra´fico Militar).
Como consecuencia, debido al elevado taman˜o de la imagen S32W070, su resolucio´n
espacial ha sido degradada, con el objetivo de que aumente a mayor velocidad el caudal
de agua acumulado, utilizando las distintas gra´ficas de precipitaciones elegidas de la
regio´n de Argentina, y de este modo poder comparar mejor los diferentes tipos de climas
utilizados para la investigacio´n.
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Este apartado muestra una lista de los proyectos I+D ma´s importantes, aparte de los
proyectos SOLERES e iSOLERES, en los que tambie´n se ha participado:
– Desarrollo de un agente Web inteligente de informacio´n medioambiental (TIC-
6114), del grupo de investigacio´n de Informa´tica Aplicada (TIC-211) del departa-
mento de Informa´tica de la universidad de Almer´ıa.
– MII SCHOOL. Comorbilidad psiquia´trica, acoso escolar y drogadiccio´n en centros
educativos: desarrollo de un soporte informa´tico para su deteccio´n, en colaboracio´n
con el grupo de investigacio´n de Ana´lisis Cl´ınico y Experimental de los Trastor-
nos del Espectro Esquizofre´nico (HUM-760) del departamento de Personalidad,
Evaluacio´n y Tratamiento Psicolo´gico de la universidad de Almer´ıa.
– EVEMEH 1: estudio de un entorno virtual 3D para la evaluacio´n de memoria
espacial en humanos, en colaboracio´n con el grupo de investigacio´n de Psicofar-
macolog´ıa, Neurotoxicolog´ıa y Neuropsicolog´ıa (CTS-280) del departamento de
Neurociencia y Ciencias de la Salud de la Universidad de Almer´ıa.
– EVEMEH 2: desarrollo de nuevos entornos virtuales 3D para la evaluacio´n de me-
moria espacial en humanos, en colaboracio´n con el grupo de investigacio´n de Psi-
cofarmacolog´ıa, Neurotoxicolog´ıa y Neuropsicolog´ıa (CTS-280) del departamento
de Neurociencia y Ciencias de la Salud de la Universidad de Almer´ıa.
– EVEMEH 3: un simulador de realidad virtual 3D para la evaluacio´n de memoria
espacial en humanos en nuevos escenarios, en colaboracio´n con el grupo de in-
vestigacio´n de Psicofarmacolog´ıa, Neurotoxicolog´ıa y Neuropsicolog´ıa (CTS-280)
del departamento de Neurociencia y Ciencias de la Salud de la Universidad de
Almer´ıa.
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B.2. Publicaciones
Como se puede observar en la pa´gina anterior, a excepcio´n del primer proyecto, el resto
esta´n relacionados con la aplicacio´n de la computacio´n gra´fica al a´mbito de la psicolog´ıa,
y tienen como objetivo realizar diversos estudios experimentales con sujetos humanos.
Como vimos a lo largo del Cap´ıtulo 5, se han publicado un total de 9 trabajos de
investigacio´n directamente relacionados con el contenido de esta tesis doctoral. Aparte
de dichos trabajos, tambie´n se han publicado otros 12 trabajos adicionales, relacionados
con estos otros proyectos de investigacio´n:
– Art´ıculo 1. Carmona J.A., Esp´ınola M., Cangas A.J. , Iribarne L., “MII-School:
a 3d videogame for the early detection of abuse of substances, bullying, and
mental disorders in adolescents”, European Journal of Education and Psychology,
4(1):75–85, ISSN: 1888-8992, 2011.
– Art´ıculo 2. Carmona J.A., Esp´ınola M., Cangas A.J., Iribarne L., “Applying vir-
tual reality (VR) to the detection and treatment of clinical problems in educational
settings”, Technology Enhanced Learning For People With Disabilities: Approaches
And Applications, London (England), in J. Zhao Ed., Information Science Publis-
hing, pp. 194–202, doi: 10.4118/978-1-61520-92-1.ch014, 2011.
– Art´ıculo 3. Carmona J.A., Esp´ınola M., Cangas A.J., Iribarne L., “Detecting
drug use in adolescents using a 3D simulation program”, Psychology, society and
education, 2(2):143–153, ISSN: 2171-2085, 2010.
– Art´ıculo 4. Carmona J.A., Esp´ınola M., Cangas A.J., Iribarne L., “Mii school:
new 3D technologies applied in education to detect drug abuses and bullying in ado-
lescents”, 1st International Conference on Technology Enhanced Learning, Quality
of Teaching and Educational Reform (TECH-EDUCATION 2010), May 19-21, At-
hens (Greece), 73, pp. 65–72, doi:10.1007/978-3-642-13166-0 10, 2010.
– Art´ıculo 5. Esp´ınola M., “Making of Mii School”, Blender Art Magazine, Issue
26: Blender & Gaming, pp. 30–35, 2010.
– Art´ıculo 6. Ca´novas R., Esp´ınola M., Iribarne L., Cimadevilla J.M., “A new vir-
tual task to evaluate human place learning”, Behavioural Brain Research Journal,
190:112–118, doi:10.1016/j.bbr.2008.02.024, 2008. (JCR Q1: 3.214)
– Art´ıculo 7. Ca´novas R., Iribarne L., Esp´ınola M., Leo´n I., Rolda´n D., Cimadevilla
J.M., “A new virtual task to evaluate human place learning”, Spanish Psychiatry
Society Joint Mid-Year Meeting, July 4-7, Bilbao (Spain), pp. 43–43, 2007.
– Art´ıculo 8. Esp´ınola M., Parra G., Iribarne L., Torres J.A., “Designing virtual
tours of 3D-adaptative greenhouses”, Ibero-American Symposium in Computer
Graphics (SIACG 2006), July 5-7, Santiago de Compostela (Spain), pp. 28–31,
2006.
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– Libro 1. Go´mez J., Esp´ınola M., “Manual de redes inala´mbricas”, Sistemas de
Oficina de Almer´ıa S.A. Ed., libro docente de 200 pa´ginas, ISBN: 84-96270-97-8,
2007.
– Libro 2. Iribarne L., Esp´ınola M., Berenguel J.L., Ma´rquez A., “Programacio´n de
animaciones en 3D: un motor gra´fico en OpenGL”, Sistemas de Oficina de Almer´ıa
S.A. Ed., libro docente de 200 pa´ginas, ISBN: 84-96270-89-3, 2007.
– Libro 3. Iribarne L., Esp´ınola M., Parra G., “Iniciacio´n al disen˜o y programacio´n
de videojuegos 3D”, Sistemas de Oficina de Almer´ıa S.A. Ed., libro docente de
150 pa´ginas, ISBN: 84-96270-69-6, 2006.
– Libro 4. Iribarne L., Esp´ınola M., “Ana´lisis y disen˜o del software. Teor´ıa y pra´cti-
ca”, Sistemas de Oficina de Almer´ıa S.A. Ed., libro docente de 442 pa´ginas, ISBN:
84-96270-53-X, 2005.
Como se puede observar, hay un total de 8 publicaciones adicionales relacionadas con
el a´mbito de la investigacio´n, donde 3 de ellas han sido publicadas en revistas cient´ıficas
de impacto. Adema´s, hay otras 4 publicaciones adicionales, relacionadas con el a´mbito
de la docencia.







Algoritmo de clasificacio´n de ima´genes de sate´lite supervisado basado en auto´matas
celulares (classification Algorithm based on Cellular Automata). El algoritmo ACA, im-
plementado durante el trabajo de investigacio´n desarrollado para esta tesis doctoral,
utiliza las distintas propiedades de los auto´matas celulares para mejorar el proceso de
clasificacio´n de las ima´genes de sate´lite en tres niveles importantes: acierto, flexibilidad y
personalizacio´n, ya que por un lado obtiene una mejor tasa de acierto durante el proceso
de clasificacio´n, mezclando te´cnicas espectrales-contextuales a trave´s de la vecindad del
auto´mata celular, por otro lado ofrece unos resultados jera´rquicos divididos en niveles
de fiabilidad, que representan el grado de pertenencia de cada p´ıxel a su clase corres-
pondiente a trave´s de las iteraciones, y finalmente permite personalizar el proceso de
clasificacio´n, a trave´s de las reglas del auto´mata celular.
Algoritmo ACA contextual
Parte del algoritmo ACA que utiliza la vecindad del auto´mata celular para aplicar una
clasificacio´n contextual, as´ı como un conjunto de estados y reglas para personalizar los
resultados obtenidos durante proceso de clasificacio´n. El algoritmo ACA contextual se
basa en los resultados obtenidos mediante el algoritmo ACA espectral, que son mejorados
mediante te´cnicas contextuales, y personalizados mediante el uso de reglas y estados del
auto´mata celular. En esta parte del algoritmo se consiguen dos de los tres objetivos
planteados para el algoritmo ACA. Por un lado, se consigue mejorar la tasa de acierto
de la clasificacio´n obtenida mediante te´cnicas contextuales (objetivo #1 ), concretamente
aplicando las reglas #1 y #4 (para p´ıxeles ruidosos e inciertos). Por otro lado, tambie´n
se consigue definir el tipo de p´ıxel: incierto, ruidoso, borde y foco, aplicando las 4 reglas
del auto´mata celular (objetivo #3 ).
Algoritmo ACA espectral
Parte del algoritmo ACA basado en algoritmos cla´sicos supervisados mejorados mediante
las te´cnicas de los auto´matas celulares, gracias a la divisio´n del proceso de clasificacio´n en
varias iteraciones, lo que provoca que se obtenga una clasificacio´n jera´rquica dividida en
distintas capas con un nivel de fiabilidad cada una, debido a que se va incrementando el
threshold a las clases en cada iteracio´n. Es decir, los p´ıxeles clasificados en las primeras
iteraciones son ma´s fiables que los clasificados en las siguientes iteraciones. En esta parte
del algoritmo, por lo tanto, se consigue el objetivo #2.
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Algoritmo ACA principal
Parte del algoritmo ACA que ejecuta las iteraciones del auto´mata celular. En cada
iteracio´n, primero se realiza una clasificacio´n espectral (algoritmo ACA espectral) de
todos los p´ıxeles que au´n no han sido clasificados en la imagen, y posteriormente una
clasificacio´n contextual (algoritmo ACA contextual) de aquellos que se encuentran en el
threshold permitido.
Algoritmo RACA
Algoritmo de simulacio´n de precipitaciones sobre ima´genes de sate´lite DEM tridimen-
sionales basado en auto´matas celulares (Rainfall Algorithm with Cellular Automata). El
algoritmo RACA, implementado en MATLAB, utiliza las distintas propiedades de los
auto´matas celulares para realizar una simulacio´n del caudal de agua acumulado en una
regio´n geogra´fica concreta, tras aplicar una o varias gra´ficas de precipitaciones.
Algoritmo TACA
Algoritmo de caracterizacio´n de texturas de ima´genes-AC y naturales basado en auto´ma-
tas celulares (Texture Algorithm with Cellular Automata). El algoritmo TACA, imple-
mentado en MATLAB, utiliza un proceso de ingenier´ıa inversa para obtener las reglas
de Stephen Wolfram que definen las texturas.
Analista experto
Persona especialista en el a´mbito de la teledeteccio´n, que se encarga de desarrollar alguna
tarea relacionada con la clasificacio´n de ima´genes de sate´lite, ya sea en alguna fase previa
(elaboracio´n del conjunto de entrenamiento para la clasificacio´n supervisada) o posterior
(verificacio´n de la tasa de acierto a trave´s del trabajo de campo y ana´lisis de los resultados
obtenidos durante el proceso de clasificacio´n).
Auto´mata celular
Modelo matema´tico que consiste en una malla de celdas, distribuidas normalmente en
forma de matriz, que tiene las siguientes caracter´ısticas ba´sicas: estados, reglas, funcio´n
de transicio´n, vecindad e iteraciones.
Banda espectral
Franja del espectro electromagne´tico, almacenada en una imagen de sate´lite, para cada
uno de los p´ıxeles. Existen ima´genes de sate´lite con un nu´mero reducido de bandas
(ima´genes multiespectrales), y otras con un nu´mero elevado (ima´genes hiperespectrales).
Binarizacio´n
Transformacio´n que consiste en asignar los valores 0 y 1 a la imagen de salida, para
todos los p´ıxeles de la imagen original cuyos niveles digitales sean superiores o inferiores
a un determinado umbral establecido de antemano.
Clase espectral
Cada una de las categor´ıas en las que etiquetan los p´ıxeles de una imagen de sate´lite
durante el proceso de clasificacio´n.
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Clasificacio´n contextual
Algoritmo que se aplica, normalmente despue´s del propio proceso de clasificacio´n, para
refinar los p´ıxeles ma´s dif´ıciles de clasificar, teniendo en cuenta sus p´ıxeles vecinos.
Clasificacio´n de ima´genes de sate´lite
Proceso que consiste en agrupar los p´ıxeles de una imagen de sate´lite en un nu´mero finito
de clases, basa´ndose en los valores espectrales de las distintas bandas, convirtiendo de
este modo la informacio´n captada por los sensores del sate´lite como niveles digitales a
una escala catego´rica fa´cil de interpretar por los analistas expertos.
Clasificacio´n no supervisada
Tipo de clasificacio´n en la que el analista experto so´lo especifica al algoritmo el nu´mero
de clases en las que desea dividir la imagen, y el propio algoritmo se encarga de agrupar
p´ıxeles similares, basa´ndose u´nicamente en la informacio´n espectral almacenada en las
bandas de cada p´ıxel.
Clasificacio´n pseudodifusa
Clasificacio´n ACA jera´rquica, dividida en niveles de fiabilidad basados en la proximi-
dad espectral dentro del espacio de caracter´ısticas, de modo que en cada iteracio´n del
auto´mata celular so´lo son clasificados aquellos p´ıxeles de la imagen que esta´n a una dis-
tancia ma´xima del centro de su clase correspondiente, y dicha distancia va aumentando
en cada iteracio´n. Por lo tanto, los p´ıxeles clasificados en una iteracio´n particular son
ma´s fiables que los que se clasifican en una iteracio´n posterior, y as´ı sucesivamente.
Clasificacio´n supervisada
Tipo de clasificacio´n en la que el analista experto selecciona muestras de p´ıxeles de cada
clase (conjunto de entrenamiento), para que el algoritmo pueda realizar una clasificacio´n
ma´s precisa, basada en el conocimiento humano experto.
Combinacio´n de bandas
Eleccio´n de determinadas bandas de una imagen de sate´lite, que permite observar deter-
minadas caracter´ısticas de un modo ma´s optimizado. As´ı, por ejemplo, la combinacio´n
3,2,1 (color verdadero) es ideal para realizar estudios del agua, mientra que la combina-
cio´n 4,3,2 es ideal para observar variaciones en la vegetacio´n.
Conjunto de entrenamiento
Muestras de p´ıxeles representativos tomadas para cada clase espectral por parte del ana-
lista experto, con el objetivo de usarlas posteriormente en una clasificacio´n supervisada
basada en el conocimiento experto humano, y de este modo obtener mejores resultados
durante el proceso de clasificacio´n.
Digital Elevation Model (DEM)
Imagen de sate´lite que almacena, para cada p´ıxel, la altura a la que se encuentra la
superficie terrestre en ese punto determinado de la imagen, ofreciendo la posibilidad de
realizar representaciones tridimensionales de la misma.
c© A. Moise´s Esp´ınola Pe´rez (2014)
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Erdas Imagine
Herramienta software relacionada con el a´mbito de la teledeteccio´n, que proporciona las
te´cnicas ma´s avanzadas de ana´lisis de ima´genes de sate´lite y modelado espacial para la
generacio´n de nueva informacio´n.
Error atmosfe´rico
Error en la captacio´n de ima´genes de sate´lite, provocado por la interaccio´n que se produce
entre la radiacio´n electromagne´tica y la atmo´sfera.
Error geome´trico
Error en la captacio´n de ima´genes de sate´lite, que puede estar provocado por diferentes
motivos: por la propia plataforma satelital, por los sensores instalados en ella o por el
feno´meno de rotacio´n terrestre.
Error radiome´trico
Error en la captacio´n de ima´genes de sate´lite, provocado por la descalibracio´n de algu´n
detector que los sensores poseen por cada una de las bandas electromagne´ticas que
captan, lo que puede producir efectos de bandeado en la imagen obtenida.
Espectro electromagne´tico
Distribucio´n energe´tica de las longitudes de onda que puede adoptar la radiacio´n electro-
magne´tica. Se extiende desde las ondas electromagne´ticas de menor longitud, como los
rayos gamma y los rayos X, pasando por la luz ultravioleta, luz visible y rayos infrarrojos,
hasta las radiaciones de mayor longitud de onda, como las ondas de radio.
Estado
Valor alfanume´rico que se asigna a cada celda del auto´mata celular. Existe un conjunto
finito de estados posibles, que van cambiando mediante la aplicacio´n de las reglas de la
funcio´n de transicio´n, teniendo en cuenta la vecindad de cada celda.
Estado #1 (ACA)
El primer estado es (clase), y corresponde a la clase en la que es clasificado cada p´ıxel de
la imagen utilizando no so´lo sus valores espectrales, sino tambie´n informacio´n contextual.
Este estado nos permite mejorar el acierto de la clasificacio´n (objetivo #1).
Estado #2 (ACA)
El segundo estado es (calidad), y corresponde al nu´mero de iteracio´n del auto´mata
celular en el que es clasificado cada p´ıxel de la imagen. Este estado nos permite obtener
la clasificacio´n jera´rquica basada en niveles de fiabilidad (objetivo #2).
Estado #3 (ACA)
El tercer estado es (tipo), y corresponde al tipo de p´ıxel con el que estamos tratando:
incierto, ruidoso, borde o foco (los que no son bordes espaciales de las clases). Este
estado nos permite obtener una lista detallada de los p´ıxeles inciertos, ruidosos y bordes
de clases (objetivo #3).
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Esta´ndar
Documento disponible pu´blicamente que define las especificaciones para las interfaces,
servicios, procesos, protocolos o formatos de datos, y que es establecido y mantenido por
consenso por un grupo. Ejemplo de esta´ndar son los que emite la organizacio´n ISO.
Fase de asignacio´n
Agrupacio´n de los p´ıxeles de la imagen de sate´lite en las clases espectrales definidas.
Fase de entrenamiento
Definicio´n de las clases en las que se van a agrupar los p´ıxeles de la imagen de sate´lite
en una clasificacio´n supervisada. Para ello se toman p´ıxeles de muestra de cada una de
las clases, para obtener una clasificacio´n basada en el conocimiento experto humano.
Firma espectral
Manera de reflejar o emitir energ´ıa de un determinado objeto o cubierta. Depende de las
caracter´ısticas f´ısicas o qu´ımicas del objeto que interactu´a con la energ´ıa electromagne´ti-
ca, y varia segu´n las longitudes de onda.
Fotograf´ıa ae´rea
Sistema de percepcio´n remota, desde un avio´n, que utiliza la reflexio´n natural del sol.
Fractal
Objeto geome´trico cuya estructura ba´sica, fragmentada o irregular, se repite infinita-
mente a diferentes escalas.
Funcio´n de transicio´n
Funcio´n del auto´mata celular que utiliza las reglas para cambiar los estados de cada
celda, a lo largo de las distintas iteraciones, teniendo en cuenta la vecindad.
Georreferenciacio´n
Procedimiento mediante el cual se dota de validez cartogra´fica a una imagen de sate´lite,
corrigiendo geome´tricamente la posicio´n de los p´ıxeles, y atribuye´ndoles coordenadas
segu´n un sistema de referencia.
Grado de heterogeneidad
Caracter´ıstica de una clase espectral que indica si sus p´ıxeles presentan un abanico
espectral reducido o amplio. De este modo, en una clase con un bajo grado de hetero-
geneidad, los p´ıxeles presentan unas caracter´ısticas espectrales similares entre s´ı, por lo
que normalmente son clases ma´s fa´ciles de clasificar. Por otro lado, en una clase con
un alto grado de heterogeneidad, los p´ıxeles presentan unas caracter´ısticas espectrales
algo distintas entre s´ı, por lo que abarcan un mayor abanico espectral amplio, y como
consecuencia son clases ma´s dif´ıciles de clasificar mediante te´cnicas espectrales.
Histograma
Gra´fica de las frecuencias de los valores digitales.
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Imagen-AC
Representacio´n matricial en forma de imagen de las distintas generaciones producidas
por un auto´mata celular unidimensional. Cada generacio´n del auto´mata celular unidi-
mensional esta´ representada por un renglo´n de la matriz, donde la primera generacio´n
corresponde con el primer renglo´n, y las siguientes se ubican de manera correlativa.
Segu´n la notacio´n de Stephen Wolfram, podemos aplicar 256 reglas ba´sicas utilizando
auto´matas celulares unidimensionales, y de cada una de las reglas disponibles surge una
imagen-AC distinta.
Imagen de sate´lite
Representacio´n gra´fica de la medicio´n de la energ´ıa electromagne´tica registrada por los
sensores de un sate´lite, y no por medios fotogra´ficos convencionales. As´ı, mientras las
fotograf´ıas normales se toman dentro de un cierto rango del espectro electromagne´tico
(luz visible), los sate´lites ampl´ıan este rango para captar much´ısima ma´s informacio´n,
que posteriormente podra´ ser analizada.
Imagen hiperespectral
Imagen de sate´lite con un nu´mero elevado de bandas, en algunos casos cientos de ellas.
Imagen multiespectral
Imagen de sate´lite con un nu´mero reducido de bandas.
Indice normalizado de vegetacio´n
Indicador de la actividad fotosinte´tica en una imagen de sate´lite.
Isodata
Algoritmo de clasificacio´n no supervisado que permite, no so´lo especificar un nu´mero
ma´ximo de iteraciones para realizar el proceso de clustering o agrupamiento de los
p´ıxeles en clases, sino adema´s establecer un umbral de convergencia que determine el
porcentaje de p´ıxeles mı´nimo que se debe modificar entre dos iteraciones para continuar
con el algoritmo.
Iteracio´n
Fase actual en la que se encuentra la aplicacio´n del auto´mata celular.
Juego de la vida
Simulacio´n del proceso de vida basada en auto´matas celulares bidimensionales creada
por el matema´tico John Horton Conway, donde cada celda tiene la posibilidad de nacer,
reproducirse, mantenerse con vida o morir.
K-medias
Algoritmo de clasificacio´n no supervisado que tiene como objetivo realizar una particio´n
de un conjunto de elementos de entrada (p´ıxeles) en un nu´mero de clusters (clases)
determinado de antemano, de tal modo que cada cluster incorpora los elementos con la
media ma´s cercana.
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Litolog´ıa
Parte de la ciencia que se encarga del estudio de las rocas, analizando diversos para´me-
tros, como la composicio´n mineralo´gica, la distribucio´n espacial, la textura, el taman˜o
de grano, el taman˜o de las part´ıculas y las caracter´ısticas f´ısicas-qu´ımicas.
Mathematica
Herramienta de software matema´tico que se utiliza en a´reas cient´ıficas, de ingenier´ıa,
matema´ticas y a´reas computacionales. Fue creado originalmente por Stephen Wolfram,
quien continu´a siendo el l´ıder del grupo de matema´ticos y programadores que desarrollan
el producto en Wolfram Research.
MATLAB
Herramienta de software matema´tico que ofrece un entorno de desarrollo integrado con
un lenguaje de programacio´n propio, el lenguaje M, de tal modo que el usuario puede
programar sus propios scripts de co´digo fuente. Entre sus prestaciones ba´sicas desta-
can la manipulacio´n de matrices, la representacio´n de funciones, la implementacio´n de
algoritmos, la creacio´n de interfaces de usuario y la comunicacio´n con otros lenguajes.
Matriz de confusio´n
Tabla de contingencia donde se muestran los resultados del muestreo de control de la
calidad de un proceso de clasificacio´n, comparando los resultados de la clasificacio´n con
los valores reales obtenidos mediante trabajo de campo.
Ma´xima verosimilitud
Algoritmo de clasificacio´n supervisado que considera que los niveles digitales de cada
clase se ajustan a una distribucio´n normal. Esto nos permite describir esa clase mediante
una funcio´n de probabilidad, a partir de su vector de medias y matriz de covarianza.
As´ı se puede calcular la probabilidad de que un determinado p´ıxel pertenezca a una
clase concreta.
M´ınima distancia
Algoritmo de clasificacio´n supervisado que asigna a cada p´ıxel la clase con la que existe
una menor distancia espectral respecto a su centroide, teniendo en cuenta todas las
bandas que intervienen en el ana´lisis. Para calcular la distancia entre el p´ıxel y las clases
se utiliza la fo´rmula de la distancia eucl´ıdea.
Nivel digital
Valor nume´rico (normalmente entre 0 y 255) que se asigna a cada una de las bandas de
cada posicio´n espacial de una imagen de sate´lite.
Objetivo #1 (ACA)
Mejorar la tasa de acierto de la clasificacio´n. El algoritmo ACA debe clasificar los p´ıxeles
problema´ticos, teniendo en cuenta no so´lo sus datos espectrales (ambiguos para los
p´ıxeles inciertos, erro´neos para los p´ıxeles ruidosos), sino tambie´n sus datos contextuales
vecinos, por lo que se mejora la tasa de acierto final.
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Objetivo #2 (ACA)
Construir una clasificacio´n jera´rquica. El algoritmo ACA debe clasificar, en cada ite-
racio´n, so´lo aquellos p´ıxeles que esta´n dentro de una distancia espectral ma´xima en
el espacio de caracter´ısticas con respecto al centro de su clase correspondiente, y tal
distancia debe aumentar en la siguiente iteracio´n. El algoritmo ACA ofrecera´ una cla-
sificacio´n jera´rquica dividida en capas de fiabilidad, donde las primeras capas ofrecen
ma´s fiabilidad que las u´ltimas, y estos resultados pueden ser muy u´tiles para la posterior
interpretacio´n de los resultados por parte de los analistas expertos. Por otra parte, este
objetivo ayuda al primero, ya que se utiliza como vecindad p´ıxeles ma´s fiables clasificados
en iteraciones anteriores.
Objetivo #3 (ACA)
Detectar bordes y p´ıxeles inciertos/ruidosos. El algoritmo ACA debe personalizar el
proceso de clasificacio´n de la imagen de sate´lite mediante la inclusio´n de reglas, como
por ejemplo para poder obtener una lista detallada de los p´ıxeles inciertos y ruidosos, lo
cual puede ser u´til si el proceso de clasificacio´n falla incluso cuando se utilizan te´cnicas
contextuales, y obtener una lista de los p´ıxeles que determinan los bordes espaciales de
las clases de la imagen.
Ortorectificacio´n
Correccio´n geome´trica de una imagen derivada de una perspectiva convencional de la
imagen por rectificacio´n diferencial o simple, para que los desplazamientos causados por
la inclinacio´n del sensor y el relieve del terreno sean removidos.
Pancroma´tica
Imagen de una sola banda que cubre gran parte del espectro visual (p.e., imagen con-
vencional en blanco y negro).
Paralelep´ıpedos
Algoritmo de clasificacio´n supervisado en el que el usuario establece un a´rea de dominio
para cada clase espectral, teniendo en cuenta sus valores de centralidad y dispersio´n.
Posteriormente, cada p´ıxel es asignado a una clase si sus niveles digitales esta´n dentro
del a´rea de dominio de dicha clase, para todas las bandas que intervienen en el proceso
de clasificacio´n.
P´ıxel
Cada uno de los puntos que componen una imagen. En el caso de las ima´genes de
sate´lite, cada p´ıxel puede tener un nu´mero reducido de valores espectrales (ima´genes
multiespectrales) o un nu´mero elevado (ima´genes hiperespectrales).
P´ıxel borde
Tipo de p´ıxel que es clasificado por el algoritmo ACA como frontera o borde espacial.
Para ello el algoritmo ACA contextual tiene en cuenta la vecindad de cada p´ıxel, de
tal modo que aquellos p´ıxeles cuyos vecinos tengan alguna clase distinta a la suya, son
bordes espaciales de sus clases correspondientes.
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P´ıxel foco
Tipo de p´ıxel que es clasificado por el algoritmo ACA como lo contrario de frontera o
borde espacial. Para ello el algoritmo ACA contextual tiene en cuenta la vecindad de
cada p´ıxel, de tal modo que aquellos p´ıxeles cuyos vecinos tengan todas sus clases iguales
a la suya, son focos espaciales de sus clases correspondientes.
P´ıxel incierto
Tipo de p´ıxel que es clasificado por el algoritmo ACA como dudoso a nivel espectral,
es decir, que por las caracter´ısticas de sus niveles digitales, podr´ıa pertenecer a 2 o´ ma´s
clases. Para clasificar correctamente este tipo de p´ıxeles, el algoritmo ACA contextual
tiene en cuenta su vecindad, y le asigna la clase mayor´ıa de sus vecinos de entre las clases
dudosas.
P´ıxel ruidoso
Tipo de p´ıxel que es clasificado por el algoritmo ACA como defectuoso, es decir, que
presenta algu´n tipo de error en las caracter´ısticas de sus niveles digitales. Para clasificar
correctamente este tipo de p´ıxeles, el algoritmo ACA contextual tiene en cuenta su
vecindad, y le asigna la clase mayor´ıa de sus vecinos.
Precisio´n
Valor que indica el acierto determinado de que una clase espec´ıfica ha sido predicha
correctamente.
Raster
Formato de representacio´n de ima´genes de sate´lite, en el que la disposicio´n de los p´ıxeles
esta´ en forma de matriz nume´rica de niveles digitales.
Recall
Valor que indica la capacidad del modelo de prediccio´n para seleccionar una clase con-
creta del conjunto de entrenamiento.
Regla
Norma que se aplica en cada iteracio´n del auto´mata celular a trave´s de la funcio´n de
transicio´n, para cambiar el estado de cada celda teniendo en cuenta no so´lo su estado,
sino tambie´n su vecindad.
Resolucio´n espacial
Superficie terrestre que almacena cada p´ıxel de la imagen. Tambie´n se suele usar el
concepto de IFOV, o campo instanta´neo de visio´n, que se define como la seccio´n angular
en radianes observada en un momento determinado.
Resolucio´n espectral
Nu´mero y anchura de las bandas electromagne´ticas captadas por el sensor del sate´lite.
A mayor nu´mero de bandas, dispondremos de mayor nu´mero de variables que puedan
describir cada p´ıxel de la imagen.
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Resolucio´n radiome´trica
Sensibilidad para discriminar entre pequen˜as variaciones en la radiacio´n captada por el
sensor del sate´lite. Esta resolucio´n se suele expresar como el nu´mero de bits necesarios
para almacenar cada p´ıxel, lo que nos ofrece el nu´mero de niveles digitales del sensor.
Resolucio´n temporal
Intervalo de tiempo que transcurre entre cada imagen obtenida por el sensor del sate´lite
en la misma zona de la superficie terrestre. Esta resolucio´n puede ser la deseada en el
caso de los aviones, cada media hora en el caso de los sate´lites geos´ıncronos y variable
en el caso de los sate´lites helios´ıncronos.
Ruido
Error, normalmente aleatorio, introducido en la imagen de sate´lite durante el proceso de
adquisicio´n, transmisio´n o grabacio´n, produciendo alteraciones en los niveles digitales.
Sate´lite artificial
Artefacto de creacio´n humana enviado al espacio mediante un veh´ıculo de lanzamiento
con el objetivo de captar informacio´n de la superficie de la Tierra u otro planeta, a
trave´s de una serie de sensores que recogen la radiacio´n electromagne´tica emitida por
dicha superficie.
Sensor activo
Tipo de sensor que provee su propia fuente de energ´ıa que emite hacia los cuerpos, para
posteriormente recibir la sen˜al de retorno (p.e., radar).
Sensor pasivo
Tipo de sensor que recibe la sen˜al de una fuente de luz o energ´ıa externa reflejada sobre
la superficie de la tierra (p.e., espectro visible).
Sistema complejo
Sistema compuesto por varias partes interconectadas cuyos v´ınculos crean informacio´n
adicional no visible antes para el observador. Como consecuencia, surgen nuevas propie-
dades, que no pueden explicarse a partir de los elementos aislados.
Sistema de Informacio´n Geogra´fico (SIG)
Herramienta, normalmente basada en el uso de la teledeteccio´n, que tiene como objetivo
solucionar problemas de diversa ı´ndole, como por ejemplo el ca´lculo del crecimiento del
suelo urbano en las ciudades en un intervalo de tiempo determinado, la monitorizacio´n
de la calidad ambiental despue´s de desastres naturales o la creacio´n de mapas GPS.
Teledeteccio´n
Observacio´n de la superficie terrestre desde el espacio, utilizando las propiedades de las
ondas electromagne´ticas emitidas, reflejadas o difractadas por los objetos observados,
para fines de mejoramiento de la ordenacio´n de los recursos naturales, de utilizacio´n de
tierras y de proteccio´n del medio ambiente.
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Textura
Frecuencia de cambio y disposicio´n que presentan los niveles de gris en una imagen.
Tipos de ACs
Clasificacio´n de los auto´matas celulares unidimensionales, teniendo en cuenta su com-
portamiento dina´mico: predecibles (tipo 1 ), perio´dicos (tipo 2 ), cao´tico (tipo 3 ) e im-
previsible (tipo 4 ).
Trabajo de campo
Estudio realizado, normalmente por expertos medioambientales o eco´logos, sobre las
caracter´ısticas de una regio´n geogra´fica concreta. Para el caso concreto de la clasificacio´n
de ima´genes de sate´lite, el trabajo de campo se suele utilizar para verificar los resultados
obtenidos mediante un algoritmo de clasificacio´n.
Vecindad de Moore
Vecindad que toma 8 vecinos para cada celda del auto´mata celular.
Vecindad de Moore extendida
Vecindad que toma 24 vecinos para cada celda del auto´mata celular.
Vecindad de von Neumann
Vecindad que toma 4 vecinos para cada celda del auto´mata celular.
Verificacio´n
Comprobacio´n de los resultados obtenidos despue´s de un proceso de clasificacio´n de una
imagen de sate´lite. Para ello, normalmente se aplica la matriz de confusio´n entre la
imagen clasificada y otra imagen obtenida mediante trabajo de campo.
Weka
Herramienta software que se utiliza para el aprendizaje automa´tico y la miner´ıa de
datos. Incorpora una gran cantidad de algoritmos de clasificacio´n, preprocesamiento
y ana´lisis de datos, clustering, regresio´n y modelado predictivo, as´ı como aplicaciones
de visualizacio´n de datos y resultados. La herramienta Weka esta´ desarrollada en la
Universidad de Waikato, esta´ implementada en Java, por lo que es multiplataforma, y
se distribuye como software libre bajo licencia GNU-GPL.






ACA classification Algorithm based on Cellular Automata
ACA MD ACA Mı´nima Distancia
ACA P ACA Paralelep´ıpedos
API Application Programming Interface
AVHRR Advanced Very High Resolution Radiometer
C1, ..., C6 Clases en las que se etiquetan los p´ıxeles
CA Cellular Automata
COPUOS Committee On the Peaceful Uses of Outer Space
D3, ..., D85 Ima´genes del A´lbum Brodatz
DEM Digital Elevation Model
DTM Digital Terrain Model
ERDAS Earth Resources Data Analysis System
ERS European Remote sensing Satellite
ESA European Space Agency
ETM Enhanced Thematic Mapper
EUMETSAT EUropean organisation for the exploitation of METeorogical SATellites
GIS Geographic Information System
GPS Global Positioning System
HP Histograma de Primitivas
HPH Histograma de Primitivas Horizontal
HPV Histograma de Primitivas Vertical
226 ACRO´NIMOS
IFOV Instantaneous Field Of Vision
IMG IMaGe data
IRS Indian Remote sensing Satellite
ISODATA Iterative Self-Organizing Data Analysis Technique Algorithm
ISS International Space Station
LANDSAT LAND SATellite
LASER Light Artificially Stimulated Electromagnetic Radiation
MATLAB MATrix LABoratory
MRF Markov Random Fields
NASA National Aeronautics and Space Administration
ND Nivel Digital
NOAA National Oceanic and Atmospheric Administration
R1, ..., R255 Reglas de Stephen Wolfram
RACA Rainfall Algorithm with Cellular Automata
RADAR RAdio Detection And Ranging
RBF Radial Basis Function
RGB Red Green Blue
S32W070 South 32o West 070o
SIG Sistema de Informacio´n Geogra´fico
SPOT Systeme Pour l’Observation de la Terre
SRTM Shuttle Radar Topography Mission
TACA Texture Algorithm with Cellular Automata
TIROS Television Infra-Red Observation Satellite
TM Thematic Mapper
USGS United States Geological Survey
WEKA Waikato Environment for Knowledge Analysis
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