Abstract. Among region-based descriptors, geometric moments have been widely exploited to design visual servoing schemes. However, they present several disadvantages such as high sensitivity to noise measurement, high dynamic range and information redundancy (since they are not computed onto orthogonal basis). In this paper, we propose to use a class of orthogonal moments (namely Legendre moments) instead of geometric moments to improve the behavior of moment-based control schemes. The descriptive form of the interaction matrix related to the Legendre moments computed from a set of points is first derived. Six visual features are then selected to design a partially-decoupled control scheme. Finally simulated and experimental results are presented to illustrate the validity of our proposal.
Introduction
Shape descriptors have been widely exploited in the computer vision community. They can generally be ranked as region based or contour-based descriptors. Contour-based descriptors only capture the contour information while region-based descriptors can also capture the interior content of the shape and contain thus more information. Among region-based descriptors, moments are certainly the most popular. They have been first introduced in the computer vision community by Hu [1] and they include geometric moments [1] , invariant moments [1] , Legendre moments [2] , Zernike moments [2] , [3] and Tchebyshev moments [4] , [5] . In the context of shape analysis, moments are defined as the projections of a function defining the object onto a set of functions characteristic of the considered moments. Geometric moments are certainly the most popular global descriptors for shape description when dealing with computer vision applications. However, they present a number of disadvantages. They are highly sensitive to noise and they exhibit very high dynamic range (the moments computed have large variation in the dynamic range of values for different orders; this may cause numerical instability). Furthermore, they contain a large amount of redundant information since the projection basis is not orthogonal. Moments involving orthogonal basis functions, such as the Legendre and Zernike polynomials do not suffer from these drawbacks. They were first exploited in the context of image analysis by Teague [2] . Teh and Chin reported in [6] , that orthogonal Legendre moments can be used to represent an image with minimum amount of information redundancy. Properties to assess by image descriptors include invariance with respect to geometric transformations (such as translation, rotation, scaling), stability to noise and small local deformations. The major drawback of orthogonal moments is the lack of native scale invariance. To solve this problem, a normalization process is often used to achieve scale invariance.
Chong et al. [7] proposed recently a method based on the properties of pseudo-Zernike polynomials to derive the scale invariants of pseudo-Zernike moments. A similar approach was proposed in [8] to design both translation and scale invariants of Legendre moments. A refined method was also proposed by Hosny in [9] . A new set of rotationally Legendre moments invariants was recently proposed by Hosny in [10] . A large amount of works has been done in geometric moments-based visual servoing while, at our knowledge, our work is the first to address the case of orthogonal moments-based visual servoing. The visual servoing schemes proposed by Chaumette in [11] and Tahri et al. in [12, 13] are closely related to the work presented in this paper. In [11] , the determination of the descriptive form of the interaction matrix related to any geometric image moments is presented. The selections of six visual features (to control six degrees of freedom of a camera) are detailed in [11, 12, 13] . The proposed selections are mainly based on the intuitive meaning of geometric moments and on the invariant visual features computed from geometric loworder image-moments (less than three). In this paper, we propose to exploit orthogonal Legendre moments as visual features and the related descriptive form of the interaction matrix to design a vision-based control scheme. The remaining of this paper is structured as follows. We first give the essential of Legendre moments. We then present the computation of the interaction matrix related to Legendre moments. Simulation and experimental results are presented to validate our approach.
Geometric moments
Let f (x, y) ≥ 0 be a real bounded function with support on a compact region R .The (p + q) -order moments of f are defined as [14] :
In terms of geometrical moments, the orientation of the principal axes Ф can be computed as follows:
Where the centered moments µ pq are computed with respect to the object centroid (x c , y c ):
The centered moments are known to be invariant to 2D translational motions. Note that if the image is not sufficiently textured, weighted moments of the image cannot be exploited to compute the rotation angle (2) . In this case, it is possible to use higher order moments of the binary image. The use of higher order moments to provide rotational invariants was extensively discussed in the literature [1, 15, 16] . The method of principal axes described by Hu [1] allows to obtain rotational relations among the same order moments terms (note that using second order moments we obtain equation (2) which was largely exploited in the context of geometric moments-based visual servoing). For instance, the third order moment can be used to determine the orientation angle of a target: It is known that high order moments are more discriminative (for a given object) than low order moments but geometrical moments are also more sensitive to measurements noises. Using Legendre moments, we are not restricted to use only low order moments since they are less sensitive to noise measurement than geometric moments.
Legendre moments
Legendre polynomials P n (x) are defined as:
Where the Legendre coefficients a nk are given by:
With n−k = even. Legendre moments λ pq are defined from Legendre polynomials as [2] :
Similarly than for geometric moments, translational invariants can be obtained by computing central Legendre moments:
Where the intensity centroid can be expressed in terms of Legendre moments as: Chong et al. [8] showed that the general form of two-dimensional Legendre central moments, in terms of Legendre moments, can be obtained as follows: 
Subject to the conditions: (n−r) even, (n−s) even, n ≥ 1, (m−u) even, (m−w) even and m ≥ 1.
Kinematic of 2D Legendre Moments
Let Ω ⊂ R 2 be a closed and bounded region of the plane and f (x, y): Ω → R be an image defined on Ω, the region containing the objects. We are interested in determining the analytical form describing the time variation pq λ of Legendre moments λ pq as a function of the relative camera object kinematic screw v = (ν, ω)
With (8)
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where L λpq is the interaction matrix related to the Legendre moments λ pq . In the following, we will consider planar objects and we exclude the degenerate case where the camera optical center belongs to it. In that case, for any object point 1/Z = Ax + B y + C where Z is the depth of the observed point [17] and A, B, C are the plane parameters. If we consider the image moments defined from a set of points or defined by integration on an area in the image, the interaction matrix related to image moments is given by ( see [ 13] )
The relationship between conventional image moments and Legendre moments is defined by From (17) and (15), the general form of the interaction matrix related to any Legendre moments can be written as: 
Similarly, if we consider the centered Legendre moments defined by (8) and (9), we obtain: 
Features selection for visual servoing
In order to control the six degrees of freedom of the camera, we have to select from the previous theoretical results some combinations of features that will insure good properties of the interaction matrix (partially-decoupled structure). In the sequel, we will consider the usual control law [11] :
Where v c is the camera velocity sent to the low level robot controller, λ is a positive proportional gain, s a vector containing the values of the current visual features, s * their desired values and ‫ܮ‬ ௦ ା ෪ the pseudo-inverse of an approximation of the interaction matrix related to s.
Potential features to control translational motions:
In [13] , the following visual features had been proposed for the translational motions: x n , y n and a n .
a * is the desired of the object in the image, and Z * the desired depth between the camera and the object. If we assume that the desired position of the object is parallel to the image plane (i.e. A = B = 0) and we denote s L the interaction matrix related to Legendre moments in such position. From (18), we find: 
We can note that the block corresponding to the translational DOF is triangular.
Potential features to control rotational motions:
The orientations of the principal axes are natural features to control the rotational motions. If we substitute centered geometric moments in equations (2) and (4) by Legendre centered moments (9), we obtain: 
The interaction matrix related to α and β can easily be computed from the previous equations: 
and L φpq is the interaction matrix related to φ pq (it can be computed using (19) ).
Feature selection:
In this section, we detail our choice of image features (computed from Legendre moments) to control all six degrees of freedom of the camera. As mentioned before, the area, the coordinates (x n ,y n ) of the center of gravity are natural choices to control the translational DOF. These features computed from geometric moments have already been used in [13] for instance. To control the rotational motions around the optical axis, we can use any of the roll angles provided by the principal axes method. The angle α which is obtained from a combination of second order central moments can be an interesting choice and it has been exploited in [11] . Another possible choice is the roll angle β. This choice seems more suitable since more the moment order is high more it is discriminative. However, all roll angle computed from odd-orders central moments and related to objects with symmetry along x and/or y directions, and symmetry with respect to the object centroid have zero values. This implies that β cannot be used with symmetrical object since both the numerator and the denominator are equal to zero in this case (refer to equation (23)). We will see in the sequel that by slightly modifing the definition of central Legendre moments it is possible to use any odd-orders moments to compute roll angles with both symmetrical and non-symmetrical objects and thus that it is possible to use the feature β to control the camera motions around the optical axis. We need also two supplementary features to control the two remaining rotational DOFs. As a matter of fact, we will improve the decoupling properties of the control law by choosing features which are invariants to translational motions and rotational motions around the optical axis. At this aim, for the two remaining DOF w x and w y , some combinations of Hu's invariants moments can be exploited. However, as noticed in [11] and as for roll angle, the Hu's invariants computed from odd-orders central moments and related to objects with symmetry along x and /or y directions, and symmetry with respect to the object centroid have zero values. In [11] , it was proposed, with geometric moments, to distinguish two cases depending on whether the observed object is symmetrical or not. The author proposed to use: c c s
This singularity is essentially due to the use of central moments (computed with respect to the object centroid). In the sequel, we will provide features computed from Legendre moments suitable in both cases. At this aim, let us modify the general form of two-dimensional Legendre central moments in equation (9) by substituting the coordinates of the object centroid x c and y c by (x c −x s ) and (y c −y s ) respectively, where and where the shift factors ρ and σ can take any non-zero values. x s and y s are defined such that equation (9) preserves the translation invariance and gives non-zero values for all odd-orders central moments of symmetrical and non-symmetrical objects. The simplest invariants consist then of a combination of second order and third order Legendre moments: 
In order to control the six degrees of freedom of the camera, we will thus use the following 6-dimensional vector of visual features s λ = [ x n y n a n r 1 r 2 β ]. These features are suitable for symmetrical and non-symmetrical objects when computed from Legendre moments but they are suitable only for non-symmetrical objects when computed from geometric moments. This is an important advantage of our proposal. In the sequel, the visual features s m = [ x n y n a n s x s y Ф ] for symmetrical objects and s m = [ x n y n a n P x P y Ф ] for non-symmetrical objects computed from geometric moments will be used to compare Geometrical and Legendre moments in the context of visual servoing.
Mechanisms, Mechanical Transmissions and Robotics

Results
In this section, we compare the new set of visual features s λ computed from Legendre moments with the classical set of visual features s m computed from Geometrical moments. Simulated results were carried out using the software VISP (VIsual Servoing Platform) [18] . The experimental results have been obtained with a 6-DOF eye-in-hand system. The moments have been computed using the method presented in [19] . The parameters of the object plane in the camera frame (in its desired position) are approximately A = B = 0 and C = 2. A non-symmetrical object has been used to carry out our experimentations.
Simulation results
In this section, we exhibit a case where geometric moments are highly sensitive to noise while Legendre moments give satisfactory results. We consider a symmetrical target composed of four planar points with the following coordinates in the object frame: ( 1 ). The simulation results using s λ are depicted in Fig.2 and in Fig.4 while the simulation results using s m are depicted in Fig.3 and in Fig.5 . We can see the improvements brought by the proposed features since they allow to obtain the same exponential decoupled decrease for the visual features and for the components of the camera velocity. By analyzing this simulation, we can see that Legendre moments are more robust to noise than geometric moments. 
As expected, the interaction matrix related to Legendre moments and Geometric moments are blocs triangular with main term around the diagonal.
Experimental results
The first experiment (ER1) concerns a pure translational motion toward the object. The gain λ have been set to 0. 5. The results are depicted in Fig.6 . and Fig.7 . The last experiment (ER2) concerns a generic motion around and along the three axes of the camera frame (refer to Fig. 8 and Fig. 9 ). In all cases the features s λ allows to obtain very satisfactory results (exponential decrease of the errors without any oscillations). As expected, we note also that the results obtained with geometrical moments are more corrupted by noises than the results obtained using Legendre moments. 
Conclusion
In this paper, a class of orthogonal moments (namely Legendre moments) have been exploited to improve the behavior of moment-based control schemes. The descriptive form of the interaction matrix related to any Legendre moment computed from a set of points has been obtained and six visual features have been selected to design a partially-decoupled control scheme. Experimental results have shown that the new set of visual features give better results than a similar set of features computed from geometric moments. We are currently working on extending this work to complex closed contours.
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