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Abstract
Sufficient statistics are derived for the population size and parameters of commonly
used closed population mark-recapture models. Rao-Blackwellization details for im-
proving estimators that are not functions of the statistics are presented. As Rao-
Blackwellization entails enumerating all sample reorderings consistent with the suffi-
cient statistic, Markov chain Monte Carlo resampling procedures are provided to ap-
proximate the computationally intensive estimators. Simulation studies demonstrate
that significant improvements can be made with the strategy. Supplementary materials
for this article are available online.
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1 Introduction
The field of mark-recapture is a well-studied topic; amongst the comprehensive sources of
information on the subject are Williams et al. (2002) and Schwarz and Seber (1999). This
paper contributes to the literature by deriving sufficient statistics for the population size
and model parameters for some closed population mark-recapture models, and provides a
means for approximating the resulting computationally intensive Rao-Blackwellized estima-
tors. The mark-recapture models considered in this paper are those which permit for a
heterogeneity effect of capture amongst units of the population (Mh model), behavioural
effect for recaptures (Mb model), and time effect of sampling occasions (Mt model).
Rao-Blackwellization is based on the unit labels and all hypothetical capture histories of
the captured units; the resulting improved estimators are obtained via weighing over esti-
mates corresponding with sample reorderings consistent with the sufficient statistic. In the
event there are large sample sizes or a large number of sampling occasions, evaluating the
improved estimators may be computationally difficult as there will likely be a prohibitively
large number of reorderings to tabulate. A method to approximate the estimators with a
Markov chain Monte Carlo (MCMC) resampling procedure is therefore provided for each
model.
The paper is organized as follows. Section 2 details the mark-recapture estimators used in
the simulation studies. Section 3 outlines the estimation and variance estimation procedure
for the Rao-Blackwellized estimators and their corresponding approximations with the use
of a MCMC procedure. Results are then presented for each of the Mh,Mb, and Mt models in
Sections 4, 5, and 6, respectively. Within each section, the notation is first introduced, fol-
lowed by the sufficiency result, MCMC resampling algorithm, and results from the simulation
study. The paper concludes with a discussion in Section 7.
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2 Mark-Recapture Estimators
All simulation studies are performed in the R programming language (R Core Team, 2016).
Three classes of estimators are explored. First, traditional mark-recapture estimates are
obtained with the ‘Rcapture’ package (Baillargeon and Rivest, 2007, 2012).
Second, Bayes estimates are obtained with the ‘multimark’ package (McClintock, 2015).
To determine a sufficient length of MCMC chain, the Gelman-Rubin diagnostic approach
(Gelman and Rubin, 1992) is used. A threshold value for the Gelman-Rubin statistic is
set at 1.1. A total of 2000, 200000, 10000, and 20000 iterations are used for each Bayes
MCMC routine corresponding with samples selected under the M0, Mh, Mb, and Mt models,
respectively, as the mean value of the statistics corresponding with estimates from each
model fall below the threshold with this length of chain. The burn-in length of each chain
is 10% of the total length of the chain.
Third, sample coverage estimates are obtained with the ‘CARE1’ package (Hsieh, 2012). Due
to the capture probabilities explored in the simulation studies, these estimators are based on
the assumption of low sample coverage. A bootstrap approach suggested by Chao (2014) is
used to obtain standard errors.1 To determine a sufficient number of bootstrap resamples,
the following test for convergence is used. A set of simulation runs are first obtained, and
a vector of standard errors corresponding with multiples of 100 resamples are obtained for
each run. The absolute value of the difference between adjacent estimates is then evaluated.
The number of resamples corresponding with the first entry whose value is less than one is
suggested for the number of bootstrap resamples corresponding with the run. In general, it
is found that 1000 resamples suffice for estimators corresponding with the M0, Mh, and Mt
setup and 2000 for the Mb setup.
All simulation studies are based on selecting sets of three samples. A total of 1000 simulation
1In a small number of cases the program returns a value of NA for the standard error. In this case, a
delete-one jackknife approach is used to obtain point and standard error estimates.
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runs are obtained for each study as these are found to sufficiently approximate the mean and
standard error of the preliminary estimators. Gelman-Rubin statistics are used to determine
the length of the MCMC chain used to approximate the Rao-Blackwellized estimators. For all
chains in all simulation studies it is found that 500 resamples suffice for approximating each
of the estimators as the mean value of the Gelman-Rubin statistic corresponding with each
estimator is less than 1.1. Nominal 95% confidence intervals are based on the corresponding
traditional, posterior, or bootstrap standard errors and central limit theorem.
3 Rao-Blackwell Estimation
Suppose a set of samples are obtained for a mark-recapture study under a particular capture
model. A sample reordering of the original samples is a hypothetical re-assigning of the
sample units to the samples, so the number of captures over the study is equal to that origi-
nally observed and hence which gives rise to different capture histories than those originally
observed; Table 1 provides an example for a sample selected under the M0 model (i.e. where
capture probabilities are equal and constant for all units across sampling occasions).
Table 1: Left: Original sample selected under M0 mark-recapture model. Right: A hypothetical
sample reordering.
Original sample ordering Sample reordering
Sample 1 A C Sample 1 A B C
Sample 2 A B C Sample 2 A
Sample 3 B Sample 3 A C
Let R be the set of all sample reorderings. Index the sample reorderings as 1,...,|R|. Define
d
[r]
0 to be the hypothetical samples corresponding with reordering r, and γˆ
[r]
0 the correspond-
ing estimate of a population quantity or sampling parameter γ. Define dR to be a sufficient
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statistic for γ. Define p(d
[r]
0 ) to be the probability of observing the hypothetical samples
under the capture model. It can be seen that with the sufficiency results given in this paper,
under any of the models p(d
[r]
0 ) is uniform amongst all reorderings which are consistent with
the corresponding sufficient statistic and zero otherwise; details and examples are provided
in the following sections. Therefore, the Rao-Blackwellized/improved estimate of γ is
γˆRB = E[γˆ0|dr] =
∑
iR
(
γˆ
[r]
0 p(d
[r]
0 |dr)
)
=
∑
iR
(
γˆ
[r]
0 p(d
[r]
0 )
)
∑
iR
p(d
[r]
0 )
=
∑
iR
γˆ
[r]
0
|R| . (1)
To estimate the variance of the improved estimator, the decomposition of variances gives
var(γˆRB) = var(γˆ0)− E[var(γˆ0|dr)]. (2)
If vˆar(γˆ0) is an estimator of var(γˆ0) then an estimator of var(γˆRB) is
vˆar(γˆRB) = E[vˆar(γˆ0)|dr]− var(γˆ0|dr). (3)
This estimator is the difference of the expectation of the estimated variance of the preliminary
estimator over all consistent reorderings and the variance of the preliminary estimator over
all consistent reorderings. Although these estimates are unbiased, they can result in negative
estimates of the variance. For such a case, a conservative approach is to set the estimate of
var(γˆRB) equal to E[vˆar(γˆ0)|dr]. This approach is utilized in the simulation studies.
With the MCMC procedures outlined in this paper, approximations to the Rao-Blackwellized
estimators can be obtained as follows. Suppose the Markov chain is of length M . Let γˆ
(0)
0
be the preliminary estimate of γ obtained with the seeded reordering. Let γˆ
(m)
0 be the
preliminary estimate of γ obtained with the most recently accepted sample reordering at
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iteration m. An enumerative estimate of γˆRB is then
γ˜RB =
M∑
m=0
γˆ
(m)
0
M + 1
. (4)
Similarly, let vˆar(γˆ
(m)
0 ) be the estimate of the variance of γˆ0 obtained with the most recently
accepted sample reordering at iterationm. An enumerative estimate of vˆar(γˆRB) is then
v˜ar(γˆRB) = E˜[vˆar(γˆ0) | dr]− v˜ar(γˆ0 | dr)
=
1
M + 1
M∑
m=0
vˆar(γˆ
(m)
0 )−
1
M + 1
M∑
m=0
(γˆ
(m)
0 − γ˜RB)2. (5)
4 Heterogeneity Model
Define N to be the size of the population and K the number of sampling occasions for the
mark-recapture study. Suppose there are G strata the population is partitioned into. Further
suppose unit i belongs to stratum j, where j = 1, 2, ..., G, and pj is the capture probability
corresponding with stratum j. Define pik to be the capture probability of unit i on sampling
occasion k. Under the Mh model, pik = pj for all i = 1, 2, ..., N and k = 1, 2, ..., K.
Define the original data to be d0 = {sk : k = 1, ..., K} where sk is the set of units captured
on sampling occasion k. Define the reduced data to be dR = {s, C}, s = ∪Kk=1sk, C =
(C1, C2, ..., CG), Cj =
K∑
k=1
Ck,j where Ck,j is the number of captures from stratum j on
sampling occasion k. Define I[s ⊆ {1, 2, ..., N}] = 1 if s ⊆ {1, 2, ..., N} and 0 otherwise.
4.1 Sufficiency Result
Theorem: The reduced data DR is sufficient for (N, p) where N = (N1, N2, ..., NG) (that
is, the corresponding sizes of each stratum) and p = (p1, p2, ..., pG).
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Proof: Define Ck,j,i = 1 if unit i from stratum j is captured on sampling occasion k and
0 otherwise, s(j) the set of units captured from stratum j over all sampling occasions, and
n(j) = |s(j)|. For any (d0, p),
PN(D0 = d0) = P (s1, s2, ..., sK)I[s ⊆ {1, 2, ..., N}]
=
K∏
k=1
[ G∏
j=1
p
∑
is(j)
Ck,j,i
j (1− pj)
∑
is(j)
(1−Ck,j,i)
(1− pj)(Nj−n(j))
]
I[s ⊆ {1, 2, ..., N}]
=
G∏
j=1
[
p
K∑
k=1
∑
is(j)
Ck,j,i
j (1− pj)
K∑
k=1
∑
is(j)
(1−Ck,j,i)
(1− pj)(KNj−Kn(j))
]
I[s ⊆ {1, 2, ..., N}]
=
G∏
j=1
[
p
K∑
k=1
Ck,j
j (1− pj)
K∑
k=1
(n(j)−Ck,j)
(1− pj)(KNj−Kn(j))
]
I[s ⊆ {1, 2, ..., N}]
=
G∏
j=1
[
p
Cj
j (1− pj)(KNj−Cj)
]
I[s ⊆ {1, 2, ..., N}]
= g(N, p, dR)h(d0)
(6)
where h(d0) = 1. Therefore, by the Neyman-Factorization Theorem DR is sufficient for
(N, p). 
Table 2 depicts a sample selected under the Mh model, where the probability of observing
the original data is p41(1 − p1)(3N1−4) × p22(1 − p2)(3N2−2), and a sample reordering that is
consistent with the reduced data.
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Table 2: Left: Original sample selected under Mh mark-recapture model. Right: Sample reorder-
ing consistent with the reduced data. Letters refer to units and numbers to stratum membership.
Original sample ordering Consistent sample reordering
Sample 1 A1 C2 Sample 1 A1 B1 C2
Sample 2 A1 B1 C2 Sample 2 A1
Sample 3 B1 Sample 3 A1 C2
4.2 Markov Chain Monte Carlo Resampling Procedure
The following Metropolis-Hastings algorithm is implemented for the MCMC procedure. The
selection of a candidate sample reordering for the MCMC procedure is outlined as follows.
Define an outcome as one that results in a specific sequence for which units are assigned to
samples, as outlined below. Repeat the following steps for each stratum j = 1, 2, ..., G.
Step 1, ..., n(j): Assign each member of s(j) to one of the K samples completely at ran-
dom.
If n(j) < Cj, step i = n(j) + 1, ..., Cj: For k = 1, 2, ..., K, define l(k,j,i) to be the number
of units in s(j) not assigned to sample k before step i. Select a sample to receive a unit
with probability proportional to l(k,j,i). Suppose the selected sample is k
∗. Select a unit
completely at random from the corresponding l(k∗,j,i) units and assign it to sample k
∗.
Claim: With the aforementioned outcome selection procedure, all possible outcomes have
an equal probability of being selected.
Proof : Let Qj be the probability of assigning individuals from s(j) to the hypothetical
samples as is done in steps 1, ..., n(j) (note that Qj is uniform amongst all outcomes). If
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Cj = nj, define Lj = 1. Otherwise, define Lj to be
Lj =
Cj∏
i=n(j)+1
[
l(k∗,j,i)/
K∑
k=1
l(k,j,i) × 1/l(k∗,j,i)
]
=
Cj∏
i=n(j)+1
[
1/
K∑
k=1
l(k,j,i)
]
. (7)
The probability of selecting a specific outcome under the resampling procedure is then
G∏
j=1
(
QjLj
)
. This probability is uniform amongst all outcomes since
K∑
k=1
l(k,j,i) remains con-
stant over all reorderings for each i = n(j) + 1, ..., Cj. This gives the claim. 
Consider a sample reordering consistent with the sufficient statistic. Let f(j,i) be the number
of times unit i in s(j) is selected over all sampling occasions for this reordering. The total
number of outcomes that correspond with this sample reordering, s(r) say, is
O(s(r)) =
G∏
j=1
[[ ∏
is(j)
(
f(j,i)
1
)](∑
is(j)
(f(j,i) − 1)
)
!
]
. (8)
The first component corresponds with steps 1, ..., n(j) and the second with steps n(j)+1, ..., Cj.
With the aforementioned outcome selection procedure, the candidate distribution is one that
works through the outcome selection procedure so that the reordering corresponding with
the sampled outcome is the candidate sample reordering.
It can be seen that all sample reorderings consistent with the sufficient statistic have the
same empirical probability of being selected. Hence, the accept-reject aspect of the algorithm
is based on the ratio of the number of outcomes that give rise to the candidate sample
reordering to the most recently accepted sample reordering. Define M to be the length of the
Markov chain. The Markov chain starts with a sample reordering selected with the candidate
distribution. Suppose at step m of the Markov chain the most recently accepted sample
reordering is s(m−1), and a sample reordering s(m
∗) is selected from the candidate distribution.
With probability min
{
1, O(s
(m∗))
O(s(m−1))
}
set s(m) = s(m
∗), otherwise set s(m) = s(m−1). See Section
2 for details on approximating the improved estimators with the MCMC procedure.
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Seeded reorderings for the chains that are used to obtain the Gelman-Rubin statistics corre-
sponding with approximated estimators are based on sample reorderings selected from the
candidate distributions. A search for an “over-dispersed” reordering is not required since the
candidate distribution does not depend on the most recently accepted reordering, is approx-
imately uniform amongst all reorderings (consider the MCMC acceptance rates reported in
the following subsection), and the empirical probability distribution is uniform amongst all
reorderings.
4.3 Simulation Study
For the first simulation study, the population size is set to N = 500 and capture probability
to p = 0.15 so that there are no heterogeneity effects, i.e. the M0 model is implemented.
The bias-adjusted Lincoln-Petersen estimator, maximum-likelihood estimator based on a log-
linear model, Bayes estimator based on the assumption of no effects, and sample coverage
approach are used in the simulation study. The acceptance rate for the MCMC chain is
83.2%. Table 3 presents the results from the simulation study.
Table 3: Expectation, variance, mean-squared error, coverage rates, average length of confidence
intervals, and percentage of variance estimates which are negative, for preliminary and improved
estimators based on the M0 model, simulation study one. Top: Preliminary estimates. Bottom:
Improved estimates.
Estimator Mean Var. MSE Cov. Rate Avg. Length Neg. Est. Var.
LP 500 18,664 18,664 0.891 488
M0 501 5,407 5,408 0.937 282
Bayes 510 5,828 5,931 0.946 292
SC 514 9,357 9,552 0.953 397
LP RB 500 5,422 5,422 0.920 276 0.001
M0 RB 501 5,407 5,408 0.937 282 0.000
Bayes RB 510 5,754 5,861 0.951 291 0.000
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Table 3 continued from previous page
Estimator Mean Var. MSE Cov. Rate Avg. Length Neg. Est. Var.
SC RB 514 6,136 6,327 0.970 341 0.000
For the second simulation study, the population size is set to N = 500 and the population
is partitioned into ten strata, each of size fifty. Capture probabilities are unique amongst
strata and are equal to 0.11, 0.12, ..., 0.20. Chao’s lower bound, the Poisson, Bayes estimator
based on the assumption of heterogeneity effects, and sample coverage approach estimators
are used in the simulation study. The acceptance rate for the MCMC chain is 81.72%. Table
4 presents results from the simulation study.
Table 4: Expectation, variance, mean-squared error, coverage rates, average length of confidence
intervals, and percentage of variance estimates which are negative, for preliminary and improved
estimators based on the Mh model, simulation study two. Top: Preliminary estimates. Bottom:
Improved estimates.
Estimator Mean Var. MSE Cov. Rate Avg. Length Neg. Est. Var.
Chao 487 6,035 6,195 0.894 277
Poisson 498 34,227 34,223 0.861 657
Bayes 624 13,556 28,841 1.000 764
SC 502 9,062 9,065 0.913 367
Chao RB 487 4,888 5,060 0.891 256 0.000
Poisson RB 493 5,952 5,997 0.938 376 0.008
Bayes RB 621 7,953 22,742 1.000 760 0.000
SC RB 501 5,561 5,562 0.946 311 0.000
For the third simulation study, the population size is set to N = 500 and capture probabilities
are generated according to a Uniform(0.11,0.20) distribution for each individual so that all
strata are of size one. Chao’s lower bound, the Poisson, Bayes estimator based on the
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assumption of heterogeneity effects, and sample coverage approach estimators are used in
the simulation study. The acceptance rate for the MCMC chain is 100%. Table 5 presents
results from the simulation study.
Table 5: Expectation, variance, mean-squared error, coverage rates, average length of confidence
intervals, and percentage of variance estimates which are negative, for preliminary and improved
estimators based on the Mh model, simulation study three. Top: Preliminary estimates. Bottom:
Improved estimates.
Estimator Mean Var. MSE Cov. Rate Avg. Length Neg. Est. Var.
Chao 487 5,142 5,310 0.916 277
Poisson 495 33,465 33,486 0.879 651
Bayes 621 10,891 25,419 1.000 765
SC 500 7,829 7,829 0.926 364
Chao RB 487 5,142 5,310 0.916 277 0.000
Poisson RB 495 33,465 33,486 0.879 651 0.000
Bayes RB 623 10,221 25,283 1.000 772 0.000
SC RB 500 7,799 7,799 0.929 364 0.000
5 Behavioural Model
Define N to be the size of the population and K the number of sampling occasions for the
mark-recapture study. Define pik to be the capture probability of unit i on sampling occasion
k. Under the Mb model, pik = p until first capture and pik = φp for any recapture for all
i = 1, ..., N and k = 1, ..., K, where φ is the behavioural effect parameter.
Define the original data to be d0 = {sk : k = 1, ..., K} where sk is the set of units captured
on sampling occasion k. Define the reduced data to be dR = {s, Ck, C,R : k = 1, ..., K},
s = ∪Kk=1sk where Ck is the number of first time captures on sampling occasion k, and C and
R are the total number of captures and recaptures over all sampling occasions, respectively.
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Define I[s ⊆ {1, ..., N}] = 1 if s ⊆ {1, ..., N} and 0 otherwise.
5.1 Sufficiency Result
Theorem: The reduced data DR is sufficient for (N, p, φ).
Proof: Define Ci,k = 1 if unit i is captured on sampling occasion k and 0 otherwise, mi,k = 1
if unit i is captured at least once before sampling occasion k and 0 otherwise (where mi,1 = 0),
and n = |s|. For any (d0, p, φ),
PN(D0 = d0) = P (s1, ..., sK)I[s ⊆ {1, ..., N}]
=
K∏
k=1
[∏
is
(
(φmi,kp)Ci,k(1− φmi,kp)(1−Ci,k)
)
(1− p)(N−n)
]
I[s ⊆ {1, ..., N}]
=
K∏
k=1
[
φ
∑
is
(mi,kCi,k)
p
∑
is
Ci,k∏
is
[
(1− φmi,kp)(1−Ci,k)
]
(1− p)(N−n)
]
I[s ⊆ {1, ..., N}]
= φRpC(1− p)(NK−nK)
K∏
k=1
∏
is
(1− φmi,kp)(1−Ci,k)I[s ⊆ {1, ..., N}]
= φRpC(1− p)(NK−nK)
K∏
k=1
[
(1− φp)
(
∑
k′<k
(Ck′ )−Rk)
(1− p)(n−(Ck+Rk))
]
I[s ⊆ {1, ..., N}]
= φRpC(1− p)(NK−nK)(1− φp)
(
K∑
k=1
(
∑
k′<k
(Ck′ )−Rk))
(1− p)
K∑
k=1
(n−(Ck+Rk))
I[s ⊆ {1, ..., N}]
= φRpC(1− p)(NK−nK)(1− φp)
(
K∑
k=1
(
∑
k′<k
(Ck′ ))−R)
(1− p)(nK−C)I[s ⊆ {1, ..., N}]
= φRpC(1− p)(NK−C)(1− φp)
(
K∑
k=1
(
∑
k′<k
(Ck′ ))−R)
I[s ⊆ {1, ..., N}]
= g(N, p, φ, dR)h(d0)
(9)
where h(d0) = 1. Therefore, by the Neyman-Factorization Theorem DR is sufficient for
(N, p, φ). 
Table 6 depicts a sample selected under the Mb capture model, where the probability of
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observing the original data is p2(1− p)(N−2)× (φp)2p(1− p)(N−3)× (φp)(1−φp)2(1− p)(N−3),
and a sample reordering that is consistent with the reduced data.
Table 6: Left: Original sample selected under Mb capture model. Right: Sample reordering
consistent with the reduced data.
Original sample ordering Consistent sample reordering
Sample 1 A C Sample 1 A C
Sample 2 A B C Sample 2 A B C
Sample 3 B Sample 3 A
5.2 Markov Chain Monte Carlo Resampling Procedure
The following Metropolis algorithm is implemented for the MCMC procedure. The selection
of a candidate sample reordering for the MCMC procedure is outlined as follows. Assign the
units in s to the samples s1, ..., sK according to the following steps.
Step 1.k: Sample Ck units from s \ {s(1)1 , ..., s(1)k−1} completely at random for sk where s(1)k′ is
the set of units selected for sample k′ in Step 1.k′ for k′ < k.
Step 2.k: For k = 2, ..., K, sample Rk − Ck units from ∪k−1k′=0s(1)k′ .
It can be seen that all sample reorderings consistent with the sufficient statistic have the same
empirical probability of being selected. Further, all proposed sample reorderings have the
same probability of being selected under the candidate distribution. The Markov chain starts
with the original sample reordering and all proposed sample reorderings are accepted.
Seeded reorderings for the chains that are used to obtain the Gelman-Rubin statistics corre-
sponding with approximated estimators are based on sample reorderings selected from the
candidate distributions. A search for an “over-dispersed” reordering is not required since the
candidate distribution does not depend on the most recently accepted reordering, is uniform
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amongst all reorderings, and the empirical probability distribution is uniform amongst all
reorderings.
5.3 Simulation Study
The population size is set to N = 500, capture probability to p = 0.15, and behavioural
effect to φ = 0.75. The estimator based on the assumption of a behavioural effect, Bayes
estimator based on the assumption of a behavioural effect, and sample coverage approach are
used in the simulation study. Table 7 presents results from the simulation study. In 21 cases
the traditional estimator (labeled Mb in the table) is negative and in 4 cases this estimator
is greater than 100,000, and the corresponding simulation runs solely for this estimator are
discarded.
Table 7: Expectation, variance, mean-squared error, coverage rates, average length of confidence
intervals, and percentage of variance estimates which are negative, for preliminary and improved
estimators based on the Mb model. Top: Preliminary estimates. Bottom: Improved estimates.
Estimator Mean Var. MSE Cov. Rate Avg. Length Neg. Est. Var.
Mb 617 541,050 554,625 0.848 4,208
Bayes 590 33,473 41,627 0.966 1,092
SC 649 20,198 42,517 0.999 620
Mb RB 617 541,050 554,625 0.848 4,208 0.000
Bayes RB 592 29,332 37,862 0.970 1,169 0.000
SC RB 652 13,931 36,970 0.999 572 0.000
6 Time-Effects Model
Define N to be the size of the population and K the number of sampling occasions for
the mark-recapture study. Define pik to be the capture probability of unit i on sampling
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occasion k. Under the Mt model, pik = pek for all i = 1, ..., N and k = 1, ..., K, where
e = (e1, e2, ..., eK) are the time-effect parameters.
Define the original data to be d0 = {sk : k = 1, ..., K} where sk is the set of units captured on
sampling occasion k. Define the reduced data to be dR = {s, nk : k = 1, ..., K}, s = ∪Kk=1sk,
and nk = |sk|. Define I[s ⊆ {1, ..., N}] = 1 if s ⊆ {1, ..., N} and 0 otherwise.
6.1 Sufficiency Result
Theorem: The reduced data DR is sufficient for (N, p, e).
Proof: Define Ci,k = 1 if unit i is captured on sampling occasion k and 0 otherwise, and
n = |s|. For any (d0, p, e),
PN(D0 = d0) = P (s1, ..., sK)I[s ⊆ {1, ..., N}]
=
K∏
k=1
[∏
is
(
(pek)
Ci,k(1− pek)(1−Ci,k)
)
(1− pek)(N−n)
]
I[s ⊆ {1, ..., N}]
=
K∏
k=1
[
(pek)
nk(1− pek)(n−nk)(1− pek)(N−n)
]
I[s ⊆ {1, ..., N}]
=
K∏
k=1
[
(pek)
nk(1− pek)(N−nk)
]
I[s ⊆ {1, ..., N}]
= g(N, p, e, dR)h(d0)
(10)
where h(d0) = 1. Therefore, by the Neyman-Factorization Theorem DR is sufficient for
(N, p, e). 
Table 8 depicts a sample selected under the Mt capture model, where the probability of
observing the original data is (pe1)
2(1−pe1)(N−2)× (pe2)2(1−pe2)(N−2)× (pe3)(1−pe3)(N−1),
and a sample reordering that is consistent with the reduced data.
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Table 8: Left: Original sample selected under Mt capture model. Right: Sample reordering
consistent with the reduced data.
Original sample ordering Consistent sample reordering
Sample 1 B C Sample 1 A C
Sample 2 A C Sample 2 B C
Sample 3 B Sample 3 C
6.2 Markov Chain Monte Carlo Resampling Procedure
The following Metropolis algorithm is implemented for the MCMC procedure. The selection
of a candidate sample reordering for the MCMC procedure is outlined as follows. Consider
the most recently accepted reordering.
Step 1: For k = 1, 2, ..., K define rk to be the set of units in sk that are (hypothetically)
caught more than once in the study. Select a sample with probability equal to |rk|K∑
k=1
|rk|
.
Suppose the sample selected is k∗.
Step 2: Select a unit completely at random from rk∗ and replace it with a unit selected
completely at random from s \ sk∗ .
It can be seen that all sample reorderings consistent with the sufficient statistic have the same
empirical probability of being selected. Further, all possible proposed sample reorderings
have the same probability of being selected under the candidate distribution. The Markov
chain starts with the original sample reordering and all proposed sample reorderings are
accepted for the chain.
Seeded reorderings for the chains that are used to obtain the Gelman-Rubin statistics for the
estimators are based on “over-dispersed” sample reorderings (relative to the original sample
ordering) selected from the candidate distributions; in each case the chain starts with the
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original sample reordering and the reordering selected at the 1000th iteration is taken as the
seeded reordering for a chain.
6.3 Simulation Study
The population size is set to N = 500 and capture probabilities to pe1 = 0.10, pe2 = 0.15,
and pe3 = 0.20. The estimator based on the assumption of a time effect, Bayes estimator
based on the assumption of a time effect, and sample coverage approach are used in the
simulation study. Table 9 presents results from the simulation study.
Table 9: Expectation, variance, mean-squared error, coverage rates, average length of confidence
intervals, and percentage of variance estimates which are negative, for preliminary and improved
estimators based on the Mt model. Top: Preliminary estimates. Bottom: Improved estimates.
Estimator Mean Var. MSE Cov. Rate Avg. Length Neg. Est. Var.
Mt 503 6,072 6,083 0.930 288
Bayes 511 6,638 6,767 0.944 302
SC 516 10,831 11,078 0.943 411
Mt RB 503 6,072 6,083 0.930 288 0.000
Bayes RB 511 6,586 6,714 0.943 302 0.000
SC RB 516 7,226 7,471 0.961 355 0.000
7 Discussion
In this paper the mathematical details for Rao-Blackwellizing estimates of population size
and mark-recapture model parameters are presented. The simulation studies demonstrate
that the improved estimators serve as competitive alternatives to traditional mark-recapture
estimators that are already functions of the sufficient statistics.
The tables and figures in the supplementary materials present the correlation measures and
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scatterplots of the estimates from each simulation study. In most cases, the correlation
of the improved estimators is significantly higher than that of the preliminary estimators,
and the corresponding scatterplots reveal a more prominent linear trend. Recall that Rao-
Blackwellization is based on the assumed mark-recapture sampling model. Hence, for prac-
tical purposes, if characteristics of the improved estimators, possibly based on subsamples
of the originally selected samples, nearly coincide or are well-correlated then this may cor-
roborate the fit of the mark-recapture sampling model. Future work on this topic, along
with quantifying the sensitivity of the Rao-Blackwellized estimators to departures from the
sampling model assumptions, is deserving of attention.
As demonstrated in simulation study two, improved estimators resulting from the Rao-
Blackwellization scheme based on (assumptions of) homogeneous capture probabilities within
strata has the potential to significantly improve on existing Mh model estimators. Develop-
ments on extending the theoretical results presented in this paper to more elaborate mark-
recapture models, such as those based on a heterogeneity effect and a behavioural or time
effect, would be useful.
The simulation study results presented in this paper show that, in most cases, coverage rates
corresponding with Rao-Blackwellized estimators are at least as good as those corresponding
with their preliminary counterparts. Further, estimators which benefit most from Rao-
Blackwellization give rise to confidence intervals with the most significant gains in coverage
of the population size. Further simulation-based work to investigate this trend would be
valuable.
Recall the expression used to approximate the variance of improved estimates; see Expression
3. In the simulation studies presented in this paper, negative estimates of the variance of
improved estimates are evaluated for some samples. Future work is required to address
this issue. Two potential approaches are to 1) opt to use a conservative approach towards
estimating the variance of the preliminary estimator so that E[vˆar(γˆ0)|dr] is likely to be
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larger than var(γˆ0|dr), and 2) base a jackknife-type variance estimator on a series of Rao-
Blackwellized estimates that correspond with a series of subsets of elements removed from
the original samples. However, one drawback with the second approach is that it will require
more computational resources relative to current approaches since one will be required to
evaluate approximations for each of the improved estimators.
8 Supplementary Materials
The supplementary materials provide correlation measures and scatterplots of the estima-
tors.
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A Heterogeneity Model
Table 10: Correlation measures of estimators from simulation study one.
Estimator LP M0 Bayes SC LP RB M0 RB Bayes RB SC RB
LP 1.000 0.493 0.488 0.317 0.487 0.493 0.493 0.492
M0 0.493 1.000 0.990 0.826 0.996 1.000 1.000 0.998
Bayes 0.488 0.990 1.000 0.818 0.986 0.990 0.990 0.989
SC 0.317 0.826 0.818 1.000 0.820 0.826 0.826 0.827
LP RB 0.487 0.996 0.986 0.820 1.000 0.996 0.996 0.994
M0 RB 0.493 1.000 0.990 0.826 0.996 1.000 1.000 0.998
Bayes RB 0.493 1.000 0.990 0.826 0.996 1.000 1.000 0.999
SC RB 0.492 0.998 0.989 0.827 0.994 0.998 0.999 1.000
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Figure 1: Scatterplot of preliminary and improved estimators from simulation study one.
Table 11: Correlation measures of estimators from simulation study two.
Estimator Chao Poisson Bayes SC Chao RB Poisson RB Bayes RB SC RB
Chao 1.000 0.751 0.949 0.973 0.925 0.879 0.924 0.924
Poisson 0.751 1.000 0.805 0.870 0.454 0.476 0.459 0.462
Bayes 0.949 0.805 1.000 0.948 0.823 0.792 0.824 0.824
SC 0.973 0.870 0.948 1.000 0.821 0.794 0.822 0.823
Chao RB 0.925 0.454 0.823 0.821 1.000 0.949 0.998 0.998
Poisson RB 0.879 0.476 0.792 0.794 0.949 1.000 0.959 0.965
Bayes RB 0.924 0.459 0.824 0.822 0.998 0.959 1.000 0.999
SC RB 0.924 0.462 0.824 0.823 0.998 0.965 0.999 1.000
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Figure 2: Scatterplot of preliminary and improved estimators from simulation study two.
Table 12: Correlation measures of estimators from simulation study three.
Estimator Chao Poisson Bayes SC Chao RB Poisson RB Bayes RB SC RB
Chao 1.000 0.715 0.921 0.969 1.000 0.715 0.968 0.970
Poisson 0.715 1.000 0.751 0.854 0.715 1.000 0.803 0.858
Bayes 0.921 0.751 1.000 0.925 0.921 0.751 0.950 0.927
SC 0.969 0.854 0.925 1.000 0.969 0.854 0.977 0.998
Chao RB 1.000 0.715 0.921 0.969 1.000 0.715 0.968 0.970
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Table 12 continued from previous page
Estimator Chao Poisson Bayes SC Chao RB Poisson RB Bayes RB SC RB
Poisson RB 0.715 1.000 0.751 0.854 0.715 1.000 0.803 0.858
Bayes RB 0.968 0.803 0.950 0.977 0.968 0.803 1.000 0.979
SC RB 0.970 0.858 0.927 0.998 0.970 0.858 0.979 1.000
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Figure 3: Scatterplot of preliminary and improved estimators from simulation study three.
B Behavioural Model
Table 13: Correlation measures of estimators from simulation study four. Simulation runs corre-
sponding with extreme estimates from Mb estimator are discarded.
Estimator Mb Bayes SC Mb RB Bayes RB SC RB
Mb 1.000 0.518 0.091 1.000 0.573 0.117
Bayes 0.518 1.000 0.288 0.518 0.914 0.358
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Table 13 continued from previous page
Estimator Mb Bayes SC Mb RB Bayes RB SC RB
SC 0.091 0.288 1.000 0.091 0.352 0.838
Mb RB 1.000 0.518 0.091 1.000 0.573 0.117
Bayes RB 0.573 0.914 0.352 0.573 1.000 0.422
SC RB 0.117 0.358 0.838 0.117 0.422 1.000
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Figure 4: Scatterplot of preliminary and improved estimators from simulation study four. Simu-
lation runs corresponding with extreme estimates from Mb estimator are discarded.
C Time-Effects Model
Table 14: Correlation measures of estimators from simulation study five.
Estimator Mt Bayes SC Mt RB Bayes RB SC RB
Mt 1.000 0.999 0.821 1.000 1.000 0.983
Bayes 0.999 1.000 0.820 0.999 0.999 0.982
SC 0.821 0.820 1.000 0.821 0.821 0.827
Mt RB 1.000 0.999 0.821 1.000 1.000 0.983
Bayes RB 1.000 0.999 0.821 1.000 1.000 0.983
SC RB 0.983 0.982 0.827 0.983 0.983 1.000
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Figure 5: Scatterplot of preliminary and improved estimators from simulation study five.
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