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Using Young’s technique which is based on a Riemann function, we unify some 
inequalities of Young and Pachpatte in n independent variables. We can use these 
inequalities in the analysis of a class of nonlinear hyperbolic partial integrodif- 
ferential equations to study the uniqueness, boundedness, continuous dependence, 
comparison. stability and numerical computations. 
1. INTRODUCTION 
One of the most useful techniques used in the theory of ordinary 
differential equations and integral equations consists in applying the so- 
called Gronwall type inequality. Gronwall inequality appeared in 1919 in 
[7 ], although a special case of it had occurred in Peano [ 1 1 ] as early as 
1885. In 1934, the book “Inequalities” by Hardy et al. [8] initiated .the 
discovery of new types of inequalities and the applications of inequalities in 
many parts of analysis. In 196 1, the book “Inequalities” by Beckenbach and 
Bellman [ 1] contained a number of results on inequalities obtained in the 
period 1934-1960. An extensive survey of the inequalities of Gronwall 
inequality can be found in a recent publication by Beesack [2] in 1975. 
Wendroff [ 1, p. 1541 had derived some useful as well as interesting 
generalizations from Gronwall inequality in two independent variables; 
nevertheless they have apparently been neglected. WendrotYs inequality has 
evoked considerable interest in recent times, as may be seen from the papers 
of Snow 125, 161, Young [20], Ghoshal and Masood [6], Headley [9], 
Chandra and Davis [5], Bondge and Pachpatte [3,4], Pachpatte [12, 131, 
Shih and Yeh [ 191 and the present author [ 181. These results have been 
widely quoted by many mathematicians in proving uniqueness, boundedness, 
comparison, continuous dependence and stability. Hence, we may come to 
the conclusion that such inequalities are handy tools [ 10, 171. Among these 
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generalizations of Gronwall-Bellman inequality, Snow [ 15, 161 obtained 
corresponding inequalities in two independent variables for scalar and vector 
functions by using the notion of a Riemann function. Young [20] established 
an inequality in n independent variables by using Snow’s technique. More 
recently, Pachpatte [ 12, 131 established some new inequalities in two 
independent variables by also using Snow’s technique. Our main purpose 
here is to establish some n-independent-variable generalizations of integral 
inequalities established by Young 120 ] and Pachpatte [ 12. 13 ]. The resultant 
inequalities can be used in the analysis of various problems in the theory of 
partial differential and integrodifferential equations. As in [ 12. 13. 15, 16, 
201, our results basically depend on the knowledge of the Rieman function 
which is discussed by Snedden [ 14. p. 1211. 
2. NOTATIONS 
Unless specified otherwise we will adopt the following notation for the 
remainder of the paper. Let R denote the reals. Let x = (x,..... x,,), 
J’= (.I’ ,,..., y,)E R”. s <II if and only if xi <yi for i = I,..., II. Let x” and .Y 
(so < x) be any two points in an open bounded set Q of R” and denote by D 
the paralellepiped defined by so < t < x. We also denote 
!I’ . . . (-r’... ds, . . . d, 
, “” 
..i’ 
( ... ds 
I 
and 
for i = l,.... n. 
3. MAIN RESULTS 
In this section we shall establish some useful integral inequalities which 
claim their origin to the following 
YOUNG’S RESULT. Suppose that u(x), a(x) and b(x) > 0 are continuous 
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functions defined on Q. Let v(s; x) be a solution of the characteristic initial 
value problem 
- b(s)v(s:x)= 0 in Q, 
~(s; x) = 1 on si = xi, i = l...., )I, 
and let D+ be a connected subdomain of Q containing s such that v > 0 for 
allsED’.IfDcD’and 
u(x) < a(x) + 1.I b(s) u(s) ds. 
. .+J 
(*) 
then 
u(x) < a(x) + [’ a(s) b(s) v(s; x) ds. (**) 
Remark. If inequality (*) is reversed, so is inequality (**). 
First, Young and Pachpatte’s results (Theorem 2 of [ 121 and Theorem 1 
of [ 13 1) are unified and embodied in the following 
THEOREM 1. Suppose that u(x), a(x), b(x), c(x), p(x) and q(x) are real- 
valued nonnegative continuous functions defined on Q. Let c(s; x) and 
w(s: x) be the solutions of the characteristic initial value problems 
(-I )” ~ve’~‘~~n - [P(s) f b(s)(c(s) + q(s))] t'(s; X) = 0 in Q, 
I (1) 
v(s: x) = 1 
on si = xi for i = l,..., II, 
- lb(s) C(S) -P(S)] w(s; x) = 0 in Q, 
w(s; x) = 1 
on si =xi for i = l,..., n, 
respectively, and let D+ be a connected subdomain of Q which contains x 
such thatv>Oand w>OforallsED+. IfDcD+and 
u(x) < a(x) + b(x) [IX c(s) u(s) ds + jlp(s! (jIO q(t) u(t) dt) ds], (2) X0 
then 
u(x) < a(x) + b(x) [r w(s; x) /u(s) c(s) . x0 
+p(s) 1” a(t)[c(t) + q(f)] t’(r; s) dt 
I I 
ds . (3) 
. 10 
Proof. Let 
h(x) = r c(s) u(s) ds + !I,$s) (is q(f) u(f) df) ds. 
. x0 . x” 
(4) 
Then 
.I 
D, ... D,h(x) = c(x) u(x) +/J(X) ) q(t) u(t) df. 
. .yII 
h(x) = 0 on xi = ,Y:, i= 1 .. . . . n. 
It follows from (2) that 
D, .-. D,h(x) < c(x)[a(x) + b(x) h(x) I 
+m (!I0 dW0) + W WI df). (5) 
Adding p(x) h(x) to both sides of the above inequality we have 
D, ..+ D, h(x) + p(x) h(x) < c(x)~a(s) + b(x) h(x) ) 
( 
.I 
+P(x) 0) + ( q(f)la(t) + b(t) h(f)1 df . ) . 10 
(6) 
Set 
then 
KY) = h(x) + IX q(f)[a(t) + b(f) h(t)] dt, . l.‘, 
and 
h(x) = k(x) = 0 on xi = xy, i = I,.... n. (7) 
D, ... D,k(x) = D, ... D,h(x) + s(-~)b(-~) + W)W)l, (8) 
h(x) < k(x). (9) 
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It follows from (5), (6), (8) and (9) that 
D, ..a D,,W) < 4x>k(x) + d-41 + (~-4~) + &)k(x) + &)I) k(x), 
which implies 
L[k(x)] = D, ..a D,W) - (P(X) + @)[c(x) f d-~)l) WxI 
< @)[c(x> +dx)l. (10) 
Furthermore, all pure mixed derivatives of k(x) with respect to 
Xl ***.Y Xi- 11 Xi+ MY”‘, x, up to order n - 1 vanish on xi =x9 for i = I,..., n. If 
e(x) is a function which is n times continuously differentiable in D, then 
eL[k] -kL,[e] = e (-ly-‘DJ(D,D, 
jF, 
*a* Dj-le)(Dj+l *.. D,D,+Ik)], 
(11) 
where 
L,[e] = (-1)” D, -.a W(x) - [P(X) + W)(c(x) + q(x))] e(x) 
withD,,=D,+,= Z the identity. Integrating (11) over D and noting that k(x) 
vanishes together with all its mixed derivatives up to order n - 1 on si = xy , 
i = l,..., n, we obtain 
1 (eL[k] -kL,[e])ds= f (-lye’ (_ (0, **eDi-ie)(Dj+i . ..D.,k)ds’, 
‘D j=l -’ 1, = “j 
(12) 
where ds’ = ds, **. dsj_l dSj+ 1 **a ds,. 
We now choose e(x) as the function u satisfying (1). Since v(s; x) = 1 on 
sj = xj, j = l,..., n. it follows that 
D, a.. Dj-,u(s;x)=O on sj = xj, j = 2 ,..., n. 
Hence (12) can be written as 
j, t’(s;x)L[k(s)] ds = j, =x v(s;x) D, 0.. D,k(s)ds’ =k(x). (13) 
I I 
By the continuity of u and the fact that v = 1 on s =x, there exists a domain 
D+ containing x on which u > 0. Now multiplying both sides of (10) by t’ 
and using (13) we have 
Q-x) < jIo 4)[c(s) t q(s)] 4s; x) ds. (14) 
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It follows from (6) and (14) that 
M[h(x)] = D, ... D,Wx) - lb(x) 4x) +P(x)l h(x) 
.I 
< u(x) c(x) +p(x) ( a(s)[c(s) + q(s)] tl(s; x) ds. . xfl 
Following the same argument as above we obtain the estimate for h(x) such 
that 
h(x) < I-’ w(s; x) a(s) c(s) +p(s) i’ a(t)[c(t) + q(t)] u(t; s) dt ds. 
. 10 . 10 1 
Substituting this bound on h(x) in (2) we obtain the desired bound in (3). 
A slightly different version of Theorem 1 is the following theorem which 
can be used in some applications. 
THEOREM 2. Suppose that u(x), a(x), b(x), c(x), p(x) and q(x) are real- 
calued nonnegatit’e continuous functions defined on Q. Let L’(s: x) and 
w(s; x) be the solutions of the characteristic initial oalue problems 
(-I)” &, . . . ps 2”tr(s’x) - b(s)[c(s) +p(s) + q(s)] v(s; x) = 0 in Q. / n 
v(s; x) = 1 
on si =xi, i = l,..., n, 
- b(s) c(s) w(s; x) = 0 in Q, 
w(s; x) = I 
on si = xi 1 i = l,..., n, 
respectively, and let Di be a connected subdomain of Q which contains x 
suchthatv>Oandw~OforaNsEDf.IfDcD’ and 
u(x) < a(x) + b(x) 
[ 
IX c(s) u(s) ds 
. .x0 
+ j_l p(s) (u(s) + b(s) is q(t) u(t) dt ds , 
. x0 . A-0 1 I 
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then 
+ &)p(s) fS a(t)[c(t) +p(t) + q(t)] v(t: s) dt ds . 
WJ I 1 
The proof of this theorem is similar to that of Theorem 1 with suitable 
modifications. We omit the details. 
Another slightly different version of Theorem 1, which can be used in 
some applications, is embodied in 
THEOREM 3. Suppose that u(x), a(x), b(x), c(x), and p(x) are real- 
valued nonnegative continuous functions defined on Q. Let v(s; x) be a 
solution of the characteristic initial value problem 
- [b(s) + C(S)] U(S;X) = 0 in Q, 
v(s;x) = 1 
on si=xi, i = l,..., n, 
and let Di be a connected subdomain of Q which contains x such that v > 0 
for all SE D+. If DcD+and 
U(X) G a(X) + ix b(S)[U(S) + P(S) + 1’ C(t) U(t) dt] dS3 
. x0 . x0 
(15) 
then 
u(x) < a(x) + [’ b(s) a(s) +p(s) 
-x0 
+ (.I la(t) c(t) + bO)(a(t) +p(t))} u(t; s) dt 
I 
ds. 
-J? (16) 
Proof: Define 
h(x) = r b(s) [u(s) +p(s) + 1’ c(t) u(t) dt ] ds. 
. x0 “X0 
Then 
h(x) = 0 on xi=xp, i = l,..., n, (17) 
3 94 
and 
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D, ... D,h(x) = b(x) 
[ 
u(x) +p(x) + i‘x c(t) u(t) dt . 
. *Q I 
It follows from (15) that 
D, ..a D,h(x) < b(x) a(x) + h(x) +p(x) + j’ c(t)@(t) + h(t)) dt . 
.xo 1 
Let 
k(x) = h(.y) + -1, c(t)(a(t) + h(t)) dt. 0 
Then 
h(x)=k(x)=O on xi=.$, i= I,..., n, 
4~) < 4x1 
and 
D, ..a D,k(x)=D, a.. D,h(x) + c(x)(u(x) + h(x)). 
It follows from (18), (19), (20) and (21) that 
D, *.* D,k(x) < b(xj[a(x) +p(x) + k(x)] + c(x>]u(x> +h(x)] 
< [b(x) + c(.x)] k(x) + a(x) c(x) + b(x)la(x, + p(x)], 
(18) 
(19) 
v4 
(21) 
which implies 
L[k(x)J 3 D, ..a D,k(x) - [b(x) + c(x)] k(x) 
,< a(x) c(x) + 4xjla(xj +p(xjl. 
Following the same arguments as in the proof of Theorem 1 we have the 
estimate for k(x) such that 
This and (18) imply 
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This and (17) imply 
+ I‘ la(f) c(t) + b(t)(a(t) +p(tj)} u(t; S) dt ds. 
x0 I 
Substituting this value of h(x) in (15) we obtain the desired bound in (16). 
In Theorems 4 and 5. we establish some inequalities which can be used in 
certain situations. Their proofs closely follow the proofs of Theorems 1 and 
3 with suitable modifications. We omit the details. 
THEOREM 4. Suppose that u(x), a(x), b(x), c(x) and p(x) are real-valued 
nonnegative continuous functions defined on Q. Let v(s; x) nnd w(s; x) be the 
solutions of the characteristic initial value problems 
- [b(s) + c(s) +p(s)] u(s; x) = 0 in Q, 
u(s; x) = 1 
on si=xi, i = l,..., n, 
and 
- [b(s) + c(s)] w(s; x) = 0 in Q 
w(s; x) = 1 on si =xir i = l,..., n, 
respectively? and let D + be a connected subdomain of Q which contains x 
suchthat~~>Oandw~OforallsED+.IfDcD~and 
u(x) ,< a(x) + [’ b(s) 
-x0 
u(s) + j-’ c(t) u(t) dt 
A.0 
+ f. c(t) (J:/(m) u(m) dm) dt] ds, 
then 
u(x) < a(x) + ix b(s) /u(s) + 1’ w(t; s) [a(t) b(t) + c(t) 1 a(t) MXO . x0 
+ j' v(m; t) a(m)[b(m) + c(m) +P(m)l dm 
x0 
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THEOREM 5. Supposef(x). a(x), b(x), c(x), g(x), p(x) and q(x) are real- 
valued nonnegative continuous functions defined on Q. Let u(s; x), v(s; x) 
and W(S; x) be the solutions of the characteristic initial value problems 
(-1)” ‘““(s’?c) -[b(s)+~(s)+g(s)+p(s)+q(s)]u(s;x)=O in Q. ils, ... %s, 
u(s; I) = 1 
on si =xir i= 1 ,...) n; 
[b(s) +c(s)+g(s)-p(s)\ r(s;x)=O in Q, 
Lqs: w) = 1 
on si =xi, i = l,..., ft. 
and 
(-1)” ;y(S:;) - [b(s) - c(s)] w(s; x) = 0 in Q, 
I ” 
rc(s; x) = 1 
on si = Xi’ i= 1 ,...) n. 
respectively, and let D+ be a connected subdomain of Q which contains x 
suchthatu>O,v>,Oandw>OforallsED’.IfDcDfand 
fh) < 4~) + !~ob(s)f(s) ds + aeon (!:~og(t)f(t)dt) ds 
then 
+ jIo ~(4 ([I p(t) . 50 (f qWf(m) dm) dt) ds, -x0 
+p(t) 1” u(m; t) a(m)[b(m) + g(m) + q(m)] dm 
. x0 
We next apply Theorem 1 or Theorem 2 to establish Theorems 6, 7, 8 and 
9 
THEOREM 6. Suppose that u(x), a(x), b(x), c(x), p(x) and q(x) are real- 
valued nonnegative continuous functions defined on Q. Let G(r) be a real- 
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valued continuous, strictly increasing, convex and submultiplicative function 
for r > 0, G(0) = 0, lim,,, G(r) = 00 and G-’ be the inverse function of G 
and let A(x) and B(x) be positive continuous functions defined on Q and 
A(x) + B(x) = 1 for all x E Q. Let v(s; x) and w(s; x) be the solutions of the 
characteristic initial value problems 
(- 1)" ;y.;;j - [P(S) + B(s) G@(s) B-'(s))@(s) + q(s))] v(s; x) = 0, I n 
in Q, 
v(s; x) = 1 
on si =xi. i = l,..., n, 
and 
- [B(s) G(b(s) B-‘(s)) c(s) -p(s)] w(s; x) = 0 in Q, 
w(s; x) = 1 
on si=xi, i = l,..., n, 
respectively and let D + be a connected subdomain of Q which contains x 
suchthatv>Oandw>OforallsEDt.IfDcDi and 
then 
u(x) < a(x) + b(x)G-’ 
I 
ix c(s)G(u(s))ds 
_ x0 
+ r P(S) 
. .+J 
( fx s(t) G(u(t)) dt) ds 13 
. x0 
u(x) < G 
I 
A(x) G(a(x) A -l(x)) + B(x) G(b(x) B ‘(x)) 
A(s) G(a(s) A - ‘(s)) c(s) 
(22) 
+p(s) IX A(t)G(a(t)A -‘(t))[c(t) + q(t)] v(t; s)dt I I! ds . (23) . x0 
Proof Rewrite (22) as 
u(x) <A(x) a( -l(x) + B(x) b(x) B-‘(x) G-’ 
I 
[X c(s) G(u(s)) ds 
..rQ 
-t ,(;o P(S) (f q(t) G@(t)) dt) ds 1. 
-x0 
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Since G is convex, submultiplicative and strictly increasing we have 
! 
.x 
G@(x)) < A(x) G(a(x) A - ‘(x)) + B(x) G(b(x) B ‘(x)) 1 c(s) G(u(s)) ds 
. .r” 
It follows from Theorem 1 that 
G@(x)) < A(x) G(a(x) A -l(x)) + B(x) G(b(x) B-‘(x)) 
x [j-IO w(s;x) IA(s) G(a(s)A -l(s)) 
x c(s) +p(s) j” A(t) G(a(t)A -‘(t))[c(t) + q(t)] v(t; s) dt ds . 
. x0 I 1 
Applying G-’ to the both sides of the above inequality we have the desired 
result (23). 
THEOREM 7. Suppose that u(x), a(x), b(x), c(x), p(x) and q(x) are real- 
valued nonnegative continuous functions defined in Q. Let G(r) be a positive, 
continuous, strictly increasing, subadditive and submultiplicative function for 
r > 0, G(0) = 0 and G-’ be the inverse function of G. Let v(s; x) and w(s; x) 
be the solutions of the characteristic initial value problems 
in Q, 
and 
v(s; x) = 1 
on Si =Xi, i = l,..., n, 
- (G(b(s)) c(s) -p(s)] w(s; x) = 0 in Q, 
w(s; x) = 1 
On si =xi, i = l,..., n, 
res,-actively, and let D+ be a connected subdomain of Q which contains x 
suchthatv>Oandw>OforallsED+.tfDcDCand 
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u(x) < u(x) + b(x) G- ’ 
[ 
r c(s) G(u(s)) ds 
-x0 
(24) 
then 
u(x)< G-’ jG(a(x)) + G(W)) [r W-y) (GW)Ms) 
-10 
+p(s) r G(a(t))[c(t) + 4(t)] v(t; s) dt ds 
‘X0 1 11 . (25) 
Proof: Since G is subadditive, submultiplicative and strictly increasing, it 
follows from (24) that 
G(u(x)) < G(a(x)) + G(b(x)) f c(s) G(u(s)) ds 
_ x0 
As in the proof of Theorem 6, by first applying Theorem 1 to (26) and then 
applying G- ’ to both sides of the resulting inequality, we obtain the desired 
result (25). 
THEOREM 8. Suppose that u(x), a(x), b(x), c(x), p(x), q(x), A(X), B(X) 
and G(r) are the functions us defined in Theorem 6. Let v(s; x) and w(s; x) 
be the solutions of the characteristic initial value problems 
(-1)” 23, . . . 8s B”V(s’ x) - B(s) G(b(s) B - ‘(s))[c(s) + p(s) + q(s)] v(s; x) = 0 ” 
in Q, 
and 
v(s;x) = 1 
on si=xi, i = l,..., n, 
- B(s)G(b(s) B-‘(s)) c(s) w(s; x) = 0 in Q, 
w(s; x) = 1 
on si=xi, i = l,..., n, 
respectively, and let D + be a connected subdomain of Q containing x such 
thatr~Oandw~OforallsEDt.IfDcD+ and 
then 
+ B(r) G(b(s) B - ‘(s)) ]-’ q(t) G(u(t)) dr 
x” 
, (27) 
r 
U(X) ,< G-’ 
I 
A(x) G(a(x)A -l(x)) + B(x) G(b(x) B-‘(x)) 
x IL 
1 ‘J w(s; x) 
[ 
A(s) G(a(s) A ‘(s))[ c(s) + p(s) 1 
+ B(s) G(W)Bm’(s))p(s) ).‘A(,t) G(a(t)A -l(t)) 
. 1” 
x [c(t) +p(t) + q(t)] vft; s) dt ds 
1 II 
. 128) 
THEOREM 9. Suppose that u(x), a(x), b(x), c(x), p(x), q(x), G(r) and 
G-‘(r) are the functions as defined in Theorem 7. Let v(s;x) and w(s; x) be 
the solutions of the characteristic initial value problems 
(- ,)” - G(b(s))[c(s) +p(s) + q(s)] v(s: x) = 0 in Q. 
v(s; x) = 1 
on si=xi. i = I,.... n. 
and 
iT”w(s; x) 
(-1)” .& - G(b(s)) c(s) w(s; x) = 0 in Q, 
I .** as, 
w(s; x) = 1 
on si =xi, i = l...., n, 
respectively, and let D ’ be a connected subdomain of Q containing x such 
thatv>Oandw>OforalLsEDt.KfDcD+ and 
u(x) < a(x) + b(x) G-’ j”, c(s) G(u(s)) ds 
+ j;o~(s) (Wr)) + GW)) 1’ q(t) W(O) dt ds 3 ) 1 (29) -x0 
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then 
u(x) < G-’ 
I 
Gb(x>) + ‘D(x)) [ix 4; x) (G(4)Ms) +P(s>> 
-x0 
+ W(S))P(S) fi GW)k(t) +&I 
‘X 
+ q(t)) v(t; s) dt 1 II ds (30) 
4. MORE RESULTS 
In this section we shall establish some interesting hyperbolic integrodif- 
ferential inequalities which can be used as handy tools in the analysis of a 
class of hyperbolic integrodifferential equations. 
THEOREM 10. Suppose that u(x), D, ..- D,u(x), a(x) and b(x) are 
nonnegative continuous functions defined on Q. Let v(s; x) be a solution of 
the characteristic initial value problem 
- [l +b(s)] v(s;x)=O in Q 
v(s; x) = 1 
on si=xi, i = l,..., n, 
and let D + be connected subdomain of Q containing x such that v > 0 for all 
sED+. IfDcD’and 
D, . . . D,u(x) < a(x) + fX b(s) + D, . . . D,u(s)] ds, 
“X0 
then 
+ II0 v(m; W(m)(dm) + h(m)) + a(m)) dm 1 I dt ds, (31) 
40' 
where 
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h(x) = \‘ qxy, x2 ,...) X”) - \- u(xy. x;, x3 ,...) x,) - 
+ ‘.. + (-1)‘-‘y up; )...,. Yy,q+ ,,..‘, s,) 
+ *.. f(-l)“~‘U(X~ (..., x;,>o. (32) 
y u(-$...., -x”, , XJ = u(xY ‘..., x:- , 1 XJ + u(xY ,...) x:: -1, x, _ , , xi) 
+ . . . + U(X,) x; )..., xf). 
ProojI Let 
r-Y 
A(x) = 1 b(s)[u(s) + D, .a- D,u(s)] ds. 
. x0 
Then 
A(x)=0 on xi-x:, i = l,..., n; 
D, ... D,A(x) = b(x)[u(x) + D, .a- D,u(x)] 
(33) 
and 
D, ... D,u(x) < a(x) + A(x). 
Integrating both sides of (34) from x0 to x we obtain 
(34) 
4-d G h(x) + 1:” [a(s) + A(s)] ds, (35) 
where h(x) is the function as defined in (32). It follows from (33), (34) and 
(35) that 
D, -.-D,A(x)<b(x) h(x)+a(x)+A(x)+ IX (a(s)+A(s))ds . 1 (36) . .+J 
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Let 
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B(x) = A(x) t j;. (a(s) t A(s)) ds. 
Then 
B(x) = A(x) on xi=xp, i = I,..., n, 
A(x) < B (x)3 
D, . . . D,B(x) = D, .a- D,A(x) t a(x) t A(x) 
and 
4 ... D,A(x) < b(x)[h(x) t a(x) t B(x)]. 
ThUS 
D, -a. D,B(x) < b(x)[a(x) + h(x) + B(x)] t a(x) + B(x) 
which implies 
D, ... D,B(x) - [l + b(x)] B(x) < b(x)[a(x) t h(x)] t a(x). 
As in the proof of Theorem 1 we obtain 
B(x) <jIo ( u s; x)[b(s)(a(s) t h(s)) + a(s)] ds. 
This and (36) imply 
D, . . . D,A(x) <b(x) a(x) t h(x) t \-r 4s; x)lb(s)Ms) 
. x0 
+ h(s)) t a(s)] ds 
I 
. 
Since A(x) = 0 on xi =x9 for i = I,..., n, it follows from (37) that 
(37) 
Substituting this estimate for A(x) in (34) and integrating both sides from x0 
to x we obtain the desired bound in (31). 
In closing this section, we establish the following interesting and useful 
inequality, which can be applied in some situations. 
4091X6.,2 7 
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THEOREM 11. Suppose that u(x), D, ... D, u(x), a(x), b(x), c(x) and 
p(x) are real-valued nonnegative continuous functions defined on Q. Let 
v(s; x) and w(s; x) be the solutions of the characteristic initial value problems 
- 11 + b(s) + C(S) + P(S)] L~(s; X) = 0 in Q, 
L’(s: x) = 1 
on si = xi, i = l,..., n. 
and 
- 11 + b(s) - c(s)] w(s; x) = 0 in Q, 
w(s; x) = 1 
on si=xi, 
respectively, and let D+ be a connected subdomain of Q 
thatv>Oandw~OforallsEDt.ZfDcDt and 
i = I,..., n, 
containing x such 
D, 
then 
. D,u(x) ,< a(x) + 1 b(s)lu(s) + D, ... D,u(s)l ds 
. x0 
+ IX c(s) 
. 60 
1’ p(t)(u(t) + D, ... D,u(t)l dt) ds, 
_ 60 
. . 
WW + c(t) + E(t)) 
+ c(t) (.I p@@(m) + h(m) + E(m)) dm 
” x0 
where h(x) is the function as defined in Theorem 10 and 
E(x) = j;Io ‘ds: -u) ‘a(S) + b(s)la(s) + h(s)] 1 
+ c(s) [’ v(t; s)( [a(t) + h(t)] 1 b(t) + p(t) 1 + a(r)) dt ds. 
.+J i 
The details of the proof of this theorem closely follow the proofs of 
Theorems 1 and 10 with suitable modifications. We omit the details. 
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5. SOME APPLICATIONS 
In this section, we present some applications of our results to the 
uniqueness, continuous dependence and comparison of the solutions of 
hyperbolic partial differential equations involving n independent variables. 
The applications dealt with here are the analogs of those in Snow [ 15, 161. 
They are not stated as theorems so as to obscure the main ideals with 
technical details. There are many possible applications of the inequalities 
established in this paper, but these presented here are sufficient to convey the 
importance of our results to the literature. 
EXAMPLE 1. (Uniqueness test). We discuss the uniqueness of solutions 
of the hyperbolic partial integrodifferential equation 
f3”u(x) 
3x, . . - axn =f(x, u(x), Nx)), 
(38) 
w(x) =p(x) + f K(x, s. u(s)) ds 
. x0 
with the conditions prescribed on x=x0. Here p, K and f are continuous 
functions of their arguments and such that 
and 
If (xv u(x), w(x)) -“i-(x, f(x), W))I 
< c, [I u(x) - U(x)1 + / w(x) - W(x)1  
(K(x. m(s)) - K(x, s, U(s))1 < c> I u(s) - U(s)1 
for any two solutions u(x) and C(x) of the given equation (38), where c, and 
c2 are positive constants. Let the boundary conditions be such that the given 
boundary value problem (38) is equivalent to the Volterra integral equation 
given by 
u(x) = n(x) + p s, u(s),p(s) + 1’ K(s, t. u(t)) dt ds, 
. 1.0 . I” 1 
where n(x) is continuous. If u(x) and U(x) are two solutions of the given 
boundary value problem, then 
~(x,-ti(x)=j-;~ (f[s, +),P(s) +jl’oKW, WWt] 
s, zqs),p(s) + 1.’ K(s, t, U(t)) dt ds. 
_ x0 I) 
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If x > x0, then 
I u(x) - ii(x>l < r c, 1 u(s) - U(s)1 ds 
x0 
+ ix Cl -s c, I u(t) - ti(t)l dt ds. 
.X0 x0 
Applying Theorem 1 to the above inequality we obtain 1 U(X) - U(x)\ < 0. 
Thus U(X) = G(x), which means there is at most one solution of the problem 
(38). 
EXAMPLE 2. (Continuous dependence test). Let us consider the pair of 
boundary value problems 
D, - .a D, u(x) =.0x, u(x), w(x)) 
w(x) =p(x) + jr K(x, s, u(s)) ds 
(39) 
. x0 
with the given boundary conditions 
and 
D, . -. D, U(x) = F(x, U(x), W(x)) 
W(x) = q(x) + lx; K(x, s, U(s)) ds 
(40) 
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with the given boundary conditions 
v<xy 9 x2 ,***, q)= U,,(x,, . . . .xn), 
Ll(x,, xi, x3,..., x,) = U&I, x3 ,..., x,) ,... , c/(X,,“‘, x,-, , x”,, 
ZZ U&I 1***, x,- I; 
U($, x; 7 x3 3-9 X,> = uzl(X3 v-9 Xn), 
w:, x2,x;, xq,..., XJ= U,,(xz, x‘j ,..., x,) ,..., U(x, ,..., x,-z, xi-, , xi) 
where all functions are continuous on their respective domains of their 
definitions and 
l"ki- ukil G & 
and 
s, W,PW + js ZW, t, U(t)) dtx0 I 
- F s, U(s), q(s) + J“ K(s, t, U(t)> dtII < &, x0 
ImJ, u(r)) - m t, W))l < c, I u(r)-WI, 
I f(s, u(s), w(s)) -f s, U(s) W(s))1 
< c, II u(s) - @)I + I w(s) - W)ll, 
where E, c, and c2 are positive constants. The given boundary value problems 
of (39) and (40) are equivalent o the Volterra integral equations respectively 
given by 
and 
u(x) = h(x) + j;f [s, +),I+)  co 0 t, u(r)) dr] ds 
U(x) = H(x) + j; F [ s, U(s), q(s) + j’ K(s, t, W>)‘df ds, x0 1 
308 CHEH-CHIH YEH 
where h(x) and H(x) are functions similar to those of Theorem 10. Then 
- K’ [ u<x; ,xp , .r - , ,..*, x,) - U(xY, xi, x ,,..., x, ) 
+ 5 124(x;, xi, xy , x, ,...) X”) - U(xf , xy. xg 1 x, )..., x,) 1 
- *a’ + (-1)“~+4(x; ,.*., x;, - qxy ,.... x0,)1 
+ .x 
N 
f 
x0 
s, u(s), P(S) + i5 K(s, t, u(t)) dt 
- .r” 1 
s, U(S), q(s) + j-’ K(s, I, u(t)) dt ds. 
x0 I) 
Adding and substractingfls, U(s),p(s) + jiOK(s, t. U(t)) dr] in the integrand 
we obtain 
I u(x) - U(x)1 < t: I U(XY 1 x2, . . . . x,) - (I(-4, x2 ,..., -vnjl 
+ y lu(xY, x:,x,,..., xn)- U(X~,X~,X,,..., xnjl 
+ . . . + 1 U(XY ,...) xi) - u<xy ,..., x",)I 
+ ix i [ f . .+J s. u(s),P(s) + is K(s, t, u(f)) df - x0 1 
-f s, U(s),p(s) + i” K(s, t, L’(f)) dt ds 
-x0 II 
+ -x 
J I 
f 
fl 
S, U(S)&) + j’ Kb, h U(C)) dt 
x0 I 
s, U(s), q(s) + )_’ K(s, t. U(t)) dt ds 
’ 10 II 
2”- 1 + I-1 (xi-x: +lrOc, Iu(s)- L’(s)(ds 
i=l 1 
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Using Theorem 3 we have 
/u(x) - U(x)( < & 
I 
2” - 1 + fi (Xi - xp, 
i=l 
+ c, --x J ([ 2” - 1 + fi (Si - XP) x0 i=l I 
+ 1’ 2”- 1 f fi ti-x;) 
- x0 [ i=l I 
x (c, + cJ v(t; s) dt 
for x > x0. On a compact set S, the quantity in large braces is bounded by 
some constant M. Therefore lu(x) - U(x)1 <ME on this set S, so that the 
solution of such a boundary value problem depends continuously on f and 
the boundary values. If E -+ 0, then 1 u(x) - U(x)1 + 0 on this set S. 
EXAMPLE 3. (Comparison test). Our last application is an example of 
comparison test. Let us consider the characteristic initial value problem 
D, *** D” u(x) - 4x) u(x) = g(x), 
where all functions involved are continuous, a(x) > 0 andf(x) is prescribed 
on x =x0. Using the boundary conditions, this problem is equivalent o the 
Volterra integral equation 
u(x) = U(x) + I:0 a(s) u(s) ds, 
where V(x) is computed from g and the boundary conditions and we assume 
that U is continuous. Suppose that h(x) and k(x) satisfy 
W) 6 u(x) t lIo 4s) h(s) ds, k(s) > U(x) + j-’ a(s) k(s) ds. 
10 
Applying Young’s result and Remark to h(x) and k(x) we have 
for any solution u(x) of the boundary value problem. This is a comparison 
theorem for the solution u(x). 
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