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Abstract. This series of lectures is planned as a generalization of author’s large
(more than fifteen years) experience of work in the theoretical physics. The suc-
cessful work of physicist-theorist is unthinkable without of good understanding of
topological aspects of physical theory. The modern theoretical physics is based on
the group-theoretical approach which generates the formalism of the principal fibre
bundles and the instanton approach. The latter is based on the Pontrjagin’s degree
of map theorem and this theorem is the original “bridge” between homology and
cohomology theories. This is the rough sketch of connections of modern physics with
modern topological theories. Indeed, these connections are very complicated and
very interesting and are the object of these lectures. The author plans to devote his
two first lectures to fibre bundle theory: this is the foundation on which the modern
physics rests – the theory of gauge groups and the Yang-Mills fields. The idea of con-
nection and curvature (first of all for the principal fibre bundles) will be given also.
The lectures are devoted to the Pontrjagin’s degree of map theorem, to the theories
of monopoles and instantons, to the theory of the topological index of the elliptical
operator. The information accumulated to this moment allows us to apply these
theories to some questions of conformal anomalies and to the topological aspects of
QCD. More comprehensive questions of modern topology (for example the algebraic
(co)homology theories, the theory of the spectral sequences) will be expounded in
the further lectures. On the author’s opinion, these lectures will be useful for the
physicists-theorists of all directions of modern physics.
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Introduction
The author stated already his purposes in the abstract. He wants to add here that
these lections are the extract of the beautiful monographs (on the author’s opinion these
books are the best in the sphere of the modern mathematics in the XX century) of the
authors which names are the actually legendary names in the modern mathematics: M.M.
Postnikov, A.N. Maltsev, A.S. Schwartz, S. Kobayashi, K. Nomizu, R.M. Switzer, F. Hirze-
bruch, R.S. Palais, R. Solovay, M.F. Atiyah, R.T. Seely and many others.
1. Fibre Bundles
The main principle of gauge field theories is the invariancy of the action under the
gauge (local) transformations. These transformations form as a rule the Lee group with
the algebra Lee.Therefore we should begin our story from the general definition of the Lee
group and the Lee algebra.
Definition 1.1. [1] The Lee group this is the group which is in the same time is the
smooth manifold such that the group operation (a, b)→ ab−1 ∈ G ; a, b ∈ G is the smooth
map from G×G in G.
Let us denote as La (Ra correspondingly) the left (the right correspondingly) displace-
ments on G realised with the element a ∈ G :Lax = ax (Rax = xa correspondingly)
for every x ∈ G. Then we can define the inner authomorphism ad a for a ∈ G as a
(ada)x = axa−1 and for every x ∈ G. This authomorphism is called the adjoint autho-
morphism .
Definition1.2. The tangential vector field X on G is called the left-invariant (the right-
invariant correspondingly) if it is invariant with respect to all the left displacements La
(the all right displacements Ra correspondingly).
We always consider the above vector field X as a differentiable field.
Definition 1.3. We define the Lee algebra g of the group Lee G as a set of the all left-
invariant vector fields on G with the usual adding, with the multiplication on the scalar
and with the Lee bracket. As a vector space g is isomorphic to the tangent space Te(G)
in u . This isomorphism is given with the map which associates the vector Xe, the value
X in e to the field X ∈ g.
One can consider also [2,p17] the notion of the topologic group. It is sufficiently then
to consider the maps in the definition 1.1 as a continuous maps only. The category of the
topologic groups is the more weak category then the Lee groups.
We define in conclusion of our ”Lee group” theme what it is the free (effective) action
of the Lee group on the manifold M.
We say that G acts free(correspondingly effective) if Rax = x for all x ∈ M (for the
some x ∈ M correspondingly) involves a=e. After our definitions of the Lee groups and
the Lee algebras we can devote ourselves to the study of the fibre bundle theory.
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Definition 1.4. [2,p.13] The triad
(1.1) ζ = (E, π,B)
where E and B are the topologic spaces and π : E → B is the continuous map (the map
”on”) is called the fibre bundle over B. The space B is called the base of the fibre bundle
ζ, the space E is called the total space of the fibre bundle ζ ,and the map π is called the
(canonical) projection of the fibre bundle ζ.
Definition 1.5. The counterimage of the arbitrary point b ∈ B : F = π−1(b) is called the
fibre of the fibre bundle ζ over the point b .
Definition 1.6. The fibre bundle ζ = (E, π,B) is called the fibre bundle with the typical
fibre if the fibres F1,F2 where b1, b2 ∈ B are homeomorphic.
Now we give the classification of the fibre bundles which are very important for the
physicist- theorist.
The trivial fibre bundle.
Definition 1.7. The fibre bundle ζ = (E,B,F , π, ) is called the trivial fibre bundle if it is
equivalent to the some direct product, i.e. it exists the topologic map λ : E → BxF where
F is the topologic space; and the fibre over the point b ∈ B in the fibre bundle (E,B,F , π
turns into the fibre over the same point in the fibre bundle (BxF , B,F , π1) .
The principal fibre bundle[1] .
Let M be the manifold and let G be the Lee group. The principal fibre bundle over M
with the structural group G consists of the manifold P and the action of the group G on P
which satisfies to the following conditions :
(1) G acts free on P to the right (the free action of the group G it is the such action
of the group G when Rax = x for the some x ∈ M involves a=e ). We can write
down this action as a
(2.1) (u, a) ∈ P ×G→ ua = Ra ∈ P
(2) M is the factor-space for P by the equivalence relation which is induced with the
group G.Thus M is divided onto the equivalence classes with respect to the group G.
These equivalence classes are called the orbits of the group G. This notion has the
great importance in theoretical physics, since it is translated on the language of the
Hamiltonian formalism [3] as a classes of the equivalent trajectories which set forms
the physical sector of the theory.One can write down M= P/G. We consider usually
the case of the smooth manifold M, hence the canonical projection π : P → M is
smooth ;
(3) P is local trivial ,i.e. the every point x ∈ M has the neighbourhood U such that
Ψ = π−1(U) → U × G is the diffeomorphism,which is called the trivialisation. If
we define the map
(3.1) φ(u) := π−1(u)→ G
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which satisfies the conditions
(4.1) φ(ua) = φ(u)a
for every u ∈= π−1(U) and a ∈ G, that Ψ(U) = (π(U), φ(U)).
One denotes the principal fibre bundle usually as P (M,G, π) or P(M,G) or P.
The fibre of the principal fibre bundle is the orbit of the group G over the fix point a ∈M .
Basing on this definition of the principal fibre bundle we can[1] now give the definition
of the trivial principal fibre bundle .
Let again the manifold M and the group G be given, and G acts again free on P =M×G
to the right.
The map (x, a) ∈M ×G→ (x, ab) ∈ M ×G exists for every b ∈ G with Rb. The such
obtained principal fibre bundle is called the principal trivial fibre bundle .
The definition of the principal trivial fibre bundle allow us to discuss briefly (the com-
plete discussion will follow after the introduction of the connections on the principal trivial
fibre bundle ). So,we have according to the definition of the principal trivial fibre bundle
the direct product of the (smooth) manifold M and the Lee group G acting on M as a
(local) gauge transformations which would leave the action of the theory invariant . Let
the manifold M be for simplicity the Minkowsky space. This is the situation of the all gauge
theories which not include the gravitation. The structure of the direct product induces on
the total space of the principal trivial fibre bundle the some topology different from the
topology of the flat Minkowsky space. One can construct always the some metrical space
isomorphic to this direct product. The latter has its local metrics in the every point which
is determines in fact with the structure of the Lee group G .
The very beautiful historical example of the such approach to the principal trivial fibre
bundle is the Kalutza-Klein theory which was the one from the attempts to unite the
general relativity with the electromagnetism into the one theory. The electromagnetic
field was considered in this theory as a fifth supplementary co-ordinate such that the circle
of the radius of Planck length intersects the Minkowsky space.We have in this case in the
some neighbourhood of the fixed point of the Minkowsky space the some direct product of
this neighbourhood (which is isomorphic to the open ball with the centre in above point)
on the sphere S1 and this direct product generates the following metrics :
With account of the fifth supplementary co-ordinate we use the indexes µˆ : µˆ =
0, 1, 2, 3, 5 for these co-ordinates. Here as usual µ = 0, 1, 2, 3 the Minkowsky indexes
and µ = 5 is the index correspond to the fifth co-ordinate.
Then according to the Oscar Klein’s supposition (1926 y.) we can represent the metrics
of this five-dimensional world as a
(5.1) gˆµˆνˆ =
(
gµν − φAµAν −φAµ
−σ Aν − φ
)
where Aµ are the vector electromagnetic potential and φ is the scalar potential. Thus we
can see as the structure M × S1 generates in this model the non-trivial metrics of the
four-dimensional world. We ought to pay here the especial attention on the character of
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the components gˆµ,5 and gˆ5,µ which are the projections of the fifth co-ordinate on the
four-dimensional world.
This theory is somewhat naive, it has a lot of the shortcomings, but this conception
of the direct product ( and the sphere S1 is isomorphic to the U(1) group of the two-
dimensional rotations ) is applied to the principal trivial fibre bundle as for the U(1)
gauge theory,- for the electromagnetism ,as for the nonabelian Yang-Mills theories. The
idea of the sphere S1 of the Planck radius was the first example in the history of mod-
ern physics of the application of the compact extra dimensions to the description of the
gauge field theory.This idea of the compactification found its application later on: with the
development of the strengs and p-branes theories.
The author is familiar with the people which apparently were the pioneers in the inves-
tigation of the spontaneous compactification of the extra dimensions in the striengs and
p-branes theories. This is the scientific leader of my postgraduate studentship V.I. Tkach.
The above investigations are the fruit of the joint work of D.V.Volkov which to his death in
1996 y. was at the head of the Kharkov school of the theoretical physics , V.I. Tkach and
D.P.Sorokin. It will useful to recommend our reader the works [4],[5] of these authors or
the very interesting work[6] of I.P.Volobuev,Ju.A.Kubyshin , J.M.Mourao and G.Rudolph.
I want to note in conclusion of this theme that the understanding of the four-dimensional
structure of the total space E of the principal fibre bundle is the main part of such theories.
The author want to dwell also on the global symmetries. There are the such transforma-
tions which group parameters ǫ are not depend on the space co-ordinates. It is means, on
the language of the principal trivial fibre bundle, that we (for example for the Minkowsky
space) deals with the direct product of the base space M and the some constant . If we
fix the some point p ∈ M and consider the open ball-shaped neighbourhood Ur of this
point then the typical fibre over p is the constant and we have the topology of the general
cylinder over Ur. This is the geometrical sense of the global symmetries.
If the principal fibre bundle P(M,G) is given that the action of the group G on P
generates the homomorphism between the Lee algebra of the group G and the Lee algebra
of the vectors fields X (p).
We hope that our reader is acquainted with the features of the vectors. Then we can
devote ourselves to the following consideration.
Let φ be the some gauge transformation on M. On the other hand exists always the
integral curve x(t) ∈ M to which the vector X is touched in the point x0 x(t) where t is
the parameter of this curve. The fixing of the point x0 is equivalent to the choice of the
integration constant, i.e to the fixing of the Cauchy condition . We shall denote this vector
X as a Xx(t0).
Let us introduce now the one-parameter group φtof the (smooth ) transformations in
M as a such map R ×M → M : (t, p) ∈ R ×xM → φt(p) ∈ M which satisfied the t
one-parameter group φtof the (smooth ) transformations in M as a such map R ×M →
M : (t, p) ∈ R ×xM → φt(p) ∈M which satisfied the following conditions:
(1) The map φt : p→ φt(p) is the transformation in M for every t ∈R ;
(2) φt+s(p) = φt(φs(p)) for every t, s ∈ R and p ∈M .
The every one-parameter group φt generates the vector field X on the following way. Xp
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is the vector tangential to the curve x(t) = φt(p) for the every point p ∈ M . This curve
as we already this know is it the orbit of the point p in p = φ0(p). The orbit φt(p) is the
integral curveof the field X issued from p.
The local one-parameter group of the local transformations can be defined analogous
with the additional condition that φt(p) is defined for the t in the neighborhood of 0 and
p belongs to the open set in M. More precisely: let Iǫ be the open interval (−ǫ, ǫ) and U
is the open set in M.
Definition 1.8. The local one-parameter group of the local transformations defined on
Iǫ × U is the map Iǫ × U →M which satisfied the following conditions:
1a. φt : p→ φt(p) is the diffeomorphism U onto the open set φt(U) in M for every t ∈ Iǫ
2a. if t, s, t+ s ∈ Iǫ and p, φs ∈ U then
(6.1) φt+s(p) = φt(φs(p))
The local one-parameter group of the local transformations as in the case of the one-
parameter group of the transformations induces the vector field X defined on U.
It is very interesting to prove the contrary statement.
Theorem1.1. Let X be the vector field on the manifold M. There exist the neighbourhood
U, the positive number ǫ and the local one-parameter group of the local transformations
φt : U →M, t ∈ Iǫ for every point p0 ∈M which generate this X.
Remark. We shall say that X generates the local one-parameter group of the local trans-
formations φt in the neighbourhood of the point p0. If the (global)one-parameter group of
the local transformations generated X exists on M that we say that X is the complete field
. If φt(p) is defined on Iǫ ×M for the some ǫ that X is complete.
Proof. Let u1, ...un be the local co-ordinate system in the neighbourhood W of the point
p0 such that u
1(p0) = ... = u
n(p0) = 0. Let X =
∑
ξi(u1, ...un)(∂/∂ui)be in W. Let us
consider the following system of the usual differential equations:
(7.1) df i/dt = ξi(f1(t), ...fn(t)), i = 1, ..., n
with the unknown functions f1(t), ...fn(t). According to the basic theorem for the systems
of the usual differential equations it exists the only set of the functions f1(t, u), ...fn(t, u)
defined for u = (u1, ...un) with |uj | < δ1 and for |t| < ǫ1 which forms the solution of the
differential equation for the every fixed u and satisfies the initial conditions:
(8.1) f i(0; u) = ui
Let us put φt(u) = (f
1(t, u), ..., fn(t, u)) for |t| < ǫ1 and u ∈ U1 = (u; |u
i| < δ1). If |t|, |s|
and |t+s| all less than ǫ1 and both u and φs(u) are in U that the functions g
i(t) = f i(t+s; u)
as it is easy to see are the solutions of the differential equation with the initial data
gi(0) = f i(s; u). Because of the unique solution we have gi(t) = f i(t;φs(u)). So we
proved that φt(φs(u)) = φt+s(u)). Since φ0 is the identical transformation in U1 then
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there exist δ > 0 and ǫ > 0 that fit(u) ⊂ U1 for U = u : |u
i| < δ) and |t| < ǫ. Hence
φ−t(φt(u)) = φt(φ−t(u) = φ0(u) = u. Thus φt is the diffeomorohism on U for |t| < ǫ
and therefore φt is the local one-parameter group of the local transformations defined on
Iǫ × U according to the definition 1.8. It is evident from the construction of fit that fit
generates the vector field X in U. 
The every physicist-theorist know the very important example of the such local one-
parameter group of the unitary local transformations U(1) which we seen already when we
considered the Kalutza-Klein theory . This is the group of the rotations in the flat (x,y) or
on the complex flat C1. This group is isomorphic [7] to the circle S1 which is characterised
with the angle φ, 0 ≤ φ≤2π and the unitary matrix e
iφ corresponds to this angle. Namely
this matrix is the function φt of the theory considered by us above.
We shall now adduce (without of proof) the following result which defines ,in fact, the
Lee derivative for the local one-parameter group of the local transformations (we hope by
this that our reader know the basic features of the differential forms;else he can study our
further course where these features will stated).
Theorem 1.2. Let X and Y be the vector fields on M. If X induces the local one-parameter
group of the local transformations φt then
(9.1) [X, Y ] = lim
t→0
1
t
[Y − (φt)∗Y ]
where φ∗ is the authomorphism of the algebra D(M) of the differential forms on M
More precisely,
(10.1) [X, Y ]p = lim
t→0
1
t
[Yp − (((φt)∗Y )p], p ∈M
We take this limit with respect to the natural topology of the tangential vector space Tp(M).
Let us now define the tensor fields on M.
Let Tx = Tx(M) be the tangential space to the manifold M in the point x and T(x) is
the standard tensor algebra over Tx : Tx =
∑
T rs(x) where T
r
s(x) is the tensor space of
the (r,s) type over T(x).
Definition 1.9. The tensor field of the (r,s) type on the subset N ⊂M is the juxtaposition
of the tensor Kx ∈T
r
s(x) to the every point x ∈M . We take Xi = ∂/∂xi, i = 1, ..., n as a
basis for the every tangential space Tx, x ∈ U in the co-ordinate neighbourhood U with the
local co-ordinate system x1, ...xn ; we introduce also the dual basis ωi = dxi : i = 1, ..., n
as a dual basis in T ∗x . (so we introduce first the differential form upon which we shall much
dwell in the future).
The tensor field K of the (r,s) defined on U then expressed as
(11.1) Kx =
∑
Ki1...irj1...jsXi1
⊗
...
⊗
Xir
⊗
ωi1
⊗
...
⊗
ωjs
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where Ki1...irj1...js are the functions on U which are called the components for K with respect
to the local co-ordinate system x1, ...xn. We say that K is the field of the Ck class if all
its components are the functions of the Ck class;of course it is necessary to check that this
notion is not depends on the local co-ordinate system . It is easy to do.
Let us transform the above basis Xi and its dual basis ω
i as
(12.1) Xi =
∑
j
Aji X¯j
(this transformation generates the corresponding transformation of the dual basis). Then
the components of the Ki1...irj1...js transform as
(13.1) K¯i1...irj1...js =
∑
Ai1j1 ...A
ir
js
Bm1j1 ...B
ms
js
Kk1...krm1...ms
by this transformation. If we substitute now the matrix (Aij) from (12.1) onto the Jacobian
matrix of the two local co-ordinate systems then we shall prove this. We shall understand
the tensor field of the C∞ class as a tensor field by the further consideration. The tensor
of the r-type is called the contravariant tensor and the tensor of the s-type is called the
covariant tensor .Any vector is the tensor of the r=1 or s=1 type.
We now introduce the Lee derivative in the terms of the tensor field K. Let X be the
vector field on M and φt is the local one-parameter group of the local transformations
induced X (we suppose that our reader knows the features of the tensor algebra).
Definition1.10. Let us suppose for simplicity that φt is the global one-parameter group
of the transformations on M. Then φt is the authomorphism of the tensor algebra T (M)
for every t. Let us set
(14.1) (LXK)x = lim
t→0
1
t
[Kx − (φ˜K)x]
The map LX of T (M) on itself which moves K in LXK is called the Lee differentiation
with respect to X.
Let us prove the following features of the Lee derivative.
Theorem 1.3. The Lee differentiation LX with respect to the vector field X satisfied the
following conditions:
(1) LX is the differentiation for T (M), i.e. it is linear and satisfied the equality
(15.1) LX(K
⊗
K ′) = (LXK)
⊗
K ′ +K
⊗
(LXK
′)
for all K,K ′ ∈ T (M) ; LX preserves the type of the tensor ;
(2) LX commutes with the every contraction of the tensor field;
(3) LXf = Xf for every function f ;
(4) LXY = [X, Y ] for every vector field Y.
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Proof. It is evident that LX is linear. Let φt be the local one-parameter group of the local
transformations generated with the field X. Then
LX(K
⊗
K ′) = lim
t→0
1
t
[K
⊗
K ′ − φ˜t(K
⊗
K ′)]
= lim
t→0
1
t
[K
⊗
K ′ − (φ˜tK)
⊗
φ˜tK
′)]
= lim
t→0
1
t
[K
⊗
K ′ − (φ˜tK)
⊗
K ′)]
+ lim
t→0
1
t
[(φ˜tK
′)− (φ˜tK)
⊗
(φ˜tK
′)]
= (lim
t→0
1
t
[K − (φ˜tK)])
⊗
K ′
+ lim
t→0
(φ˜tK)
⊗ 1
t
[K ′ − (φ˜tK)])
= (LXK)
⊗
K ′ +K
⊗
(LXK
′)
Since φ˜t preserves the type of the tensor and commutes with the every contraction then
LX has the same features. If f is the function on M then
(16.1) (LXf)(x) = lim
t→0
1
t
[f(x)− f(φ−1t (x))] = − lim
t→0
1
t
[f(φ−1t x)− f(x)]
If we note that φ−1t = φ−t is the local one-parameter group of the local transformations
generated with the field X that we obtain LXf = −(−X)f = Xf . And the last point of
the theorem is the reformulation of the theorem 1.2. 
We shall prove now the some more theorem which will very useful for the Lee groups
theory.
Theorem 1.4. Let φ be the transformation on M. If the vector field X induces the local
one-parameter group of the local transformations φt then the vector field φ ∗X whereφ∗ is
the authomorphism of the algebra D(M) of the differential forms on M, induces φ◦φt◦φ
−1.
Proof. It is evident that φ ◦ φt ◦ φ
−1 is the local one-parameter group of the local trans-
formations. This should show that it generates the vector field φ ∗ X . Let us consider
the arbitrary point p in M and q = φ−1(p). Since φt induces X the vector Xq ∈ Tq(M)
touches with the curve x(t) = φt(q) in q=x(0).Hence the vector
(17.1) (φ ∗X)p = φ ∗ (Xq) ∈ Tp(M)
touches with the curve y(t) = φ ◦ φt(q) = φ ◦ φt ◦ φ
−1(p) 
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Corollary 1.5. The vector field X is invariant with respect to the action of φ,i.e.
φ ∗X = X when φ is commutes with φt only .
Let us return again to the Lee groups and the Lee algebras.
The every A ∈ g generates the (global)one-parameter group of the transformations in
G. Really if φt is the local one-parameter group of the local transformations generated with
A (as this was explained in the theorem 1.1)and φte, where e is the unit element of the Lee
group G is defined for |t| < ǫ then one can define φta at |t| < ǫ for every a ∈ G as La(φte)
(this definition is correct because of the corollary 1.5 and since A ∈ g is the left-invariant
vector. Since φta is defined for |t| < ǫ and for every a ∈ G then φta is defined at |t|∞
for every a ∈ G .Let us set at = φte. Then at+s = atas for every t, s ∈ R according to
the definition of the one-parameter group of the local transformations.We shall call at the
one-parameter subgroup inG generated with the element A. The other characteristic of at
is the fact that it is the unique curve in G such that its tangential vector a˙t in at is equal
to LatAe and a0 = e.In other words this is the unique solution of the differential equation
a−1ta˙t = Ae with the initial condition a0 = e. Let us denote a1 = φ1e as expA.Then
exp tA = at for all t. The map A → expA from g into G is called the exponential map .
The U(1) group is the one example of the such construction.
The every authomorphism φ of the Lee group G induces the authomorphism φ∗ of the
Lee algebra g. Really if A ∈ g then φ ∗ A is again the left-invariant vector field and
φ ∗ [A,B] = [φ ∗ A, φ ∗ B] for A, b ∈ }. In particular the above map ada : x → axa−1
generates the authomorphism in } for every a ∈ G. We denote this authomorphism also
as ad a. The representation a → ada, a ∈ G is called the adjoint representation of the
Lee group G in }. We have (ada)A = (Ra−1)∗A for every a ∈ G and A ∈ }, since
axa−1 = LaRa−1x and A is left-invariant. Let A,B ∈ } and φt is the one-parameter group
of the transformations in G induced with A. Let us set at = exp tA = φt(e) as above.Then
φt(x) = xat for x ∈ G. According to theorem 1.2
(18.1) [B,A] = lim
t→0
1
t
[(φt∗B −B] = lim
t→0
1
t
[ad(a−1t )B −B]
Let now the Lee group G acts from the right on the manifold M, then we introduce the field
A* which is such connected with the field A ∈ g. The action of the local one-parameter
subgroup of the local transformations at = exp tA in the general Lee group G induces as
this was explained in the theorem 1.1 the vector field A* on M.
Theorem 1.6. The Lee group G acts now from the right on the manifold M. The map
σ : A ∈ g → A∗ ∈ X (M) (where X (M) is the standard vector algebra on M) is the
homomorphism of the Lee algebras.If G acts effective on M that σ is the monomorphism
g → X (M). If G acts free on M that σ(A) is nowhere equal to zero on M for every non-zero
A ∈ g .
Proof. Let us note firstly that we can define σ as following.Let σx be the map a ∈ G →
xa ∈ M for every x ∈ M .Then (σx)∗Ae = (σA)x .Hence σ is the linear map from g in
X (M). That we should show that σ commutes with the Lee bracket. Let us suppose that
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A,B ∈ g and A∗ = σA;B∗ = σB; at = exp tA. According to theorem 1.2. we have
(19.1) [A∗, B∗] = lim
t→0
1
t
[B ∗ −RatB∗]
Since Rat ◦ σxa−1t
(c) for c ∈ G, we obtain denoting the differential with the same letter:
(20.1) (RatB∗)x = Rat ◦ σxa−1t
Be = σx(ad(a
−1
t )Be)
whence
[A∗, B∗] = lim
t→0
1
t
[σxBe − σx(ad(a
−1
t )Be)]
= σx(lim
t→0
1
t
[Be − ad(a
−1
t )Be])
= σx([A,B]e) = (σ[A,B])x
because of the formula for [A,B] in the terms of the ad G. Thus we proved that σ is the
homomorphism from the Lee algebra g into the Lee algebra X (M). Let us suppose that
σA = 0 everywhere on M. This means that the one-parameter group of the transformations
Rat is trivial,i.e.Rat is the identical transformation on M for every t. If G is effective on
M then at = e for every t,hence A=0 and σ is indeed the monomorphism. In conclusuon
we should to prove the last point of the theorem. Let us suppose that σA is equal to zero
in some point x ∈M . Then Rat leaves x immovable for every t. If G acts free on M then
at = e for every t,hence A=0. 
Thus we described briefly the principal fibre bundles and ascertained the connection
between the Lee algebras g and X (M). This will need us by study of connections at this
fibre bundle.
The following type of the fibre bundles which we shall study is the vector fibre bundle .
We cite here the monograph [2] of M.M.Postnikov.
Let K be the field of the
a. real numbers R;
b. or the complex numbers C;
c. or the quaternions H ;
d. or the octaves O .
(These fields are the object of the most interest for the physicist-theorist).
Definition 1.11. The triad
(21.1) ζ = (E, π,B)
which consists of the topologic spaces E,B and of the continuous map
(22.1) π : E → B
is called the vector fibre bundle over the field K if:
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a. the set
(23.1) F = π−1(b)
i.e.the fibre over the arbitrary point b ∈ B is the linear vector space over K;
b. (the condition of the local triviality).Always exists the open covering U of the space
B and the such homeomorphism φα : Uα×R
n → EUα where EUα = π
−1Uα that the diagram
(24.1)
Uα×R
n φα✲ EUα
❅
❅❅❘  
  
✠
Uα
is commutative for every point (b, x) ∈ Uα×Rn and φα(b, x) ∈ Fb (lied in the fibre over
the point b).;
c. the map φa,b :R
n → Fb which is defined with the formula φa,b(x) = φα(b,x),
x ∈Rn is the isomorphism of the linear spaces.
Remark. The left arrow in this commutative diagram is the natural projection (b, x)→ b
of the direct product Uα×R
n on the first factor of this direct product and the right
arrow(the map πα) is the restriction of the projection π on the fibre Fb.
We have the evident parallel between the principal and the vector fibre bundles.The
above interpretation of the direct product Uα×R
n (where we now take the open ball Br
of the radius r (in the usual metric space!) as a such neighbourhood Uα ) as a cylinder
constructed in this neighbourhood is acceptable in the both cases.
Definition 1.12. The dimension n of the vector fibre bundle ζ is called the rank of this
bundle. We shall denote it as dim ζ or dim Kζ.
Definition1.13. The above homeomorphism φα is called the trivialisation of the vector
fibre bundle ζ over the open set Uα. The latter is called the neighbourhood of the triv-
ialisation. The pair (Uα, φα) is also called the trivialisation in the some literature. The
covering which consists of the neighbourhoods of the trivialisation is called the covering of
the trivialisation. The family {Uα, φα};α ∈ I where I is the family of the indexes is called
the atlas of the trivialisation.
Definition 1.14. The map
(25.1) S : B → E
which satisfies the relation
(25.1a) π ◦ s = Id
where Id is the identical map ,is called the section of the fibre bundle ζ .
This definition is universal for all kinds of the fibre bundles.
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It is evident that the map S : B → E is the section of the vector fibre bundle ζ if and
only if s(b) ∈ Fb for the arbitrary point b ∈ B, i.e. if we choose the vector s(b) in every
fibre Fb. This is the reason to call the sections of the vector fibre bundle ζ the ζ-vector
fieldson B.
The section of the vector fibre bundle ζ has the following properties: a. the formulas
(26.1) (S1 + s2)(b) = S1(b) + s2(b)
(26.1a) (λs)(b) = λs(b)
define the sections s1 + s2 and λs of the vector fibre bundle ζ correspondingly for the
arbitrary point b ∈ B and λ ∈ K. Therefore the set Γζ of all sections of the vector fibre
bundle ζ isthe linear space over the field K (all this is evident from the definition 1.11 of
the vector fibre bundle); b.the formula
(27.1) (fs)(b) = f(b)s(b)
defines the section fs ∈ Γζ for the arbitrary continuous function f on B, and the lineal
Γζ is the module over B and over the algebra FKB of all continuous functions with their
values on K.
Remark. We want to remind our reader the standard features of the module over the
field K (loo ,for example the monograph [8] of A.I.Maltsev).
The module over the some ring K is the abelian group A for which one introduces the
multiplication on the elements of the ring K has the following properties ( for example this
is the left module with respect to the ring K)
(28.1a) λ(a+ b) = λa+ λb
(28.1b) (λ+ µ)a = λa+ µa
(28.1c) (λµ)a = λ(µ)a
for λ, µ ∈ K and a, b ∈ A.
The vectors is one of examples of the modulees .
The module is called unitary if 1.a = a, a ∈ A.
Definition 1.15. The triad (Eu, πu, B) where Eu = π
−1
u ; πu = π|u is evidently also the
vector fibre bundle for every subspace U ⊂ B. This triad is called the part of the vector
fibre bundle ζ over U and is denoted as ζ|u. If U is the neighbourhood of the trivialisation
then every trivialisation φ : U × Kn → EU defines the sections s1, ...sn in Γ(ζ|u) which
operate according to the formula
(29.1) si(b) = φ(b, ei), i = 1, ..., n
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where e1, ..., en is the standard basis of the space K
n. Since the vectors si(b) form the
basis of the linear space Fb the every section s : U → EU sets the functions s
1, ...sn on U
satisfied the formula
(30.1) s(b) =
n∑
i=1
si(b)si
The now stated theory together with the definition 1.11 of the vector fibre bundle allow
the immediate interpretation in the vector analysis and in the theory of the differential
operators.
For example if we interpret now the functions si(b) as a ∂/∂xi then we can interpret
s(b) as a linear combination of the partial derivatives. This interpretation will stand us in
good stead by study of the topological index theory.
We shall give now the two very important examples of the vector fibre bundles.
Example 1. The trivial vector fibre bundle.
The triad (B × V, π, B) for the arbitrary topologic space B and for the arbitrary linear
n-dimensional space V over the field K where π : B×V → B is the projection of this direct
product of the first factor is the vector fibre bundle from the definition 1.11. The covering
of the trivialisationU consists now of the U = B and the trivialisation φ : B×Kn → B×V
is defined with the choice of the standard basis e1, ..., enin V and is given with the formula
φ(b, x)=(b,α−1(x)) for b ∈ B and x∈Rn where α : V → Kn is the co-ordinate isomorphism
corresponded to the basis e1, ..., en.
Example 2. The tangential vector fibre bundle.
Let X is the smooth n-dimensional manifold.T X is the manifold of the tangential vectors
on X and π : T X → X is the natural projection which compares the point p ∈ X to every
vector A ∈ T X. In definition the fibre π−1(p), p ∈ X of the projection π is the tangential
space TpX and the every chart (U,h) of the manifold X where U belongs to the covering
of X defines the chart (TU,Th of the manifold TX for which TU =
⊔
p∈UTpX = π
−1U
and the map Th :TU → R2n is given with the formula Th (A)=(x1, ..., xn, a1, ..., an) for
A ∈TU where x1, ..., xn are the co-ordinates of the point p = π(A) in the chart (U,h) and
a1, ..., an are the co-ordinates of the vector A in the basis
(31.1) (
∂
∂x1
)p, ..., (
∂
∂xn
)p
of the space TpX It is convenient to replace the map Th onto the map
(h−1 × id)◦Th :TU → U×Rn
acting according to the formula
(32.1) A→ (p, a¯); p = π(A); a¯ = (a1, ..., an)
Let φh : U×R
n →TU be the opposite map:
φh(p, a¯) = a
i ∂
∂xi p
; p ∈ U ; a¯ ∈Rn
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Note that the formula (31.1)coincides in fact with the formula (30.1) for the linear
combination of the partial derivatives.
The map φh is the homeomorphism which closes the commutative diagram
(33.1)
U×Rn φh✲ TU
❅
❅❅❘  
  
✠
U
Thus φh is the trivialisation of the fibre bundle (TX,π,X) over the neighbourhood U.
So the triad τX =(TX,π,X) is the vector fibre bundle of the rank n ,and it is denoted
as τX or τ(X).
We also grounded in this example the correctness of the formula for the partial deriva-
tive.
In definition exists always the open covering U of the base space B in the some vector
fibre bundle ζ = (E, π,B) consisted of the neighbourhoods of the trivialisation. Let now
Uα and Uβ be the two crossed elements of this open covering. Then the map
(34.1) φβα = φ
−1
β,b ◦ φα,b : K
n → Kn
where φα,b and φβ,b are the maps R
n →Fb induced with the trivialisations φα : Uα ×
Kn →EUα and φβ : Uβ×K
n → EUβ from the definition 1.11 is defined. This map is linear
and has always the opposite map. These matrices (and all the matrixes in general!) forms
the linear group GL(n;K) over the field K. Therefore the formula
(35.1) φβα : b→ φβα(b)
sets the some map
(35.1a) φβα : Uα
⋂
Uβ → GL(n;K)
which is called the map (or the function ) of the transition from φα to φβ .
Lemma 1.7. The map
(36.1) φ : U → GL(n;K)
of the topologic space U into the group GL(n;K) is continuous if and only if the map
(36.1a) φˆ : U ×Kn → Kn
given with the formula φˆ(b,x)= φ(b)x ;b ∈ U ; x ∈ Kn is continuous.
Proof. It is evident that if the map φ is the map φˆ is then the map φˆ is also continuous.
On the conrary let the map φˆ is continuous. Then all the maps U → Kn of the form
(37.1) φi : b→ φ(b)Ei, i = 1, ..., n
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where as usually E1, .., En is the standard basis of the space K
n.Hence all the maps U → K
of the form
(38.1) φji : b→ φ
j
i (b), i, j = 1, ..., n
where φji (b) are the components of the vector φ(b)Ei are also continuous. The remark that
the numbers φji (b) form the matrix φ(b) ∈ GL(n;K) completes this lemma. 
The map φˆ at U = Uα
⋂
Uβ and φ = φβα is non other then the composition pr:◦(φ
−1
β ◦
φα) of the homeomorphism φ
−1
β ◦φα : U×K
n → U×Kn and the projection pr: U×Kn →
Kn. This is the cause why the map φˆ is continuous. Hence according to lemma1.7 the
map φβalpha is also continuous.
Thus all the maps of transition φβα are the continuous maps .
The set of all the maps U → G for all the sets U and every group G is the group with
respect to the operations
(39.1) φ→ φ−1, (φ, ψ)→ φψ
defined with the formulas
(39.1a) φ−1(b) = φ(b)−1, φψ(b) = φ(b)ψ(b), b ∈ U
Remark. We should not confuse φ−1 with the opposite map and φψ with the composition
of maps.
If U is the topologic space and G is the topologic group and the maps φ and ψ are
continuous then one can prove that the maps φ−1 are also continuous.
In particular we can define the map φ−1βα : Uα
⋂
Uβ →GL(n;K) for the map φβα :
Uα
⋂
Uβ →GL(n;K) and the map
(40.1) (φγβ |U )(φβα|U ) : U → GL(n;K)
for the maps φβα and fiγβ in the case when Uα
⋂
Uβ
⋂
Uγ 6= ∅ where U = Uα
⋂
Uβ
⋂
Uγ .
It follows, straightly from the definition of the maps φβα and the usual features of the
matrices that
(41.1) φ−1βα = φαβ
on Uα
⋂
Uβ and
(41.1a) φγβfiβα = φγα
on Uα
⋂
Uβ
⋂
Uγ for every indexes α, β, γ for which Uα
⋂
Uβ
6= ∅ and Uα
⋂
Uβ
⋂
Uγ 6= ∅ correspondingly.
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Definition 1.16. Let B be the topologic space, G be the topologic group and U = {Uα}
be the open covering of the space B. The family φ = {φβα} of the continuous maps
(42.1) φβα : Uα
⋂
Uβ → G
defined for the some indexes α, β for which Uα
⋂
Uβ 6= ∅ is called the matrix cocycle over
the group G of the covering U if it satisfies the relations (41.1,41.1a)
Thus we see that every vector fibre bundle ζ = (E, π,B) defines the some matrix cocycle
φ = {fiβα} for every covering of trivialisation Uof the space B.
We shall call this cocycle -the gluing cocycle of the vector fibre bundle ζ and shall denote
it with the symbol φζ .
Theorem 1.8. Let B be the topologic space, U be its open covering andφ = {φβα} be
the some matrix cocycle over the group GL(n;K) of the covering U . Then exists up to
isomorphism the unique vector fibre bundle ζ of the rank n with the base B,with the covering
of trivialisation U and with the gluing cocycle φ.
Proof. . Let us prove firstly that this vector fibre bundle is unique.The statement that two
vector fibre bundles ζ = (E, π,B) and ζ ′ = (E′, π′, B) with the covering of trivialisation
U have the same gluing cocycle φ means that there exist the such trivialisations
(43.1) φα : Uα ×K
n → EUα , φ
′
α : Uα ×K
n → E ′Uα
for these fibre bundles that for the some indexes α, β with Uα
⋂
Uβ 6= ∅ the following
equality is correct :
(44.1) φβ
−1 ◦ φα = φ
′
β
−1
◦ φ′α : (Uα
⋂
Uβ)×K
n →: (Uα
⋂
Uβ)×K
n
Therefore the equality
(45.1) φ′β ◦ φ
−1
β = φ
′
α ◦ φ
−1
α : EUα
⋂
Uβ → EUα
⋂
Uβ
is also correct.
Hence the formula
(46.1) f(p) = (φ′α ◦ φα
−1)(p)
for p ∈ EUα , i.e. for π(p) ∈ Uα, defines correct the some map f : E → E
′ which is the
isomorphism of the vector fibre bundles ζ → ζ ′ ( The isomorphism φ of the two fibre
bundles ζ → ζ ′ is defined with the following commutative diagram
(47.1)
E
φ
−−−−→ E′
π
y π′y
B
φ¯
−−−−→ B′
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We set φ¯ = id in our case; we can write down this commutative diagram with the expression
π′ ◦ φ = φ¯ ◦ π which will have the large important in the future. Thus φ¯ is continuous
automatic. If φ¯ is continuous then the fibre map φ is called the morphism ζ → ζ ′ of the
two fibre bundles. And if the both φ and φ¯ are the homeomorphisms then the morphism
ζ → ζ ′ is called the isomorphism of the two fibre bundles ζ and ζ ′ )
Let us prove now that the vector fibre bundles ζ exists. Let us consider firstly the
disjunctive joining up
(48.1) E˜ =
⊔
α
(Uα ×K
n)
of the spaces Uα×K
n. Let us denote the point (b,x) ∈ Uα×K
n of the space E˜(b ∈ Uα, x
∈ Kn ) as (b ,x)α and let us introduce in E the relation ∼ considering that (b,x)α ∼ (c,y)β
for b ∈ Uα, c ∈ Uβ; x,y ∈ K
n when and only when c=b and y=φβα(b)x , i.e. when y
and x belong to the same orbit of the group GL(n;K). It is follows immediately from these
relations that this is the equivalence relation. Let E is the corresponding factor-space of
the space E˜ supplied with the corresponding factor topology.
We want to remind of our reader what is this the factor topology- the very important
point of the lot of the topological theories.
If [9] the some topologic space X and the some equivalence relation E on X and the map
q : X → X/E are given ( the map q associates the every point x ∈ X with its equivalence
class [x] ∈ X/E ). If we search for the goodtopology then we demand quite reasonable that
q should be continuous. There exist the most fine topology in the class of all topologies
with respect to which the map q is continuous ; this is the family of all sets U ∈ X such
that q−1(U) is open in X. This topology is called the factor topology .
Now we can continue prove the theorem. The formula
(49.1) π[b,x]α = b, b ∈ B, x ∈ K
n
where α is the such index that b ∈ Uα and [b,x]α is the equivalence class of the point
(b,x)α defines correct the continuous surjection
(50.1) π : E → B
The formula
(51.1) φα(b,x) = [b,x]α, b ∈ Uα, x ∈ K
n
for every α defines the continuous map of the fibres
(52.1) φα : Uα ×K
n →: EUα
where : EUα = π
−1Uα is the subspace of the space E consisted of all points of the class
[b,x]α, b ∈ Uα,x ∈ K
n.Furthermore it is easy to see that the formula
(53.1) [b,x]α → (b,x), b ∈ Uα, x ∈ K
n
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defines correct the continuous map EUα → Uα × K
n opposite to the map φα. Therefore
φα is the homeomorphism of the fibres.This means that the triad ζ = (E, π,B) satisfies
definition 1.11(in the position b.)
In order to satisfy the positions a.and c.of definition 1.11 let us note that the fibre Fb
of the map π in the some point b ∈ B consists as we proved this above of all points of the
class [b,x]α where α is the arbitrary index for which b ∈ Uα.If besides that x ∈ Uβ (this is
real because of the standard local diffeomorphism Uα → R
m, m ≤ n) then [b,x]α = [b,y]β
where y = φβα(b)x. Since the map φβα(b) : R
n → Rn is linear the formulas
(54.1) [b,x]α + [b,y]α = [b,x+ y]α,x+ y ∈ K
n
(55.1) λ[b,x]α = [b, λx]α, x ∈ K
n
define correct the structure of the linear space in Fb. This proves the positions a.and c of
the definition 1.11.
Thus ζ is the vector fibre bundle and the maps φα are its trivialisations.Besides that
(56.1) (φ−1β ◦ φα)(b,x) = φ
−1
β [b,x]α = φ
−1
β [b, φβα(b)x]β = (b, φβα(b)x)
for every point (b,x) ∈ Uα
⋂
Uβ and therefore the gluing cocycle φζ of this vector fibre
bundle is this cocycle φ = [φβα]. 
The described construction explains in particular why the cocycle φζ is called the gluing
cocycle. The maps φβα formed this cocycle by the analogous reasons are called the gluing
functions .
The theorem 1.8 reduces the vector fibre bundles to its matrix cocycles still not com-
pletely since the cocycle φζ depends on the choice of the trivialisations φα and can turn
out the other at the other choice of the trivialisations.
However one can control easy this ambiguity.
Let {φα : Uα × K
n → EUα} and {φ
′
α : Uα × K
n → EUα} be the two system of the
trivialisations of the vector fibre bundle ζ over the same covering of trivialisation U = {Uα}
. Then the formula
(57.1) γα(b) = φ
−1
α,b ◦ φ
′
α,b : K
n → Kn, b ∈ Uα
for every α defines the some map
(58.1) γα : Uα → GL(n;K)
which is connected with the homeomorphism
(59.1) φ−1α ◦ φ
′
α : U ×K
n → U ×Kn
with the relation
(60.1) (φ−1α ◦ φ
′
α)(b)x) = (b, γα(b)x), b ∈ Uα, x ∈ K
n
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therefore because of the lemma 1.7 it is the continuous map.
According to the construction
φ′βα(b) = φ
′
β,b
−1
◦ φ′α,b =
= φ′β,b
−1
◦ φβ,b ◦ φβ, b
−1◦
◦φα,b ◦ φ
−1
α,b ◦ φ
′
α,b =
= γ−1β (b) ◦ φβα(b) ◦ γα(b)
i.e.
(61.1) φ′βα = γ
−1
β φβαγα
in the group of all continuous maps Uα
⋂
Uβ → GL(n;K) (where of course we mean under
γα and γβ theirs restrictions on Uα
⋂
Uβ). Formula defines the group automorphism of the
group GL(n;K).
Definition 1.17. We shall say that two cocycles φ = {φβα} and φ
′ = {φ′βα} of the
covering U over the group G are cohomological if there exist the such continuous maps
(62.1) γα : Uα → G
that the relation (61.1) is fulfilled for every indexes α, β with Uα
⋂
Uβ 6= ∅
The just proved statement mean in this terminology that the gluing cocycles of the same
vector fibre bundle ζ corresponded the different trivialisations φα (but the same covering of
trivialisation U ) are cohomological .
The relation of cohomology of cocycles is evident the relation of equivalence.The corre-
sponding classes are called the cohomology classes of the covering U over the group G. We
shall denote the cohomology class of the cocycle φ with the symbol [φ] and the set of all
cohomology classes of the covering U over the group G with the symbol H1(U : G).
Remark. We shall expound in our further lections the notion of the cohomology classes
for the differential forms. This is the other notion then the cohomology classes for the
covering U over the group G, but the idea of the equivalence classes underlains in the both
theories. We can also note that the set H1(U : G) has not the group structure in contrast
to cohomology group of the differential forms as we shall make sure in this.
The following theorem is now evident.
Theorem 1.9.. The formula
(63.1) ζ → [φ]
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sets the bijective accordance between the set of the equivalence classes of the isomorphical
vector fibre bundles ζ of the rank n over the space B had the given covering of trivialisation
U and the set H1(U ;G).
We can add to said in the theorem 1.9 the following remark. The every cocycle φ′ =
{φ′βα} cohomological to the gluing cocycle φ of the vector fibre bundleζ is also the gluing
cocycle of this vector fibre bundle(corresponding to the some new trivialisations φ′α : Uα ×
Kn → EUα). Really if the cocycle φ = φζ corresponds to the trivialisations φα : Uα×K
n →
EUα ,and the equalities of the type (61.1) where γα are the maps takes place then setting
(64.1) φ′α(b,x) = φα(b, γα(b)x), b ∈ Uα, x ∈ K
n
we obtain the trivialisations φ′α : Uα ×K
n → EUα to which corresponds the cocycle φ
′
Exists always the labelled element [E ] in the every setH1(U : G) which is the cohomology
class of the cocycle E consisted of the constant maps Uα
⋂
Uβ → G every of which maps
the all set Uα
⋂
Uβ in the unit e of the group G. It is easy to prove that the trivial vector
fibre bundleθnB corresponds to the class [E ] in the case G= GL(n;K).
Remark. If the covering U ′ is inscribed in the covering U (i.e. U ′α ⊂ Uβ for every indexes
α, β ) then the operation of the maps restriction defines the injective map H1(U ;G) →
H1(U ′;G) which we can consider as an embedding . This allows us to introduce in consid-
eration the joining up of the sets H1(U ;G) over the all open coverings U of the space B.
This joining up is denoted as H1(B;G) and is in the bijective correspondence with the set
of the equivalence classes of the local trivial G- fibre bundles ( at G= GL(n;K) there are
the vector fibre bundles of the rank n over the space B).
Thus the latter remark builds the bridge between the principal (or the local trivial G-
fibre bundles) and the vector fibre bundles.This bridge allows us to consider theK-theory
- the very beautiful modern theory which will the base of our consideration of the theory
of the topologic index of the elliptical operator.
But we must firstly define the two utterly important notions had the crucial significance
in all topology. There are the notions of the functor and the cellular spaces . It is better
to familiarize oneself with these notions by the monograph [10] of Robert M.Switzer.
So, let us consider the notion of the functor .
Definition 1.18.. The category consists of the :
(1) some class of objects (for example, spaces,groups, etc.;
(2) sets hom (X,Y) of the morphisms defined on X and with theirs values in Y for every
ordered pair of objects X and Y; if f ∈ hom (X,Y) then we write down f : X → Y
or X
f
−→ Y ;
(3) map hom (Y,Z)× hom(X,Y) → hom (X,Z) called the composition set for the or-
dered triad (X,Y,Z) of objects; if f∈ hom(X,Y) ,g ∈ hom(Y,Z) then the image of
the pair (g,f) in hom (X,Z) denotes as g◦f
The two axioms must be fulfilled by this :
C1. If f ∈ hom(X,Y) ,g ∈ hom(Y,Z),h ∈ hom(Z,W) then h ◦ (g ◦ f) = (h ◦ g) ◦ f .
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C2. It exists the such morphism 1Y ∈hom(Y,Y) for every object Y that we have 1Y ◦g = g
and h ◦ 1Y = h for the some morphisms g∈ hom(X,Y) and h ∈ hom(Y,Z).
Remark. The considered above morphism of the two fibre bundles is the one of the
examples of morphisms.
Definition 1.19. The functor from the category E in the category D is the correspondence
which :
(1) compares the object F (X) ∈ D to the every object X ∈ E ;
(2) compares the morphism F(f) ∈ hom D( F(X), F(Y) ) to the every morphism f ∈
homE(X,Y).
The two axioms must be fulfilled by this :
F1. The equality F (1X) = 1F (X) takes place for every object X ∈ E .
F2.
(65.1) F (g ◦ f) = F (g) ◦ F (f) ∈ homD(F (X), F (Z))
for every f ∈ homE(X,Y) ,g ∈hom E(Y,Z).
The dual to functors notion of cofunctors is also very important in the many applications
of differential topology.
Definition 1.20. The cofunctor F* from the category E in the category D is the corre-
spondence which :
(1) compares the object F*(X) ∈ D to the every object X ∈ E ;
(2) compares the morphism
(66.1) F ∗ (f) ∈ homD(F ∗ (Y ), F ∗ (X))
to the every morphism f∈hom E(X,Y).
The two axioms must be fulfilled by this :
CF1. The equality F ∗ (1X) = 1F∗(X) takes place for every object X ∈ E .
CF2.
(67.1) F ∗ (g ◦ f) = F ∗ (f) ◦ F ∗ (g) ∈ homE (F ∗ (Z), F ∗ (X))
for every f ∈ hom E(X,Y) ,g ∈ homE(Y,Z)
Let us now consider the cellular spaces.
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Definition 1.21.. The cell division K of the some space X is the family K= {enα : n =
0, 1, 2...;α ∈ Jn}, of the subsets in X indexed with the nonnegative integer numbers n and
the elements α from the set of indexes Jn. The set e
n
α is called the cell of the dimension n.
Let us set Kn = {erα : r ≤ n, α ∈ Jn}. If we consider the category T of all topologic
spaces and all continuous maps then we consider in definition that Kn = ∅ for n¡0. If we
consider the category T R of all topologic spaces with the labelled points ( the labelled point
-it is the point x0 ∈ X chosen in X for the some purposes, for example this is the origin
of the co-ordinates)and all continuous maps preserved the labelled points then we consider
the labelled point x0 as a cell of the dimension −∞ and K
n = {{x0}}, n < 0.The set K
n
is called the n-dimensional frame of the division K
Let us set |Kn| =
⋃
r≤n
α∈Jn
erα. Let us note that |K
n| is the subspace in the space X while
K is the family of cells only. Let us introduce the following denotations :
(68.1) e˙nα = e
n
α
⋂
|Kn−1|
(68.1a) e◦nα = e
n
α − e˙
n
α
for every cell enα.
The set e˙nα is called the boundary of the cell e
n
α, and e
◦n
α is called its interior. One
demands that K should satisfies the following conditions:
(1)
(69.1) X =
⋃
nα
enα = |K|
(2)
(69.1a) e◦nα
⋂
e◦nβ 6= ∅ ⇒ n = m, α = β
(3) it exists the surjective map
(69.1b) fα
n : (Dn, Sn−1)→ (eα
n, e˙nα)
( Dn is the n-dimensional unit disk and Sn−1 is the (n-1)-dimensional unit sphere
bounds this disk ) for every cell enα which maps homeomorphic D
◦n
α on e
◦n
α .
The map fnα is called the characteristic map of the cell e
n
α.
It is follows from condition (69.1b) that every cell enα is the compact subset in X therefore
it is closed since we suppose that X is the Hausdorff space ( every compact subset is closed
in the Hausdorff space, look for example [9] ).The conditions (69.1),(69.1a) mean that X
is the nonconnected joining up of the interiors e◦nα ( one can prove this with the help of
the induction by the frames).
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Definition 1.22 .. Let us set
(70.1) dimK = sup{n : Jn 6= ∅}
The number K can be equal to ∞ :
The cell emβ is called the direct border of the cell e
n
α if e
◦m
β
⋂
enα 6= ∅. Thus every cell e
n
α
is the direct border itself, and if emβ is the other direct border then m < n. The cell e
m
β is
called the borderof the cell enα if it exists the such sequence of the cells
(71.1) emβ = e
m0
β0
, em1β1 , ..., e
ms
βs
= enα
that every cell emiβi is the direct border of the e
mi+1
βi+1
, 0 ≤ i < s. The cell is called the
principal if it is not the border of any other cell. For example if dim K= n < ∞ then all
the n-dimensional cells are principal.
Remark. In general e◦nα is not the open set in the space X. Furthermore even the interiors
of the principal cells are not always the open sets. It is connected with the very bad
topology of the some infinite cellular divisions.
Definition 1.23. We shall say that the structure of the cellular space is given on X if it
has the cellular division with the following features :
(1) every closed cell has the finite number of the direct borders only;
(2) X has the weak topology generated with the division K , i.e. the subset S ⊂ X is
closed if and only if when the intersection S
⋂
enα is closed in
enα( for every n and every α ∈ Jn).
Since the characteristic map fnα induces the homeomorphism between e
n
α and the factor-
space Dn/ ∼ (the denotation (X,A) means always that we consider the pair A ⊂ X with
the closed subspace A ∈ X where A is squeezed in the point); x ∼ y if and only if when
fnαx = f
n
αy then it is follows from the (2) of definition 1.23 that S ⊂ X is closed if and
only if when the countrimages (fnα )
−1S are closed in the disk Dn for every n, α. Besides
that it is evident that the interiors of the principal cells are the open sets in the cellular
space.
We shall call usually X the cellular spaceif one can introduce on it the some structure
K of the cellular space. Let us note that if X permits even the one cellular structure then
one can introduce on it the many of such structures.
The conception of the cellular spaces suggested first by J.H.C.Whitehead [11] has the
broad application in the modern mathematics. It is appropriate to mention here the sim-
plexes: it is in fact the cellular division of the metrical space. We shall discuss this notion in
detail in the future, but we want to mention here the great role of simplexes in the theoret-
ical physics, namely in general relativity.It is Regge calculation,i.e.the approximation of the
some space-time manifold with this cellular division [12]. The consideration of the continu-
ous defformations of the simplexes
( of the Planck size) led S.Hawking [13] to the hypothesis of the space-time foam with the
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configuration of the gravitational instantons corresponded to the minimum of the grav-
itation’s action.This theory has the great future affecting all the directions of modern
theoretical physics. The author of this lections has his point of view on the problem of the
space-time foam and the gravitational instantons which he will state may be in the visible
future. One can add to this theme that the S.Hawking’s discovery of the space-time foam
and the gravitational instantons was the event in the modern physics equal by importance
to the Einstein’s discovery of the general relativity. I think that we in the 21 century
shall estimate the all significance of S.Hawking’s discovery. So we described the necessary
mathematical apparatus which we shall apply now for the study of K-theory.
First of all we note that the cellular spaces forms the category RW of the cellular
spaces with the labelled points and the continuous maps preserved the labelled points (
the labelled points here is the additional, but the important for our statement assumption).
The general category RT of all spaces with the labelled points and the continuous maps
preserved the labelled points will also necessary us later on.
Definition 1.24. The homotopy of the space X in the space Y is the continuous map
F : X × I → Y where I is the unit interval [0,1]. The homotopy F defines the map Ft :
X → Y given with the formula Ft(x) = F (x, t), x ∈ X for every t ∈ I. Let f, g : X → Y
be the some maps. One says that f homotopic g (and one writes down f ≃ g) if it exists
the such homotopy F : X × I → Y that F0 = f and F1 = g. In other words the maps f
and g are homotopic when and only when f is deformed continuously in g by means of the
some family Ft.Let A be the some subspace in X. The homotopy F is called the homotopy
relatively A (or the homotopy rel A) if F(a,t)=F(a,0) for all a ∈ A, t ∈ I.
Let us prove now the one small but very important theorem about the relation of
homotopy.
Theorem 1.10. The relation of homotopy is the relation of equivalence.
Proof. The feature f ≃ f is obvious: we must take F(x,t)= f(x) for all x ∈ X, t ∈ I.If
f ≃ g and F is the homotopy from f to g then the map G : X × I → Y given with the
formula G(x, t) = F (x, 1− t), x ∈ X, t ∈ I is the homotopy from g to f therefore fg ≃ f .
Let now F be the homotopy from f to g and G is the homotopy from g to h. Then the
homotopy H defined with the formula
(72.1) H(x, t) =
{
F (x, t), 0 ≤ t ≤ 1
2
,
G(x, 2t− 1), 12 ≤ t ≤ 1
sets the homotopy from f to h. 
Thus the relation ≃ divides the set of all continuous maps F : X → Y on the equivalence
classes.These equivalence classes are called the homotopic classes ;the corresponding set of
all homotopical classes is denoted as [X;Y].The homotopical class of the continuous map
f : X → Y is denoted as [f].
The notion of homotopy is the one from the most of important notions in the modern
mathematics. We shall use it very broadly in our lections, for example this notion is the
crucial detail of the proof of Pontrjagin theorem about degree of map.
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The just introduced notion of homotopy and theorem 1.10 allow us to consider the new
category RW ′. This category is obtained from the category RW , but now we consider
as a continuous maps (morphisms!) the homotopic classes [X;Y].Then we define the com-
position [g] ◦ [f ] as [g ◦ f ] for given [f ] ∈ hom (X,Y), g ∈ hom (Y,Z). It is easy to check
that the morphism [g] ◦ [f ] is defined correct and the axioms C1 and C2 are fulfilled (as a
consequences of theorem 1.10 ).
We introduce similarly the category RT ′,- the homotopical category for all labelled top-
logical spaces and the continuous maps which preserve the labelled points. This category
has the above features of the homotopical classes.
Definition 1.25. The morphism φ : ζ → ζ ′ of the two principal fibre bundles is the
such pair of the maps φ : E → E′, φ : B → B′ that π′ ◦ φ = φ ◦ π where π, π′ are the
corresponding projections of the principal fibre bundles ζ and ζ ′ ,and φ(e, g) = φ(e)g for
all g ∈ G, e ∈ E. The notion of equivalence of the two principal fibre bundles ζ and
ζ ′ is introduced on the following way. One say that the two principal fibre bundles are
equivalent if there the exists the such morphisms φ : ζ → ζ ′, ψ : ζ ′ → ζ that B=B’ and
φ ◦ ψ = ψ ◦ φ = 1. The definition of the equivalence of the two vector fibre bundles has
the same construction.
The following series of the theorems and the definitions continues this construction.
Definition 1.26. One say that the map π : E → B has the feature of the covering
homotopy relatively the space X if it exists the such homotopy F : X × I → E for every
map f : X → E and the every homotopy G : X × I → B that f = F0 and π ◦F = G. The
homotopy F is called the lift of the homotopy G.
Definition 1.27. The family of the trivialisations of the principal fibre bundle ζ forms
the atlas {(Uα, φα)} (φα : Uα × G → π−1Uα is the trivialisations of the principal fibre
bundle ζ.
Lemma 1.11. Let ζ is the principal fibre bundle over the space B.Then one can compare
the only set of cocycles ζ¯ = (Uα, φαβ)to the every atlas {(Uα, φα)} for which
(73.1) φβ(b, g) = φα(b, φαβ(b)g), b ∈ B, g ∈ G
where φαβ : Uα
⋂
Uβ → G are now the cocycle over the group G , and this distinguishes
this construction from the was for the vector fibre bundles with the linear group GL(n;K).
The proof of this lemma is analogous to the proof of the theorem 1.8 and we shall
not produce this proof here.Our reader can familiarize himself with this proof by the
monograph [10].
Lemma 1.12. If ζ¯ , ζ¯ ′ are the two sets of cocycles associated according to lemma 1.11 with
the atlases {(Uα, φα)}; {(U
′
γ, φ
′
γ)} of the principal fibre bundles
ζ = (B, π, E,G) , ζ ′ = (B′, π′, E′, G), and if φ : ζ → ζ ′ is the morphism of these fi-
bre bundles then it exists the only morphism of the sets of cocycles r : ζ¯ → ζ¯ ′ that r¯ = φ¯
(where r¯ = B → B′)and
(74.1) φ ◦ φα(b, g) = φ
′
γ(φ¯)(b), rγα(b)g), b ∈ Uα
⋂
Uβ , g ∈ G
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Proof. The maps
(75.1) θγα = φ
′
γ
−1
◦ φ ◦ (φα|(Uα
⋂
φ¯−1U ′γ)×G) : (Uα
⋂
φ¯U ′γ)×G→ U
′
γ)×G
for the some indexes α, γ satisfy the condition πU ′γ ◦ θγα = φ¯ ◦ πUα
⋂
φ¯−1U ′γ
and, therefore,
have the form θγα(b, g) = (φ¯(b), hγα(b, g)) for the some hγα : (Uα
⋂
φ¯−1U ′γ)×G→ G.
Whence
(76.1) φ ◦ φα(b, g) = φ
′
γ(φ¯(b), hγα(b, g)), b ∈ Uα
⋂
φ¯−1U ′γ , g ∈ G
But then φ′γ(φ¯(b), hγα(b, g)) = φ ◦ φα(b, g) = (φ ◦ φα(b, 1)) ◦ g = φ
′
γ(φ¯(b), hγα(b, 1) ◦ g =
φ′γ(φ¯(b), hγα(b, 1)g) hence hγα(b, g) = hγα(b, 1) ◦ g. Thus the condition will fulfilled if we
shall set rγα(b) = hγα(b, 1) for b ∈ Uα
⋂
φ¯−1U ′γ . Let ζ¯ = {Uα, φαβ}, ζ¯
′ = {U ′γ , , φ
′
γσ}.Then
φ′γ(φ¯(b), rγα(b)φαβ(b)g) = φ ◦ φα(b, φαβ(b)g) =
= φ ◦ φβ(b, g) = φ
′
σ(φ¯(b), rσβ(b)g) = φ
′
γ(φ¯(b), φ
′
γ(φ¯(b), φ
′
γσ(φ¯(b))rσβ(b)g)
for all b ∈ Uα
⋂
Uβ
⋂
φ¯−1U ′γ
⋂
φ¯−1U ′σ whence
(77.1) rγα(b)φαβ(b)g = φ
′
γσ(φ¯(b))rσβ(b)g
Therefore r = {rγα} is the morphism of the sets of cocycles. 
Remark. The demand
(78.1) φα(b, g) = φα(b, 1) ◦ g, b ∈ Uα, g ∈ G
is the additional demand to definition of the principal fibre bundle. This demand is correct
when it exists the continuous homotopy which connects the element g ∈ G with the unit
1 of the group G, i.e. when g belongs to the connection’s component of the unit 1.
Theorem 1.13. Let ζ = (B, π, E,G), ζ ′ = (B′, π′, E′, G) are the two principal fibre bun-
dles with the atlases {(Uα, φα)} , {(U
′
γ, , φ
′
γ)} and the associated sets of cocycles ζ¯ , ζ¯
′. It
exists the morphism φ → φ′ of the principal fibre bundles induced the some morphism
r : ζ¯ → ζ¯ ′ of the sets of cocycles.
Proof. We set φ¯ = r¯ = B → B′ and define the map φ : E → E′ as following: if e ∈ E; e =
φα(b, g) and π(e) ∈ Uα
⋂
φ¯−1(U ′γ) then φ(e) = φ
′
γ φ¯(b), rγα(b)g) according to lemma 1.12.If
besides that π(e) ∈ Uβ
⋂
φ¯−1(U ′σ) then e = φβ(b, φβα(b)g) and
φ′σ(φ¯(b), rσβ(b)φβα(b)g) = φ
′
σ(φ¯(b), φ
′
σγ(φ¯(b))rγα(b)g =
= φ′γ φ¯rγα(b), g) = φ(e)
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thus φ(e) is defined correct.Since the restriction φ|π−1(Uα
⋂
φ−1(U ′γ)) is the composition
π−1(Uα
⋂
φ¯−1(U ′γ))
φ−1α−−→ (Uα
⋂
φ¯−1(U ′γ))×G
(φ¯,rγα)×1
−−−−−−→
(φ¯(Uα)
⋂
U ′γ)×G×G
1×µ
−−→ (φ¯(Uα)
⋂
U ′γ)×G
φ′γ
−→ π′(φ¯
−1
(Uα)
⋂
U ′γ)
(where µ : G×G→ G is the group multiplication) then it is evident that φ is continuous.
We have π′ ◦ φ(e) = π′ ◦ φ′γ φ¯rγα(b), g) = φ¯(b) = φ¯ ◦ π(e). Since eh = φα(b, g)h = φα(b, gh)
then φ(eh) = φ′γ(φ¯(b), rγα(b)gh) = φ
′
γ(φ¯(b), rγα(b)g)h = φ(e)h for h ∈ G, e ∈ E.Thus φ is
the morphism of the two principal fibre bundles. In conclusion since according to the defini-
tion of φ takes place the equality φ ◦φα(b, g) = φ
′
γ φ¯(b), rγα(b), g), b ∈ Uα
⋂
φ−1(U ′γ), g ∈ G
then φ generates the morphism r = {rγα} of the sets of cocycles. 
Theorem 1.14. Let ζ¯ = (Uα, φαβ) is the some set of cocycles for the space B and the
topologic group G .Then there exist the such principal fibre bundle ζ = (B, π, E,G) and
the such atlas {(Uα, φα)} forζ that ζ¯ is the set of cocycles associated with this atlas.
The proof of this theorem is also analogous to the proof of the theorem 1.8 and we refer
our reader again to the monograph [10].
The general definition 1.17 of the two cocycles over the group G and the definition 1.25
of the equivalence classes of the principal fibre bundles generates the following theorem :
Theorem 1.15. It exists the bijective correspondence between the equivalence
classes of the principal fibre bundles over the base B and the cohomology classes from
the definition 1.17 . One can describe this correspondence as following: if ζ is the some
principal fibre bundle then the fixed cohomology class[φζ ] of the principal fibre bundle ζ is
compared to the some atlas of the fibre bundle ζ.
Proof. If φ : ζ → ζ ′ is the equivalence of the principal fibre bundles then lemma 1.12
supplies us the morphism r(φ) : ζ¯ → ζ¯ ′. Sinceφ¯ = 1B then this morphism is the equivalence
of the sets of cocycles. Therefore the above correspondence is defined correct.
Let now ζ¯ be the some set of cocycles. According to theorem 1.14 it exists the such
principal fibre bundle ζ with its atlas {(Uα, φα)} that ζ¯ is the set of cocycles associated
with this atlas. Thus the above correspondence is surjective.
Let ζ, ζ ′ be the such two principal fibre bundles that ζ¯ and ζ¯ are equivalent. Let us
denote this equivalence as r : ζ¯ → ζ¯ ′. According to theorem 1.13 it exists the morphism
φ : ζ → ζ ′ induced r. In particular φ¯ = 1B. Besides that takes place the morphism
r−1 : ζ¯ ′ → ζ¯ seted with the formula r−1 = {r−1γα}.The morphism of the fibre bundles
associated with r−1: φ−1 : ζ ′ → ζ is the contrary to φ. Really the equalities φ−1 ◦ φ ◦
φα(b, g) = φ
−1φ′γ(φ¯(b), rγα(b)g) = φα(b, r
−1
γα(b)rγα(b)g) = φα(b, g) whence φ
−1 ◦ φ = 1.
One can prove analogous that φ ◦ φ−1 = 1. Therefore,ζ ≃ ζ ′ and thus our correspondence
is injective. 
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Corollary 1.16. Let φ : ζ → ζ ′ be the such morphism of the two principal fibre bundles
over B that φ¯ = 1B. Then φ is the equivalence.
Proof. It is obvious that the morphism r(φ) : ζ¯ → ζ¯ ′ of the sets of cocycles associated with
φ is the equivalence . 
Let us consider now the following construction. Let ζ = (B, π, E,G) is the principal fibre
bundle over B and f : B → B′ is the some map. Let us construct the principal fibre bundle
f ∗ζ induced from the fibre bundle ζ as following.Let E′ = {(b′, e) ∈ B′×E : f(b′) = π(e)}.
Let us define the map π′ : E′ → B′ supposing π′(b′, e) = b′. If f ′ : E′ → E is the map
given with the formula f ′(b′, e) = e then the following diagram is commutative:
(79.1)
E′
f ′
−−−−→ E
π′
y πy
B′
f
−−−−→ B
This commutative diagram is like to the commutative diagram (47.1)
The action of the group G on E’ is defined with the rule (b′, e)h = (b′, eh), h ∈ G. Let
{(Uα, φα)} is the atlas for ζ. Then {f
−1Uα, f
′
α)} is the atlas for f ∗ ζ = (B
′, π′, E′, G)
where
(80.1) φ′α : f
−1Uα ×G→ π
−1′(f−1Uα)
have the form f ′α(b
′, g) = (b′, fα(f(b
′), g)), b′ ∈ f−1Uα, g ∈ G.It is evident that if ζ ≃ ζ
′
then f ∗ ζ ≃ f ∗ ζ ′.
We can define the fibre bundle f ∗ ζ in the terms of cocycles as following. If (Uα, φβα)
is the set of cocycles for ζ then f−1Uα, φβα ◦ f is the set of cocycles for φ¯ ∗ ζ .
This definition ”works” both for the principal and the vector fibre bundles. We must
substitute simply the arbitrary topologic group for the case of the principal fibre bundles
onto the GL(n;K) group in the case of the vector fibre bundles.
Theorem 1.17. Let φ : ζ → η be the morphism of the vector fibre bundles;then it exists
the morphism ψ : ζ → φ¯ ∗ η with ψ¯ = 1B. Therefore according to corollary 1.16 modified
on the case of GL(n;K) group takes place the equivalence of the fibre bundles ζ ≃ φ¯ ∗ η .
Proof. Since ψ¯ = 1B we can set φ¯∗η = (B
′, π′, E′, G) where E′ = {(b, e) ∈ B×Eη : φ¯(b) =
πη(e)}(our reader must compare these formulas with above diagram for their understanding
). Let us define now the map ψ : Eζ → E
′ setting ψ(e) = (πζφ(e)). Since pη ◦ φ(e) =
φ¯◦πζ(e) for all e ∈ Eη then it is obvious that ψ(e) ∈ E
′.It easy to check that π′◦ψ = πζ and
ψ(eh) = (πζ(eh), φ(eh)) == (πζ(e), φ(e)h) = (πζ(e), φ(e))h = ψ(e)h, h ∈ G ( the equality
πζ(eh) = πζ(e) follows from the definition of the projection π ). Thus ψ is the morphism
of the fibre bundles with ψ¯ = 1B , i.e. it is the equivalence of the fibre bundles. 
The following definition which is necessary now from the considered construction de-
scribes the new type of the fibre bundles,- the associated fibre bundle .Thus our classification
of the fibre bundles is replenished now with the new representative.
30 LEONID D. LANTSMAN
Definition 1.28. One can compare the associated fibre space ζ[Y ] with the fibre Y to
the principal fibre bundle ζ .It constructed as following . Let us define the right action G
on E × Y supposing (e, y)g = (eg, g−1y), g ∈ G, e ∈ E, y ∈ Y . Let EY = E × Y/G. Let us
denote {e, y} the image of the point (e,y) in EY . Then {eg, y} = {e, gy} for g ∈ G . Let
us set the map πY : EY → B with the formula πY {e, y} = π(e). Since π(eg) = π(e) for
g ∈ G then πY is defined correct. It is easy to see that it is continuous. If {(Uα, φα)}is the
atlas for ζ, let us define the atlas {(Uα, ψα)} for ζ[Y ] = (B, πY , EY , Y ) supposing
(81.1) ψα(b, y) = {φα(b, 1), y}, b ∈ Uα, y ∈ Y
The map ψα is continuous and satisfies the condition πY ◦ ψα = πUα . The composition
(82.1) π−1(Uα)× Y
φ−1α ×1−−−−→ Uα ×G× Y
1×ρ
−−→ Uα × Y
where ρ : G×Y → Y is the action of the group G on Y generates the map π−1Y (Uα → Uα×Y
contrary to ψα.
If Y = Kn then the formula r{e, v} + s{e′, v′} = {e, rv + sg−1v′} where e’g =e, g ∈
GL(n;K); r, s ∈ K sets the structure of the vector space on the fibres of ζ[Kn]. The all
ψα are linear on the fibres relatively this structure.
Theorem 1.18.. Let ζ, ζ ′ be the two principal fibre bundles . It exists the bijective corre-
spondence between the morphisms φ : ζ → ζ ′ and the sections s of the fibre bundle’s space
[E′] defined with the rule φ 7−→ sφ where sφ(b) = {e, φ(e)} for every e ∈ π
−1(b) ( the left
action of the group G on E’ is given with the formula ge′ = e′g−1, e′ ∈ E′, g ∈ G).
Proof. . Let us show firstly that the map sφ is defined correct. Really if e˜ ∈ π
−1(b) is the
some element of the fibre over b different from e then it exists always the such g ∈ G that
e˜ = eg and {e˜, φ(e˜} = {eg, φ(eg)} = {eg, φ(e)g} = {e, φ(e)}. Further, sφ is continuous, so
long as it is none other than the map E/G→ E ×E′/G induced with (1, φ) and group G
is always topological, i.e. continuous in our theory.It is evident that πE′ ◦ sφ = 1B .
Let us suppose that s : B → EE′ = E ×E
′/G is the section for the projection πE′ .The
composition s◦π ought to have the form e 7−→ {e, φs(e)} with the some map φs : E → E
′.If
g ∈ G then {eg, φs(e)g} = s ◦ π(e) = s ◦ π(eg) = {eg, φs(eg)} whence φs(eg) = φs(e)g for
e ∈ E, g ∈ G. Let φ¯s : B → B
′ be the generated map E/G → E′/G. If we shall prove
that φs is continuous then it will mean that φs is the sought for morphism of the principal
fibre bundles.
Let e ∈ E and U ⊂ E′ be the open neighborhood of the point φs(e). Since the action
of the group G on E is continuous then there exist the open neighbourhood U’ of the
point φs(e) in E’ and the open neighbourhood V of the unit 1 of the group G such that
U ′V ⊂ U . Let us take the such neighbourhood V’ of the unit 1 of the group G that
(V ′)−1V ′ ⊂ V . Let now (W,ψ) be the trivialisation for ζ contained b = π(e) ; let us
suppose that e = ψ(b, h), h ∈ G. Then the set W ′ = ψ(W × hV ′) is open in E and
{W ′×U ′} is open in E×E′/G . Thus O =W ′
⋂
π−1 ◦ s−1{W ′×U ′} is open in E , e ∈ O,
and besides that
(83.1) s ◦ π(O) ⊂ {W ′ × U ′}
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Let us show that φs(O)) ⊂ U . Let x ∈ O ; then s ◦ π(x) ∈ {W
′ × U ′} : let us take for
certainty s ◦ π(x) = {x′, y′}, x ∈ W ′, y′ ∈ U ′. Since x, x′ ∈ W ′ then x′ = xg−1 for some
g ∈ V . Therefore {x, φs(x)} = s ◦ {x
′, y′} = {xg−1, y′} = {x, y′g}. But from the fact that
y′ ∈ U ′, g ∈ G follows that y′g ∈ U , i.e. φs ∈ U 
Before we shall proceed to the next lemma we must give the definition which will play the
important role in our lections. This is the long ago announced
simplex .
Definition 1.29. [2a,p.335] One say that the (n+1) points of the affine space are affine
independent if they contain in the no (n-1) plane ,i.e. if the vectors k1 − k0, ...,km − k0
are linear independent ( where k0,k1, ...,km are the radius-vectors ).
The set of the all points of the form
(84.1) k = t0k0 + ...+ tmkm
where k0,k1, ...,km are the some affine independent points of the space R
n or in general,
of the arbitrary linear space over the field R and t0, ..., tm are the such real numbers that
(85.1) 0 ≤ t0 ≤ 1, ..., 0 ≤ t0 ≤ 1
and
(85.1a) t0 + ...+ tm = 1
(we identify as ever the points of Rn with their radius-vectors) is called the m-dimensional
simplex with the vertexes k0, ...,km and denoted with the symbol k0...km .At m=0 this is
the point k0, at m=1 this is the segment k0k1, at m=2 this is the triangle k0k1k2, at m=3
this is the tetrahedron k0k1k2k3( the 4-dimensional simplex at m=4 is the generation of
this construction; it as we this already mentioned is the base of the Regge calculation and
the S.Hawking’s space-time foam theory ).
The numbers t0, ..., tm of the point kof the simplex k0...,km are called its baricentric
co-ordinates.
The point k of the simplex k0...,km is called the interior point if 0 < ti < 1 for all i =0,
... ,m .
Definition 1.30.. Let A be the some subspace in X and i : A → X is embedding. The
subspace A is called the retract of the space X if it exists the such map r : X → A that
r ◦ i = 1A.If A ⊂ X is the retract ( with the retraction r) and besides that i ◦ r ≃ 1X
then subspace A is called the deformation retract in X.In the case when i ◦ r ≃ 1X rel A,
i.e.when the homotopy is constant on A the subspace A is called the strong deformation
retract in X.
Lemma 1.19. Let ζ = (Dn, π, E,G), ζ ′ = (B′, π′, E′, G) be the principal fibre bundles,
φ : (π × 1)−1(Dn × {0}
⋃
Sn−1 × I) → E′ be the morphism of the fibre bundles and
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F : Dn× I → B′ be the some continuation of the morphism φ¯.Then it exists the morphism
Φ : ζ × I → ζ ′ with Φ¯ = F which continues φ
Proof. . Let us choose the atlases {(Uα, φα)}, {(U
′
γ, φγ)} of the fibre bundles ζ, ζ
′. The
sets (Uα × I)
⋂
F−1(U ′γ) form the open covering of the space D
n × I.
Since Dn × I is the compact metric space then it exists the such positive number
λ > 0 that the every subset S ⊂ Dn × I of the diameter < λ contains in the some
(Uα × I)
⋂
F−1(U ′γ). Let us take the such small triangulation for (D
n, Sn−1) that every
simplex σ from Dn has the diameter < λ/2, and then let us divide the segment I = {0 =
t0 < t1 < ... < tk = 1} such that every set σ × [ti, ti+1] has the diameter < λ, 0 ≤ i < k .
Let us suppose that the map Φ is already defined on E× [t0, ti]
⋃
π−1(Sn−1× I. Let us
continue Φ by the simplexes on E×[ti, ti+1] with the help of induction by dim σ. If dim σ =
0 and σ * Sn−1 then let us take the such α, γ that σ×[ti, ti+1] ⊂ (Uα×I)
⋃
F−1(U ′γ).Since
π′◦Φ(φα(σ, g), ti) = F (σ, ti) ∈ U
′
γ for every g ∈ G then it exists the such map fσ : σ×I → G
that
(86.1) Φ(φα(σ, g), ti) = φ
′
γ(F (σ, ti), fσ(g))
Since Φ(φα(σ, g), ti) = Φ(φα(σ, 1), ti)g then fσ(g) = fσ(1)g for all g ∈ G. Let gσ = fσ(1) ;
then Φ(φα(σ, g), ti) = φ
′
γ(F (σ, ti), gσg.Let us define Φ on (π × I)
−1(σ × [ti, ti+1] setting
(87.1) Φ(φα(σ, g), t) = φ
′
γ(F (σ, t), gσg, t ∈ [ti, ti+1]
Then Φ is continues continuous the map Φ|(π×I)−1(σ×{ti}) and since I is the continuous
interval satisfies the conditions π′ ◦ Φ = F ◦ (π × 1),Φ((e, t)h) = Φ(e, t)h for all (e, t) ∈
(π × I)−1(σ × {ti}), h ∈ G .
Let us suppose now that the map Φ is constructed on (π × I)−1(σ′, [0, ti+1]) for all
the simplexes σ′with dim σ′ < m.Let dim σ = m, σ * Sn−1. Let us choose again the
such α, γ that σ × [ti, ti+1] ⊂ (Uα × I)
⋂
F−1(U ′γ). The map Φ is defined already on
(π × I)−1(σ × {ti}
⋂
σ˙ × [ti, ti+1]) where σ˙ is the boundary of the simplex σ ; let us
continue it on (π × I)−1(σ × [ti, ti+1]) . As above we find that the map Φ has the form
(88.1) Φ(φα(x, g), t) = φ
′
γ(F (x, t), fσ(x, t)g)
on (π×I)−1(σ×{ti}
⋂
σ˙× [ti, ti+1]) for the suitable fσ : σ×{ti}
⋂
σ˙× [ti, ti+1])→ G.Since
σ × {ti}
⋂
σ˙ × [ti, ti+1]) is the retract for σ × [ti, ti+1] then it exists the continuation
f¯σ : σ× [ti, ti+1]→ G of the map fσ. Let us define Φ on (π× I)
−1(σ× [ti, ti+1]) supposing
(89.1) Φ(φα(σ, g), t) = φ
′
γ(F (x, t), fσ(x, t)g)
for (x, t) ∈ σ × [ti, ti+1], g ∈. It is obvious that Φ is continuous, it is the continuation of
the map
(90.1) Φ|(π × I)−1(σ × {ti}
⋂
σ˙ × [ti, ti+1])
and satisfies the conditions
(91.1) π′ ◦ Φ = F ◦ (π × I), Φ((e, t)h) = Φ(e, t)h
for all (e, t) ∈ (π × I)−1(σ × [ti, ti+1]), h ∈ G. This completes the step of induction. 
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Lemma 1.20. Let φ : ζ → ζ ′ be the morphism of the fibre bundles and F : B × I → B′ is
the homotopy F0 = φ¯ . If B is the cellular space then it exists the such morphism of the
fibre bundles Φ : ζ × I → ζ ′ that Φ¯ = F and Φ|E × {0} = φ.
Proof. Let us carry out the proof by induction by the frames: if Φ is given on (π−1(Bn−1×
I) then because of theorem 1.18 the section s : Bn−1 × I → E × I × E′/G is defined. We
want to continue this section on Bn × I (the initial step n=0 of induction is obvious: or
B−1 = ∅ or B−1 = {b0} and F is the homotopy rel b0). Let f
n
α : (D
n, Sn−1)→ (Bn, Bn−1)
be the characteristic map of the cell enα. The formula
(92.1) (y, t) 7−→ (y, s(fnα(y), t)), (y, t) ∈ D
n × {0}
⋃
Sn−1 × I
sets the section of the fibre bundle f ∗nα ζ × I)[E
′] for every α .It follows from theorem
1.18 and lemma 1.19 that it exists the such map sα : D
n × I → En∗¶fασ × I ×E
′/G that
π2 ◦ sα = F ◦ (f
n
α × 1) for the map π2 : E × E
′/G→ E′/G = B′. Continuing s on enα × I
by the formula
(93.1) s(fnα (y), t) = (f
n′
α ×G 1) ◦ sα(y, t)
y ∈ Dn, t ∈ I we find that s is continuous and it is the section . The continued such section
s defines in one’s turn the morphism Φ : (π × I)−1(Bn × I)→ E′ . 
Theorem 1.21. Let ζ = (B, π, E,G) be the principal fibre bundle and f0, f1 : B
′ → B be
the two homotopical maps of the cellular space B’ into the cellular space B. Then f ∗0 ζ ≃
f ∗1 ζ .
Proof. Let F : B′ × I → B be the homotopy from f0 to f1. Since it exists the morphism
of the fibre bundles Φ : f ∗0 ζ × I → ζ then by theorem 1.17 and lemma 1.20 takes place
the equivalence f ∗0 ζ × I ≃ F ∗ ζ. If we define the map i1 : B
′ → B′× I with the formula
i1(b
′) = (b′, 1), b′ ∈ B′ then f1 = F ◦ i1 and
f ∗1 ζ = (F ◦ i1) ∗ ζ ≃ i ∗1 (F ∗ ζ) ≃ i ∗1 (f ∗0 ζ × I) =
= (f ∗0 ζ × I)|(B
′ × {1}) ≃ f ∗0 ζ

One can define the cofunctor kG : RW
′ → RT ′ for the some toplogical group G as
following. Let us denote as kG(X) the set of all equivalence classes of the (labelled)
principal fibre bundles over X (i.e. we must take into account the labelled points of these
fibre bundles in this case!). Let us also define kG[f ] : kG(Y )→ kG(X) for every homotopic
class [f ] of the maps f : (X,X0)→ (Y, Y0) supposing that kG[f ]({ζ}) = {f ∗ ζ} where {ζ}
is the equivalence class of the (labelled) principal fibre bundle ζ . Theorem 1.21 ensure
that this map is defined correct. The labelled element of kG is the equivalence class of the
trivial fibre bundle (X, π × 1, X ×G,G).
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Definition 1.31. Let us denote as Z
∨
X the subspace Z × {x0}
⋃
{z0} × X ⊂ Z ×
X ; {x0} ∈ X, {z0} ∈ Z. One can interpret it as a space obtained with the identification of
the labelled points x0 and z0. It is obvious that Z
∨
X is the space with the labelled point
(z0, x0). One calls the such object the bouquet or the disjoint union of the spaces X and
Y.
Let us show now that our cofunctor kG satisfies the two imortant axioms which we now
shall define.
The sum axiom. The morphism
(94.1) {i∗α} : F ∗ (
∨
α
Xα)→
∏
α
F ∗ (Xα)
is the bijection for the arbitrary family {Xα} of the cellular spaces from : RW
′ generated
with the embedding iβ : Xβ →
∨
αXα.
The Myer- Wjetoris axiom. Let the cellular triad (X ;A1, A2), i.e. the cellular space
X with the such its subspaces A1 and A2 that A1
⋃
A2 = X be given . Then it exists
y ∈ F ∗ (X) with y|A1 = x1, y|A2 = x2 for every above A1 and A2 and x1 ∈ F ∗ (A1), x2 ∈
F ∗ (A2) with x1|A1
⋂
A2 = x2|A1
⋂
A2.
Let us make sure that the cofunctor kG satisfies these axioms. For the purpose to prove
this we must give again the series of definitions which are connected with the theory of the
cellular spaces and have the strategic importance for the many directions of differential
topology.
Firstly the above definition of disjoint union generates the following object.
Definition 1.32.. Let (X, x0), (Y, y0) ∈ RT . Then let us define the reduced product
(X
∧
Y, ∗) of the spaces X and Y , where * is the labelled point of the reduced product
(X
∧
Y, ∗) ,as a factor-space
(95.1) X
∧
Y = X × Y/X
∨
Y
The labelled point of the reduced product (X
∧
Y, ∗) is the point ∗ = π(X
∨
Y ) where
π : X × Y → X
∧
Y is the natural projection. We shall denote the point π(x, y) as [x, y].
If the maps
(95.1a) f : (X, x0)→ (X
′, x′0)
and
(95.1b) g : (Y, y0)→ (Y
′, y′0)
are given then f × g : X × Y → X ′ × Y ′ moves X
∨
Y into X ′
∨
Y ′ and therefore induces
the map f
∧
g : X
∨
Y → X ′
∨
Y ′.
The one of examples of the reduced products is the cone .
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Definition 1.33. The cone (CX, ∗) ∈ RT over X is the reduced product
(96.1) (CX, ∗) = (I
∧
X, ∗)
where the point 0 of the segment I is the labelled point of this segment. According to
definition 1.31 of disjoint union we can write down
(97.1) CX = I ×X/({0} ×X
⋃
I × {x0})
Let us denote as [t, x] the image of the point (t, x) ∈ I ×X in CX .The map i : X → CX
defined with the formula i(x) = [1, x] sets the homomorphism of the space X on the image
im i ; therefore we can identify X with im i and consider X as a subspace of the cone CX.
Definition 1.34. Let us construct the cone of map Y
⋃
f CX for the given map f :
(X, x0) → (Y, y0) in RT . Y
⋃
f CX is obtained from Y
∨
X by the identification [1, x] ∈
CX with f(x) ∈ Y for all x ∈ X .More precisely we stick the root of the cone CX to the
space Y with the help of the map f . It is evident that the projection q : Y
∨
X → Y
⋃
f CX
defines the homomorphism between the spaces Y and q (Y);therefore we can consider Y
as a subspace in Y
⋃
f CX .
Definition 1.35. Let X be the some space and g : Sn−1 → X is the some map. Then
according to definition 1.34 one can form the cone X
⋃
g CS
n−1 of the map g. The obtained
as a result the new space is called the space X with the stuck n-dimensional cell .The map
g is called the stuck map of the cell. Restricting the natural projection q : X
∨
CSn−1 →
X
⋃
g CS
n−1 on CSn−1 we obtain the map f : CSn−1 → X
⋃
g CS
n−1 ,which is the
homeomorphism on the interior of the cone CSn−1. One can call this map the characteristic
map of the cell .This definition of the characteristic map conforms to the above its definition
by our first acquaintance with the cellular spaces. Since CSn−1 ∼= Dn then one can consider
f as a map
(98.1) f : (Dn, Sn−1)→ (X
⋃
g
CSn−1, X)
Let us note that f |Sn−1 = g.
Definition 1.36. Let X be the some space and A ⊂ X is its subspace. The structure
of the relative cellular space on the pair ( X , A) is the such sequence A = (X,A)−1 ⊂
(X,A)0 ⊂ ... ⊂ (X,A)n ⊂ (X,A)n+1 ⊂ ... ⊂ X , that (X,A)n is obtained from (X,A)n−1
by the sticking of the n- dimensional cells, n ≥ 0, X =
⋃
n≥−1(X,A)
n and X is provided
with the weak topology : S ⊂ X is closed when and only when S
⋂
(X,A)n is closed in
(X,A)n .
Let us call the pair ( X , A) the relative cellular space if it can be provided with the
some structure of the relative cellular space.
Let us set dim ( X , A) =n ,if (X,A)n = X and (X,A)n−1 6= X . Let us note that if
A = {x0} then X is the cellular space .
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Lemma 1.22.. Let (X; A, B ) be the cellular triad with the above features. Then it exists
the such open set A′ ⊃ A and the homotopy H : X × I → X which satisfies the following
conditions :
(1) H0 = 1X ;
(2) H is immovable on A ;
(3) H1(A
′) ⊂ A ;
(4) H(B × I) ⊂ B
Proof. Let the cellA−1 = A andH−1 : X×I → X be the stationary homotopy:(H−1(x, t) =
x for all t ∈ I. Let us suppose by induction that we constructed already the such open
neighbourhood Ak of the subspace A in (X,A)k+1, that Ak−1 = Ak
⋂
(X,A)k and the such
homotopy: Hk : X × I → X that
(1) Hk0 = H
k−1
1 ;
(2) Hk is the stationary homotopy on (X,A)k ;
(3) Hk1 (A
k) ⊂ A;
(4) Hk(B × I) ⊂ B.
Let us denote as {en+1γ } the set of all (n+1)- dimensional cells from ( X , A) ,and as f
n+1
γ the
characteristic map of the cell en+1γ .Let D
n+1
0 = {x ∈ D
n+1 : |x| ≤ 1/2}.Then Dn+1−Dn+10
is the open neighbourhood of the sphere Sn. The homotopy : K : Dn+1×I → Dn+1 setting
with the formulas
(99.1) K(x, t) =
{
(1 + t)x, |x| ≤ 1
1+t
x
|x| , |x| ≥
1
1+t
for x ∈ Dn+1, t ∈ I shows us that Dn+1 −Dn+10 is tightened in the point on S
n. Let now
(100.1) Un+1γ = {f
n+1
γ (y) : f
n+1
γ (
y
|y|
) ∈ An+1, y ∈ Dn+1 −Dn+10 }
It is easy to see that Un+1γ is the open subset in e
n+1
γ .Therefore if one sets A
n = An+1 ∪⋃
γ U
n+1
γ , then one can check that A
n is the open neighbourhood of the subspace A in
(X,A)n+1, and An
⋂
(X,A)n = An−1. Let us define homotopy Hn : (X,A)n+1 × I → X
as
(101.1) Hn(x, t) =
{
Hn−11 (x), x ∈ (X,A)
n
Hn−11 (f
n+1
γ (K(y, t)), x ∈ f
n+1
γ (y), y ∈ D
n+1, t ∈ I
Then Hn is continuous and satisfies the equality Hn0 = H
n−1
1 on (X,A)
n+1, and this allows
us to continue it on X with the conservation of this equality (as a weak topology!). The
fulfilment of the conditions (1),(2),(3) is evident. Since Hn−1 satisfies the condition then
Hn also satisfies it. Therefore we constructed by induction by k the all neighbourhoods
Ak and the all homotopies Hk for k ≥ −1.
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Let us set now A′ =
⋃
k≥−1A
k. The set A’ is open , since A′
⋂
emγ = A
m−1
⋂
emγ for all
m, γ.In conclusion, let us set the homotopy H : X × I → X as
(102.1) H(x, t) =
{
Hr−1(x, (r + 1)(r(t− 1) + 1)), r−1
r
≤ t ≤ r
r+1
, x ∈ X
Hr(x, 1), t = 1, x ∈ (X,A)r
It is easy to see that homotopy H is continuous and H0 = H
0
0 = 1X . Besides that H is
immovable in subspace A , H1(A
′) ⊂ A and H(B × I) ⊂ B. 
Lemma 1.23. Let ( X, A, B ) be the triad with X = A◦
⋃
B◦ (A◦ and B◦ are the open
sets ) ; ζ be the n-dimensional vector fibre bundle ( the principal fibre bundle correspond-
ingly) over A, ζ ′ be the n-dimensional vector fibre bundle ( the principal fibre bundle cor-
respondingly) over B and φ : ζ|A
⋂
B → ζ ′|A
⋂
B be the equivalence of its restrictions on
A
⋂
B (in general if η = (B, π, E,Kn) and A ⊂ B then η|A = (A, π|π−1(A), π−1(A), Kn)
). Then it exists the such n-dimensional vector fibre bundle ( the principal fibre bundle
correspondingly) η over X that η|A ≃ ζ.
Proof. We work in the both cases in fact with the set of cocycles. Let {Uα,
φαβ}, {U
′
γ, φ
′
γδ} are the sets of cocycles for ζ, ζ
′ .Let us denote as rγα : Uα
⋂
U ′γ → G
( or GL (n ,K ) ) the function determined the equivalence ζ|A
⋂
B ≃ ζ ′|A
⋂
B ; it means
that
(103.1) rδβ(b)φβα(b) = φ
′
δγ(b)rγα(b)
for all b ∈ Uα
⋂
Uβ
⋂
U ′γ
⋂
U ′δ . Then it is easy to check that {A
◦
⋂
Uα, B
◦
⋂
U ′γ} is the
open covering of X and
(104.1) φβα : A
◦
⋂
Uα
⋂
Uβ → G
(104.1a) φ′δγ : B
◦
⋂
U ′γ
⋂
U ′δ → G
(104.1b) rγα : A
◦
⋂
B◦
⋂
Uα
⋂
U ′γ → G
forms the set of cocycles on X. For example if b ∈ Uα
⋂
Uβ
⋂
U ′γ then
(105.1) rγβ(b)φβα(b) = rγα(b)
In order to prove this it is necessary to set δ = γ in the above equation. Thus we obtain
the principal fibre bundle (or the vector fibre bundle ) η over X. It is obvious that η|A ≃
ζ, η|B ≃ ζ ′. 
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Theorem 1.24. Cofunctor kG satisfies the sum and Myer-Wjetoris axioms.
Proof. Let ( X, A, B ) is the some cellular triad. According to lemma 1.22 there exist
the open neighbourhood A’ of the set A and the homotopy H : X × I → X of the
neighbourhood A’ on A transfered B itself . If j : (A,A
⋂
B) → (A′, A′
⋂
B) is the
pair’s embedding then j∗ : kG(A
′) → kG(A) and (j|A
⋂
B)∗ : kG(A
′
⋂
B) → kG(A
⋂
B)
are the bijections. Let us suppose that the elements x1 ∈ kG(A), x2 ∈ kG(B) for which
i ∗1 (x1) = i ∗2 (x2) jn set kG(A
⋂
B) (where i1, i2 are the maps from theorem 1.21 ) are
given. Let us shoose x′1 ∈ kG(A
′) such that j∗(x′1) = x1. Then we have i
′∗1(x
′
1) = i
′∗2(x
′
2)
in set kG(A
′
⋂
B) ( here i′1 : A
′
⋂
B → A′, i′2 : A
′
⋂
B → B are the natural embeddings
). Therefore the elements x′1, x
′
2 are represented with the such fibre bundles ζ1 on A’ , ζ2
on B that ζ1|(A
′
⋂
B) = ζ2|(A
′
⋂
B). According to lemma 1.23 there exists such a fibre
bundle η over X that η|A′ ≃ ζ1, η|B ≃ ζ2 ( A
′
⋃
B = X ). If y = {η} ∈ kG(X) is the
equivalence class of η, then j ∗′1 y = x1, j ∗
′
2 y = x2 where j
′
1 : A
′ → X, j′2 : B → X are the
embeddings. Thus kG satisfies the Myer- Wjetoris axiom.
Let {Xα, xα} be the some family of the cellular spaces with the labelled points. Let
us denote as ζα = (Xα, πα, Eα, G) the principal fibre bundle represented yα for every
yα ∈ kG(Xα). Let us define the fibre bundle ζ =
∨
αXα, π, E,G) over
∨
αXα identifying
those points e ∈ Eα, e
′ ∈ Eβ in
∨
α Eα for which it exists the such element g ∈ G that
e = eαg, e
′ = eβg ( eα ∈ Eα, eβ ∈ Eβ are the labelled points ). Let E be the result of this
identification and π : E →
∨
αXα is the natural projection.Let us set on E the action of
the group G supposing {e}h = {eh}, h ∈ G . It is easy to show that this action is defined
correct , and π({e}) = π({e}) if and only if {e′} = {eh} for some h ∈ G.If {Uαβ , φ
α
β}
is the such atlas of the fibre bundle ζα that φ
α
β (xα, 1) = eα always when xα ∈ U
α
β then
one can construct the atlas of the fibre bundle ζ from {Uαβ , φ
α
β} . It is evident that the
map i∗α : kG(
∨
αXα) transfers {ζ} in yα. Therefore {∗α} : kG(
∨
αXα) →
∏
α kG(Xα) is
surjective. Similarly if ζ, η are the such fibre bundles over
∨
αXα , that ζ|Xα ≃ η|Xα for
all α then gluing together these equivalences on
∨
αXα ( they preserve the labelled points
) we obtain the equivalence ζ ≃ η. Thus , the map {i∗α} is injective , whence kG satisfies
the sum axiom . 
Definition 1.37. Let F* (Y) be the some cofunctor on the space Y. The element u ∈ F (Y )
is called the n-universal element if
(106.1) Tu : [S
q, s0; Y, y0]→ F ∗ (S
q)
is the isomorphism for q ¡n and the epimorphism for q = n. The element u is called the
universal element if it is n-universal for every n ≥ 0 .
Remark. The set of homotopigal classes [Sq, s0; Y, y0] plays the decisive role in modern
differential and algebraic topology with their applications in theoretical physics. It is turn
out that this set has the group structure the unit of which is the class of the stationary
homotopies. It exists the standard denotation in all the physic-mathematical literature
for this group which is called the q-dimensional homotopigal group or the q-dimensional
spheroid . We shall denote it henceforth as πq(Y, y0). We shall discuss the group structure
of πq(Y, y0) later on , and now our reader can postulate for himself this fact.
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Definition 1.38. The directed set is the such set with the relation ≤ of partial putting
in order : (Λ,≤) that there exist the such elements γ, α, β ∈ Λ that α ≤ γ, β ≤ γ.
Definition 1.39. The inverse ( or the projective ) system of the abelian groups is the
such family {Gα} of the Abelian groups indexed with the elements of the directed set Λ
and the homomorphisms jβα : Gβ → Gα, α ≤ β, that j
β
α ◦ j
γ
β = j
γ
α by α ≤ β ≤ γ and j
α
α = 1
for every α ∈ Λ. If the some inverse system (Gα, j
β
α,Λ) is given then the inverse ( or the
projective ) limit is the group lim0Gα = invlimGα defined as following:
invlimGα is the subgroup of the group
∏
α∈ΛGα consisted from all such f ∈
∏
α∈ΛGα
that jβα(f(β)) = f(α) for all α, β with α ≤ β. The restrictions of the projections πα :∏
α∈ΛGα → Gα onto the subgroup invlimGα generates the homomorphisms
(107.1) πα : invlimGα → Gα
satisfied the conditions jβα ◦ πβ = πα for every α, β ∈ Λ with α ≤ β.
Lemma 1.25. If (X, x0) ∈ RW and {x0} = X−1 ⊂ X0 ⊂ ... ⊂ Xn ⊂ ... ⊂ X is the such
sequence of the cellular subspaces X that X =
⋃
n then the map
(108.1) {i∗n} : F ∗ (X)→ invlimF ∗ (Xn)
is surjective.
Proof. Let us consider the so called infinite telescope X ′ =
⋃
n≥−1[n− 1, n]
+
∧
Xn, where
[n− 1, n]+ is the real segment with the natural ends and the labelled point + . and let us
set
(109.1) A1 =
⋃
k≥−1
(k=2n+1,n∈N)
[k − 1, k]+
∧
Xk ⊂ X
′
(109.1a) A2 =
⋃
k≥0
(k=2n,n∈N)
[k − 1, k]+
∧
Xk ⊂ X
′
Then
(110.1) X ′ = A1
⋃
A2, A1
⋂
A2 =
∨
k
Xk
(110.1a) A1 ≃
∨
k=2n+1,n∈N
Xk A2 ≃
∨
k=2n,n∈N
Xk
(the latter relations are correct because of the fact that every segment is tighten in the
point).As it follows from the sum axiom there exist the such y1 ∈ F ∗(A1) and y2 ∈ F ∗(A2)
for the some element {xk} ∈ invlimF (Xk) that y1|Xk = xk, k is odd ,and y2|Xk = xk, k
is even. Let us consider the element y1|A1
⋂
A2.If k is odd then y1|Xk = xk ;if k is even
then y1|Xk = j ∗k (y1|Xk+1) = j ∗k (xk+1) = xk where jk : Xk → Xk+1 is the natural
embedding.The analogous feature is correct also for the element y2|A1
⋂
A2. Therefore
y1|A1
⋂
A2 = y2|A1
⋂
A2.Therefore with the help of the Myer- Wjetoris axiom we obtain
the element y′ ∈ F (X ′) with y′|A1 = y1, y
′|A2 = y2. Then y
′|Xk = xk, k ≥ −1.But
X ′ ≃ X ; therefore exist the such element y ∈ F ∗ (X) that y|Xk = xk, k ≥ −1. 
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Lemma 1.26. Let (Y, y0) ∈ RW and un ∈ F ∗(Y ) be the some n-universal element. Then
it exists the cellular space Y ′ obtained from Y by the sticking of the (n+1)- dimensional
cells and the such (n+1)- universal element un+1 ∈ F ∗ (Y
′) that un+1|Y = un.
Proof. . Let us take the one copy Sn+1λ of the sphere S
n+1 for every λ ∈ F ∗ (Sn+1)
and let us form the cellular space Y
∨
(
∨
λ S
n+1
λ ). If n ≥ 0 then let us choose the map-
representative f : (Sn, s0)→ (Y, y0) for every class α ∈ πn(Y, y0) with Tun(α) = 0 and let
us stick according to definition 1.36 the (n +1)-dimensional cell en+1α to Y
∨
(
∨
λ S
n+1
λ ) by
this map. As a result we obtain the cellular space
Y ′. According to sum axiomit exists the such element v ∈ F ∗ (Y
∨
(
∨
λ S
n+1
λ ) that
v|Y = un, v|S
n+1
λ = λ . If
(111.1) g :
∨
α
Snα → Y
∨∨
λ
Sn+1λ
is the ” large sticking map ” for the (n +1)-dimensional cells en+1α then takes place the
exact sequence
(112.1) F ∗ (
∨
α
Snα)←−
g∗
F ∗ (Y
∨∨
λ
Sn+1λ )←−
j∗
F ∗ (Y ′)
It is easy to see that g ∗ (v)|Snα = Tun(α) = 0 for all α. Since the map
(113.1) {i∗α} : F ∗ (
∨
α
Snα)→
∏
α
F ∗ (Snα)
is bijective according to sum axiom then g* (v) =0 . Thus it exists the such element
un+1 ∈ F ∗ (Y
′) that un+1|(Y
∨
(
∨
λ S
n+1
λ ) = v ( the exact sequence with g* (v) =0 give
us the epimorphism). In particular un+1|Y = un and un+1|S
n+1
λ = λ.
Now we ought to show that the element un+1 is the (n+1)- universal element. With
this purpose let us consider the commutative diagram
(114.1)
πq(Y, y0)
i∗✲ πq(Y ′, y0)
❅
❅❅❘
Tun  
  
✠
Tun+1
F ∗ (Sq)
Since the space Y ′ is obtained from the space Y by the sticking of the (n+1) -dimensional
cells then i* is the isomorphism for q < n (embedding ) and it is the epimorphism for
q= n because of commutativity. Therefore Tun is also the isomorphism for q¡ n and the
epimorphism for q= n because of the commutative diagram (114.1). Let us suppose that
Tun+1(β) = 0 for some β ∈ πn(Y
′, y0). Since i* is the epimorphism for q= n then it exists
the such element α ∈ πn(Y, y0) that i ∗ (α) = β. But then Tun(α) = Tun+1i ∗ (α) =
Tun+1(β) = 0. Therefore it exists the cell e
n+1
α in Y
′ stuck up the element i ∗ (α) , i.e.
i ∗ (α) = β = 0. It means that Tun+1 is the monomorphism for q= n and therefore the
isomorphism for q ≤ n. In conclusion Tun+1([iλ]) = i ∗λ (un+1) = λ, where iλS
n+1
λ → Y
′
is the embedding . Thus Tun+1 is the epimorphism for q= n +1. 
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Corollary 1.27. It exists the cellular space Y ′ for the every (Y, y0) ∈ RW and v ∈ F ∗(Y )
contained Y as a cellular subspace and the universal element u ∈ F ∗ (Y ) with u|Y = v.
Proof. Supposing Y−1 = Y, u−1 = v and applying lemma 1.25 we find by induction the
sequence Y = Y−1 ⊂ Y0 ⊂ Y1 ⊂ ... ⊂ Yn ⊂ ... of the cellular spaces in which Yn is
obtained from Yn−1 by the sticking of the n -dimensional cells and also the sequence of the
n -universal elements un ∈ F ∗(Yn) satisfied the condition un|Yn−1 = un−1. Let us set now
Y ′ =
⋃
n≥−1 Yn and let us provide Y
′ with the weak topology. Then according to lemma
1.26 it exists the such u ∈ F ∗ (Y ′) ,that u|Yn = un. Let us consider the commutative
diagram
(115.1)
πq(Y, y0)
i∗✲ πq(Y ′, y0)
❅
❅❅❘
Tun  
  
✠
Tu
F ∗ (Sq)
Since the space Y ′ is obtained from the space Yn by the sticking of the cells of dimensions
greater than n then i∗n is the isomorphism for q¡n. Therefore Tu : πq(Y
′, y0) → F ∗ (S
q)
is the isomorphism for all q , i.e. u is the universal element. 
Corollary 1.28. It exists the cellular space (Y, y0) ∈ RW and the universal element
u ∈ F ∗ (Y ).
Proof. Let us set Y = {y0} in the previous corollary, and let v is the labelled element in
F*( Y ).Then Y ′ from above corollary is the sought for cellular space and u ∈ F ∗ (Y ′) is
the sought for element. 
Definition 1.40. Let (X,A)and (Y,B) be the relative cellular spaces.The map f : (X,A)→
(Y,B) is called the cellular map ,if f((X,A)n) ⊂ (Y,B)n for every
n ≥ −1.
Lemma 1.29. Let f : (Y, y0)→ (Y
′, y′0) be the cellular map and u ∈ F ∗ (Y ), u
′ ∈ F ∗ (Y ′)
be the such universal elements that f ∗ u′ = u. Then f generates the isomorphism
(116.1) f∗ : πq(Y, y0)→ πq(Y
′, y0), q ≥ 0
Proof. The following commutative diagram take place for every q ≥ 0 :
(117.1)
πq(Y, y0)
f∗✲ πq(Y ′, y0)
❅
❅
❅❘
Tu∼=
 
 
 
✠
Tu′
∼=
F ∗ (Sq)
The required statement follows from this commutative diagram. 
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Definition 1.41. The map f : X → Y is called the n-equivalence,n ≥ 0 if the map
f∗ : πr(X, x0) → πr(Y, y0) is bijective at r < n and is surjective at r=n. The map f is
called the weak homotopical equivalence if it is the n-equivalence for all n ≥ 0
Definition 1.42. Let us define the space Mf for the some map f : X → Y from category
T by identification the points [1, x] and f(x) in (I ×X)
⋃
Y for all x ∈ X .The space Mf is
called the inreduced cylinder of the map f.
The following definitions which are necessary for the proof of the next lemma represent
themselves also the very important notions for the topologist.
Definition 1.43. Let us denote as XY the set of all continuous maps f : X → Y of the
two topologic spaces X and Y. Let us furnish this set with the compact-open topology
taking as a prebase [9]of this topology the all sets of the type NK,U = {f : f(K) ⊂ U}
where K ⊂ X is compact and U ⊂ Y is open.
Definition 1.44. Let us define the space of loops (ΩY, ω0) ∈ RT for (Y, y0) ∈ RT as
(118.1) ΩY = (Y, y0)
(S1,s0)
with the constant loop ω0 (ω0(s) = y0 for all s ∈ S
1)as a labelled point.
Let us form now the iterant spaces of the loops ΩnY defining them by
induction :ΩnY = Ω(Ωn−1Y ), n ≥ 1,Ω0Y = Y .
Definition 1.45. Let us denote as T 2 the category of the topologic pairs (X,A) where A is
the subspace in X and the continuous maps f : (X,A) → (Y,B).
Similarly let us denote as RT 2 the category of the labelled pairs (X,A, x0), x0 ∈ A ⊂ X
and the continuous maps f : (X,A, x0)→ (Y,B, y0) preserved the labelled points.
Definition 1.46. The way in the topologic space X is every continuous map w : I → X .
One call very often w the way from w(0) into w(1) or the way connected the points w(0)
and w(1). Thus XI is the space of all ways in X with the open-compact topology. Let us
introduce on X the relation ∼ supposing x ∼ y if and only if it exists the way w : I → X
from x into y.It is evident that ∼ is the equivalence relation. On the other hand it is easy
to see that these definition of way, therefore the definition of the relation ∼ also is likeness
to the definition 1.24 of homotopy. Thus the relation ∼ is the homotopic relation. Let us
denote the set of the equivalence classes of the relation ∼ as π0(X). The elements of set
π0(X) are called the components of the linear connection or the 0-components of the space
X. If π0(X) contains the one element only then the space X is called the linear connected
or the 0- connected.
Definition 1.47. Let us denote as
(119.1) P (X, x0, A) = (X, x0, A)
(I,0,1)
for the given pair (X,A, x0) ∈ RT
2 ,- the space of all ways begun in the point x0 and
ended in the subspace A. The formula π(w) = w(1) sets the continuous map
(120.1) π : P (X, x0, A)→ A
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Definition 1.48. Let us define the n-dimensional relative homotopic set
πn(X,A, x0), n ≥ 1 for the pair (X,A, x0) ∈ RT
2 supposing
(121.1) πn(X,A, x0) = πn−1(P (X, x0, A), ω0) = π0(Ω
n−1P (X, x0, A), ω0)
Remark. We can consider pi0(X, x0) as a labelled set whose labelled element is the 0-
component of the point x0. The reader can see also the obvious co-ordination between
definition of πn(X,A, x0) and formula (106.1).
Lemma 1.30. The map f : (Dn, Sn−1)→ (X,A, x0) defines the 0-element in πn(X,A, x0)
when and only when f is homotopic relatively Sn−1 to the such map f ′ that f ′(Dn) ⊂ A.
Proof. Let f ≃ f ′ rel Sn−1 and f ′(Dn) ⊂ A. Let us denote as H the homotopy connected
f and f ′. Let us define now the homotopy G : (Dn × I, Sn−1 × I, s0 × I) → (X,A, x0)
supposing
(122.1) G(x, t) =
{
H(x, 2t), 0 ≤ t ≤ 0, 5
f ′((2− 2t)x+ (2t− 1)s0), 0, 5 ≤ t ≤ 1
Then G0 = f,G1 = x0.
On the contrary let us suppose that G : (Dn× I, Sn−1× I, s0× I)→ (X,A, x0) sets the
0-homotopy of map f.
Let us define the new homotopy H : Dn × I → X with the formula
(123.1) H(x, t) =
{
G( 2x
2−t
, t), 0 ≤ |x| ≤ 1− 0, 5t
G( x|x|,2−2|x|), 1− 0, 5t ≤ |x| ≤ 1
where x ∈ Dn, t ∈ I. Then H0 = G0 = f ;H(x, t) = G(x, 0) = H(x, 0) for all x ∈ S
n−1, t ∈
I and H1(D
n) ⊂ A. 
Definition 1.49. The pair (X,A) ∈ T 2is called the 0-connected pair if every component
of the linear connection of space X crosses A. The pair (X,A) is called the n-connected
pair if it is the 0-connected pair and πr(X,A, a) = 0 for 1 ≤ r ≤ n and all a ∈ A. The
space X is called the n-connected space if πk(X, x) = 0 for 0 ≤ k ≤ n and all x ∈ X .
Let us introduce the notion dual to the notion of fibre bundle. It is easy to see that
we can depict the general fibre bundle with the following commutative diagram (this is in
fact the commutative diagram illustrated definition 1.26):
(124.1)
X
f✲ E
i0
❄ ✑
✑
✑
✑
✑
✑✸
F
❄
π
X × I G✲ B
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We come to the dual notion of cofibre bundle i : A → X if we invert the all arrows in
(124.1) and substitute X×I to the dual it space Y I (according the map of the two cellular
spaces: f : X → Y )and in conclusion substitute i0 with the map π0 where π0(w) = w(0)
for the some way w. Remembering that one can consider G as a map A×I→Y ,and F as
a map X×I→Y :
(124.1a)
Y f✛ X
π0
✻
✑
✑
✑
✑
✑
✑
✰
F
✻
i
Y I G✛ A
we obtain the following definition:
Definition 1.50. One say that the embedding i : A → X has the feature of the prolon-
gation of homotopy relatively the space Y,if it exists the homotopy F : X × I → Y for
every map f : X → Y ,the homotopy G : A → Y (look (124.1a))and the restriction f |A
which continues G. The embedding i is called the cofibre bundle if it has the feature of the
prolongation of homotopy relatively the space Y.
Remark. One can show that if the some map i : A→ X has the feature of the prolonga-
tion of homotopy relatively the some space Y then it is the homeomorphism of the space
A on the some closed subspace of the space X, i.e.it is the embedding A in X.
Lemma 1.31. Let f : Z → Y be the n-equivalence. Then it exists the such map h′ : Dr →
Z for the maps g : Sr−1 → Z and h : Dr → Y with h|Sr−1 = f ◦ g that h′|Sr−1 = g and
f ◦ h′ ≃ h rel Sr−1.
Proof. One can depict the conditions of this lemma with the following commutative dia-
grams :
(125.1a)
Z
f✲ Y
g
✻ ◗◗
◗
◗
◗
◗
❦
h′
✻
h
Sr−1 ✲ Dr
(125.1b)
Z i✲ Mf
g
✻ ◗◗
◗
◗
◗
◗
❦
h′
✻
j◦h
Sr−1 ✲ Dr
Let Mf be the inreduced cylinder of the map f with the accompanied maps i : Z →Mf ,j :
Y →Mf ,r :Mf → Y and H :Mf →Mf .The idea of the proof consist in the replacement
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of the map f : Z → Y on the embedding i : Z → Mf and the application of lemma 1.30
to the n-connected pair (Mf , Z) (125.1b). The only problem here is the absence of the
strict equality j ◦ h|Sr−1 = i ◦ g; indeed j ◦ h|Sr−1 = j ◦ f ◦ g = j ◦ r ◦ i ◦ g ≃ i ◦ g. The
homotopy in this line has the form H ◦ (ig×α), α(t) = 1− t.Since Sr−1 ⊂ Dr is the cofibre
bundle (compare (125.1a)and (124.1a)),one can continue H ◦ (ig×α) up to the homotopy
H ′ : Dr× I →Mf with H
′
0 = j ◦h.Let hˆ = H
′
1:then h|S
r−1 = H ′1|S
r−1 = H0 ◦ i ◦ g = i ◦ g.
Therefore one can apply lemma 1.30 to the map hˆ : (Dr, Sr−1)→ (Mf , Z) (the necessary
part of this lemma).As a result we obtain the map h′ : Dr → Z homotopic rel Sr−1to the
map hˆ and such that h′|Sr−1 = g.Thus f ◦ h′ = r ◦ ih′ ≃ r ◦ h′ ≃ r ◦ j ◦ h ≃ h. 
The proof of the next lemma is connected with classical Zorn lemma .It will useful for
us to recall its matter [14,p.36].
Definition 1.51. Let M be the set with the partial putting in order. The every its
subset A in which one can associate the some two elements (by the relation ≤)is called
the chain.The chain is called the maximal chain if it is not contained as a subset in the no
other chain belonged M. Let us call the element a of the set M with the partial putting in
order- the upper border of the subsetM ′ ⊂M if the every element a′ ∈M ′ is subordinated
a, i.e.a′ ≤ a.
Lemma 1.32. (the Zorn lemma).If the every chain in the set M with the partial putting in
order has its upper border then every element from M is subordinated to the some maximal
element.
Lemma 1.33. Let f : Z → Y be the some n-equivalence and (X,A)is the relative cellular
space with dim (X,A)≤ n. Then it exists the such map h′ : X → Z for the some maps
g : A→ Z, h : X → Y with h|A = f ◦ g that h′|A = g and f ◦h′ ≃ h rel A (the case n =∞
is not excepted).
Proof. Let T be the set of all such triads (X ′, k,K) that A ⊂ X ′ ⊂ X ,k : X ′ → Zis the
map with k|A = g and K : X ′ × I is the homotopy connected f ◦ k with h|X ′ which is
immovable on A. Let us set on T the relation ≤ of the partial putting in order supposing
that (X ′, k,K) ≤ (X ′′, k′, K ′) if and only if A ⊂ X ′ ⊂ X ′′ ⊂ X ,k′|X ′ = k,K ′|X ′ × I = K.
It is evident that the triad (A, g,K0) (where K0 is the constant homotopy A× I→Y)is
contained in T ,whence T 6= ∅.Let us show that the set T satisfies the conditions of the
Zorn lemma.
Let R is the some subset with the partial putting in order in T .Let us set W =
⋃
X ′,
where the joining up is by all subspaces X ′ for which (X ′, k,K) ∈ R. Let us set the
map h′ → Z and the homotopy H′:W×I→ Y supposing h′(x) = k(x) and H ′(x, t) =
K(x, t) if x ∈ X ′ for the some (X ′, k,K) ∈ R. Since the space X has the weak topology
then h′ andH ′ are defined correct and continuous.It is evident that (W,h′, H ′) ∈ T and
(X ′, k,K) ≤ (W,h′, H ′)for all (X ′, k,K) ∈ R.
Thus according to Zorn lemma the set T has the maximal element (X ′, k,K).
Therefore we should show only that X ′ = X .IfX ′ 6= X , then let us consider the set of
cells from X −X ′ and let us take one from them which has the minimal dimension. Let
us denote it as e. Let φ : (Dk, Sk−1) → (X,X ′) is the characteristic map of the cell
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e and ψ := φ|Sk−1 : Sk−1 → X ′is the stuck map. Applying lemma 1.31 to the pair
k ◦ ψ : Sk−1 → Z, h ◦ φ : Dk → Y we find the map θ : Dk → Z and the homotopy
Θ : Dk × I → Y connected f ◦ θ and h ◦ φ. Let us continue k to the map k′ : X ′
⋃
e→ Z
and K to the homotopy K ′ : (X ′
⋃
e)× I → Y supposing
(126.1a) k′ =
{
k(x), x ∈ X ′
θ(y), x = φ(y), y ∈ Dk
(126.1b) K ′(x, t) =
{
K(x, t), x ∈ X ′
Θ(x, t) x = φ(y), y ∈ Dk
Then (X ′
⋃
e, k′, K) ∈ T and (X ′, k,K) < (X ′
⋃
e, k′, K), this contradict the maximum
of the triad (X ′, k,K).Therefore X ′ = X , whence one can take h′ = k. 
Lemma 1.34. Let Y be the space with the universal element u ∈ F ∗ (Y ) , (X,A, x0) be
the cellular pair ( A ⊂ X), g : (A, x0) → (Y, y0) be the cellular map and v ∈ F ∗ (Y )
be the element satisfied the condition v|A = g ∗ (u). Then it exists the such cellular map
h : (X, x0)→ (Y, y0) that h|A = g and v= h*(u).
Remark. We consider here the spaces X,A,Y as a connected spaces.
Proof. Let us denote as T the cellular space obtained from (I+
∧
A)
∨
X
∨
Y by identifi-
cation [0, a] ∈ I+
∧
A and [1, a] ∈ I+
∧
A with g(a) ∈ Y .Let A1, A2 ⊂ T are the cellular
spaces set as A1 = ([0; 1/2]
+
∧
A)
⋃
X,A2 = ([1/2; 1]
+
∧
A)
⋃
Y .
Then A1
⋃
A2 = T ,A1
⋂
A2 = {1/2} × A ∼= A. Besides that it exists the strong de-
formation retracts f : A1 → X and A2 → Y .Therefore there exist the such elements
v¯ ∈ F ∗(A1), u¯ ∈ F ∗(A2),that v¯|X = v, u¯|Y = u.It is obvious that v¯|A1
⋂
A2 = f ∗(v|A) =
f ∗ g ∗ (u) = u¯|A1
⋂
A2. Therefore according to the Myer- Wjetoris axiom it exists the
element w ∈ F ∗ (T ) with w|X = v, w|Y = u.
According to lemma 1.26 we can embed T in the some cellular space Y ′ and find the
universal element u′ ∈ F ∗ (Y ′)with u′ ∈ F ∗ (Y ′) u′|T = w.Let j : Y → Y ′ is the
embedding; then j ∗ (u′) = u′|Y = w|Y = w.Therefore according to the lemma 1.29 the
induced homomorphism of the homotopic groups
(127.1) j∗ : π∗(Y, y0)→ π∗(Y
′, y0)
is the isomorphism.
Let nou g¯ : X → Y ′ is the embedding X in Y ′. Then g¯|A ≃ j ◦ g,and the homotopy
connected these two maps is the composition I+
∧
A ⊂ T → Y ′. Since A ⊂ X is the
cofibre bundle relatively Y then it exists the map g¨ : X → Y ′ with g¨| = j ◦g and ,therefore
g¨ ≃ g¯:
(128.1)
Y
j✲ Y ′
g
✻ ◗◗
◗
◗
◗
◗
❦
h
✻
g¨
A ⊂✲ X
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It follows from the proofs of the lemmas 1.31,1.33 that it exists the such map h : X → Y
that h|A = g, j ◦ h ≃ g¨ ≃ g¯.Therefore
(129.1) h ∗ (u) = h ∗ j ∗ (u′) = g¯ ∗ (u′) = v

Let us call the space Y figured in F*( Y ) as a classified space or a space of representation
of the cofunctor F*( Y )
Definition 1.52. The two objects X and Y are called the equivalent objects if there exist
the such morphisms f ∈ hom (X,Y) and g ∈ hom (Y,Z) that g ◦ f = 1X and f ◦ g = 1Y .
We call the morphisms f and g the equivalences in this case.
Definition 1.53. Let E , D are the two categories and F∗, G∗ : E → D are the cofunctors
from E into D. Let us consider then the morphism T (X)∈ hom D (G*(X), F*(X)). If
the latter is the equivalence in category D then T is called the natural equivalence, and
cofunctors F* and G* are called the natural equivalent.
Theorem 1.35. (The Brown theorem ).If F∗ : RW ′ → RT is the cofunctor satisfied
the sum and the Myer- Wjetoris axioms then it exists the such classified space (Y, y0) ∈
RW and the such universal element u ∈ F ∗ (Y ) that Tu[−; Y, y0] → F∗ is the natural
equivalence.
Proof. Because of corollary 1.28 it exists the cellular space (Y, y0) ∈ RW and the universal
element u ∈ F ∗ (Y ).Therefore we must prove only that
(130.1) Tu[−; Y, y0]→ F∗
is the bijection for all (X, x0) ∈ RW .
a. Let v ∈ F ∗ (X).Then let us set A = {x0} in lemma 1.34 and let us take as
g : (A, x0) → (Y, y0) the only map transferred A into the labelled point y0.Then it exists
the map h : (X, x0)→ (Y, y0) with v = h ∗ (u) = Tu([h]).Therefore Tu is surjective.
b.Let us suppose that Tu[g0] = Tu[g1] for the two maps g0, g1 : (X, x0) → (Y, y0). We
can consider g0 and g1 as a cellular maps without of loss of generality. Let X
′ = X
∧
I+
and A′ = X
∧
{0, 1}+. Let us set the map g : (A′, ∗) → (Y, y0) supposing g[x, 0] =
g0(x), g[x, 1] = g1(x), x ∈ X . Besides that let p : X
′ → X is the map defined with the
equality p[x, t] = x for all [x, t] ∈ X ′ and v = p ∗ g ∗0 u = F ∗ (X
′). Then
(131.1a) v|X
∧
{0}+ = g ∗0 u = g ∗ u|X
∧
{0}+
and
(131.1b) v|X
∧
{1}+ = g ∗0 u = Tu[g0] = Tu[g1] = g ∗1 u = g ∗ u|X
∧
{1}+
Therefore g ∗ u = v|A, and, because of lemma 1.34 there exists the map h : X ′ → Y with
h|A = g. It is easy to see that h is the homotopy connected g0 and g1.Therefore Tu is
injective. 
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Definition 1.53. Let again E , D be the two categories and F∗, G∗ : E → D are the
cofunctors from E into D.The natural transformation from F to G is the correspondence
which asssociate the morphism T (X)∈ hom D (G*(X), F*(X))to every X ∈ E such that
the equality
(132.1) T (X) ◦G ∗ (f) = F ∗ (f) ◦ T (Y )
take place for every morphism f ∈ hom D(X,Y), i.e. the following diagram :
(133.1)
F ∗ (X)
F∗(f)✛ F ∗ (Y )
T(X)
✻ ✻
T(Y)
G ∗ (X)
G∗(f)✛ G ∗ (Y )
is commutative.
The inversion of all arrows in diagram (133.1)gives us the natural transformation of the
two functors.
Let us return now to cofunctor kG. The proved above fact that it satisfies the sum and
the Myer- Wjetoris axioms means that Brown theorem is valid for this cofunctor. And this
means that there exists such a cellular space (BG, ∗)
( defined with precision of the homotopy type) and the principal G-fibre bundle ζG =
(BG, π, EG, G) for every topologic group G that the given with the formula T [f ] = {f∗ζ}
the natural transformation
(134.1) TG : [−;BG, ∗]→ kG(−)
is the natural equivalence. Thus the principal G-fibre bundles over the cellular space X are
classified with the homotopical classes of the maps f : (X, x0) → (BG, ∗).
Therefore the n-dimensional vector fibre bundles over the field K are classified with the
homotopic classes of the maps (X, x0)→ (BGL(n,K), ∗).
Let us now denote the set {f∗ζ} of the equivalence classes for the n-dimensional vector
fibre bundles over the field K as Vectn(BGL (n,K)).This designation corresponds partial
to analogous designation in monograph [15]of M.F.Atiyah which we shall follow in many
respects later on.
Now we ought to recall the some information from the group theory [16,p.9].
Definition 1.54. The abstract set G is called the monoid if the binary operation (a, b)→
ab called the multiplication is defined on G and (ab)c=a(bc) for all a, b, c ∈ G, i.e.the
multiplication is associative.The element ab is called the product of the elements a,b.The
element (ab)c=a(bc)is denoted abc.
The monoid G is called the semigroup if it exist the unit element in G, i.e.the element
1 ∈ G that 1a=a1=a for all a ∈ G (sometimes one calls 1 the neutral element).
Remark. Thus the semigroup differs from the group with the absence of the contrary
element .
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Definition 1.55. Let ζ = (B, π, E, F ) and ζ ′ = (B′, π′, E′, F ′) be the two arbitrary fibre
bundles. The product of ζ and ζ ′is the fibre space ζ×ζ ′ = (B×B′, π×π′, E×E′, F×F ′).The
product of the principal G-fibre bundle with the principal G′-fibre bundle is provided on
a natural way with the structure of the principal G × G′-fibre bundle. For example if
ζ¯ = {Uα, φβα}and ζ¯
′ = {Vγ , φ
′
σγ} are the sets of the transition functions for ζ and ζ
′
correspondingly then
(135.1) ζ¯ × ζ¯ ′ = {Uα × Vγ , φβα × φ
′
σγ}
is the set of the transition functions for ζ × ζ ′. Similarly if ζ, ζ ′are the vector fibre bundles
with the fibres Kn, Km,then ζ × ζ ′is prowided on a natural way with the structure of
the vector fibre bundle with the fibre Kn × Km = Kn+m.For example if {Uα, φα} and
{Vγ , ψγ}are the atlases for the vector fibre bundles ζ and ζ
′ then {Uα × Vγ , φα × ψγ}is
the atlas for the vector fibre bundle ζ × ζ ′. Besides that it is evident that take place the
equivalence
(136.1) ζ[Kn]× ζ ′[Km] ≃ (ζ × ζ ′)[Kn+m]
for the GL (n,K)- fibre bundle ζ and GL (m,K)- fibre bundle ζ ′.
Definition 1.55. If ζ, ζ ′are the vector fibre bundles over the some base B then one can
form the new fibre bundle ζ
⊕
ζ ′ supposing ζ
⊕
ζ ′ = ∆ ∗ (ζ × ζ ′) where ∆ : B → B ×B′
is the diagonal map. It is called the Whitnev sum of the vector fibre bundles ζand ζ ′.The
fibre ζ
⊕
ζ ′ over the point b ∈ Bis the direct sum of the fibres of the fibre bundles ζ, ζ ′
over this point.
When the Whitnev sum is already defined we can consider now the Whitnev sum of the
representative of the equivalence classes for the n-dimensional vector fibre bundles over
the field K, i.e. in fact the Whitnev sum of the elements of Vectn(BGL (n,K)). And now
we shall prove that the Whitnev sum of the above equivalence classes is the multiplication
(more precisely the addition)operation and that Vectn(BGL (n,K)) has the structure of the
abelian semigroup with respect to the Whitnev sum.
But this is almost evident fact.The definition 1.55, namely the formula( 136.1),
provides us the feature of associativity for Whitnev sum.
Which equivalence class is the unit element for the investigated semigroup ? It is easy
to see that the equivalence class of the trivial vector fibre bundles from the example 1 is the
unit element for our semigroup. Really we deal in this example with one chart U=B and
the one trivialisation φ : B×Kn → B×V . Therefore this is indeed the unit element. The
formula ( 136.1) then provides again the semigroup operation (as a Whitnev sum ) with
above trivial class.Thus we proved that the Whitnev sum of the elements of Vectn(BGL
(n,K)) forms the structure of the semigroup .
In conclusion we ought to prove the abelian nature of this semigroup. But this provide
the following two lemmas.
Lemma 1.36. Let ζ1, ζ2are the fibre spaces over B1 and B2 correspondingly, and τ :
B1×B2 → B1×B2 is the map given with the formula τ(x, y) = (y, x). Then τ ∗(ζ2×ζ1) ≃
ζ1× ζ2. If ζ1, ζ2are the principal (the vector fibre bundles) correspondingly then takes place
the equivalence of the principal (the vector fibre bundles) correspondingly.
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Corollary 1.37. Let ζ1, ζ2 be the vector fibre bundles over the same base B. Then ζ1
⊕
ζ2 ≃
ζ2
⊕
ζ1.
Proof. Since τ ◦∆ = ∆ then
(137.1) ζ1
⊕
ζ2 = ∆ ∗ (ζ1 × ζ2) ≃ ∆ ∗ τ ∗ (ζ2 × ζ1) = ∆ ∗ (ζ2 × ζ1) = ζ2
⊕
ζ1

The inverse element for the given element is absent in the construction of
Vectn(BGL (n,K)).
Thus we proved the construction of the abelian semigroup on the set Vectn(BGL (n,K))
of the equivalence classes of the vector fibre bundles. How we can construct the group
structure by given semigroup Vectn( BGL (n,K))? This is the very interesting task by
itself and has many applications which we shall discuss later on.We shall follow now the
monograph [15]of M.F.Atiyah and the monograph [2]of M.M.Postnikov.
Let [2,p.413] the some abelian semigroup M be given.We shall construct now the group
of differences GM for the abelian semigroup M. This group consist of the formal differences
of the form a-b where a, b ∈M . We consider the two such differences a-b and a1 − b1as a
equal differences when it exists the such element c ∈M that a+ b1 + c = a1 + b+ c. The
addition in the group of differences is defined as following:
(138.1) (a− b) + (c− d) = (a+ c)− (b+ d)
The just defined group of differences is called very often the Grothendieck
group . This French mathematician utilised widely the construction of the group of differ-
ences and attracted the general attention to this group. Althouth the above construction
was well-known long before Grothendieck.
The formula
(139.1) χ : a 7→ (a+ c)− c, c ∈M
defines correct the some map
(139.1a) χ :M → GM
In definition χ(a) = χ(b) when and only when it exists the such element c ∈ M that a+c
=b+c.
Let the some other group G be given. Then it turns out that it exists the only homo-
morphism Gf : GM → G for the some homomorphism f :M → G, that the diagram
(140.1)
M χ✲ GM
❅
❅❅❘
f
 
  
✠
Gf
G
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is commutative. This was the general scheme for the construction of the group of differ-
ences. We shall denote in our next statement of the matter the abelian group of differences
corresponding the abelian semigroup Vectn(BGL (n,K)) with the letter K :K(A)for the
some abelian semigroup A.
M.F.Atiyah proposed the alternative scheme of the definition for the group of differences.
Let ∆ : A → A × A be the diagonal homomorphism of the semigroups,and let K(A) be
the set of the conjugate classes of the semigroup ∆(A) in the semigroup A × A. The set
K(A)is the factor-semigroup, but the permutation of the co-ordinates in A × A generates
the inverse element in K(A), therefore K(A)is the group. Let us define αA : A→ K(A) as
a composition of the embedding a→ (a, 0) with the natural projection A×A→ K(A) (for
the simplicity we suppose that A contains zero element).The pair (K(A), αA) is therefore
the functor of the semigroup A, and if γ : A→ B is the homomorphism of the semigroups
then we have the commutative diagram
(141.1)
A αA✲ K(A)
γ
❄ ❄
K(γ)
B αB✲ K(B)
If B is the group then αB is the isomorphism.
If A is besides that the semiring (i.e.the multiplication, distributive with respectto the
addition is defined on A) then K(A) obviously is the ring.
It is easy to see then the Whitnev sum as a semigroup operation is the addition in the
ring (the abelian nature of this addition is one of the demands to the
ring ).The direct product (136.1) then is the multiplication in this ring. Thus
Vectn(BGL (n,K))has the structure of the semiringand the above scheme allow us to con-
struct the ring which we shall call following M.F.Atiyah as K(Vect (B)).This is on the
other hand is the group of differences (this is provided with the M.F.Atiyah’s scheme ).
If E ∈Vect n(BGL (n,K)),then let us denote as [E] the image of the vector fibre bundle
E in the ring K(Vect (B)).We shall write down very often E instead of [E].
Using the M.F.Atiyah’s scheme we can see that if X is the some space (for example the
base B of the vector fibre bundle) then the every element of the group K(Vect (X)) has the
form [E]-[F] where E,F are the vector fibre bundles over X. Let G is the such vector fibre
bundle that the vector fibre bundle F
⊕
G is trivial. Let us denote the trivial vector fibre
bundle of the dimension n as n. Let F
⊕
G = n. Then [E]− [F ] = [E]+ [G]− ([F ]+G]) =
[E
⊕
G]− [n]. Thus every element of the group K(Vect (X)) has the form [H]− [n].
Let E,F are the such vector fibre bundles that [E]=[F]. Then the existence of the such
vector fibre bundle G that E
⊕
G ∼= F
⊕
G follows from the M.F.Atiyah’s scheme. Let G’
be the such vector fibre bundle that G
⊕
G′ ∼= n.
Then E
⊕
G
⊕
G′ ∼= F
⊕
G
⊕
G′, therefore E
⊕
n ∼= F
⊕
n. If the two vector fibre
bundles become equivalent after the addition to every of them of the suitable trivial vector
fibre bundles, then these vector fibre bundles are called the stable-equivalent vector fibre
bundles . Thus[E]=[F] if and only if E and F are stable-equivalent.
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Thus we described in outline the K-theory - the very beauteful and elegant thing. The
K-theory will serve us as a base for the theory of the topologic index of the elliptical
operator.
In the conclusion of our first lecture let us acquaint with the one more thing. This is
the elementary information about the sheafs. The sheafs are also one of the elements of
the theory of the topologic index of the elliptical operator. We follow in the statement of
the sheafs theory the monograph [17] of F.Hirzebruch. These objects as our reader this
will see soon are very alike on the fibre bundles.
Definition 1.56. The sheaf Ω (of the abelian groups)over the topologic space X is the
triad Ω = (S, π,X) satisfied the following conditions
(1) S and X are the topologic spaces and πS → X is the onto continuous map;
(2) every point α ∈ S has the open neighbourhood N in S such that π|N is the
homeomorphism between N and the open neighbourhood of π(α) in X.
The counterimage π−1(x) of the point x ∈ X is called the stalk over x and denoted as
Sx. Every point of S belong to the unique stalk. Condition (2) means that π is the local
homeomorphism and implies that the topology of S generates the discrete topology on
every stalk.
(3)Every stalk has the structure of the abelian group. The group operation associate
the sum α + β ∈ Sx and the difference α− β ∈ Sxto the points α, β ∈ Sx. The difference
depends continuously on α and β.
The word ”continuously” in (3)means that if S
⊕
S is the subset {(α, β) ∈ S×S; π(α) =
π(β)} of S×S with the induced topology the map S
⊕
S → S defined by (α, β)→ (α−β) is
continuous. The conditions (1)-(3) imply that the zero element 0x of the abelian group Sx
depends continuously on x, i.e. the map X → S defined by x→ 0x is continuous.Similarly
the sum α + β depends continuously on α, β.
Remark 1. Our reader can see easy comparing the definition 1.56 and 1.4 (with acccount
of the continuity of map π ) that S has the structure of the total space over X with the
extra structure of the abelian group, the stalk Sx is the fibre over x ∈ X , and thus the
sheaf Ω is the one of examples of the fibre bundles.
Remark 2. What is this - the discrete topology,about what one mentioned in definition
1.56? (we hope that our reader is acquainted with the bases of topology; then he will easy
understand this matter)
Let [9]X is the arbitrary set and Ois the family of all its subsets. We call X the open
set. Also the empty set will in definition the open set . Its subsets O subdivide on the
open and on the closed subsets. And we postulate that the joint and the crossing of the
open subsets are the open subsets in X. Every set F ⊂ X is called the closed subset in X
if its supplement X/F is the open subset in X. In this case the pair (X,O) is called the
topological space.
We introduce now the additional ”technical”demand for the subsets O. Let every set
A ⊂ X be open and closed simultaneously :the open-closed sets . Every set contained the
some point x ∈ X is its neighbourhood. The family of all one-point sets of the set X
forms the base of the topological space (X,O), i.e. every different from empty open set is
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represented as a joint of the some subfamily of the family of all one-point sets. It is evident
that this base has the minimal capacity (the number of elements) among the other bases.
The set of all cardinal (natural) numbers of the form |B| where B is the base of the
topological space (X,O) has always its minimal element since every set of cardinal numbers
is ordered with the relation <. This minimal cardinal number is called the weight of the
topological space (X,O) and denoted as w(X,O). Therefore in our case the weight of
(X,O) is the weight of the family of all one-point sets in other words it is the capacity of
X .
The family B(x) of all neighborhoods of the point x is called the base of the topological
space (X,O) in the point x if it exists the element U ∈ B(x) for every neighborhood V of
x that x ∈ V ⊂ U .In our case the family consisted of unique set {x} is the base of the
topological space (X,O) in the point x .
The character of the point x in the topological space (X,O) is the minimal cardinal
number of the form |B|. This cardinal number is denoted as χ(x, (X,O)).The character
of the topological space (X,O) is the supreme of all cardinal numbers χ(x, (X,O)). This
cardinal number is denoted as χ((X,O)).If χ((X,O)) ≤ ℵ0 ,i.e. it is the countable then one
say that the topological space (X,O) satisfies the first countable axiom ; it means that the
countable base in every point x ∈ X . Thus we draw the conclusion that (X,O) satisfies
the first countable axiom in our case.
Further since every subset A is open-closed in our model every subset A ⊂ X coincides
with its closure and with its interior. The such topological space is called the discrete
spaceand Ois called the discrete topology .
It is evident that we can construct the above topology also for every stalk in S.
Remark 3. The condition (3)can be modified to give the definition of the sheaf for any
other algebraic structure on each stalk. It sufficient to demand the continuous nature of
the algebraic operations. It will very often happen that each stalk of S is the K-module (for
the same ring K). In this case (3) must be modified to include the condition :the module
multiplication associates the point kα ∈ Sx to α ∈ Sx, k ∈ K,and the map S → S defined
by α→ kα is continuous for every k ∈ K. Later on we shall tacitly assume that all sheaves
are the sheaves of the abelian groups or the K-modules .
Definition 1.57. Let Ω = (S, π,X) and Ω˜ = (S˜, π˜, X) be the two sheaves over the some
space X. The homomorphism h : Ω→ Ω˜ is defined if
(1) h is the continuous map from S to S˜;
(2) π = π˜ ◦ h,i.e.h maps the stalk Sx to the stalk S˜x for each x ∈ X ;
(3) the restriction
(142.1) hx : Sx → S˜x
is the homomorphism of the abelian groups.
By (1)and (2) h is the local homeomorphism from S to S˜.
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Definition 1.58. The presheaf over the some space X consists of the abelian group SU
for every open set U ⊂ X and the homomorphism rUW : SU → SV for each pair of open sets
U, V ⊂ X with V ⊂ U . These groups and homomorphisms satisfy the following properies:
(1) if U is empty then SU = 0 is the zero group;
(2) the homomorphism rUU : SU → SU is the identity. If W ⊂ V ⊂ U then r
U
W =
rVW ◦ r
U
V .
Remark. By (1)it suffices to define SU and r
U
W only for non-empty open sets U,V.
Every presheaf over X determines the some sheaf over X by the following construction :
a. Let Sx is the direct limit of the abelian groups SU , x ∈ U ⊂ U with respect to the
homomorphism rUW . In other words U runs through all open neighborhoods of x. Each
element f ∈ SU determines the element fx ∈ Sx called the germ of X at x.Every point of
Sx is the germ. If U,V are the open neighborhoods of x and f ∈ SU , g ∈ SV then fx = gx
if and only if there exist the open neighborhood W of x such that W ⊂ U , W ⊂ V and
rUW f = r
V
W g.
b. The direct limit Sx of the abelian groups SU is itself the abelian group. Let S be the
union of the groups Sx for different x ∈ X and let π : S → X map the points of Sx to x.
Then S is the set in which the group operations (3) from the definition 1.57 are defined.
c. The topology of S is defined by means of basis. The element f ∈ SU defines the germ
fy ∈ Sy for every point y ∈ U . The points fy, y ∈ U form the subset fU ⊂ S. The sets fU (
U runs through all open sets of X ,and f runs through all elements ofSU ) form the required
basis for the topology of S.
It is easy to see that by a, b, c the triad Ω = (S, π,X) is the sheaf of the abelian groups
over X. This sheaf is called the sheaf constructed from the presheaf
{SU , r
U
W} .
Let Θ = {SU , r
U
W } and Θ˜ = {S˜U , r˜
U
W } are the presheaves over X. The homomorphism h
from Θ to Θ˜ is the system {hU} of the homomorphisms hU : SU S˜U which commute with
the homomorphisms rUW , r˜
U
W ,i.e.r˜
U
W ◦ hU = hV r
U
V for V ⊂ U .
The homomorphism h is called the monomorphism (epimorphism,
isomorphism correspondingly) if every homomorphism hU is the monomorphism ( epi-
morphism, isomorphism correspondingly).Θ is the subpresheaf of Θ˜ if for each open set U
the group SU is the subgroup of S˜U and r
U
V is the restriction of r˜
U
V on SU for V ⊂ U .If
Θ is the subpresheaf of Θ˜ then the quotient presheaf Θ˜/Θ is defined. The latter assigns
the factor-group S˜U/SU . If h is the homomorphism from the presheaf Θ to the presheaf
Θ˜ then the kernel of h and the image of h are defined in the natural way. The kernel of h
is the subpresheaf of Θ and associates to every open set U the kernel of hU . The image of
h is the subpresheaf of Θ˜ and associates to every open set U the image of hU .
Definition 1.59. Let Ω = (S, π,X) and Ω˜ = (S˜, π˜, X) be the sheaves over the some space
X. The homomorphism h : Ω→ Ω˜ is defined if
(1) h is the continuous map from S to S˜;
(2) π = π˜ ◦ h,i.e.,h maps the stalk Sx to the stalk S˜x for each x ∈ X ;
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(3) the restriction
(143.1) hx : Sx → S˜x
is the homomorphism of the abelian groups for each x ∈ X
Let Ω = (S, π,X) and Ω˜ = (S˜, π˜, X) are the sheaves constructed from the presheaves
Θ and Θ˜.The homomorphism h : Θ → Θ˜ generates the homomorphism from Ω which
is also denoted as h. In order to define this homomorphism it is sufficient to define the
homomorphism hx as this was in definition 1.59 : if α ∈ Sx is the germ at x of the element
f ∈ SU then hx(α) is the germ at x of the element hU (f) ∈ SU . This rule gives the well
defined homomorphism hx : Sx → S˜x called the direct limit of the homomorphisms hU .
The section of the sheaf Ω(S, π,X) over the open set U is the continuous map s : U → S
for which π ◦ sU → U is the identity (compare with the section of fibre bundle!).By (3)of
definition 1.56 the set of all sections of Ω over U is the abelian group which we denote as
Γ(U,Ω). The zero element of this group is the zero section x→ Ox.If s is the section of S
over U the image set s(U) ⊂ S cuts each stalk Sx, x ∈ U to exactly one point.
Let now associate the group Γ(U,Ω) of sections of Ω) over U to every open set U ⊂ X .
where if U is empty Γ(U,Ω) is the zero group. If V ⊂ U let rUV : Γ(U,Ω) → Γ(V,Ω) is
the homomorphism which associates to each section of Ω over U its restriction to V (if
V is empty we put rUV = 0).The presheaf {Γ(U,Ω), r
U
V } is called the canonical presheaf
of the sheaf Ω.By our scheme of construction of the sheaf from the presheaf the presheaf
{Γ(U,Ω), rUV } defines the sheaf ; this is again the sheaf Ω.In fact by (1) and (2)of definition
1.56 every point α ∈ S belongs to at least one image set s(U) where s is the section of
Ω over the some open set U. If s, s′ are sections over U, U ′ with α ∈ s(U)
⋂
s(U ′)then s
agrees with s′ in the some open neighborhood of x = π(α).Therefore germs at x of the
sections of Ω over the open neighborhoods of x are in one-to-one correspondence with the
points of the stalk Sx.
Let Ω be the sheaf constructed from the presheaf Θ = {SU , r
U
V }.The element f ∈ SU has
the germ fx at x for every x ∈ U .Let hU (f) is the section x→ fx of Ω over U. This defines
the homomorphism hU : SU → Γ(U,Ω) and whence the homomorphism h from Θ to the
canonical presheaf of Ω. In general h neither the monomorphism nor the epimorphism
[18, §1, Propositions 1,2].The homomorphism {hU} from Θ to the canonical presheaf of Ω
induces the identity isomorphism h : Ω→ Ω.
Definition 1.60. Ω′ = (S′, π∗, X) is the subsheaf of Ω = (S, π,X) if
(1) S’ is the open set in S;
(2) π′ is the restriction of π to S′ and maps S′ onto X;
(3) the stalk π ∗−1 (x) = S′
⋂
π−1(x) is the subgroup of the stalk π−1(x) for all x ∈ X .
The condition (1) is equivalent to
(1*) Let s(U) ⊂ S be the image set of the section of Ω over U and α ∈ s(U)
⋂
S′.
Then U contains the open neighbourhood V of πα such that s(x) ∈ S′ for all x ∈ V .
Conditions (1*) and (2) imply that π∗ is the local homomorphism and (3) implies that
the group operations in Ω′ are continuous. Therefore the triad (S′, π∗, X) is the sheaf.
56 LEONID D. LANTSMAN
The inclusion of S′ in S defines the monomorphism from Ω′ to Ω called the embedding of
Ω′ in Ω.
The zero sheaf o over X can be defined up to isomorphism as a triad (X, π,X) where
π is the identity map and each stalk is the zero group. The zero sheaf is the subsheaf of
every sheaf Ω over X :let S′ is the set 0Ω of zero elements of the stalks of Ω,i.e. 0Ω = s(X)
where s is the zero element of Γ(X,Ω).
Let Ω = (S, π,X) and Ω˜ = (S˜, π˜, X) be the sheaves over X and h : Ω → Ω˜ is the
homomorphism. If S′ = h−1(0(Ω˜))and π∗ = π|S′ then (S′, π∗, X) gives us the subsheaf
h−1(0) called the kernel of h. The stalk of the sheaf h−1(0) over x is the kernel of the
homomorphism hx : Sx → S˜x. If S˜
′ = h(S) and π˜∗ = π˜|S′ then (S˜′, π˜′, X) gives the
subsheaf h(Ω) of Ω˜ called the image of h .The stalk of the sheaf h(Ω) over x is the image
of the homomorphism hx.
Let {Ai} be the sequence of the groups (or the presheaves or sheaves) and {hi} is the
sequence of the homomorphisms hi : Ai → Ai+1.(The index i takes all integral values
between the two bounds n0, n1 which may also be −∞ or ∞.Thus Ai is defined for n0 <
i < n1 and hi is defined for n0 < i < n1 − 1 .) The sequences Ai, hi as usually are the
exact sequences if the kernel of each homomorphism is equal to the image of the previous
homomorphism. If all Ai are the presheaves {S
(i)
U } over the topologic space X then the
exactness means that it exists the exact sequence of the groups
(144.1) ...→ S
(i)
U → S
(i+1)
U → S
(i+2)
U → ...
for every open set U ⊂ X .
If the Ai are the sheaves over X then the exactness means that the stalks of the sheaves
Ai form the exact sequence at every point x ∈ X . Since the direct limit of the exact
sequences is again the exact sequence [19,Charpter 8]we have
Lemma 1.38. Let us consider the exact sequence
(145.1) ...→ Θn → Θn+1 → Θn+2 → ...
of the presheaves over X. Then the generated sequence of the sheaves Ωi constructed from
Θi is the exact sequence of the sheaves over X.
For example let
(146.1) 0→ Ω′
h′
−→ Ω
h
−→ Ω′′ → 0
is the exact sequence of the sheaves Ω′ = (S′, π∗, X),Ω = (S, π,X) and Ω′′ = (S′′, π ∗∗, X)
over X.
The first 0 denotes the zero subsheaf of Ω′,the first arrow denotes the embedding of 0 in
Ω′.Therefore the exactness implies that h′ is the monomorphism and can be regarded as the
embedding of the subsheaf Ω′ in Ω. The final 0 denotes the zero subsheaf of Ω′′, the final
arrow denotes the trivial homomorphism which maps each stalk of Ω′′ to its zero element.
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Therefore exactness implies that h is the epimorphism. The exact sequence (146.1) gives
the corresponding exact sequence of the stalks over x:
(147.1) 0→ S′x
h′x−→ Sx
hx−→ S′′x → 0
for every x ∈ X .
The group S′′x is isomorphic to the factor-group Sx/S
′
x. It is easy to check that S
′′ has
the factor-topology (recall our remark in theorem 1.8): the subsets of S′′ are open if and
only if their counterimages under h are the open sets in S. This shows that the sheaf Ω
and its subsheaf Ω′ given at most one sheaf Ω′′ for which the sequence (146.1) is exact. It
is possible to prove the existence of such the Ω′′ by defining first the presheaf for Ω′′.
Let Ω′ be the subsheaf of Ω and U is the open set of X. The group Γ(U,Ω′) of the
sections of Ω′ over U is then the subgroup of Γ(U,Ω),the group of the sections of Ω over
U. We define S′′U = Γ(U,Ω)/Γ(U,Ω)
′ such that it exists the sequence
(148.1) 0→ Γ(U,Ω′)→ Γ(U,Ω)→ S′′U → 0
If V is the open set contained in U the restriction homomorphism Γ(U,Ω) → Γ(V,Ω)
maps the subgroup Γ(U,Ω′) ⊂ Γ(U,Ω) to the subgroup Γ(V,Ω′) ⊂ Γ(V,Ω) and induces
the homomorphism rUV : S
′′
U → S
′′
V . The presheaf {S
′′
U , r
U
V } is the quotient of the canon-
ical presheaf of Ω.Let Ω′′ is the sheaf constructed from the presheaf {S′′U , r
U
V }.The exact
sequence (148.1) of presheaves generates by lemma 1.38 the exact sequence of sheaves. We
collect our results in the following theorem :
Theorem 1.39. Let Ω be the sheaf over the topologic space X and Ω′ is the subsheaf of Ω
with the embedding h′ : Ω′ → Ω. It exists the sheaf Ω′′ over X unique up to isomorphism
for which it exists the exact sequence
(149.1) 0→ Ω′
h′
−→ Ω
h
−→ Ω′′ → 0
The homomorphism hx at each point x ∈ X gives the isomorphism between the factor-group
Sx/S
′
x and the stalk S
′′
x of Ω
′′ over x.
Remark. We obtain the exact sequence
(150.1) 0→ Γ(U,Ω′)→ Γ(U,Ω)→ Γ(U,Ω′′)→ 0
from (149.1)
By (148.1) S′′U is the subgroup of Γ(U,Ω
′′) consisting of all sections Ω′′) over U which
are images of the sections of Γ(U,Ω) over U.
Let Ω = (S, π,X) be the sheaf over X and let Y be the subset of X. If the subset
π−1(Y ) of S is given the generated topology of the triad (π−1(Y ), π|π−1(Y ), Y ) defines in
the natural way the sheaf Ω|Y over Y called the restriction of Ω to Y.
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Theorem 1.40. Let Y be the closed subset of the topological space X and Ω = (S, π,X) be
the sheaf over Y. It exists the sheaf Ωˆ over X unique up to isomorphism such that Ωˆ|Y = Ω
and Ωˆ|(X − Y ) = 0.The groups Γ(U, Ωˆ) and Γ(U
⋂
Y,Ω) are isomorphic for any open set
U ⊂ X (Ωˆ is called the trivial extension of Ω to X).
Proof. The uniqueness follows immediately from the properties of Ωˆ:if
Ωˆ = (Sˆ, πˆ, X) then Sˆ = S
⋃
((X − Y ) × 0), πˆ(α) = π(α) for α ∈ S, πˆ(a × 0) = a for
a ∈ X − Y and therefore the stalk Sˆx = πˆ−1(x) is equal to π−1(x) for x ∈ Y and equal
to the zero group for x ∈ X − Y . The sets s(U
⋂
Y )
⋃
((U
⋂
(X − Y )) × 0), for arbitrary
open sets U ⊂ X and arbitrary sections s of Ω over U, define the basis for the topology
of Sˆ.This completes the construction of Ωˆ.One can also define Ωˆ by means of presheaf :
let us associate the group SˆU = Γ(U
⋂
Y,Ω) to each open set U ⊂ X and the restriction
homomorphism rUV : Γ(U
⋂
Y,Ω→ Γ(V
⋂
Y,Ω) to each pair of open sets U,V with V ⊂ U .
Since Y is closed each point x ∈ X − Y has the open neighborhood U for which U
⋂
Y
is empty and SˆU = 0.Therefore the sheaf Ωˆ constructed from the presheaf {SˆU , r
U
V } has
Ωˆ|Y = Ω and Ωˆ|(X − Y ) = 0.In fact {SˆU , r
U
V } is the canonical presheaf of Ωˆ. 
Remark. .Let us suppose that the stalk of Ω has the non-zero element at the some
boundary point of Y. Then Sˆ is the non-Hausdorff space.
The examples of sheaves.
Example 1. Let X be the topologic space and A be the abelian group. The constant sheaf
over X with stalk A is defined by the triad X × A, π,X) and is also denoted by A. Here
π : X×A→ X is the projection from the product X×A where A has the discrete topology.
The sum and difference of points (x,a) and (x′, a′) in X × A are equal to (x, a± a′). The
reader can compare easy this case with the case of the trivial fibre bundles.
Example 2. Let X be the topologic space. Let us associate the additive group SU of all
continuous complex valued functions to U ,- the non-empty open set in X. The homomor-
phism rUV : SU → SV is defined for V ⊂ U by taking the restriction on V of each function
defined on U. Let Cc be the sheaf constructed from the presheaf {SU , r
U
V }.Then Cc is
called the sheaf of germs of local complex valued continuous functions .
The sheaf of germs of local never zerocomplex valued continuous functions is defined
similarly: let us associate the abelian group S∗U of never zero complex valued continuous
functions to U ,- the non-empty open set in X. The group operation is the ordinary multipli-
cation. It exists the homomorphism SU → S∗U which associates the function e
2πif ∈ S∗U
to each function f ∈ SU . This defines the homomorphism {SU , r
U
V } → {S∗U , r
U
V } of the
presheaves and hence the homomorphism Cc → C∗c the sheaves. The kernel of the homo-
morphism Cc → C∗c is the subsheaf ofCc isomorphic to the constant sheaf over X with
the stalk,- the additive group Z of integer numbers. Every point z0 of the multiplicative
group C∗c of non-zero complex numbers has the open neighbourhood in which the single
branch can be chosen for log z. If k is the germ of C∗c then (2πi)
−1 log k is the germ of
Cc which maped to k under Cc → C∗c. Therefore it exists the exact sequence of sheaves
over X
(151.1) 0→ Z→ Cc → C∗c → 0
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Example 3. Let now X be the n-dimensional differentiable manifold. We adopt now the
following definition ([20,§ 1] and [21]).X is the Hausdorff space with the countable basis
(look remark 2 to definition of sheaves).The certain real valued functions at each point
x ∈ X are distinguished and called the differentiable at x. Every function is defined on
some open neighborhood of x and the following axiom is satisfied :
Axiom. It exists the open neighborhood U of x and the homeomorphism g from U onto the
open subset of Rn such that, for all y ∈ U , if f is the real valued function defined on the
neighborhood V of y and h = g|U
⋂
V ,then f is differentiable at y if and only if fh−1 is
C∞-differentiable at g(y).
Here fh−1 is the real valued function defined on the open neighborhood of g(x) in Rn.
It is C∞-differentiable at g(x) if all the partial derivatives are continuous in the some
neighborhood of g(x).
The homeomorphism g which satisfies this axiom is called the admissible chart of the
differentiable manifold X.
If X is the differentiable manifold ,and U is the open set of X, let SU be the addi-
tive group of complex valued functions differentiable on U(the complex valued function is
differentiable if and only if its real and imaginary parts are differentiable). The presheaf
{SU , r
U
V } defines the sheaf Cb :the sheaf of germs of local complex valued differentiable func-
tions. Similarly the sheaf C∗b of germs of local never zero complex valued differentiable
functions is defined. It exists the exact sequence of sheaves over X
(152.1) 0→ Z→ Cb → C∗b → 0
Example 4. Now let X be the n-dimensional complex manifold. The definition is anal-
ogous to the definition of differentiable manifold [22].X is the Hausdorff space with the
countable basis (as the metrical space!).The certain complex valued functions at each
point x ∈ X are distinguished and called the holomorphic or the complex analytic at x.
Every function is defined on some open neighbourhood of x and the following axiom is
satisfied :
Axiom. It exists the open neighbourhood U of x and the homeomorphism g from U onto
the open subset of Cn such that for all y ∈ U if f is the complex valued function defined on
the neighbourhood V of y and h = g|U
⋂
V then f is holomorphic at y if and only if fh−1
is holomorphic at g(y).
The homeomorphism g which satisfies this axiom is called the admissible chart of the
complex manifold X. The admissible charts of the n-dimensional complex manifold X can
be used in a natural way for definition of 2n-dimensional differentiable manifold with the
same underlying space X.
If X is the complex manifold let SU be the additive group of (complex valued) functions
holomorphic on U. This group defines the sheaf Cω:the sheaf of germs of local holomorphic
functions .Similarly the sheaf C∗ω of germs of local never zero holomorphic functions is
defined. It exists the exact sequence of sheaves over X
(153.1) 0→ Z→ Cω → C∗ω → 0
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Remark. The sheaves Cc,Cb,Cω can also be regarded as a sheaves of the C-modules.
All sheaves in the exact sequences (151.1- 153.1) are however regarded as the sheaves of
the abelian groups. The presheaves used for construction of Cc,C∗c,Cb,C∗b,Cω,C∗ω are
all canonical presheaves. For example Γ(U,Cc) is the additive group of all complex valued
continuous functions defined on U.
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