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The concurrent constraint logic programming framework extends both logic programming and 
concurrent logic programming in that a program consists of the concurrent execution of agents 
which add (i.e., “tell”) and check (i.e., “ask”) constraints on a shared set of variables, and whose 
behaviour is described by a set of clauses. This formulation is very genera1 and can be seen as 
a concurrent logic programming she11 which is parametrized w.r.t. the underlying constraint system. 
Graphs and graph grammars can be conveniently used to describe such a framework, and the 
modelling is so elegant and expressive that they provide what we believe is the most natural abstract 
machine for concurrent constraint programming. In fact. basic notions like the possibility of asking 
or telling a constraint into the shared store are very easy to express in the algebraic approach to 
graph rewriting. More precisely, the shared store is represented as a (hyper)graph, where nodes are 
variables and arcs are constraints or agents. Then. both the entailment relation of the underlying 
constraint system and the local behaviour of agents is expressed by suitable sets of graph produc- 
tions, which transform the current global state of the system into a new one. Finally, each 
computation is represented by a graph derivation. In our setting the shared store is not seen as one 
constraint, but as a set of constraints which possibly share variables. This is in contrast with all the 
operational and denotational semantics already proposed for the concurrent constraint paradigm, 
which treat the shared store as a monolith and, thus. are not useful for deriving any information 
about the causal dependencies among the agents or the maxima1 degree of parallelism. On the 
contrary. our approach can easily express such information in the form of a partial ordering 
associated to each graph derivation. This can be regarded as the first attempt to give a true- 
concurrency semantics to concurrent constraint programming and, more generally. to graph 
grammars. 
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1. Introduction 
The concurrent constraint (cc) programming paradigm is due to [21] and is based 
both on the constraint logic programming (CLP) scheme [7] and on the class of 
concurrent logic programming languages [20]. Historically, it is more related to the 
latter class of languages than to CLP, since it is an attempt to generalize the formalism 
through which concurrent agents can synchronize and interact. In fact, while concur- 
rent logic languages use the concept of read-only and write-only variables, viewed as 
unidirectional channels of communications, the cc framework introduces the ideas of 
LI& and tell operations, which respectively generalize the notions of read and write to 
the notions of checking and adding constraints on a shared set of variables. Also, all cc 
languages are “committed-choice” languages; thus, they cannot faithfully model 
languages like CLP where a sequential execution with possible backtracking is 
adopted. However, the use of constraints instead of variable bindings and the para- 
metrization over an underlying constraint system gives the cc paradigm several of the 
nice features already present in CLP and, thus, makes it a very natural constraint logic 
programming paradigm too. 
The cc framework can obviously be seen as a scheme for process description 
languages as well, where processes are atoms, networks of processes are goals, 
communication is achieved via ask and tell, and recursive definitions are expressed by 
clauses. In particular, cc languages are very close to languages like CCS [ 111 and CSP 
[6], since agent composition is obtained through the use of the basic combinators 
11 and + (instead of only . and multiple clause definition). Also, basic notions of such 
languages, like restriction and relabelling, are naturally expressed by hiding (3X.A) 
and matching. On the other hand, CCS processes directly communicate with each 
other, with cc agents communicate only through the store. Thus, in order to give 
a faithful semantics to the cc framework, it is necessary to have a nonmonolithic 
model of the shared store and of its communication with the agents. 
More precisely, usually the semantics of concurrent constraint programs is given 
operationally, by adapting some of the classical techniques already used for process 
description languages like CCS and CSP. Some examples are the use of sequences of 
ask and tell operations 1221. or also sequences of “assume” and tell [l] to describe 
a computation. All these attempts to give a formal semantics to the cc paradigm 
follow the SOS-style operational semantics [ 171 and, thus, while being successful in 
describing computation results or deadlock properties of a program, suffer of the 
typical pathologies of an interleaving semantics, i.e., of a semantics where concurrency 
is modelled by nondeterminism. It is easy to see that this approach is somewhat 
unrealistic, since processes which can be executed simultaneously are instead forced to 
be executed in a(ny) sequence, thus representing them exactly in the same way as two 
processes which could not be executed simultaneously. Therefore, the independency 
information among the parallel processes is lost and, thus, there is no way to 
derive the real causal dependencies among the processes of a system. Furthermore, 
in concurrent systems where processes interact through a shared memory, the 
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interleaving approach does not permit to derive information concerning the maximal 
parallelism in the use of such a memory. Thus, any intelligent implementation which 
wants to exploit this information in order to increase efficiency cannot get it from the 
semantic analysis but instead has to obtain it from some other level of static or 
dynamic analysis. On the contrary, in the so-called true-concurrency approach, 
interleaving is abandoned and the description of the simultaneous execution of 
parallel processes is formally allowed. Thus, information about the maximal memory 
parallelism and the causal dependencies among processes can be formally obtained 
from the semantic analysis of a program. Moreover, it has also been noted that 
a true-concurrency approach is also convenient when interested in fairness properties 
of a distributed system [15]. For these reasons we believe that a true-concurrency 
semantics for the concurrent constraint programming paradigm would be very 
convenient and interesting. 
The basic idea which makes our approach differ from the usual ones is that the 
behaviour of the store and that of the agents can be uniformly expressed. Standard 
approaches typically represent only the behaviour of agents, and the underlying 
constraint system is treated as a “black box”, which does not actively contribute to the 
global evolution of the system. We believe instead that only by describing the 
behaviour of the constraints can we understand how agents interact and depend on 
each other. 
In the cc setting the underlying constraint system is formalized in a very simple way 
as a (partial) information system [19] given by a set D of tokens (i.e., primitive 
constraints), plus an entailment relation which describes the way constraints logically 
entail each other. Our idea of a uniform representation for agents and store stems 
from the fundamental observation that not only agents are closure operators over the 
lattice of all constraints of the underlying constraint system (as shown in [23]), but 
also the entailment relation can be expressed by a set of such closure operators. 
However, in this paper we do not represent them as closure operators, but instead as 
graph productions, since we believe that graph rewriting systems [S] are more suitable 
to express faithfully the basic elements of a cc computation and the relationship 
among them. 
In the cc framework, the global state can be described by the current set of active 
agents and of already generated tokens which are contained in the shared store. Both 
processes and tokens involve (and possibly share) some variables; thus, the idea is to 
consider a graph where nodes represent the current variables and arcs represent the 
current tokens and agents. Note that both agents and tokens are here uniformly 
expressed as hyperarcs in such a graph, and this makes clear that they are, in fact, 
very similar in nature. In fact, they both can be thought of as constraints which are 
defined by the user (via the program) or by the system (via the entailment relation), 
respectively. 
Then, each computation step, which may involve either the evolution of an agent or 
the generation of (entailed) constraints by the entailment relation, is represented by 
a graph production, which rewrites a part of the current graph into another graph. 
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A computation is, therefore, any finite or infinite sequence of graphs and graph 
rewriting steps. Note (again) that usually the evolution of the store via the entailment 
relation is not observed at all, or it is considered at a lower level w.r.t. the agents’ 
description. The fact that both can instead be represented at the same level is 
important, since it means that part of the entailment relation (which is usually defined 
at the constraint system level) can be described at the program level, and vice versa, 
that some programs can be built-in in the constraint system. Or, in other words, that 
the constraint system is not fixed once and for all, but can be tailored to the needs of 
the user. 
Now, from each computation it is possible to derive a suitable partial ordering 
among agents and tokens which have been generated and used in the program. Such 
a partial ordering is exactly what describes the causal dependencies among the agents 
(via the tokens) and, thus, gives the basis to obtain the desired knowledge about the 
degree of parallelism. The way we obtain such a partial ordering is by defining an 
occurrence net [16] corresponding to each computation. In fact, occurrence nets 
automatically induce a corresponding partial ordering. 
Note that in this paper we do not propose any particular true-concurrency seman- 
tics for cc programs. In fact, what we do is only to give a basis from which many 
different true-concurrency semantics, depending on what we want to observe, can be 
easily built. 
It is important to stress that graph rewriting is not one among many formalisms 
that we could possibly choose to describe the behaviour of agents and tokens in a cc 
program. On the contrary, we feel that it allows us to describe in the most natural and 
elegant way all the main ingredients of cc programming and, thus, can be regarded as 
a powerful “abstract machine” for the execution of such programs. In fact, hyper- 
graphs are the most natural way to describe objects sharing variables (i.e., nodes), like 
agents and constraints are. Also, hyperarcs are able to describe in a uniform way both 
agents and tokens, and graph productions can express, again uniformly, their behavi- 
our. Furthermore, the possibility of checking elements without consuming them and 
of performing a generalized read (i.e., an ask), which are fundamental issues in cc 
programming, can easily be expressed in the algebraic representation of graph 
productions, which we will use in this paper. 
From a graph grammar point of view, what we do in this paper can be rephrased as 
follows: given a class of graph grammars (the ones describing cc programs), we 
provide them with a true-concurrency semantics, in the sense that the semantics of 
each grammar is the set of all occurrence nets (or of all partial orderings) associated 
with all its derivations. Note that the results of this paper are only an instantiation of 
a more general study which gives a true-concurrency semantics to the class of all 
graph grammars [14]. 
Notions of concurrency in the applications of graph productions are already 
presented in [4,5]. However, the approach in [S] studies concurrent productions but 
does not associate partial orderings with derivations. On the contrary, derivations 
have an associated partial ordering in [4]; however, in that paper a very specific case 
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of distributed systems is considered and, furthermore, the construction of the partial 
ordering is rather complex (since it is embedded in the generated graph). 
The framework proposed in this paper to represent a cc program with a set of 
graph productions is a generalization of earlier work where graph rewriting systems 
were used to describe logic programs ([3,2]). In that paper, however, there was 
no separation (as usual in the classical view of logic programming) between 
the constraint system and the logic programming part; thus, graph productions 
were only representing the program clauses, while the term structure, together 
with the unification algorithm, was coded into a more involved notion of graph 
and graph morphism. Note that such different approach, while being more “ad hoc”, 
allowed a faithful modelling of the composition of clauses, which is instead 
not possible in the setting of this paper. In fact, the composition of two clauses, 
which was simply modelled in that paper by the composition of the corresponding 
two graph productions, has to be modelled here by the composition of the production 
related to the first clause, followed (possibly) by some productions representing 
entailment deductions, and then by the production representing the second clause. 
Another difference between our approach and the one in [3,2] is that no notion of 
concurrency was present in the treatment of logic programs; thus, the meaning of 
a logic program was defined in terms of the language of the associated rewriting 
system. 
The paper is organized as follows. Section 2 describes the syntax of the cc languages 
and the way constraint systems are formalized. Section 3 defines graphs and graph 
rewriting systems, and describes how to represent agents and entailment relation as 
graph productions, computations as graph derivations, and cc programs as graph 
rewriting systems. Section 4 defines how to obtain the partial ordering associated to 
each graph derivation, Section 5 relates to our true-concurrency approach the classi- 
cal concurrent interpretation of graph grammars and, finally, Section 6 applies in 
detail our approach to an example. While the results in Section 4 are a generalization 
of those presented in [ 131, Section 5 is completely original. 
2. Concurrent constraint logic programming 
2.1. SJwtu.u 
Informally, there is a set of concurrent agents with variables and a shared store, 
which is a conjunction of constraints on the set of variables. The store can, thus, be 
viewed as the definition of a relationship among the current set of variables. Each step 
of the computation replaces a part of this relationship by its definition and possibly 
adds new constraints and new variables to the store. Thus, information is monotoni- 
cally added to the store until there is no piece of replaceable information. This final 
store is a refinement of the initial relationship among the variables and it is the result 
of the computation. The concurrent agents do not communicate with each other, but 
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only with the shared store, by either checking if it entails a given constraint (ask 
operation) or adding a new constraint to it (tell operation). 
Note that in such a setting there is no possibility of removing constraints. However, 
this does not appear to be a strong limitation, since most interesting computation 
models can be rephrased in such monotonic framework (see [20] for many examples). 
Furthermore, fundamental constraint processing techniques which involve constraint 
simplification and/or constraint relaxation (see [12] for example) may be simulated 
here by adopting suitable constraint systems [24]. 
While the operation tell (c) may either succeed (if the current store is consistent with 
c) or fail, ask(c) may either succeed (if the current store entails c), fail (if the current 
store is inconsistent with c), or suspend (if the current store does not entail c but it is 
consistent with c), waiting for some other agent to add enough information to the 
store to either make it entail c or be inconsistent with it. 
Formally, the syntax of a cc program can be defined by the following grammar: 
P I:= D.A 
D ::= p(X) :: A 1 D.D 
A ::=success 1 jiail / teU(c)+A 1 E 1 A 11 A 1 3X. A I p(X) 
E ::=ask(c)+A / E+E 
where P is the class of programs, D is the class of sequences of procedure declarations, 
A is the class of agents, c ranges over constraints, and X is a tuple of variables. Each 
procedure is defined (at most) once; thus, nondeterminisim is expressed via the 
+ combinator only. We also assume that, in p(X) :: A, vars(A) c X, where uars(A) is 
the set of all variables occurring free in agent A. In a program P = D. A, A is the initial 
agent, to be executed in the context of the set of declarations D. This corresponds to 
the language considered in [23], which allows only guarded nondeterminism. 
The intuitive behaviour of the agents is: 
l agent “ask(c)-+ A” checks whether constraint c is entailed by the current store and 
then, if so, behaves like agent A. If c is inconsistent with the current store, it fails, 
and, otherwise, it suspends, until c is either entailed by the current store or is 
inconsistent with the store; 
l agent “ask(c,)-+ Al + usk(cz)-tAz” may behave either like Al or like A, if both c1 
and c2 are entailed by the current store, it behaves like Ai if Ci only is entailed, it 
suspends if both c1 and c2 are consistent with but not entailed by the current store, 
and it behaves like “usk(c,)+A,” whenever “ask(cJ-fA2” fails (and vice versa); 
l in an “atomic” interpretation of the tell operation, agent “tell(c)+A” adds con- 
straint c to the current store and then, if the resulting store is consistent, behaves 
like A, otherwise it fails; in an “eventual” interpretation of the tell, this same agent 
adds c to the store (without any consistency check) and then behaves like A (if the 
resulting store is inconsistent this will result in an uncontrolled behaviour of the 
system, since from now on all ask operations will succeed); 
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l agent AI )I A2 behaves like AI and A2 executing in parallel; 
l agent 3X. A behaves like agent A, except that the variables in X are local to A; 
l p(X) is a call of procedure p. 
Given a program P, in what follows we will refer to Ag(P) as the set of all agents 
(and subagents) occurring in P, i.e., all the elements of type A occurring in a derivation 
of P according to the above grammar. 
2.2. Constraints in concwrent constraint programming 
In the cc paradigm, the underlying constraint system has been formalized in a very 
elegant and convenient way ([23]). Formally, a constraint system can be described as 
a partial information system (derived from the irlfbrmation systems introduced in [ 191) 
of the form 
where D is a set of tokens (that is, the primitive constraints) and t 5 ~J(D) x D is the 
entailment relation which states which tokens are entailed by which sets of other 
tokens. The relation k has to satisfy the following axioms: 
0 u Ex if XEU (reflexivity); 
l u Ex if u by for all J’EI’ and 0t.x (transitivity). 
For example, if D is the set of equations over the integers, then E includes the pair 
({x=3,x=4’}, J’=3), which means that the constraint J= 3 is entailed by the 
constraints x = 3 and x = 4‘. 
Given D, ) D 1 is the set of all subsets of D closed under entailment. Then, a constraint 
in a constraint system (D, k) is simply an element of 1 D 1 (that is, a set of tokens). 
Usually, there is also a set Con5 IDI which contains all consistent sets of tokens. 
Such a set has to satisfy the following axioms (taken from [19]): 
l if u&v and vECon then uECon (i.e., a subset of a consistent set of tokens is 
consistent); 
l if XED then [x)~Con (i.e., every single token is consistent); 
l if ut-x then uu{x}eCon (i.e., a set of tokens is consistent with all tokens which it 
entails). 
This is a very general formalization since many constraint systems, usually defined 
by using different formalisms, can be easily described as partial information systems 
[24]). Generality is not the only advantage of such a formalization. In fact, it also 
allows a very elegant description of the agents’ behaviour, since they can be simply 
modelled by closure operators on the lattice of all subsets of D, ordered by set 
inclusion. Both the determinate cc languages ([22]) and the nondeterminate ones have 
been given a denotational semantics based on such a notion of closure operators [S]. 
It is important to note at this point that each pair in the entailment relation t can 
be seen as a closure operator on (IDI, E) as well. In fact, if we see the entailment of 
a token t as the addition oft to the current constraint set, then each entailment pair 
can be simulated by a successful tell, since if S k-t then Su t is consistent. Thus, both 
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agents and the entailment relation can be modelled by a set of closure operators. 
While this is not the model that we chose for this paper, such a consideration allows us 
to realize that the entailment relation and the agents are very similar in nature. This 
similarity is what we will exploit in this paper to model both classes of objects by 
graph productions. 
3. Graph rewriting for concurrent constraint programming 
The idea is to represent the global state of a system as a graph, and to model each 
computation step as a graph production. Then, any computation is a finite or infinite 
sequence of applications of graph productions which starts from the graph represent- 
ing the initial state of the system. 
3.1. State as a gruph 
In the cc framework, the global state can be described by the current set of active 
processes and of already generated tokens, which are contained in the shared store. 
Both processes and tokens involve (and possibly share) some variables; thus, the idea 
is to consider a graph where nodes represent the current variables and arcs the current 
tokens and agents. 
Definition 3.1 (Graph). A labelled (hyper)graph H ==(N, A, c, I) consists of 
l a set of nodes N, 
l a set of (hyper)arcs A, 
l a connection function c: A-+UkNk, and 
l a labelling function 1: A+L, where L is a set of labels. 
Given a graph G, we will sometimes write ICI to denote the set of its (hyper) arcs. 
Graphs are defined here up to isomorphism, i.e., two graphs are not distinguish- 
able if they are isomorphic to each other. The connection function returns, for 
each arc, the ordered set of nodes connected by it, while the labelling function 
labels each arc with an element from a given set L. Such a labelling function is 
needed, since, intuitively, arc labels represent agents and arcs represent instances 
of agents, i.e. processes. Thus, we need to distinguish between different instances 
of the same agent. This problem already occurs for logic programming, where we may 
have to model faithfully two or more copies of the same atomic formulas in the same 
goal. In the setting of a true- concurrency semantics of concurrent constraint logic 
programming, this situation is even more evident, since different instances of tokens 
and agents may have different causes and, thus, have to be kept distinct. Thus, in the 
following definition of a state, we need both agents and agent instances (the same 
applies also to tokens). 
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Definition 3.2 (State). Given a set of variables X, a set of agents Ag = {ag,, . . . , agn}, 
a set of occurrences of each of such agents, i.e., {ag,,, . . . , agi,(i,}fori=l,...,n,andaset 
of tokens T= {tl,. ., t,,,} with their occurrences {til, . . . . tik(i)} for i= 1,. .., m (where all 
the above occurrences of tokens and agents involve subsets of X), a stnte is a graph 
(IV, A, c, ,!), where 
l N=X, 
l A=Ui=l,...,.{agi,,...,agilci,} u Uj=l,...,m{til,...,tik(i)}, 
l c(Ugih)= vUrs(Ugi) for i= 1,. .., H and h= 1,. ,., I(i), and c(tih)=UUrs(ti) for i= l,...,m 
andk=l , . . . , k(i), where vars(e) is the tuple (not the set) of variables occurring free 
in e, 
l l(Ugih)=agi for i<n, k=l,... ,1(i), I(tij)=ti for i<n, kc1 ,..., k(i). 
In the rest of the paper, we will always consider occurrences of agents and tokens, 
but for the sake of brevity we will call them agents and tokens, respectively. 
Note that a state, as defined above, can contain sets of tokens which are not closed 
under entailment and, thus, cannot be called constraints. Actually, the cc store is 
typically defined as containing, at any moment, only constraints and not arbitrary sets 
of tokens. 
The reason for this apparent discrepancy is that our model of the entailment 
relation is “lazy”, in the sense that, as we will see in detail later, the entailment relation 
is represented by a set of productions which possibly will, in a finite number of steps, 
generate all entailed tokens which are needed by any other production to be applic- 
able. In fact, any production needs only a finite number of arcs in order to be 
applicable (those arcs in its left side), and each of such arcs is generated by a finite 
number of applications of the entailment productions. 
This approach eliminates the need to give higher priority to the productions for the 
entailment relation and, thus, is preferable in distributed frameworks. Note, however, 
that the two approaches are equivalent in settings, like ours, where only causal 
dependency information is important. 
As an example, let us consider a state where the store contains {x = 3, y = 3, x = y], 
and there are two agents: a, = p(x, z) and u2 = q(z, y). Then the state can be repres- 
ented by the graph in Fig. 1, where nodes are circles and arcs are lines connecting all 
the involved variables. Note that hyperarcs are directed, according to their connection 
x=3 
L 
y=3 
x= 
It 
X Y 
al a2 
0 Z 
Fig. 1. A graph representing a state of a cc computation. 
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function. However, we will usually draw them without a direction to simplify the 
pictures. Also, note that unary arcs are drawn as a box with an arrow pointing to the 
only connected node. 
Note that this representation of the global state of a cc system highlights the fact 
that tokens and agents are very similar. In fact, they both can be thought of as 
constraints, the only difference being what provides their definition: tokens are defined 
by the constraint system, while agents are defined by program clauses. In other words, 
tokens are defined by the system, while agents are defined by the user. However, we 
will see in the following section that they are different in one important respect: 
tokens, once generated, are never removed, while agents evolve only by disappearing 
and creating new agents. 
3.2. Computation steps as graph productions 
At each moment of a computation, new constraints may be generated and added to 
the current store because of the accomplishment of some operation by one or more of 
the active agents. In particular, let us consider the two basic operations in the cc 
framework: ask and tell. 
If an active agent (i.e., an agent occurring in the current state) wants to tell 
a constraint c to the store, it will add the tokens in c to the current store (assuming that 
the current store is consistent with c), and will transform itself into another agent. This 
can be modelled by changing the graph representing the current state in such a way 
that the arc representing the active agent is deleted, and the arcs representing the 
tokens in c are added, together with an arc representing the new active agent. 
On the other hand, if an active agent asks the constraint c, then this can be modelled 
by checking if the tokens in c occur in the current state, and, if so, by deleting the arc 
representing such an agent and adding the new arc representing a new active agent. 
An important observation is the following: the entailment check involved in the 
accomplishment of an ask operation can be modelled by a change in the graph as well. 
In fact, each entailment pair (s, t), where s is a set of tokens and t is a token, and which 
means that s t-t, can be represented by the addition of the token r to the current graph 
if the tokens in s are already there. Thus, entailment check and agent operations 
are both modelled by graph changes, which may be formally described by graph 
productions. 
The following definitions are based on the algebraic approach to graph rewriting, as 
summarized, for example, in [S]. The introduction of such an approach has been 
a milestone in the history of graph rewriting, since this notation was and still is the 
only one able to give a satisfactory, elegant, and convenient formal description of 
graph productions and all their properties. In our setting, its power is clear in 
many respects. Among the others, it has the possibility of elegantly representing arcs 
which are tested for existence but not rewritten (like those representing asked 
constraints). 
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Definition 3.3 (Graph production). A graph production p is a pair of graph morphisms 
1: K--f L and r : K + R, such that 1 is a isomorphism over nodes and both 1 and r are 
injective. L, R, and K are called left side, right side, and interface of p, respectively. 
In the above definition, given two graphs G and H, a graph morphism f from G 
to H, writtenf: G-H, consists of a pair of functions, mapping nodes and arcs, res- 
pectively, which are compatible with the connection and labelling functions. Graph 
productions may be defined in a more general way by not restricting 1 and Y to be 
injective. However, the above definition is not restrictive for our purposes, since we 
always have such properties when modelling cc agents as graph productions. 
Definition 3.4 (Direcf derivation). Given a production p = (L L K A R), a graph G, and 
a graph morphism g : L+G, called an occurrence of L in G, there exists a direct 
derivation from G to G’ iff the diagram in Fig. 2 can be built, where both squares are 
pushouts. In what follows we will represent a double pushout construction by the 
tuple of all the objects involved, i.e., we will write: PO = (p, g, k, k, kl, kZ, G, H, G’), 
where p =(L L K r, R) and the names correspond to those in Fig. 2. 
The formal definition of a pushout can be found in [lo]. However, we may 
informally describe the application of a production p to G as follows: in the pushout to 
the left, the occurrence of L in G identified by g is removed (except for the image of 
K in L) to produce H; in the pushout to the right, G’ is built as the disjoint union of 
R and H, where the nodes and arcs in r(K) and in k(K) are identified. Thus, while 
K represents the part of G which is rewritten but remains unchanged (i.e. the nodes 
and the arcs which are not deleted), H represents the “context”, i.e., the part of G which 
is not rewritten at all. 
Definition 3.5 (Entailment as graph productions). Given a constraint system (D, t-), 
the set of graph produc;ions associated with it, written as Prod ((D, k)), is the set of 
all productions pi=(Lid Ki 2 Ri) such that (Si, ti)Et, Li and Ki are both the state 
representing Si and li is its identity morphism, Ri is the state representing si and ti 
together, and ri is the obvious injection of Ki into Ri. 
1 
L* K 
r .R 
g I_ PushOut I k PushOut 
G 
hl 
H 
h2 
Fig. 2. The double pushout construction. 
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Each production representing a pair (s, t) of the entailment relation adds token t if 
all tokens in s are already in the current graph. Note that the tokens in s are not 
deleted, and this is simply modelled by the fact that the interface K of the production 
contains them. 
For example, the production representing the entailment pair ({x = 3, x = y}, y = 3) 
and its application to a graph H to produce a new graph H’ is given in Fig. 3. 
Definition 3.6 (tell as a graph production). Given an agent ag = tell(c)-tag’, the graph 
production associated with it, called prod(ag), is defined as p =(L L K : R), where L is 
the state representing ag, R is the state representing ag’ and c, K is iso to the set of 
nodes in L, and 1 and r are the obvious injections of K into L and R, respectively. 
Note that the production associated to a tell agent, by itself, “implements” the 
eventual interpretation of a tell operation, since the constraint is added to the store 
even though it may lead to an inconsistency. However, it is important to stress that the 
atomic interpretation of the tell operation can be expressed by simply associating 
a suitable applicability condition with this same production. The production repres- 
enting the agent ag = tell(x = 3)-+ag’(x, z) is given in Fig. 4. 
Definition 3.7 (Nondeterministic composition as graph productions). Given an agent 
ag = Cg= 1 ysk(ci)~~gi, n graph productions prodI,. . , prod, are associated with it. If 
prodi=(Li 2 Ki LRi), then Li is the state representing ag and ci, Ri is the state 
representing agi, C<, and all the nodes in Li, Ki is the state representing ci and all the 
nodes in Li, and Ii and ri are the obvious injections of Ki into Li and Ri, respectively. 
k- / \ -/ 
K R 
Fig. 3. A production for the pair ( Ix = 3, x = y}, J = 3) of the entailment relation. 
L K R 
Fig. 4. A production for the agent aq = tell(.u = 3) ay’(x, z). 
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As the above definition formally says, to model the nondeterministic composition of 
agents we create a graph production for each branch of the nondeterministic choice. 
At the language level, nondeterminism arises whenever different branches are enabled 
(i.e., their ask constraints are all entailed by the current store). Such a situation is 
represented in our setting by the fact that all the productions corresponding to such 
branches are applicable. Note that, contrary to the Prolog underlying interpreter, 
which is deterministic and, thus, needs a precise selection rule to resolve the language- 
level nondeterminism, our graph rewriting abstract machine is nondeterministic and, 
therefore, implements directly the nondeterministic operator of the cc framework. 
This means that when several productions are applicable, one of them will be 
nondeterministically chosen and applied. 
An example of the productions associated with the nondeterministic agent 
ag(x, y, z)=ask(x=3)-rag,(x, y)+ask(y=3)+ag,(y, z) is given in Fig. 5. 
Definition 3.8 (Parallel composition us a graph production). Given an agent 
ag=ag, 11 ag,, the graph production associated with it, called prod(ag), is defined as 
p = (L +!- K 5 R), where L is the state representing ag, R is the state representing agI 
and ag2, K is iso to the set of nodes in L, and 1 and r are the obvious injections of 
K into L and R, respectively. 
An example of a production associated with the parallel agent 
ag(x, y, z)=agr(x, y) /I ag,(y, z) is given in Fig. 6. 
Definition 3.9 (Hiding as a graph production). Given an agent ag= 3X.ag’, the graph 
production associated with it, called prod(ag), is defined as p = (L +!- K L R), where L is 
x=3 
_-pp.-Q :1 0 z R 
y=3 
r 
-0 ,vl X Y a@ z 
R 
Fig. 5. The productions for the agent ay(x, y. z)=ask(x=3)+ay,(.x, y)+ask(y=3)+ag2(y, 2). 
238 U. Montanari, F. Rossi 
[yfyqy-jqgq 
L K R 
Fig. 6. A production for the agent ag(x, y, z)=ag,(x, y) /I ag,(y, z). 
the state representing ag, R is the state representing ug’, K is iso to the set of nodes in 
L, and 1 and Y are the obvious injections of K into L and R, respectively. 
Note that the production associated to the hiding combinator is the only one which 
can add nodes, which are then considered as local variables of the generated subgraph. 
All the other productions leave the set of nodes unchanged. An example of a produc- 
tion associated with the agent ag(x)=&?.ag’(x, u) is given in Fig. 7. 
Note that not all agents have one or more associated productions. In fact, the 
agents of the form p(X) do not generate any production. It is their declaration, if any, 
which generates the appropriate productions for their evolution. 
Definition 3.10 (Clause as a graph production). Given a clause C = (H :: ag), the graph 
production associated with it, called prod(C), is defined as p =(L +!- K 5 R), where L is 
the state representing H, R is the state representing ag and all the variables in H, K is 
iso to the set of nodes in L, and 1 and Y are the obvious injections of K into L and R, 
respectively. 
An example of a production associated with the clause p(x, y, z) :: ag(x, z) is given 
in Fig. 8. 
3.3. cc Programs as graph rewriting systems 
Given a cc program, together with the underlying constraint system, we can 
consider the set of all productions associated with all agents occurring in the program 
and with the entailment relation, as described in the previous sections. This set can be 
formalized in a more structured way by the concept of a graph rewriting system. 
Fig. 7. A production for the agent ay(x, y, z) = 31,. ag’(x, c). 
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x Y El P z 
Fig. 8. 
K R 
A production for the clause p(x, y, 2) :: ag(x, 2). 
Definition 3.11 (Graph rewriting systems and derivations). A graph rewriting system 
GG =(Go, PP, V) consists of an initial graph Go, a set of productions PP, and an 
alphabet V. A derivation (of length n) for GG is a finite sequence of double pushout 
constructions (POI, PO2 ,..., PO,,), where POi=(pi, gi, ki, hi, hil, hi23 Gi-1, Hi, Gi) 
(and pi=(Li L K,: Ri)), such that POi is a direct derivation from Gi_ 1 to Gi, for 
i= l,...,n. 
Definition 3.12 (cc programs as graph rewriting systems). Given a cc program P= 
Dec/.A, and a constraint system (D, !-), the graph rewriting system associated with 
them is GG = (G,, PP, V), where 
l Go is the state representing A, 
l PP=Prod(E)u(prod(ag) for all aggAg(P)}u{ prod(d) for all procedure declar- 
ations d in PJ, and 
l V= DuAg(P). 
Note that the set of productions associated with a program is always finite, since the 
program contains a finite number of agents and declarations. However, the set of 
productions representing the entailment relation of the underlying constraint system 
can, in general, be infinite. 
4. From derivations to partial orderings 
Given a cc program and its constraint system, the meaning of such a program is, 
thus, described by all the derivations of the associated graph rewriting system. 
Depending on what we are interested in, we may choose to observe only some of such 
derivations. For example, we may choose to disregard all those derivations whose last 
graph represents an inconsistent set of tokens (where “inconsistent” means not 
belonging to Con), or also all infinite derivations. Or, which is very natural in the cc 
setting, we may decide to observe only those derivations leading to a state with no 
agents. 
A naive way to give a semantics to the program from the selected set of derivations 
is to consider the set of all their result graphs, which represents the set of all possible 
final stores in cc computations. However, this formalization does not give any 
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knowledge about the possible parallelism degree in successful derivations, even 
though such information is implicitly contained in them. This is the reason why we 
propose to associate a suitable occurrence net (which is the simplest kind of Petri net) 
with each derivation. This occurrence net relates agents and tokens and represents the 
causal dependencies among them. From such a net, different partial orderings can 
automatically be derived, depending, again, on what we want to observe. 
In general, having a causal dependency structure (like both occurrence nets and 
partial orders are) as the semantics of a given program is important for several 
reasons. First of all, as we already said, such structure allows to derive information 
about the maximal degree of parallelism in the program and, thus, to efficiently 
allocate processes to processors. Furthermore, debugging or testing the program 
becomes much more efficient, since performing the test with the information in the 
causal dependency structure coincides with performing the same test over all its 
linearizations. As an example, a specific application of such efficient testing methodo- 
logy is the use of an intelligent backtracking technique in logic programming. Such 
a technique consists in backtracking not to the last refuted goal, but to the closest one 
which the failing goal is dependent on. Thus, it is evident that having a structure 
containing the causal dependencies among the goals allows to eliminate many 
redundant refutation steps and, thus, to speed up the execution of any nondeterminis- 
tic logic program. 
For a formal and comprehensive treatment of Petri nets and occurrence nets see 
[16]. Here we will only give the definitions necessary for the rest of the paper. 
Definition 4.1 (Petri nets). A net N is a triple (S, T, F), where 
l SnT=@; 
l FG(SX T)u(TxS). 
Definition 4.2 (Pre-set and post-set). Given a net N = (S, T, F) and an element XESU T, 
its pre-set is the set l x = {y 1 F(y, x)}, and its post-set is the set x’= {y 1 F(x, y)}. 
A traditional interpretation of a net is the following: the elements of S are con- 
sidered as being “conditions”, and the elements of T are instead “events”. A set of 
conditions, called case, represents the global state of the net. If a case c enables 
a transition t, i.e., l t G c, then firing t brings the net from case c to case (c - ’ t)u t’. Note 
that, by the definition of F, there is no possibility to relate directly two events or two 
conditions, but only one event and one condition, or vice versa. This refers to the 
classical interpretation of nets, which, assuming to move upon a continuous time 
domain, associates a closed interval with each event and an open one with each 
condition. In this way, a computation is a sequence of closed and open intervals, 
where two open (or closed) intervals are never adjacent. 
Definition 4.3 (Occurrence nets). A net N =(S, T, F) is an occurrence net iff 
l F+ (i.e., the transitive closure of F) is irreflexive; 
l VSES, I’sldl and ls’l<l. 
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That is, an occurrence net is a Petri net without cycles and such that each event can 
be enabled by (and can enable) at most one condition. That is, an occurrence net can 
be seen as the unfolding of a Petri net computation, where every choice has already 
been done. 
Theorem 4.4 (From occurrence nets to partial orderings [17]). Given an occurrence 
net N=(S, T,F), we have that P(N)=(T,(F*),,), where (F*),, is the reflexive and 
transitive closure of F restricted to T, is a partial ordering. 
The construction of this partial ordering which relates only events is very common 
in concurrency theory, since it is very important to know when two or more events are 
independent from each other and, thus, can occur concurrently. Intuitively, two events 
are considered to be concurrent if none of them causes the other one. The formal 
definition follows. 
Definition 4.5 (Concurrent eveuts). Given a partial ordering P(N)=( T, <), two dis- 
tinct events e and e’ in T are said to be concurrent iff neither ede’ nor e’<e holds. 
Definition 4.6 (From derivations to occurrence nets). Given a finite derivation 
D=(PO1, POI, . ..) PO,), where POi=(pi, gi, ki, hi, hil, hi2, Gi_1, Hi, Gi) and 
pi=(Li~~i’Ri), for i=l,..., n, let US set E={e, ,..., e,>, B={(a,i),aEJGiI}, for 
i=O, . . . . n, and C= {[a, i], UEJKiJ}. Then, let us define the relation F by using the 
following inference rules (where i = 1, . . . , n): 
l aE]Hij, U$jki(l<i)l implies (hiI( i-l)E(hiz(a), i); 
l UElLil, aBlli(Ki)l implies (gi(a), i- 1) Fei; 
l a~lRil, a$/ri(Ki)l implies eiF (hi(a), i); 
0 a~lK~/ implies 
-<hir(ki(a)), i- 1) = <hiz(ki(a)), i>; 
-[a, i] Fe,; 
-b F (hiI (ki(a)), i- 1) implies b F [u, i]; 
0 a = b implies 
-a’ F a implies a’ F b; 
-a F a’ implies b F a’. 
Then, the occurrence net associated with D is N(D)=(B,,uC, E, F). 
First we will explain informally the above definition, and then we will show that 
N(D) is indeed an occurrence net. 
There are different kinds of arcs in a graph which is being rewritten by the 
application of a production: those which are not involved in the production (i.e., all 
the arcs a such that U~lHil and a$1ki(Ki)I), those which are consumed by the 
production (UoJLiJ but a#lli(Ki)l), those which are generated by the production 
(a~/R~l and a$ri(Ki)l) and, finally, those which are checked for presence but not 
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consumed (a~lK~1). Each of these kinds of arcs interact in a different way with the 
event associated with the applied production. The above definition has one item for 
each of these kinds of arcs. Now we will try to explain informally what they mean. 
First we have to say that the intuitive understanding of aFb is that b depends on a, or, 
alternatively, that a causes b. 
The first item (“aE/HiI, a$lki(KJ implies (hiI( i- 1)~ (&(a), i)“) simply states 
that all those arcs of Gi_ 1 which are left unchanged by the application of the 
production (aElHil), and which do not appear in its left-hand side (a&l k,(K,)\), should 
be identified with the corresponding arcs of Gi. This means that such arcs do not 
generate any dependency with the event ei and/or the other arcs involved in the 
production application. Note that, as the last item says, the identification of two arcs 
implies that each of them inherits the dependencies of the other one. 
The second item (“aE(LJ, a$lli(Ki)l implies (gi(a), i- 1) F ei”) generates a depend- 
ency of the event ei on all those arcs in its left-hand side (acl&l) which are consumed 
by the production (a#jli(Ki)l). In fact, these arcs are necessary in order to apply such 
a production. 
The third item (“aE/RiI, aQlri(Ki)l implies eiF (hi(a), i)“) means that the event ei 
causes all those arcs which are in Gi but were not in Gi_ i. In fact, the presence of such 
arcs in Gi is only due to the application of the production corresponding to ei. 
The fourth item concerns all those arcs which are checked for presence by the 
production but are not consumed (since they appear in Ki and, thus, they also have to 
appear in Ri). Intuitively, these arcs are necessary for the application of the production 
(and, thus, ei should be dependent on them), but at the same time they should be 
maintained in Gi (and, thus, there should be corresponding arcs in Gi which are 
identified with those in Gi_1). The identification is accomplished by “(hii(ki(a)), 
i- 1) z (ki2(ki(a)), i)“. Then, to model the dependency of the event ei on such arcs, but 
not on the events which already used them, we consider a copy of the arc, called [a, i], 
and we set [a, i] F ei. Lastly, to propagate the dependencies of the original arc to its 
copies, we have that b F (ki,(ki(a)), i- 1) implies b F [a, i]. 
Note that other sets of inference rules could give a correct set of dependencies. 
However, our choice was guided by the desire to obtain an occurrence net, and not 
only a partial ordering, since occurrence nets (and, in general, Petri nets) are the 
classical way of giving a true-concurrency description of the behaviour of a distributed 
system. 
Given a derivation of length ~1, the construction of the relation F is accomplished 
by following the derivation step by step, that is by adding elements to the relation 
at each of the ~1 steps. This means that, considering the first i steps, we already 
know all the causal dependencies among elements (arcs and events) appearing 
in such steps, i.e., no later step can add dependencies involving only elements in 
previous steps. 
Consider a simple example where we have the agent 
ag(x, y, z) = tell(x = 3)+(ask(x = 3)-+p(x, y)) I/ (ask(x = 3)-+q(x, z)). 
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This agent can be defined in terms of its subagents 
ag, (x, y, 2) = tell(x = 3)+ag, (x, y, z) 
agz(x, Y> 4 =%73(x, Y) II %!4k 4 
ag3(x, y) = usk(x = ~)+P(x, Y) 
ug4(x, z) = ask(x = 3)+x, z) 
such that one production is associated with each of the above subagents (as described 
in Section 3.2). 
Let us assume that the initial graph represents ug, (x, y, z) (and no constraints), and 
that the production corresponding to ag, is applied first, then the one for ug,, then the 
one for ug, and, finally, the one for ug,. Then we have E = {e,, e,, e3, eS}, and, by 
considering the first step (i.e., the application of the production for ug,), we have 
that (agi, 0) Fel, e,F((x=3), l), and e, F (ugz, 1). Then the application of 
the second production will add the following elements to the relation F: 
(agz, l)Fez,ezF(ag3,2),e,F(ag,,2), and ((x=3), l>=((x=3),2) (i.e., 
e, F ((x=3), 2)). Then we apply the production for ug, and we get (ug,, 2) F e3, 
(ugh, 2) = (ugh, 3) (i.e., e2 F (ag4,3)), e3 F (p, 3), [x= 3,31 F e3, el F Cx = 3,31, and 
((x = 3), 2) s ((x = 3), 3) (i.e., e, F ((x = 3), 3)). Finally, the production for ug4 will 
generate ((x = 3), 3) E ((x= 3) 4) (i.e., el F <(x= 3), 4)), <P, 3) = <P, 4) (i.e., 
e3 F (P, 4)) <ag,, 3) F e4, e4 F <q,4), CX = 3,41 F e4, and el F Cx = 3,41. 
The resulting F relation can be seen in Fig. 9, where an arc between objects n and 
b is intended to mean a F b if a is above b in the picture, and a double arc between 
a and b stands for a = b. The picture is drawn such that, for all i = 0, . . . ,4, all elements 
in 1 Gi 1 are at the same level. 
In Fig. 9, it is easy to see that the final state contains the token (x = 3), together with 
the two agents p and q. Also, and most important, e4 depends on the agent ug,, on the 
token (x= 3), and (by closing transitively) on the events e, and e2. However, it does not 
depend on e3, even though both e3 and e4 use the token (x=3) which has been 
generated by el. Thus, e, and e2 can be considered to be independent and, thus, may 
evolve concurrently. 
The occurrence net associated with the above derivation can be seen in Fig. 10. As 
usual in Petri nets, places are drawn as circles and transitions as boxes. 
Theorem 4.7 (N(D) is an occurrence net). Given a $nite derizjution D, N(D) is an 
occurrence net. 
Proof. By Definition 4.6, it is easy to see that (B,, uC)nE=@ and that 
Fs((B,,uC) x E)u(E x (B,,uC)). Thus, N(D) is a net. In order for it to be an 
occurrence net, by Definition 4.3, we have to prove that F + is irreflexive, and also that 
tls~(B,_uC), I’sjdl and Is’ldl. 
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Fig. 9. The F relation. 
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Fig. 10. The occurrence net. 
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Proving that F + is irreflexive means showing that there is no pair of distinct 
elements a and b in (B,=uC) such that both a Ff b and b F+ a hold. We may consider 
different kinds of elements in (B,, UC), since this set contains both the arcs, labelled by 
the level in which they are present (in B,,), and the “copies” of tokens (in C). Also, we 
have to consider the events in E. In a topological view of such a domain, an event e, 
and the copies of elements in level i - 1 can be considered to be between level i - 1 and 
level i (as depicted in Fig. 9). We will show now that, given two elements a and b such 
that a is “topologically higher” than b, a F+ b cannot hold. This is obviously enough 
to ensure the irreflexivity of the relation F+. We may first note that, given a and b such 
that a= (a’, i) and b=(b’, j) with i<j, then b F+ a does not hold. In fact, the only 
inference rules in Definition 4.6 which may generate a dependency of b on a are the 
first and the fourth one, but in both cases they identify the two elements, thus implying 
that a and b would be not distinct in B,,uC. Another possibility concerns copies of 
tokens, as involved in the last inference rule. However, ei is always set to be caused by 
elements on level i- 1 (see the second inference rule), to cause elements on level i (see 
the third inference rule), and to cause the copies (see the fourth inference rule). Also, 
a copy of an element in level i is never set to cause elements on any level, but only 
events ej with i<j. 
The second condition is easy to prove, since the items in Definition 4.6 are 
“guarded” by mutual exclusive conditions (and each one of them generates at most 
one dependency for each elements of S) and, thus, they cannot generate more than one 
dependency for each SES. 0 
We can extract many kinds of information from the above occurrence net N(D). 
One possible choice is to label only tokens and to forget all processes (or to give the 
same name to all of them). In this way the occurrence net would show the concurrency 
pattern of the derivation and the evolution of the store, but not the identity of the 
agents. 
Another possibility is to forget the events and to maintain all tokens and agents, 
thus showing the names of which agents are dependent (or not) on each other (for 
simplicity, we will use this approach in Section 6.3). 
A third choice, which is the one we will adopt in the rest of this section instead, is to 
consider only the events and to forget both tokens and agents. That is, we will 
consider the partial ordering induced by N(D), i.e., (E, (F*),,). The following corollary, 
which follows directly from Theorem 4.4, states that (E, (F*),,) is a partial ordering. 
Corollary 4.8 (Derivations and associated partial orderings). Given afinite derivation 
D and the corresponding occurrence net N(D)=(B,= UC, E, F), P(N(D))=(E, (F*)IE) is 
a partial ordering. 
For the example considered in this section, the Hasse diagram of the associated 
partial ordering (E, (F*)IE) is depicted in Fig. 11, where it is immediate to see that 
events e3 and e4 are concurrent. 
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Fig. 1 I. The partial ordering relating events 
Definition 4.9 (Generation ordering). Given a (finite) derivation D = (PO1, . . . , PO,), 
and the associated partial ordering on events P(N(D))=(E, E), where E = {e,, . . . , e,}, 
its generation ordering is the total ordering O(D)=(E, <) on the events in E where 
ei<ei if i< j. 
Definition 4.10 (Compatibility of total and partial orderings). Given a total ordering 
O=(S,<) and a partial ordering on the same set P=(S, c), we say that 0 is 
compatible with P whenever 5 (as a set)G < (as a set). 
Theorem 4.11 (Compatibility of generation and partial orderings). Given a derivation 
D, consider its associated purtial ordering P(N(D)) = (E, L) and its generation ordering 
O(D)=(E, <). Then, we have that O(D) is compatible with P(N(D)), i.e., c c <. 
Proof. It is enough to note that < contains all pairs of the form (ei, ej), where i<j, 
and that r= cannot contain pairs of the form (ei, ej), where j< i (by Definition 4.6). 
Thus, 5 is either smaller than or equal to 6. 0 
5. Partial orderings vs. parallel and sequential independence 
From a graph grammar point of view, the partial ordering defined in Section 4 gives 
a way to relate the productions applied during a computation and, thus, to under- 
stand which productions can be applied concurrently. In the classical algebraic 
description of graph grammars [S], this same understanding is obtained through the 
concepts of parallel and sequential independence. We will now briefly review such 
notions and then compare the two approaches. 
Two direct derivation steps starting from the same graph are parallel-independent if 
the left-hand sides of the corresponding productions intersect only on objects which 
are not consumed by the productions. In fact, this implies that none of the two 
productions deletes from the graph something that the other production needs for 
being applied. The formal definition follows. 
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Definition 5.,l (Parallel independence [S] ). Given two productions p = (L L K 5 R) 
and p’=(L’c K’GR’), two direct derivations, from G to H via p and g, and from G 
to H’ via p’ and g’ are parallel-independent if g(L)ng’(L’)=g(l(K))ng’(l’(K’)). 
On the other side, two consecutive direct derivation steps are sequential-indepen- 
dent if the left-hand side of the second production and the right-hand side of the first 
one intersect only on elements which are maintained by the two productions, i.e. 
checked for existence but not consumed. In fact, this assures that the application of the 
two productions can always be exchanged, since no item needed by the first one is 
deleted by the second one. 
Definition 5.2 (Sequential independence [S]). Given two productions p = (Lk K L R) 
and p’=(L’L K’LR’), two direct derivations, from G to H via p and g, and from H to 
X via p’ and g’ are sequential-independent if h(R)ng’(L’)= h(r(K))ng’(l’(K’)). 
As the intuition tells us, the concepts of parallel and sequential independence are 
very much related to each other. This relation can be formalized in the following 
theorems, which informally say that 
l if the applications of productions p and p’ on a certain graph are parallel- 
independent, then p’ can always be applied after p and vice versa and in this case 
their applications are sequential-independent; 
l if p can be applied to G returning G’ and p’ can be applied to G’, and such 
applications are sequential-independent, then both p and p’ can be applied to 
G with parallel-independent applications. 
Theorem 5.3 (From parallel to sequential independence [S]). Given two produc- 
tions p and p’, where p = (L k K r, R) and p’ = (L’ J K’ 5 R’), assume that the two direct 
derivations, from G to H via p, and from G to H’ via p’ are parallel-independent. Then, 
there is a graph X and two direct derivation steps, from H to X via p’, and from H’ to 
X via p, such that the direct derivation steps from G to H via p andfrom H to X via p’ are 
sequential-independent, as well as the direct derivation stepsfrom G to H’ via p’ and,from 
H’ to X via p. 
Theorem 5.4 (From sequential to parallel independence [S]). Given two produc- 
tions p and p’, where p = (Lcf- K 1; R) and p’ = (L’ L K ’ 4 R’), assume that the two direct 
derivations, from G to H via p, and,from H to X via p’ are sequential-independent. Then, 
there exist two direct derivation steps, from G to H’ via p’ and from H’ to X via p, and 
they are sequential-independent as well. Moreover, the two direct derivation steps, from 
G to H via p and from G to H’ via p’ are parallel-independent. 
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We will now show that the dependency information which can be obtained by using 
the above concepts of parallel and sequential independence can also be obtained by 
the partial ordering associated to derivations as described in the previous section. In 
particular, we will show that whenever two consecutive events are concurrent, the 
corresponding derivation steps are sequential-independent and, thus, may be executed 
in any order or even concurrently. 
Theorem 5.5 (Concurrent events vs. sequential independence). Given a ($nite) deriu- 
ation D = (POl,. . . , PO,,) and the associated partial ordering on events (E, F*), where 
E=(el, . . . . e,}, consider two consecutive events ei and ei+ 1, for some i = 1,. . . , n - 1, and 
assume that pi, gi, pi+ 1, and gi+ 1 are the productions and the occurrence morphisms, 
respectively, associated with them. Then, ei and ei+ 1 are concurrent if and only ifthe two 
direct derivation steps, from Gi_ 1 to Gi via pi and gi, andfrom Gi to Gi+ 1 via pi+ 1 and 
gi+ 1 are sequential-independent. 
Proof. Assume that ci and ei+r are concurrent events. Then, by Definition 4.5, 
eiF*ei+ 1 cannot hold. We have to prove that steps i and i+ 1 of the derivation are 
sequential-independent, i.e., that the left-hand side of (the occurrence of) pi+ 1 and the 
right-hand side of (the occurrence of) pi intersect, if they do, only on not-consumed 
items. Assume then (by contradiction) that the left-hand side of (the occurrence of) 
pi+ 1 and the right-hand side of (the occurrence of) pi do intersect also on some items 
which are consumed by pi+1 (obviously, they cannot be consumed by pi, since, 
otherwise, they could not be in the left-hand side of pi+ i). Let us call a one of such 
objects. Then, by the second inference rule in Definition 4.6, we would have a F* ei + 1. 
We may note at this point that the kind of grammars which correspond to cc 
programs are of a very special form, since no token is ever consumed, while agents are 
either consumed or generated or not involved in the application of a production, 
Thus, since we assumed that a is consumed by pi+ 1, this implies that a cannot 
correspond to a token. Thus, it must correspond to an agent. Therefore, it has to have 
been generated by pi (since we assumed that a is in the right-hand side of pi), which 
means that, by the third inference rule, we have ei F* a. Thus, by transitivity, we obtain 
eiF*ei+l which contradicts the assumption. 
Let us now assume that steps i and i+ 1 of the derivation are sequential-indepen- 
dent, which, we recall, means that the left-hand side of pi+ 1 and the right-hand side of 
pi intersect only on not-consumed items. We will prove then, again by contradiction, 
that ci and ei+ 1 are concurrent events. Assume that ei F* ei + 1. Then there must be an 
object a such that ei F* a F* ei+ 1 holds, since no direct dependency among events is 
generated by any of the inference rules in Definition 4.6. Suppose a is not in C. Then, 
the only possibility for ei F* a to hold is that the third inference rule is applied, i.e. that 
a is in the right-hand side of pi without being in its left-hand side. On the other hand, 
tohaveaF*ei+,, we must have used the second inference rule, which means that a is 
consumed by pi+ 1. Thus, we have an object, a, which is in the left-hand side of 
pi+ 1 and in the right-hand side of pi and it is consumed by one of the productions, 
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which contradicts the assumption. If a is one of the copies (that is, an object in C), then 
it means that we have a F* ei+ 1 and that a is not consumed by pi+ 1. However, the only 
way that ei F* a could hold is that a is newly generated by pi, which again contradicts 
the assumption of being not consumed both by pi and pi+l. 0 
Thus, according to Theorem 5.4 we can exchange two concurrent events. In terms 
of derivations, this means that whenever we have a derivation with two concurrent 
events, we can obtain another derivation of the same graph where the two concurrent 
events are reverted. 
Definition 5.6 (Equivalence of derivations). Given a derivation D1 =( PO1,. . . , PO,,), 
assume that for some i= 1, . . ..n- 1, POi and PO. ,+ 1 correspond to two sequential- 
independent applications of productions. Then consider the derivation 
Dz=(PO1,...,POi_l,POi+,, POi,..., PO:,). We will write DIoDz. Let N =o* be 
the symmetric and transitive closure of the relation o. Whenever D, -D,, derivations 
D1 and D2 are called equivalent (in the sense of [S]). 
In terms of the above definition, intuitively Theorem 5.5 means that concurrency 
in our framework and sequential independence in graph grammars coincide when 
we consider equivalent derivations differing only for two consecutive concurrent 
events. Now we will extend this result to equivalent derivations with any number 
of concurrent events, thus proving that the partial ordering approach gives exactly 
the same dependency information as the usual approach to concurrency in graph 
grammar. 
More precisely, our main result can be stated as follows. Given a derivation D, its 
generation ordering O(D) is compatible with its partial ordering P(N(D)) (and, thus, 
also with the partial ordering of any derivation D’ equivalent to D, since equivalent 
derivations induce the same partial ordering). And vice versa, any total ordering (on 
the same set of events) which is compatible with P(N(D)) is a generation ordering for 
some derivation D’ equivalent to D. The following theorem proves such a result, and 
its proof follows the proof of a similar theorem in [4]. 
Theorem 5.7 (Equivalence of derivations vs. partial ordering). In a grammar G, 
consider a derivation D, the associated partial ordering P(N(D))=(E, g), and the 
generation ordering O(D)=(E, <). Then 
l two equivalent derivations have the same associated partial orderings. In symbols: 
D-D’ implies P(N(D))=P(N(D’)); 
l the generation ordering O(D’)=(E, <‘) of any derivation D’ equivalent to D is 
compatible with the partial ordering P(N(D)). In symbols: D-D’ implies c E < ‘; 
l for any total ordering <‘I on E compatible with P(N(D)), there is a derivation D’ 
equivalent to D such that O(D’)=(E, <“). In symbols, E c <” implies LID’, D-D’, 
< ‘= <‘I. 
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Proof. The first two parts are trivial, due to Theorem 5.5, Definition 5.6, and Theorem 4.11. 
Consider now a total ordering 0 on E which is compatible with P(N(D)). Then, we 
have to show that there exists a derivation D’ equivalent to D with O(N(D’))= 0. Take 
any derivation D1 equivalent to D. We will construct a sequence (01, D2, . ..) of 
derivations equivalent to D, as follows. Assume Di is a derivation equivalent to D and 
having O(Di)=Oi as generation ordering. If Oi= 0, then D’=Di and, thus, the 
required computation is found. Otherwise, assume that 0 = (ei, . . , e,) and that in- 
steadOi=(el ,..., ej_i,ei ,..., e;_1, ej, . . . , e;). Di is equivalent to D by assumption; thus, 
e;- 1 and ej must be concurrent, since they appear exchanged in 0 and Oi. Then, 
there is a derivation Di+l equivalent to D with generation ordering 
Oi+l=(ei ,..., ej_i,e; ,..., e;_z,ej,e;-i ,..., eb). By performing I-j exchanges as the 
above one, we can, thus, obtain a derivation Di + I _j whose generation ordering has ej 
in place j (as in 0). By repeating this same exchange as many times as necessary, we 
may, thus, obtain the desired derivation D’ with generation ordering 0. 0 
We recall here that even though the usual approach to concurrency in graph 
grammars [S], based on the notions of parallel and sequential independence, allows 
the formal construction of a new production by a suitable combination of two 
parallel-independent productions, it does not associate any partial order with a se- 
quence of production applications and, thus, it does not express the way the various 
elements involved in a derivation interact. On the contrary, this is possible in the 
partial ordering approach, which, thus, can be said to follow more faithfully the 
true-concurrency line of concurrency theory. Moreover, it is worthwhile to note that 
in our case one single derivation is enough to construct the partial ordering, while in 
the classical approach a complete set of equivalent derivations (possibly very large) is 
needed to represent the true concurrency actually present in a test case. 
We can, thus, say that we are able to give a new, more suggestive true-concurrency 
semantics to graph grammars. Note, however, that in this paper we only considered 
a special kind of graph grammars, which are those needed to represent concurrent 
constraint logic programs. We recall that the main restriction in such grammars is 
that the set of all arcs is partitioned into a first set of arcs which, once generated, are 
never cancelled (those representing tokens), and another set of arcs which, when used, 
are always cancelled (those representing agents). That is, only the former kind of arcs 
can appear in the interface graph K of some production. In general, such a partition 
is not possible. However, our approach has been extended to all kinds of grammars, 
thus allowing to define our true-concurrency semantics for the class of all graph 
grammars [ 141. 
6. An example 
Consider the logic program (adapted from a program in [20]): 
treesum(tree(1, r), s):=treesum(l, sl), treeaurn(r, sZ), sum(s1, ~2, s). 
treesum(leaf(x),x). 
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which computes the sum of the values contained in the leaves of a tree. The 
corresponding cc program is then: 
treesum(t, s) : : 
ask(t=tree(l, r))-3~1~2. 
(treesum(1, sl) 11 treesum(r, s2) IIsum(s1, s2, s)) 
+ 
ask(t=leaf(x))-t(tell(s=x)+success). 
This program generates a tree-like net of t reesum processes down the given term 
and then computes the sum of the leaf values by computing partial sums for each pair 
of adjacent leaves and “adjacent” tree sum processes. Note that, even though the 
+ combinator is used, in reality this is a deterministic program, since the “guards” in 
the two branches of the choice are mutually exclusive. We assume sumto be defined 
by a declaration whose body is a nondeterministic agent with an infinite number of 
choices, where each choice involves asking for the value of the first two arguments and 
then telling the corresponding value of the third. This way, it would be represented by 
an infinite number of productions. On the other hand, another choice would be 
to define it by induction, thus obtaining only two choices (and corresponding 
productions). 
6.1. The Herhrand constraint system 
Being the program under consideration a cc representation of a logic program, it is 
obvious that the underlying constraint system (D, I-) has to represent the Herbrand 
universe of terms and implement unification over them. 
We choose to include in D all equations of the form x =f( Y), where x is a variable, 
Y is a vector of variables (as many as the arity off), andfis a function symbol. Then 
E contains pairs of the form ({x =f( Y), z =f( V), x = z), Y= V) (which is a shorthand 
for as many pairs as the arity off) or ({x =f( Y), z =f( V), Y= V}, x = z), and also the 
pairs necessary to define Clark’s equality theory. 
It is important to note that such a formalization of the Herbrand constraint system 
as a partial information system is finite. Also, while not being the only possible one, it 
is sufficient to capture unification. Another choice would be to have tokens of the form 
x = t, where t is any Herbrand term, but then t would have to make more complex 
deductions. 
6.2. The productions 
Suppose we are given the goal 
:-treesum(tree(tree(leaf(lO), 
leaf(lS)),tree(leaf(3),leaf(34))),~). 
According to the cc syntax given previously, this has to be represented as an agent, 
which in this case is: 
252 U. Montanari, F. Rossi 
tell({t=tree(l, r), l=tree(ll, rl), 
r=tree(12,r2)), ll=leaf(x),x=10,rl=leaf(y),y=15,12=leaf(z), 
z=3, rB=leaf(v),v=34})+treesum(t, s) 
Now, the set of agents occurring in the cc program are: 
agl=tell(jt=tree(l, r), l=tree(ll, rl), r=tree(l2, r2), 
ll=leaf(x),x=10,rl=leaf(y),y=15,12=leaf(z), 
z=3, r2=leaf (v), ~-34) )-+treesum( t, s) 
agz=ask( t=tree (1, r) )+ag3+ask( t=leaf (x) )+ag_, 
ag,=3 sl s2. ag, 
ag,= tell (s=x)+success 
ag,= treesum( 1, sl) II treesum( r, s2) II sum( sl, s2, s) 
We now show the productions associated with such a cc program. Note, however, 
that for brevity sake we omit the (schema of the) productions for the definition of 
sum. We also use some other obvious shorthands in order to keep the presentation 
of reasonable length. 
The production for agl builds the term representing the given tree, as a set of 
tokens, and activates the process tree sum. ’ It is given in Fig. 12. The production 
for the declaration of t r e e sum, which has to transform t r e e suminto agent ag,, is 
given in Fig. 13. The two productions for ag2 have to activate either ag3 or ug, 
depending on whether t is either a tree or a leaf. They can be seen in Figs. 14 and 15. 
The production for ag,, which adds two new nodes and then becomes ugS, can be seen 
in Fig. 16. The production for ugS activates in parallel two processes t reesum (on 
different variables) and a sum process. It can be seen in Fig. 17. The production for 
ug, adds the constraint s=x to the current store and is given in Fig. 18. The pairs of 
(X] - @--+ l=sry~l; rl;~;;:2,r2) 
L K 
~ F, 
ll=l.+af( =)l=le f ( ) 1 =leaf( )r2=leaf(v) 
x 
y, Qv 
x=10 y=15 ;=3 v=34 
R 
Fig. 12. The production for ag,. 
1 There should be a hiding combinator for the addition of all the nodes in the right-hand side of this 
production which are not in its left-hand side (i.e., all except t and s), but we omit it for not adding another 
production. 
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Fig. 13. The production for the procedure declaration. 
Fig. 14. The first production for ag,. 
(jizfzy~~j 4 [TjiijigJ 
L K R 
Fig, 15. The second production for ag2. 
Fig. 16. The production for ag,. 
Fig. 17. The production for ag,. 
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Fig. 18. The production for ag, 
the entailment relation which are needed for this program are all of the form 
({x = a, s=x}, s=a), that is, the constraint {x= a, s=x} entails the token s=a, for 
any constant a. The production schema associated with such pairs is given in Fig. 19. 
6.3. The partial ordering 
As we noted above, this is a deterministic program, since the only occurrence of 
the + operator is used for choosing between two mutually exclusive conditions 
(t = tree(l, r) or t = leaf(x)). Thus, given any ground goal, it is easy to see that there is 
only one partial ordering associated with all derivations of the grammar. A version of 
such partial ordering, where agents and tokens are shown but events are cancelled, is 
given in Fig. 20. 
Many considerations can be made by exploiting the knowledge contained in such 
a partial ordering. Here are only two of them. 
By considering the causal dependencies expressed by the partial ordering, it is 
possible to see that the maximal parallelism degree of the program is represented by 
the simultaneous execution of four processes and, in particular, it is exploited by the 
concurrent execution of agents treesum(lI, s1 r), treesum(rl, s12), treesum(12, szl), 
treesum(r2, s2J, which are mutually independent (since they do not depend on each 
other in the partial order). 
Note also that the tokens representing the tree-like term contained in the initial 
goal are not used all at once but only some at a time, even though they are all 
generated at the beginning of the computation by the production for agent ag,. Such 
a term could instead be generated in a “lazy” way without increasing the waiting time 
of any agent. 
Fig. 19. The production schema for the entailment relation pairs. 
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Fig. 20. The partial ordering. 
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