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NOTA 'PRELIMINAR 
La v e r s i o n o r i g i n a l del ¡presente t r a b a j o , de conformidad con e l 
nuevo Reglamento, de piados y Título fe de l a Universidad, ha sido examinada 
; 
por e l j'urado constituido por l o s doctores Francisco Miró Ouesada, Juan Bau-
t i s t a Ferro y Antonio Peña Cabrera. Cada uno de e l l o s me ha hecho c o r r e c c i o -
nes y sugerencias que lo han mejorado en mucho. Asimismo, considero que s i 
en algún caso he mantenido un punto de v i s t a a pesar de haber sido observado 
será e l acto de l a sustentación ocasión para dar cuenta de e l l o -
E s t a exposición consta de una introducción y t r e s secciones. En 
l a introducción se plantea e l problema epistemológico suscitado por l a impo-
s i b i l i d a d de formular l e y e s científico-empíricas necesariamente verdaderas 
y con contenido informativo sobre l o s hechos. Esto ha conducido a l o s e-pis-
temólogos a i n t r o d u c i r e l concepto de probabilidad para r e f e r i r s e al'grado „ 
en que ha sido corroborada por l a ex p e r i e n c i a una l e y científica. Sin embar-
go, 'probabilidad* no es una palabra unívoca, por tanto un análisis de su 
contenido s i g n i f i c a t i v o . dentro del lenguaje científico r e s u l t a p e r t i n e n t e . 
Asimismo, en razón de que en l o s sistemas axírnáticos 'probabilidad' es un 
termino operacionalmente definido como un v a l o r sujeto a c i e r t a s condiciones 
e l esclarecimiento de su s i g n i f i c a d o exacto conduce a un estudio de l o s mo-
delos propuestos para dichos sistemas. 
En l a primera sección se a n a l i z a e l modelo conocido como frecuer 
c i a l sobre l a base de l a s t e s i s de Reichenbach y von Mises. Se exponen Ios-
p r i n c i p a l e s argumentos de l o s f r e c u e n c i a l i s t a s , indicándose luego l a s conse-
cuencias de sus afirmaciones ,algunas objeciones y contra objeciones. En ge-
ner a l puede afirmarse que e l modelo f r e c u e n c i a l es bastante matematizado y 
es e l comunmente usado por l a Estadística matemática. Esto último debido a 
l a s p o s i b i l i d a d e s de aplicación brindadas por e l concepto de límite de l a 
frecuencia r e l a t i v a en una sucesión indefinidamente prolongable. Dicho con-
cepto es e l meollo de l a t e s i s f r e c u e n c i a l i s t a y su limitación fundamental e 
no poder dar cuenta s a t i s f a c t o r i a m e n t e de l a probabilidad lógica,esto es, de 
l a probabilidad de una hipótesis. 
En l a segunda sección se aborda e l modelo de rango cuyo teórico 
p r i n c i p a l es Carnap. También se exponen l o s argumentos básicos, sus consecue 
c i a s y objeciones. E l modelo da rango es de orientación l o g i c i s t a , debido a 
e l l o su descripción demanda una p r e v i a exposición de l o s sistemas formaliza-
dos del tipo £ propuestos por Carnap. S I concepto fundamental es e l de grac 
de confirmación que es definido semánticamente como una función de medida er 
t r e rangos. La noción de rango ,relativ.a' \necesariamente a un sistema £, está 
-estrechamente l i g a d a a l a de descripción d e l estado de un sistema £ con res-
pecto a l dominio de individuos de éste. Se incluyen d e t a l l e s acerca del com-
.portamiento de l a función de medida antes mencionada y sobre su computabili-
dad e f e c t i v a . La objeción fundamental a este modelo es que s a t i s f a c e a un s i 
tema axiomático del cual se puede d e r i v a r una contradicción según l o i n d i c a 
Popper en uno de l o s apéndices de su obra La lógica de l a investigación ci e r 
tífica. 
En l a t e r c e r a sección se expone un sistema formal de probabilid£ 
des s i n i n t e r p r e t a r . Su autor es Reichenbach y se encuentra contenido en 1¿ 
-ywi 
obra theory of P r o b a b i l i t y . Aunque este es un sistema s i m i l a r a l o s ordina-
riamente usados en e l Cálculo de l a s probabilidades , t i e n e l a peculiaridad 
de mostrar l a a p l i c a b i l i d a d de l a s tautologías de l a lógica proposicional ce 
mo reglas de transformación dentro d e l Cálculo de la s ' p r o b a b i l i d a d e s . Además 
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t i e n e l a v i r t u d de hacer explícitos conceptos generalmente sÜffae-stB^ por 
l o s trabajos estrictamente matemáticos., 





Comenzáronos este t r a b a j a can unas l i n c a s tomadas de l a i n t r o -
ducción que hi z o Kant a su Crítica de l a razón pura. 
"Es 'bien fácil mostrar que realmente hay en e l 
conocimiento humano j u i c i o s de un v a l o r necesa-
r i o y en l a mas e s t r i c t a significación univer-
sales; par consiguiente, j u c i o s puras a p r i o r i . 
S i se quiere un ejemplo tomado* de l a s c i e n c i a s 




La c i t a a n t e r i o r prueba que e l filósofo de Koonigsberg creyó 
que existían formulaciones científicas, en c i e r t o modo, absolutamente ver-
daderas. U n i v e r s a l e s en e l sentido de cumplirse en todos l o s casos posibles' 
y necesarias porque su negación conducía a contradicción. Las formulacio-
nes que gozaran de l a s propiedades, a n t e r i o r e s merecían, e l más a l t o grado do 
creencia, esta es, l a c e r t e z a . 
Otros filósofos, entre e l l a s principalmente Descartes, no c a l i -
ficaron, de fácil."'' l a t a r e a de' encontrar afirmaciones n e ce s a r i amen t e verda-
deras, a l c o n t r a r i a , para e l l o s e l l a ora l a misión, fundamental d e l quehacer 
filosófico. Sin embargo, un siglo' y medio más tarde, Kant planteaba e l pro¬
; bien a en términos d i s t i n t o s : admitiendo' l a e x i s t e n c i a de formulaciones ne-
cesariamente verdaderas, l a cuestión era dar una explicación s a t i s f a c t o r i a , 
a cómo- eran e l l a s p o s i b l e s . 
Desde Kant a nuestros días muchos son l o s avances logradas, lío 
sólo se ha alhanzado una comprensión más r i g u r o s a de l a e s t r u c t u r a d e l mun-
do sino también, un enjuiciamiento más ce r t e r o de l a s alcances y l i m i t a c i o -
'Kant., Manuel; ,Crítica de l a razón pura, E d i t o r i a l Losada , Buenos A i r e s 
I960, voIum.en 1 , p. 147. 
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nes d el cono-cimiento mismo. Se ha demostrado, por ejemplo, que l a n e c e s i -
dad de l a s proposiciones 1 de l a geometría euclideana: sólo se produce con 
respecto a un sistema axiomático p a r t i c u l a r , que no es más c o n s i s t e n t e que 
muchos otros, lógicamente, igualmente válidos- Asimismo., l a v a l i d e z univer 
s a l de l a matemática ha sido discriminada de su a p l i c a g i l i d a d , l o que no 
tuvo en. cuenta l a t e s i s kantiana. 
Los r e s u l t a d o s indicados no han dado l u g a r a que se considere 
impossible l a e x i s t e n c i a de formulaciones necesariamente v e r d a r e r a s , pero^ 
han permitido p r e c i s a r nuejor e l problema* De e s t a manera, con e l desarro-
l l o de l a lógica moderna, se ha llegado a l a c o n c l u s i o n de que hay a l me-
nos un t i p o de afirmaciones necesariamente Tardadoras l a s c u a l e s son cono-
cidas como tautologías; e l l a s podrían s e r llamadas absolutamente verdade-
ras» 
Pero saber que e x i s t e n formulaciones tautológicas no es s u f i c i -
ente en relación con l a s exigencias d e l pensamiento contemporáneo, pues so 
debo tamíbien tener en c l a r o s i e l l a s incrementan nuestros coBÓeimientos so 
&& . , 
bre e l mundo.' Al respecto Wittgenstein había señalado una limitación i n ¬
portante, e s t a es que l a s tautologías, aunque son necesariamente verdade-
r a s , no proporcionan información alguna sobre e l munido, v a l e d e c i r , son va 
oías. 
L a t e s i s de Wittgenstein fue posteriormente corroborada, como 
^Se denominan tautologías a l a s fórmulas de n v a r i a b l e s de l a lógica do 
l a s proposiciones tgue son verdaderas para" sus 2 n a r r e g l o s de v a l o r e s Ter-
¿tedero-falso 
a?* 
Be,lfig,fámulas de l a lógica f u n c i o n a l de prinrer orden contienen c u a n t i f i 
eadoreá y son euantificacionalmiente "pálidas, sólo algunas son tautologías* 
5)8 posible aplicar- un mismo método, en l o fundamental,para d e c i d i r s i una 
fórmula de l a lógica de l a s proposiciones es tautología y s i una fórnulsrm 
diado l a lógica f u n c i o n a l de primer orden os c u e n t i f i c a c i o n a l r r e n t e válida ( 
Vid. Sbullyan; F i r s t Order Logic ) . 
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demostraremos luego, por e l d e s a r r o l l o do l a teoría de l a información, d i s -
c i p l i n a que debemos p r i n c i p a l m e n t e a C l a u d i o Shannon, quien, usando e l cál-
' culo de l a s p r o b a b i l i d a d e s , i d e o una fórmula capaz de computar l a c a n t i d a d 
de información t r a n s m i t i d a por un grupo de s i g n o s i n t e r p r e t a d o s como m-.cnsa-




H = - Z. P j l a g P i 
1=1 
P r o b a r que l a . fórmula a n t e r i o r c o r r o b o r a l a s a f i r m a c i o n e s de 
& 
x
 W i t t g e n s t e i n sobre l a s tautologías demanda que reparemos en su forma. L a 
c a n t i d a d de información H por cada s i g n o i es i g u a l a l a eliminación de l a s 
p r o b a b i l i d a d e s de l o s i s i g n o s , e s t o os, l a fórmula de Shannon es un a r t i f i ¬
cio e l i m i n a d o r de p r o b a b i l i d a d e s . Su v a l o r es función d i r e c t a d e l numero de 




 da expresión matemática a l a 
i d e a de eliminación. Una tautología, a l c o n t r a r i o , es un a r t i f i c i o que i n c l u 
ye t o da l a s p r o b a b i l i d a d e s c o r r e s p o n d i e n t e s a to d a s sus i n t e r p r e t a c i o n e s po-
s i b l e s , en br e v e , se cumple cuando l a fórmula de Shannon es i n a p l i c a b l e -
demás, s i so pensara, a una tautología como a un .mensaje p o s i b l e , en t a n t o 
que o f r e c e e l máximo grado de s e g u r i d a d , su p r o b a b i l i d a d sería i g u a l a l y 
H = 0- . 
i 
E l que l a s tautologías sean n e c e s a r i a m e n t e v e r d a d e r a s y -de a¬
cL 
cuerdo l o s r e s u l t a d o s b r i n d a d o s por l a teoría.' de l a información- a l a vez 
vacías, plantea; una situación que pa r e c e paradójica,. P o r un l a d o es o b j e t i -
vo dol conocimiento, l o g r a r f o r m u l a c i o n e s cuya verdad s e a i r r o c u s a b l e , por o¬
t r o l o es e n r i q u e c e r más su contenido- con información sobre l a r e a l i d a d * 
L a s tauTCAtfgfas cumplen l o primero- 5 ?- p r e c i o de no poder* en p r i n c i ' r ' 
5^" 
'"'Wittgenstein, Ludwig; T r a c t a t u s lógico p h i l o s o n h i c u s , Routledge and 
Kegan P a u l , Londres 1966, V i d . 4.462. 
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pió-, s a t i s f a c e r l o segundo. Es ta nos obl iga a pensar que. s i e l obj etivó- f u n -
damental de l conocimiento c i e n t í f i c o - e m p í r i c o es darnos i n f o r m a c i ó n adecuada 
sobro l o s hechos de l nrundo, entonces l a s l e y e s c i e n t í f i c o - e m p í r i c a s no puodor 
ser t a u t o l o g í a s . . Por tanta, d ichas l e y e s no pueden ser necesariamente verda-
deras cono lo p r e t e n d i ó Kant respecto de l a s de l a f í s i c a . S i n embargo, cabe 
una pregunta ¿ y l a s t a u t o l o g í a s no- son acaso pa r t e de un s i s t ema c i e n t í f i -
ca? A o l l a responderemos af i rmat ivamente , espec i f icando aue en este casa se 
t r a t a de un s is tema c i e n t í f i c a v a c í o , conra l o s do l a l ó g i c a o l a m a t e m á t i c a 
pura, cuyas formulaciones carecen do contenida f á c t i c o . A l a s c i e n c i a s cons-
t i t u i d a s por- enunciados con contenido f á c t i c o , l o s cua les decididamente no 
pueden s.er t a u t o l o g í a s , l a s denominamos e m p í r i c a s pa r a d i f e r e n c i a r l a s de l a s 
llamadas c i e n c i a s formales. 
Lo expuesto nos a u t o r i z a a sostener que, a l a l u z de l a s i n v e s t i -
gaciones c o n t e m p o r á n e a s , es f á c i l c o n s t r u i r una fo-rinul a c i ó n necesariamente 
V** , * 
verdadera,* podemos obtener e l numero .de t a u t o l o g í a s que so desee. S in embar-
go, e l l o nos coloca ante una s i t u a c i ó n l í m i t e debido a que cuando tenemos a nu 
no- una t a u t o l o g í a todo--lo aue sabemos es , simplemente, (gue es una t a u t o l o g í a . 
De e s t a suer te nuestro i d e a l do conocer a l máximo con l a seguridad máxima se 
ve f rus trada . S i se a l canza l o pr imero, nuest ros enunciados y a no s e r á n neec 
s a r i amenté verdaderos; y s i se a l canza lo- segundo, nuestro conocimiento sobr< 
e l mundo s e r á nu lo . Por cons igu ien te , e l anhelo- kantiano de .una c i c n ' c i a inte-
grada por enunciados s i n t é t i c o s necesariamente verdaderos, h a s t a donde noso-
t ros ' sabemos, ha f racasado 1 . 
En consecuencia , s i l a s l e y e s c i e n t í f i c o - * e m p í r i c a s , que nos pro-
porcionan conocimientos sobre e l mundo, no son necesariamente verdaderas, 
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entonces es oportuno p r e g u n t a r s e qué son- A l r e s p e c t o , e l pensamiento e p i s -
temológico- contemporáneo, ha contestado
1
, c a s i unánimemente, probables. Por tari 
' to, una investigación sobre e l s i g n i f i c a d o de 'probabilidad' r e s u l t a de impoi 
tan e l a p r i m e r a . 
A continuación p r e c i s a r e m o s dentro de qjié marco; i n t e r e s a a l aná-
 l i s i s filosófico' de 1.a c i e n c i a e l examen de ' p r o b a b i l i d a d ' . . 
I. Tomaremos como s i s t e m a de r e f e r e n c i a g e n e r a l e l l e n g u a j e cientí-
f i c o . Dentro 1 de e l ' p r o b a b i l i d a d ' se u s a en l o s dos s i g u i e n t e s n i v e l e s : ( i ) 
e l ele l o s s i s t e m a s axiomáticos; y ( i i ) e l de l a aplicación de lo^s s i s t e m a s 
'axiomáticos. E l n i v e l ( i ) no demanda que se e s t a b l e z c a explícitamente e l s i g -
n i f i c a d o de ' p r o b a b i l i d a d ' , pues r e s u l t a s u f i c i e n t e dar una definición ope-
-racionai p a r a d i c h a p a l a b r a d i c i e n d o , por ejemplo, que denota una función do 
£os argumentos a l a c u a l se l e puede a s o c i a r c u a l q u i e r número' r e a l , d e l i n -
tervalo- a b i e r t a ( 0 - 1 ) . E s t e n i v e l es e l de l a matemática p u r a dentro de 
l a c u a l e l d e s a r r o l l o de l a s f u n c i o n e s de p r o b a b i l i d a d es un capítulo de l a 
teoría de l a s f u n c i o n e s modibles en c o n j u n t o s de puntos» E l n i v e l ( i i ) es e l 
de l a interpretación d e n l o s . s i s t e m a s axiomáticos proporcionados por ( i ) , rem-
plazando- l a s v a r i a b l e s por v a l o r e s c o r r e s p o n d i e n t e s a hechos empíricos. En e-£ 
t a n i v e l se encuentran l a s c i e n c i a s empíricas cuyos enunciados son s u c e p t i - " 
b l e s de t e n e r l a forma de una expresión d e l cálculo de l a s probabilidades.En-
t r o estás c i e n c i a s , que pueden corr e c t a m e n t e s e r en t e n d i d a s como a p l i c a d o r a s 
d e l cálculo, de l a s p r o b a b i l i d a d e s , se encuentran l a Física, Genética, P s i c o -
logía, C i e n c i a s S o c i a l e s , e t c . 
E l n i v e l ( i i ) sí r e q u i e r e una primera aproximación a l s i g n i f i c a -
do de ' p r o b a b i l i d a d ' . L a t a r e a de s u s t i t u i r con datos empíricos l a s v a r i a b l e s 
de l a s e x p r e s i o n e s de un s i s t e m a a x i o m á t i c o c u a l q u i e r a , supone l a e x i s -
t e n c i a do un m é t o d o p a r a d e t e r m i n a r t a l e s d a t a s . E s t e m é t o d o s o l o se conoce 
cuando se h a p rec i sado : e l t i p o de r e l a c i ó n denotada por ' p r o b a b i l i d a d ' - Si 
se asume, por e j e m p l o , que l a r e l a c i ó n a n t e r i o r es l a de f r e c u e n c i a r e l a t i -
v a en una s u c e s i ó n de a c o n t e c i m i e n t o s , en tonces p a r a d e c i d i r s i t a l r e l a c i o : 
es O' no l a adecuada se t r a d u c e n l o s axiomas d e l s i s t e m a S-¡_ en t é r m i n o s de e 
l i a . S i Io=s enunc iados a s í o b t e n i d o s son v e r d a d e r o s , en tonces se a f i r m a que 
l a r e l a c i ó n en c u e s t i ó n es e l c o n t e n i d o s e m á n t i c o de ' p r o b a b i l i d a d ' . Conse-
cuentemente , l o s enunc iados que e x p r e s e n l a r e l a c i ó n de f r e c u e n c i a r e l a t i v a 
c o n v e r t i r á n en v e r d a d e r o s l o s ax iomas de Sj_  Un c o n j u n t o de d i c h o s e n u n c i a 
dos se denomina un modelo de S-j_ . L a c o n s t r u c c i ó n de modelos es e l medio qu 
pe rmi te a p l i c a r l o s s i s t e m a s axim&ticos en l a s c i e n c i a s e m p í r i c a s » 
A I a n á l i s i s f i l o s ó f i c o ' l e compete e l e s t u d i o de ambos n i v e l e s - / " ; 
de ( i i ) porque l a r e l a c i ó n que s a t i s f aeen l o s modelos de un s i s t e m a c u a l a u.' 
r a - a l a c u a l l lamaremos g e n é r i c a m e n t e modelo- en e l m e j o r de l o s c a s o s ago 
t a l a d e f i n i c i ó n i m p l í c i t a de ' p r o b a b i l i d a d ' dada por l o s axiomas de d i c h o 
s istenra, p e r a pueden quedar p e n d i e n t e s o t r o s c o n j u n t o s de enunc iados c i e i r t í . 
f i e o s que no1 cumplan l a mencionada, r e l a c i ó n , aunque contengan- con s e n t i d o I 
p a l a b r a ' p r o b a b i l i d a d ' . I n t e r e s a e l e s t u d i o de ( i ) porque l a mayor p a r t e Go 
l o s enunciados de p r o b a b i l i d a d d e l l e n g u a j e c i e n t í f i c o no son o t r a c o s a que 
i n t e r p r e t a c i o n e s de e x p r e s i o n e s de l o s s i s t e m a s a x i o m á t i c o s . 
E l p r e s e n t e t r a b p „ j o p r e t ende a t e n d e r a l o s dos a s p e c t o s an te s s 
ñ a l a d o s . En. l a s dos p r i m e r a s s e c c i o n e s exponemos e l debate s u s c i t a d o por l a 
i n s u f i c i e n c i a de un só>10' modelo p a r a dar c u e n t a de todos l o s enunc i ados c í e i 
t í f i c o - s de p r o b a b i l i d a d . E n l a t e r c e r a s e c c i ó n presentamos un s i s t e m a axiowi 
t i c o de p r o b a b i l i d a d . L o hemos e l e g i d o por t e n e r I .a p e c u l i a r i d a d de s e r 16--
g ica -metr ico ' . 
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SECCION I 
l.'O . Hornos indicado 1 que n u e s t r a investigación filosófica sobro e l s i g n i f i c a -
do do p r o b a b i l i d a d está l i g a d a a l examen de l o s modelos de los s i s t e m a s axi< 
.náticos de p r o b a b i l i d a d . P a r a t r a t a r e s t o asunto con el doh±'éo -ele±eyi-tv*/**to 
definiremos previamento alguno términos a f i n de d a r l e s s e n t i d o unívoco den-
t r o do l a p r e s e n t e exposición. 
i 
Aunque h a b i t u a l m o n t o so u sa l a p a l a b r a 'hecho* suponiendo que ex-
i s t o , acuerdo sobre c u a l es su s i g n i f i c a d o , n o s o t r o s p r e f e r i m o s e v i t a r l a a ce-
s a de que puede dar l u g a r a ambigüedades« Nos. r e f e r i m o s d i r e c t a m e n t e a acon-
t e c i m i e n t o s y a. eventos en. e l s e n t i d o a continuación, e x p l i c a d o , que hemos t 
rnado, s a l v o algunas l i g e r a s v a r i a n t e s , . de L a lógica de l a investigación cié: 
& *  
tífica do K a r l Popper - Iniciáronos n u e s t r a explicación con e l s i g u i e n t e c 
jomp-lo : 
( a ) A l . l a n z a r s e e l dado' Y sobre l a mies a de juego de l a c a s a N° l 1 
de l a c a l l e 15 de l a ciuda.d de Lima, a l a s 3 p»nu d e l 2 de f 
b r e r o de 1970, se obtuvo un' as-
7-
Diremos gue t a l enunciado' ( a ) es de l a forma p^ , de t a l manera 
aue e l sub-índico 1c denosta a un nombre de individuo-, coordenadas^ espacio-temí 
por a l os' y un atributo» En. este c aso>, k denostar ( l ) a l nombre Y; ( 2 ) l a direc-
ción y l a c i u d a d ; ( 3 ) l a f e c h a y l a hor a ; ( 4 ) e l a t r i b u t o de s e r un a s . Es 
claro- aue o un enunciado' de l a forma p^ es s i n g u l a r . 
Con; l a expresión- A^ . fto-s: r e f e r i r e m o s a l a c l a s e de todos l o s en un 
c i a d o s lógicamente e q u i v a l e n t e s a p^ . y llamaremos a e s t a c l a s e e l a c o n t e c i -
miento A]£. Los matemáticos l l a m a n a A^ una c l a s e de e q u i v a l e n c i a y a p^, que 
lógicamente pe r t e n e c e a A^, l o denominan elemento r e p r e s e n t a t i v o de d i c h a e l 
° U" &~ Popper, K a r l ; L a lógica de l a investigación científica; Ed. 
Tóenos, Madrid,1962; "Vid.párrafo 2 1 , p. 80-
- 11 -
Para, p r e c i s a r o l sentidoi en e l que habíanos do evento tengamos 
on c u e n t a adoroás: a l o s enunciados': 
(b-) Al. l a n z a r e l dado Y en l a mesa de juego de l a c a s a número 
10 de l a c a l l e 15 de l a ci u d a d de Lima, a l a s 5 y l ' p.m» d e l 
2 do f e b r e r o do 1970, so obtuvo un as' . 
( c ) A l l a n z a r e l dado Y em l a mesa de juegos de l a c a s a numero 
10 de l a c a l l e 15 de l a ciudad de -Lima, a l a s 3 y 2t p.m. d e l 
2 de febrero^ de 1970, so obtuvo un c u a t r o . 
Consecuentemente , e l enunciado ( b ) será, do l a forma p r y A r su 
r e s p e c t i v a c l a s e de e q u i v a l e n c i a o acoirt©eiralento; o l enunciado ( c ) será de 
l a . forma p g. con su c o r r e s p o n d i e n t e a c o n t e c i m i e n t o A s . Decimos quo l o s acon-
t e c i m i e n t o s A^ , A r 5^  A„ son d i s t i n t o s porque k í r ^ s* Asimismo, p k , p r 
y p s expresan a c o n t e c i m i e n t o s d i s t i n t o s . 
Un evento es una c l a s e de a c o n t e c i m i e n t o s A^ . 7 A r , A , . . . e t c * 
que d i f i e r e n sol.airentc en su sub-índice y l o denotamos po>r (A).De 'lo sartorio: 
deducimos que un cventü' es l o co'mún a una c l a s e f i n i t a o no de a c o n t e c i m i e n -
t o s . Po-r tanto-, 1c deno-tado¡ por k, r y s no' puede s e r l o determinante d e l e-
vonto (A) sino- l o s i g n i f i c a d o por T A 1 l a n z a r s e c/fil dado Y', que nos permito 
h a b l a r d e l evento "lanzamiento d e l dado Y". P a r a c o n s i d e r a r a k, r y s d i s t i i 
t o s os s u f i c i e n t e que d i f i e r a n en uno do sus componentes denotados. 
Podría s o s t e n e r s e que s i Y es un dado- no "cargado", entonces su 
lanzamiento es s i m i l a r a l de c u a l q u i e r o t r o dado» d e l mismo t i p o ; por c o n s i -
g u i e n t e , sería s u f i c i e n t e h a b l a r d e l evento' "lanzamiento de un. dado no* " c a r -
gado". Sin. embargo, aunque l a formulación elíptica generalmente es lícita, 
p r e f e r i i n o s l a p r o p u e s t a por razones de comodidad" en l a ejecución, de operacio-
nes. Según l a s n e c e s i d a d e s se debo graduar l a procisión con que se f o r m u l a ui 
evento;. La. condición es que k , r y & tengan.' en común e n t r e sus n elementos 
denotados, a l menos uno y a l o más n-1  L a u l t i m a limitación t i e n e como f i -
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n a l i d a d e v i t a r que se confunda un evento con un' a c o n t e c i m i e n t o . 
En a d e l a n t e nos i n t e r e s a r a n evento-s cuyos a c o n t e c i m i e n t o s mani-
f i e s t e n l o s s i g u i e n t e s comportamientos -: ( i ) verían, en sus coordenadas tempo-
r a l os a manera de s u c e s i o n e s y también con r e s p e c t o a un a t r i b u t a , de t a l su-
e r t e cue se sabe con. e x a c t i t u d s i un ac o n t e c i m i e n t o posee o¡io e l a t r i b u t o 
-on cuestión; ( i i ) varían en. sus coordenadas e s p a c i a l e s , nombre de i n d i v i d u o 
i 
y a t r i b u t o - . S i pe r t e n e c e n a ( i ) , mantienen .constantes o l nombre de i n d i v i d u o 
y l a s coordenadas e s p a c i a l e s . S i pe r t e n e c e n a ( i i ) , mantienen c o n s t a n t e s l a s 
coordenadas temporales. 
L a s r e s t r i c c i o n e s a n t e r i o r e s son consignadas debido a l a p r e c i -
sión con que deben h a c e r s e e i n t e r p r e t a r s e l o s cálculos cuando se a p l i c a un 
s i t e m a 'axiomático' de p r o b a b i l i d a d e s . Un ejemplo que i l u s t r a ( i ) es e l evento 
"lanzamiento d e l dado> Y'
1
. Como ejemplo de ( i i ) c i t a m o s "nacimiento de un s e r 
humano", que puede s e r mejor formulado' en términos de "n a c i m i e n t o s de s e r e s 
humanos en e l intervalo' de tiempo t " . S i e l ca.so- lo' r e q u i e r e puede l o g r a r s e , 
como anotáramos a n t e s , mayor precisión. 
1.1 . EL MODELO FREGUENCIAL. 
1.1.1 <.. Harsinos n u e s t r o e l c r i t e r i o de von Wright * p a r a c l a s i f i c a r 
lO'S modelos que se usan p a r a i n t e r p r e t a r l o s s i s t e m a s axiomáticos de pr o b a b i 
l i d a d e s . Según e s t e a u t o r d i c h o s modelos son do dos' c l a s e s ; l o s f r e c u e n c i a , -
Ics-cstadísticos y l o s de rango. Carnap, ' a quien han preocupado mucho e s t a s 
c u e s t i o n e s , también reduce todos l o s s i g n i f i c a o s 'a ' p r o b a b i l i d a d ' . dentro-
v
 von Wright, George H e n r i k ; The l o g i c a l , problem o.f i n d u c t i o n ; B a s i l Black-




 Carnap, Rudolf; L o g i c a l f o u n d a t i o n s o f p r o b a b i l i t y ; The U n i v e r s i t y o f 
Chicago Press:, Chicago, 1950; párrafo 9, p. 25-
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del contexto» científico, a dos conceptas : e l de grado de confirmación y e l 
de f r e c u e n c i a r e l a t i v a . Estos das conceptos, \o-mo- veremos luego-, equivalen le 
gicamonto a l o s modelos de rango y f r e c u e n c i a ! , respectivamente, do van Wri-
ght. Señalamos, como una apreciación con cargo- a ser fundamentada en e l trans 
curso de nuestra exposición, que e l modelo de rango es acentuadamente lógico 
mientras el f r e c u e n c i a ! es eminentemente matemático'. 
1.1.-2 . Pasemos ahora a presentar a l modelo f recucncial-ostadís-
t i c o , a l que llamaremos simplemente modelo f r e c u e n c i a l (en e l párrafo ante-
r i o r ya hemos optado por e s t a abreviación). Entre l o s primeros- en sugerir 'un 
modelo- f r e c u e n c i a ! para l a adecuada interpretación d e l entonces cálculo de 
l a s probabilidades, se c i t a n l o s nombres de Poison en 1837, Co-urnot en 1843» 
George Boole en 1854. Fue, s i n embarga, John Venn quien en 1866 afirma por 
primera, vez que e l concepto de límite do l a f r e c u e n c i a r e l a t i v a satisfacía 
l o s axiomas del cálculo de l a s probabilidades de su época- Posteriormente, ci 
1919, Richard von Mises dio una, formulación completa a l a idea de Venn,  i n t r ; 
duciendo, adenrás, l a noción de colectivo- para dar con respecto- a e l l a una de-
finición de probabilidad. Reicheiibach usó e l concepto de límite de l a frecuei 
c i a r e l a t i v a , de manera sistemática, desde 1931? aunque parece que ya lo ha-
bía planteado en 1915, según anota Camap*. Un d e s a r r o l l a s i m i l a r os debido . 
F i s h e r en 1931. Asimismo l a mayor parte de t r a b a j o s y textos de estadística 
usan e l modelo, f r e c u e n c i a l , razón por l a cue se l e llama estadístico. 
A l modela expuesto en l a presente sección l o llamáronos1 "modelo 
f r e c u e n c i a ! clásico", cuyas teóricos más conocidos son von Mises y Hans R e i -
chenbach. De e s t a manera diferenciamos nuestro modelo de otros análogas pro-
puestas par Popper y F i s h e r . Asimismo, anotamos QUG mO'dolO'S, aparentemente 
t>, 
^ Carnap, idem, párrafo 42, p. 187. 
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nuy d i s t i n t o s del nuestro, como e l " b r i a r e i c o " de Bra.ithwaitc,"
1
 cs'tán próximo 
a ser frecuencialos ¿Este ultimo e l i m i n a algunas d i f i c u l t a d o s de l a teoría d 
Mises? generadas por l o s conocidos axiomas de aleatoriedad y convergencia,pe 
ro- se "basa on una "aritmética de razones de clase 1 1? compatible con l a noción 
de frecuencia, r e l a t i v a . 
Con l i g o r a s modificaciones, nuestro "rnodolO' f r e c u e n c i a l clásico." 
es e l propuesto por Reichenbach en su l i ^ r o ^ j T h ^ . ^ 
do j u s t i f i c a r esta elección señalare lo significado- con ' l i g e r a s m o d i f i c a d o 
nos' 
E l modelo descrito- por Reichenbach es más general, sene e l aquí 





extorna implicación de probabilidad". Aclarando I0 1 d i timo, indicá-
i s ano ¿üoichonbach considera l a e s t r u c t u r a de lo.-s enunciados de p r o b a b i l i -
dad, usados en l o s lenguajes no- f o c a l i z a d o s , s u c c p t i b l e de ser expresada, 
rigurosamente por l a sigui e n t e fórmula lógica que no es analítica: 
1 
( f . l ) ( x ) ( y ) f ( x ) .o(x,.y) — > g(y) 
^ P 
En ( f . l ) e l operador 1 i n d i c a aue no se t r a t a de una im-
Tv 
X' 
plicación analítica» S I componente 1 c ( x , y ) ' señala, una relación de "uno a 
de 
uno" del dominio- de f ( x ) a l ''..C>(y) > s i n suponer indentidad entre l a s v a r i a -
b l c s 'x' , 'y'.Esto s i g n i f i c a que ( f . l ) puede cumplirse en e l caso ^ que 'x
1 
'y' denoten a d i s t i n t o s i n d i v i d u o s . T r a b a j a r con. esta generalidad demanda 
aue para a p l i c a r ( f . l ) a l a mayoría de l o s cases r e l e v a n t e s se l e añadan 
j>, 
^ Braithwai t e , Rich aTd; La explicación científica; Ed * Tecno s, Madrid, 1965; 
Vid. capítulo quinto, p-1.35 - 172. 
Z-p, 
""Reichenbach, Hans: The theory of p r o b a b i l i t y ; U n i v e r s i t y of C a l i f o r n i a 
P r e s s , San Fr a n c i s c o , 1949; Vid.parágrafo 9, p. 48. 
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algunas condiciones e s p e c i f i c a d o - r a s como, p o r ejemplo, que e l dominio de; 
f ( x ) s o a una sucesión conpacta. Por t a n t o , para e v i t a r dificultades.técnicas 
y pensando que e l l o no margina c u e s t i o n e s f u n d a m e n t a l e s , hemos r e d u c i d o l a 
relación e ( x , y ) a una relación de i d e n t i d a d . Así ( f . l ) se reduce a : 
( f.2 ) ( x ) f f ( x ) v g ( x ) ¡ 
V
 J 
L a fórmula ( f . 2 ) expresa l a "implicación de probabilidad" supues 
en nuestra exposición. Por e s t a razón l a definición de ' p r o b a b i l i d a d ' , pro-
porcionrda por e l modelo luego desarrollado , se encuentra íntimamente l i r a 
6A a r e l a c i o n a s entre a t r i b u t o s de l o s mismos i n d i vid. nos. 
La secunda! modificación, d i g n a de mencionarse, es que n u e s t r a pre 
s e n t ación del "modelo f r e c u e n c i a l clásico
1
' l a d e s a r r o l l a m o s a p a r t i r de l a 
postulación de una definición rigurosa de
 1
 evento'.. E l l a supone e l e s t a b l e -
c i m i e n t o de una. c l a s e de c l a s e s de equivalencia denominada cuociente y de ¡; 
na. c l a s e de l o s enunciados r e p r e s e n t a t i v o s de cada elemento del cuociente. 
R e i c h c n b a c h , aunque usa l a p a l a b r a
 1
 evento', no p r e c i s a su s i g n i f i c a d o y pi 
sonta su modelo independientemente de dichos d e t a l l e s . 
Por otro lado, para j u s t i f i c a r n u e s t r a p r e f e r e n c i a por e l modele 
de Reichenbach, señalamos ; 
( i ) e l modelo de ven Mises es menos general oue 'el de R e i c h e n -
bach. La e x c e s i v a p a r t i c u l o x i d a d del de von Mises se traduce en l a exigenei 
do una c l a s e do acontecimientos denominada c o l e c t i v o , cuya definición con­
l l e v a e l uso de l o s oxionas de c o n v e r g e n c i a y a l e a t o r i e d a . d ( a e l l o s harems? 
posteriormente alusión más d e t a l l a d a ) . E l modelo de Reichenbach contiene o] 
de von Mises como a un caso p a r t i c u l a r . Este se produce cuando l a c l a s e de 
r e f e r e n c i a es una "sucesión normal". 
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( i i ) ReichGnbp.cn ha g e n e r a l i z a d o su modelo f r e c u e n c i a ! p a r a ex-
p r e s a r en 6 l a l o s enunciados de p r o b a b i l i d a d sobre enunciados. E s t a e x t r a -
ño 1 ación permite dar a l d i s c u t i d o concepto do p r o b a b i l i d a d lógica una, s i g n i 
f i e ración f r e c u e n c i a l . E l d e s a r r o l l o d e l p l a n t e a m i e n t o rue i d e n t i f i c a a l a 
p r o b a b i l i d a d n a t e n a t i c a c con l a p r o b a b i l i d a d lógica se oñcucritra en o l .cjQ£Í-„. 
The 
t u l o 10, prágrafo 77 de .n -;theo;i?y_.of p r o b a b i l i t y . Una argumentación a d i c i o n a 
so da en E x p e r i e n c e and p r e d i c t i o n , parágrafo 33-
Pasaremos, inmediataraente, a d e s c r i b i r l a s características f u n -
damentales d e l "modelo f r e c u e n c i a l clásico". 
1.12.1 < L o s cpistomológos que proponen e l "modelo f r e c u e n c i a l 
clásico" p a r a un sistema, aximático de p r o b a b i l i d a d e s , asumen que ' p r o b a b i l i -
dad' denota una relación e n t r e dos enunciados r e f e r e n t e s e l primero a un e¬
vento y e l segundo a una s u b - c l a s e p r o p i a o impropia, de dicho evento. Noso-
t r o s , por razones de comodidad e x p o s i t i v a , hablaremos d i r e c t a m e n t e de una re 
lación e n t r e c l a s e s . E s t a relación, suponiendo un orden normal en su n o t a -
ción, no es sistemática. 
1.1.2.2 . L a definición nuo hemos dado de 'evento 1 corresponde 1 
lo ~uc l o s matemáticos denominan una. c l a s e f i n i t a o no cuyos miembros son 
c l a s e s de e q u i v a l e n c i a . J\ f i n de e x p l i c a r l a semejanza, de l o s concentos ante-
r i o r e s con l o s de l o s f r e c u e n c i a l i s t a s , asumamos, por ejemplo, que son dads; 
l a s c l a s e s de e o u i v a l e n c i a A r , Afí , A^ , . . . e t c . y que l o s elementos repre-
s e n t a t i v o s de cada una de e l l a s d i f i e r e n e n t r e sí solamente en e l i n d i v i d u o 
& 
ouc denotan, l u e g o , de acuerdo a l conocido axioma de selección de Zermelo, 
P* 
" E x i s t e n d i v e r s a s f o r m u l a c i o n e s d e l axioma de selección de Ze r m e l o , a l respec 
to puede v e r s e una de K l e e n e e x p u e s t a en su Math em a 1 1 ^ a l _ L o g i c , John Wiley & 
Sons,Inc,New York, 1968, p. 190. E s t a , t r a d u c i d a , l i b r e m e n t e , e s ; "Dado un conjunte 
S de co n j u n t o s d i s j u n t o s no vacíos,existe un conjunto C e l c u a l t i e n e como 
sus miembros un elemento y sólo uno de cada miembro de.S.(S es un conjunto 
de conjuntos d i s j u n t o s s i ningún p a r de m i e m b r o s , d i s t i n t o s e n t r e sí,de S t i * 
ne un elemento común a sus componentes^". 
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es p o s i b l e tomar un enunciado r e p r e s ' e t a t i v o de cada una de l a s c i a s e s de cowi 
v a l e n c i a p e r t e n e c i e n t e s a l evento y formar una c l a s e de enunciados r e p r e s e n t : 
t i v os, a l a c u a l convendremos *cn l l a m a r c l a s e c u o c i e n t e , debido a que está con; 
t i t u i d a por l o s elementos r e p r e s e n t a t i v o s do cada miembro d e l c u o c i e n t e mote-
mítico,en sen t i d o e s t r i c t o , p a r a e s t e c o n t e x t o . E s t a última c l a s e es eouipoto: 
t e con c u a l e s q u i e r a de l a s c l a s e s do o b j e t o s e n t r e l a s c u a l e s Reichcnbach *" 
e s t a b l e c e l a relación de f r e c u e n c i a r e l a t i v a , c o n l a . d i f e r e n c i a de que noso-
t r o s hacemos explícito que cada o b j e t o e s, dentro d e l l e n g u a j e científico,de 
c i - i to por un enunciado de l a forma p^- Asimismo, desde l a p e r s p e c t i v a f recaen 
c i a l , es i n d i f e r e n t e t r a b a j a r l a e s t e n i v e l , con c o n j u n t o s do o b j e t o s o conjun-
t o s de enunciados. 
De acuerdo a l teorema matemático de proyección canónica 'al cuo-
c i e n t e , toda propiedad demostrada p a r a e l c u o c i e n t e , e n t e n d i d o éste en e l sen-
t i d o a r r i b a indicado,puede s e r a p l i c a d a a l a c l a s e de c l a s e s de e q u i v a l e n c i a 
( c u o c i e n t e matemático e s t r i c t o ) , v a l e d e c i r , a l evento.La razón es que dado un 
enunciado r e p r e s e n t a t i v o , s e s i g u e do :eL l a e x i s t e n c i a de una única c l a s e do 
e q u i v a l e n c i a representada.» S i ' p r o b a b i l i d a d ' denote un t i p o de relación cutí 
un evento y una s u b - c l a s e de e l y puesto que dicha, relación puede, s i n i n c o n -
v e n i e n t e s , s e r d e f i n i d a p a r a e l c u o c i e n t e ; l u e g o , c o n v e r s a m e n t e , l o s r e s u l t a d o s 
obtenidos en e s t e último pueden s e r g e n e r a l i z a d o s a l evento que seo. e l caso. 
Anotamos que l o s teóricos d e l "modelo f r e c u e n c i a ! c l a s i c o " a p l i -
can, generalmente, l a relación denotada por ' p r o b a b i l i d a d ' a c l a s e s i n f i n i t e 
S i l a mencionada relación so e s t a b l e c i e r a . ; como un caso p a r t i c u l a r ; en una. 
c l a s e f i n i t a de c l a s e s de e q u i v a l e n c i a ^ entonces e l c u o c i e n t e r e s u l t a n t e - se-
ría equipotente con una. c l a s e de o b j e t o s p a r a l o c u a l Reichenbach e s t a b l e c e , c 
s e n t i d o e s t r i c t o , l n relación de f r e c u e n c i a r e l a t i v a . E s imp o r t a n t e p'reci-
& s 
Reichenbach; idem, parágrafo 16. p. 69. 
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s a r cue, en e s t e c o n t e x t o , ' p r o b a b i l i d a d ' no denota rigurosamente l a misma 
relación p a r a c l a s e s i n f i n i t a s y f i n i t a s - La v a r i a n t e os que en e l p r i m e r ca-
so debe e x i s t i r un v a l o r límite p a r a l o ' s e c u e n c i a do f r e c u e n c i a s r e l a t i v a s 
ene t i e n d e a infinito» 
1*1.2.3.. Do acuerdo al"modelo f r e c u e n c i a ! clásico" l a relación 
que e x p r e s a un enunciado de p r o b a b i l i d a d es de dos componentes, e l primero 's< 
denomino c l a s e do " o f e r o n c i a y e l segundo c l a s e a t r i b u t o . Postulamos oue l a 
pr i m e r a p e r t e n e c e a una c l a s e de c l a s e s que son e q u i p o t e n t e s con c u o c i e n t e s 
y, por t a n t o , l o demostrado p a r a e l l a s puede s e r expandido inmediatamente a 
eventoSo Usaremos como símbolos p a r a c l a s e s l a s l e t r a s mayúsculas A,B,C,D,. . 
, e t c . . Supondremos, además, que e s t a s c l a s e s t i e n e n sus elementos ordenados 
¿ 3 alguna manera. P o r f a c i l i t a r l a explicación, nos r e f e r i r e m o s primero a e l 
s e s f i n i t a s . 
S I número c a r d i n a l de c u a l q u i e r c l a s e l o denotaremos por : 
n 
( f . 3 ) N ( x € A ) . 
i = 1 
L a fórmula, ( f . 3 ) se l e e ; e l número de elementos . p e r t e n e c i e n t e s a 
A e n t r e 1 y n. Evidentemente e l v a l o r de N es e l numero c a r d i n a l de A. E l eo 
ponente T x^' denota o enunciados de l a forma p k u obj etos(o; fenómenos) . Debid 
a l a limitación expresada por l a condición ( f . 2) y debido a r ,ue nos c i r c u n s -
c r i b i r e m o s a s u c e s i o n e s compactas, tendremos N = n siempre que tonga s e n t i d o 
h a b l a r de número c a r d i n a l . Aclaramos que una sucesión es compacta cuando s a -
t i s f a c e ; 
( f . 4 ) ( i ) ( x, <; A ) 
/ 
L a intersección de c l a s e s l a d e n o t a r eraos (A.B) y l a suma o un i oí­
do c l a s e s por ( A v B ) - Ademas, podemos i n t r o d u c i r una abreviación mediante l a 
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siguí ente definición ; 
~n 
( f , 5 ) N ( x ¿ A ) = Df. N
n
 (A) 
i z 1 
En v i r t u d de ( f . 5 ) l o s números c a r d i n a l e s de I B unión e i n t e r -
sección de c l a s e s se e s c r i b e n íl
n
 (AvB) y N
n (A.B) , r e s p e c t i v a m e n t e . Hacemos 
& 
c o n s t a r que l a notación de e s t a sección l a hemos tomado de R e i c h e n b a c h . 
1.1.2.4  L a relación denotada por ' p r o b a b i l i d a d * es t a l oue per-
m i t e a s o c i a r a todo cnuncísdo de p r o b a b i l i d a d con un número r ^ a ' h u " d e l - i n - r 
t e r v a l o a b i e r t o ( 1 , 0 ) . L a mencionada relación es denominada "relación de f r e 
cuencia. r e l a t i v a " y en n u e s t r a notación se e x p r e s a por ; 
( f - 6 ) F n ( A ; B ) - p 
L a fórmula ( f . 6 ) se l e e : l a f r e c u e n c i a r e l a t i v a d e l a t r i b u t o B 
sobre e l numero n de elementos de A es i g u a l a p. L a l e t r a 'p' se r e f i e r e a 
un v a l o r numérico c a l c u l a b l e por una e q u i v a l e n c i a luego señalada, l a misma 
aue permite comprender l a v a l i d e z de 0 p <^ 1 . De o t r a p a r t e , A puede scí-
as umi da como l a c l a s e de l o s enunciados que s a t i s f a c e n l a función p r o p o s i c i c 
n a l f ( x ) y B, de l a misma manera, l a c l a s e de l o s enunciados que s a t i s f a c e n 
g ( x ) ; s i , además, B es una s u b - c l a s e p r o p i a o i m p r o p i a de A, entoces hemos 
logrado e x p r e s a r l a f r e c u e n c i a r e l a t i v a como una relación e n t r e dominios de 
fu n c i o n e s p r e p o s i c i o n a l e s d e f i n i d a s p a r a una misma v a r i a b l e de i n d i v i d u o . 
1.1.2.5 . S I v a l o r p :d'e l a f r e c u e n c i a - r e l a t i v a F n ( A , B ) se deter-
mina como e l c u o c i e n t e de una fracción que en e l numerador p r e c i s a e l numere 
de elementos de A que también son B y en e l denominador e l número de elemen-
t o s de A- En c o n s e c u e n c i a tenemos; ^ 
„ N (A.B) 
( f , 7 ) F (A,B) z ' 
N (A) ' 
& s 
'Reichenbach; idem, parágrafo 16 pp. 67-76. 
.. 20 -
L a formula, ( f . 7 ) p e r m i t e computar l a proporción de elementos de 
3 que e x i s t e en A. N u e s t r a postulación hecha en e l parágrafo c i f r a d o 1.1.-2.3 
de a us l a c l a s e A os equip o t e n t e con un c u o c i e n t e obtenido por selección,ha-
ce i n n e c e s a r i o añadir one e l v a l o r de (f«7.) es determinado a condición de 
eme A sea no vacía, pues e l axioma de selección de Zormelo da por s u s p u c s t a 
a l 
l a e x i s t e n c i a de .menos un. elemento en cada c l a s e de e q u i v a l e n c i a d e l even-
X-
t o . B r a i t h w a i t © ^ d e n o m i n a a l a f r e c u e n c i a r e l a t i v a , debido a su forma f r a c - , 
c i o n a r i a , una "razón de c l a s e " . 
Lo expresado por ( f . 7 ) no p r e s e n t a d i f i c u l t a d a l g u n a m i e n t r a s no; 
r e s t r i n j a m o s a c l a s e s f i n i t a s , s i n embargo l a relación denotada por 'probabi-
l i d a d ' , según l a t e s i s f r e c u e n c i a l i s t a , no siempre c o i n c i d e con l a de f r e -
c u e n c i a r e l a t i v a t a l y como h a sid o d e f i n i d a a n t e s . L a d i f e r e n c i a se e x p l i c a 
porque se pretende que ' p r o b a b i l i d a d ' denota, p r i n c i p a l m e n t e una relación en-
t r e s e c u e n c i a s i n f i n i t a s . Por t a n t o , i n t e r e s a no e l v a l o r de l a , f r e c u e n c i a 
r e l a t i v a s i n o e l v a l o r d e l límite de l a f r e c u e n c i a r e l a t i v a en una s e c u e n c i a 
ciuo t i e n d e a i n f i n i t o . La. j ustificación, p a r a a c u d i r « e s t e r e c u r s o mat cinéti-
co, es que sólo con r e s p e c t o a c l a s e s i n f i n i t a s 1 p r o b a b i l i d a d 1 denota algo i n -
t e r e s a n t e y que haga f a c t i b l e l a predicción. En l a aplicación d e l cálculo de 
l a s p r o b a b i l i d a d e s a. un evento t a n simple como l a s t i r a d a s de un dado, no se« 
ría fecundo p o s t u l a r nu.e hay un .número f i n i t o de t i r a d a s cuando podemos con-
c e b i r l a . sucesión de l a s t i r a d a s i n d e f i n i d a m e n t e l a r g a . 
P a r a p r o s e g u i r n u e s t r a t a r e a , diremos que c u a l q u i e r enunciado de 
p r o b a b i l i d a d t i e n e l a forma; 
( f . 8 ) P(A,B) = p 
L a fórmula ( f . 8 ) se l e e ; l a p r o b a b i l i d a d que desde A se s i g a B 
es p. Luego, debido a que hemos p r e c i s a d o que 1 p r o b a b i l i d a d 1 denota una r e l a -
ción especialmente i m p o r t a n t e en s e c u e n c i a s i n f i n i t a s , tenemos : 
7r. 
& B r i t h w a i t e ; idem. p. 142-
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( f . 9 ) P(A,B) = l i m F n ( A , B ) 
n —^ GO 
E l s e n t i d o de ( f . 9 ) es i n d i c a r que cuando pueda e s t a b l e c e r s e e l 
v a l o r límite de l a f r e c u e n c i a r e l a t i v a en una s e c u e n c i a t a n l a r g a come se 
cu-i era, entonces será p o s i b l e p r e d e c i r , p a r a c u a l c u i e r prolongación de l a se 
cuencia, 'que e l v a l o r de l a f r e c u e n c i a r e l a t i v a permanecerá dentro de un i n -
t e r v a l o muy peoueño. Supongamos cue prolongamos l a . s e c u e n c i a en cuestión has 
t a s elementos, v a l e d e c i r , hacemos a l a c l a s e r)e 'referencia de s elementos 
(sj > n) . S i previamente hemos determinado «pe e l v a l o r d e l límite es h n , esto 
es 
l i m . F
nU,B)  h n . 
n — > QD 
Luego podemos a f i r m a r que c u a l q u i e r v a l o r f u t u r o de l a f r e c u e n c i a cumplirá 
necesa r i a m e n t e l a s i g u i e n t e condición; 
(f.10) h n - k ^ ' h s - ^ n n + k 
L a condición.(f.10) puede s e r formulada más brevemente por; 
h s h n í k , 
nue se l e e : h
s
 p e r t e n e c e a l i n t e r v a l o h
1 1 X k, siendo k, obviamente, en l o s 
dos c a s o s p r e c e d e n t e s ; una c a n t i d a d muy pequeña. Una de l a s t e s i s fundamen-
t a l e s , s i n o l a p r i n c i p a l , del pensamiento epistemológico de Reicheñbach & es 
que (f.10) c o n s t i t u y e e l " p r i n c i p i o de inducción1' y que, on c o n s e c u e n c i a , so-
luciona, e-1 t r a d i c i o n a l problema de l a s i n f e r e n c i a s i n d u c t i v a s , pues p e r m i t e 
p r e d e c i r c e r t e r a m e n t e a l a s c i e n c i a s empíricas cuando l a s s e c u e n c i a s t i n e n i 
límite u e t e r m i n a b l e . 
?< 
'"Sobro éste importante asunto: V i d . Roichenbach; idem, parágrafo 84 
pp. 429 - 482. Además, d e l mismo a u t o r , E x p e r i e n c e and p r e d i c t i o n ; 
The U n i v e r s i t y o f Chicago P r e s s , 1961; parágrafo 38, p- 340 y s s . 
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E l debate s u s c i t a d o por l a postulación d e l " p r i n c i p i o de in d u c -
ción" fue muy animado y aún sigue a b i e r t o . Su a u t o r l o defendió con vehemen-
c i a de crítiers como l a que a f i r m a b a que dicho p r i n c i p i o presuponía l a u n i ~ 
forraidad de l a , n a t u r a l e z a y se apoyaba, consecuentemente, en una hipótesis 
1.1.3  Consecuencias de l a postulación d e l "modelo f r e c u e n c i a l clásico". 
1.1.3*1  L a p a l a b r a . ' p r o b a b i l i d a d ' denota p r i n c i p a l m e n t e una relación d e f i -
n i d a p a r a elementos de eventos. Debido a .;;ue l o s miembros de l a c l a s e a t r i -
buto pertenecen en su t o t a l i d a d a l evento de r e f e r e n c i a , , l a .fórmula ( f .7) 
puede s e r s i m p l i f i c a d a a ; 
Por c o n s i g u i e n t e , cuando N n ( A ) = N ( B ) e l v a l o r de F (A,B) - 1 . P a r a secuen-
c i a s i n d e f i n i d a m e n t e p r o l o n g a b l e s , s i (_A)_ - ¿B)_, luego Lim. F n ( A , B ) - 1 . 
proporción de miembros de A que son también B pero no hace e s p e c i f i c a c i o n e s 
sobre ningún miembro en particular» -Bl v a l o r de l a f r e c u e n c i a r e l a t i v a dice-
cuantos pero no cual'es. En e l l e n g u a j e n a t u r a l se usa a menudo ' p r o b a b i l i -
dad' en enunciados (Sjue exhiben nombres i n d i v i d u a l e s . E l l o s serán c o n s i d e r a -
dos f o r m u l a c i o n e s inadecuadas l a s crue deben s e r t r a d u c i d a s a o t r a s oue hag ai 
explícitos e l evento de r e f e r e n c i a y e l a t r i b u t o , de t a l s u e r t e que desapa-
r e z c a todo nombre i n d i v i d u a l . En l a medida que un enunciado de p r o b a b i l i d a d 
a f i r m a e l . v a l o r de una f r e c u e n c i a r e l a t i v a , o de su límite 3 no puede s e r r e -
futado n i confirmado por un ejemplo p a r t i c u l a r . En e l caso de l o s enunciados 
T Nos r e f e r i r e m o s en a d e l a n t e , sólo a l v a l o r de F n ( A , B ) . E l l e c t o r i n t e r p r e -
tará e s t e v a l o r como e l d e l límite cuando sea e l caso. 
metafísica. iTosotros, por ahora, nos l i m i t a r e m o s a l a mención a n t e r i o r . . 
( f . l l ) F n= 1/n N ( B ) 
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r e f e r e n t e s a suces iones i n f i n i t a s - quo son l a s l e y e s científico-empíricas -
ningtSn conjunto f i n i t o de observac iones puede r e f u t a r l o s n i c o n f i r m a r l o s com-
pletamente. Como e s t a característica es imcompatible c o n ' l a n e c e s i d a d de de-
c i d i r enunciados, se ha juzgado oportuno i n c l u i r r e g l a s a d i c i o n a l e s , esen-
c i a l m e n t e m e t o d o l ó g i c a s , como l a de l a s " d e s v i a c i o n e s r e p r o d u c i b l e s 1 ' de K a r l 
t 
Popper T , pare e n c a r a r e s t e problema.. 
1 , 1 . 3 0 -  La- relación do f r e c u e n c i a r e l a t i v a es empírica, pues su v a l o r o e l 
de su límite so determina en base a o b s e r v a c i o n e s . Lo a n t e r i o r s i g n i f i c a quo 
un enunciado de probabi l idad, es fáctico y no a n a l í t i c o . L a información empí-
r i c a n e c e s a r i a p a r a e s t a b l e c e r un enunciado de p r o b a b i l i d a d es de n a t u r a l e z a 
estadística. En razón de oue l a c a n t i d a d de información puede s e r incrementa-
da- por nuevas o b s e r v a c i o n e s , e l v a l o r de un enunciado de p r o b a b i l i d a d siempre 
os r e c t i f i c a b l e a l a l u z de l o s nuevos datos. .Asimismo, un s i s t e m a axiomáti-
co de p r o b a b i l i d a d e s se encuentra, a l n&rgec de cómo so det e r m i n a . e m p i r i c an en-
t e e l v a l o r p de ( f . 8) ; l o ouc l e compete a c'sto e s : dada l a e x i s t e n c i a de 
c i e r t o s v a l o r e s de p r o b a b i l i d a d , d e r i v a r de acuerdo a r e g l a s lógicas otros» 
Lo . a n t e r i o r no o b s t a que l o s teoremas de un s i s t e m a aximático de p r o b a b i l i -
dades sean analíticos aunque puedan s e r i n t e r p r e t a d o s usando enunciados fác-
t i c o s . Todo l o que a f i r m a un teorema es que c i e r t o s v a l o r e s de p r o b a b i l i d a d 
serán determine/bies siempre y cuando o t r o s , denominados p r o b a b i l i d a d e s bási-
c a s , sean dados-
1.1 . 3 . 4  L o s enunciados de p r o b a b i l i d a d de l a forma P ( A , B ) a s u -
men ian v a l o r sólo cuando se r e f i e r e n a s u c e s i o n e s f a c t i c a s c onvergentes,en 
o t r a s p a l a b r a s , s u c e s i o n e s p a r a l a s c u a l e s e x i s t e un límite. E s t a p e c u l i a r i -
dad no ofrecería d i f i c u l t a d s i se t r a b a j a r a con s u c e s i o n e s matemáticas con-
v e r g e n t e s en l a s oue, por s e r generadas por una r e g l a , siempre es c a l c u l a b l e 
e l v a l o r d e l l í m i t e . S i n embargo, no toda sucesión matemática es convergente 
^ k a r l f o ^ / ^ y j id«vK 1 patéLfirífo k )f , f?. fí^. 
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y no puedo a f i r m a r s e c a t e g o r i c a m e n t e que 'un evento corresponde a una sucesión 
f átffcica con l a s características de una sucesión matemática convergente. En con 
se c u e n c i a , un s i s t e m a axiomático de p r o b a b i l i d a d e s es a p l i c a b l e solamente ba-
2 o o l supuesto de que e x i s t a n s u c e s i o n e s f ácticas co m p a t i b l e s con s u c e s i o n e s 
matemáticas conv e r g e n t e s . No hoce f a l t a asumir, como algunos críticos l o han 
apuntado, e l p r i n c i p i o de uniformidad de l a n a t u r a l e z a , pues l o dic h o no ex-
c l u y e e l reconocer l a existencia.' de casos en l o s cue un s i s t e m a axiomático - de 
p r o b a b i l i d a d e s es i n a p l i c a b l e . 
En atención a, l a condición expresada en e l parágrafo c i f r a d o con 
1.1*2.3* l a fórmula ( f - 7 ) se da sobre e l supuesto de cue l o s elementos de A 
y 3 se encuentran en c i e r t o orden. Debido a eme l a s técnicas mat eméticas pa-
r a c a l c u l a r e l v a l o r d e l límite toman en c u e n t a , como f a c t o r r e l e v a n t e , e l 
orden de l a sucesión entonces s i se>áo"difica el-.orden puede cambiar e l va\lor 
ó.el límite. 
E l v a l o r de un enunciado de p r o b a b i l i d a d P(A,B) so mantiene cons-
t a n t e s i son c o n s t a n t e s su c l a s e de r e f e r e n c i a y su a t r i b u t o . S i en P(A,B)=p 
se mantiene c o n s t a n t e e l a t r i b u t o pero se modifica, e l evento, e l v a l o r de p 
puede m o d i f i c a r s e . La alteración a n t e r i o r , de p r o d u c i r s e , no atentaría co n t r a 
l a u n i c i d a d d e l v a l o r de p porque en t a l caso, no se trataría d e l mismo enun-
ci a d o . 
1.1.3-5 . L a cuestión p l a n t e a d a por l a l l a m a d a p r o b a b i l i d a d l o g i c e e s -
to os, por l a p r o b a b i l i d a d de un enunciado de probabilidad", desde l a perspec-
t i v a f r e c u e n c i a l , es i r r e l e v a n t e , e l l o debido a ^ue un enunciado de p r o b a b i -
l i d a d sobre eventos es t r a d u c i b l e en términos de un enunciado de p r o b a b i l i -
dad sobre una sucesión fáctica. Obvimcnte, cada elemento de l a sucesión fác~ 
t i c a debe s e r d e s c r i b i b l e por un enuncia-do siguíar de l a forma-p, . Cuando se 
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desee p r e c i s a r l a p r o b a b i l i d a d l ó g i c a de nn enunc i ado , de"be t r a d u c i r s e a e s -
t e u l t i m o en t é r m i n o s de enunc iados s i n g u l a r e s y c a l c u l a r s e l a f r e c u e n c i a 
r e l a t i v a , sobre e l n ú m e r o dc_ * l l o s que s a t i s f a g a u l a t r i b u t o v e r d a d e r o . De 
e s t e modo y j ^ d a d e r o se c o n v i e r t e en e l v a l o r l í m i t e do un enunciado de p r o -
b a b i l i d a d sobre una s e c u e n c i a de enunc iados s i n g u l a r e s eme- t i e n d e a i n f i n i ¬
t o . + 
P o r r a s ó n o s de s i m p l i c i d a d puede c o n s t r u i r s e una e s c a l a p a r a el?. 
s i f i c a r a l o s enunc iados eme e x p r e s a n una p r o b a b i l i d a d l ó g i c a en solamente 
v e r d a d e r o s o f a l s o s . Denotemos por P ( h ) l a p r o b a b i l i d a d d e l enunciado h y 
cons ideremos e l v a l o r p i g u a l a 1 /2 . 
( a ) S i P ( h ) 1 / 2 , d i remes QUO h es ve rdade ro 
( b ) S i P ( h ) <^ 1 /2 d i remos que h es f a l s o . 
1 . 1 * 3 ¿ 6  L a c o n c e p c i ó n c l á s i c a , c r o g i d a sobre l a d e f i n i c i ó n de ' p r o b a b i l i -
dad ' dada por L a p l a c e y e l conocido ' ' p r i n c i p i o de i n d i f s r e n c i a 5 ^ se c o n v i e r t e 
en un caso p a r t i c u l a r den t ro d e l "modelo f r e c u e n c i a l c l á s i c o " . La. a f i r m a c i ó r 
p r eceden te se f u n d a en: ( i ) que l a d e f i n i c i ó n de,da por Lap l a c e como p r i m e r 
p r i n c i p i o de su En say o _ f i l o so f i ce sobre 1 as p r o b a b i l i d a d c s e s : " l a r a z ó n en-
t r e o l número cte c a s o s f a v o r a b l e s y e l de todos l o s c a s o s p o s i b l e s " ^ ; ( i i ) 
ouc e l " p r i n c i p i o de i n d i f e r e n c i a " enunc i aba que todos l o s c a s o s p o s i b l e s 
pueden s e r asumidos como i g u a l m e n t e p o s i b l e s s i 'no hay i n f o r m a c i ó n eme s e ñ a -
l e l o c o n t r a r i o . De ( i ) y ( i i ) se deduce que lo. c o n c e p c i ó n c l á s i c a se r e f e -
r í a a uno." s u c e s i ó n sobre l a c u a l se c a l c u l a b a l o f r e c u e n c i a r e l a t i v a , de lo;, 
a t r i b u t o s B,C> D, . .  ote . , s e g ú n s e a .el c a s o , y se a s u m í a , de no e x i s t i r i n f o : 
mac i o n en c o n t r a , que e l v a l o r de l n f r e c u e n c i a r e l a t i v a p a r a cada uno de 
- V i d . R o i chonbach; idem, p a r á g r a f o s 77 y 75, pp.387 y 395» 
& L a p l a c e , P i e r r e S . ; Enssyo. f i l o s ó f i c o sobre sobre l a s p r o b a b i l i d a d e s ; 
Espaso - C a l p c , Argen t ine , , E . A i r e s , 194-7; p . 2 1 . 
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e s t o s a t r i b u t o s e r a i g u a l . Lo a n t e r i o r e x p l i c a porqué l o s clásicos v i e r o n en 
o l juogo de dados e l ejemplo por antonomasia a l c u a l a p l i c a r e l cáculo de l a 
p r o b a b i l i d a d e s . A e s t e juego se recurrió p a r a demostrar l a v a l i d e s d e l : , p r i 
i 
c i p i o do i n d i f e r e n c i a " llamado también " p r i n c i p i o de razón i n s u f i c i e n t e ; t T . Se 
afi r m a b a que l a s s e i s c a r a s do un dado eran igualmente p o s i b l e s en ta n t o no 
existía1 razón alguna p a r a suponer l o contrario» Además, a l a s s u c e s i o n e s fáo 
t i c a s , que satisfacían e l " p r i n c i p i o de i n d i f e r e n c i a " , se l o s llamó s u c e s i o -
s u 
nos a z a r o s a s y se señaló como característica típica l a no e x i s t e c i a de tác-
t i c a alguna para, p r e d e c i r l o s a t r i b u t a s do sus elementos con éxito. 
E l e r r o r de l o s clásicos radicó en c r e e r que l a i g u a l d a d de l o s 
v a l o r e s para l a s f r e c u e n c i a s r e l a t i v a s de A, B, C , . . . e t c . podía e s t a b l e c e r -
se a p r i o r i en v i r t u d d c l " p r i n c i p i o de i n d i f e r e n c i a 1 1 . E l l o equivalía, a soste 
n o r l a c a l c u l a b i l i d a d de d i c h a i g u a l d a d a p a r t i r de l a . i g n o r a n c i a , a b s o l u t a . 
La c a u s a de euo se m a n t u v i e r a por l a r g o tiempo e s t e e r r o r f u e , presumiblemer 
t e , e l éxito de l a s a p l i c a c i o n e s d e l c a l c u l o de l a s p r o b a b i l i d a d e s a l o s juc 
gos de a z a r . E s t e hecho, conjeturamos, impidió quo so sosp e c h a r a l a p r e s e n -
c i a de un e r r o r de base. 
L a t e s i s f r e c u e n c i a l i s t a p r e s c i n d e d e l " p r i n c i p i o de i n d i f e r e n -
c i a " o de c u a l o u i e r o t r o p a r e c i d o , porgue s o s t i e n e QUO un enunciado de probs 
b i l i d a d es empírico y, en esc s e n t i d o , i n c o m p a t i b l e con todo a p r i o r i savp^pe-
r a d e s c u b r i r v a l o r e s de p r o b a b i l i d a d . Por t a n t o , propone como c r i t e r i o para, 
d e c i d i r s i una. sucesión es azarosa, o a l e a t o r i a , que se l a prolongue l o s u f i -
c i e n t e y s i a l c a l c u l a r s e l o s v a l o r e s de l a f r e c u e n c i a s r e l a t i v a s o de sus 
límites pa.r?. l o s a t r i b u t o s B,C, D, . .. e t c . , so e n c u e n t r a nue e s t o s v a l o r e s son 
i g u a l e s , entonces se a f i r m a nue l a sucesión en cuestión es a z a r o s a o a l e a t o -
r i a . . Cuando 1 * sucesión az^roor. ce i n f i n i t a , von M i s e s l a - l l a a a col e c t i v ^ 
T E s t a denominación l a hemos recogido de von V/right; idem.p. 100. Allí mismo sou: 
l a que I R versión o r i g i n a l de e s t e p r i n c i p i o fuc d eJamcs B e r n o u i l l i * . 
¿rvon M i s o s , R i c h a r d ; P r o b a b i l i d a d , estadística y verdad, p. 51 
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y d e f i n e e l v a l o r de P(A,B) como i g u a l a l límite de l a f r e c u e n c i a r e l a t i v a 
do un a t r i b u t o en un " c o l e c t i v o " . 
En c o n s e c u e n c i a , de conformidad con l o ante s d i c h o , l a a p l i c a -
ción del'cálculo clásico de l a s p r o b a b i l i d a d e s se reducía a s u c e s i o n e s con 
propiedades B, C, D, . .  e t c . t a l e s que; 
F n ( A , B ) = F n ( A , C ) z F n ( A , D ) z z e t c . 
L a i g u a l d a d a n t e r i o r es l a misma cuando se t r a t a de límites. A e s t a s suce-
s i o n e s se l e s denomina e a u i p r o b a b l e s . 
1.1.4 . Ob j e c i o n e s a l ' :'modelo-lf r e c u e n c i a l c l a s i c o 5 1 - . ' 
A l "modelo f r e c u e n c i a l clásico11 se l e han hecho m u l t i p l e s o b j e c i o n e s . 
P a r a e x p o n e r l a s , n o s o t r o s consideraremos que e l l a s son fundamentalmente de 
dos c l a s e s ; ( i ) l o s cae a f i r m a n l a e x i s t e n c i a de e r r o r e s de base en el"mode-
l o f r e c u e n c i a l clásico", de t a l modo nue e s t e r e s u l t a i n s u f i c i e n t e p a r a dar 
c u e n t a aun de l o s enunciados de p r o b a b i l i d a d más s i m p l e s ; ( i i ) l a s que seña-
lando l a s l i m i t a c i o n e s d e l "modelo f r e c u e n c i a l clásico" l e r e c o n o c e n , s i n 
embargo, un amplio carneo de aplicación» Primero presentaremos l a s o b j e c i o n e s 
de l a o b l a s e ( i ) para luego h a c e r l o propio con l a s de l a c l a s e ( i i ) . 
1.1.4.1 . E l modelo f r e c u e n c i a l clásico" t i e n e l a limitación de 
h a c e r depender e l v a l o r de l a p r o b a b i l i d a d d e l orden p a r t i c u l a r oue p r e s e n -
t a l a sucesión fáctica, pues l a noción de límite es implícitamente o r d i n a l . 
Esto s i g n i f i c a que e l v a l o r de P(A,B ) puede cambiar s i modificamos e l orden 
de l o s elementos de l a sucesión, l o c u a l no es compatible con l a definición 
de ' p r o b a b i l i d a d ' en términos de proporción^desde $¡ue e s t a u l t i m a puede man-
u-
t e n e r s e completamente a j e n a a todo c r i t e r i o de orden; B r a i t h w a i t e ^ es uno de 
l o s teóricos más i m p o r t a n t e s de l a objeción precedente. 
B r a i t h w a i t e ; idem, p. 144 y s s . 
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1.1.4-2 . No tocia sucesión  matemática es convergente, y puede pre 
b a r s e que e x i s t e n s u c e s i o n e s fácticas, i n t e r e s a n t e s p a r a e l i n v e s t i g a d o r ; no 
s e x p r e s a d l e s por s u c e s i o n e s matemáticas convergentes d e t e r m i n a b l o s por una re-
g l a de construcción. Do ot r a ; p a r t e , s i l o s enunciados de p r o b a b i l i d a d se r e -
f i e r e n a, s u c e s i o n e s fá.cticas i n f i n i t a s , entonces no puede s a b e r s e nunca s i 
una sucesión no convergente, h a s t a donde n u e s t r o s conocimientos nos permiten 
a f i r m a r l o así, tenderá después de un elemento enésimo h a c i a un límite. Por 
t a n t o , l o s enunciados de p r o b a b i l i d a d dentro d e l esquema f r e c u e n c i a l son i n ¬
s - &' 
„ f a l s a b l e s . Esta, i n g e n i o s a objeción se l e debemos a. W. K n e a l e . ' 
1,1.4.3- El"modelo f r c c u c n c i p l clásico15, a l h a c e r c o i n c i d i r e l 
v p l o r  de l o n r o b o b i l i d a d con' e l límite de l a f r e c u e n c i a r e l a t i v a en s u c o s i o -
nes i n f i n i t a s , nos compromete con l a i n n e c e s a r i a suposición metafísica de au 
hay s u c e s i o n e s . ¿ fácticas i n f i n i t a s - E s t o supuesto es inadecuado _para e l 
conocimiento empírico que es i n c o m p a t i b l e con un ndinero i n f i n i t o de o b s e r v a -
ciones» / . s i mi smo, un enunciado d e l t i p o 'todos l o s gatos son negros' tendrá 
un v a l o r :1c p r o b a b i l i d a d 1 ta n t o en e l caso en que todos l o s gatos sean no¬
gros como en e l nue ha y a algunos gatos no nogros, pues 1 como v a l o r d e l lí-
- m i t e de 1 a. f r e c u en cié d o un pet r i b u t o en >m a sucesión i n f i n i t a , no r e q u i e r e , 
n e c e s a r i a m e n t e , que todos l o s elementos de e l l a tengan dicho a t r i b u t o . I g u a l -
monte e l en; me i ado a n t e r i o r t i e n e p r o b a b i l i d a d 0 s i no hay gatos negros o s i 
,  e x i s t e n algunos gatos negros. F o r t a n t o , desde l a t e s i s f r e c u e n c i a l i s t a , l a s 
con d i c i o n e s en l a s nue asume un enunciado uno de l o s v a l o r e s 1 , 0 no son ár-
n i c a s y conducen a c o n f u s i o n e s . E s t a objeción ha sido formulada por F.S.Bar-
Pr°-
k e r . 
, "  . ; i ; 1 i t : "'' 1 " " . o : "n o é ! ' 1 ' " i~'"" ~ —-^o 
'""Kneale, ífilliom; P r o b a b i l i t y and I n d u c t i o n ; O x f o r d U n i v e r s i t y P r e s s , . O xford, 
1963; parágrafo 32, p. 159° 
^"Barker,Sthcphen F.; Inducción c hipótesis; Eudcba, B . A i r e s , 1963; p.88 y55 
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1.1.4.4 . E l v n l c r d e l límite de 1? f r e c u e n c i a r e l a t i v a , cuando 
es f< eterminado, no p e r m i t e d e d u c i r v a l o r alguno p a r a l a s f r e c u e n c i a s reía-
i 
t i v . - s ee segmentos f i n i t o s de 1? sucesión¡ t cue son l o s únicos o b s e r v a b l e s . 
Debido a l a restricción e n t e r i or no puede c o n c e d e r s e a un enunciado de pro-
b a b i l i d a d , lógicamente c o n s i s t e n t e , l a condición de una hipótesis de a l t o 
n i v e l porque no pueden d e r i v a r s e de él c o n s e c u e n c i a s o b s e r v a b l e s . E s t a , ob-
jeeión l i a s i d o formulada por B r a i t h w a i t e , en l a s p a g i n a s c i t a d a s con oca-
sión d e l argumento 1.1*4.1. 
Enunciaremos a continuación l a s o b j e c i o n e s de l a c l a s e ( i i ) . 
P-
1.1.4»5. . K a r l Popper " señala, que e l "modelo f r e c u e n c i a ! clásico" es 
sólo adecuado p a r a a t e n d e r enunciados de p r o b a b i l i d a d sobre e v e n t o s . En e¬
se s e n t i d o l a c o n s e c u e n c i a 1.1.3-5 os f a l s a , p u e s e s c s p a n a l o s a l c a n c e s de 
l a t e s i s f r e c n o n c i a l i s t a g e n e r a l i z a d a t a n t o l a p r o b a b i l i d a d lógica como l a 
corroboración de hipótesis. E s t e a u t o r propone, además, r e m p l a z a r e l a x i o -
ma de c o n v e r g e n c i a " usado por e l modelo en discusión, según l o e s t a b l e c i d o 
en " 
1.1.3.4 . L a mencionada sustitución es f a c t i b l e en razón de que l a verdad 
de 0 P(A,B) 5^" 1 nos permite i n t r o d u c i r l a noción de punto de acumula-
ción de l a sucesión de f r e c u e n c i a s r e l a t i v a s . L a inserción a n t e r i o r es l e -
gítima porque toda, sucesión de f r e c u e n c i a s r e l a t i v a s está acotada, por 1 y 0 
y de acuerdo a l conocido teorema de Bolzano y V c i e r s t r a s s , toda sucesión i n 
f i n i t a y a c o t a d a t i e n e a l menos un punto de acumulación.Luego s i tenemos l a 
sucesión de f r e c u e n c i a s r e l a t i v a s c o r r e s p o n d i e n t e s a un a t r i b u t o B y a es 
e l punto de acumulación, entonces P(A,B) = a . 
P-8» 
-1.1.4-6 - R u d o l f C a m a p * 'también o b s e r v a l a identificación efec 
t u a d a entre l a p r o b a b i l i d a d de eventos o p r o b a b i l i d a d estadística y l a pro-
^"Popper; idem*parágrafo 64, p. 173-Sobre e l asunto puede r e v i s a r s e todo e l ca 
pítulo octavo 
<?"& 





b ? b i l i d a d lógica. 31 c o n s i d e r a rue l o s dos conceptos anteriores\áWTn3S@ren-
t e s y, p a r a e v i t a r c o n f u s i o n e s , recomienda h a b l a r de "grado de confirmación" 
en l u g a r de p r o b a b i l i d a d l o g i c ? . L a n o t a específica d e l "grado de confirmá-
is 
ción" e.:; MIG es una función numérica de l a forma c ( h , e) - r T , cuyos v a l o r e e 
se determinan analíticamente. Por c o n s i g u i e n t e , d i c h a función es lógicamente 
v e r d a d e r a o lgicamenté f a l s a a d i f e r e n c i a de P(A,B) - límite F n ( A , B ) que t i e 
n ) ce 
no contenido fáctico de manera análoga a c( h,e) , pero GJ-US, por añadidura, 
Ir; determinación de su v a l o r depende de l o e x p e r i e n c i a . P o r o t r o lado l a fun-
ción c ( l i , e ) es una implicación lógica d i f e r e n t e a l a o r d i n a r i a , sólo en grado 
M i e n t r a s c ( h , e) es una, implicación lógica i incompleta parque e l rango de e no 
e s t a t o t a l m e n t e i n c l u i d o en e l de h, l a implicación lógica o r d i n a r i a os com-pl e t a , porqu  en e l l a , e l ra go de e se encuentr  co tenido en e l rango de h, 
Él e s t u d i o de l a implicación o r d i n a r i a es l a t a r e a p r o p i a d e l a lógica deduc-
t i v a y e l de c ( h , e ) ? denominada función de confirmación o c función, compete ; 
l a lógica i n d u c t i v a . 
Carnap no comparte l a objeción 1*1.4.4 , pues c o n s i d e r a que e l l a 
se s a l v a s i no asumimos e l v a l o r d e l límite de l a f r e c u e n c i a r e l a t i v a como 
un dato para, d e d u c i r v a l o r e s de f r e c u e n c i a s r e l a t i v a s en s u c e s i o n e s f i n i t a s . 
E l s e n t i d o d e l cálculo d e l v a l o r d e l límite es p r e d e c i r co-n se comportara 1; 
l a sucesión en e l f u t u r o . S i n embargo e l límite no debe s e r i d e n t i f i c a d o  c o n 
e l v a l o r de l a s f u t u r a s f r e c u e n c i a s r e l a t i v a s s i n o cue debe s e r pensado como 
un estimado de ese v a l o r . 
En c o n s e c u e n c i a Caraap o p i n a oue a g r e g a r una teoría, sobre e l g r a -
p,- , , 
" Cernap; idem, parágrafo 9 y 23 de cap. I I ; también parágrafo 41 - 43 = 
i i 
T T 
Se l e e : e l grado de confirmación de l a hipótesis h sobre l a e v i d e n c i a c es 
i g u a l a r . V i d ? Carnap, c i t a s u p r a . 
Sobre e l asunto V i d . Carnap, idem. pp. 70-89. .También W i t t g e n s t e i n , idem 
cj.^,463. 
do de aproximación de l o s estimados perfeccionaría y completaría .ol
; ,
modelo 
f r e c u e n c i a l clásico". 
L a consideración a t e n t a de l o s argumentos de Popper y Caraap mos-
9 
trará aue cíe l a s o b j e c i o n e s 1.1.4.1 a 1.1.4«4-ha auedado s i n r e s p u e s t a sólo 
l a c i f r a d a con 1.1.4-3  L a objeción í.1.4-2 , que parecería ouedar pendien-
t e , se desvanece s i se r e c u r r e a l o dicho en 1.1.3-2 y 1.1.3-4 -
Sn relación a l a objeción pendiente indicamos que e l "modelo f r e 
c u e n e i a i clásico" no supone n e c e s a r i a m e n t e l a e x i s t e n c i a de s e c u e n c i a s i n f i -
n i t a s s i n o que, s i se p r e s e n t a n , l a s i n v o l u c r a . S i tomamos una s e c u e n c i a f i -
n i t a , es s u f i c i e n t e h a c e r c o i n c i d i r e\ v a l o r de l a p r o b a b i l i d a d d e l a t r i b u -
to en cuestión con e l u l t i m o elemento de l a secuencia, de f r e c u e n c i a s r e l a - t i 
v a s p a r a dicho a t r i b u t o . Reichenbach señala cl a r a m e n t e e l procedimiento a 
lud i d o cuando i n t e r p r e t a l o s axiomas de su sistema, axiomático de p r o b a b i l i -
dad mediante e l "modelo f r e c u e n c i a l clásico" 
Asimismo, l a "supuesta f a l t a ele u n i c i d a d en l a s c o n d i c i o n e s que 
permiten a t r i b u i r a un enunciado de p r o b a b i l i d a d uno de l o s v a l o r e s 1 , 0 s 
debe a que se i d e n t i f i c a a. éstos con l a c e r t e z a a b s o l u t a p a r a la . predicción 
En v i s t a de nue l o s f r e c u s n c i a l i s t a s ^
&
 no pretenden l a c i t a d a i d e n t i d a d , l a 
objeción desaparece. 
Reichenbach; idem. parágrafo 18, p. 72 . 
Sobre e l asunto, V i d . Reichenbach, idem, parágrafo 12, p. 54 y von Mises 
idem. p. 59 segunda lección). 
¿2 
SECCION I I 
2 . 0 . E l _ m o d c l o ^ d c _ r a n g o * 
2.0 . En l a medid? que l a objeción mas s e r i o a l "modelo f r e c u c n c i a l 
clásico" es sü i n s u f i c i e n c i a p a r a ciar c u e n t a de l o s enunciados de p r o b a b i l i -
dad sobre hipótesis ( e n u n c i a d o s ) , bersos juzgado oportuno r e f e r i r n o s en e s t a 
sección a l modelo rango, cuya prctención básica es subsanar l a d e f i c i e n c i a 
a n t e s a n o t a d a d e l primero.' De manera n o t o r i a , l a explicación dada en l a s e c -
ción precede n t e a l a p r o b a b i l i d a d de una hipótesis no r e s u l t a adecuada,pues 
no parece c o r r e c t o a f i r m a r que una hipótesis es más probable nue o t r a sólo 
por o l hecho de poseer un número mayor de enunciados v e r d a d e r o s de l a f o r -
ma pj , que l a corroboren. P a r e c e n e c e s a r i o , edemas, a v e r i g u a r l a n a t u r a l e z a 
y l o s a l c a n c e s de l o s enunciados c o r r o b o r a d o r e s y de l o s c o n t r a ejemplos. 
El modelo de rango, r.ne nos ocu~>?r£ en a d e l a n t e , no pretende 
e x c l u i r a l a t e s i s f r e c u e n c i a l i s t a s i n o d e l i m i t a r su campo de aplicación.Por 
t a n t o , l o s teóricos d e l modelo de rango opinan que e l "modelo f r e c u e n c i a l 
clásico" debe s e r usndo e x c l u s i v a m e n t e para, c a l c u l a r l a p r o b a b i l i d a d ' d e l o s 
enunciados empíricos sobre s u c e s i o n e s fácticas. Los v a l o r e s así obtenidos 
un 
dependen de . l a e x p e r i e n c i a , y s i s t e m a axiomático de p r o b a b i l i d a d e s solo pue-
de d e r i v a r nuevos v a l o r e s desdo e l l o s s i éstos pr o p o r c i o n a n l a . información 
s u f i c i e n t e . 
& 
E l pensador T . J i l liana K n e a l e " en su l i b r o P r o b a b i l i t y and I n d u c -
t i o n señala que la. noción de rango f u e i n t r o d u c i d a , por von K r i e s en 1886, e s -
to es, aproximadamonto medio s i g l o después que se s u g i r i e r a e l modelo f r e -
&& ' 
- c u c n c i a l . P o s t e r i o r m e n t e W i t t g e n s t e i n ' , " usando conceptos lógicos de su f a c -
t u r a , dio l a . s i g u i e n t e definición r i g u r o s a de p r o b a b i l i d a d en términos de 
rango; 
& * ' 
"Kneale; idem; n a r a g r a f o 35 p- 174 y s s . 
&& W i t t g e n s t e i n ; i d e m . V i d , 5-15 . r e v i s a r h a s t a 5.156. 
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" I f T r i s the number o f the t r u t h - g r o u n d s o f a p r o p o s i -
t i o n
 T
r ' , a n d i f T r s i s t h e number o f the- t r u t h - g r o u n d s 
o f a p r o p o s i t i o n ' s f tha.t a r e a t the same time t r u t h -
grounds of ' r
1
, then vre c a l l . t h e r a t i o T r s : T r the de-
gre e o f p r o b a b i l i t y thad the p r o p o s i t i o n ' r T g i v e s to 
dc p r o p o s i t i o n s ' s ' " . 
En l a definición p r o c e d e n t e T r y  T r s son rangos como se puede ve¬
t 
T 
r i f i c a r s i se r e v i s a 4.463 de l a obra a n t e s citada.Waismann también so cuen 
t a e n t r e l o s que adoptaron e l modelo de rango y K n o a l c , en l a obra, a n t e s men-
c i o n a d a , l o d e s a r r o l l a con alguna a m p l i t u d . Pero cs Carnap quien p a r t i e n d o d 
l a definición dc Yíittgenstcin nos o f r e c e en su L o g i c a l f o u n d a t i o n s of proba-
b i l i t y l a exposición nás e x h a u s t i v a que conocemos d e l modelo de rango. En l o 
'nuo sigue haremos una descripción do dicho modelo. 
2.1.1 . Siegun Carnap, la . p a l a b r a p r o b a b i l i d a d cuando os p r e d i c a ¬
s 
da de hipótesis empírica denota una relación e n t r e l o s s i g n i f i c a d o s de enun-
ciados» Los argumentos de e s t a relación son una hipótesis h y un enunciado o 
conjunto de enunciados e que cumple l a función de informe de observación o 
e v i d e n c i a empírica p a r a h. 31 grado de l a relación es mensurable por un númo 
ro r a c i o n a l c u a l q u i e r a d e l i n t e r v a l o a b i e r t o 0,' 1 ; su v a l o r es analíticament 
c l e e i d i b l o teniendo en cuenta sólo l o s s i g n i f i c a d o s do h y o . O r d i n a r i a m e n t e 
en l e n g u a j e científico; se d e j a implícito e l argumento e, omisión que ha d i -
f i c u l t a d o l a c o r r e c t a comprensión do l o s enunciados dc p r o b a b i l i d a d . 
L a relación mencionada se denomina "grado dc confirmación" y se 
' JL 
e s c r i b e ab r c v i d am en t e c ( h , o) - r T *. L a notación precedente es útil p a r a l a 
construcción dc un s i s t e m a axiomático en e l c u a l c ( h , e ) es una función. D i -
cho s i s t e m a es llamado s i s t e m a de l a s c - f u n c i o n e s , 
t 
T
 .  
Esta, información l a hemos tomado do Knoa.1, idem, ibidem, ¿lli se c i t a e l 
artículo dc -'/aismann Lpffi seno A n a l y s e des Wahrschoinlichko¿tsbcffrif £ers, pu¬
b l i c a d o en S r - ^ K e n n t n i s i , 1 9 3 0 . 
i i 
T T
P a r a su l e c t u r a v e r n o t a de p. 3o 
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La función c(h,e) es una "implicación lógica p a r c i a l " . Es decido 
a su carácter p a r c i a l GUÍO SO r e c u r r e a una fracción üronia para determinar 
los 
su valoro Asimismo, l a determinación por medios puramente analíticos de" va-
loa^do l a s funciones del tipo c ( h , c ) , no exige en modo alguno que h y c ca-
rezcan de contenido fáctico, pues l a s r e l a c i o n e s entre dichos argumentos pue 
den establecerse con independencia do que tengan r e f e r e n t e f a c t u a l o no. 
2.1.2 . Las funciones de confirmación ( c(h,e) o c-funciones )no-
son -computadles en general sino en algunos casos, l o s mismos que acontinua-
ción se e s p e c i f i c a n ; ( i ) siempre que h y e sean enunciados moleculares de 
cual o ui or sistema £; ( i i ) cuando h y e sean enunciados de forma general o PÍO 
l e c u l a r de cualquier sistema f i n i t o £ T^; ( i i i ) cuando h y e sean enunciados 
de cualquier sistema £ e l cual contiene sólo predicados del grado too. La 
forma de h y c en ( i i i ) puede ser s i m i l a r a l a s indicadas en ( i ) y ( i i ) . 
E l signo £ denota cualquier sistema lingüístico formalizado y e l 
sub-índice e l numero de individuos del dominio a l cual se r e f i e r e . Las dos 
variedades de sistemas más importantes dentro del tipo £ son l o s £^ y £ . 
Los £ r J se r e f i e r e n a un número f i n i t o de individuos y e l v a l o r do su sub-ín-
dice N puede ser cualquier entero p o s i t i v o . Los £ se distinguen por r e f e -
r i r s e a i n f i n i t o s i n d i viduos. De otra, parte, un enunciado molecular es aquel 
cue está en forma normal d i s y u n t i v a o puede ser reducido a, o l l a . Uno  general-
es aquel que tiene l a forma (x)Px o (Ex)Px, tratándose de predicados de 
grado uno. E l signo ' ( E x ) ' , en esto t r a b a j o , corresponde a l c u a n t i f i e a d o r ex-
i s t e n c i a l . 
Para l a comprensión del modelo de rango es i n e l u d i b l e l a alusión 
a l o s sistemas £. E l l o se debe a que l a noción de rango, d e c i s i v a para com-
putar l a función c ( h , e ) , es r e l a t i v a a un sistema lingüístico. Por tanto, re 
calcamos que l a computabilidad de l a s c-funciones depende, además de l o s s i g 
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n i f i c a d o s de h y o , d e l s i s t e m a £. a l que p e r t e n e z c a n l o s argumentos de l a 
función. En l o que s i g u e , a f i n de d e t e r m i n a r con e x a c t i t u d qué es un rango, 
nos r e f e r i r e m o s con algún detenimiento a l o s s i s t e m a s £. P r e v i a m e n t e son per-
t i n e n t e s dos a c l a r a c i o n e s : 
( 1 ) Lo que expondremos luego c o n s t i t u y e una síntesis, adaptada 
a nuestros i n t e r e s e s , de l a descripción m i n u c i o s a de l o s l e n g u a j e s £ r e a l i -
zada por Carnap en e l capítulo I I I , parágrafos 14 - 20, de l a obra y a v a r i a s 
v e c e s c i t a d a .Debo e n f a t i z a r s e que e s t e a u t o r es p r o l i j o y r i g u r o s o en dicho 
capítulo porque en su p l a n está a p l i c a r l o s teoremas válidos en l o s s i s t e m a s 
que son d e d u c t i v o s , a su lógica i n d u c t i v a . E s t e p r o p o s i t o está en c o n c o r ­
d a n c i a con una de l a s t e s i s c e n t r a l e s de l a epistemología de Carnap, l a c u a l 
a f i r m a que l a lógica se d i v i d e en dos ramas: l a lógica d e d u c t i v a y l a lógica 
i n d u c t i v a . E l d e s a r r o l l o de l a segunda presupone e l d e s a r r o l l o de l a p r i m e r a . 
( 2 ) L a notación usada por Carnap demanda e l empleo de t i p o s e s -
p e c i a l e s , l e t r a s góticas . Nosotros p a r a e v i t a r d i f i c u l t a d e s p r a c t i c a s l e s ~ 
hc:i J n ad apt ado a n u e s t r o s t i p o s . Como no haremos una. descripción e s p e c i a l pa­
p a r a  
r a £JJ y o t r a £ , sere, s u f i c i e n t e r e f e r i r n o s simplemente a l o s £ y cuando l o 
dicho deba s e r p a r t i c u l a r i z a d o añadiremos l o s s u b - i n d i c e s N y co según l a s 
c i r c un G t an c i P s l o d e m an den. 
Hechas l a s a c l a r a c i o n e s a n t e r i o r e s pasamos inmodiatamenté a ecu 
parnos de l o s l e n g u a j e s £. 
2-1.3  H a b l a r de un l e n g u a j e r e q u i e r e , como es c o n o c i d o , de un 
metalenguaje. En e s t e caso usaremos, p a r a r e f e r i r n o s e l o s l e n g u a j e s £ , a l 
c a s t e l l a n o como met a l e n g u a j c ayudado por l o s s i g u i e n t e s s i g n o s e s p e c i a l e s : 
( s . l ) ' i n ' denota c o n s t a n t e s i n d i v i d u a l e s 
( s . 2 ) 'im' denota v a r i a b l e s i n d i v i d u a l e s 
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( s . 3 ) 'p' d e n o t a p r e d i c a d o s p r i m i t i v o s d e l grado n, n ^ 
( s . 4 ) 'U' denota c u a l q u i e r expresión,esto es un signo i n -
v i d u a l o una s e c u e n c i a f i n i t a , de s i g n o s . 
(s»5) 'M' denota m a t r i c e s d e l t i p o .Px 
( s . 6 ) 'A' denota c l a s e s cuyos elementos son enunciados 
( s - 7 ) 'B' denota d e s c r i p c i o n e s de estado 
( s . S ) ' R' denota rangos 
Añadiremos una r e g l a de construcción one Garnap c o n s i g n a a c o n t i 
nnación de l a s convenciones a n t e r i o r e s . " " 
( s . 9) "Un nombro en e l metalenguaje p a r a una expresión 
compuesta d e l l e n g u a j e o b j e t o se c o n s t r u y e mediante l a si m p l e yuxtaposición 
de l o s nombres (o v a r i a b l e s ) de l o s s i g n o s que c o n s t i t u y e n d i c h a expresión 
&& 
compuesta"o 
P a r a i l u s t r a r e-i uso de l a convención ( s . 9 ) consideremos; s i 
' p r ^ 1 se r e f i e r e a R, ' i n ^ a c 7
 1 in^.' a d, luego 'pr^. i n ^ i n ^ ' se r e f i e r e a 
Red. Obviamente; Red p e r t e n e c e a. algún s i s t e m a £ y , como veremos l u e g o , su 
significación es l a misma p a r a todo l e n g u a j e £. 
2.1.4 . Antes do señalar l o s s i g n o s de l o s £ haremos una a c l a r a -
ción p a r a e v i t a r c o n f u s i o n e s a l i n t e r p r e t a r l a pa-labra ' enuncia-do 1 .Carnap l i -
s a l a p a l a b r a 'sentence 1 que hemos t r a d u c i d o por * e n u n c i a d o 1 . Con e l l a deno-
t a a una s e c u e n c i a f i n i t a de s i g n o s o marcas como puede d e d u c i r s e de su a f i r 
mac i o n "we have decided to u n d e r s t a n d by the terra 'sentence' j u s t the s t r i n g 
i 
o f marks" T . P o r t a n t o l a p a l a b r a ' s e n t e n c e ' no se r e f i e r e a l s i g n i f i c a d o de 
l o s signos y una misma sentence que c o n t i e n e v a r i a b l e s i n d i v i d u a l e s ,por c i -
t a r un ejemplo, no s i g n i f i c a , l o mismo en £ T^ que en £ . 
je-
Garnap; idem* pp. 55 -- 58. 
°"E1 t e x t o o r i g i n a l es; "A name i n t h e metalanguage f o r a compound e x p r e s s i a n 
o f the o b j e c t language i s formed b y , s i m p l e j u x t a p o s i t i o n o f the names (o r " 
v a r i a b l e s ) f o r the s i g n s o f which the compound e x p r e s s i o n c o n s i s t s " -
i 
T Carnap; idem. parágrafo 15, p« 60.  
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Lo dicho no impide que Carnap afirme, con s e n t i d o que una senten-
ce e x p r e s a un s i g n i f i c a d o o una proposición. I n c l u s i v e admite que l a s r e l a -
c i o n e s e n t r e sentences pueden s e r i n t e r p r e t a d a s como r e l a c i o n e s e n t r e propo-
siciones» E s t a u l t i m a p o s i b i l i d a d l a concede en e l parágrafo a n t e s c i t a d o y 
i 
en o t r a s p a r t e s de su o b r a . T 
En g e n e r a l l o s s i s t e m a s £ t i e n e n e l mismo r e p e r t o r i o de s i g n o s 
con algunas v a r i a n t e s c o n c e r n i e n t e s a su s i g n i f i c a d o y número. Todo s i s t e m a 
£ t i e n e un número f i n i t o de p r e d i c a d o s p r i m i t i v o s de grado n, ( n 0 ) . S i ' 
n = 0 , e l predicado r e s p e c t i v o es considerado como un enunciado; s i n = 1 , 
se l e denomina propiedad; s i n r 2 , se l e denomina, relación diádica; y en 
g e n e r a l p a r a n ^  2 se h a b l a de r e l a c i o n e s n-ádicas. Así P-, , P 0 , et c son 
propiedades y , , e t c . son r e l a c i o n e s de grado n,( n ^  2 ).Todo s i s -
tema £ t i e n e un número i n f i n i t o de v a r i a b l e s i n d i v i d u a l e s x-, , x p , x 7 , etc.To 
do ^ . . 
s i s t e m a £ Q Q t i e n e un número i n f i n i t o de c o n s t a n t e s i n d i v i d u a l e s a-^ a 2 , a^, 
e t c . Los s i s t e m a s d e l t i p o £^ - c o n t i e n e n l a s N p r i m e r a s c o n s t a n t e s i n d i v i d u a 
l e s de un £  L a s c o n s t a n t e s i n d i v i d u a l e s de l o s £'deben d e s i g n a r d i s t i n t o s 
y separados individuos» Asimismo, l a s v a r i a b l e s i n d i v i d u a l e s y l a s c o n s t a n -
t e s i n d i v i d u a l e s son denominadas gen c r i c amiente s i g n o s i n d i v i d u a l e s . 
Todo s i s t e m a £ t i e n e e l signo ' - T de i d e n t i d a d eme no debe s e r 
considerado p r e d i c a d o p r i m i t i v o . Contiene también l o s operadores 'v 1 , '.' y 
U.' . E l 1 - ¿ ' o c u a l q u i e r o t r o operador puede s e r i n t r o d u c i d o mediante d e f i -
n i c i o n e s c o n o c i d a s . Cada uno de l o s £ c o n t i e n e enunciados g e n e r a l e s de l a s 
formas ( x ) ( P x ) y '(Ex) ( P x ) , En l o s £^ l o s enunciados de l a forma ( x ) ( P x ) 
son lógicamente e q u i v a l e n t e s a l a conjución de N componentes Pa^. P a ^ 
P\T. L a misma p r o p i e d a d , en términos do componentes d i s y u n t i v o s , se cumple 
p a r a ( E x ) ( P x ) dentro de todo £^. 
T 
T V i d . Carnap, idem- parágrafo 8, p. 20. 
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Sólo l a s variables individuales t i enen d i f e r e n t e d i g n i f i c a c i ó n 
en diferentes sistemas £ . Por tanto,todo enuncie-do que no cont iene var iables 
individuales t iene l a misma s i g n i f i c a c i ó n en todo £- E x i s t e n además en todo 
£ enunciados t caie son t a u t o l o g í a s - E l orden de l o s enunciados Ma-, , Ma^, Ma^; 
e t c . es i rreva lente .Para l a presente v e r s i ó n puede optarse por un orden l e x i -
c o g r á f i c o . 
2. 1.5 - Par? l o s signos de l o s £ se dan l a s usuales r e g l a s de 
f o r m a c i ó n apl icadas a l o s sistemes deductivos.Nosotros, en honor de l a brevo-
d ad, 1 a s supondremos*y p asaremos a l a s s i gui en te s d e f i n i c i o n e s l a s c u a l es 
son una. v e r s i ó n ligeramente modificad? con respecto a l a s proporcionadas por 
Caraap. 
( d . l ) i es un enunciado a tómico z ^* i t i ene l a forma pr^ 
U . U- y cada una de la.s ex¬
] 2 J *'\ 
p res iones U. es un signo- i n d i -
j 
v i d u a l i n . 
(d .2) i es un enunciado b á s i c o - p f i es un enunciado a tómico o 
su n e g a c i ó n . 
( d o ) A es un par b á s i c o = T ) f A- es una c l a se de dos enuncia-
1 " ' 1 b á s i c o s j siendo e l primero a f ' i i 
mativo y e l segundo su nega-
c i ó n . 
(d.4) i es un enunciado de iden t idad - pf ^ " t i 0 1 1 6 forma 
( d . 5 ) i es un enunciado molecular = ^ i es un enunciado a tómico 
o e s t á cons t i t u ido por e¬
nunciados a t ó m i c o s l igados 
por c o n e c t i v a s » 
(d .6) i es un enunciado gcnera l= D ~ i contiene a l menos una va¬
° r i a b l e * im y por tanto a l 
menos un c u a n t i f i c a d o r 0 
(d .? ) i es un enunciado no g e n e r a l z ^ i contiene un número n de-
v a r i a b l e s i-yrt y de c u a n t i f i c a 
dores, siendo n - 0* 
S i se desea d e t a l l e s sobre e l asunto Vi d. C arnap, idenr. p a r á g r a f o f y . ^ s  
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(d.8) i es un enunciado puramente g e n e r a l i es un enun-
ciado g e n e r a l y no contiene 
i n alguna. 
(d.9) i es un enunciado s i n g u l a r i n es 
i.e c u l a r c 
.m enunciado mo-
onteniendo o c u r r e i 
c i a s de solamente una cons-
t a n t e i n d i v i d u a l . 
2-1.5 . P r e c i s a r e l concepto de rengo demanda previamente e s c l a r e -
c e r e l de descripción de estado, k continuación usamos l a s convenciones de 
l o s parágrafos 2.1.3 y 2.1.4 p a r a s a t i s f a c e r l a e x i g e n c i a a n t e r i o r . Una des-
cripción de estado p a r a c u a l q u i e r £ es una c l a s e do enunciados l o s que p r e c i -
san inenuívocalmente p a r a todo i n d i v i d u o denotado por l a s i n de £ y p a r a tods 
propiedad denotada por l o s p r de £, s i todo i n d i v i d u o posee o no todas y ca-
da una de l.?s propiedades. E s t a caracterización da.da p a r a p r e d i c a d o s d e l gra-
do 1 puede s e r fácilmente .^generalrza'da. 
Decido a que p e r a todo £ e x i s t e l a c l a s e de l o s p a r e s básicos de £ 
todos sus p o s i b l e s estados pueden s e r d e s c r i t o s afirmando un enunciado i por 
cada par básico ( i , ^ - i ) . S i £^ se r e f i e r e a N i n d i v i d u o s y t i e n e k prodi-
cades, luego en £íiT l a , c l a s e de l o s p a r e s básicos t i e n e k x K elementos» Su-
pongamos como ejemplo N - 3 Y fc = 2, luego l a c l a s e de l o s p a r e s básicos de 
mentó a 
( P a ,-Pa) , (Pb,~Pb) , (Pe ,-Pc) , (Qa ?-r :a) , ( G b , -^b) , 
£ M tendrá como ele o 
i'i 
(oc , - 0 c ) . 
Denotemos con ^ -B o B una descripción de estado según £ s e a un 
si s t e m a con un dominio f i n i t o o no, luedo tendremos p a r a e l e j n . dado 
P a . Fb . Pe . Qa . Qb . Qc ( N
B
i ) 
P a . Pb . Fe . ~Qa .-Qb .~q c ( N B 2 ) 
 
* k x 
que son dos d e s c r i p c i o n e s .de estado de l a s 2 s p o s i b l e s . 
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^Apresáronos en l o s £ non Vg l a . c l a s e de todas l a s d e s c r i p c i o n e s de estado 
y con l a c l a s e n a l a do l a s d e s c r i p c i o n e s de estado. 
Postularemos ahora que l a cuestión p l a n t e a d a en" términos de có-
mo de t e r m i n a r e l s i g n i f i c a d o de un enunciado en £ se r e s u l v e cuando so d i l u -
c i d a c u a l e s estados de £ l o c o n v i e r t e en verdadero y c u a l e s en f a l s o . Obvia-
:.iente t a l e s estados son conocidos a través de sus r e s p e c t i v a s d e s c r i p c i o n e s B. 
2-1.6-. S i e s t e parágrafo cumpliremos uno de l o s o b j e t i v o s impor-
t a n t e s perseguidos ; con e l e s t u d i o de l o s s i s t e m a s £. D e f i n i r e m o s e l rango de 
un enunciado y expondremos su relación con l o s denominados L-conceptos. Usa-
remos l a convención ' R i T p a r a r e f e r i r n o s a l rango de un enunciado . i c u a l q u i e -
r a * 
(d.10) R i en £ = ^ l a c l a s e de todas l a s d e s c r i p c i o n e s de e s t a -
do B que hacen verdadero a i . 
Los L-conceptos, llamados así por Carna.p debido a su carácter e s -
t r i c t a m e n t e lógico, se d e f i n e n con e l a u x i l i o de l a noción de rango. A c o n t i -
nuación presentamos t r e s de e l l o s , s e l e c c i o n a d o s en armonía, con n u e s t r o s i n -
t e r e s e s . 
( d . l l ) i es L-verdadero ( e n £) - ^ R i es Vg 
(d.12) i es L - f a l s o ( e n £) - D f > R i es íg 
(d.13) i L - i m p l i c a j ( e n £) z ^ R i es s u b - c l a s e de R3, 
RiCRo 
E n t r e e s t a s d e f i n i c i o n e s t i e n e i n m e d i a t a importancia, p a r a noso--
t r o s l a (d.13)  A l a relación en e l l a d e f i n i d a Carnap l a denomina " i m p l i c a -
ción lógica, completa" porque e l rango de i está, contenido en e l de j . E s t a im-
plicación es a su vez L - v e r d a d e r a , pues s i no l o f u e r a debería c u m p l i r s e 
R ( i L - i m p l i c a j)^¿_Vg y , por t a n t o , debería e x i s t i r una descripción de e s -
tado .para l a , c u a l i sería verdadero y j f a l s o . Pero esto es absurdo por-
que supone l a e x i s t e n c i a de un elemento de R i que no p e r t e n e c e a R j . Eh con-
Hi 
s e c u e n c i a hemos demostrado l a . v a l i d e z d e f , R ( i L - i m p l i c a j ) i g u a l a V-g". 
Anótanos que a l o s enunciados L-verda'eros l o s henos llamado en 
l a s . s e c c i o n e s p r e c e d e n t e s e n u n c i a d o s analíticamente ver d a d e r o s p a r a d i f e r e n -
c i a r l o s de l o s f a c t u a l e s o empíricos. E s t o s u l t i m e s también pueden s e r d e f i -
n i d o s mediante r e l a c i o n e s e n t r e rangos d e l modo s i g u i e n t e : 
(d.14) i es'un enunciado f a c t u a l (en £) - ^ R i ^ = Vg y 
R i -¿?? B 
k l o s enunciados L - v e r d a d o r o s y L - f a l s o s se l e s da l a denominación genérica 
d e L- d et e m i n a d a s. 
2.1»7 . Lo expuesto desde e l parágrafo 2.1.3 a l 2-1.6 tiene".- por 
cb.jeto f a m i l i a r i z a r n o s con e l aparato c o n c e p t u a l dentro d e l c u a l Carnap" de-
f i n e a l a i m p l i cación lógica, y a r e i a l * Puesto que e s t a última noción ( que de-
be s e r entendida como o t r a manera, de r e f e r i r s e a c ( h , e) ) es l a más i n p o r -
t a n t e de 1?. p r e s e n t e sección, l a p r e c i s a r e m o s con d e t a l l e * 
( i ) L a implicación .1 ógi c a _p a r e i a l debe s e r c o n s i d e r a d a uno de 
l o s L - c o n c e p t o s en t a n t o es d e f i n i b l e por medio de r e l a c i o n e s e n t r e rangos. 
Por t a n t o , puede e s c r i b i r s e abreviadamente L-implicación p a r c i a l . 
( i i ) L a L-implicación p a r c i a l es expresada en l o s s i s t e m a s £ por 
l a función de confirmación c ( h , e ) . E s t a denota una relación e n t r e rangos d i 
férente; a l a de contenido, punes i n d i c a solamente l a proporción o medida d e l 
rango de un enunciado aue se e n c u e n t r a dentro d e l rango de o t r o enunciando. 
( i i i ) E l enunciado ' i L - i m p l i c a p a r c i a l m e n t e j 1 no es f a c t u a l s i 
no un t i p o e s p e c i a l de enunciado L-determinado. E s t o s i g n i f i c a que e l enun-
c i a d o a n t e r i o r es L-verdadero o L - f a l s o cuando a f i r m a l a e x i s t e n c i a de una 
relación métrica e n t r e l o s rangos de i y de ]  E l grado de e s t a relación es 
expresado por un numero r a c i o n a l d e l i n t e r v a l o ( 0 , 1 ) y puede s e r c a l c u l a d o e 
k2 ~ 
b a s e a información p r o v e n i e n t e sólo de análisis sonántico de i y de j . Por 
c o n s i g u i e n t e s m i e n t r a s que un enunciado que expresa, una L-implicación comple-
t a es verdadero p a r a V-g de £ cuando a f i r m a una relación de contenido e n t r e 
rangos, uno que expresa, una L-imp.licación p a r c i a l es v e r d a d e r o para, Vg de £ 
s i a f i r m a una relación métrica, o de medida e n t r e rangos. 
( i v ) L a implicación p a r c i a l es e l o b j e t o de e s t u d i o de l a lógic; 
i n d u c t i v a , que es l a d i s c i p l i n a , encargada de e s t a b l e c e r l o s métodos adecuados 
p a r a c a l c u l a r e l v a l o r de l a relación de medida. Como dijéramos en e l pará-
g r a f o 2.1.2, e s t e v a l o r no es siempre computable. Asimismo, l a c a r a c t e r i z a -
ción hecha en ( i ) - ( i i i ) es completamente c o r r e c t a p a r a todos l o s . c a s o s en 
que l a conmutabilidad es p o s i b l e y válida en princiío p a r a l o s o t r o s . 
( v ) P a r a i n d i c a r e l método de computación de c ( h , e ) , cuando éste 
e x i s t e , podemos asumir i n i c i a l m e n t e que h y e son enunciados m o l e c u l a r e s o 
f u n c i o n e s i e verdad en £p- y, en c o n s e c u e n c i a , son r e d u c i d l e s a enunciados en 
forma normal d i s y u n t i v a . E s t o es p o s i b l e porgue cada B que hace verdadero a 
h es una conjunción de M componentes. Luego e l rango ñe h estará c o n s t i t u i d o 
por l a c l a s e de todas l a s c o n j u n c i o n e s de N componentes p a r a l a s que h es i 
enunciado verdadero. Puesto que cada B es uno de l o s casos p o s i b l e s p a r a l a . 
verdad de h, e l rango de oste enunciado en £^ puede e s c r i b i r s e d i s y u n t i v a m e r 
t e ; 3-,vB 0v 0-.v B . Lo mismo se cumple p a r a e -
1 2 n 
Dado que c ( h , e ) o L-implicación p a r c i a l denota una relación de : 
e l u s i o n p a r c i a l e n t r e Re y Rh, l a medida en r¡ue e apoya a h se determina en 
términos óe l a proporción cíe Re. Rh con r e s p e c t o a. Re. P a r a c a l c u l a r l a razc 
a n t e r i o r se usa como medida un "eslabón" de c u a l q u i e r a de l a s .dos formas no: 
males d i s y u n t i v a s e n c o n t r a d a s . C l a r a m e n t e , cada "eslabón" es una conjunción 
de II componentes. S i m(h, e) es e l numero de componentes B comunes a Rh y Re 
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1?. medida de h. e en £.T , y m(e) e l numero de conponentes B de Re o l a medí-
i\ 
da de e on £^T, luego l a proporción es expresada por: 
m ( e.h.) 
( f . 1 2 ) c ( h , e) = 
m ( e ) 
L a f o r m u l a ( f . 1 2 ) p r o p o r c i o n a un v a l o r determinado a condición 
de que 222(e) /  0 . Cuando Rh O Re - Re , luego c(h, e) - 1 . Asimismo, s i 
Rh.H Re
 = 0 , entonces c ( h , e ) ~ 0 . Por o t r a p a r t e l a función c ( h , c ) debe cum-
p l i r n e c e s a r i a m e n t e l a s s i g u i e n t e s c o n d i c i o n e s ; 
( a ) S i e y e' son L - e q u i v a l e n t e s ( Re = Re') , luego 
c ( h , e ) = c ( h , e) . 
(b) S i h y h' son L - e o u i v a l e n t e s ( Rh - Rh 1 ) , luego t{h,t ) 





( d ) S i e. j . h es una conjunción L - f a l s a , luego 
c( h.v j , e ) = c(h,e) + e( j , e) . & 
A m(e¿h) o a in(e) Carnap l a s c o n s i d e r a casos p a r t i c u l a r e s de l a 
función de medida genéricamente denominada m. Esta, función es de carácter re-
g u l a r cuando s a t i s f a c e l a s s i g u i e n t e s c o n d i c i o n e s : (1) S i m(B^), p a r a todo 
Bn- en £^, es i g u a l a un numero r e a l p o s i t i v o ; (2) S i l a s u m a t o r i a de l o s v a -
l o r e s m de l a s 2^ x ^ d e s c r i p c i o n e s de estado p o s i b l e s en £^ es i g u a l a 1-
De (1) y (2) se deduce nue m es una función r e g u l a r p a r a l a s B^ en £^ cuando 
0 ^r"""n(B i) < ^ 1 - Consecuentemente, c es una función r e g u l a r s i está d e f i n i -
da en términos de f u n c i o n e s m r e g u l a r e s . 
S i n embargo,la v a l i d e z de ( f . 1 2 ) so e n c u e n t r a r e s t r i n g i d a a l o s 
s i s t e m a s £ T^ y es también de -interés teórico p r e c i s a r l a c o m p u t a b i l i d a d de 
c ( h , e ) en l o s s i s t e m a s de t i p o £ G 0 « Con e s t e f i n e s c r i b i r e m o s ^ T e ( h , e ) p a r a 
i n d i c a r aue 1P. función c se e n c u e n t r a on £^ y c (h, e) 
-para i n d i c a r nue c se e n c u e n t r a en £ . .Se a f i r m a que c(h,e)= r s i l a f u n ¬
GO 
ción „c(h,e),- con N c r e c i e n t e , converge h a c i a r como a- su límite.Esto se 
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ex"o r e s a fo rm aim en t e t 
(fol'3) ^pChje) z D f > límite Nc(h,e) 
N co 
(vi)Oomo propiedades i n m e d i a t a s de l a función c menciónaramos? 
una 
( a ) S i h es  -kwkoiogjz ± e l v a l o r de c será máximo con 
independencia de e. Esto debido a que se postula, cue 
no hay enunciado más confirmado que una tautología... 
E s t a propiedad se e x p r e s a formalmente: 
c ( t , e ) - 1 
( b ) e(h,e) -f c ( ^ h f e) - 1 , pues por l a propiedad ( a ) 
tenemos c( h v~h,e) = c ( t , h ) = 1 y por ( d ) de ( v ) 
c ( h v~-h,e) Z c ( h P e ) j c ( ~ h , e ) -
( c ) S i RhO Re es i g u a l a l a / c l a s e vacía, con la. adición d 
la. propiedad ( a ) tendremos : 
0 ^ c ( h , e ) 
(¿) P a r a c ( h , e ) z 0 puede s o s t e n e r s e que h es L - f a l s a ? v a l 
d e c i r , riada l a c o n f i r m a . 
( e ) L a confirmación sobre l a e v i d e n c i a de una tautología 
t es denominada confirmación n u l a y se e s c r i b e abre-
v i a d amente así  c . En e s t e caso se p o s t u l a que o1 
v a l o r de c es siempre mayor que c e r o . E x p r e s a d o ' f o r -
malmente se t i e n e : 
c ( h , t ) = c 0 ( h , t ) 
c Q ( h , t ) > 0 
Con l o expuesto esperamos haber i n d i c a d o l o s rangos fundamenta-
l e s d e l modelo de rango. En e l próximo parágrafo deriv a r e m o s a l g u n a s c o n s e ­
c u e n c i a s , a n u e s t r o j u i c i o , i m p o r t a n t e s . 
2«20 . Consecuencias de l a postulación d e l modelo de rangg>. 
2.2.1 . E x i s t e n dos t i p o s de enunciados de p r o b a b i l i d a d , a s a b e r : 
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( i ) l o s nue denotan una." relación ele f r e c u e n c i a r e l a t i v a ; y . ( i i ) l o s oue de-
Kotzn uvia re^a'Ctcn ¿/p p e d i d a e n t r e rangos, LOS -t±po <¿> .son r i t u a l e s y 
estadísticos , m i e n t r a s l o s d e l t i p o ( i i ) son analíticos o lógicamente de-
terminados. En ambos cas o s e l grado de l a relación es determinado por e l va-
l o r de un c u o c i e n t e . 
2.1.2 . Los s i eternas axiomático s c o n s t r u i d o s a base de l a s f u n -
c i o n e s de l a forma c ( h , e ) son l o s que admiten como s u interpretación v e r d a -
d e r a a l modelo de rango. Los componentes m(e.h) y m(e) de l a relación de me 
d i d a e n t r e rangos denotada por c ( h , e ) , pueden también s e r i n t e r p r e t a d o s co-
no c l a s e s de i n d i v i d u o s determinadas por a t r i b u t o s dentro de u n i v e r s o s de K 
o cp_ individuóse De e s t a manera c ( h , e) admitiría, además una interpretación 
f r e c u e n c i a l y habría, l a . p o s i b i l i d a d de eme un sistema, f o r m a l de f u n c i o n e s c 
tenga algunos teoremas p a r a l e l o s a o t r o de f u n c i o n e s P(A,B)  
2.'2*3'  Un s i s t e m a formal, de f u n c i o n e s c no p l a n t e a l a cuestión 
r e f e r e n t e a l a p r o b a b i l i d a d de c . Pues en tanto e s t a función es L - d e t e r m i -
:iada sólo puede s e r L- v o r d a d e r a o L - f a l s a . En e s t e s e n t i d o l a aparición de 
n'ievos datos no m o d i f i c a e l v a l o r de l a función c ( l o que s i o c u r r e en l o s 
s i s t e m a s c o n s t r u i d o s sobre l a base de l a s f u n c i o n e s P ( A , B ) ) s i n o que p l a n t e a 
l a n e c e s i d a d de f o r m u l a r o t r a función c, lógicamente determinada, que no es 
en modo alguno la. a n t e r i o r corregida, s i n o o t r a . 
2«2.4 . E l modelo de rango no es ind e p e n d i e n t e d e l supuesto de 
c on v erg en c i a,no t a que t i e n e en común con e l frecuencia.!.Los enunciados ge-
n e r a l e s en £ , cuando son computables, suponen l a n e c e s a r i a c o n v e r g e n c i a 
d e l v a l o r de c, p a r a N c r e c i e n t e , h a c i a un número r que es su límite. 
2.2. 5- En l a función c e l argumento h puede s e r un enunciado s i r 
g u i a r , p a r t i c u l a r i d a d cjue escapa, a l o s a l c a n c e s d e l modelo f r e c u e n c i a , ! . La, de 
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terminac ión del v a l o r de c en este caso no e n t r a ñ a ninguna d i f i c u l t a d especie 
con respecto a l a a p l i c a c i ó n / d e l a s r eg la s generales de conpl i tac ión .Por cons i -
guiente es completamente l í c i t o hab la r de grado de c o n f i r m a c i ó n de enunciados 
s ingu la r e s dentro de l modelo de rango. 
2*2.6 . E l modelo de rango es definitivamente de c a r á c t e r l ó g i c o 
en o l sentido de oue sus conceptos fundamentales e s t á n cimentados sobre l a ce 
nocida l ó g i c a de l a s proposic iones y l a l ó g i c a f u n c i o n a l de primer o r d e n . A s í 
l a computabilidad de l a f u n c i ó n c e s t á r e s t r i n g i d a a l o s casos d e c i d i b l e s der. 
t ro de l a l ó g i c a de primer orden.De o t r a par te l a n o c i ó n de rango en £ , c l a r a -
mente definida antes por Wittgenstein,se funda en é l ootablacimiento do to do f 
los 
a r r eg lo s pos ib les construidles con l o s ind iv iduos de l dominio de £ , d o n d e l a 
long i tud de cada uno de l o s a r r eg lo s es i g u a l a l número de predicados por e l 
e l numero de i nd iv iduos .La . medida del rango de un enunciado e s t á dado por e l 
numero m de arreglos,tomados de l t o t a l de 2^ A ^ a r r e g l o s , e n l o s que t a l enur 
ciado es verdadero.Esto nos conduce a i n f e r i r cue e l modelo en c u e s t i ó n , a l nc 
cons iderar dentro de un rango a todos l o s casos p o s i b l e s sino solo a l o s que 
hacen veráadero a l enunciado que sea e l caso,no presupone e l p r i n c i p i o c l á s i -
co de l a equiprobabi l idad . Así l a d e f i n i c i ó n c l á s i c a , ague i n c l u í a e l llamado 
p r i n c i p i o de i n d i f e r e n c i a , q u e d a r í a reducida a l o s casos en que e l argumento e 
es L-verdadero,vale decir ,cuando e i n c l u y e todos l o s casos ' pos ib l e s en igua-
l e s condic iones . 
2 .2 .7 . L a s r e l a c i o n e s entre e l modelo de rengo y e l concepto . 
de cuociente de una apuesta imp are i a l (no n endonad©, antes en este t r a b a j o ) nc 
t^e 
parecen inmediatamente c l a r a s . S i n embargo os importante i n d i c a r este ú l t i m o 
concepto ha sido usado por Carnap para d e f i n i r en t é r m i n o s de asar e l grado d 
, 
c o n f i r m a c i ó n . Asimismo anotamos que e l autor c i tado en su ponencia, presenta-
da a l Coloquio Internacional de F i l o s o f i de l a C i e n c i a r e a l i z a d o en 
^Vi d.Carnap, i d em. C a p í t u l o I V , parágrafo 41? A - F , -pp. 161-182 . 
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o, 
Londres en 1965 , insistió en v i n c u l a r e l concepto de e l mejor c u o c i e n t e con 
e l :;ue una person-?, puedo a p o s t a r c o n t r a o t r a con e l grado de c r e e n c i a . Cono 
éstos asuntos t i e n e n i m p l i c a n c i a s qjue escapan a n u e s t r o tema, nos l i m i t a m o s 
s o1 am ente a. señalarlos» 
continúo en l a , p á g i n a s i g u i e n t e 
"'Vid. L a k a t o s , Imro ( e d . ) ; I n d u c t i v e L o g i c , ( Noifc-Holland P u b l i s h i n g Compa-
ny, Amsterdam, 1963 Artículo de Carnap t i t u l a d o 
I n d u c t i v e l o g i c and I n d u c t i v e I n t u i t i o n , -p.258» 
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*2-3»0 . Una cfrjeción importante a l .modelo de rango. 
2.3-1 - Popper, en algunos artículos que se p u b l i c a r o n o r i g i n a l -
viente en The B r i t i s h J o u r n a l f o r the P h i l o s o p h y o f S c i e n c e , o b j e t a l a i r l e n ^ 
tificación do l a p r o b a b i l i d a d lógica en e l grado de confirmación, apuntando 
-así a -una de l a s t e s i s fundamentales sobre l a s que se e r i g e e l modelo de 
rango» Los artículos mencionados, en español, han s i d o añadidos por suau-
t o r , como apéndices, a su obra La: lógica- cLs_la investigación científica. 
En v i s t a de que l a argumentation de Popper se basa en algunos 
conceptos p r e c i s a d o s a través de l a t o t a l i d a d d e l l i b r o a l u d i d o , p a r a f a c i -
l i t a r 1?. comprensión de su objeción, n o s o t r o s haremos un apretado resumen 
de l o s plant e a m i e n t o s r e l e v a n t e s . 
( i ) Según Popper, una hipótesis científico-empírica t i e n e una 
forma lógica que l a hace asimétrica con r e s p e c t o a l o s conceptos de v e r i f i -
c a b i l i d a d y refutabilidad» Esto es, m i e n t r a s no e x i s t e ningún número f i n i t o 
de enunciados de observación que l a v e r i f i q u e completamente, es s u f i c i e n t e 
uno, que d e s c r i b a un efecto»preducible, p a r a h a c e r l a f a l s a . E l enunciado ca-
paz de c o n v e r t i r en f a l s a una, hipótesis científica es llamado " p o s i b l e f p i -
s a d o r " de d i c h a hipótesis y debe s e r considerado como un enunciado p r o h i b i -
do por e l l a . Asimismo, una hipótesis es en r i g o r científico-empírica sí/ y 
sólo s i , l a c l a s e de sus p o s i b l e s f a l s a d o r e s no es vacía. De o t r a p a r t e , un; 
hipótesis a f i r m a sólo l a f a l s e d a d de sus " p o s i b l e s f a l s a d o r e s " y, de l o s o¬
n a n d a d o s c o m p a t i b l e s con e l l a , l o único eme puede d e c i r s e es que l o s pe r -
m i t e . " & 
( i i ) Los " p o s i b l e s f a l s a d o r e s : de una hipótesis científico-em-
pírica son e n u n c i a d o s denominados "básicos", cuya, forma lógica es l a de e~ 
n u n c i a d o s e x i s t e n c i a l e s s i n g u l a r e s . " A cambio, l a s hipótesis t i e n e n l a formo 
lógica de un enuncia. - ^ 
"Ver Popper, idem. Capítulo I V . 
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do g e n e r a l u n i v e r s a l típico, esto e's, su e s t r u c t u r e es l a de ( x ) ( F x O G x ) . 
Lo. a n t e r i o r permite a f i r m a r , de conformidad con '. v r e g l a s lógicos conocidas 
que un "enunciado básico" n e c e s i t a , p a r a s e r deducido de una hipótesis, que 
se añadan c o n d i c i o n e s i n i c i a l e s * P or t a n t o , p es un " p o s i b l e fa.lsa.dor" de l a 
hipe-tesis ( x ) ( F x 3 Gx) s i desde p es d e d u c i b l e - ~ ( x ) ( F x ^> Gx) y —p es dedu-
c i b i e de ( x ) ( F x .T} Gx) . Consecuentemente, p no puede s e r un enunciado bási' 
co. 
( i i i ) Dadas l a s hipótesis h y h* se d i c e que h es f a l s a b l e en 
mayor grado que h
T
 s i l a cla.se de l o s " p o s i b l e s f a l s a d o r e s de h
1
 es una sub-
c l a s e propia de l a de l o s "posibles f a l s a d o r e s " de h. L a p r o b a b i l i d a d lógica 
de li es e l complemento de- su grado de f a l s a b i l i d a d en e l s i g u i e n t e sentido; 
1 ^ p r o b a b i l i d a d lógica 1 corresponde a l grado O de f a l s a . b i l i d a d y , conversa-
mente, l a , p r o b a b i l i d a d . lógica O corresponde a l grado 1 de l a f a l s a b i l i d a d . '
W J 
( i v ) E l obje t i v o d e l t r a b a j o científico no es l o g r a r hipótesis 
altamente probables sino 'hipótesis que transmitan una cantidad apreciable de 
información debidamente corroborada. De acuerdo a conocidos resultados de l a , 
teoría de l a información, l a Yhipótesis mas probable., es a q u e l l a eme tien e " 
contenido i n f o r m a t i v o más pobre. Por t a n t o , .el grado de confirmación (o de 
corroboración) no puede s e r i d e n t i f i c a d o con interpretación alguna d e l .con-
cepto de probabilidad, pues e l l o conduce a p a r a d o j a s como se prueba en lo. 
que s i g u e . 
2.3*2 . Una de l a s paradojas generadas por l a identificación, s e -
ñalada en ( i v ) puede c o n s t r u i r s e s i comenzamos e s c r i b i e n d o Co(h,e) en lugar 
de
 n h está corroborada o confirmada por e". A e l l o añadimos l a aclaración;si 
e l grado de corroboración f u e r a e x p r e s a b l e mediante e l concepto de probabi-
l i d a d , CTzíorvcte- *h ja* cavrphorada y>or e significará "o i n c r e m e n t a l a probabi-
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l i d ad de h" .La formulación de e s t o , en términos de operadores y V a r i a b l e s , 
( 1 ) Co(h,e) = [ p ( h ) \ p ( h , e ) I 
Claramente, en l a fórmula ( 1 ) se d i s t i n g u e e n t r e l a p r o b a b i l i d a d 
a b s o l u t a de h y l a p r o b a b i l i d a d de h r e l a t i v a a l a e v i d e n c i a e. S i n embargo, a 
imnue ( 1 ) s a t i s f a c e l a condición fundamental de c o n s i d e r a r a una hipótesis c 
rroberr.da cuando su p r o b a b i l i d a d a b s o l u t a es menor c^xe su r e l a t i v a , no puod 
s e r u t i l i z a d a en razón de que dada l a u n i v e r s a l i d a d de h puede demostrarse; 
( 2 ) p ( h ) - 0 = p ( h , e ) . 
L a justificación d e t a l l a r l a de ( 2 ) es; ( n ) como h es siempre u n i -
v e r s a l , t i e n e una oírse i n f i n i t a de " p o s i b l e s f e.lsedores" y, por t a n t o , s u 
p r o b a b i l i d a d lógica es i g u a l a c e r o : ( b ) desde otue e es una c a n t i d a d f i n i t a 
de datos , entonces p( e) rjh- 0; ( c ) por e l teorema de l a multiplicación 
p(e . h ) = p ( h ) x p( e , h ) , pero p ( h ) z 0 , luego se cumple p ( e , h ) - 0 ; ( d ) como 
p(e, h ) 1 p ( h . e ) = p ( e ) x p ( h , e) , luego p ( h , e) - p ( h . e ) / p ( e ) - 0. 
l a d i f i c u l t a d precedente hace pensar en l a n e c e s i d a d de ds.r una 
versión m o d i f i c a d a de ( 1 ) . Esto .so consigue postulando p ( h ) — / 0 y p(e)¿0 
/.sí so obtin e : 
( 3 ) C o ( h 3 e ) = 
1 
( p ( h , e £ > p ( h ) j v ( p ( e , h ) ^ > p ( e ) ) 
vi 
cjuc e s t a b l e c e inequívocamente en que caso se r f i r m a que h ha s i d o c o n f i r m a d a 
por e f 
Ahora, a p l i c a n d o e s t o s conceptos a un c,i emplo, tomemos en c e n s i d o 
ración l a s t i r a d a s de un dado no "cardado". Sea h e l enunciado 'saldrá un 
s e i s ' , h' i g u a l a ~ h y e e l enunciado de información 'saldrá un número por'. 
L a s p r o b a b i l i d a d e s lógicos son 
( 4 ) p ( h ) z 1/6 , p ( h ' ) = 5/6 , p ( e ) = 1/2 . 
L a s p r o b a b i l i d a d e s r e l a t i v a s de h y de h' r e s p e c t o de e son 
( 5 ) p ( h ) = 1/3 , p ( h ' ) = 2/3' 
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debido a que en 1,2,...,6 hay t r e s números p a r e s uno de l o s c u a l e s es s e i s . 
En v i r t u d 0.^(5) i n f e r i m o s nue l a hipótesis, h ha s i d o confirmada 
m i e n t r a s que h' nó ? pues l / 3 " > 1/6 y 2/3 -C^ 5/6 . Kn c o n s e c u e n c i a , se cumplen 
\ 
l a s c o n d i c i o n e s Co(h,e) y ~ C o ( h ' , e) , aunque l a p r o b a b i l i d a d r e l a t i v a de h 
es menor nue l a de h 1  
Todo l o a n t e r i o r demuestra que l a conjunción s i g u i e n t e es v e r d a -
dera- ( 6 ) Co(h,e) . ~ Co(h',e) . p ( h , e) < ^ p ( h ' , e) 
L a fórmula (6)- t i e n e l a p e c u l i a r i d a d de demostrar que l o s concep 
t o s de grado de confirmación y p r o b a b i l i d a d son i n d e p e n d i e n t e s e n t r e sí. 31 
nue una hipótesis sea c o r r o b o r a d a por c i e r t a e v i d e n c i a no i m p l i c a que debe 
t e n e r mayor p r o b a b i l i d a d lógica que o t r a hipótesis no c o r r o b o r a d a por l a mis 
no. e v i d e n c i a . S i n embargo, s i se procede como Carnap, i d e n t i f i c a n d o l a pro bp 
Mlidnd lógica r e l a t i v a con e l grado de confirmación, se cae en l a c o n t r a d i e 
ción 
( 7 ) Co(h,e) . ~ C o ( h ! , e) . Co(h, e) Co(h ' , e) 
que a f i ra a que l a hipótesis h ha sid o confirmada más no _1 a hipófisis h' (ara-
bas con re s p e c t o a e ) , pero nue e l grado de confirmación de h es menor que 
e l ele h' 
E l r e s u l t a d o expresado por l a fórmula ( 7 ) sería, según Popper,1? 
prueba más c l a r a do que l a t e s i s de Carnap conduce a p a r a d o j a s . Un l i g e r o c: 
men t a r i o sobre e l asunto haremos en l a s c o n c l u s i o n e s . 
- 5 2 . 
SECCION I I I 
En l a s s e c c i o n e s a n t e r i o r e s hemos c o n s i d e r a d o dos de l a s i n t e r p r 
taciónes dadas a ' p r o b a b i l i d a d 1 . S i n embargo, como i n d i c a r e m o s oportunamente 
' p r o b a b i l i d a d 1 s e usa también con r e f e r e n c i a a s i s t e m a s axil-náticos p a r a deno-
t a r una función numérica sometida, a c o n d i c i o n e s puramente o p e r a c i o n a l e s . E s t 
sección t i e n e por f i n a l i d a d p r o p o r c i o n a r d e t a l l e s s o b r e e s t a segunda p o s i b i l 
se 
dad mediante l a presentación de un s i s t e m a axiomático, cuyo d e s a r r o l l o e f e c -
túa s i n n e c e s i d a d de r e c u r r i r a interpretación alguna de ' p r o b a b i l i d a d ' . 
5»0. Un e.jemploi ideini s i s t e m a axiomático dé - p r o b a b i l i d a d e s . 
3-1  A continuación d e s c r i b i r e m o s e l s i s t e m a f o r m a l de p r o b a b i l 
dades propuesto por Hans R e i c h e n b a c h en e l capítulo 3 ele su l i b r o The th e o r y 
o f p r o b a b i l i t y . E l d e s a r r o l l o de e s t e s i s t e m a es efec t u a d o por su a u t o r con 
independencia de toda interpretación'para ' p r o b a b i l i d a d ' . Se asume solamente 
r;ue e x i s t e n c i e r t o s v a l o r e s numéricos denomidos p r o b a b i l i d a d e s básicas, su-
j e t o s a c i e r t a s c o n d i c i o n e s e s t a b l e c i d a s por l o s axiomas, desde l o s c u a l e s 
pueden d e r i v a r s e lógicamente o t r o s . L a e x i s t e n c i a de l a s p r o b a b i l i d a d e s bási 
c a s no puede s e r demostrada dentro d e l s i s t e m a , pues se a c e p t a que l a a f i r m ? 
ción ' e x i s t e l a p r o b a b i l i d a d básica p ! es de carácter sintético. P a r a g a r a n i 
z a r l a e x i s t e n c i a de l a s p r o b a b i l i d a d e s o b t e n i d a s desde l a s p r o b a b i l i d a d e s 1: 
s i c a s R e i c h e n b a c h enuncia una r e g l a de e x i s t e n c i a . .Antes de f o r m u l a r e s t a re 
g l a es n e c e s a r i o h a c e r l a s s i g u i e n t e s anotaciones^)7!:egán e l a u t o r c i t a d o , ur 
v a l o r de p r o b a b i l i d a d corresponde a una implicación de p r o b a b i l i d a d de l a fe 
ma (A ^. B) , que se l e e "B se s i g u e de A con e l grado de p r o b a b i l i d a d , p'* 
V "  
( i i ) en ( A . > B ) l o s compomentes A y B son s e c u e n c i a s de a c o n t e c i m i e n t c 
P 
d e s c r i b i b l e s por enunciados d e l t i p o p, , por l o que l a formulación d e t a l l a d 
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de l a fórmula a n t e r i o r es ( i ) (x^A—y x^c B ) y cada x ¿ es un acontecimier 
to; ( i i i ) l a iMp-li6.áción"-:. de probabilidad ( A — B ) puede ser traducida a le 
notación matemática en l a forma P(A,B) = p , l o que f a c i l i t a l a obtención de 
ecuaciones. 
E l enunciado de l a r e g l a e x i s t e n c i a es l a si g u i e n t e : " S i e l valoí 
numérico p de una implicación de probabilidad 3) ,asumida l a e x i s t e n c e 
de l a implicación de p r o b a b i l i d a d , es determinando desde implicaciones de 
h a b i l i d a d dadas de acuerdo a l a s r e g l a s del sistema, luego esta implicación 
de probabilidad ( A — ^ B) e x i s t e " 
La r e g l a de e x i s t e n c i a no forma parte del sistema sino de su met; 
lenguaje. Asimismo, l o s pxiomas de adición y multiplicación desempeñan en e¡ 
te sistema, entre o t r a s , 3.a función de afir m a r en p a r t i c u l a r lo afirmado po: 
l a r e g l a de e x i s t e n c i a en_.g.enbral-
S I sistema de Reichenbach puede ser presentado en un tipo de not; 
cion denominada " i m p l i c a c i o n a l " o en notación matemática.En ambos casos se 
hace uso de l a s tautologías de l a lógica proposicional como r e g l a s dé trans-
formación que son añadidas a l a s estrictamente matemáticas. De p r e f e r i r s e 1; 
notación matemática l a r e g l a de e x i s t e n c i a puede f o r m u l a r s e en términos t a -
l e s como; e x i s t e un v a l o r numérico para toda ecuación cuando l a s p r o b a b i l i d ; 
des independientes son dadas o una probabilidad es una función numérica de 
probabilidades dadas. 
Reichenbach presenta primero sus axiomas en notación " i m p l i c a c i o -
n a l " para luego d e s a r r o l l a r su sistema con notación matemática. La razón fu: 
d am en t a l para seguir este orden no es sólo ganar capacidad o p e r a t i v a , -
J' 
 : /: pues aunqpe es posible dar una versión completamente matemática de su 
&. 




s i s tema, ex i s t en propiedades importantes solamente expresadles con r i g o r me-
diente e l lenguaje : s i i n p l i c ac ión a l " . Por lo dicho nosotros respetaren 53 « e l 
orden propuesto por Reichenbach y comenzaremos examinando sus c inco axiomas 
d e n o t á n d o l o s por medio de A j , . - . A ^ . 
A x . (p = o ¡ ) ^ [ ( A - - ^ B ) . ( A — B ) ~ ( £ ) ] 
A 2 . ( A O B) (Sp) (Á™p> B) . (p = 1) 
A 3 . ( I ) . U—^ B) 3 > ( p ^ r - 0) 
A 4 - U — - » B ) . ( A ~ ^ > G ) . (A . B. Z> 5) O C 5 r ) ( A — ^ B , v C ) . 
O - p -f- o 
A 5 .(A-™^- B)  (A . B — C ) 3 ( E w ) ( A — — B . C ) - ( w = p . a) 
L a n o t a c i ó n " i m p l i c a c i o n a l : ' de"be su nombre a l operador T - — , \ 
~? 
Los operadores ' . ' , *v ' > , ' - r > ' , * £
 1 de l a l ó g i c a de l a s p ropos i -
ciones son asumidos como operadores pa ra l a s c l a s e s B,C e t c . debido a l i s o -
rber f i n o b á s i c o e x i s tent e entre un s is tema f o rmal para el's es y uno para pro-
& i 
pos ic iones " La. j e r a r q u í a de l o s operadores de mayor a menor, en ausenc ia 
de signos de a g r u p a c i ó n , es como sigue : , ' ' , ' v ' , ; 
' ~ T * Los c u a n t i f i c a d o r e s extienden su a lcance s ó l o h a c i a l a derecha h a s t a 
l a a p a r i c i ó n de l pr imer operador d i á d i c o externo a l o s p a r é n t e s i s adyacentes 
31 a lcance del operador 1 es l a f ó r m u l a o segmento de f ó r m u l a que se en-
cuentra debajo de su l o n g i t u d . L a f ó r m u l a ' A ^ B ' denota a una c l a s e compiles 
ta. denominada c l a s e i m p l i c a c i ó n , mi en t ras ' ( A tH> B) ' denota a una, i m p l i c a -
c ión l ó g i c a en sentido e s t r i c t o . 
f~_ 
'^Reichenbach r ecu r r e a e s t a propiedad en l a obra c i t a d a , p . 3 6 , p a r á g r a f o 1 . 
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E l axioma, A-^  se denomina"axioma de u n i v o c i d a d " , l o s A^ y " 
axiomas de normalización " , e l A^ y e l A^ son. conocidos con l o s nombres de 
'teorema de adición'V teorema do producto, respectivamente. C l a r o está que A^ 
y A^ no son teoremas en r i g o r y l a s denominaciones a n t e r i o r e s deben s e r en-
t e n d i d a s como un homenaje a l a costumbre. 
Con excepción de A-^  , todos l o s axiomas p r e s e n t a d o s son luego 
t r a d u c i d o s a l a . notación matemática., llamada P-notación, de l a manera a con-
tinuación p r e c i s a d a . 
A¿.1 . P(A,A v B) = 1 
A¿.2 . P(A,B . B) : 0 
A^ . P(A,B) ^ > 0 
Á¿ . P(A,B v C ) = P(A,B) i F(A,C) - PÍA,3 . C) 
A£ .P(A,B . C) = P(A,B) . P(A . B,C) 
La traducción e f e c t u a d a no es n e c e s a r i o , p a r a n u e s t r o s f i n e s , 
j u s t i f i c a r l a en d e t a l l e . Basta, d e c i r que A£.l puede s e r deducido de A^ y v i -
ceversa. E l paso desde a A^. 1 es s e c i l l o s i se ent i e n d e eme A^ a f i r m a oue 
l a implicación lógica es un caso p a r t i c u l a r de l a implicación de p r o b a b i l i -
dades con v a l o r 1 ( usando e l conocido p r i n c i p i o de adición se d e r i v a A ^ . l 
desde A£ pero e l teorema i n v e r s o r e q u i e r e d e t a l l e s sólo c o m p r e n s i b l e s cuan-
do ce han de s a r r o l l a d o teoremas p r e v i o s en P-notación ) . E l axioma kx 2 d e t e r 
n i n a l a p r o b a b i l i d a d cero debido a. que l a intersección B B es va*£a. E l 
A^ es un enunciado e x i s t e n c i a l que determina l o s v a l o r e s a s u m i b l e s por P(A,B 
E l axioma. A^ es algo más general que A^ y se d e r i v a n recíprocamente e l uno 
d e l o t r o . Respecto de A^ puede d e c i r s e que c o i n c i d e exactamente con A^ -
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Hemos expuesto l a traducción a n t e r i o r con e l propósito de poner de 
r e l i e v e c i e r t a s l i m i t a c i o n e s i n h e r e n t e s a l paso de l a notación " i m p l i c a c i o -
n a l
! I
 a l a matemática. E s t a s son; 
( i ) e l denominado axioma de univorr^cidad p a r a e l v a l o r de una impl: 
cación de p r o b a b i l i d a d , a condición de que l a c l a s e de r e f e r e n c i a no sea. va-
cía,, no es t r a d u c i b l e a l a P-notación a p e s a r de s e r e v i d e n t e l a n e c e s i d a d 
de e s t e axioma en un s i s t e m a f o r m a l , pues s i una p r o b a b i l i d a d puede a s u m i r 
válidamente más de un v a l o r dentro d e l s i s t e m a es i n e v i t a b l e que se produz-
can p a r a d o j a s ; esto o b l i g a a'añadir en p a l a b r a s , como un p r i n c i p i o m e t a l i n -
g u i s t i c o , a dicho axioma cuando^ se usa l a notación matemática.^ 
( i i ) e l axioma A^ ensambla l a noción de implicación lógica dentro d¬
un sisteme, formal cíe p r o b a b i l i d a d , así l a implicación lógico, es i n t r o d u c i d o , 
como un caso p a r t i c u l a r dentro d e l c o n j u n t o de l a s i m p l i c a c i o n e s de probabi-
l i d a d que son i g u a l e s a 1 , por l o aue l a fórmula c o n v e r s a de ¿ 2
 n 0 s e
 cumplí 
a cambio en l a notación matemática l a incorporación de l a implicación lógic; 
no es explícita. 
( i i i ) e l axioma, A-, expresa, l o mismo que A' , pero e l primero t i en' 
s J 
l a v e n t a j a de s e r completado por A^ o una c o n s e c u e n c i a inmediata, de éste, 
m i e n t r a s que Hemanda una r e g l a , en e s t e caso en c a s t e l l a n o , que p r e c i -
se l a condición de u n i v o c i d a d . 
De c u a l q u i e r a de l o s dos grupos de axiomas ( l o s en notación " i m p l i -
caciónal" o l o s en P-notación) son d e r i v a b l e s l o s teoremas a continuación 
señalados . Nosotros elegiremos e l p r i m e r grupo de axiomas con A^ y íi:- t r a -
9.* 
^ E l axioma A^ e x p r e s a l a . u n i v o c i d a d sólo i n d i r e c t a m e n t e pero I B , s i g u i e n t e 
f o r m u l a , d e d u c i b l e desde él, l o hace d i r e c t a m e n t e . 
( A —? í$). (A->3). (Á) 3 ( P - 9) 
. P <? 
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elucido s a l a F-notacion por l a s s i g u i e n t e s " razones metodológicas; ( 1 ) no 
se pierde ninguna propiedad expresadle solo en l a "notación i m p l i c a c i o n a l " 
(2) os más c l a r a l a conexión entre l o s conceptos lógicos y l o s matemáticos 
(3) es p o s i b l e i n c o r p o r a r l a r e g l a de exclusión en e l lenguaje del sistema 
mediante la. fórmula (.A . B ~3 C) y e v i t a r tomar e l axioma A^  que l o c o n s i d e 
raremos teorema . 
Por tanto, A^ , y &j quedan i n a l t e r a d o s mientras que l a s r e -
formulaciones A. y Ar- son : 
'-I- J 
A 4 SI(¿- . B r>5) , P(A,B v C)= P(A,B) + P(A,C) 
A 5 . P(A,B - C) = P(A,B) . P(A * B,C) 
V 
continua en l a página sigu i e n t e 
r - n 
'ju 
3.2 PRINCIPALES TEOREMAS DEL SISTEMA DE REICHENBACH 
T . l Regla del complemento: P ( A ; B ) + P ( A , B ) = 1 
a 
1. ( A D B U B ) O P ( A S B V B ) » 1 por A 2 
2. Sustituyendo c/B en (A. B C) 
tenemos l a condición *e exclusión ( A . B O B ) 
3» P ( A , B v B ) = P ( A S B ) + P ( A , B ) = 1 por A4 
4. P ( A 3 B ) + P ( A , B ) = 1 
La regla obtenida en 4 permite derivaciones t a l e s como 
( T . l . l ) P(A.,B) = 1 - P ( A , B ) 
Nótese que e l paso 2 puede s e r omitido s i se conside 
ra l a propiedad d e f i n i d a para c l a s e s A n A = ^ 
T-2 Primera r e g l a de normalización 0 é. ?(¡\3B) <L 1 
1. P ( A S B ) > 0 por A-j 
2. P ( A S B ) = 1 - P ( A , B ) por T x y como P ( A , B ) 
nunca es un número negativo por A 
3- P ( A , B ) ¿~ 1 
4'. 0 ¿ P ( A 9 B ) ¿. 1 
Este teorema muestra cuales son los va l o r e s extremos asumi -
bles por una probabilidad P ( A 3 B ) c u a l q u i e r a . Es s u f i c i e n t e 
asumir que p(A,B) nunca es negativa y se puede demostrar que 
nunca es mayor que 1. 
T.3 Regla de eliminación 
1. Este teorema supone l a v a l i d e z de l a tautología 
( [ B v B ] . C M C ) 
2. Puesto que P ( A , [ B V B } . C) = P ( A , C ) , debido a ( l ) ; 
luego es posible c a l c u l a r directamente P ( A ^ C ) , e l i m i n a n 
) 
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do e l componente Bv B de la siguiente manera. 
3- P(A.C) - P(A S \BwBj- C) - P(A ;B.CvB.C) 
4 D P(A 5C) = P(A.B.C) + P(A,B.C) 
5- P(A 5C) = P(A,B). P(A.B*C) + P(A,B) P(A.B,C) 
Desde T.3 puede derivarse como consecuencia inmediata pero 
de importancia 
T.3.1 P(A.B, C) = P(A,C)- P (A3B)» P(A.B,C) 
1 - P(A SB) 
la validez de T . 3 - l s obviamente, está restringida a l a cond_i 
ción P;(A,B)< 1  
T.4 Segunda regia f.e normalización. 
1. Desde (T-3) se deduce 
(a) P(A,C)> P(A,B). P(A.B SC) 
P(A5C)£. P(A,B). P(A.B SC) 
(b) P(A.B.C) - P(A,C) - P(A,B) . P(A.B,C) 
P(A,B) 
para P(A,B)> 0. 
2. Por (a) los numeradores de T.3*l y (b) nunca son menores 
que cero, luego 
P-(A.BSC) - P(A,C) - P(A 5B) - P(A.B,C) 
P(A SB) ' P(A,B) 
3- P(A.B SC) É P(A,C) 
P(A,B) 
que se cumple s i P(A,B)>0 y P(A,C)^: p(A,B), l o p r i -
mero para e v i t a r l a indeterminación y lo segundo para 
prohibir valores iguales a 1¿ lo que impide (b) cuando 
P(A.B.C) 7> 0 
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4. Sustituyendo en T.3 C en lugar de C 
P(A,C) = P ( A , B ) . P(A.B,C) + P ( A , B ) . P(A.B/C) 
5* Dividiendo ambos miembros por F(A¡,B) 
P(A,C) _ P ( A , B ) . P ( A . B J C ) + P ( A , B ) . P(A.RC) 
P ( A 5 B * P(A,B) 
6. Desdoblando e l segundo componente en dos f r a c c i o n e s y 
trasladando términos 
P(A,C) _ P ( A , B ) . P(A.B/C) _ P ( A . B ) ; P ( A . B J C ) 
P ( A ? B P(A,B) P(A,B) 
P(A,C) _ P ( A , B ) . P(A.B,C) A 1 P(A.B,C) 
P(A,B) P(A,B) 
8. Trasladando términos y cambiando de signo 
P ( A . B S C ) « i _ P ( A 3 C ) + P ( A , B ) . P(A.B.C) 
P(A,B) P(A,B) 
9. P(A . B 4 C ) > 1 - P(A,C) 
P(A,B) 
10. P(A.B,C) ^ 1 l ' - P(A,C) 
P(A.B) 
11. Por los resultados obtenidos en (3) y (10) se t i e n e 
1 _ 1- P(A,C) Z_ P(A.B,C) Z_ P(A,C) 
P(A,B) P(A 5B) 
Es t a desigualdad^ que denominamos segunda r e g l a de normali_ 
zación^ está sometida a l a s r e s t r i c c i o n e s indicadas en (3) 
y a 1 - P(A C) ^ P Í A j B ) . Reichenbach l a consigna en l a 
pág. 79 de su l i b r o 5 s i n dar demostración de e l l a . E s t a omi 
sión no llamaría l a atención s i e l autor no se hubiera esme 
rado antes en proporcionar demostraciones de otros teoremas 
sencillísimos. 
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T.5 Regla de Eliminación Generalizada a r componentes. 
1. Sea B]_ V ...v Bx? una disyunción exclusiva completa,, 
esto es s uno y sólo uno de sus componentes es verdade_ 
ro y están especificadas todas l a s r-posibilidades 
lógicas en una situación dada. Por tanto B^v... vB"r 
es verdadera y puede ser considerada como e l d e t a l l a -
miento de B v B . 
2, íesde ( 1 ) tenemos 
( ^ £ B 1 V . . .vB:J. C 3 q) 
3- P(A 5C)= P (A.. [B-LV v B r ] , C) 
4, P(A SC) = P(A, B .C v . . . =VBr. C ) 
_r_ 
5- . P ( A , C ) ~ 2- P(A,B1_.C) 
k a 1 
P ( A , C ) ~ ¿ 1 P(A,B k ) . P(A.B k 3 C) 
k= 1 
T.6 Teorema Genera 1 de la Adición (Para disyunciones ex c l u s i -
vas e i n c l u s i v a s ) . 
1. Dada la equivalencia tautológica 
(BvC = B.C V B.CvB.C) 
2. P(A,BVC) = P( A 7B.CvB.CvB.C) 
3- P ( A s B x / C ) ; r P(A,B.C) + P(A 3B.C) + P ( A , B . C ) 
4. Puesto que P(A,B) * P(A,B. [c V C J ) y 
P ( A , C ) =. P ! A 5 [ B V B ] . C ) 
por la tautología usada en T . 3 . 1 ¬
5. P(A,B) = P(A,B.C) -¡- P (A 5B ) 
6. P(A ;C) = P(A SB.C) + P(A,B.C) 
- 62 
7- Como s u s t i t u i r en (2) los valores despejados desde (5) 
y ( 6 ) para P(A,B.C) y P(A,B=C) equivale a sumar 
las ecuaciones 3Í 5 y 6; luego 
8. P(A 3 B v C ) ~ P (A SB) + P(A„C) - P(A,B.C) 
Consecuencias inmediatas de ( 5 ) y ( 6 ) de la demostra -
ción anterior son 
T.6.1 P(A,B.C) é P (A 5B) 
T.6.2 P(A SB.C) = P (A SC) 
Los valores que se obtienen mediante e l teorema general de 
la adición satisfacen T.2. 
1. Por T.4. _ i _ 1 - P(A¿C) P(A.B,C) 
P(A,B) 
2- — 1 ~ F(A,C) ^ P(A.B 5C) - 1 
P(A,B) 
3. _ ( i .. p(A vC) ^  (P (A.B,C) - l ) . P(A,B) 
4. P (A SC) - 1 ^ P(A.B,C). P(A,B) - P (A 3B) 
5- P(A>B) + P(A.C) - 1 *~z P (A iB.C). P(A,B) 
6. P(A,B) + P(A,C) ^  P(A,B-C) + 1 
7. P(AjB) + P(A,C) - P(A,B.C)él 
Por e l axioma A.5* i a expresión de ( 7 ) .satisface l a 
desigualdad izquierda de T.2-
E l valor de probabilidad de P ( A , B D C ) es determinable. 
1. rada la equivalencia tautológica ( B D C 3 B ^  C ) 
2. p ( A , B D C ) = P(A,BvC) 
3- P(A,BvC) - P(A,B) + P(A„C) - P(A,B.C) 
4. Por 1, b de TA, tenemos 
P(A,B). P(A.B aC)=r ?(A,C) - P(A,B). P(A.B,C) 
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5o Desar ro l l ando por A.5 e l componente P ( A S B . C ) de (3) y 
sus t i tuyendo en a t e n c i ó n a ( 4 ) , 
P ( A , B v C ) = P ( A , B ) -l- P ( A , B ) . P ( A . B , C ) 
6. P(A,B=>C) = 1 - P ( A , B ) + P ( A , B ) . P ( A . B , C ) 
T .9 E l v a l o r de p robab i l idad de p ( A j B = C) es determinable, 
1 . Por l a t a u t o l o g í a , ^ [ B = Cj = fp.C v B . c l y 
2 . P ( A , B ^ C ) ± P ( A , B . C ) + P ( A . B . C ) 
3 . Puesto que P ( A 3 B . C ) — P ( A . B V C ) por t a u t o l o g í a de Ee 
Morgan 
4. P ( A , B H C ) - P ( A S B . C ) + 1 - P ( A , B v / C ) 
5 . P ( A , B = C ) = 1 + P ( A , B . C ) - P ( A S B V C ) 
T . 1 0 E l v a l o r de p robab i l idad de P ( A , B Í C ) es de te rminable , don 
de e l s igno 1 üáfe' es e l de l a d i s y u n c i ó n e x c l u s i v a . 
; 
1 . Asumamos ( j s ^ cj — £ B = c j ) 
2* P(A, B ^ C ) -zs P ( A 3 -B = C) 
3« P(A, B F C ) — 1 - ( 1 + P ( A S B . C ) - P ( A , B ) + P ( A , C ) 
- P(A,B.C)Jí 
4. p(A, B ^ C ) ^ P ( A , B ) + P ( A , C ) - 2 P ( A , B . C ) 
Los teoremas T . 6 P T»9 y l a consecuencia T . l - 1 son pro 
puestos s i n d e s a r r o l l a r en e l p a r á g r a f o 35 d e l l i b r o Expe__ 
r i e n c e and P r e d i c t i o n . Recalcamos que e l i n t e r é s de los teo 
remas mencionados r a d i c a en que se c a l c u l a n probabi l idades 
para c l a s e s determinadas por operadores e s t r i c t amen te l ó g i -
C O S . 
T . l l . Regla d e l Producto. 
1 . Puesto que l a r e g l a de s u s t i t u c i ó n se cumple en este sis_ 
tema fo rma l como en c u a l q u i e r o t r o s A.5 es s i m é t r i c o con 
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. respecto a B y Qy 
P ( A , B . C ) r P ( A 3 B ) . P ( A . B s C ) x P ( A , C ) . P(A.C 5B) 
2. La ecuación 
P ( A , B ) . P(A.B,C)=r P ( A , C ) . P ( A . C , B) s se denomina r e -
gia del producto. 
De e l l a se siguen l a s consecuencias inmediatas 
T . l l . l P(A eB,C) _ P(A 3C) 
P(A.C,B) P(A,B) 
T.11.2 P(£.C,B) ^ P(A.B,C) 
P(A,B) P ( A , C ) 
T . l l - 3 desde (2) 
P(A.C 5B) =. P(A.B,C) P(A,B) 
P(A,C) 
T.11.4 sustituyendo C por C en T.11.3 
P ( A 7 C S B ) - £l - P(A.B,C)| P(A.B) 
1 - P(A 5C) 
E l detallamiento anterior tiene por objeto demostrar que 
todos los valores determinables mediante A.4 S A.5 5 T - l , . 
T. 4,, T. 6 * T. 8, T. 9 5 T. 10i T . l l ysusconsecuenclas , 
son' determinables s i se conocen los de 
P(A,B) . P(A,C) , P(A.B,C) 
T.12. Regla para la probabilidad de una hipótesis o regla de 
Bayes 
1. Por T.11.3 y T.3 
P(A.C,B) = P ( A j B ) . P(A.B,C) 
P(A.B). P(A.B SC) + P ( A . B ) . P(A.B SC) 
2. S i a l s u s t i t u i r e l denominador de T.11.3 usamos T-5 
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que es l a generalización do T-3; tenemos 
P(A.C, B k ) _ P(A,By). PCA.Bir, C) 
"~ _v_ 
P(A,B¿). P(A.B- i aC) 
1 = 1 
Donde e l subíndice k es un v a l o r del i n t e r v a l o a b i e r t o 
.1 r „ y l a disyunción B ^ B ha sido d e t a l l a d a 
por B]_ v . ... v Bp . 
La Teoría clásica de l a probabilidad v i o en esta re -
gla e l método de des c u b r i r nuevas probabilidades. Con l a ayuda-
de! " p r i n c i p i o de i n d i f e r e n c i a " se asumía que s i no existía i n -¬
formación entonces todas l a s probabilidades P(A.Bi) eran i g u a l e s 
y se l e s denominó "probabilidades a p r i o r i " . La crítica a esta 
suposición ya fue hecha anteriormente en e l parágrafo 1.1.3-6-
Evidentemente s i no se conocen l a s P ( A ? B i ) l a ecuación queda i n -
determinada, pues tampoco podemos tomar P(A,.B'¿). Por l a forma 
de PfA.CjB^) también se denomina a T.12d r e g l a de l a p r o b a b i l i -
dad i n v e r s a . 
T.13 Regla de Reducción. 
1- S i B v c us una disyunción e x c l u s i v a no completa con 
respecto a A,'luego 
A. [ B v c ] no se reduce A, pues no sabemos exa c t a -
mente s i B v C es verdadera. 
2. Por A.5 P(A.B,D) - P(A,B.D) 
P(A SB) 
3. Sustituyendo B \/C por B en (2) 
P ( A . [ B V C ] , 1 ) ^ P(A, fev c] . P) „ P(A,B-DVC:D), 
" P (A -B v C) ~ P(A,B VC) 
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4. Desarrollando por A.5 P(A,B.D) y PCA.C.D), 
P ( A . [ B V C ] , D) — P(A,ff. P(A.B,D) + P ( A V C ) . P(A.C,¿) 
P ( A S B ) + P(A,C) 
E s t a r e g l a se denomina de reducción por que l a c l a s e de 
r e f e r e n c i a se obtiene cancelando un B¿ en A- ( p l ^ . -  v B y * 
de t a l modo que obtenemos ^ . ¡ B L V *-..V B ^ donde ra < r 
y r es e l número de componentes de una disyunción e x c l u -
s i v a completa. Por t a n t o ; mientras [ B ^ V     V B¿} equi 
val e a ft, en cambio^. J B ^ V . . . . \j BRJJ no equivale a ^. 
Se ha reducido pues e l número de componentes de B vV * 
T . l 1 ! Regla de Reducción generalizada a m componentes d i s y u n t i -
vos e x c l u s i v o s . 
De acuerdo a l a nota adjunta a T.lj5, consideramos que e l 
« 
teorema a n t e r i o r ha sido demostrado para m ^  Toca aho-
ra g e n e r a l i z a r l o a c u a l q u i e r número m, con l a limitación 
rv* 
m ¿. r . 
f . - y ¿ — P ( A S B K ) . P(A.B K ¡, D) 
1. P ( A . [ B I V \ ¿ B M J , D) k- 1 
k- i 
P(A,B k) 
S i * tomamos B-j_v   *v/ B'RJJ entonces tenemos una consecuencia 
inmediata de T.14. 
T.14.1 P(A,D) ^  P Í A . ^ V S/B¿í ^ ) r . ^ P ( A , B k ) P(A.B k,D) 
K ¿ 1 
que es una versión coincidente con T-5- S i n embargo, i n -
si s t i m o s aun siendo obvio, que e l v a l o r de T . l ^ para m ¿ r 
no es i g u a l a l de p(A^D). Omitimos e l denominador porque 
a l s e r una disyunción completa, P(A JB 1^) es i g u a l a 1. 
HM 
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T . 14 .2 1 . P u e s t o que B ^ v . . . v/ B m es e x c l u s i v a l u e g o 
P ( A . B k 0 B k ) = 1 y P ( A . B k , B i ) ^ 0 s i K f ^ 
2B Po r (1) l a p r o b a b i l i d a d , pa ra un componento ? 
denominada " p r o b a b i l i d a d r e d u c i d a " de l a d i s y u n -
c i ó n Bj_ v . . . v B m ; es " 
P ( A . [ B l V  V B m ] , B k ) _ P ( A B k ) . 
P ( A , B ~ T . 
= ^ , 
para 1 § K = ^ 
T . 1 4 . 3 La suma t o r i a de l a s p r o b a b i l i d a d e s r e d u c i d a s es 
i g u a l a 1 , pues 
v»-\ r -j -
P ( A J B - L V - - - v B m , B K ) = P ( A . [ B I V - . - v B m j , 
¥ -~ A [ B 1 V  . - v B m ] ) --. 1 
T . 15 R e g l a d e , r e d u c c i ó n a m p l i a d a pa ra d i s y u n c i o n e s i n c l u s i v a s . 
1. Por T . 13 i l í n e a (3) 
P ( A . [ B V C ] , D ) _ P ( A , B , D V C - D ) 
P ( A , B ^ C ) 
2. A p l i c a n d o T . 6 a ( l ) 
P ( A . [ B V C " ) , D ) - P ( A , B . L Q + P ( A , C . D ) - P ( A J B . D . C ) 
P ( A , B ) + P ( A , C ) - P ( A . B . C ) 
C o n s e c u e n c i a i n m e d i a t a de T .15 es s u a p l i c a c i ó n a l c á l c u -
l o de p r o b a b i l i d a d e s r e d u c i d a s . 
T . 1 5 . 1 Reemplazando en T .15 B en l u g a r de' 
. ¡ B V C j , B ) P ( A , B ) . P ( A . B , B ) + P ( A , C ) P (A .C , B ) - P (A , B ) . P ( A . B , C ) . P ( A - B . C , B ) 
P ( A , B ) + P ( A , C ) - P ( A A B ) . P ( A . B . C ) 
Dado que : ( a ) P ( A . B S B ) = l , pues ( A D B ^ > B ) es t a u t o l o g í a 
( b ) P ( A S C ) . P ( A . C . B ) - P ( A S B ) = P ( A . B ' , C ) 
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P ( A . [ B V C ] , B) -~ p ( A * B ) 
 P(A,B) + P(A 5C) - P(A,B). P(A.B,C) 
T .15.2 Sustituyendo en T . 15-1 C en lugar de B podemos 
encontrar 
P ( A . { B v C j , C) ^ _ ?(&,C) 
P(A,B) + P(A 5C) - P(A,B). PCA.B.C) 
T . l 6 Teorema de multiplicación cuando las clases B y C son 
independientes. 
1. Consideremos p (A .B,C ) P (A ,C) como condición de inde ~ 
pendencia„ 
2. Por A.5 y ( l ) , tenemos 
P(A,B.C) ~ P(A,B). P(A 5C) 
Es claro que la condición de independencia de B y C 
siempre se formula con respecto a una determinada clase 
do referencia. Puede ser e l caso que B y C no sean i n 
dependientes respecto de la clase D5 por ejemplo. 
Asumiendo l a condición de independencia, se tienen l a s 
siguientes consecuencias inmediatas. 
T . 16 .1 E l teorema T .6 se transforma en 
P(A,BvC) = P(A SB) + P(A,C) - P ( A , B ) . P(A SC) 
T .16 .2 E l teorema T.15 se transforma en 
P(A.ÍBvcl, D) — P(A,B.D) + P(A,C.D) - P(A,B.CD) 
P(A,B) + P(A SC) - P(A,B). P(A,C) 
T.16.3 L 3 consecuencia T.15 «2
 s
 debido a T.11, se 
transforma en 
P ( A . j B v C ] , C) = P(A,C) 
P(A.B) + P(A 5C) - P(A,B). P(A,C) 
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T . 1 7 Dadas dos c l a s e s cualesquiera B y C s estas no son inde 
pendientes entre s i con respecto a toda c l a s e de r e f e r e n -
c i a . 
1= S i B y C fueran independientes entre sí respecto 
de toda c l a s e de r e f e r e n c i a > entonces l o serían r e s -
pecto de A . [ B \/C] . 
2. S i se cumpliera ( 1 ) ^ luego se cumpliría 
P(A. ¡ B v c j . B,C) = P ( A . jBV 6} , C) 
3- Por T.l6.3 s tenemos 
P ( A . | B V C L C ) = P ( A , C ) 
P(A,B) + P(A,C) --P(A,B). P(A,C) 
En esta ecuación para p(A..B)=: P ( A , C ) — 1 3 e l caso ex -
tremo s u p e r i o r 3 es i g u a l a p(A,C). En los otros casos me_ 
ñores que uno pero d i f e r e n t e s do cero, e l numerador P ( A 5 C ) 
se multiplicará a l s e r d i v i d i d o por un número menor que 1 . 
Por tanto s i tomamos l a s condiciones p(A,B)¿fl y P(A,C)¿. 1 
4. P (A,C) y P(A,C) 
P(A,B) + P(A,C) - P(A,B). P(A,C) ' 
5- P ( A . [ B V C | , C ) > P(A,c) 
6. Dada.la tautología ('£BvC¿j  B ^ B ) 
P ( A . QBn/(0 " B - C ) - P(A.B,C) =r P ( A 5 C ) 
Supuesta l a independencia de B y C respecto de A 3 
 pues de l o c o n t r a r i o no tendría sentido e l teorema. 
7. Por (5) y (6) 
P(A. [ B V C ] . B , C ) C p(A- [ B v c ]  c ) 
- 7 0 -
La desigualdad de ( 7 ) muestra que no se cumple l a i g u a l -
dad de ( 2 ) . Por tanto e x i s t e una c l a s e de r e f e r e n c i a ' 
m A.^BvcJ respecto de l a c u a l no son independiente
x B y. C« 
La importancia teórica de este teorema es notable. Estable_ 
ce claramente l a necesidad de una c l a s e de r e f e r e n c i a para 
hablar de independencia en e l cálculo de l a s probabilidades. 
La relación de independencia es, así de carácter triádico^ en 
este easo, entre B y C con respecto de A. 
T-18 Dada una probabilidad cualquiera p ( A 5 B ) , s i esta cumple l a 
condición ( i ) ( x Á é A) * luego puede o m i t i r s e su c l a s e de 
r e f e r e n c i a y e s c r i b i r s e simplemente P ( B ) , llamándose en es_ 
te caso a P ( B ) probabilidad a b s o l u t a . 
L Tenemos que ( i ) (x^é/WAO es analíticamente verdade-
r a . 
2. J\ v fi\ 3 de acuerdo a ( l ) es una secuencia compacta. 
Asumir que e x i s t e a l menos un *V¡¡_ que no pertenece a 
J \ v A conduce a contradicción^ pues este x"j_ r e s u l t a -
ría perteneciendo a l a c l a s e vacía 
3- S i en PÍA^B), l a c l a s e A es compacta, pues cumple 
C ) s ^ u e S ° puede s e r s u s t i t u i d a por l a c l a s e 
siempre compacta ^ y , que puede s e r omitida para 
hablar de probabilidades absolutas en e l sentido de re_ 
l a t i v a s a J \ 
4 
4. Luego P ( B ) - P(A\/ A,B) 
Asumiendo que su c l a s e de r e f e r e n c i a cumple {¡) £ j \ 
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podemos, de acuerdo a T-l8- reformular los teoremas T . l , T.5. 
T.6, T . l l y T.15, en e l mismo orden, de la siguiente ma~ 
v 
ñera . 
 T.18.1 P ( B ) + P ( B ) = 1 
T.18.2 P(C)=P(B). P(B,C) + P ( B ) . P(B.C) 
T-18.3 P(Bv C) P ( B ) + P(C) - P(B-C) 
T.18.4 P(B.C) = P ( B ) . P(B,C)=.P(C). P(C,B) 
T.l8.5 Desarrollando T.15 por T.18.4, tenemos 
P(BVC 5D) P ( B ) . P(B,D)+P(C). P ( c J ) - P ( B ) . P(B,C). P(B.C,D) 
P ( B ) + P(C) - P ( B ) . P(B,C) 
De T.18.5 puede deducirse la ecuación correspondiente 
a los casos en que B excluye a C y conversamente C a 
B. Es suficiente considerar P(B,C):r_ 0 * 
T.19 Dado un número n de clase s , B^ ., B2^ Bn , las com-
binaciones hechas con e l l a s y con sus respectivas clases 
complementarias generan e l sistema completo de. probabili-
dade para n clases. E l número w de componentes de 
dicho sistema es calculable, recurriendo a los coeficien-
tes binómicos., por la fórmula 
(" « . * " = 3 " ¬
\_Wl 
; r 
La demostración de esta fórmula, aunque podría ser con 
signada inmediatamente a continuación de e l l a , será más 
fácilmente esbozada aprovechando lo que sigue. 
A continuación expondremos, como consecuencia de T.19* 
uno de sus ejemplos posibles. Así tendremos ocasión de 
examinar algunas de las propiedades importantes de un s i s -
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tema completo de probabilidades. 
T.19-1 (1) De acuerdo a T. 19.» e l sistema completo de pro 
babilidades c o r i s t r u i b l e con l a s c l a s e s B y C t i e n e l o s 
doce componente s i g u i e n t e s , 
P ( B ) P ( B ) P ( C ) P ( C ) 
P(B,C) P(B,C) P ( C , B ) P ( C S B ) 
P ( B , C ) P ( B , C ) P ( C 9 B ) P(C.B) 
(2) Usando como datos o probabilidades indepen -
dientes a P ( B ) , P ( C ) y P(B.,C) 5 puede determinarse median-
te T.18.1 — T.18.5 e l v a l o r de todo componente d e l s i s _ 
tema. Valiéndonos,, por e j e m p l o , do T. l 8 . ^ i , derivamos co-
mo consecuencia inmediata 
P(B,C) P(C) 
P(C,B) P ( B ) ' 
Es t a fórmula nos permite precisar,, desde l o s datos 5 e l 
va l o r de P(C,B).. Agregamos que a l a s probabilidades que se 
encuentran en una relación análoga a l a de p(B,C) con res -
pecto a su conversa P ( C ^ B ) , se l e s denomina probabilidades 
mutuas. Cuando l a s probabilidades contienen .clases comple 
mentarlas para d e c i d i r su v a l o r se usa T.18.2. 
(3) E l número V de probabilidades independien -
tes o datos,, necesarios para - c a l c u l a r l o s v a l o r e s de todas 
l a s probabilidades d e l sistema, se obtiene de l a manera a 
continuación señalada: ( L ) considérese una probabilidad 
absoluta P(B-¡_) por cada una de l a s n c l a s e s ; ( ¡* ) por 
cada subconjunto de '1T¡ c l a s e s una probabilidad debe s e r da 
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da. De acuerdo a l o precedentes e l numero V de p r o b a b i l i -
dades i n d e p e n d i e n t e s es i g u a l a l número de s u b c o n j u n t o s 
menos uno, que se pueden formar con un c o n j u n t o de n miem 
br o s . E l s u b c o n j u n t o que restamos ess obviamente s e l vacío. 
Por t a n t o * e l número V es d e t e r m i n a b l e por medio de l a f o r 
S i asumimos que e l ejemplo de (1) l o hemos construí -
do s i n conocer T.19, por inspección; entonces l a f o r m u l a 
a n t e r i o r puede s e r e l punto de p a r t i d a para d e d u c i r T.19-
Para r e a l i z a r e s t e p r o p o s i t o b a s t a añadir que por cada sub 
con j u n t o de m c l a s e s hay m p r o b a b i l i d a d e s a f i r m a t i v a s 
( s i se e s c r i b e cada una de l a s m c l a s e s en e l l u g a r 
de l a c l a s e a t r i b u t o ) y que cada c l a s e t i e n e s u r e s p e c t i v a 
c l a s e complemento. Por t a n t o cada p r o b a b i l i d a d a f i r m a t i v a 
genera 2»^ ' p r o b a b i l i d a d e s d i s t i n t a s , l o que se e x p r e s a ma-
temáticamente 
muía 






1 m - 1 
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5. E l establecimiento de P ( B ) 5 P(C) y p(B JC) como pro 
h a b i l i d a d e s independientes es convencional. E x i s t e l a po-
s i b i l i d a d de deducir (P(B) y P(C) desde T ( B . C ) 5 P(C,B) S 
P(B 5C). Para lo anterior basta 
p ( B ) _ P ( C , B ) . P(B,C) 
P(B.C) [ l - P ( C B ) ) + P(C,B) - P(B>C) 
P(C) _ P ( B , C ) . P(B,C) 
~" P ( B S C ) [1 - P ( C ; B ) J + P ( C S B ) - P ( B , C ) 
Estas fórmulas son deducibles de T.18.4 mediante . 
tres sustituciones sucesivas. Para estas sustituciones se 
usan como probabilidades " independientes P ( B , C ) , p ( c , B ) jp(E,C) 
La resolución de las ecuaciones obtenidas para P(B) y P(C) 




1 . Los a u t o r e s e s t u d i a d o s c o i n c i d e n en a d m i t i r cue en e l lengua.], 
científico e x i s t e n dos t i p o s de enunciados de p r o b a b i l i d a d : l o s r e f e r e n t e s ¡ 
l a p r o b a b i l i d a d de a c o n t e c i m i e n t o s y l o s r e f e r e n t e s a l a . p r o b a b i l i d a d de hi-
pótesis. Nos i n c l i n a m o s o pensar, s i g u i e n d o a Carnap y a popper, que l o s t i -
pos nencionados no son r e d u c i b l e s e n t r e sí. Esto s i g n i f i c a c¡ue consideramos 
v a l i d a s l a s o b j e c i o n e s hechas a l o dicho en 1.1.3*5 . 
2. L a s l e y e s científico-empíricas deben s e r tomadas como l o s e¬
nunciados de p r o b a b i l i d a d más i n t e r e s a n t e s desde e l punto de v i s t e , epistemo-
lógico . S i n embargo su forma lógica, como ^/menudo sucede, puede contener r 
1 a c i o n e s n-ádicas ( n ^> 2 ) que escapan a l o s .casos de c o m p u t a b i l i d a d e-
-^ 5"' 
f e c t i v a p r e v i s t o p a r a e l modelo de rango y también a l a s i m p l i c i d a d de l a 
f r e c u e n c i a r e l a t i v a - R e i c h e n b a c h , c o n s c i e n t e de l a i n s u f i c i e n c i a de su p l a n 
teomiento sobre e s t e psunto, complementó l a noción de f r e c u e n c i a r e l a t i v a 
con l a de una relación f u n c i o n a l específica. La exposición d e t a l l a d a de l a s 
características de e s t a relación r e b a s a l o s a l c a n c e s d e l p r e s e n t e t r a b a j o . 
Un t r a t a m i e n t o edecuado de e l l a puede e n c o n t r a r s e . e n e l artículo de R e i c h e n 
bach _gl__p_rincipio de c a u s a l i d a d y l a posibilidgñ ..de su conformación e m p i r i c 
p u b l i c a d o en su Moderna Filosofía de 1a C i e n c i a . 
3» E l modelo f r e c u e n c i a l p r o p o r c i o n a una explicación s a t i s f a c t o -
r i a , de l a s l e y e s científico-empíricas ususlmente denominadas estadísticas. 
.Esto se debe posiblemente a que l a estadística matemática usada t a n t o p a r a 
l a investigación en c i e n c i a s n a t u r a l e s como s o c i a l e s admite l a v a l i d e z d e l 
modelo f r e c u e n c i a l . 
4 . - E l modelo f r e c u e n c i a l , a p e s a r de l o s e s f u e r z o s de R e i c h e n b a c h 
- 76 -
por hacerlo estrictamente "empírico, nos conduce en ultima i n s t a n c i a a l a en 
encía apriorística de que l a frecuencia r e l a t i v a de l o s acontecimientos futí 
ros no se apartará", del límite de l a sucesión. En l a medida que e s t a creen-
c i a carece de base empírica, dicho autor reconoce sus inconvenientes y opta 
por recomendar nue l a tomemos°nuestra mejor apuesta paite l a imposibilidad d' 
hacer o t r a cosa - E s t a "solución" a l problema ha sido duramente c r i t i c a d a 
por l o s sectores no f r e c u e n c i a l i s t a s . 
5. Una v e n t a j a importante o f r e c i d a por e l modelo de rango es que 
elimina l a cuestión planteada por e l v a l o r de la. probabilidad de un enuncia-
do de probabilidad (probabilidad lógica.) . E l l o se debe a que c ( h , e) es una 
función analíticamente d e c i d i b l e en l o s casos indicados en 2.1.2 .Evidente-
mente, para fundamentar e s t a conclusión, basta señalar e l carácter analíti-
co de c(h,e) . 
6. La paradoja construida por Popper* aun en e l ce.so de ser fun-
dada, no invalidaría propiamente a l modelo de rango sino objetaría l a iden-
tificación hecha entre probabilidad lógica y grado de confirmación.De o t r a 
parte, s i . s e r e v i s a n l a s d e f i n i c i o n e s dadas por Popper y Carnap para 'proba-
b i l i d a d ' , se encuentra que e l l a s son s i m i l a r e s . La probabilidad lógica de ui 
enunciado - d e f i n i d a por Popper como e l complemento de sus posibles falsado-
res-no es o t r a cosa que e l rango de dicho enunciado. La d i f e r e n c i a está en 
que Carnap no llama probabilidad lógica a l rango de un enunciado sino a una 
relación entre rangos. Debido o. t a l d i f e r e n c i a l a t e s i s de Carnap puede l i -
brarse de l a paradoja esgrimida, por Popper. Para e l l o es s u f i c i e n t e que no 
se acepte, lo cual es completamente coherente, que l o s v a l o r e s i/6 y 5/6 del 
ejemplo son probabilidades y se l e s llame simplemente rangos. De precederse 
así pierde sentido hablar d e l aumento o disminución de v a l o r e s de n r o b a b i l i -
dad corao l o hace Popper.. 
7. La' t e s i s de Popper, qu'i? e s t i m a r e l e v a n t e p a r a l a epistemología -
no t a n t o l a p r o b a b i l i d a d de l o s enunciados s i n o su contenido i n f o r m a t i v o , d e 
be s e r tomada en cue n t a . Un argumento im p o r t a n t e es que l a Teoría de Ir?, i n -
formación reconoce que l o s enunciados más p r o b a b l e s son l o s de contenido mt 
pobre. Se comprende mejor l a t e s i s de Popper s i admitimos aue un f i n imp^i 
t a n t o d e l conocimiento científico es p r o p o r c i o n a r e x p l i c a c i o n e s s a t i , e x a c t o -
ríes, y que l o s enunciados con pobre contenido i n f o r m a t i v o , por t e n e r escaf 
c ap ac i d ad e x p l i c a t i v a , imp i d en a l c an z a r d i cño" :'o b j e t i vo . 
8. Es p o s i b l e c o n s t r u i r un s i s t e m a axiomático de 'probabilidades 
e l 
en que se demuestran l o s teoremas d e l cálculo de l a s p r o b a b i l i d a d e s usando 
como r e g l a s de transformación (añadidas a l a s propiamente mat cm áticas) a l g i 
nas tautologías de l a lógica p r o p o s i c i o n a l . E s t o t i e n e e s p e c i a l i n t e r d i p a i 
quienes desean e s c l a r e c e r l a s r e l a c i o n e s e n t r e lógica y matemáticas» 
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