Latent Block Model (LBM) is a model-based method to cluster simultaneously the d columns and n rows of a data matrix. Parameter estimation in LBM is a difficult and multifaceted problem. Although various estimation strategies have been proposed and are now well understood empirically, theoretical guarantees about their asymptotic behavior is rather sparse. We show here that under some mild conditions on the parameter space, and in an asymptotic regime where log(d)/n and log(n)/d tend to 0 when n and d tend to +∞, (1) the maximum-likelihood estimate of the complete model (with known labels) is consistent and (2) the log-likelihood ratios are equivalent under the complete and observed (with unknown labels) models. This equivalence allows us to transfer the asymptotic consistency to the maximum likelihood estimate under the observed model. Moreover, the variational estimator is also consistent.
Introduction
Coclustering is an unsupervised way to cluster simultaneously the rows and columns of a data matrix, and can be used in numerous applications such as recommendation systems, genomics or text mining. Among the coclustering methods, the Latent Block Model (LBM) is based on the definition of a probabilistic model.
We observe a data matrix X = (x ij ) with n rows and d columns and we suppose that there exists a row-partition with g row-classes and a column-partition with m columnclasses. The row (resp. column) class for each row (resp. column) is unknown and has to be determined. Once determined, rows and columns can be re-ordered according to this coclustering, to let appear blocks that are homogeneous and distinct. This leads to a parsimonious data representation. 
Model and assumptions
The LBM assumes a block clustering structure of a data matrix X = (x ij ) with n rows and d columns, as the Cartesian product of a row partition z by a column partition w. More precisely,
• row assignments (or labels) z i , i = 1, . . . , n, are independent from column assignments (or labels) w j , j = 1, . . . , d : p(z, w) = p(z)p(w); • row labels are independent, with a common multinomial distribution: z i ∼ M(1, π = (π 1 , . . . , π g )); in the same way, column labels are i.i.d. multinomial variables: w j ∼ M(1, ρ = (ρ 1 , . . . , ρ m )).
• conditionally to row and column assignments (z 1 , . . . , z n ) × (w 1 , . . . , w d ), the observed data X ij are independent, and their (conditional) distribution ϕ(., α) belongs to the same parametric family, which parameter α only depends on the given block:
where z ik is the indicator variable of whether row i belongs to row-group k and w jℓ is the indicator variable of whether column j belongs to column-group ℓ.
Hence, the complete parameter set is θ = (π, ρ, α) ∈ Θ, with α = (α 11 , . . . , α gm ) and Θ the parameter space. Figure 1 summarizes these notations. 
Likelihood
When the labels are known, the complete log-likelihood is given by:
But the labels are usually unobserved, and the observed log-likelihood is obtained by marginalization over all the label configurations:
As the LBM involves a double missing data structure z for rows and w for columns, the observed likelihood is not tractable, nor the E-step of the EM algorithm, but estimation can be performed either by numerical approximation, or by MCMC methods [9] , [8] .
Assumptions
We focus here on parametric models where ϕ belongs to a regular one-dimension exponential family in canonical form: 4) where α belongs to the space A, so that ϕ(·, α) is well defined for all α ∈ A. Classical properties of exponential families insure that ψ is convex, infinitely differentiable onÅ, that (
Moreover, we make the following assumptions on the parameter space :
There exist a positive constant c, and a compact C α such that The previous assumptions are standard. Assumption H 1 ensure that the group proportions are bounded away from 0 and 1 so that no group disappears when n and d go to infinity. It also ensures that α is bounded away from the boundaries of the A and that there exists a κ > 0, such that [α kℓ − κ, α kℓ + κ] ⊂Å for all parameters α kℓ of θ ∈ Θ. Assumptions H 3 and H 4 are necessary to ensure that the model is identifiable. If the map α → ϕ(., α) is not injective, the model is trivially not identifiable. Similarly, if rows k and k ′ are identical, we can build a more parsimonious model that induces the same distribution of x by merging groups k and k ′ . In the following, we consider that g and m, row-and column-classes (or groups) counts are known.
Moreover, we define the δ(α), that captures the differences between either row-groups or column-groups: lower values means that there are two row-classes or two columnclasses that are very similar. Definition 2.2 (class distinctness). For θ = (π, ρ, α) ∈ Θ. We define:
the Kullback divergence between ϕ(., α) and ϕ(., α ′ ), when ϕ comes from an exponential family.
Remark 2.3. Since all α have distinct rows and columns, δ(α) > 0.
Remark 2.4. Since we restricted α in a bounded subset ofÅ, there exists two positive values M α and κ such that
Moreover, the variance of X α is bounded away from 0 and +∞. We note
Proposition 2.5. With the previous notations, if α ∈ C α and X α ∼ ϕ(., α), then X α is subexponential with parameters (σ 2 , κ −1 ).
Remark 2.6. These assumptions are satisfied for many distributions, including but not limited to:
• Bernoulli, when the proportion p is bounded away from 0 and 1, or natural parameter α = log(p/(1 − p)) bounded away from ±∞; • Poisson, when the mean λ is bounded away from 0 and +∞, or natural parameter α = log(λ) bounded away from ±∞; • Gaussian with known variance when the mean µ, which is also the natural parameter, is bounded away from ±∞.
In particular, the conditions stating that ψ is twice differentiable and that (ψ ′ ) −1 exists are equivalent to assuming that X α has positive and finite variance for all values of α in the parameter space.
Symmetry
The LBM is a generalized mixture model, and it is well known that it subject to label switching. [9] showed that the categorical LBM is generically identifiable, and this property is easily extended to the case of observations of a one-dimension exponential family. Hence, except on a manifold set of null Lebesgue measure in Θ, the parameter set is identifiable up to a label permutation.
The study of the asymptotic properties of the MLE will lead to take into account symmetry properties on the parameter set. We first recall the definition of a permutation, then define equivalence relationships for assignments and parameter, and precise symmetry.
Definition 2.7 (permutation).
Let s be a permutation on {1, . . . , g} and t a permutation on {1, . . . , m}. If A is a matrix with g columns, we define A s as the matrix obtained by permuting the columns of A according to s, i.e. for any row i and column k of A, A s ik = A is(k) . If B is a matrix with m columns and C is a matrix with g rows and m columns, B t and C s,t are defined similarly:
Definition 2.8 (equivalence). We define the following equivalence relationships:
• Two assignments (z, w) and (z ′ , w ′ ) are equivalent, noted ∼, if they are equal up to label permutation, i.e. there exist two permutations s and t such that z ′ = z s and w ′ = w t .
• Two parameters are θ and θ ′ are equivalent, noted ∼, if they are equal up to label permutation, i.e. there exist two permutations s and t such that (π
. This is label-switching.
• (θ, z, w) and (θ ′ , z ′ , w ′ ) are equivalent, noted ∼, if they are equal up to label permutation on α, i.e. there exist two permutations, s and t such that (α
and similarly for the distance between w and w ⋆ where, for all matrix z, we use the Hamming norm · 0 defined by
The last equivalence relationship is not concerned with π and ρ. It is useful when dealing with the conditional likelihood p(x|z, w; θ) which does not depend on π and ρ:
if and only if the confusion matrix IR g (z) (resp. IR m (w)) is equivalent to a diagonal matrix. Definition 2.10 (symmetry). We say that the parameter θ exhibits symmetry for the permutations
θ exhibits symmetry if it exhibits symmetry for any non trivial pair of permutations (s, t). Finally the set of pairs (s, t) for which θ exhibits symmetry is noted Sym(θ).
Remark 2.11. The set of parameters that exhibit symmetry is a manifold of null Lebesgue measure in Θ. The notion of symmetry allows us to deal with a notion of nonidentifiability of the class labels that is subtler than and different from label switching. To emphasize the difference between equivalence and symmetry, consider the following model: π = (1/2, 1/2), ρ = (1/3, 2/3) and α = α 1 α 2 α 2 α 1 with α 1 = α 2 . The only permutations of interest here are s = t = [1 2]. Choose any z and w. Because of label switching, we know that p(x, z s , w t ; θ s,t ) = p(x, z, w; θ). (z s , w t ) and (z, w) have the same likelihood but under different parameters θ and θ s,t . If however, ρ = (1/2, 1/2), then (s, t) ∈ Sym(θ) and θ s,t = θ so that (z, w) and (z s , w t ) have exactly the same likelihood under the same parameter θ. In particular, if (z, w) is a maximum-likelihood assignment under θ, so is (z s , w t ). In other words, if θ exhibits symmetry, the maximumlikelihood assignment is not unique under the true model and there are at least # Sym(θ) of them.
Asymptotic properties in the complete data model
As stated in the introduction, we first study the asymptotic properties of the complete data model. Let θ c = ( π, ρ, α) be the MLE of θ in the complete data model, where the real assignments z = z ⋆ and w = w ⋆ are known. We can derive the following general estimates from Equation (2.2):
where ⊙ denote the Hadamard product of two matrices (element-wise product) and Σ π ⋆ , Σ ρ ⋆ and Σ α ⋆ are defined in Proposition 3.1. Y π ⋆ , Y ρ ⋆ are asymptotically Gaussian with zero mean and respective variance matrices Σ π ⋆ , Σ ρ ⋆ and Y α ⋆ is a matrix of asymptotically independent Gaussian components with zero mean and variance matrix Σ α ⋆ .
Proof.
By Taylor expansion, In regular configurations, each row-group (resp. column-group) has Ω(n) members, where u n = Ω(n)
Regular assignments
taking a union bound over g values of k and using a similar approach for w +ℓ lead to Proposition 4.2.
Proposition 4.2. Define Z 1 and W 1 as the subsets of Z and W made of c/2-regular assignments, with c defined in assumption
We also define the profile log-likelihood ratio Λ and its expectationΛ as:
Remark 4.5. As F nd and G only depend on θ through α, we will sometimes replace θ with α in the expressions of F nd and G. Replacing F n,d and G by their profiled version Λ andΛ allows us to get rid of the continuous argument of F nd and to effectively use discrete contrasts Λ andΛ.
The following proposition shows which values of α maximize F nd and G to attain Λ andΛ.
Proposition 4.6 (maximum of G andΛ in θ). Conditionally on z ⋆ , w ⋆ , define the following quantities:
withx kℓ (z, w) = 0 for z and w such that π k (z) = 0 or ρ ℓ (w) = 0. Then F nd (θ, z, w) and G(θ, z, w) are maximum in α for α(z, w) andᾱ(z, w) defined by:
is Lipschitz over compact subsets of ψ ′ (Å) and therefore, with high probability, |ᾱ kℓ −α kℓ | and | x kℓ −x kℓ | are of the same order of magnitude.
The maximum and argmax of G andΛ are characterized by the following propositions.
be the Kullback divergence between ϕ(., α) and ϕ(., α ′ ) then:
Conditionally on the set Ω 1 of regular assignments and for n, d > 2/c,
and its equivalence class.
Different asymptotic behaviors
We begin with a large deviations inequality for configurations (z, w) far from (z ⋆ , w ⋆ ) and leverage it to prove that far away configurations make a small contribution to p(x; θ).
Global Control
Proposition 5.4 (contribution of global assignments). Assume log(d)/n → 0, log(n)/d → 0 when n and d tend to infinity, and choose t nd decreasing to 0 such that t nd ≫ max( 
If # Sym(θ) = 1, θ MLE is still consistent: there exist permutations s of {1, . . . , g} and t of {1, . . . , m} such that
Hence, the maximum likelihood estimator for the LBM is consistent and asymptotically normal, with the same behavior as the maximum likelihood estimator in the complete data model when θ does not exhibit any symmetry. The proof in appendix A.9 relies on the local asymptotic normality of the MLE in the complete model, as stated in Proposition 3.2 and on our main Theorem.
Consistency of variational estimates
Due to the complex dependence structure of the observations, the maximum likelihood estimator of the LBM is not numerically tractable, even with the Expectation Maximisation algorithm. In practice, a variational approximation can be used ([?, see for example]]govaert2003): for any joint distribution Q ∈ Q on Z × W a lower bound of L(θ) is given by
where H (Q) = −E Q [log(Q)]. Choose Q to be the set of product distributions, such that for all (z, w)
w jℓ allow to obtain tractable expressions of J (Q, θ). The variational estimate θ var of θ is defined as
The following corollary states that θ var has the same asymptotic properties as θ MLE and θ MC . 
The proof is available in appendix A.10. 
In particular, if U and V have nonnegative non diagonal coefficients and negative diagonal coefficients. 
is the sum of ndIR g (z) kk ′ IR m (w) ℓℓ ′ sub-exponential variables with parameters (σ 2 , 1/κ) and is therefore itself sub-exponential with parameters (ndIR g (z) kk ′ IR m (w) ℓℓ ′σ 2 , 1/κ). According to Proposition B.3,
Then with probability at least 1 − exp − ndc 2 ε 2 nd 8(c1σ 2 +c2κ −1 ε nd ) :
where the first line comes from the definition of Λ, the second line from Proposition 4.7, the third from Proposition 5.5 and the last from ε nd ≤ cδ(α ⋆ )/8. A union bound shows that
Thanks to corollary B.6, we also know that:
There are at most n r1 n r2 g r1 m r2 assignments (z, w) at distance r 1 and r 2 of (z ⋆ , w ⋆ ) and each of them has at most g g m m equivalent configurations. Therefore, with probability 1 − ∆ nd (ε nd ),
where a nd = ne
= o(1) as soon as n ≫ log d and d ≫ log n. If we take ε nd ≫ log(nd)/ √ nd, the series n,d ∆ nd (ε nd ) converges which proves the results. Now, using Corollary 3 p. 553 of Mariadassou and Matias [11] p(·, ·|x; θ ⋆ )
we can deduce that
Finaly, we conclude with the proposition 3.2.
In the particular case where # Sym(θ) = 1, we have
and, following the same reasoning as the appendix A.9, we have the result.
• If X is sub-exponential with parameters (τ 2 , b) and α ∈ R, then so is αX with parameters (α 2 τ 2 , αb) • If the X i , i = 1, . . . , n are sub-exponential with parameters (τ 2 i , b i ) and independent, then so is X = X 1 + · · · + X n with parameters ( i τ 2 i , max i b i ) Proposition B.1 (Maximum in (z, w) ). Let (z, w) be a configuration andx k,ℓ (z, w) resp.x kℓ (z, w) be as defined in Equations (3.1) and (4.4) . Under the assumptions of the section 2.2, for all ε > 0
Additionally, the suprema over all c/2-regular assignments satisfies:
Note that equations B.2 and B.3 remain valid when replacing c/2 by anyc < c/2.
Proof.
The random variables X ij are subexponential with parameters (σ 2 , 1/κ). Conditionally to (z ⋆ , w ⋆ ), z +k w +ℓ (x k,ℓ −x kℓ ) is a sum of z +k w +ℓ centered subexponential random variables. By Bernstein's inequality [12] , we therefore have for all t > 0
In particular, if t = ndx,
uniformly over (z, w). Equation (B.2) then results from a union bound. Similarly,
Where the last inequality comes from the fact that c/2-regular assignments satisfy 
where we used the fact that E[Y ] = 0. We know bound odd moments of |λY |.
where we used first Cauchy-Schwarz and then the arithmetic-geometric mean inequality. The Taylor series expansion can thus be reduced to Proposition B.3 (concentration for subexponential). Let X 1 , . . . , X n be independent zero mean random variables, subexponential with parameters (σ 
