Abstract. This paper provides a new variational paradigm to measure the smoothness of unit vector fields on spatial domains, leading to new methods for smoothing and interpolating such datasets. Our point of view is to consider unit vector fields as linear forms acting on reproducing kernel Hilbert spaces of vector fields or tensors and work with the dual norm, leading to new variational problems and algorithms. We prove, in particular, that these variational problems are well-posed, in the sense that optimal solutions exist in the space of unit vector fields. Experimental results are based on synthetic data and diffusion tensor-magnetic resonance imaging datasets.
quantitative analysis and including regularization, interpolation, registration, identification, visualization, and statistical estimation, has appeared in the literature over the past 20 years [31, 25, 34, 24, 11] .
Several previous studies address the problem of the regularization or smoothing of the diffusion tensor fields, with the usual trade-off between smoothing and removing potentially important structures. In [7] , a Markovian model is presented for tracking the brain fiber streamlines in DTI data. To enhance the input images used in the computation of the diffusion tensor, a PDE filtering is proposed in [17] . Utilizing the total variation (TV), the diffusion direction can be connected to fiber tract mapping and smoothing directly from the raw data [3] . In [8] , regularization of diffusion-based direction maps for brain white matter fascicle tracking is performed in a Bayesian framework. Approximating discrete DT-MRI data by a continuous field, microstructural and architectural features of brain tissue can be extracted [33] . A smooth, locally parameterized surface model (called the manifold surface model) has been used in [5] to smooth unevenly scattered data that describe an anatomic structure. In [27] , investigators use a probabilistic approach to represent the connectivity of brain white fibers in DTI via anisotropic Gaussian kernel smoothing. Applying and extending results from the theory of harmonic maps, a novel framework for isotropic and anisotropic diffusion of directions is presented in [4] , dealing with the regularization of vectorial data while satisfying the intrinsic unit norm constraint of directional data. Moreover, constrained variational principles have been developed for the full diffusion tensor [29] , and PDE-based filtering of matrix-valued images has also been widely studied [2, 28] recently.
Tensor interpolation has also been discussed [33, 36] . One solution is the natural neighbor interpolation, which is proposed by [32] and applied in [14] to surfaces. Due to the low computational load and comparatively better results than those of nearest neighbor interpolation, higher order methods for linear interpolation (linear, cubic, and, more generally, spline, etc.) have been used [12] . There are also nonlinear methods (e.g., variational [15] and PDE-based [1] interpolations) incorporating the local geometric structure of the image in order to preserve image edges.
Note that the relation of this paper with DTI is mainly with respect to the fiber orientation, or the first eigenvector of the tensor. We do not address the full tensor analysis, although our method would be easily generalized to deal with the whole tensor eigenbasis instead of the first one only. The fiber orientation, combined with eigenvalue-based quantities, such as fractional anisotropy, represents the primary information extracted from tensors.
The method we propose represents orientation, or directional fields as linear forms on a Hilbert space of smooth vector fields. Smoothness will be related to the fact that these linear forms have large dual norms within the set of unit vector fields. This can be associated to these linear forms reacting strongly when applied to smooth vector fields. This point of view will then be incorporated in variational problems. Using a dual Hilbert representation to represent data has been proposed, in a quite different context, for point-set, curve, and surface matching in [20, 37] .
The paper is organized as follows: in section 2, we show how directional fields admit a simple representation as linear forms on Hilbert spaces of smooth vector fields or tensors, with a very simple formula for their norms. From this, we design denoising and interpolation techniques in the oriented and nonoriented cases (sections 3 and 4). Computing the optimal orientation of an observed vector field is discussed in section 5. In section 6, we provide a simple general result asserting the well-posedness of the considered variational problems (establishing the existence of optimal solutions). Experimental results with synthetic and real data are provided in section 7. We present our conclusions in section 8.
Dual norms on vector fields.
2.1. Oriented case. We represent an oriented unit vector field as a linear form acting on some Hilbert space H. We will assume that this vector field, denoted v, is defined on a bounded open set, Ω, in R d with d = 2 or 3, and takes values in R d , with, for all x ∈ Ω, |v(x)| = 1.
In this first model, the space H is also constituted with vector fields, and we denote w H the Hilbert norm of w ∈ H. We assume that H is included in the space of continuous vector fields on Ω and is reproducing; that is, there exists a positive constant c, such that, for all
where w ∞ := sup{|w(x)|, x ∈ Ω}. Now, v being a Lebesgue measurable unit vector field on Ω, define
γ v is well defined, since both v and w are bounded over Ω and obviously linear in w. Moreover, we have This duality operator provides a simple expression for the dual norm on H * , which is defined by
It is easy to show indeed that γ 2 H * = γ(Kγ) (this provides H * with a Hilbert structure isometric to H).
Because H is continuously included in C 0 (Ω), the duality operator is in fact a kernel operator. The linear form γ a,y : w → a T w(y) is, for fixed a ∈ R d and y ∈ Ω, a continuous function of w so that Kγ a,y : x → Kγ a,y (x) is well defined as an element of H. Since Kγ a,y (x) is linear in a and takes values in R d , there exists a matrix-valued function, which we will denote (x, y) → K(x, y), such that, for all x, y ∈ Ω: K(x, y)a = Kγ a,y (x); K(., .) is the kernel associated to the space H. Note that, because the two are so closely related, we make the abuse of notation of using the letter K to represent the duality operator and the kernel on H.
Returning to γ v (w) = Ω v(y) T w(y)dy, we can write
We collect these results in the following proposition. (2) .
Thus, this is explicit as soon as the kernel is known, and the theory of reproducing kernel Hilbert spaces [18] provides a full collection of such kernels. Moreover, only the expression of the kernel is needed in the following, not an explicit construction of the space H.
Although K(x, y) is, in full generality, matrix-valued, we will work with scalar kernels, or, more precisely, kernels of the form K(x, y)I d where I d is the identity matrix in d dimensions and K is now real-valued. In this case, (2) can be rewritten as
All of our experiments use a Gaussian kernel,
With a slight abuse, we will identify v and γ v and use the notation v H * . Using this dual norm as a measure of smoothness must be done with care, however. When v is a vector field of unit vectors, a small norm is not an indication of smoothness but of the opposite. Note that, for a unit vector v, we always have
and the upper bound is attained only if v is constant. On the other hand, if v is very "noisy," the averaging effect of the kernel will result in a small dual norm. Our optimization schemes will reflect this by ensuring that v H * takes large values.
Nonoriented case. Information on direction does not always come with orientation.
For example, principal directions of symmetric matrices provide vectors that are defined up to a change of sign. We now present a variant of the previous construction which addresses this situation.
For this purpose, we now letĤ be a Hilbert space of d × d tensor fields (for each M ∈Ĥ and for each x ∈ Ω, M (x) is a d × d matrix); v being as before a unit vector field on Ω, we define the continuous linear form γ v onĤ by, for M ∈Ĥ,
This representation is obviously invariant by a change of sign; i.e., if
As in the previous case, we assume thatĤ has a reproducing kernel K which here means the following: for all M ∈Ĥ, all x ∈ Ω, and any d × d matrix A,
In full generality, K(., x) is a linear operator on the d 2 -dimensional space of d × d matrices, but we will restrict, as in the oriented case, to scalar kernels. We can write
As in the previous section, this yields a closed form expression for the dual norm, namely,
Here also, we will use the notation v Ĥ * instead of γ v Ĥ * . We summarize this in a statement similar to Proposition 1.
Proposition 2. Let v be a unit vector field on Ω andĤ be a reproducing kernel Hilbert space of matrix fields on Ω. Then γ v defined by (4) is independent from the orientation of v and continuous for theĤ-norm, with operator norm given by (5).
Remarks. We can also define a linear form to represent frames (i.e., rotation matrices) over the same spaceĤ using, if
One can then prove, as above, that
which can be used (although we have not implemented it yet) to regularize tensor fields of rotation matrices. Also, the dimension of the vector v does not have to coincide with the dimension of the space on which they are defined. We have used this convention for simplicity and because this corresponds to the applications we have in mind. Nothing would change formally by taking v(x) ∈ R q for x ∈ Ω ∈ R d . Of course, since we work with the constraint |v(x)| = 1, the scalar case, q = 1, degenerates to v(x) = ±1, which has limited interest.
Denoising.
3.1. Squared dual norm smoothing. We assume here that a unit vector field, v 0 , is observed on Ω. Letting H be like H in section 2.1 orĤ in section 2.2, we will denoise v 0 by maximizing
with respect to v subject to the constraint that, for all x ∈ Ω, |v(x)| = 1. There can be several choices for the norm in the data attachment term ( v − v 0 2 ). One option is to use the same dual norm again, v − v 0 2 H * . Another possibility is to use another reproducing kernel Hilbert spaceH, for example, a Gaussian kernel with a widthσ smaller than the one used for H. As a limit case, one can also use the L 2 -norm.
We solve this problem by projected gradient ascent after discretization. We assume that the vector fields are discretized over a grid, and we approximate the integrals by sums. Let x i , x j represent generic points on the grid; the discretized energy is, up to an additive constant,
in the orientation-dependent case, and
in the orientation-independent case. For more generality, we use a different kernel (K instead of K) in the data attachment term. In the discrete case, this also includes the L 2 -norm, for whichK(x, y) = δ(x − y), the Dirac delta function. We now focus on the orientationindependent case, since the computation in the other case is very similar.
subject to |f i | = 1 for all i. A straightforward computation then yields the following proposition. Proposition 3.
In the projected gradient ascent algorithm, we move f in the direction of the gradient projected on the space of functions h that satisfy h T i f i = 0 for all i. This gives the following algorithm (written in continuous time):
This is an orientation-independent smoothing scheme for unit vector fields. Using (11) guarantees that |f i | is conserved over time. The numerical version, however, works with a discrete time δt, and the conservation of the norm must be enforced using
Small scale approximation.
In the small scale limit (σ → 0), the dual norms can be reconnected to standard functional norms, essentially including these norms as special cases of the approach. We now describe how this approximation can be obtained, keeping the discussion at a heuristic level.
Assume that the kernel K is translation invariant, i.e., K(x, y) = σ −d Γ((x − y)/σ), and that Γ is normalized to have a unit total mass, i.e.,
Because K must be symmetric, Γ is an even function. We let S = (s kl ) be the covariance matrix associated to Γ, i.e.,
Then for a smooth vector field v and for σ 0,
Approximation (i) uses the fact that, for small σ, K(x, y) is concentrated on y x. Approximation (ii) uses the facts that v T (∂v/∂x k ) = 0 (because v T v = 1) and that
Finally, (iii) uses the fact that (computing the second derivative of
This shows that, for small σ, the dual norm computed on a smooth vector field v is related to a first order Sobolev norm via
In the particular case of K given by (3), we have S = I d , and a smooth solution of the maximization problem associated to
should be similar to a solution of the minimization of
where |Dv| 2 is the sum of squares of all partial derivatives of v and μ = 2λ/σ 2 . Note that this applies only to smooth solutions: the kernel norm does not exclude discontinuous v, although discontinuities have a higher cost in magnitude when σ → 0. Take, for example, the simple situation in which v only takes two values, say v 1 , v 2 , with a smooth line of separation, L. Then, it is easy to see that |Ω|− v 2 H * would have order σ ·length(L)v T 1 v 2 . This penalty, which is first order in σ, strongly penalizes discontinuities (since, as we have seen, the smoothing term has order σ 2 when applied to differentiable images).
A similar analysis can be made for the orientation-independent case, which yields the same conclusion with μ = λ/σ 2 . In the comparative experiments displayed later, the parameter for Laplacian smoothing is always chosen to satisfy this relation (even if the hypotheses under which it is valid are not satisfied).
Anisotropic dual norm smoothing.
We can directly infer from the previous analysis a modification of the kernel-based energy to obtain a variational problem that would behave at a small scale like problems controlled with the TV norm. We can indeed introduce the energy
where K * v = Ω K(x, y)v(y)dy. This energy is to be minimized over all unit vector fields. Using the same approximation as above, it is easy to obtain the fact that, when σ 0,
Smoothing from the tensor.
When v 0 (x) comes as the first eigenvector of a tensor matrix D(x), as with DTI images, one can consider combining denoising with the computation of the eigenvector. Indeed, since the first eigenvalue of a symmetric matrix D maximizes v → v T Dv, one can naturally introduce the following optimization problems:
• Maximize
• Minimize
subject to |v(x)| = 1 for all x ∈ Ω. Experimental results using the different energies introduced in this and the previous sections are provided in section 7.
Interpolation.
Here we consider the problem of interpolating a discrete unit vector field after the action of a spatial transformation. The problem can be formulated as follows. Let v be a vector field on Ω and φ be a diffeomorphic transformation φ :
If φ represents the orientation of tissue fibers in a reference configuration, v φ provides the same information after applying the deformation φ to the tissue. Our problem is to discretize v φ on a target grid, given a discrete evaluation of v on a source grid.
Let H φ be a Hilbert space of smooth vector fields on φ(Ω). If v is a unit vector field on Ω, then γ v φ is defined on H φ by
Using a change of variables, we can write
We let γ φ v (w) denote the last expression. What we have just proved is the straightforward identity γ v φ = γ φ v . We will use this fact in our interpolation procedure and minimize the expression
with the constraint |ṽ(y)| = 1 for all y. Of course, the problem is trivial in the continuum (the solution isṽ = v φ ) and makes sense only for discrete data, since the direct discretization of γ φ v is different from the discrete linear form obtained after discretizing v φ . The advantage in discretizing γ φ v is that its expression involves only scalar interpolation, whereas γ v φ requires interpolating unit vectors.
Up to the constant term γ
, (13) can be rewritten (assuming that the kernel K is used on H φ ) as
φ(y)) Dφ(y)v(y) |Dφ(y)v(y)| |detDφ(y)|dy.
We now describe the discretized problem. In this case, we are initially given a grid (y j ) covering Ω (with a binary information indicating whether y j ∈ Ω or not) and the images φ j = φ(y j ) and f j = v(y j ). We let m j = 1 if y j ∈ Ω and 0 otherwise. The expression of Dφ may also be known analytically (for example, with affine displacements, or with spline-based deformation) or computed with finite differences. We will assume that it is given, too.
The first step is to construct the discrete image domain φ(Ω). We start with a regular grid, (x i ), discretizing a (continuous) rectangular domain large enough to contain all φ j 's such that m j = 1. We let (m i ) be the linear interpolation of m φ j :m i now takes values in the interval [0, 1] (noninteger values being observed at the boundary of φ(Ω)); we decide that
For all x i ∈ φ(Ω), we then compute
This completes the preprocessing step. We then minimize
with the constraint |ṽ i | = 1 for all i, using a projected gradient descent algorithm as before. Note that this is a deconvolution problem, K * ṽ = U φ , which is made stable, however, by the boundedness constraint onṽ.
Optimal orientation.
As a last application of dual norms, we consider the problem of finding consistent orientations given an observed vector field v 0 . Such a problem is important, for example, for algorithms that reconstitute the flow of v 0 , like fiber tracking.
Formally this corresponds to finding, given v 0 on Ω, a sign function ε : Ω → {−1, 1} such that εv 0 is as smooth as possible. In our framework, we solve this by maximizing εv 0 H * , with
After discretization, this leads to an integer programming problem: maximize
Letting Q be the matrix with
, we find an approximate solution by first computing the first eigenvector, ξ of Q, and then setting ε(x i ) = sign(ξ i ). Note that Q is very high dimensional, but sparse, since K(x, y) typically decays quickly (and can be thresholded as zero) when x and y are far apart. Other approaches can be taken too, such as stochastic optimization using Swendsen-Wang Markov chain Monte-Carlo, as proposed in [26] .
Existence of optimal solutions.
We now return to the continuous case and consider the issue of the existence of a maximizer and a minimizer for problems like (6) and (13) . Note that existence is obvious in the discrete case, since maximization and minimization are done over a compact space.
Existence of a solution is not much harder in the continuous case. The basic remark is that, by the Tikhonov theorem, the set of vector fields v such that |v(x)| = 1 is compact for the product topology, with the identification
Thus, if we have a maximizing sequence v n , n ≥ 1, for, say, (6), such that for each n, v n is measurable, there exists a subsequence that converges for the product topology. Without loss of generality, we can assume v n → v ∞ ∈ x∈Ω S 2 . This implies that v n (x) → v ∞ (x) for all x ∈ Ω, which in particular implies that v ∞ is also measurable. Applying the dominated convergence theorem, we conclude that
, where E is the objective function in (6) , and that v ∞ is a maximizer. The same argument works for the minimization problem in (13) . We summarize this in the following theorem. Theorem 1. The variational problems considered in the previous sections all admit an optimum in the set of unit vector fields.
Experimental results.
7.1. Denoising. We first consider isotropic smoothing (6) and compare it with the Laplacian (12), using a Gaussian kernel (3) and μ = 2λ/σ 2 . Figures 1-3 illustrate the method with a synthetic two-dimensional (2D) dataset. Figure 1 first describes results obtained with small σ, providing experimental evidence of the identity between Laplacian and isotropic smoothing at a small scale. A larger σ is used in the third row in Figure 1 and in Figure 2 .
Continuing with the 2D dataset, Figure 3 gives some results using anisotropic smoothing, which demonstrate a better preservation of edges as expected.
Finally, three-dimensional (3D) denoising on a brain image is provided in Figures 4 and 5. 7.2. Interpolation. We have tested our interpolation method (section 4) using affine transformations. Our results are compared to those of direct bilinear interpolation. Our method exhibits a stabler behavior near edges, as viewed in Figures 6-8 in two dimensions and in Figures 9-10 for 3D synthetic and real brain images.
Optimal orientation.
We display our results of 3D human brain DTI data in Figures  11 and 12. 8. Conclusions. In this study, we presented a novel variational framework for measuring the smoothness of unit vector fields and designed new models for smoothing and interpolating such datasets. The formulation is derived from the associated dual norm of a reproducing kernel Hilbert space of vector fields or tensors. Under the constraint that all vector fields have unit norm, we proposed an optimization scheme based on the dual norm and proved that a solution exists. Comparing our results with those from the Laplacian smoothing method, ours can maintain discontinuities while producing some better denoising outcomes for appropriate parameters. 
