This paper presents a small-gain theorem for networks composed of a countably infinite number of finite-dimensional subsystems. Assuming that each subsystem is exponentially input-to-state stable, we show that if the gain operator, collecting all the information about the internal Lyapunov gains, has a spectral radius less than one, the overall infinite network is exponentially input-to-state stable. The effectiveness of our result is illustrated through several examples including nonlinear spatially invariant systems with sector nonlinearities and a road traffic network. convergence rate of solutions; i.e., as the number of participating subsystems goes to infinity, the resulting network becomes unstable [1] . Infinite networks, composed of interconnections of infinitely many finite-dimensional subsystems, appear naturally as over-approximations of finite but very large networks with possibly unknown numbers of subsystems [1] .
Introduction
Existing tools for controller synthesis do not scale to nowadays' complex large-scale systems. In large-scale vehicle platooning, for instance, classical distributed/decentralized control designs result in nonuniformity in the systems can be found in [15, 16, 14] .
In this paper, we develop computationally efficient SGCs for networks consisting of countably infinite numbers of finite-dimensional continuoustime systems. We assume that each subsystem is exponentially ISS with respect to internal and external inputs and equipped with an exponential ISS Lyapunov function. The associated gain functions reflecting the interaction with neighbors are assumed to be linear. Such a scenario leads to several nontrivialities. In particular, the gain operator, which collects all the information about the internal gains, acts in an infinite-dimensional space, in contrast to couplings of just N ∈ N systems of arbitrary nature (possibly infinite-dimensional). This calls for a careful choice of an infinitedimensional state space of the overall network, and motivates the use of the theory of positive operators on ordered Banach spaces for the smallgain analysis. We establish that if the gain operator, which is a positive operator, has spectral radius less than one, then the whole interconnection is exponentially ISS. Furthermore, in our main result (cf. Theorem 6.1), we construct a so-called coercive exponential ISS Lyapunov function for the overall network.
Our main result is a nontrivial generalization of Proposition 3.3 in [17] from finite networks to infinite networks. The result in [17] basically relies on [17, Lem. 3.1] , which is a consequence of the Perron-Frobenius theorem. However, existing infinite-dimensional versions of the Perron-Frobenius theorem including the Krein-Rutman theorem [18] , are not applicable to our setting as they require at least quasi-compactness of the gain operator, which is a quite strong assumption. Based on the classic results on the spectral radius of positive operators [19] , we derive a technical lemma (cf. Lemma 5.10) showing under certain conditions the existence of an infinite vector of scaling coefficients which is instrumental for the construction of a coercive exponential ISS Lyapunov function for the overall system.
The proposed small-gain criterion for the stability analysis of the network (the spectral radius of the gain operator is less than one) can be checked in a computationally efficient way for a large class of systems. In addition, the coercivity of the constructed Lyapunov function ensures a uniform decay rate of solutions for the network. We illustrate the effectiveness of our results by applying them to nonlinear spatially invariant systems with sector nonlinearities and a road traffic network.
The work in [11] is close in spirit to the present work, since in both the stability of the network is studied on the basis of the knowledge of ISS Lyapunov functions for the subsystems and the knowledge of the gain structure. Moreover, the Lyapunov gains both in [11] and in our work are assumed to be linear. However, in [11] , the ISS Lyapunov functions for the subsystems are defined in an implication form and the gain operator is used in a max formulation, which makes it nonlinear, even if all the gains are linear. In contrast to [11] , in the present work we assume the existence of exponential ISS Lyapunov functions for the subsystems in a dissipative form and assume that the gain operator is defined in a sum form. These differences make the results of this paper and the methods employed in our analysis quite different from those of [11] .
This paper is organized as follows: First, relevant notation and the problem statement are given in Section 2. In Section 3, we briefly discuss wellposedness of infinite networks. The notion of exponential ISS for infinitedimensional systems in a Banach space and related Lyapunov properties are presented in Section 4. The technical results on the gain operator are made precise in Section 5. The main small-gain theorem is presented in Section 6. The effectiveness of our results is verified through several examples in Section 7. Section 8 concludes the paper.
2 Notation and problem statement 2 
.1 Notation
We write N = {1, 2, 3, . . .} for the set of positive integers. R denotes the reals and R + := {t ∈ R : t ≥ 0} the nonnegative reals. For vector norms on finite-and infinite-dimensional vector spaces, we write | · |. For associated operator norms, we use the notation · . We write A for the transpose of a matrix A (which can be finite or infinite). We typically use Greek letters for infinite matrices and Latin ones for finite matrices. Elements of R n are by default regarded as column vectors and we write x · y for the Euclidean inner product of two vectors x, y ∈ R n . We use the same notation for dot products of vectors with infinitely many components. If V : R n → R is a differentiable function, we write ∇V (x) for its gradient at x, which is a row vector by convention. By p , p ∈ [1, ∞], we denote the Banach space of all real sequences x = (x i ) i∈N with finite p -norm |x| p < ∞, where |x| p = ( ∞ i=1 |x i | p ) 1/p for p < ∞ and |x| ∞ = sup i∈N |x i |. We write L ∞ (R + , R n ) for the Banach space of essentially bounded measurable functions from R + to R n . If X is a Banach space, we write r(T ) for the spectral radius of a bounded linear operator T : X → X and L(X) for the space of all bounded linear operators on X. The notation C 0 (X, Y ) stands for the set of all continuous mappings f : X → Y between metric spaces X and Y . Given a metric space X, we write int A for the interior of a subset A ⊂ X. The right upper Dini derivative of a function γ : R → R at t ∈ R is defined by
and is allowed to assume the values ±∞. Analogously, the right lower Dini derivative of γ at t is defined by
Finally, we introduce the following classes of comparison functions which are frequently used in Lyapunov stability theory.
Infinite interconnections
We study the interconnection of countably many systems, each given by a finite-dimensional ordinary differential equation (ODE) . Using N as the index set (by default), the i-th subsystem is written as
The family (Σ i ) i∈N comes together with sequences (n i ) i∈N , (m i ) i∈N of positive integers and finite index sets I i ⊂ N\{i}, i ∈ N, so that the following assumptions hold.
• The state vector x i of Σ i is an element of R n i .
• The vectorx i is composed of the state vectors x j , j ∈ I i . The order of these vectors plays no particular role (as the index set N does not), so we do not specify it.
• The external input vector u i is an element of R m i .
• The right-hand side is a continuous function f i :
• Unique local solutions of the ODE (1) (in the sense of Carathéodory) exist for all initial states x i0 ∈ R n i and all locally essentially bounded functionsx i (·) and u i (·) (which are regarded as time-dependent inputs). We denote the corresponding solution by φ i (t, x i0 ,x i , u i ).
In the ODE (1), we considerx i (·) as an internal input and u i (·) as an external input (which may be a disturbance or a control input). The interpretation is that the subsystem Σ i is affected by finitely many neighbors, indexed by I i , and its external input.
To define the interconnection of the subsystems Σ i , we consider the state vector x = (x i ) i∈N , the input vector u = (u i ) i∈N and the right-hand side f (x, u) := (f 1 (x 1 ,x 1 , u 1 ), f 2 (x 2 ,x 2 , u 2 ), . . .). The interconnection is then formally written as Σ :ẋ = f (x, u).
To handle this infinite-dimensional ODE properly, we choose appropriate Banach spaces X ⊂ i∈N R n i and U ⊂ i∈N R m i and restrict f to X × U . As a natural choice, we use p -type spaces for both X and U , and impose assumptions on f to guarantee the existence and uniqueness of solutions.
Our goal is then to show that Σ is exponentially input-to-state stable (eISS) if each Σ i admits an eISS Lyapunov function and, additionally, a small-gain condition is satisfied.
Well-posedness
We want to model the state space X of Σ as a Banach space of sequences
The most natural choice is an p -space. To define such a space, we first fix a norm on each R n i (that might not only depend on the dimension n i but also on the index i). For brevity, we omit the index in our notation and simply write | · | for each of these norms. Then, for every
and equip this space with the norm |x| p :
and equip this space with the norm |x| ∞ := sup i∈N |x i |. The following proposition is proved with standard arguments, see e.g. [20] . Hence, we omit the details. (a) For each choice of norms on R n i , i ∈ N, and each p ∈ [1, ∞], the associated space p (N, (n i )) equipped with the norm | · | p is a Banach space.
(b) For each 1 ≤ p < ∞, the Banach space p (N, (n i )) is separable.
(c) For each pair (p, q) with 1 ≤ p < q ≤ ∞, the space p (N, (n i )) is continuously embedded into q (N, (n i )).
As the state space of the system Σ, we consider X := p (N, (n i )) for a fixed p ∈ [1, ∞] (in the stability analysis, only finite p will be considered). Similarly, for a fixed q ∈ [1, ∞], we consider the external input space U := q (N, (m i )), where we fix norms on R m i that we simply denote by | · | again. The space of admissible external input functions is defined by 2 U := u : R + → U : u is strongly measurable and essentially bounded ,
where we recall that a strongly measurable function is defined as a (Borel) measurable function with a separable image. Since q (N, (m i )) is separable for all finite q, strong measurability reduces to measurability (and even to weak measurability, see [21, Cor. 2, p. 73] ) in all of these cases. A continuous mapping ξ : I → X, defined on an interval I = [0, T * ) with T * ∈ (0, ∞], is called a solution of the infinite-dimensional ODE (2) with initial value x 0 ∈ X for the external input u ∈ U provided that the two conditions
hold for all t ∈ I, where the integral is the Bochner integral for Banach space valued functions.
If for each x 0 ∈ X and u ∈ U, a unique local solution exists, we say that the system is well-posed and write φ(·, x 0 , u) for any such solution. As usual, we consider the maximal extension of φ(·, x 0 , u) and write I max (x 0 , u) for its interval of existence. We say that the system is forward complete if I max (x 0 , u) = R + for all (x 0 , u) ∈ X × U.
Denoting by π i : X → R n i the canonical projection onto the i-th component (which is a bounded linear operator) and writing u(t) = (u 1 (t), u 2 (t), . . .), we obtain
for the internal inputx i (·) := (π j φ(·, x 0 , u)) j∈I i and the external input u i (·). Hence,
Sufficient conditions for the existence and uniqueness of solutions (and forward completeness) can be obtained from the general theory of Carathéodory differential equations on Banach spaces, see [22] as a general reference for systems with bounded generators.
The following theorem provides a set of conditions which is sufficient for well-posedness.
Theorem 3.2 Assume that the system Σ with state space X = p (N, (n i )) and external input space U = q (N, (m i )) satisfies the following assumptions.
(ii) For every u ∈ U , the mapping f (·, u) : X → X is continuous.
(iii) For every x ∈ X, the mapping f (x, ·) : U → X is continuous.
(iv) For each u ∈ U, there exist locally integrable functions , 0 :
hold for almost all t ∈ R + and all x 1 , x 2 ∈ X.
Then for every initial value x 0 ∈ X and every external input u ∈ U a unique solution φ(·, x 0 , u) : R + → X exists and for any u ∈ U, the mapping (t, x 0 ) → φ(t, x 0 , u) is continuous on R + × X.
Observe that Assumption (iii) in Theorem 3.2 implies that the function t → f (x, u(t)), R + → X is strongly measurable for each x ∈ X and u ∈ U, since it is the composition of the strongly measurable function u and the continuous function u → f (x, u). The theorem then follows immediately from [22, Thm. 2.4] .
Remark 3.3
We note that well-posed systems (2) are control systems in the sense of [23, Def. 1], and thus a number of results in the general ISS theory of infinite-dimensional systems [24] are valid also for the system (2). Example 3.4 Assume that the subsystems Σ i are linear:
Given a choice of norms on R n i and R N i = j∈I i R n j , consider the product norm
We make the following assumptions.
• The operator norms (with respect to the chosen vector norms on R n i , R N i and R m i ) of the linear operators A i ,Ã i , and B i are uniformly bounded over i ∈ N.
Now, we show that Assumptions (i)-(iv) in Theorem 3.2 are satisfied. Take x ∈ X = p (N, (n i )) and u ∈ U = p (N, (m i )). By using the inequality (a + b) p ≤ 2 p−1 (a p + b p ) (which holds for all a, b ≥ 0 due to the convexity of a → a p ) repeatedly, we obtain
where C 1 , C 2 , C 3 > 0 are appropriately chosen constants. This shows that Assumption (i) in Theorem 3.2 is satisfied. To see that Assumption (ii) holds, observe that for any x 1 , x 2 ∈ X and u ∈ U we have
for some constant C > 0. Furthermore,
which implies that Assumption (iii) is satisfied. Finally, for Assumption (iv), note that the inequality (4a) is valid with a constant function , due to (5) . For (4b), note that
By assumption, u is essentially bounded as a function from R + into p (N, (m i )), which implies that |u(·)| p is locally integrable.
Exponential input-to-state stability
Having a well-posed interconnection (2) with state space X = p (N, (n i )) and external input space U = q (N, (m i )), it is natural to study its stability with respect to both initial conditions and external inputs. The concept of input-to-state stability is suitable for both of these purposes. We equip the (linear) space U of external inputs with the sup-norm |u| q,∞ := ess sup t≥0 |u(t)| q and work with the following definition of input-to-state stability (cf. [25, Def. 6] ).
Definition 4.1
The system Σ is called input-to-state stable (ISS) if it is forward complete and there exist functions β ∈ KL and γ ∈ K such that for any initial state x 0 ∈ X and any u ∈ U the corresponding solution satisfies
If the decay of the norm of φ(t, x 0 , u) is exponential in t, the system is called exponentially input-to-state stable. The precise definition reads as follows.
Definition 4.2
The system Σ is called exponentially input-to-state stable (eISS) if it is forward complete and there are constants a, M > 0 and γ ∈ K such that for any initial state x 0 ∈ X and any u ∈ U the corresponding solution satisfies
We note that, by the causality of Σ, eISS implies the following inequality:
For any continuous function V : X → R, let us define the orbital derivative at x ∈ X for the external input u ∈ U by
where the right-hand side is the right upper Dini derivative of the function t → V (φ(t, x, u)), evaluated at t = 0.
Exponential input-to-state stability is implied by the existence of an exponential ISS Lyapunov function, which we define in a dissipative form as follows.
Definition 4.3 A continuous function
hold for all x ∈ X and u ∈ U.
The importance of eISS Lyapunov functions is due to the following result (the proof is a variation of the arguments given in [25, Thm. 1] , and thus only some of the steps are provided). Pick any ε ∈ (0, κ) and define χ(r) :
By arguing similarly to [25, Thm. 1], we obtain the following inequality for all x ∈ X, u ∈ U, and t ≥ 0:
In view of (6a), we get
which, by the monotonicity of γ, implies that
showing the exponential ISS property for Σ.
Remark 4.5 One can find some variations of the eISS property in [26, p. 2736] . Observe that in our definition of eISS Lyapunov functions, in addition to the exponential decay along the trajectory, we also assume that bounds of the form (6a) hold. The inequalities (6a) are needed to ensure that the existence of an eISS Lyapunov function implies eISS. The exponential decay of a Lyapunov function along trajectories alone is not sufficient for this implication.
The gain operator and its properties
Our main objective is to develop conditions for input-to-state stability of the interconnection of countably many subsystems (1), depending on certain stability properties of the subsystems.
Assumptions on the subsystems
We assume that each subsystem Σ i , given by (1), is exponentially ISS and there exist continuous eISS Lyapunov functions with linear gains for all Σ i . Restating the concept of an eISS Lyapunov function (Definition 4.3) for the subsystem Σ i , we see that the gain γ in this definition indicates the influence of the aggregated input onto the system. For our purposes, this information is not sufficient as we would like to know how each j-th subsystem influences each i-th subsystem as in the next assumption.
Assumption 5.1 For each i ∈ N there exists a continuous function V i :
• There are constants λ i , γ ij , γ iu > 0 so that the following holds: for each
and for almost all t in the maximal interval of existence of φ i (t) :
where we denote the components ofx i by x j (·).
• For all t in the maximal interval of the existence of φ i
We furthermore assume that the following uniformity conditions hold for the constants introduced above.
Assumption 5.1 enforces stability properties of the subsystems Σ i . In order to speak about the interconnection of all subsystems in (1), we should define the state space for the interconnection as well as the space of input values. The inequalities (7) and (8) suggest the following choice: X = p (N, (n i )) and U = q (N, (m i )). We thus make the following well-posedness assumption.
Assumption 5. 3 The system Σ with state space X = p (N, (n i )) and ex-
Remark 5. 4 We define the state and input space for the overall interconnected system based on the values of the parameters p, q which we obtain from Assumption 5.1. However, the choice of the state space depends also on the physical meaning of the variables x i . For example, if x i represents a mass, and we are interested in the dynamics of the total mass of a system, then a reasonable choice of the state space for the interconnection is X = 1 (N, (n i )), and if x i represents a velocity and we are interested in the dynamics of the total kinetic energy of the system, then it is natural to choose X = 2 (N, (n i )). Therefore, to meet the needs of applications, one should construct the ISS Lyapunov functions V i for some specific values of p, q.
We note that inequalities (7) in terms of the K ∞ -functions r → αr p and r → αr p turn out to be crucial for a sum-type construction of an eISS Lyapunov function for Σ.
In order to formulate a small-gain condition, we further introduce infinite nonnegative matrices by collecting the coefficients from (8) as follows:
where we put γ ij := 0 whenever j / ∈ I i . We also introduce the infinite matrix
Under an appropriate boundedness assumption, the matrix Ψ acts as a linear operator on 1 by
We call Ψ : 1 → 1 the gain operator associated with the decay rates λ i and coefficients γ ij .
We make the following assumption, which is equivalent to Γ being a bounded operator from 1 to 1 .
Assumption 5.5 The matrix Γ = (γ ij ) satisfies
where the double index on the left-hand side indicates that we consider the operator norm induced by the 1 -norm both on the domain and codomain of the operator Γ. (12), is a bounded operator.
Proof: It holds that
which is equivalent to boundedness of Ψ. A sufficient (though not necessary) condition for (13) is provided by the following lemma. The proof is simple and is omitted here. 
Spectral radius of the gain operator
In this subsection, we prove an auxiliary result which yields the existence of an infinite vector µ ∈ ∞ that can be used to construct an eISS Lyapunov function for Σ from the individual Lyapunov functions V i , under the assumption that r(Ψ) < 1 (the small-gain condition) holds for the spectral radius of Ψ.
For an overview of the concepts from functional analysis used in the following pages, see Appendix A.
The adjoint operator of Ψ acts on ∞ (which is canonically identified with the dual space ( 1 ) * ) and can be described by the transpose Θ := Ψ , Θ = (θ ij ) = (ψ ji ) as
On the Banach space ∞ , we define the cone
and observe that the interior of K is nonempty and given by
Clearly, Θ maps the cone K into itself, hence, is a positive operator with respect to this cone. The partial order on ∞ , induced by K, is given by
We now consider a perturbation of Θ of the form Θ ε := Θ + S ε , S ε = (ε ij ) i,j∈N , where ε ij > 0 for all i, j ∈ N. We assume that S ε satisfies the following assumptions:
• There exists ε > 0 so that
• For every j ∈ N there is ε j > 0 with ε ij ≥ ε j for all i ∈ N.
An example for an operator as introduced above is
The following result states the crucial properties of the operator Θ ε .
Lemma 5.9 The operator Θ ε acts as a bounded and strictly positive linear operator on the ordered Banach space ( ∞ , K). Moreover, S ε ≤ ε.
Proof: Boundedness and S ε ≤ ε easily follow from (14) . To show that Θ ε is strictly positive, i.e., Θ ε (K\{0}) ⊂ int K, let 0 = x ∈ K. Since x i * > 0 for some i * ∈ N, we obtain
Theorem A.3 in the Appendix shows that the spectral radius of Θ ε satisfies
The next technical result will be used to show the main result of the paper (cf. Theorem 6.1).
Lemma 5.10 Assume that the spectral radius of Θ satisfies r(Θ) < 1 and that there exists a constant λ > 0 such that λ i ≤ λ for all i ∈ N. Then (i) there exist a vector µ = (µ i ) i∈N ∈ int K and a constant λ ∞ > 0 so that
(ii) for every ρ > 0 we can choose the vector µ and the constant λ ∞ so that
Proof: (i). Since Θ ε → Θ as ε → 0, and the spectral radius depends upper semicontinuously on the operator (see, e.g., [27, Thm. 1.1(i)]), the assumption r(Θ) < 1 implies r(Θ ε ) < 1 for every sufficiently small ε > 0. By (15) , for every δ > 0 one can find 0 = η ∈ K with Θ ε η ≤rη,r := r(Θ ε ) + δ,
where we choose ε > 0 and δ > 0 small enough so thatr < 1. Since Θ ε maps K\{0} into int K, one obtains η ∈ int K implying that we have a positive uniform lower bound on the entries of η. Now recall that Θ ε = Θ + S ε = (Λ −1 Γ) + S ε . Hence, transposing (16) yields η (Λ −1 Γ + S ε ) ≤rη , where the inequality '≤' is understood component-wise. By defining µ := η Λ −1 , the previous inequality can be written as µ (−rΛ + Γ + ΛS ε ) ≤ 0.
We transform this inequality into
and thus obtain
and the first statement follows with λ ∞ := (1 −r)λ. Here, we use the assumption λ i ≤ λ, guaranteeing that the components of µ satisfy
(ii). This follows from the upper semicontinuity of the spectral radius.
Small-gain theorem
In this section, we prove that the interconnected system Σ is exponentially ISS under the given assumptions, provided that the spectral radius of the gain operator satisfies r(Ψ) < 1.
By Proposition 4.4, our objective is reduced to finding an eISS Lyapunov function for the interconnection Σ under the small-gain condition r(Ψ) < 1. This is accomplished by the following small-gain theorem, which is the main result of the paper. Theorem 6.1 Consider the infinite interconnection Σ, composed of subsystems Σ i , i ∈ N, with fixed p, q ∈ [1, ∞), and let the following assumptions be satisfied.
(i) Σ is well-posed as a system with state space X = p (N, (n i )), space of input values U = q (N, (m i )), and the external input space U, as defined in (3).
(ii) Each Σ i admits a continuous eISS Lyapunov function V i so that Assumptions 5.1 and 5.2 are satisfied.
(iii) The operator Γ : 1 → 1 is bounded, i.e., Assumption 5.5 holds.
(iv) The spectral radius of Ψ satisfies r(Ψ) < 1.
Then Σ admits an eISS Lyapunov function of the form
for some µ = (µ i ) i∈N ∈ ∞ satisfying µ ≤ µ i ≤ µ with some constants µ, µ > 0. In particular, the function V has the following properties.
(a) V is continuous.
(b) There is a λ ∞ > 0 so that for all x 0 ∈ X and u ∈ U
(c) For every x ∈ X the following inequalities hold:
In particular, Σ is eISS.
Proof: First, we prove the result for the case that there is a constant λ > 0 with λ i ≤ λ for all i ∈ N.
Inequality (19) means that the decay rates of the eISS Lyapunov functions for all subsystems are uniformly bounded. Afterwards, we treat the general case.
The proof proceeds in five steps.
Step 1 (Definition and coercivity of V ): First observe that the spectral radii of Ψ = Λ −1 Γ : 1 → 1 and Θ = Ψ : ∞ → ∞ are the same, since the second operator is the adjoint of the first. Hence, Lemma 5.10 yields a positive vector µ = (µ i ) i∈N ∈ ∞ whose components are uniformly bounded away from zero, and a constant λ ∞ > 0 so that
To check that V constructed as in (17) is well-defined, note that for all
This also shows the upper bound for (18) . The lower bound for (18) is obtained analogously, and thus inequality (6a) holds for V (with b = p).
Step 2 (Continuity of V ): Fix a point x = (x i ) i∈N ∈ X and some ε > 0. Choose δ 0 , ε > 0 so that
Subsequently, choose N ∈ N large enough such that ∞ i=N +1 |x i | p ≤ ε . Finally, choose δ ∈ (0, δ 0 ] so that for every y i ∈ R n i the following implication holds:
where we use continuity of V i at x i . Now let y = (y i ) i∈N ∈ X be chosen so that |x − y| p < δ. In particular, this implies |x i − y i | < δ for i = 1, . . . , N . Then
The remainder sum can be estimated as
where we use (a + b) p ≤ 2 p−1 (a p + b p ) for all a, b ≥ 0, p ≥ 1, which follows from the convexity of a → a p . Altogether, one obtains |V (x) − V (y)| < ε, showing that V is continuous at x.
Step 3 (Estimate of the orbital derivative): Fix an initial state x 0 ∈ X and an external input u ∈ U. We write φ(t) = φ(t, x 0 , u), φ i (t) = π i φ(t), x i (t) = (π j φ(t)) j∈I i , where π i denotes the projection to the i-th component. Then for any t > 0 (where φ(t) is defined), we obtain 0) ) .
Since the inequalities (8) are valid for almost all positive times, the function on the right-hand side of (8) is Lebesgue integrable, and since we assume 
We now apply the Fubini-Tonelli theorem in order to interchange the infinite sum and the integral (interpreting the sum as an integral associated with the counting measure on N). To do this, it suffices to prove that the following integral is finite.
Using (7), (9), (11) , and (19), we can upper bound the inner term by
By summing the three terms over i, one obtains
for some constants c 1 , c 2 , c 3 , c 4 > 0. In the inequality for the middle term, we used the boundedness assumption on the operator Γ. Hence,
for some constant c > 0, where we use the fact that the integrand in the last term is essentially bounded (s → |φ(s)| p p is continuous and s → |u(s)|is essentially bounded). Using the notation
and applying the Fubini-Tonelli theorem, we can then conclude that
where we use (20) to show the second inequality above. Since s → V (φ(s)) is continuous, one obtains
Hence, (6b) holds for V with κ = λ ∞ and γ(r) = µ γ u r q .
Step 4 (Proof of eISS): We showed that properties (a)-(c) are satisfied for V . Thus, V is an eISS Lyapunov function for Σ and Σ is eISS by Proposition 4.4. Hence, for the case of uniformly upper-bounded λ i the theorem is proved.
Step 5 (Unbounded decay rates λ i ): Assume that (19) does not hold for any λ. Pick any h > 0 and define the reduced decay rates λ h i := min{λ i , h}. Thus, λ h i ≤ h for all i ∈ N, which allows us to invoke the previous analysis. Indeed, as the inequalities (8) hold with λ i , they also hold with λ h i . Now let us define the modified operators Λ h , Ψ h by
Considering (Λ h ) −1 as an operator from 1 to 1 , it is easy to see that (Λ h ) −1 → Λ −1 as h → ∞. As Γ is a bounded operator by assumption, it also holds that Ψ h → Ψ as h → ∞.
By the small-gain condition, we have r(Ψ) < 1. As the spectral radius is upper semicontinuous on the space of bounded operators on a Banach space (see e.g. [27, Thm. 1.1(i)]), it holds that r(Ψ h ) < 1 for h large enough. As the coefficients λ h i are uniformly bounded, by feeding the operator Ψ h to Lemma 5.10, we obtain a vector µ = µ(h) and a coefficient λ ∞ = λ ∞ (h), so that (by the first four steps of this proof) (17) is an eISS Lyapunov function for Σ with decay rate λ ∞ . Remark 6.2 Theorem 6.1 provides a so-called dissipative form small-gain theorem. For large-but-finite networks, this form of SGCs has received considerable attention [30, 31, 17] and has been applied to distributed control design [30] , compositional construction of (in)finite-state abstractions [32, 33] , cyber-security of networked systems [34] , and networked control systems with asynchronous communication [35] . Our result is a generalization of [17, Prop. 3.3] where the corresponding small-gain condition is a consequence of the Perron-Frobenius theorem; cf. Remark 6.4 Often the eISS Lyapunov functions V i for the subsystems (1) are assumed to be continuously differentiable. In this case, the dissipative conditions for the ISS Lyapunov functions V i can be formulated in a computationally simpler style, namely
These conditions have to be valid for all
The expression on the left-hand side of inequality (21) represents a formula for the computation of the orbital derivative of V i under the assumption that V i is smooth enough. The proof of the corresponding small-gain theorem goes along the same lines as in Theorem 6.1.
Necessity of the required assumptions and tightness of the small-gain result
Assumptions (7) and (9) are necessary for the overall eISS Lyapunov function V to be well-defined and coercive. If we remove the lower bound in (7) or (9), we might still be able to prove ISS (though not eISS) of the interconnection by using results on non-coercive ISS Lyapunov functions, cf. [24, Thm. 2.18], but additional assumptions on boundedness of reachable sets might be necessary. Without Assumption (10) we do not have a uniform decay rate for the solutions of the subsystems, which prevents us from getting already asymptotic stability for the interconnection, even if the system is linear and all internal and external gains are zero. Consider, e.g., the infinite network
with the input space U := L ∞ (R + , R), state space X = p for any p ∈ [1, ∞], and with Lyapunov functions V i (z) = z 2 for all i ∈ N and z ∈ R. With this choice of Lyapunov functions, all the assumptions which we impose for the small-gain theorem will be satisfied, except for (10) . At the same time, the network is not even exponentially stable in the absence of inputs. Furthermore, inputs of arbitrarily small magnitude may lead to unboundedness of trajectories, as mentioned, e.g., in [36, Sec. 6, p. 247]. Assumption (13) is again crucial for the validity of the small-gain theorem, as shown by the following simple examplė
where we again choose X = p for any p ∈ [1, ∞]. Choosing V i (z) = z 2 for all i ∈ N and z ∈ R, after some elementary manipulations we can again see that all the assumptions of the small-gain theorem are fulfilled, but the overall system is not ISS.
Finally, the spectral radius condition cannot be removed or relaxed. This is already well-known for (nonlinear) planar systems; see [37, Sec. 1.5.4] for the tightness analysis of the small-gain condition.
Examples
In this section we apply our results to three examples: linear spatially invariant systems, nonlinear spatially invariant systems with a nonlinearity satisfying the sector condition, and to a road traffic model. In all cases, we construct eISS Lyapunov functions with linear gains for all subsystems, and then apply our small-gain result to construct an exponential ISS Lyapunov function for the overall network.
A linear spatially invariant system
Consider an infinite network of systems Σ i , given by
∈ R for each i ∈ N and b 10 = 0. We consider the standard Euclidean norm on R for each i ∈ N and assume that there is a constant b > 0 so that
From Example 3.4, it immediately follows that the composite system is wellposed with p = 2. For each subsystem Σ i , we choose the eISS Lyapunov function candidate V i (x i ) = 1 2 x 2 i satisfying (7) and (9) . Using Young's inequality, one can simply verify (8) as follows.
for appropriate choices of ε i , δ i > 0. Hence, we can choose
and assume that ε i , δ i are such that (10) and (13) are satisfied. It follows that the infinite matrix Ψ has the form
where ψ ij = γ ij /λ i . We estimate the spectral radius r(Ψ) by the operator norm Ψ as
Altogether, the following set of sufficient conditions guarantee that the interconnection defined above is eISS.
• max{b ii , |b i(i−1) |, |b i(i+1) |} ≤ b for all i ∈ N with a constant b > 0 (for well-posedness).
• The constants ε i , δ i > 0 are chosen such that -Assumptions (ii) and (iii) in Theorem 6.1 hold with 0 < λ ≤
the small-gain condition r(Ψ) < 1 holds, for which it suffices to
Remark 7.1 As we argued in Remark 5.4, the choice of the "right" Lyapunov functions depends on the physical sense of the variables, and thus quadratic Lyapunov functions, and the corresponding state space X = 2 (N, (n i )) may not be physically appropriate for some applications. However, there are other natural options for Lyapunov functions for the subsystems Σ i , for example W i (x i ) := |x i |, which would lead to other values of the gains, and to another expression for the small-gain condition.
A nonlinear multidimensional spatially invariant system
Here, we analyze a class of nonlinear control systems which widely appeared in many applications, including neural networks, analysis and design of optimization algorithms, Lur'e problem, and so on (see [38] and the references therein).
Consider an infinite network whose subsystems are described by
We consider the standard Euclidean norm on each R n i , R m i and R N i , and assume that A i , E i , G i , B i , D i are uniformly bounded for all i ∈ N. That is,
Additionally, we assume that the nonlinear functions ϕ i : R → R satisfy
for all x i ∈ R n i with r i > l i , l i , r i ∈ R. Moreover, we assume that the nonlinear functions ϕ i : R → R have some regularity properties such that the interconnected system Σ with state space X := 2 (N, (n i )) and input space U := 2 (N, (m i )) is well-posed. Now let for all i ∈ N the function V i be defined as
where λ min (·) and λ max (·) denote the smallest and largest eigenvalues, respectively.
Assume that for all i ∈ N, x i ∈ R n i , and ϕ i : R → R satisfying (23), the inequality
holds for some κ i with 0 < κ ≤ κ i for some κ.
Hence, the function V i (x i ) = x i M i x i is an eISS Lyapunov function for the subsystem Σ i satisfying (7) and (8) with
With α := m and α := m, (9) is satisfied. With a uniformity condition on ε i , say 0 < ε ≤ ε i ≤ ε < ∞ so that κ − 2ε > 0, we see that (10) also holds with λ := κ − 2ε. Finally, we have
showing that (13) is satisfied by Lemma 5.8, and
which implies (11) . Clearly, the infinite matrix Ψ := Λ −1 Γ, for Λ and Γ as in (12), has the same form as the one in (22) . In that way, with the same arguments as in Section 7.1, one can conclude that any choice of the numbers ε i such that md 2 (κ−2ε)m ε < 1 2 for all i ∈ N leads to r(Ψ) < 1.
Hence, by Theorem 6.1 there exists µ = (µ i ) i∈N ∈ ∞ satisfying 0 < µ ≤ µ i ≤ µ < ∞ with constants µ, µ such that function V (x) = ∞ i=1 µ i x i M i x i is an eISS Lyapunov function for the interconnected system Σ. Remark 7.3 In this example, we have used the Euclidean norm for the space R N i ofx i -vectors. However, one could utilize in computations also more specific norms, based on our choice of the Lyapunov functions V i , which lead to more precise bounds on the gains.
For example, note that V i−1 (·) is a norm on R n i , and thus one can define a norm on R N i bȳ
Now instead of (26), we could obtain the estimate
where the double index on the left-hand side indicates that we consider the operator norm induced by the norm |||·||| on the domain and by Euclidean norm on the codomain of the corresponding operator. Proceeding further, we can again verify that the function V i (x i ) = x i M i x i is an eISS Lyapunov function for the subsystem Σ i , and at the same time avoid a rather rough estimate of |x i | 2 by V i−1 (x i−1 ) λ min (M i−1 ) . Furthermore, each subsystem Σ i admits an eISS Lyapunov function of the form V i (x i ) = 1 2 x 2 i . The function V i satisfies (7) and (8) for all i ∈ N with
A road traffic model
In that way, one can readily observe that
Additionally, the infinite matrix Ψ := Λ −1 Γ = (ψ ij ) i,j∈N = (γ ij /λ i ) i,j∈N , for Λ and Γ defined in (12) , has the following structure.
The spectral radius r(Ψ) can be estimated by
Hence, any choice of the constants ε i such that
for all i ∈ N, leads to r(Ψ) < 1. Hence, by Theorem 6.1 there exists
is an eISS Lyapunov function for the interconnected system Σ.
Conclusions
In this paper, we developed sufficient small-gain type conditions for showing exponential ISS of networks consisting of countably infinite numbers of exponentially ISS subsystems. Our main mathematical tool is the theory of positive linear operators in ordered Banach spaces. The proposed small-gain conditions, expressed in terms of the spectral radius of the resulting gain operator, can be checked in a computationally efficient way for large classes of systems. We applied our results to some linear and nonlinear systems.
Our results can be extended in several directions. A challenging open question is whether similar conditions can be derived for (generally, nonexponential) input-to-state stability of countable interconnections of merely ISS subsystems. One of the questions arising on this direction is to relate the condition "spectral radius is less than one" with the robust strong small-gain condition introduced in [11] .
Another direction is to use our results for the development of scale-free distributed/decentralized control design, which is now under investigation. In the spirit of [41] , our future work also investigates the necessity of such small-gain conditions.
• If x ∈ K and λ ≥ 0, then λx ∈ K.
• If x, −x ∈ K, then x = 0.
In particular, the former of these properties together with the convexity implies that for any x, y ∈ K and λ, µ ≥ 0 also λx + µy ∈ K.
The specification of a cone in X defines a partial order:
x ≥ y ⇔ x − y ∈ K, ∀x, y ∈ X.
The pair (X, K) is thus called an ordered Banach space.
We say that a cone K is generating if it spans X, i.e., if every element of X is a finite linear combination of elements of K. It is easy to see that this is equivalent to K − K = X, where K − K := {x − y : x, y ∈ K}.
Once a cone K has been specified, a bounded linear operator T : X → X is called positive if T (K) ⊂ K. In this case, we write T > 0. The positivity of an operator T can also be expressed by the implication x ≥ y ⇒ T x ≥ T y.
We define the dual cone 4 of K as K * := {x * ∈ X * : x * (x) ≥ 0 for all x ∈ K} . Now, one can easily establish the following lemma (see also [42, Lem. 1.34] ).
Lemma A.1 Let K be a generating cone in X. Then K * is a cone in X * . If T > 0, then T * (K * ) ⊂ K * , i.e., T * is a positive operator with respect to the cone K * .
In general, it is not clear whether K * contains nonzero elements if K does. However, if K has nonempty interior, this is the case as shown in the next propostion.
Proposition A.2 Assume that the cone K has nonempty interior. Then K is generating and K * contains elements different from zero. See [43, Lem. 1.1.4] and [18] for the proof.
To derive a result about the spectral radius of a positive operator T , we introduce the following numbers: Clearly, λ(T ), λ(T ) ≥ 0. The following theorem is essentially derived from the analysis in [19, Sec. 6] .
Theorem A.3 Let T : X → X be a positive bounded linear operator on the Banach space X. Further assume that int K = ∅. Then r(T ) ≥ λ(T * ) ≥ λ(T ).
Proof: Since K has nonempty interior, it is generating by Proposition A.2. Then, by Andô's Theorem [42, Thm. 2.42] , there exists a constant q > 0 so that 0 ≤ x * ≤ y * in X * implies |x * | ≤ q|y * |. Also, by Lemma A.1, the operator T * is positive.
The proof now proceeds in two steps.
Step 1 : We show that r(T ) ≥ λ(T * ): assume that 0 = x * ∈ K * and λ ≥ 0 such that T * x * ≥ λx * . We may assume that |x * | = 1. Then (T * ) n x * ≥ λ n x * for all n ∈ N and thus λ n = |λ n x * | ≤ q|(T * ) n x * | ≤ q (T * ) n .
This implies (T * ) n 1/n ≥ λ q 1/n . As λ was chosen arbitrarily, by Gelfand's formula (28) , r(T ) = r(T * ) ≥ λ(T * ).
Step 2 : Note that Step 1, in particular, shows that λ(T * ) ∈ [0, r(T )]. We complete the proof by showing that λ(T * ) ≥ λ(T ). Let λ := λ(T * ) + ε for some ε > 0. Then for no 0 = x * 0 ∈ K * it holds that T * x * 0 − λx * 0 ≥ 0. Let us define P := {λx − T x : x ∈ K}. Note that this set is convex and nonempty. Clearly, 0 ∈ P ∩ K. If P ∩ K = {0}, then there is 0 = x 0 ∈ K with T x 0 ≤ λx 0 , implying λ(T ) ≤ λ = λ(T * )+ε. We assume to the contrary that P ∩ K = {0}. Since both P and K are convex and K has nonempty interior, Eidelheit's Separation Theorem [44, Thm. 2.2.16] guarantees the existence of 0 = x * 0 ∈ X * and c ∈ R such that x * 0 (λx − T x) ≤ c and x * 0 (x) ≥ c for all x ∈ K. Choosing x := 0, we see that c = 0. Hence, x * 0 ∈ K * and (λx * 0 − T * x * 0 )(x) ≤ 0 for all x ∈ K, implying T * x * 0 − λx * 0 ≥ 0, which is a contradiction. Hence, λ(T ) ≤ λ(T * ) + ε for all ε > 0, implying λ(T ) ≤ λ(T * ).
From [19, Thm. 17] it actually follows that r(T ) = λ(T ) provided that T is a strictly positive operator, i.e., T (K\{0}) ⊂ int K, and some mild assumption on the norm in X is satisfied.
