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Abstract—We present a novel distributed Gauss-Newton
method for the non-linear state estimation (SE) model based on
a probabilistic inference method called belief propagation (BP).
The main novelty of our work comes from applying BP
sequentially over a sequence of linear approximations of the SE
model, akin to what is done by the Gauss-Newton method. The
resulting iterative Gauss-Newton belief propagation (GN-BP)
algorithm can be interpreted as a distributed Gauss-Newton
method with the same accuracy as the centralized SE, however,
introducing a number of advantages of the BP framework. The
paper provides extensive numerical study of the GN-BP
algorithm, provides details on its convergence behavior, and
gives a number of useful insights for its implementation.
Index Terms—State Estimation, Electric Power System, Factor
Graphs, Belief Propagation, Distributed Gauss-Newton Method
I. INTRODUCTION
Motivation: Electric power systems consist of generation,
transmission and consumption spread over wide geographical
areas. They are operated from control centers by the power
system operators. Maintaining normal operation conditions is
of the central importance for the power system operators [1].
Control centers are traditionally operated in centralized and
independent fashion. However, increase in the system size
and complexity, as well as external socio-economic factors,
lead to deregulation of power systems, resulting in
decentralized structure with distributed control centers.
Cooperation in control and monitoring across distributed
control centers is critical for efficient system operation.
Consequently, existing centralized algorithms have to be
redefined based on new requirements for distributed
operation, scalability and computational efficiency [2].
System monitoring is an essential part of control centers,
providing control and optimization features that rely on
accurate state estimation (SE). The centralized SE approach
applies centralized SE algorithms over the measurements
collected at the control center. Typically, the Gauss-Newton
method is applied to solve the non-linear weighted
least-squares (WLS) problem [3]. In contrast, decentralized
SE applies distributed SE algorithms in order to distribute
communication and computation across multiple control
centers. Distributed SE algorithms may or may not require
local control centers to coordinate and exchange data with a
global control center [4]. Their main target is achieving the
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same state estimate accuracy as the centralized SE
algorithms, with as low communication, storage and
computation complexity.
Literature Review: The mainstream distributed SE
algorithms exploit matrix decomposition techniques applied
over the Gauss-Newton method. These algorithms usually
achieve the same accuracy as the centralized SE algorithm
and work either with global control center [5]–[7] or without
it [8]–[11]. Recently, SE algorithms based on distributed
optimization [12], and in particular, the alternating direction
method of multipliers became very popular [13], [14]. In
[15], the robust decentralized Gauss-Newton algorithm is
proposed which provides flexible communication model, but
suffers from slight performance degradation compared to the
centralized SE. The work in [16] presents a fully distributed
SE algorithm for wide-area monitoring which provably
converges to the centralized SE. Recently, in [17], a new
hierarchical multi-area SE method is proposed, where the
algorithm converges close to the centralized SE solution with
improved convergence speed. We refer the reader to [18] for
a detailed survey of the distributed multi-area SE. In
addition, we note that most of the distributed SE papers
implicitly consider wide-area monitoring and transmission
grid scenario, which is the approach we follow in this paper.
Belief-Propagation Approach: In this paper, we solve the
SE problem using probabilistic graphical models, a powerful
tool for modeling the dependencies among the systems of
random variables. We represent the SE problem using
graphical models called factor graphs and solve it using the
belief propagation (BP) algorithm. BP is a fully distributed
algorithm suitable for accommodation of distributed power
sources and time-varying loads. Moreover, placing the SE
into the graphical models framework enables efficient
inference, but also, a rich collection of tools for learning
parameters of the graphical model from observed data [19].
The work in [20] provides the first demonstration of BP
applied to the SE problem. Although this work is elaborate
in terms of using, e.g., environmental correlation via
historical data, it applies BP to a linear approximation of the
non-linear functions. The non-linear model is recently
addressed in [21], where tree-reweighted BP is applied using
preprocessed weights obtained by randomly sampling the
space of spanning trees. The work in [22] investigates
Gaussian BP convergence for the DC model. Although the
above results provide initial insights on using BP for
distributed SE, the BP-based solution for non-linear SE
model and the corresponding performance and convergence
analysis is still missing. This paper intends to fill this gap.
Contributions: In this paper, we present a novel distributed
BP-based Gauss-Newton algorithm, where the BP is applied
sequentially over the non-linear model, akin to what is done
by the Gauss-Newton method. The resulting Gauss-Newton BP
(GN-BP) algorithm represents a BP counterpart of the Gauss-
Newton method and introduces a number of advantages over
the current state-of-the-art in non-linear SE:
• The GN-BP is the first BP-based solution for the
non-linear SE model achieving exactly the same accuracy
as the centralized SE via Gauss-Newton method.
• In comparison with the distributed SE algorithms that
exploit matrix decomposition, the GN-BP is robust to
ill-conditioned scenarios caused by significant differences
between measurement variances, thus allowing inclusion of
arbitrary number of pseudo-measurements without impact
to the solution within the observable islands.
• Due to the sparsity of the underlying factor graph, the
GN-BP algorithm has optimal computational complexity
(linear per iteration), making it particularly suitable for
solving large-scale systems.
• The GN-BP can be easily designed to provide asynchronous
operation and integrated as part of the real-time systems
where newly arriving measurements are processed as soon
as they are received [23].
• The GN-BP can easily integrate new measurements: the
arrival of a measurement at the control center will define a
new factor node which will be seamlessly integrated in the
graph as part of the time continuous process.
• In the multi-area scenario, the GN-BP algorithm can be
implemented over the non-overlapping multi-area SE
scenario without the central coordinator, where the GN-BP
algorithm neither requires exchanging measurements nor
local network topology among the neighboring areas.
• The GN-BP algorithm is flexible and easy to distribute
and parallelize. Thus, even if implemented in the
framework of centralized SE, it can be flexibly matched to
distributed computation resources (e.g., parallel processing
on graphical-processing units).
Finally, we note that this paper significantly extends the
conference version [24], providing a novel and detailed
convergence analysis of the GN-BP algorithm, a novel
BP-based bad data analysis, and extensive and insightful
numerical results section providing useful recipes for
practical implementation.
II. SE IN ELECTRIC POWER SYSTEMS
The SE algorithm estimates values of the state variables
based on the knowledge of network topology and
parameters, and measurements collected across the power
system. The network topology and parameters are provided
by the network topology processor in the form of the
bus/branch model, with branches of the grid usually
described using the two-port π-model [1, Ch. 1,2]. As an
input, the SE requires a set of measurements M of different
electrical quantities spread across the power network. Using
the bus/branch model and available measurements, the
observability analysis defines observable and unobservable
parts of the network, subsequently defining the additional set
of pseudo-measurements needed to determine the solution.
Finally, the measurement model can be described as the
system of equations [1, Ch. 4]:
z = h(x) + u, (1)
where x = [x1, . . . , xn]
T is the vector of the state variables,
h(x) = [h1(x), . . . , hk(x)]
T is the vector of measurement
functions, z = [z1, . . . , zk]
T is the vector of measurement
values, and u = [u1, . . . , uk]
T is the vector of uncorrelated
measurement errors. The SE problem in transmission grids is
commonly an overdetermined system of equations (k > n)
[3]. In general, the system (1) contains the set of non-linear
equations. In a usual scenario, the SE model takes bus
voltage magnitudes and bus voltage angles, transformer
magnitudes of turns ratio and transformer angles of turns
ratio as state variables x. Without loss of generality, in the
rest of the paper, we observe bus voltage angles θ =
[θ1, . . . , θN ] and bus voltage magnitudes V = [V1, . . . , VN ]
as state variables x ≡ [θ,V]T, thus the number of state
variables is n = 2N .
Each measurement Mi ∈ M is associated with measured
value zi, measurement error ui, and measurement function
hi(x). Assuming that measurement errors ui follow a zero-
mean Gaussian distribution, the probability density function
associated with the i-th measurement equals:
N (zi|x, vi) =
1√
2πvi
exp
{
[zi − hi(x)]2
2vi
}
, (2)
where vi is the variance of the measurement error ui, and
the measurement function hi(x) connects the vector of state
variables x to the value of the i-th measurement.
The solution of the SE problem can be found via
maximization of the likelihood function L(z|x), which is
defined via likelihoods of k independent measurements:
xˆ = argmax
x
L(z|x) = argmax
x
k∏
i=1
N (zi|x, vi). (3)
It can be shown that the solution of (3) can be obtained by
solving the WLS optimization problem [1, Ch. 2]. Based on
the available set of measurements, the WLS estimator xˆ ≡
[θˆ, Vˆ]T, can be found using the Gauss-Newton method:[
J(x(ν))TWJ(x(ν))
]
∆x(ν) = J(x(ν))TWr(x(ν)) (4a)
x(ν+1) = x(ν) +∆x(ν), (4b)
where ν = {0, 1, . . . , νmax} is the iteration index and νmax
is the number of iterations, ∆x(ν) ∈ Rn is the vector of
increments of the state variables, J(x(ν)) ∈ Rkxn is the
Jacobian matrix of measurement functions h(x(ν)) at
x = x(ν), W ∈ Rkxk is a diagonal matrix containing
inverses of measurement variances, and r(x(ν)) = z
−h(x(ν)) is the vector of residuals. Under these
assumptions, the maximum likelihood and WLS estimator
are equivalent to the maximum a posteriori (MAP) solution
[25, Sec. 8.6].
III. BP-BASED DISTRIBUTED GAUSS-NEWTON METHOD
As the main contribution of this paper, we adopt different
methodology to derive efficient BP-based SE method.
A. Gauss-Newton Method as a Sequential MAP Problem
Consider the Gauss-Newton method (4) where, at each
iteration step ν, the algorithm returns a new estimate of x
denoted as x(ν). Note that, after a given iteration, an
estimate x(ν) is a vector of known (constant) values. If the
Jacobian matrix J(x(ν)) has a full column rank, the equation
(4a) represents the linear WLS solution of the minimization
problem [26, Ch. 9]:
min
∆x(ν)
||W1/2[r(x(ν))− J(x(ν))∆x(ν)]||22. (5)
Hence, at each iteration ν, the Gauss-Newton method produces
WLS solution of the following system of linear equations:
r(x(ν)) = g(∆x(ν)) + u, (6)
where g(∆x(ν)) = J(x(ν))∆x(ν) comprises linear functions,
while u is the vector of measurement errors. The equation (4a)
is the weighted normal equation for the minimization problem
defined in (5), or alternatively (4a) is a WLS solution of (6).
Consequently, the probability density function associated with
the i-th measurement (i.e., the i-th residual component ri) at
any iteration step ν is:
N (ri(x(ν))|∆x(ν), vi)
=
1√
2πvi
exp
{
[ri(x
(ν))− gi(∆x(ν))]2
2vi
}
. (7)
The MAP solution of (3) can be redefined as an iterative
optimization problem where, instead of solving (4), we solve:
∆xˆ(ν) = arg max
∆x(ν)
L
(
r(x(ν))|∆x(ν)
)
= arg max
∆x(ν)
k∏
i=1
N
(
ri(x
(ν))|∆x(ν), vi
)
(8a)
x(ν+1) = x(ν) +∆xˆ(ν). (8b)
In the following, we show that the solution of the above
problem (8) can be efficiently obtained using the BP
algorithm applied over the underlying factor graph.
The solution ∆xˆ(ν) in each iteration ν = {0, 1, . . . , νmax}
of the outer iteration loop, is obtained by applying the
iterative BP algorithm within inner iteration loops. Every
inner BP iteration loop τ(ν) = {0, 1, . . . , τmax(ν)} outputs
∆xˆ(ν,τmax(ν)) ≡ ∆xˆ(ν), where τmax(ν) is the number of
inner BP iterations within the outer iteration ν. Note that, in
general, the BP algorithm operating within inner iteration
loops represents an instance of a loopy Gaussian BP over a
linear model defined by linear functions g(∆x(ν)). Thus, if
it converges, it provides a solution equal to the linear WLS
solution ∆x(ν) of (4a).
B. The Factor Graph Construction
From the factorization of the likelihood expression (8a),
one easily obtains the factor graph corresponding to the
GN-BP method as follows. The increments ∆x of state
variables x determine the set of variable nodes
V = {(∆θ1,∆V1), . . . , (∆θN ,∆VN )} and each likelihood
function N (ri(x(ν))|∆x(ν), vi) represents the local function
associated with the factor node. Since the residual equals
ri(x
(ν)) = zi − hi(x(ν)), in general, the set of factor nodes
F = {f1, . . . , fk} is defined by the set of measurements M.
The factor node fi connects to the variable node
∆xs ∈ {∆θs,∆Vs} if and only if the increment of the state
variable ∆xs is an argument of the corresponding function
gi(∆x), i.e., if the state variable xs ∈ {θs, Vs} is an
argument of the measurement function hi(x).
C. Derivation of BP Messages
Message from a Variable Node to a Factor Node:
Consider a part of a factor graph shown in Fig. 1 with a
group of factor nodes Fs = {fi, fw, ..., fW } ⊆ F that are
neighbours of the variable node ∆xs ∈ V . Let us assume
that the incoming messages µfw→∆xs(∆xs), . . . ,
µfW→∆xs(∆xs) into the variable node ∆xs are Gaussian
and represented by their mean-variance pairs
(rfw→∆xs , vfw→∆xs), . . . , (rfW→∆xs , vfW→∆xs).
Wf
wf
.
.
.
if
sx∆ )sx(∆if→sx∆µ
)sx(∆sx∆→wfµ
)sx(∆sx∆→Wfµ
Fig. 1. Message µ∆xs→fi (∆xs) from variable node ∆xs to factor node
fi.
The message µ∆xs→fi(∆xs) from the variable node ∆xs to
the factor node fi is equal to the product of all incoming
factor node to variable node messages arriving at all the other
incident edges [19, Sec. 8.4.4]. It is easy to show that the
message µ∆xs→fi(∆xs) is proportional to:
µ∆xs→fi(∆xs) ∝ N (∆xs|r∆xs→fi , v∆xs→fi), (9)
with mean r∆xs→fi and variance v∆xs→fi obtained as:
r∆xs→fi =
( ∑
fa∈Fs\fi
rfa→∆xs
vfa→∆xs
)
v∆xs→fi (10a)
1
v∆xs→fi
=
∑
fa∈Fs\fi
1
vfa→∆xs
, (10b)
where Fs \fi represents the set of factor nodes incident to the
variable node ∆xs, excluding the factor node fi. To conclude,
after the variable node ∆xs receives the messages from all of
the neighbouring factor nodes from the set Fs \fi, it evaluates
the message µ∆xs→fi(∆xs) and sends it to the factor node fi.
Message from a Factor Node to a Variable Node:
Consider a part of a factor graph shown in Fig. 2 that
consists of a group of variable nodes Vi = {∆xs, ∆xl, ...,
∆xL} ⊆ V that are neighbours of the factor node fi ∈ F .
Let us assume that the messages µ∆xl→fi(∆xl), . . . ,
µ∆xL→fi(∆xL) into factor nodes are Gaussian, represented
by their mean-variance pairs (r∆xl→fi , v∆xl→fi), . . . ,
(r∆xL→fi , v∆xL→fi).
.
.
.
if
)Lx(∆if→Lx∆µ
)lx(∆if→lx∆µ
)sx(∆sx∆→ifµ
Lx∆
lx∆
sx∆
Fig. 2. Message µfi→∆xs(∆xs) from factor node fi to variable node ∆xs.
The Gaussian function associated to the factor node fi is:
N (ri|∆xs,∆xl, . . . ,∆xL, vi)
∝ exp
{
[ri − gi(∆xs,∆xl, . . . ,∆xL)]2
2vi
}
, (11)
where the model contains only linear functions which we
represent in a general form as:
gi(·) = C∆xs∆xs +
∑
∆xb∈Vi\∆xs
C∆xb∆xb, (12)
where Vi \ ∆xs is the set of variable nodes incident to the
factor node fi, excluding the variable node ∆xs.
The message µfi→∆xs(∆xs) from the factor node fi to
the variable node ∆xs is defined as a product of all incoming
variable node to factor node messages arriving at other incident
edges, multiplied by the function associated to the factor node
fi, and marginalized over all of the variables associated with
the incoming messages [19, Sec. 8.4.4]. It can be shown that
the message µfi→∆xs(∆xs) from the factor node fi to the
variable node ∆xs is represented by the Gaussian function:
µfi→∆xs(∆xs) ∝ N (∆xs|rfi→∆xs , vfi→∆xs), (13)
with mean rfi→∆xs and variance vfi→∆xs obtained as:
rfi→∆xs =
1
C∆xs
(
ri −
∑
∆xb∈Vi\∆xs
C∆xb · r∆xb→fi
)
(14a)
vfi→∆xs =
1
C2∆xs
(
vi +
∑
∆xb∈Vi\∆xs
C
2
∆xb
· v∆xb→fi
)
. (14b)
The coefficients C∆xp , ∆xp ∈ Vi, are Jacobian elements of
the measurement function associated with the factor node fi:
C∆xp =
∂hi(xs, xl, . . . , xL)
∂xp
. (15)
To summarize, after the factor node fi receives the messages
from all of the neighbouring variable nodes from the set Vi \
∆xs, it evaluates the message µfi→∆xs(∆xs), and sends it to
the variable node ∆xs.
Marginal Inference: The marginal of the variable node
∆xs, illustrated in Fig. 3, is obtained as the product of all
incoming messages into the variable node ∆xs [19,
Sec. 8.4.4]. It can be shown that the marginal of the state
Wf
wf
.
.
.
if
sx∆
)sx(∆sx∆→wfµ
)sx(∆sx∆→Wfµ
)sx(∆sx∆→ifµ
Fig. 3. Marginal inference of the variable node ∆xs.
variable ∆xs is represented by the Gaussian function:
p(∆xs) ∝ N (∆xs|∆xˆs, v∆xs), (16)
with mean ∆xˆs which represents the estimated value of the
state variable increment ∆xs and variance v∆xs :
∆xˆs =
( ∑
fc∈Fs
rfc→∆xs
vfc→∆xs
)
v∆xs (17a)
1
v∆xs
=
∑
fc∈Fs
1
vfc→∆xs
, (17b)
where Fs is the set of factor nodes incident to the variable
node ∆xs.
Note that due to the fact that variable node and factor
node processing preserves “Gaussianity” of the messages,
each message exchanged in BP is completely represented
using only two values: the mean and the variance [27].
D. Iterative GN-BP Algorithm
To present the algorithm precisely, we introduce different
types of factor nodes. The indirect factor nodes Find ⊂ F
correspond to measurements that measure state variables
indirectly (e.g., power flows and injections). The direct
factor nodes Fdir ⊂ F correspond to the measurements that
measure state variables directly (e.g., voltage magnitudes).
Besides direct and indirect factor nodes, we define two
additional types of singly-connected factor nodes. The slack
factor node corresponds to the slack or reference bus where
the voltage angle has a given value, therefore, the residual of
the corresponding state variable is equal to zero, and its
variance tends to zero. Finally, the virtual factor node is a
singly-connected factor node used if the variable node is not
directly measured. Residuals of virtual factor nodes approach
zero, while their variances tend to infinity.
We refer to direct factor nodes and two additional types of
singly-connected factor nodes as local factor nodes Floc ⊂
F . Local factor nodes repeatedly send the same message to
incident variable nodes. It is important to note that local factor
nodes send messages represented by a triplet: mean (of the
residual), variance and the state variable value.
The GN-BP algorithm is presented in Algorithm 1, where
the set of state variables is defined as X = {x1, ..., xn}.
After the initialization (lines 1-5), the outer loop starts by
computing residuals for direct and indirect factor nodes, as
well as the Jacobian elements, and passes them to the inner
iteration loop (lines 8-19). The inner iteration loop (lines
20-29) represents the main algorithm routine which includes
Algorithm 1 The GN-BP
1: procedure INITIALIZATION ν = 0
2: for Each xs ∈ X do
3: initialize value of x
(0)
s
4: end for
5: end procedure
6: procedure OUTER ITERATION LOOP ν = 0, 1, 2, . . . ; τ = 0
7: while stopping criterion for the outer loop is not met do
8: for Each fs ∈ Fdir do
9: compute r
(ν)
s = zs − x
(ν)
s
10: end for
11: for Each fs ∈ Floc do
12: send µ
(ν)
fs→∆xs
, x
(ν)
s to incident ∆xs ∈ V
13: end for
14: for Each ∆xs ∈ V do
15: send µ
(ν)(τ=0)
∆xs→fi
= µ
(ν)
fs→∆xs
, x
(ν)
s to incident fi ∈ Find
16: end for
17: for Each fi ∈ Find do
18: compute r
(ν)
i = zi − hi(x
(ν)) and C
(ν)
i,∆xp
; ∆xp ∈ Vi
19: end for
20: procedure INNER ITERATION LOOP τ = 1, 2, . . .
21: while stopping criterion for the inner loop is not met do
22: for Each fi ∈ Find do
23: compute µ
(τ)
fi→∆xs
using (14)
24: end for
25: for Each ∆xs ∈ V do
26: compute µ
(τ)
∆xs→fi
using (10)
27: end for
28: end while
29: end procedure
30: for Each ∆xs ∈ V do
31: compute ∆xˆ
(ν)
s using (17) and x
(ν+1)
s = x
(ν)
s +∆xˆ
(ν)
s
32: end for
33: end while
34: end procedure
BP-based message inference described in the previous
subsection. We use synchronous scheduling, where all
messages in a given inner iteration are updated using the
output of the previous iteration as an input [28]. The output
of the inner iteration loop is the estimate of the state variable
increments. Finally, the outer loop updates the set of state
variables (lines 30-32). The outer loop iterations are repeated
until the stopping criteria is met.
Example 1 (Constructing a factor graph). In this toy
example, using a simple 3-bus model presented in Fig. 4(a),
we demonstrate the conversion from a bus/branch model with
a given measurement configuration into the corresponding
factor graph.
The corresponding factor graph is given in Fig. 4(b),
where the set of state variables is X = {(θ1, V1), (θ2, V2),
(θ3, V3)} and the set of variable nodes is V = {(∆θ1,∆V1),
(∆θ2,∆V2), (∆θ3,∆V3)}. The indirect factor nodes (orange
squares) are defined by corresponding measurements, where
in our example, active power flow MP12 and active power
injection MP3 measurements are mapped into factor nodes
Find = {fP12 , fP3}. The set of local factor nodes Floc
consists of the set of direct factor nodes (green squares)
12PM
3PM
2VM1VM
3
21
(a)
12Pf
3Pf
3Vf
2Vf
3θf
2θf1θf
1Vf
3θ
2θ1θ
3V
2V1V
3θ∆
2θ∆1θ∆
3V∆
2V∆1V∆
(b)
Fig. 4. Transformation of the bus/branch model and measurement
configuration (subfigure a) into the corresponding factor graph with different
types of factor nodes (subfigure b).
Fdir = {fV1 , fV2} defined by bus voltage magnitude
measurements MV1 and MV2 , virtual factor nodes (blue
squares) and the slack factor node (yellow square).
E. Discussion
The presented GN-BP algorithm can be easily adapted to
the multi-area SE model. Therein, each area runs the GN-BP
algorithm in a fully parallelized way, exchanging messages
asynchronously with neighboring areas. The algorithm may
run as a continuous process, with each new measurement being
seamlessly processed by the distributed state estimator. The
BP approach is robust to ill-conditioned scenarios caused by
significant differences between measurement variances, thus
alleviating the need for observability analysis. Indeed, one can
include arbitrarily large set of additional pseudo-measurements
initialized using extremely high variances without affecting the
BP solution within the observable part of the system [23].
IV. CONVERGENCE ANALYSIS
In this part, we present convergence analysis of the
GN-BP algorithm with synchronous scheduling, and propose
an improved GN-BP algorithm that applies synchronous
scheduling with randomized damping. We emphasize that the
convergence of the GN-BP algorithm critically depends on
the convergence behavior of each of the inner iteration loops.
A. Synchronous Scheduling
In the following, it will be useful to consider a subgraph of
the factor graph that contains the set of variable nodes V , the
set of indirect factor nodes Find = {f1, . . . , fm} ⊂ F , and
the set of edges B ⊆ V ×Find connecting them. The number
of edges in this subgraph is b = |B|. Within the subgraph,
we will consider a factor node fi ∈ Find connected to its
neighboring set of variable nodes Vi = {∆xq, . . . ,∆xQ} ⊂ V
by a set of edges Bi = {bqi , . . . , bQi } ⊂ B, where di = |Vi|
is the degree of fi. Next, we provide results on convergence
of both variances and means of inner iteration loop messages,
respectively.
Convergence of the Variances: From (10b) and (14b), we
note that the evolution of variances is independent of mean
values of messages and measurements. Let vs ∈ Rb denote
a vector of variance values of messages from indirect factor
nodesFind to variable nodes V . Substituting (10b) in (14b), the
variance updates take the recursive form v
(τ)
s = f
(
v
(τ−1)
s
)
.
More precisely, using simple matrix algebra, one can obtain
the evolution of the variances vs in the following matrix form:
v(τ)s =
[(
C˜−1ΠC˜
) · (D(A))−1 +ΣaC˜−1]i, (18)
where C˜ = CCT and A = ΓΣ−1s Γ
T + L. Note that in (18),
the dependence on v
(τ−1)
s is hidden in matrix A, or more
precisely, in matrix Σs. For brevity, we describe vectors,
matrices and matrix-operators involved in (18) in Appendix.
Theorem 1. The variances vs from indirect factor nodes to
variable nodes always converge to a unique fixed point
limτ→∞ v
(τ)
s = vˆs for any initial point v
(τ=0)
s > 0.
Proof. The theorem can be proved by showing that f
(
vs
)
satisfies the conditions of the so-called standard function [29],
following similar steps as in the proof of Lemma 1 in [30].
Convergence of the Means: Equations (10a) and (14a)
show that the evolution of the mean values depends on the
variance values. Due to Theorem 1, it is possible to simplify
evaluation of mean values rs from indirect factor nodes Find
to variable nodes V by using the fixed-point values of vˆs.
The evolution of means rs becomes a set of linear equations:
r(τ)s = r˜−Ωr(τ−1)s , (19)
where r˜ = C−1ra−D ·
(
D(Aˆ)
)−1 ·Lrb, Ω = D ·(D(Aˆ))−1 ·
ΓΣˆ−1s , Aˆ = ΓΣˆ
−1
s Γ
T + L and D = C−1ΠC (as above,
we describe vectors, matrices and matrix-operators involved
in (19) in Appendix).
Theorem 2. The means rs from indirect factor nodes to
variable nodes converge to a unique fixed point
limτ→∞ r
(τ)
s = rˆs :
rˆs =
(
I+Ω
)−1
r˜, (20)
for any initial point r
(τ=0)
s if and only if the spectral radius
ρ(Ω) < 1.
Proof. The proof follows steps in Theorem 5.2 [29].
To summarize, the convergence of the inner iteration loop
of the GN-BP algorithm depends on the spectral radius of
the matrix Ω. If the spectral radius ρ(Ω) < 1, the GN-BP
algorithm in the inner iteration loop ν will converge and the
resulting vector of mean values will be equal to the solution
of the MAP estimator. Consequently, the convergence of the
GN-BP with synchronous scheduling in each outer iteration
loop ν depends on the spectral radius of the matrix:
Ω(x(ν)) =
[
C(x(ν))−1ΠC(x(ν))
]
· [D(ΓΣˆ−1s ΓT + L)]−1 · (ΓΣˆ−1s ). (21)
Remark 1. The GN-BP with synchronous scheduling
converges to a unique fixed point if and only if ρsyn < 1,
where:
ρsyn = max{ρ
(
Ω(x(ν)) : ν = 0, 1, . . . , νmax}. (22)
B. Synchronous Scheduling with Randomized Damping
Next, we propose an improved GN-BP algorithm that
applies synchronous scheduling with randomized damping.
Several previous works reported that damping the BP
messages improves the convergence of BP [30], [31]. Here,
we propose a different randomized damping approach, where
each mean value message from indirect factor node to a
variable node is damped independently with probability p,
otherwise, the message is calculated as in the standard
GN-BP algorithm. The damped message is evaluated as a
linear combination of the message from the previous and the
current iteration, with weights α1 and 1− α1, respectively.
Using the proposed damping, equation (19) is redefined as:
r
(τ)
d = r
(τ)
q + α1r
(τ−1)
r + α2r
(τ)
r , (23)
where 0 < α1 < 1 is the weighting coefficient, and α2 =
1−α1. In the above expression, r(τ)q and r(τ)r are obtained as:
r(τ)q = Qr˜−QΩr(τ−1)s (24a)
r(τ)r = Rr˜−RΩr(τ−1)s , (24b)
where diagonal matrices Q ∈ Fb×b2 and R ∈ Fb×b2 are defined
as Q = diag(1 − q1, ..., 1 − qb), qi ∼ Ber(p), and R =
diag(q1, ..., qb), respectively, and where Ber(p) ∈ {0, 1} is
a Bernoulli random variable with probability p independently
sampled for each mean value message.
Substituting (24a) and (24b) in (23), we obtain:
r
(τ)
d =
(
Q+ α2R
)
r˜− (QΩ+ α2RΩ− α1R)r(τ−1)s . (25)
Note that r
(τ−1)
r = Rr
(τ−1)
s . In a more compact form (25)
can be written as follows:
r
(τ)
d = r¯− Ω¯r(τ−1)s , (26)
where r¯ =
(
Q+ α2R
)
r˜ and Ω¯ = QΩ+ α2RΩ− α1R.
Theorem 3. The means rd from indirect factor nodes to
variable nodes converge to a unique fixed point
rˆd = limτ→∞ r
(τ)
d for any initial point r
(τ=0)
d if and only if
the spectral radius ρ(Ω¯) < 1. Furthermore, for the resulting
fixed point rˆd, it holds that rˆd = rˆs.
Proof. The proof can be found in the Appendix.
To summarize, the convergence of the GN-BP with
randomized damping in every outer iteration loop ν is
governed by the spectral radius of the matrix:
Ω¯(x(ν)) = QΩ(x(ν)) + α2RΩ(x
(ν))− α1R. (27)
Remark 2. The GN-BP with randomized damping will
converge to a unique fixed point if and only if ρrd < 1,
where:
ρrd = max{ρ
(
Ω¯(x(ν)) : ν = 0, 1, . . . , νmax}, (28)
and the resulting fixed point is equal to the fixed point obtained
by the GN-BP with synchronous scheduling.
In Section VI, we demonstrate that the GN-BP with
randomized damping dramatically improves the GN-BP
convergence.
V. BAD DATA ANALYSIS
Besides the SE algorithm, one of the essential SE routines
is the bad data analysis, whose main task is to detect and
identify measurement errors, and eliminate them if possible.
SE algorithms based on the Gauss-Newton method proceed
with the bad data analysis after the estimation process is
finished. This is usually done by processing the measurement
residuals [1, Ch. 5], and typically, the largest normalized
residual test (LNRT) is used to identify bad data [17]. The
LNRT is performed after the Gauss-Newton algorithm
converged in the repetitive process of identifying and
eliminating bad data measurements one after another [5].
Using analogies from the LNRT, we define the bad data
test based on the BP messages from factor nodes to variable
nodes. The presented model establishes local criteria to
detect and identify bad data measurements. In Section VI,
we demonstrate that the BP-based bad data test (BP-BDT)
significantly improves the bad data detection over the LNRT.
The Belief Propagation Bad Data Test: Consider a part
of the factor graph shown in Fig. 5 and focus on a single
measurement Mi ∈ M that defines the factor node fi ∈ F .
Factor nodes {fs, fl, . . . , fL} carry a collective evidence of
the rest of the factor graph about the group of variable nodes
Vi = {∆xs,∆xl, ...,∆xL} ⊆ V incident to fi.
.
.
.
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Fig. 5. The part of the factor graph with messages from factor node fi to
group of variable nodes Vi = {∆xs,∆xl, ...,∆xL}.
Assume that the estimation process is done, and the residual
of the measurement Mi is given as:
ri(xi +∆xˆi) = zi − hi(xi +∆xˆi), (29)
where xi = [xs, xl, . . . , xL]
T is the vector of state
variables, while ∆xˆi = [∆xˆs, ∆xˆl, . . . , ∆xˆL]
T is the
corresponding estimate vector of state variable increments.
Let us define vectors rfi = [rfi→∆xs , rfi→∆xl , . . . ,
rfi→∆xL ]
T and vfi = [vfi→∆xs , vfi→∆xl , . . . , vfi→∆xL ]
T
of mean and variance values of BP messages sent from the
factor node fi to the variable nodes in Vi, respectively.
According to (17a), the vector of state variable increments
∆xˆi is determined as:
∆xˆi = [diag(v∆xi)] · [diag(vfi)]−1 · rfi + b, (30)
where v∆xi = [v∆xs , v∆xl , . . . , v∆xL ]
T is the vector of
variable node variances obtained using (17b) and the vector
b carries evidence of the rest of the graph about the
corresponding variable nodes Vi.
From (30), one can note that the BP-based SE algorithm
decomposes the contribution of each factor node to state
variable increments, thus providing insight in the structure of
measurement residual in (29), where the impact of each
measurement can be observed. More precisely, the
expression [diag(vfi)]
−1· rfi determines the influence of the
measurement Mi to the residual (29). To recall, the
mean-value messages rfi contain “beliefs” of the factor node
fi about variable nodes in Vi, with the corresponding
variances vfi . Consequently, if the measurement Mi
represents bad data, it will likely provide an inflated values
of the normalized residual components [diag(vfi )]
−1· rfi in
(30). Thus, we observe the following vector corresponding to
each factor node fi to detect the bad data:
rBP,fi = [diag(vfi )]
−1 · [diag(rfi)] · rfi . (31)
Note, the expression [diag(rfi )]· rfi = [r2fi→∆xs , r2fi→∆xl ,
. . . , r2fi→∆xL ]
T favors larger values of rfi .
To summarize, we define the BP-BDT algorithm following
similar steps as the LNRT [1, Sec. 5.7]. Namely, after the
state estimation process is done, we compute rBP,fi , fi ∈ F ,
using (31), and observe r¯BP,fi as the largest element of rBP,fi .
Comparing r¯BP,fi values among all factor nodes, we find the
largest such value rBP,fm corresponding to the m-th factor
node. If rBP,fm > κ, then the m-th measurement is suspected
as bad data, where κ is the bad data identification threshold.
VI. NUMERICAL RESULTS
Simulation Setup: In the simulated model, we start with
a given IEEE test case and apply the power flow analysis to
generate the exact solution. Further, we corrupt the exact
solution by the additive white Gaussian noise of variance v,
and we observe the set of measurements: legacy (active and
reactive injections and power flows, line current magnitudes
and bus voltage magnitudes) and phasor measurement units
(bus voltage and line current phasors). The set of
measurements is selected in such a way that the system is
observable. More precisely, for each scenario, we generate
300 random measurement configurations in order to obtain
average performances.
In all models, we use measurement variance equal to
vi = 10
−10 p.u. for PMUs, and vi = 10
−4 p.u. for legacy
devices. To initialize the GN-BP and Gauss-Newton method,
we run algorithms using “flat start” with a small random
perturbation [1, Sec. 9.3] or “warm start” where we use the
same initial point as the one applied in AC power flow.
Finally, randomized damping parameters are set to p = 0.8
and α1 = 0.4 (obtained by exhaustive search). To evaluate
the performance of the GN-BP algorithm, we convert each
of the above randomly generated IEEE test cases with a
given measurement configuration into the corresponding
factor graph, and we run the GN-BP algorithm.
Convergence and Accuracy:We consider IEEE 30-bus test
case with 5 PMUs and the set of legacy measurements with
redundancy γ ∈ {2, 3, 4, 5}. We first set the number of inner
iterations to a high value of τmax(ν) = 5000 iterations for
each outer iteration ν, where νmax = 11, with the goal of
investigating convergence and accuracy of GN-BP.
Fig. 6 shows empirical cumulative density function (CDF)
F (ρ) of spectral radius ρsyn and ρrd for different
redundancies for “flat start” and “warm start”. For each
scenario, the randomized damping case is superior in terms
of the spectral radius. For example, for redundancy γ = 5
and “flat start”, we record convergence with probability 0.98
for randomized damping and 0.25 for synchronous
scheduling. When operated in “warm start” via, e.g.,
large-scale historical data, the GN-BP can be integrated into
continuous real-time SE framework following similar steps
as in [23].
0.6 0.7 0.8 0.9 1 1.1 1.2
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Spectral Radius ρ
E
m
p
ir
ic
al
C
D
F
F
(ρ
)
ρsyn ρrd
γ = 2
γ = 3
γ = 4
γ = 5
(a)
0.6 0.7 0.8 0.9 1 1.1 1.2
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Spectral Radius ρ
E
m
p
ir
ic
al
C
D
F
F
(ρ
)
ρsyn ρrd
γ = 2
γ = 3
γ = 4
γ = 5
(b)
Fig. 6. The maximum spectral radii ρsyn with synchronous and ρrd with
randomized damping scheduling over outer iterations ν = {0, 1, 2, . . . , 12}
for legacy redundancy γ ∈ {2, 3, 4, 5} and variance v = 10−4 for IEEE
30-bus test case using “flat start” (subfigure a) and “warm start” (subfigure
b).
In the following, we compare the accuracy of the GN-BP
algorithm to that of the Gauss-Newton method. We use the
weighted residual sum of squares (WRSS) as a metric:
WRSS =
k∑
i=1
[zi − hi(x)]2
vi
. (32)
Note that WRSS is the value of the objective function of the
optimization problem [1, Sec. 2.5] we are solving, thus it is a
suitable metric for the SE accuracy. Finally, we normalize the
obtainedWRSS
(ν)
BP over outer iterations ν byWRSSWLS of the
centralized SE obtained using the Gauss-Newton method after
12 iterations (which we adopt as a normalization constant).
Fig. 7 shows error bar (mean and standard deviation) of
normalized WRSS for “flat start” scenario where redundancy
set to γ = 4 and γ = 5 within converged simulations. As
shown, (WRSSBP / WRSSWLS) → 1, which corresponds to
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Fig. 7. The GN-BP normalized WRSS (i.e.,WRSS
(ν)
BP /WRSSWLS) for IEEE
30-bus test case using “flat start” and legacy redundancy γ = 4 (subfigure a)
and γ = 5 (subfigure b).
the case where the GN-BP converges to the exactly same
solution as the centralized Gauss-Newton method.
Scalability and Complexity: Next, we use the mean
absolute difference (MAD) between the state variables in
two consecutive iterations as a metric:
MAD =
1
n
n∑
i=1
|∆xi|. (33)
The MAD value represents average component-wise shift of
the state estimate over the iterations, thus it may be used to
quantify the rate of convergence.
To investigate the rate of convergence as the size of the
system increases, we provide MAD values for IEEE 118-bus
and 300-bus test case using the “warm start” and legacy
redundancy γ = 4 with 20 and 50 PMUs, respectively. In the
following, in order to reduce the number of inner iterations,
we define an alternative inner iteration scheme. Namely, as
before, we are running algorithm up to τmax(ν), but here we
allow interruption of the inner iteration loops when
accuracy-based criterion is met. More precisely, the
algorithm in the inner iteration loop is running until the
following criterion is reached:
|r(ν,τ)f→∆x − r(ν,τ−1f→∆x)| < ǫ(ν) or τ(ν) = τmax(ν), (34)
where rf→∆x represents the vector of mean-value messages
from factor nodes to variable nodes, ǫ(ν) = [10−2, 10−4,
10−6, 10−8, 10−10] is the threshold at iteration ν. The upper
limit on inner iterations is τmax(ν) = 6000 for each outer
iteration ν, where νmax = 4.
Fig. 8 compares the MAD values of the GN-BP and
Gauss-Newton method for IEEE 118-bus and 300-bus test
cases within converged simulations. The GN-BP has
achieved the presented performance at τmax(ν) = {131, 488,
855, 1357, 2587} and τmax(ν) = {242, 1394, 5987, 6000,
6000} (i.e., median values) for IEEE 118-bus and 300-bus
test case, respectively. Note that the GN-BP exhibits very
similar convergence performance to that of the centralized
SE. Note also that it is difficult to directly compare the two,
due to a large difference in computational loads of a single
(outer) iteration. For example, the complexity of a single
iteration remains constant but significant (due to matrix
inversion) over iterations for the centralized SE algorithm,
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Fig. 8. The MAD values of the GN-BP algorithm and Gauss-Newton method
for IEEE 118-bus (subfigure a) and IEEE 300-bus (subfigure b) test case.
while it gradually increases for the GN-BP starting from an
extremely low complexity at initial outer iterations. Namely,
the overall complexity of the centralized SE scales as O(n3),
and this can be reduced to O(n2+c) by employing matrix
inversion techniques that exploit the sparsity of involved
matrices. The complexity of BP depends on the sparsity of
the underlying factor graph, as the computational effort per
iteration is proportional to the number of edges in the factor
graph. For each of the k measurements, the degree of the
corresponding factor node is limited by a (typically small)
constant. Indeed, for any type of measurements, the
corresponding measurement function depends only on a few
state variables corresponding to the buses in the local
neighbourhood of the bus/branch where the measurement is
taken. As n and k grow large, the number of edges in the
factor graph scales as O(n), thus the computational
complexity of GN-BP scales linearly per iteration. The
scaling of the number of BP iterations as n grows large is a
more challenging problem. We leave the detailed analysis on
the scaling of the number of inner GN-BP iterations per
outer iteration for our future work.
Bad Data Analysis: To investigate the proposed BP-BDT,
we use IEEE 14-bus and 30-bus test case, with 3 PMUs and
5 PMUs, respectively, and the set of legacy measurements of
redundancy γ = 3. In each of 300 random measurement
configurations, we randomly generate a bad measurement
among legacy measurements, with variance set to
vb20 = 400vi or vb40 = 1600vi (i.e., 20σi or 40σi). For each
simulation, we record only the largest elements rBP,fm and
rN,m obtained using BP-BDT and LNRT, respectively.
Fig. 9 compares the BP-BDT to the LNRT for IEEE
14-bus test case using “warm start”. The BP-BDT
successfully identified the bad measurement in 291 and 294
cases, while LNRT succeeded in 220 and 240 cases, for vb20
and vb40, respectively. Figs. 9(b), 9(c), 9(e) and 9(f) show
observed distributions of BP-BDT and LNRT metrics (rBP,fm
and rN,m) when tests succeeded in identifying the bad
measurement. Clearly, the metric resolution between the
cases without bad data (Figs. 9(a) and 9(d)) and the cases
when the bad data exists in the measurement set, allows
easier identification of bad data with the BP-BDT, providing
for easier adjustment of the bad data identification threshold
κ, in contrast to the LNRT.
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Fig. 9. Comparisons between BP-BDT and LNRT for bad data free
measurement set (subfigure a and d), a single bad data in the measurement
set with variance vb20 (subfigure b and e) and vb40 (subfigure c and f) for
IEEE 14-bus test case using “warm start”.
The BP-BDT reconfirmed the improved bad data detection
for the case where two bad measurements exist in the
measurement set (both with variance vb20 or vb40) for IEEE
30-bus test case initialized via “flat start”. The BP-BDT
successfully identified one of the two bad data samples after
the first cycle (i.e., in the presence of another bad
measurement) in 267 and 275 cases, while the LNRT
identified the first bad data sample in 222 and 251 cases.
VII. CONCLUSIONS
In this paper, we presented a novel GN-BP algorithm,
which is an efficient and accurate BP-based implementation
of the iterative Gauss-Newton method. GN-BP can be highly
parallelized and flexibly distributed in the context of
multi-area SE. In our ongoing work, we are investigating
GN-BP in asynchronous, dynamic and real-time SE with
online bad data detection, supported by future 5G
communication infrastructure [32].
APPENDIX
Definitions of Vectors, Matrices and Operators Related
with Section IV: The vector vs ∈ Rb can be decomposed as
v
(τ)
s = [v
(τ)
s,1 , . . . , v
(τ)
s,m]T, where the i-th element vs,i ∈ Rdi
is equal to: v
(τ)
s,i = [v
(τ)
fi→∆xq
, . . . , v
(τ)
fi→∆xQ
].
The operatorD(A) ≡ diag(A11, . . . , Abb), where Aii is the
i-th diagonal entry of the matrix A. The all-one vector i is
of dimension b and is equal to i = [1, . . . , 1]T. The diagonal
matrix Σs is obtained as Σs = diag
(
v
(τ−1)
s
) ∈ Rb×b.
The matrix C = diag
(
C1, . . . ,Cm
) ∈ Rb×b contains
diagonal entries of the Jacobian non-zero elements, where
the i-th element Ci = [C∆xq , . . . , C∆xQ ] ∈ Rdi . The matrix
Σa = diag
(
Σa,1, . . . ,Σa,m
) ∈ Rb×b contains indirect factor
node variances, with the i-th entry Σa,i = [vi, . . . , vi] ∈ Rdi .
The matrix L = diag
(
L1, . . . ,Lm
) ∈ Rb×b contains
inverse variances from singly-connected factor nodes to a
variable node, if such nodes exist, where the i-th element
Li =
[
lxq , . . . , lxQ
] ∈ Rdi , for example, lxq = 1/vfd,q→∆xq .
The matrix Π = diag
(
Π1, . . . ,Πm
) ∈ Fb×b2 , F2 = {0, 1},
is a block-diagonal matrix in which the i-th element is a block
matrix Πi = 1i− Ii ∈ Fdi×di2 , where the matrix 1i is di × di
block matrix of ones, and Ii is di × di identity matrix. The
matrix Γ ∈ Fb×b2 is of the following block structure:
Γ =

01,1 Γ1,2 . . . Γ1,m
Γ2,1 02,2 . . . Γ2,m
...
...
...
Γm,1 Γm,2 . . . 0m,m
 , (35)
where 0i,i is a block matrix di×di of zeros, and Γi,j ∈ Fdi×dj2
with the (i, j)-th entry Γi,j(i, j) = 1 if both b
q
i and b
q
j are
incident to xq and 0 otherwise. Note that holds Γj,i = Γ
T
i,j .
The vector of means rs ∈ Rb can be decomposed as
r
(τ)
s = [r
(τ)
s,1 , . . . , r
(τ)
s,m]T, where rs,i ∈ Rdi is equal to
r
(τ)
s,i = [r
(τ)
fi→∆xk
, . . . , r
(τ)
fi→∆xK
]. Further, the vector
ra =
[
ra,1, . . . , ra,m
]T ∈ Rb contains means of indirect
factor nodes, where ra,i = [ri, . . . , ri] ∈ Rdi . The diagonal
matrix Σˆs ∈ Rb×b is obtained as Σˆs = limτ→∞Σ(τ)s . The
vector rb =
[
rb,1, . . . , rb,m
] ∈ Rb contains means from
direct and virtual factor nodes to a variable node, where the
i-th element rb,i =
[
r∆xk , . . . , r∆xK
] ∈ Rdi .
Theorem 3 Proof: To prove theorem it is sufficient to show
that (26) converges to the fixed point defined in (20). We can
write:
rr
(τ−1) = Rr˜−RΩr(τ−2)s . (36)
Substituting (24a), (24b) and (36) in (23), and using that fixed
point equals rˆd = limτ→∞ r
(τ)
d :
rˆd =
(
I+QΩ+ α2RΩ+ α1RΩ
)−1
· (Q+ α2R+ α1R)r˜. (37)
From definitions of Q, R and α2, we have QΩ + α2RΩ +
α1RΩ = Ω and Q+ α2R+ α1R = I, thus (37) becomes:
rˆd =
(
I+Ω
)−1
r˜. (38)
This concludes the proof.
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