Define the kth-order rate function of N i as
.
Throughout this section, let c, c 1 and c 2 denote three positive real numbers where c 1 < c 2 . Let β 0 denote the true but unknown value of β. Let ρ
i (β) denote the vector of partial derivatives of ρ i (β) with respect to β. Let || · || be the Euclidean norm. We assume the following conditions on the point processes:
c 1 < λ 0 (t) < c 2 , (A.1)
i (β)|| < c if ||β − β 0 || < δ for some δ < ∞, (A.3) c 1 < g(t 1 , t 2 ; N i ) < c 2 , g 3 (t 1 , t 2 , t 3 ; N i ) < c, (A.4) ∞ 0 |g(t 1 , t 2 ; N i ) − 1|dt 1 < c. (A.5)
Conditions (A.1)-(A.5) are all mild conditions. In particular, if ρ i (β 0 ) = exp(X T i β 0 ), then conditions (A.2) and (A.3) are true if ||X i ||'s are bounded. Conditions (A.4) and (A.5) can be easily verified for a large class of point process models, e.g., Neyman-Scott processes (Waagepetersen, 2007) and log-Gaussian Cox processes (Møller et al., 1998) .
We also need conditions on the function f (·). Specifically, we assume
Typically, we set f (t 1 , t 2 ) = 0 if |t 1 − t 2 | ≥ r for some r < ∞. Thus, all the above conditions are mild and reasonable. In particular, it is easy to see that the function f (·) given in (5) satisfies conditions (A.6) and (A.7), and that the one given in (6) satisfies conditions (A.6)-(A.8). The former also satisfies condition (A.8) if ( n i=1 τ i ) α h > c for some 0 < α < 1 and c > 0, because
Moreover, both (5) and (6) satisfy condition (A.9) if |g 4 (t 1 , t 2 , t 3 , t 4 ; N i ) − g(t 1 , t 2 ; N i )g(t 3 , t 4 ; N i )| converges to zero at a rate faster than the reciprocal of the maximal distance between (t 1 , t 2 ) and (t 3 , t 4 ).
Web Appendix B. Proof of Theorem 1
First recall thatÂ
Assume thatβ is a consistent estimator for β 0 . It then follows from conditions (A.2) and (A.3) and Taylor series expansion that
Note thatÃ is an unbiased estimator for A and that the expected value of A * is of order n i=1 τ i . To prove Theorem 1, we thus only need to show that
The first two terms in the above are both bounded by cτ i due to conditions (A.2), (A.4), (A.6), (A.7) and (A.9). The third term is bounded by cτ i (
Similarly we can show (B.1). This proves Theorem 1.
Web Appendix C. Proof of Theorem 2
First recall that
It then follows from conditions (A.2) and (A.3) and Taylor series expansion that
Note thatB is an unbiased estimator for B and that the expected value of B * is of order n i=1 τ i . To prove Theorem 2, we thus only need to show that
assuming implicitly that (n log n)τ n < c (
for some c < ∞.
To show (C.2), first note that
Thus,
First we consider cov(B jk 1 ,B jk 2 ). It follows from lengthy yet elementary derivations and conditions (A.1) and (A.2) that |cov(B jk 1 ,B jk 2 )| is dominated by the following three terms:
For the first term, note that
where the last inequality is due to conditions (A.5) and (A.6). Note that
For the second term, note that
which is of order nτ n due to condition (A.7). Similarly we can show that
The same is true for the second summation term in (C.3).
For the third summation term in (C.3), it is also important to consider
due to condition (A.8). Thus, (C.2) is satisfied. Similarly we can show (C.1). This proves Theorem 2.
Web Appendix D. Additional Simulation
We have applied our proposed test procedure given in Section 4.2 to simulated data from Poisson and Poisson cluster processes with (n, a) = (128, .5), (128, 1), (32, 2) and (32, 4). We do not consider the other (n, a) values given in Section 5 because most of the powers in those settings are very close to one. The rate function of the ith process is λ i (t) = 2.5κ exp(trt i β), i.e., it is the same as that given in Section 5; see Section 5 for more information on the parameters involved. To calculatê G(r), we estimate the rate function both under the true model and under a misspecified model λ i (t) = λ for some λ > 0. The latter allows us to assess the effect of using a wrong model for the parametric part of the multiplicative model (1) given in the paper. To further assess how departure from the multiplicative model structure can affect the test, we also simulate data with the rate function λ i (t) = 2.5κ exp(trt i β) + 2.5κ exp(−β) sin(t/10)/2; however, we fit the rate function λ i (t) = 2.5κ exp(trt i β) to the simulated data so as to construct the test statistic. Tables 1-3 below give the results in these three cases, respectively. Poisson ( 
