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Resumen
El presente documento tiene por objetivo profundizar en el estudio de los me´todos uni-
variados y multivariados del modelo Chain Ladder para la estimacio´n de las reservas de una
compan˜´ıa de seguros. Se presenta de manera teo´rica y aplicativa tanto los me´todos univa-
riados Chain Ladder determin´ıstico como Chain Ladder estoca´stico. Si bien el primero de
estos me´todos es el ma´s utilizado por las compan˜´ıas de seguro dada su simplicidad de ca´lculo
y carencia de supuestos probabil´ısticos, el segundo, propuesto por Mack (1993), permite la
construccio´n de intervalos de confianza para las reservas, lo cua´l es de invalorable ayuda para
los investigadores.
Asimismo, desarrollamos el modelo General Multivariado Chain Ladder, el cual tiene
como premisa ba´sica analizar la posible relacio´n que pueda existir entre diversos tria´ngulos
de desarrollo, dotando as´ı de otra herramienta para mejorar las inferencias y predicciones de
las reservas.
Estos me´todos han sido desarrollados y aplicados sobre la base de datos de 3 tipos de
seguros de salud, mostrando as´ı las ventajas y desventajas de cada uno de ellos en diferentes
escenarios y proporcionando distintos instrumentos para la toma de decisiones relacionados
en el cumplimiento de las obligaciones futuras de las compan˜ias de seguros.
Palabras-clave: Me´todo Chain Ladder determin´ıstico, Me´todo Chain Ladder estoca´stico,
Regresiones Aparentemente no Relacionadas, Modelo General Multivariado Chain Ladder.
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Abstract
This document is intented to deepen the study of univariate and multivariate Chain Lad-
der methods for estimating reserves in an insurance company. It presents from a theoretical
and applicative perspective both the univariate deterministic and stochastic Chain Ladder
methods. Although, the first is the most used method by insurance companies due to its sim-
plicity and lack of probabilistic assumptions, the second, proposed by Mack (1993), allows
the construction of confidence intervals for the estimated reserves, which is invaluable for
researchers.
We also develop the General Multivariate Chain Ladder model, which has the basic
premise to analyze the possible relationship that may exist between different development
triangles, thus providing another tool to improve inferences and predictions of reserves.
These methods have been developed and applied to a database of 3 types of health insu-
rance, thus showing the advantages and disadvantages of each of them in different scenarios
and providing various tools for decision making in meeting the future obligations of insurance
companies.
Keywords: Deterministic Chain Ladder Method, Stochastic Chain Ladder Method, See-
mingly Unrelated Regressions, General Multivariate Chain Ladder.
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Cap´ıtulo 1
Introduccio´n
1.1. Consideraciones Preliminares
1.1.1. Introduccio´n
Uno de los objetivos centrales de toda compan˜´ıa de seguros recae en la estimacio´n correcta
de sus reservas futuras. Para cada aseguradora es fundamental conocer sus pasivos y co´mo
estos pueden cubrirlos para evitar la insolvencia. Con el fin de lograr este propo´sito, se han
desarrollado diversos me´todos de estimacio´n, en gran parte determin´ısticos, que permiten
prever una reserva futura. Uno de e´stos me´todos es el llamado “Me´todo Chain Ladder”.
El Me´todo Chain Ladder es probablemente el me´todo ma´s utilizado en las compan˜´ıas para
la estimacio´n de reservas futuras. Las razones de su popularidad recaen principalmente en
que es fa´cil de usar, no requiere de un software especializado para implementarlo y carece de
supuestos probabil´ısticos, con la excepcio´n que la proporcio´n de siniestros o reclamos que son
reportados a la compan˜´ıa de un periodo a otro (los cuales pueden medirse en semanas, meses,
an˜os, etc) se mantenga constante. Dado que en la pra´ctica esta u´ltima suposicio´n es bastante
rebatible por la existencia de factores internos o externos que afectan tal comportamiento, se
hace necesario el estudiar e introducir me´todos con una base probabil´ıstica ma´s formal que
no solo nos permitan una estimacio´n puntual de reservas ma´s realista, sino tambie´n de su
variabilidad e intervalos de confianza.
Es por ello, que a partir del modelo determin´ıstico Chain Ladder, Mack (1993) introdujo
una versio´n estoca´stica del mismo que permitio´ la estimacio´n de la variabilidad de las reservas
mediante el error cuadra´tico medio como una medida de incertidumbre contenida en la data
de reclamos o siniestros. Es propo´sito de este trabajo el estudiar e investigar este modelo,
as´ı como tambie´n su ma´s reciente extensio´n multivariada propuesta por Zhang (2010). El
Modelo General Multivariado Chain Ladder o GMCL de sus siglas en ingle´s General Mul-
tivariate Chain Ladder, no so´lo especifica correlaciones contempora´neas, sino que tambie´n
permite conexiones estructurales entre los tria´ngulos de desarollo. Lo resaltante del GMCL
es el empleo de la te´cnica de Regresio´n Aparentemente no Relacionada para la estimacio´n
de para´metros, el cual detallaremos ma´s adelante. El uso de esta te´cnica es esencial para
construir modelos flexibles y relacionados con las teor´ıas estad´ısticas, las cuales se aplican
para estudiar las propiedades de los estimadores existentes. Estimar reservas con mu´ltiples
tria´ngulos es importante en tanto que entre los tria´ngulos pueden existir conexiones estruc-
turales; es decir, el desarrollo de un tria´ngulo puede depender de informacio´n pasada de otros
tria´ngulos, o tambie´n debido a que el desarrollo conjunto tiene en cuenta las correlaciones
1
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contempora´neas entre los tria´ngulos podr´ıa dar lugar a estimaciones ma´s eficientes.
1.2. Objetivos
El objetivo general de esta tesis es profundizar en el estudio de los modelos Chain Ladder
estoca´sticos univariados y multivariados para la estimacio´n de las reservas de una compan˜´ıa
de seguros.
Como objetivos espec´ıficos tenemos:
1. Revisar la literatura relacionada a los distintos modelos Chain Ladder.
2. Presentar una revisio´n de los modelos Chain Ladder determin´ıstico y estoca´stico.
3. Introducir el modelo General Multivariado Chain Ladder.
4. Aplicar los modelos a una base de datos reales de una compan˜´ıa de seguros.
5. Realizar un estudio comparativo entre las estimaciones de reservas obtenidas bajo los
distintos modelos planteados.
1.3. Organizacio´n del Trabajo
En el Cap´ıtulo 1 presentamos los aspectos generales de esta investigacio´n y sus objetivos.
En el Cap´ıtulo 2 se hace una presentacio´n del me´todo Chain Ladder determin´ıstico y del
me´todo Chain Ladder estoca´stico propuesto por Mack (1993). Describiremos aqu´ı no solo
la metodolog´ıa a emplearse en la previsio´n de reservas futuras, sino tambie´n el problema de
estimacio´n de los para´metros del modelo.
En el Cap´ıtulo 3 se explica la te´cnica econome´trica SUR o de Regresiones Aparentemente
no Relacionadas y sus me´todos de estimacio´n de para´metros, lo cual nos ayudara´ a entender
ma´s en profundidad el siguiente cap´ıtulo.
En el Cap´ıtulo 4 introduciremos el modelo General Multivariado Chain Ladder propuesto
por Zhang (2010). Estudiaremos aqu´ı el problema de la estimacio´n de sus para´metros y su
relacio´n con otros modelos multivariados asociados.
En el Cap´ıtulo 5 mostraremos la aplicacio´n de los modelos planteados a una data real
proveniente de una compan˜´ıa de seguros del pa´ıs. A trave´s de esta aplicacio´n realizaremos
tambie´n un estudio comparativo de los distintos modelos.
Adema´s, en el Cap´ıtulo 6 discutimos algunas conclusiones obtenidas en este trabajo,
analizamos la ventajas y desventajas de los me´todos propuestos y sugeriremos futuras inves-
tigaciones.
Finalmente, en los ape´ndices A y B presentamos los co´digos del programa utilizado en
las aplicaciones, as´ı como gra´ficos residuales.
Cap´ıtulo 2
Modelos Chain Ladder univariados
2.1. El me´todo Chain Ladder determin´ıstico
Toda compan˜ia de seguros tiene la obligacio´n de mantener reservas te´cnicas para reclamos
o siniestros que no han sido pagados o que esta´n pendientes de pago pero que han ocurrido en
periodos anteriores, e´stos son los referidos siniestros IBNR (incurridos pero no reportados) e
IBNER (incurridos pero no terminados de reportar), respectivamente. Segu´n Ordon˜ez (2010)
esta demora en el pago del reclamo es debido a que e´stos normalmente se reportan a terceros
que facilitan o contactan con la compan˜´ıa aseguradora, por lo cual hay que esperar un periodo
de tiempo hasta que el reclamo llegue a la misma aseguradora y a su base de datos. As´ı se
traza una fecha de corte para estimar las reservas, son estos reclamos los que no son tomados
en cuenta a pesar que ya ocurrieron dentro de la fecha de corte.
El me´todo Chain Ladder es catalogado como el ma´s popular para el establecimiento de
reservas te´cnicas en una compan˜´ıa de seguros. Este me´todo se basa en la suposicio´n de que
la proporcio´n de las cantidades o montos de reclamos es constante independientemente del
periodo de ocurrencia u origen i, pero dependiente del periodo de desarrollo j, suponiendo
as´ı un proceso constante en el tiempo Ordon˜ez (2010). Una importante deficiencia de este
me´todo es que al no tener una base estad´ıstica, no es posible calcular intervalos de confianza
para las reservas resultantes, aspecto que es esencial para el manejo de los riesgos derivados.
Sea cual sea el me´todo que se utilize para la estimacio´n de reservas, los datos generalmente
se presentan en la forma de un tria´ngulo de desarrollo (Run Off), como el presentado en la
figura 2.2.
3
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Figura 2.1: Esquema de montos de algunos reclamos entre 6 periodos distintos. En este ejemplo los
reportes pueden hacerse so´lo hasta finalizarse el an˜o 2008 o periodo 6
Periodo de Ocurrencia Periodo de desarrollo
1 2 . . . j . . . . . . n-1 n
1 X1,1 X1,2 . . . X1,j . . . . . . X1,n−1 X1,n
2 X2,1 X2,2 . . . X2,j . . . . . . X2,n−1
...
...
...
...
...
i Xi,1 Xi,2 . . . Xi,j . . . Xi,n−i+1
...
...
...
n-1 Xn−1,1 Xn−1,2
n Xn,1
Figura 2.2: Tria´ngulo de desarrollo
En las filas se registran los per´ıodos de origen u ocurrencia del reclamo o siniestro, en las
columnas los periodos de desarrollo del reclamo o siniestro y Xi,j denota a las severidades
histo´ricas (montos o cantidades) de los reclamos que ocurrieron en el periodo i y que fueron
reportados en el periodo i + j − 1; es decir, despue´s de haber transcurrido j − 1 periodos
(vea´se la figura 2.1). El objetivo de los me´todos de estimacio´n de reservas es esencialmente
completar la parte inferior derecha de este tria´ngulo.
El me´todo Chain Ladder permite la estimacio´n de las reservas futuras mediante la intro-
duccio´n de las severidades acumuladas de los siniestros que ocurrieron en el periodo i y que
fueron reportados hasta antes de finalizar el periodo i+ j − 1. Estas se denotan por:
Yi,j =
j∑
k=1
Xi,k ,
donde i = 1, . . . , n y j = 1, . . . , n + 1 − i; y pueden resumirse tambie´n en un tria´ngulo de
desarrollo de severidades acumuladas. Tales severidades como sus contrapartes no acumuladas
se muestran en las figuras 2.2 y 2.3.
CAPI´TULO 2. MODELOS CHAIN LADDER UNIVARIADOS 5
Periodo de Ocurrencia Periodo de desarrollo
1 2 . . . j j+1 . . . . . . n-1 n
1 Y1,1 Y1,2 . . . Y1,j Y1,j+1 . . . . . . Y1,n−1 Y1,n
2 Y2,1 Y2,2 . . . Y2,j Y2,j+1 . . . . . . Y2,n−1
...
...
...
...
...
...
i Yi,1 Yi,2 . . . Yi,j Yi,j+1 . . . Yi,n−i+1
...
...
...
...
...
n-j Yn−j,1 Yn−j,2 . . . Yn−j,j Yn−j,j+1
...
...
...
n-1 Yn−1,1 Yn−1,2
n Yn,1
Figura 2.3: Tria´ngulo de desarrollo acumulado
En base a este u´ltimo tria´ngulo de desarrollo se definen los factores de desarrollo:
fˆj =
∑n−j
i=1 Yi,j+1∑n−j
i=1 Yi,j
,
donde j = 1, 2, . . . , n− 1. No´tese que fˆj denota al cociente entre la suma (sobre los periodos
de ocurrencia comu´nes) de todas las severidades acumuladas, que son reportadas luego de j
periodos, y e´stas mismas cantidades luego de j − 1 periodos.
El me´todo Chain Ladder permite, con los factores de desarrollo anteriores y las severidades
acumuladas, estimar las reservas futuras correspondientes mediante:
Yˆi,j+1 = fˆj Yˆi,j ,
donde i = 2, 3, . . . , n, 1 ≤ j ≤ n − 1 y algunas de las severidades acumuladas en el lado
derecho de esta ecuacio´n se pueden obtener directamente del tria´ngulo de desarrollo.
Como ilustracio´n del me´todo Chain Ladder consideremos el ejemplo siguiente (Ordon˜ez,
2010), en donde se utiliza como base de datos los siniestros reportados entre los an˜os 2003
y 2008 del seguro SOAT de una compan˜´ıa de seguros peruana. Como primera medida se
construye el tria´ngulo de desarrollo entre los an˜os 2003 al 2008, los cuales identificaremos con
los nu´meros del 1 al 6, respectivamente:
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An˜o de Ocurrencia An˜o de desarrollo
1 2 3 4 5 6
1 (2003) 32,633.4 5,096.9 1,095.2 1,212.5 421.9 72.2
2 (2004) 40,595.5 7,990.6 1,133.0 454.3 136.8
3 (2005) 56,528.5 10,066.7 1,814.2 398.0
4 (2006) 63,915.7 16,300.5 1,039.6
5 (2007) 77,575.5 12,363.9
6 (2008) 77,233.6
Cuadro 2.1: Tria´ngulo de desarrollo
Luego, se construye el tria´ngulo de severidades acumuladas (Yi,j).
An˜o de Ocurrencia An˜o de desarrollo
1 2 3 4 5 6
1 (2003) 32,633.4 37,730.3 38,825.5 40,038.0 40,459.9 40,532.2
2 (2004) 40,595.5 48,586.1 49,719.0 50,173.3 50,310.1
3 (2005) 56,528.5 66,595.2 68,409.4 68,807.4
4 (2006) 63,915.7 80,216.1 81,255.7
5 (2007) 77,575.5 89,939.4
6 (2008) 77,233.6
Cuadro 2.2: Tria´ngulo de desarrollo de severidades acumuladas
El siguiente paso en el me´todo Chain Ladder consiste en obtener los totales por columna,
como se ilustra en la tabla siguiente:
Suma de severidades An˜o de desarrollo (j)
acumuladas hasta el periodo: 1 2 3 4 5 6
7-j (numerador) 323,067.1 238,209.6 159,018.7 90,770.0 40,532.2
6-j (denominador) 271,248.6 233,127.7 156,953.9 90,211.3 40,459.9
Cuadro 2.3: Totales por columna
As´ı, se obtienen los factores de desarrollo siguientes:
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An˜o de desarrollo 1 2 3 4 5
Fact.Des. 1.191036 1.021798 1.013155 1.006193 1.001786
Cuadro 2.4: Factores de desarrollo
Una vez obtenidos los factores de desarrollo, y a partir del tria´ngulo de desarrollo acumulado,
se puede completar ahora las celdas con los montos estimados en negrita.
An˜o Ocurrencia An˜o de desarrollo
1 2 3 4 5 6
1 (2003) 32,633.4 37,730.3 38,825.5 40,038.0 40,459.9 40,532.2
2 (2004) 40,595.5 48,586.1 49,719.0 50,173.3 50,310.1 50,399.9
3 (2005) 56,528.5 66,595.2 68,409.4 68,807.4 69,233.5 69,357.2
4 (2006) 63,915.7 80,216.1 81,255.7 82,324.7 82,834.5 82,982.5
5 (2007) 77,575.5 89,939.4 91,900.0 93,109.0 93,685.6 93,852.9
6 (2008) 77,233.6 91,988.0 93,993.3 95,229.8 95,819.6 95,990.7
Cuadro 2.5: Tria´ngulo de desarrollo completo
Por u´ltimo, las provisiones de este producto se calculan de la diferencia entre los montos
acumulados estimados y su anterior.
An˜o de ocurrencia An˜o de desarrollo Reservas
1 2 3 4 5 6
1 (2003) 32,633.4 37,730.3 38,825.5 40,038.0 40,459.9 40,532.2 -
2 (2004) 40,595.5 48,586.1 49,719.0 50,173.3 50,310.1 89.8 89.8
3 (2005) 56,528.5 66,595.2 68,409.4 68,807.4 426.2 123.6 549.8
4 (2006) 63,915.7 80,216.1 81,255.7 1,068.9 509.9 147.9 1,726.7
5 (2007) 77,575.5 89,939.4 1,960.6 1,209.0 576.7 167.3 3,913.5
6 (2008) 7,233.6 14,754.5 2,005.3 1,236.5 589.8 171.1 18,757.1
Reserva estimada 25,037.0
Cuadro 2.6: Estimacio´n de reservas
Por consiguiente, de acuerdo al ejemplo mostrado, se puede decir que al te´rmino del an˜o
2008 la provisio´n final o monto que deber´ıa de reservarse sera´ de 25, 037 do´lares hasta el an˜o
2013. En particular el monto de reserva para el an˜o 2009 sera´ de 18, 300 do´lares.
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2.2. El me´todo Chain Ladder estoca´stico de Mack
Mack (1993) introduce una versio´n estoca´stica del modelo determin´ıstico Chain Ladder,
con la finalidad de poder estimar, adema´s de las reservas futuras, las variaciones de las mismas
a trave´s del error cuadra´tico medio, y as´ı obtener intervalos de confianza para dichas reservas.
Para su formulacio´n, sera´ conveniente introducir los siguientes periodos de tiempo.
Ci = (i− 1, i], i = 1, 2, . . . , n
y sus periodos acumulados
Ci,j = Ci ∪ . . . ∪ Ci+j−1 = (i− 1, i+ j − 1],
donde j = 1, 2, . . . , n+ 1− i.
En este contexto, Yi,j denotara´ a la severidad de los siniestros que ocurrieron en el periodo
Ci y que se reportaron o pagaron en el periodo Ci,j .
Si interpretamos a Cn como el u´ltimo periodo con informacio´n completa (en nuestro
ejemplo C6), el tria´ngulo de desarrollo de la figura 2.2 contiene la informacio´n completa
agregada sobre el total de las severidades Yi,j en los periodos previos y u´ltimo con informacio´n,
es decir, de las severidades para reclamos que ocurrieron en el periodo Ci para algu´n i ≤ n,
y cuyos pagos fueron ejecutados en el periodo Ci,j para j = 1, 2, . . . , n+ 1− i.
2.2.1. Formulacio´n del Modelo
Mikosch (2009) realiza una formulacio´n del modelo Chain Ladder estoca´stico de Mack,
que es la que adoptaremos y adaptaremos en nuestro trabajo.
Un problema pra´ctico es el siguiente:
¿Co´mo se puede utilizar la informacio´n representada por observaciones pasadas y pre-
sentes Yi,j , para poder predecir las severidades acumuladas futuras totales de los siniestros
Yi,n+2−i?.
Con esta pregunta en mente, Mack (1993) introdujo algunas condiciones en el modelo
Chain Ladder que detallaremos seguidamente:
CL1: Las severidades (nu´mero y/o monto total de pagos por siniestros) para reclamos
con diferentes periodos de ocurrencia son independientes e ide´nticamente distribuidos;
es decir, ∀i 6= l, Yi,j e Yl,k son variables aleatorias independientes e ide´nticamente
distribuidas cualquiera sea el valor de j y k.
CL2: Las variables aleatorias Yi,j para i = 1, 2, . . . , n y j = 1, . . . , n + 1 − i, son postivas
casi en todas partes (c.p.) y tienen esperanza finita.
CL3: Existen nu´meros reales no negativos fj , los cuales denominamos factores de desarrollo,
tales que para i = 1, 2, . . . , n y j = 1, 2, . . . , n+ 1− i:
E[Yi,j+1|Yi,1, . . . , Yi,j ] = fjYi,j . (2.1)
CAPI´TULO 2. MODELOS CHAIN LADDER UNIVARIADOS 9
Con el propo´sito de simplificar la notacio´n escribiremos as´ı mientras no exista confusio´n:
Yj = Yi,j
Esto se justifica por la condicio´n CL1.
As´ı la ecuacio´n (2.1) se podr´ıa leer como:
E[Yj+1|Y1, . . . , Yj ] = fjYj . (2.2)
El requisito de finitud en la condicio´n CL2 es necesario para asegurar que el esperado
condicional en la ecuacio´n (2.2) sea finito con probabilidad 1.
Regresemos ahora a la pregunta sobre la prediccio´n de las severidades futuras dadas las
observaciones pasadas y u´ltimas con informacio´n. En este contexto es necesario, recordar que
la esperanza condicional:
E[Yj+1|Fj ] = E[Yj+1|Y1, . . . , Yj ].
es la v.a. Fj-medible M que minimiza el error cuadra´tico medio E[(Yj+1 −M)2] entre la
clase de todas las variables aleatorias con varianza finita y que son medibles con respecto a
la σ-a´lgebra:
Fj = σ 〈Y1, . . . , Yj〉
generada por Y1, . . . , Yj . Por lo tanto, si V ar(Yj) <∞ para j = 1, 2, . . . , n, la ecuacio´n (2.1)
define a la v.a. fjYi,j como el mejor predictor de Yi,j+1 conocidas las severidades Yi,1, . . . , Yi,j
que se reportan en los periodos pasados y presentes Ci,1, . . . , Ci,j .
La principal motivacio´n de Mack (1993) para introducir la ecuacio´n (2.2) fue explicar la
forma de los llamados estimadores “Chain Ladder” los cuales son comunmente usados en la
pra´ctica para la estimacio´n de reservas futuras. En este sentido, el modelo de Mack es dictado
por un procedimiento estad´ıstico aplicado.
En general, es imposible calcular las esperanzas condicionales del tipo E[Yj+1|Y1, . . . , Yj ]
sin supuestos especificos para modelos estoca´sticos subyacentes. La condicio´n CL3 del modelo
de Mack define estas esperanzas condicionales en una forma manejable.
2.2.2. El estimador Chain Ladder para los factores de desarrollo
La condicio´n CL1 implica que las severidades acumuladas derivadas de distintos periodos
Ci tienen la misma distribucio´n y son mutuamente independientes. Esta propiedad abre la
puerta a la teor´ıa asinto´tica esta´ndar cuando n → ∞. Por el supuesto CL1 (Yi,j)i≥1 es
una secuencia de variables aleatorias independientes e ide´nticamente distribuidas para cada
valor fijo de j ≥ 1 y por tanto la ley fuerte de los Grandes Nu´meros (LFGN) garantiza la
consistencia fuerte de las siguientes versiones muestrales de E[Yj ], V ar(Yj) y Cov(Yj , Yk):
Y¯ (j)n =
1
n− j + 1
n−j+1∑
i=1
Yi,j (2.3)
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(S(j)n )
2 =
1
n− j
n−j+1∑
i=1
(Yi,j − Y¯ (j)n )2 (2.4)
y
γ̂n(j, k) =
1
n− k + 1
n−k+1∑
i=1
(Yi,j − Y¯ (j)n )(Yi,k − Y¯ (k)n ), (2.5)
respectivamente; es decir,
Y¯ (j)n
c.p.−→ E[Yj ],
[S(j)n ]
2 c.p.−→ V ar(Yj)
y
γ̂n(j1, j2)
c.p.−→ Cov(Yj1, Yj2)
donde j < k Aqu´ı se asume que E[Yj ] <∞ y V ar(Yj) <∞.
En virtud de la ecuacio´n (2.2), se observa que para j = 1, . . . , n
E[Yj+1] = E[E[Yj+1|Y1, . . . , Yj ]] = fjE[Yj ],
donde se asume por CL2 que Yj es positivo para cada j. Por tanto
fj =
E[Yj+1]
E[Yj ]
, j = 1, 2, . . . , n− 1. (2.6)
Esta relacio´n y la LFGN para Y¯
(j)
n sugieren que el esperado de la ecuacio´n (2.6) deber´ıa ser
remplazada por su correspondiente estimador muestral. En efecto, el estimador de momentos
propuesto para fj viene dado por:
fˆ
(n)
j =
Y¯
(j+1)
n
Y¯
(j)
n−1
=
∑n−j
i=1 Yi,j+1∑n−j
i=1 Yi,j
(2.7)
Este es llamado el estimador Chain Ladder de fj . La estructura del ratio de fˆ
(n)
j justifica
el supuesto CL2 en el modelo de Mack que las variables aleatorias Yi,j sean positivas. Si
P (Yj = 0) > 0, existe una probabilidad positiva que el denominador
∑n−j
i=1 Yi,j desaparezca.
En efecto, la condicio´n CL1 garantiza que:
P(
∑n−j
i=1 Yi,j = 0) = P(Yi,j = 0, i = 1, . . . , n− j)
= (P(Yj = 0))
n−j > 0
A continuacio´n se resume algunas propiedades asinto´ticas de los estimadores Chain Ladder.
Proposicio´n 2.2.1 Asumiendo las condiciones del modelo de Mack, se cumple que:
1. El estimador Chain Ladder fˆ
(n)
j es un estimador fuertemente consistente de fj; es decir:
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fˆ
(n)
j
c.p.−→ fj conforme n −→∞
2. Si V ar(Yj) < ∞, entonces fˆ (n)j satisface la siguiente versio´n del Teorema de L´ımite
Central:
√
n(fˆ
(n)
j − fj) D−→ N(0,
E[Y 2j+1]− f2j E[Y 2j ]
E[Yj ]2
)
Demostracio´n: Dado que Y¯
(j+1)
n es por la LFGN un estimador fuertemente consistente de
E[Yj+1] e igualmente Y¯
(j)
n−1 de E[Yj ], donde P (Y¯
(j)
n−1 = 0) > 0, se sigue de (2.6) que fˆ
(n)
j es
un estimador fuertemente consistente de fj . Ma´s precisamente que:
fˆ
(n)
j =
Y¯
(j+1)
n
Y¯
(j)
n−1
c.p−→ E[Yj+1]
E[Yj ]
= fj .
Por otro lado,
√
n[fˆ
(n)
j − fj ] =
√
n[
Y¯
(j+1)
n
Y¯
(j)
n−1
− fj ] =
√
n
Y¯
(j)
n−1
[Y¯ (j+1)n − fj Y¯ (j)n−1]
=
√
n/(n− j)
Y¯
(j)
n−1
[
1√
n− j
n−j∑
i=1
(Yi,j+1 − fjYi,j)]
Puesto que por CL3 la secuencia (Yi,j+1−fjYi,j)i≥1 es i.i.d con media comu´n cero y varianza
finita, una aplicacio´n del Teorema del L´ımite Central en combinacio´n con la Ley Fuerte de
los Grandes Nu´meros Y¯
(j)
n−1
c.p.−→ E[Yj ] implica, por el teorema de Slutsky, que
√
n[fˆ
(n)
j − fj ] D→ N(0,
V ar(Yj+1 − fjYj)
E[Yj ]2
) (2.8)
Ma´s au´n, como:
Cov(Yj , Yj+1) = E[Yj+1Yj ]− E[Yj+1]E[Yj ]
= E[YjE[Yj+1|Yj ]]− E[E[Yj+1|Yj ]]E[Yj ]
= fjV ar(Yj),
V ar(Yj+1) = E[Y
2
j+1]− f2j E[Yj ]2
y
V ar(Yj+1 − fjYj) = V ar(Yj+1) + f2j V ar(Yj)− 2fjCov(Yj , Yj+1),
la varianza asinto´tica en la ecuacio´n (2.8) viene dada por:
V ar(Yj+1 − fjYj)
E[Yj ]2
=
E[Y 2j+1]− f2j E[Y 2j ]
E[Yj ]2

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La varianza asinto´tica de fˆ
(n)
j en el Teorema de L´ımite Central, sugiere utilizar una
aproximacio´n por el me´todo de momentos para estimar E[Y 2j ] y E[Y
2
j+1]. Esto significa que la
varianza asinto´tica
E[Y 2j+1]−f2j E[Y 2j ]
E[Yj ]2
podr´ıa aproximarse por el siguiente estimador fuertemente
consistente: ∑n−j
i=1 (Y
2
i,j+1 − (fˆ (n)j )2Y 2i,j)
(n− j + 1)−1(∑n−j+1i=1 Yi,j)2 .
Este estimador de la varianza asinto´tica permite construir intervalos de confianza asinto´ti-
cos para fj .
Vale destacar que el estimador fˆ
(n)
j no es exactamente la versio´n muestral de
E[Yj+1]
E[Yj ]
, la
cual viene dada por:
Y¯
(j+1)
n
Y¯
(j)
n
=
n− j + 1
n− j
∑n−j
i=1 Yi,j+1∑n−j+1
i=1 Yi,j
.
Una de las razones para la eleccio´n de fˆ
(n)
j , es el hecho que este es un estimador insesgado
de su contraparte determin´ıstica fj . Esta propiedad, as´ı como el hecho de que estos factores
de desarrollo estimados son no correlacionados de contarse con una varianza finita se plantean
en la siguiente proposicio´n. Antes introduciremos para i = 1, 2, . . . , n y j = 1, 2, . . . , n+ 1− i
las σ−a´lgebras:
G(n)j = σ 〈Yi,k|1 ≤ i ≤ n− j, 1 ≤ k ≤ j〉
y
Fi,j = σ 〈Yi,1, . . . , Yi,j〉 .
Proposicio´n 2.2.2 Asumiendo las condiciones del modelo de Mack, se cumple que:
1. Los estimadores Chain Ladder son insesgados:
E[fˆ
(n)
j ] = fj ,
2. Si V ar(Yj) <∞ para j ≥ 1, entonces los estimadores Chain Ladder son no correlacio-
nados:
Cov(fˆ
(n)
j , fˆ
(n)
k ) = 0, ∀j 6= k ∈ 1, 2, . . . , n− 1.
Demostracio´n: Dado que
∑n−j
i=1 Yi,j es medible con respecto a G(n)j ,
E[fˆ
(n)
j |G(n)j ] =
∑n−j
i=1 E[Yi,j+1|G(n)j ]∑n−j
i=1 Yi,j
.
De otro lado, por la condicio´n CL1, la variable aleatoria Yi,j+1 es independiente de (Yl,k)k≥1
para l 6= i y como Fi,j ⊂ G(n)j para i = 1, . . . , n− j y 1 ≤ j ≤ n− 1, se obtiene que:
E[Yi,j+1|G(n)j ] = E[Yi,j+1|Fi,j ] = fjYi,j . (2.9)
Combinando las ecuaciones anteriores, se llega a que
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E[fˆ
(n)
j |G(n)j ] = fj , (2.10)
de donde tomando esperanza E[fˆ
(n)
j ] = fj ; es decir, fˆ
(n)
j es un estimador insesgado de fj .
Mostremos ahora la no correlacio´n entre los estimadores Chain Ladder de los factores
de desarrrollo. Para esto supongamos, sin pe´rdida de generalidad, que j < k y que fˆ
(n)
j es
medible respecto a G(n)k . Por la ecuacio´n (2.10):
E[fˆ
(n)
j fˆ
(n)
k |G(n)k ] = fˆ (n)j E[fˆ (n)k |G(n)k ] = fˆ (n)j fk
y
E[fˆ
(n)
j fk] = fjfk
Por tanto,
Cov(fˆ
(n)
j , fˆ
(n)
k ) = E[fˆ
(n)
j fˆ
(n)
k ]− E[fˆ (n)j ]E[fˆ (n)k ] = E[fˆ (n)j fk]− fjfk = 0.

La varianza del estimador Chain Ladder fˆ
(n)
j no es tan fa´cil de establecer. Los proble-
mas surgen debido a que fˆ
(n)
j es el ratio de dos variables aleatorias dependientes. Para los
siguientes calculos sera´ conveniente usar la notacio´n siguiente:
Y˜i,j = Yi,j+1 − fjYi,j
donde asumimos que V ar(Yj) <∞ para j = 1, 2, . . . , n+ 1− i. Puesto que E[fˆ (n)j |G(n)j ] = fj ,
se tiene que:
V ar(fˆ
(n)
j |G(n)j ) = E[[
∑n−j
i=1 Y˜i,j∑n−j
i=1 Yi,j
]2|G(n)j ] =
∑n−j
i=1 V ar(Y˜i,j |G(n)j )
(
∑n−j
i=1 Yi,j)
2
+
2
∑∑
1≤i<k≤n−j Cov(Y˜i,j Y˜k,j |G(n)j )
(
∑n−j
i=1 Yi,j)
2
Se observa que:
V ar(Y˜i,j |G(n)j ) = V ar(Y˜i,j |Fi,j)
y
Cov(Y˜i,j , Y˜k,j |G(n)j ) = E[Y˜i,j Y˜k,j |Fi,j ∨ Fk,j ],
donde Fi,j ∨ Fk,j es la σ-a´lgebra ma´s pequen˜a que contiene tanto a Fi,j como a Fk,j . Note
que si i < k, entonces:
E[Y˜i,j Y˜k,j |Fi,j ∨ Fk,j ] = E[E[Y˜i,j Y˜k,j ]|Fi,j ∨ Fk,j+1)|Fi,j ∨ Fk,j ]
= E[Y˜k,jE[Y˜i,j |Fi,j ∨ Fk,j+1]|Fi,j ∨ Fk,j ]
= E[Y˜k,jE[Y˜i,j |Fi,j ]|Fi,j ∨ Fk,j ] = 0,
donde se ha utilizado la independencia de Y˜i,j y Fk,j+1 y la condicio´n CL2 del modelo de
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Mack. Por lo tanto, se ha demostrado que:
V ar(fˆ
(n)
j |G(n)j ) =
∑n−j
i=1 V ar(Y˜i,j |Fi,j)
(
∑n−j
i=1 Yi,j)
2
, (2.11)
Es en este punto nos damos cuenta que las condiciones del modelo de Mack no son sufi-
cientes para evaluar estas varianzas condicionales, lo cual se evidencia desde que la condicio´n
CL3 so´lo se refiere a los esperados condicionales de los Yi,j´s. Por consiguiente, introduci-
remos aqui una condicio´n adicional a las propuestas por Mack, donde seguiremos usando la
notacio´n, de no haber confusio´n, Y˜j = Y˜i,j .
CL4: Para todo i = 1, 2, . . . , n y todo j = 1, 2, . . . , n+ 1− i se cumple que Var(Yj) <∞y
V ar(Yj+1|Y1, . . . , Yj) = E[(Yj+1 − fjYj)2|Y1, . . . , Yj ] = σ2jYj . (2.12)
La razo´n de esta condicio´n es de nuevo la conveniencia. Se debe de recordar que las condiciones
CL2 y CL3 del modelo de Mack ten´ıan un so´lo propo´sito: fueron escogidos con la finalidad
de explicar la forma en que los estimadores de Chain Ladder fˆ
(n)
j son utilizados para predecir
el nu´mero de reclamos o siniestros futuros. Por tanto, la condicio´n CL4 fue dado por razones
pragma´ticas.
Como se ha visto en los ca´lculos anteriores, las condiciones CL1, CL2 y CL3 permiten
demostrar resultados asinto´ticos, de insesgamiento y de no correlacio´n de los estimadores
Chain Ladder. Asumiendo la condicio´n CL4, estamos ahora en condiciones de continuar los
ca´lculos para el desarrollo de la varianza del estimador Chain Ladder. Concretamente se tiene
lo siguiente:
Proposicio´n 2.2.3 Bajo las condiciones CL1, CL2, CL3 y CL4 del modelo de Mack se
tiene:
V ar(fˆ
(n)
j ) = σ
2
jE[(
n−j∑
i=1
Yi,j)
−1] (2.13)
Demostracio´n: Por (2.12):
V ar(Y˜i,j |Fi,j) = σ2jYi,j
Luego de (2.11):
V ar(fˆ
(n)
j |G(n)j ) =
∑n−j
i=1 σ
2
jYi,j
(
∑n−j
i=1 Yi,j)
2
=
σ2j∑n−j
i=1 Yi,j
(2.14)
La varianza incondicional puede ahora evaluarse mediante la aplicacio´n de la siguiente rela-
cio´n:
Var(fˆ
(n)
j ) = E[Var(fˆ
(n)
j |G(n)j )] + V ar(E[fˆ (n)j |G(n)j ])
= E[Var(fˆ
(n)
j |G(n)j )]
= σ2jE[
1∑n−j
i=1 Yi,j
]
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
donde hemos utilizado (2.10).
Estimadores de las cantidades σ2j pueden volver a ser obtenidos por el me´todo de mo-
mentos. Tomando esperanzas en la ecuacio´n (2.12):
E[(Yj+1 − fjYj)2] = σ2jE[Yj ].
Reemplazando los esperados de ambas partes por sus versiones muestrales se obtiene:
1
n− j
n−j∑
i=1
(Yi,j+1 − fjYi,j)2 = σ2j
1
n− j
n−j∑
i=1
Yi,j ,
ecuacio´n que nos provee al reemplazarse fj por su estimador fˆ
(n)
j , los estimadores:
(σˆ
(n)
j )
2 =
∑n−j
i=1 (Yi,j+1 − fˆ (n)j Yi,j)2∑n−j
i=1 Yi,j
. (2.15)
2.2.3. Predicciones en el Modelo de Mack
Asumamos el modelo de Mack con la condicio´n adicional CL4. Dado i = 1, ..., n, nuestro
primer objetivo consistira´ en predecir la severidad futura Yi,n+2−i para un periodo contiguo en
base al tria´ngulo de desarrollo de la figura 2.3. El predictor natural se deriva de las condiciones
CL2 y CL3 del modelo de Mack al reemplazarse el factor de desarrollo desconocido en el
predictor a un periodo en adelante:
E[Yi,n+2−i|Fi,n+1−i] = fn+1−iYi,n+1−i
por su estimador Chain Ladder fˆn+1−i. Este procedimiento origina el siguiente predictor:
Yˆi,n+2−i = fˆ
(n)
n+1−iYi,n+1−i. (2.16)
Debido al reemplazo del estimador Chain Ladder, el predictor Yˆi,n+2−i pierde la propiedad de
mininmizar del error cuadra´tico medio E[(Yi,n+2−i−M)2] sobre la clase de todas las variables
aleatorias M que tienen varianza finita y son medibles respecto a la σ−a´lgebra Fi,n+1−i. En
vista de la condicio´n CL4 el mı´nimo error cuadra´tico medio viene dado ahora por:
E[(Yi,n+2−i − fn+1−iYi,n+1−i)2] = E[V ar(Yi,n+2−i|Fi,n+1−i)]
= E[σ2n+1−iYi,n+1−i] = σ
2
n+1−iE[Yi,n+1−i]. (2.17)
La varianza σ2n+1−iE[Yi,n+1−i] es un mı´nimo para el error predictivo de la cantidad Yˆi,n+2−i.
Por otro lado, el error cuadra´tico medio de la prediccio´n de Yˆi,n+2−i viene dada por:
err
(n)
Y = E[(Yˆi,n+2−i − Yi,n+2−i)2].
Se observa que:
err
(n)
Y = E[(Yi,n+2−i ± fn+1−iYi,n+1−i − Yˆi,n+2−i)2]
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= E[(Yi,n+2−i − fn+1−iYi,n+1−i)2] + E[((fn+1−i − fˆ (n)n+1−i)Yi,n+1−i)2]
+2E[(Yi,n+2−i − fn+1−iYi,n+1−i)]E[(fn+1−i − fˆ (n)n+1−i)Yi,n+1−i]
= σ2n+1−iE[Yi,n+1−i] + V ar(fˆ
(n)
n+1−i)E[Y
2
i,n+1−i],
donde se ha utilizado el hecho que fˆ
(n)
n+1−i es por definicio´n independiente de Yi,n+1−i e
Yi,n+2−i. Por tanto, de la u´ltima proposicio´n obtenemos el siguiente error de prediccio´n.
err
(n)
Y = σ
2
n+1−iE[Yi,n+1−i] + V ar(fˆ
(n)
n+1−i)E[Y
2
i,n+1−i]
= σ2n+1−i(E[Yi,n+1−i] + E[(
∑i−1
k=1 Yk,n+1−i)
−1]E[Y 2i,n+1−i]).
Una comparacio´n entre la varianza del mejor predictor de Yi,n+2−i dada en la ecuacio´n
(2.17) y el error de prediccio´n de Yi,n+2−i, muestran que el te´rmino adicional
V ar(fˆ
(n)
n+1−i)E[Y
2
i,n+1−i]
aparece debido a la incertidumbre del estimador del para´metro fˆ
(n)
n+1−i. Las cantidades E[Yi,n+1−i]
y E[Y 2i,n+1−i] pueden, adema´s, ser calculadas mediante el uso de las condiciones CL2, CL3
y CL4. Por ejemplo:
E[Yi,n+1−i] = fn−i...f1E[Y1], (2.18)
y tomando Fj = σ〈Yi,1, . . . , Yi,j〉, se obtiene:
E[Y 2i,n+1−i] = E[V ar(Yi,n+1−i|Fn−i)] + E[E[(fn−iYi,n−i)2|Fn−i]]
= σ2n−iE[Yi,n−i] + f
2
n−iE[Y
2
i,n−i] = σ
2
n−ifn−i−1...f1E[Y1] + f
2
n−iE[Y
2
i,n−i]. (2.19)
Para sen˜alar los l´ımites del error de prediccio´n err
(n)
Y se necesita reemplazar las siguientes
cantidades: σ2n+1−i, E[Yi,n+1−i] y E[Y
2
i,n+1−i] por estimadores apropiados, como podr´ıan ser
los estimadores a trave´s del me´todo de momentos. En virtud de la LFGN, estos estimadores
son estimadores fuertemente consistentes de sus contrapartes determin´ısticos. Por otro lado,
como la LFGN es un resultado asinto´tico, uno necesita el promedio de un nu´mero grande
de observaciones para conseguir estimaciones seguras. Por construccio´n de estos estimadores,
esto implica que err
(n)
Y puede solamente ser estimado en una manera razonable si i y n son
grandes.
Ya que las severidades E[Yi,n+1−i] y E[Y 2i,n+1−i] que aparecen en err
(n)
Y satisfacen las
relaciones recursivas de las ecuaciones (2.18) y (2.19), uno podria estar tentado a reempla-
zar E[Yi,n+1−i] y E[Y 2i,n+1−i] por estas recursiones y luego estimar los para´metros fk, σ
2
k
y los momentos E[Y0] y E[Y
2
0 ]. Este me´todo no evita el problema del taman˜o de muestra
pequen˜a, mencionada anteriomente. Finalmente, tambien es necesario estimar la cantidad
E[(
∑i−1
k=1 Yk,n−i)
−1] que aparece en err(n)Y .
La condiciones CL2 y CL3 del modelo de Mack no solo especifican la forma de prediccio´n
de un paso adelante E[Yj+1|Y1, . . . , Yj ] = fjYj de Yj+1, sino que tambie´n define al mejor
predictor de Yj+k dado por Y1, . . . , Yj para cualquier k ≥ 1. Usando las propiedades del
esperado condicional, el predictor de varios pasos hacia adelante o mejor predictor de Yj+k
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es dado por:
E[Yj+k|Y1, . . . , Yj ] = E[E[Yj+k|Y1, . . . , Yj+k−1]|Y1, . . . , Yj ]
= fj+k−1E[Yj+k−1|Y1, . . . , Yj ] = fj+k−1...fjYj . (2.20)
El correspondiente error de prediccio´n es luego calculado por un argumento similar:
E[(Yj+k − fj+k−1...fjYj)2] =
E[(Yj+k−fj+k−1Yj+k−1)2]+f2j+k−1E[(Yj+k−1−fj+k−2Yj+k−2)2]+. . .+f2j+k−1...f2j+1E[(Yj+1−fjYj)2].
Ahora, asumiendo las condiciones CL2, CL3 y CL4, se obtiene:
E[(Yj+k − fj+k−1...fjYj)2]
= σ2j+k−1E[Yj+k−1] + f
2
j+k−1σ
2
j+k−2E[Yj+k−2] + ...+ f
2
j+k−1...f
2
j+1σ
2
jE[Yj ]
= E[Yj ]
k−1∑
l=0
fj ...fj+l−1σ2j+l[fj+l+1...fj+k−1]
2. (2.21)
Si tomamos la relacio´n de la ecuacio´n (2.20) como punto de partida podemos encontrar
una aproximacio´n al mejor predictor de Yi,n+k−i, con k > 1, dado observaciones del pasado
y el u´ltimo periodo con informacio´n Yi,1, . . . , Yi,n+1−i. El mejor predictor es:
E[Yi,n+k−i|Fi,n+1−i] = fn−i+k−1...fn+1−iYi,n+1−i, k > 1.
Un candidato para una aproximacio´n se obtiene al reemplazar el para´metro desconocido fl
por sus estimadores Chain Ladder.
Yˆi,n+k−i = fˆ
(n)
n−i+k−1 . . . fˆ
(n)
n+1−iYi,n+1−i (2.22)
El error cuadra´tico medio del predictor Yˆi,n+k−i viene dado por:
err
(n)
Y = E[(Yi,n+k−i − Yˆi,n+k−i)2]
= E[(Yi,n+k−i − E[Yi,n+k−i|Fi,n+1−i])2] + E[(E[Yi,n+k−i|Fi,n+1−i]− Yˆi,n+k−i)2], (2.23)
donde
E[(Yi,n+k−i − E(Yi,n+k−i|Fi,n+1−i))2] = E[Yi,n+1−i]
n+k−i−1∑
l=n−i
(fn−i+k−1...fl+1)2σ2l fl−1...fn−i.
(2.24)
Un estimador de este error cuadra´tico medio viene dado por la siguiente proposicio´n.
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Proposicio´n 2.2.4
ˆerr
(n)
Y = (Yˆi,n+k−i)
2
n+k−i−1∑
l=n−i
σˆ2l
fˆ2l
(
1
Yˆi,l+1
+
1∑n−1+i
i=1 Yi,l+1
)
(2.25)
Demostracio´n: Ve´ase Mack (1997). 
La estimacio´n en la proposicio´n anterior es muy importante para la construccio´n de los
intervalos de confianza asinto´ticos de los montos de reservas totales estimados para el periodo
de ocurrencia i. Estos vienen dados por:
[Yˆi,n+k−i − z1−α
2
√
ˆerr
(n)
Y , Yˆi,n+k−i + z1−α2
√
ˆerr
(n)
Y ] (2.26)
siendo z1−α
2
el percentil 100(1− α) % de una distribucio´n normal esta´ndar.
Cap´ıtulo 3
Regresiones Aparentemente no Relacionadas (SUR)
En este cap´ıtulo desarrollaremos la teor´ıa de las Regresiones Aparentemente no Relacio-
nadas (SUR), la cual fue introducida por Zellner (1962). Esta sera´ utilizada en la extensio´n
multivariada del me´todo Chain Ladder propuesta por Zhang (2010) que expondremos en el
siguiente cap´ıtulo.
Cuando uno hace referencia a los modelos de ecuaciones simulta´neas, inmediatamente
uno piensa en aquellos sistemas en los que se especifican variables dependientes en algunas
ecuaciones como predeterminadas por otras ecuaciones del modelo. Si bajo este esquema
existe una correlacio´n de los te´rminos de error entre las ecuaciones del sistema, la aplicacio´n
del me´todo de mı´nimos cuadrados ordinarios (MCO) podr´ıa resultar en estimadores sesgados
y con errores cuadrados medios que pueden ser elevados, especialmente en muestras pequen˜as.
Consideremos el siguiente conjunto de M ecuaciones de regresio´n:
Y1 = X1β1 + ε1
Y2 = X2β2 + ε2
...
Ym = Xmβm + εm (3.1)
...
YM = XMβM + εM
donde para cada ecuacio´n Ym es un vector columna N×1 de variables endo´genas, Xm es una
matriz de orden N × km de variables exo´genas (explicativas) no aleatorias, βm es un vector
km × 1 de para´metros y m es un vector N × 1 de errores aleatorios con media cero.
Este sistema puede escribirse ma´s compactamente, como:
Y1
Y2
...
YM
 =

X1 0 . . . 0
0 X2 . . . 0
...
...
. . .
...
0 0 . . . XM


β1
β2
...
βM
+

ε1
ε2
...
εM

o´
Y = Xβ + ε, (3.2)
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donde Y es un vector columna de orden NM × 1, X es una matriz de orden NM × k, β
es un vector columna de orden k × 1 y ε es un vector columna de orden NM × 1, siendo
k =
∑M
m=1 km.
Se observa que las variables endo´genas Ym no esta´n como variables predeterminadas en
otras ecuaciones del sistema, con lo cual se podr´ıa pensar que cada una de las ecuaciones
podr´ıa ser estimada con el uso del me´todo de mı´nimos cuadrados ordinarios. Esto ser´ıa
factible si las ecuaciones fueran completamente independientes en el sentido que la matriz de
varianzas-covarianzas de los te´rminos de error en el sistema de ecuaciones fuera diagonal. Lo
antes mencionado podr´ıa ser incorrecto si se detectara algu´n tipo de movimiento simulta´neo
de todas las ecuaciones originado por una supuesta relacio´n contempora´nea entre los te´rminos
de error. Es decir, las regresiones que no esta´n aparentemente relacionadas, s´ı lo estar´ıan por
medio de correlaciones impl´ıcitas entre los te´rminos de error. Esto resulta natural por ejemplo
si las variables Y1, Y2, . . . , YM corresponden a M distintas mediciones hechas sobre los mismos
individuos. Aqu´ı los errores en la ecuacio´n (3.1) describen lo no explicado por las variables
independientes. Por tanto, si existiera alguna o algunas variables predictoras relevantes no
incluidas en el modelo que afecten simulta´neamente a las variables dependientes, ser´ıa lo´gico
esperar alguna correlacio´n entre estos errores. Es de la idea expresada en esta discusio´n que
proviene el nombre en ingle´s SUR (de Seemingly Unrelated Regressions) para este sistema
de ecuaciones.
Segu´n Araya and Mun˜oz (1996) existe un aspecto importante por rescatar y este es
la posibilidad que existe de cometer un serio error por considerar independientes a varias
ecuaciones de regresio´n, cuando en realidad esta´n asociadas por medio de los te´rminos de
error. No existe un procedimiento econome´trico que le diga al investigador que tiene que
aplicar el me´todo SUR, so´lo la experiencia y el conocimiento teo´rico le permitira´n identificar
la necesidad de utilizarlo.
En el modelo SUR se especifica que la matriz de varianzas-covarianzas del vector de
errores ε viene dada por:
V = E[εε>] =

σ11IN σ12IN · · · σ1MIN
σ21IN σ22IN · · · σ2MIN
...
...
. . .
...
σM1IN σM2IN · · · σMMIN
 = Σ⊗ IN (3.3)
donde IN es la matriz identidad de orden N , ⊗ es el producto Kronecker y Σ es la matriz de
varianzas-covarianzas:
Σ =

σ11 σ12 · · · σ1M
σ21 σ22 · · · σ2M
...
...
. . .
...
σM1 σM2 · · · σMM
 (3.4)
Vale recordar que la matriz Σ es sime´trica y positiva definida. Asumiremos adema´s que
es no singular.
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3.1. Estimacio´n de para´metros
Recordemos que si en el modelo (3.2) Σ = σ2IN , entonces el mejor estimador lineal e
insesgado (MELI) para el para´metro β viene dado por el estimador de mı´nimos cuadrados:
βˆ0 = (X
>X)−1X>Y.
Si bien la condicio´n anterior no se cumple en general, es posible extender un resultado similar
para un modelo heteroceda´stico, como (3.2), que especifique que:
V ar() = V,
donde V es una matriz sime´trica y positiva definida.
En efecto, por el teorema de descomposicio´n singular podemos garantizar la existencia
de una matriz ortogonal P(P>P = PP> = I) y una matriz diagonal Λ tal que V = PΛP>.
As´ı multiplicando la ecuacio´n (3.2) por Λ−1/2P>, tenemos:
Λ−1/2P>Y = Λ−1/2P>Xβ + U,
donde U = Λ−1/2P> puede verificarse que es un te´rmino de error de media cero y matriz de
covarianza σ2IN . Puesto que este modelo satisface los supuestos cla´sicos uno obtiene entonces
el denominado estimador de mı´nimos cuadrados generalizados:
βˆG = (X
>V−1X)−1X>V−1Y.
En nuestro caso particular este podr´ıa escribirse ma´s expl´ıcitamente como:
βˆG = (X
>(Σ−1 ⊗ IN )X)−1X>(Σ−1 ⊗ IN )Y.
Un ca´lculo directo de la matriz de varianzas-covarianza de este estimador muestra que
V ar(βˆG) = (X
>(Σ−1 ⊗ IN )X)−1.
Un resultado interesante propuesto por Milliken and Albohali (1984) de cuando el es-
timador de mı´nimos cuadrados generalizados colapsa en el MELI de β, viene dado por la
siguiente proposicio´n.
Proposicio´n 3.1.1 Para el modelo lineal (3.2), βˆG es el MELI de β si y solo si :
X>V−1(I−W) = 0,
donde W = X(X>X)−1X>.
Demostracio´n: Con el objetivo de que βˆG sea el MELI de β, X y V deben ser tales que
βˆG = βˆ0; es decir,
(X>X)−1X>Y = (X>V−1X)−1X>V−1Y.
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Denotemos por U a la diferencia de estas matrices:
U = (X>X)−1X>Y − (X>V−1X)−1X>V−1Y,
y expresemos Y mediante Y = WY + (I−W)Y. Luego, U se reduce a:
U = −(X>V−1X)−1X>V−1(I−W)Y.
Por tanto, βˆG es el MELI de β si y solo si U = 0 para todo Y o, equivalentemente, si y
solo si:
(X>V−1X)−1X>V−1(I−W) = 0.
Como (X>V−1X)−1 es no singular, la condicio´n equivale a decir que βˆG es el MELI de β si
y solo si:
X>V−1(I−W) = 0.

Es necesario resaltar que todo lo antes mencionado esta´ basado en la asuncio´n que la
matriz de varianzas-covarianzas Σ sea conocida, pero por lo general esto no sucede as´ı.
Cuando la matriz de varianza-covarianza no es conocida, el correspondiente estimador es el
de mı´nimos cuadrados factible generalizado:
βˆFG = (X
>(Σˆ⊗ IN )−1X)−1X>(Σˆ⊗ IN )−1Y, (3.5)
donde Σˆ es un estimador de Σ. Existen varias posibilidades para estimar Σ. Estos esta´n
basados en el residual εˆ obtenido de aplicarse el me´todo de mı´nimos cuadrados ordinarios:
εˆ = Y −Xβˆ0.
El ma´s comu´nmente utilizado de tales estimadores es:
Σˆ0 =
1
N
(εˆ>εˆ).
Otro estimador de Σ, a tomarse en cuenta, es el propuesto por Zellner and Huang (1962):
Σˆu = [σˆmn], donde:
σˆnm =
{
εˆ>n εˆn/(N − Jm) ,∀m = n
εˆ>n εˆm
N−Jm−Jn+tr((Xn>Xn)−1Xn>Xm(Xm>Xm)−1Xm>Xn) ,∀n 6= m
(3.6)
siendo Jm el nu´mero de regresores en la m−e´sima ecuacio´n y tr la traza de una matriz.
Otro estimador alternativo es Σˆg = [σˆnm] donde:
σˆnm =
εˆ>n εˆm
((N−Jn)(N−Jm))1/2 (3.7)
Este estimador es insesgado solo si n es igual a m.
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Hasta este punto, se observa que tanto el estimador de Mı´nimos Cuadrados Generaliza-
dos βˆG y su estimador factible βˆFG (o FGLS de estimador de mı´nimos cuadrados factible
generalizado) toman en cuenta la correlacio´n entre los te´rminos de error en la estimacio´n.
Sin embargo, si esta correlacio´n se ignora, entonces uno obtiene el estimador de Mı´nimos
Cuadrados Ordinarios: βˆ0 = (X
>X)−1X>Y
Se deben resaltar tres aspectos de los estimadores SUR sobre su eficiencia (entendida
como varianza mı´nima). El primer aspecto, es que cuanto ma´s elevada es la correlacio´n
contempora´nea de los te´rminos de error entre ecuaciones, mayor sera´ la ganancia en eficiencia
del estimador generalizado. El segundo aspecto se refiere a que si la correlacio´n contempora´nea
es muy baja (los tria´ngulos de la matriz Σ se aproximan a cero), no hay una ganancia
importante por aplicar la regresio´n SUR a las ecuaciones en lugar de utilizar los mı´nimos
cuadrados ordinarios en cada ecuacio´n. Finalmente, si cada una de las ecuaciones del sistema
tiene las mismas variables exo´genas, entonces los estimadores SUR son equivalentes a los
de mı´nimos cuadrados ordinarios. En resumen, la varianza sera´ mı´nima cuando las variables
explicativas en las diferentes ecuaciones no esta´n altamente correlacionadas.
Consideramos ahora la eficiencia de los tres estimadores βˆ0, βˆG y βˆFG hasta el momento
estudiados. Cuando Σ es conocida, βˆG es el mejor estimador lineal e insesgado. La diferencia
entre βˆG y βˆ0 en te´rminos de eficiencia es:
V ar(βˆ0)− V ar(βˆG) = (X>X)−1X>(Σ⊗ IN )X(X>X)−1 − (X>(Σ⊗ IN )−1X)−1
= P(Σ⊗ IN )P>.
donde P = (X>X)−1X> − (X>(Σ ⊗ IN )−1X)−1X>(Σ ⊗ IN )−1 es una matriz que satisface
PX = 0. Dado que Σ ⊗ IN es positiva definida, P(Σ ⊗ IN )P> es al menos positiva semi
definida, por tanto βˆG es al menos tan eficiente como βˆ0.
Sin embargo, esta conclusio´n no se sostiene respecto a la comparacio´n entre βˆFG y βˆ0
cuando no se conoce Σ ya que el uso del estimador Σˆ podr´ıa aumentar la variabilidad del
estimador βˆFG. Desafortunadamente, aunque se reconoce que el estimador FGLS no sera´ uni-
versalmente mejor que el estimador MCO, la relacio´n general exacta entre ellos sigue siendo
una pregunta abierta. Zellner (1963) considero´ un caso especial de un modelo de dos ecua-
ciones donde los te´rminos de error estaban normalmente distribuidos y los regresores de las
diferentes ecuaciones eran ortogonales entre si; es decir, X>1 X2 = 0. En este caso especial,
Zellner (1963) mostro´ que, para una muestra con menos de 20 observaciones y valor absoluto
de la verdadera correlacio´n contemporanea ρ12 = σ12/
√
σ11σ22 menor que 0.3, βˆFG es de
hecho menos eficiente que βˆ0. Adema´s, algunos resultados aproximados asinto´ticos muestran
que la eficiencia ganada se reducira´ debido a lo siguiente:
1. Una baja correlacio´n entre los te´rminos de error;
2. Una alta correlacio´n entre regresores a trave´s de diferentes ecuaciones;
3. Una alta correlacio´n entre regresores dentro de cada ecuacio´n.
Por lo que si los resultados asinto´ticos todavia se mantienen en muestras finitas, es de
esperar que la correlacio´n requerida debe ser au´n mayor que 0.3 para ganar eficiencia mediante
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el uso de βˆFG. As´ı vemos que, en el caso de mu´ltiples tria´ngulos correlacionados, aunque es
razonable esperar que las estimaciones ma´s eficientes sera´n el resultado del desarrollo conjunto
de los tria´ngulos teniendo en cuenta la correlacio´n, no es sorpresa que pueda suceder lo inverso
debido al uso de un estimador para Σ. Esto es ma´s probable que ocurra cuando se presenten
pequen˜as correlaciones entre los tria´ngulos.
3.2. El estimador iterativo de Mı´nimos Cuadrados Factible Generalizado
(IFGLS)
Una vez obtenido el estimador βˆFG de los coeficientes, este podr´ıa ser utilizado para esti-
mar nuevamente la matriz de varianza-covarianza mediante los residuales obtenidos bajo este
estimador (en lugar de con los de βˆ0). A partir de esta nueva matriz, podr´ıamos aplicar nue-
vamente (3.5) y obtener en una segunda etapa un nuevo estimador SUR factible generalizado.
Este a su vez puede ser utilizado nuevamente para estimar una nueva matriz de varianza-
covarianza. A partir de dicha matriz, podemos obtener un estimador SUR de tercera etapa;
y continuar as´ı de manera iterativa hasta que se produzca una convergencia en el sentido de
que la diferencia en norma entre dos estimaciones para etapas consecutivas del vector de coe-
ficientes de regresio´n sea menor a una tolerancia muy pequen˜a pre-establecida. El estimador
resultante es por tanto conocido como el estimador iterativo de mı´nimos cuadrados factible
generalizado (IFGLS). En adelante denotaremos al estimador IFGLS de l−e´sima etapa por
βˆ
(l)
I . En otras palabras, este estimador viene dado por:
βˆ
(l)
I = (X
>(Σˆ(l) ⊗ IN )−1X)−1X>(Σˆ(l) ⊗ IN )−1Y,
donde Σˆ(l) es un estimador consistente de Σ construido con el residual basado en βˆ
(l−1)
I . Note
que, por construccio´n, βˆ
(0)
I es el estimador de mı´nimos cuadrados ordinarios de β y que βˆ
(1)
I
es el estimador de mı´nimos cuadrados factible generalizado.
El procedimiento iterativo, aunque dirigida a mejorar la eficiencia del estimador de mı´ni-
mos cuadrados factible generalizado (FGLS), no puede evitar una pe´rdida de eficiencia, si-
milar a la discutida con el estimador FGLS. Srivastava and Giles (1987) mostraron que las
iteraciones no siempre pueden ser u´tiles ya que los estimadores FGLS y IFGLS tienen la
misma varianza para muestras grandes, pero para muestras pequen˜as, el estimador IFGLS
podr´ıa dar como resultado una pe´rdida de eficiencia. Situaciones favorables para el estimador
IFGLS resultan cuando se presenta una baja correlacio´n entre los regresores a trave´s de las
ecuaciones y una alta correlacio´n entre los te´rminos de error.
Cap´ıtulo 4
El modelo General Multivariado Chain Ladder
En este cap´ıtulo haremos una presentacio´n de la extensio´n multivariada propuesta por
Zhang (2010) para el modelo Chain Ladder. En ella analizaremos co´mo es posible utilizar
la relacio´n existente entre mu´ltiples tria´ngulos de desarrollo con el fin de buscar mejores
inferencias y predicciones de las reservas.
La motivacio´n de los me´todos de reserva multivariados proviene esencialmente de dos
fuentes. Una es identificar y entender las conexiones estructurales entre diferentes tipos de
data de reclamos y otra es estudiar las correlaciones contempora´neas que pudieran existir
entre distintos tria´ngulos de desarrollo.
Un ejemplo que claramente ilustra el problema de no tomar en cuenta las conexiones
estructurales es cuando uno dispone de tria´ngulos de desarrollo tanto para los reclamos
incurridos como pagados. Como lo indican Quarg and Mack (2004), el tomar por separado
un modelo Chain Ladder para cada tria´ngulo conduce a predicciones inconsistentes, razo´n por
la cual estos autores proponen como solucio´n su modelo Munich Chain Ladder. Otro ejemplo
en esta l´ınea consiste en la inclusio´n de data de conteo de reclamos en las proyecciones de los
montos de reclamos, ve´ase al respecto De Alba (2002) y Ntzoufras and Dellaportas (2002).
El uso de los me´todos de reserva multivariados es, por otro lado, motivado por la presencia
de las correlaciones contempora´neas. Es pra´ctica comu´n que la estimacio´n de las severidades
de un portafolio este conformado por las inferencias individuales hechas para cada uno de
muchos sub-portafolios. Esta correlacio´n es a menudo inducida como consecuencia de la
influencia de ciertos factores comu´nes, tales como la inflacio´n o eventos catastro´ficos.
Para contabilizar debidamente esta correlacio´n, una distribucio´n multivariada debe ser
constru´ıda y la estimacio´n conjunta de la correlacio´n de los sub-portafolios debe llevarse a
cabo. Desde un punto estad´ıstico, una ventaja importante de la implementacio´n de un me´to-
do de estimacio´n conjunta es la ganancia de eficiencia en la estimacio´n de los para´metros.
El tratamiento actuarial pone un mayor enfa´sis en la valoracio´n del impacto como resultado
del ca´lculo de la variabilidad de las reservas. Por ejemplo, es posible que sub-portafolios de
diferentes l´ıneas de negocios tengan una correlacio´n positiva y como tal, aplicaciones inde-
pendientes de modelos univariados estoca´sticos den lugar a una subestimacio´n de la variacio´n
de las reservas, representando una imagen de falso optimismo de los riesgos econo´micos que
enfrenta la compan˜ia de seguros. En este contexto, varios papers han hecho extensiones del
enfoque univariado Chain Ladder de Mack (1993) para la estimacio´n de las reservas y de su
correspondiente variabilidad que tome en cuenta estas correlaciones. Los modelos compren-
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didos bajo este marco se conocen como ”Modelos Multivariados Chain Ladder”.
El modelo General Multivariado Chain Ladder, o simplemente modelo GMCL del acro´ni-
mo en ingle´s General Multivariate Chain Ladder, no solo especifica las correlaciones contem-
pora´neas, sino que tambie´n permite conexiones estructurales entre los tria´ngulos de desa-
rrollo. La estructura del modelo GMCL se extiende del modelo Multivariado Chain Ladder
(MCL) de una manera natural, sin embargo, esta extensio´n simple resulta ser ventajosa en la
mejora de la adecuacio´n del modelo y en el incremento de la flexibilidad de este. El corazo´n
del modelo GMCL es el empleo de las ya vistas Regresiones Aparentemente no Relacionadas
(SURs) para la estimacio´n de los para´metros.
4.1. Formulacio´n del Modelo
A continuacio´n se formulara´ el modelo GMCL, el cual tiene como objetivo el analizar
simulta´neamente mu´ltiples tria´ngulos de desarrollo correlacionados. Para esto asumiremos
que disponemos de M tria´ngulos de desarrollo del mismo taman˜o. Referiremos con m ∈
{1, . . . ,M} al m-e´simo tria´ngulo, i ∈ {1, . . . , n} al i-e´simo periodo de origen u ocurrencia
y j ∈ {1, . . . , n} al j-e´simo periodo de desarrollo. Denotemos por Yi,j = [Y (1)i,j . . . Y (M)i,j ]>
al vector columna de severidades (acumuladas) en el periodo de ocurrencia i y desarrollo j,
donde (m) hace referencia al m-e´simo tria´ngulo de desarrollo. Cada una de las severidades
Y
(m)
i,j se asumen estrictamente positivas.
Asimismo, denotemos por D = {Yi,j | 1 ≤ i ≤ n, 1 ≤ j ≤ n, i+ j ≤ n+ 1} al conjunto de
todas las severidades (observadas), D.,j = {Yi,k | 1 ≤ i ≤ n, k ≤ j} al conjunto de todas las
severidades hasta el periodo de desarrollo j, y Di,j = {Yi,k | k ≤ j} al conjunto de todas las
severidades para el periodo de ocurrencia ihasta el periodo de desarrollo j.
Adema´s, denotaremos por Y
(m)
≤,j = [Y
(m)
1,j Y
(m)
2,j . . . Y
(m)
n+1−j,j ]
> al vector columna de las
primeras n + 1 − j severidades para el periodo de desarrollo j del m-e´simo tria´ngulo y por
Y
(m)
<,j = [Y
(m)
1,j Y
(m)
2,j . . . Y
(m)
n−j,j ]
> al vector columna de las primeras n− j severidades para el
periodo de desarrollo j del m-e´simo tria´ngulo. Se usara´ vec como el operador de vectorizacio´n
de una matriz de tal manera que si A = [a1 a1 . . . an] es una matriz m×n, donde cada ai es
un vector columna de orden m, entonces vec(A) = [a>1 a>1 . . . a>n ]> sera´ un vector columna
de taman˜o mn× 1.
Como una generalizacio´n natural multivariada del modelo Chain Ladder, consideraremos
el siguiente modelo de referencia GMCL para el periodo de desarrollo j, el cual hace referencia
a la transicio´n entre los periodos de desarrollo j y j + 1:
Yi,j+1 = Bj ·Yi,j + i,j , (4.1)
donde i,j = [
(1)
i,j 
(2)
i,j . . . 
(M)
i,j ]
T es un vector columna de orden M de errores aleatorios y
Bj =

β11 . . . β1M
...
. . .
...
βM1 . . . βMM

es una matriz de orden M ×M para los factores de desarrollo en el per´ıodo j. Vale detallar
que la matriz Yi,j+1 en (4.1) contiene en la m−e´sima fila factores de desarrollo asociados a
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todos los tria´ngulos de desarrollo:
Y
(m)
i,j+1 = βm1Y
(1)
i,j + βm2Y
(2)
i,j + . . .+ βmMY
(M)
i,j + 
(m)
i,j (4.2)
Cabe tambie´n aclarar que, por simplicidad, estamos omitiendo el sub´ındice j para las
entradas de Bj . Esto desde que ellas sera´n innecesarias en los ca´lculos que ma´s adelante
veremos.
El modelo (4.1) es usado como modelo de partida ya que no posee un te´rmino de intercep-
to. Ma´s adelante veremos que es posible, sin mayores inconvenientes, el incluir tal te´rmino.
Para el modelo (4.1), se tienen los siguientes supuestos:
(GMCL1)
E[i,j |Di,j ] = 0. (4.3)
(GMCL2)
Cov(i,j |Di,j) = D(Yi,j)1/2ΣjD(Yi,j)1/2, (4.4)
donde D(Yi,j)
1/2 denota a la matriz diagonal de orden M cuyas entradas esta´n con-
formadas por las ra´ıces cuadradas de las entradas del vector Yi,j .
(GMCL3) La severidades que provienen de distintos an˜os de origen son independientes entre
si.
(GMCL4) Los errores aleatorios i,j esta´n distribuidas sime´tricamente, siendo
Σj =

σ11 . . . σ1M
...
. . .
...
σM1 . . . σMM

una matriz de orden M ×M sime´trica y positiva definida.
Una vez ma´s, por simplicidad, se han omitido los sub-´ındices j en las entradas de la matriz
Σj .
Es interesante observar como el supuesto (GMCL2) extiende la asuncio´n (CL4) vista
en el modelo Chain Ladder univariado. De manera expl´ıcita (4.4) nos dice que para todo
m, q ∈ {1, 2, . . . ,M}:
Cov(Y
(m)
i,j+1, Y
(q)
i,j+1 | Di,j) = Cov((m)i,j+1, (q)i,j+1 | Di,j) = σmp
√
Y
(m)
i,j Y
(q)
i,j
y en particular
V ar(Y
(m)
i,j+1 | Di,j) = V ar((m)i,j+1 | Di,j) = σmmY (m)i,j .
Observando detalladamente la estructura del modelo de partida (4.1), se encuentra que
ninguna de las variables dependientes (endo´genas) se muestran como variables explicativas
en las ecuaciones y que las ecuaciones individuales para cada tria´ngulo esta´n vinculados a
trave´s de la correlacio´n existente entre los errores de e´stas, lo cual sugiere el empleo de las
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Regresiones Aparentemente no Relacionadas (SUR) para la estimacio´n de los para´metros,
punto que ha sido detallado en el cap´ıtulo anterior.
Es fa´cil verificar que el modelo (4.1) puede escribirse, en concordancia a la figura 2.3 y
(4.2), como el siguiente sistema de ecuaciones:
Y
(1)
1,j+1 = β11Y
(1)
1,j + β12Y
(2)
1,j + . . . + β1MY
(M)
1,j + 
(1)
1,j
...
Y
(1)
n−j,j+1 = β11Y
(1)
n−j,j + β12Y
(2)
n−j,j + . . . + β1MY
(M)
n−j,j + 
(1)
n−j,j
Y
(2)
1,j+1 = β21Y
(1)
1,j + β22Y
(2)
1,j + . . . + β2MY
(M)
1,j + 
(2)
1,j
...
Y
(2)
n−j,j+1 = β21Y
(1)
n−j,j + β22Y
(2)
n−j,j + . . . + β2MY
(M)
n−j,j + 
(2)
n−j,j
...
Y
(M)
n−j,j+1 = βM1Y
(1)
n−j,j + βM2Y
(2)
n−j,j + . . . + βMMY
(M)
n−j,j + 
(M)
n−j,j
Este se expresa matricialmente como:
Y
(1)
≤,j+1
Y
(2)
≤,j+1
...
Y
(M)
≤,j+1
 =

X1 0 . . . 0
0 X2 . . . 0
...
...
. . .
...
0 0 . . . XM


β1
β2
...
βM
+

1
2
...
M
 (4.5)
donde, para m = 1, 2, . . . ,M , Y
(m)
≤,j+1 es un vector (n− j)×1 de todas las severidades para el
periodo de desarrollo j+ 1 del m-e´simo tria´ngulo de desarrollo, Xm = [Y
(1)
<,j Y
(2)
<,j . . . Y
(M)
<,j ]
es una matriz (n− j)×M de las primeras (n− j) severidades para el periodo de desarrollo
j con X1 = X2 = . . . = XM , βm = [βm1 . . . βmM ]
> es un vector columna de para´metros o
factores de desarrollo en la m-e´sima ecuacio´n y m = [
(m)
1,j 
(m)
2,j . . . 
(m)
n−j,j ]
> es un vector
(n− j)× 1 de te´rminos de error para el m-e´simo tria´ngulo de desarrollo.
El modelo (4.5) puede ser escrito ma´s compactamente como:
Y = Xβ + ε, (4.6)
donde Y = vec([Y
(1)
≤,j+1 . . .Y
(M)
≤,j+1]) es un vector (n− j)M × 1 de variables respuestas; X =
diag(X1, . . . ,XM ) es una matriz diagonal de bloques (n−j)M×M2, β = vec([β1 β2 . . . βM ])
es un vector M2 × 1 de para´metros de desarrollo y ε = vec([ε1 ε2 . . . εM ]) es un vector
(n− j)M × 1 de te´rminos de error.
Si denotamos por W = vec([Y
(1)
<,j Y
(2)
<,j . . . Y
(M)
<,j ]) = vec(X1) al vector (n − j)M × 1 de
las primeras n − j severidades observadas para el periodo de desarrollo j, obtendremos de
(GMCL2) y (GMCL3) que
Cov(m, q | Di,j) = σmqD(Y(m)<,j )1/2ID(Y(q)<,j)1/2
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y consecuentemente:
Cov(ε | Di,j) = D(W)1/2(Σj ⊗ I)D(W)1/2, (4.7)
donde I es la matriz identidad de orden (n− j)× (n− j) y D es el operador diagonal definido
anteriormente. Multiplicando a ambos lados de (4.6) por D(W)−1/2, se obtiene:
D(W)−1/2Y = D(W)−1/2Xβ +D(W)−1/2ε,
o´
Y∗ = X∗β + ε∗, (4.8)
donde
Y∗ = D(W)−1/2Y,X∗ = D(W)−1/2X y ε∗ = D(W)−1/2ε.
As´ı de (4.7) se tiene que:
Cov(ε∗ | Di,j)) = D(W)−1/2Cov(ε)D(W)−1/2 = Σj ⊗ I. (4.9)
Emplea´ndose luego la ecuacio´n (4.1) con
Yi,n−i+2 = Bn−i+1 ·Yi,n−i+1 + i,n−i+1,
y trabaja´ndose recursivamente, pueden obtenerse los valores finales de las severidades por
an˜o de ocurrencia i en funcio´n de las u´ltimas severidades observadas Yi,n−i+1:
Yi,n =
n−i+1∏
j=n−1
Bj
Yi,n−i+1 + n−2∑
j=n−i+1
(
j+1∏
l=n−1
Bl
)
i,j + i,n−1, (4.10)
donde
∏n−i+1
j=n−1 Bj representa la productoria de los Bj desde j = n − 1 hasta j = n − i + 1.
Usando (4.10) y los supuestos (GMCL1) y (GMCL3), se aprecia que la esperanza de la
u´ltima severidad para el an˜o de origen i condicional a las severidades observadas D es:
E[Yi,n|D] = E[Yi,n|D.,n−i+1] = E[Yi,n|Di,n−i+1] =
n−i+1∏
j=n−1
Bj
Yi,n−i+1 (4.11)
Finalmente, teniendo la ecuacio´n (4.8) el formato de un modelo SUR, podemos, por lo
visto en el cap´ıtulo anterior, estimar cada β = vec(B>j ) a fin de estimar el esperado de la
severidad u´ltima mediante:
Yˆi,n =
n−i+1∏
j=n−1
Bˆj
Yi,n−i+1 (4.12)
El lema siguiente resume algunas propiedades del estimador obtenido.
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Lema 4.1.1 Bajo los supuestos (GMCL1)-(GMCL4), se tiene que:
(i) E[Bˆj |D.,j ] = Bj y Bˆj es un estimador insesgado de Bj;
(ii) Los estimadores de la matriz de desarrollo para diferentes periodos de desarrollo no
esta´n correlacionados; es decir, E[BˆkBˆj ] = E[Bˆk]E[Bˆj ] ∀k 6= j;
(iii) Condicional a D.,n−i+1, el estimador Yˆi,n es un estimador insesgado de E[Yi,n|D]; es
decir, E[Yˆi,n|D.,n−i+1] = E[Yi,n|D];
(iv) El estimador Yˆi,n es un estimador insesgado de E[Yi,n].
Demostracio´n: (i) El hecho que E[Bˆj |D.,j ] = Bj se deduce directamente de los resultados
dados por Kakwani (1967) bajo el supuesto (GMCL4). Por tanto, E[Bˆj ] = E[E[Bˆj|D.,j ]] =
E[Bj ] = Bj .
(ii) Sin pe´rdida de generalidad, supongamos que k < j, luego
E[BˆkBˆj ] = E[E[BˆkBˆj | D.,j ]] = E[BˆkE[Bˆj | D.,j ]] = E[BˆkBj ] = E[Bˆk]E[Bˆj ]
donde el u´ltimo paso utiliza los resultados incondicionales en (i).
(iii) Dado que se observaD,.n−i+1, utilizando los resultados de (i), (ii), 4.11) y (4.12), tenemos
que:
E[Yˆi,n|D.,n−i+1] = E
n−i+1∏
j=n−1
Bˆj
Yi,n−i+1|D.,n−i+1
 = E
n−i+1∏
j=n−1
Bˆj
Yi,n−i+1
=
n−i+1∏
j=n−1
E(Bˆj)
Yi,n−i+1 =
n−i+1∏
j=n−1
Bj
Yi,n−i+1 = E[Yi,n|D]
(iv) De (iii) y (4.11), tenemos que
E[Yˆi,n|D.,n−i+1] = E[Yi,n|D] = E[Yi,n|D.,n−i+1].
Tomando esperanza en ambos lados, se tiene que:
E[Yˆi,n] = E[Yi,n].

4.2. El modelo GMCL con intercepto
Barnett and Zehnwirth (2000) sen˜alaron que el modelo Chain Ladder resulta ser muchas
veces inadecuado, ya que tiende a sobreestimar los valores grandes y subestimar los valores
CAPI´TULO 4. EL MODELO GENERAL MULTIVARIADO CHAIN LADDER 31
pequen˜os, y por tanto el gra´fico residual con los valores ajustados en el eje de las abscisas
muestra una tendencia decreciente. Como Zhang (2010) lo afirma, la causa de este compor-
tamiento es que el modelo en cuestio´n excluye al te´rmino de interseccio´n. Por fortuna, la
inclusio´n de tal te´rmino no conlleva mayor dificultad en el SUR y en el modelo GMCL. Esto
es lo que precisamente discutiremos en esta seccio´n.
Sea Aj = ([β10 β20 . . . βM0])
> un vector de intercepto M ×1, donde βm0 es el intercepto
del m-e´simo tria´ngulo. Una vez ma´s omitiremos el indicador del periodo de desarrollo j por
simplicidad. El modelo (4.1) puede luego extenderse a:
Yi,j+1 = Aj + Bj ·Yi,j + i,j (4.13)
donde los supuestos (GMCL1) - (GMCL3) siguen siendo los mismos. Nos referiremos al mo-
delo (4.13) como el modelo con intercepto, y a Bj como la matriz de desarrollo. La estimacio´n
del modelo (4.13) es sencilla bajo la te´cnica SUR desarrollada en el cap´ıtulo anterior. Tan
solo se requiere cambiar la definicio´n de Xm y βm en (4.5) para mostrar la inclusio´n de los
interceptos. Para ser ma´s especificos, se definira´ Xm = [1 Y
(1)
<,j . . . Y
(M)
<,j ] como una matriz
n− j× (M + 1), donde 1 es el vector columna de 1´s, y βm = [βm0 βm1 . . . βmM ]> como un
vector de para´metros (M + 1) × 1 para estimar el m-e´simo tria´ngulo. Luego se procede del
mismo modo que en la seccio´n anterior para obtener los estimadores de los βm (que engloban
ahora tanto a Aj como a Bj) y de Σj .
Para combinar los coeficientes estimados para cada periodo con la finalidad de obtener
la u´ltima severidad esperada, se usa el siguiente procedimiento con el fin de mantener la
estructura multiplicativa (4.12) de modo que la inclusio´n de interceptos no tenga efectos en
los resultados anteriores. Reescribimos (4.13) como:[
1
Yi,j+1
]
=
[
1 0
Aj Bj
]
·
[
1
Yi,j
]
+
[
0
i,j
]
(4.14)
donde se ha agregado simplemente una igualdad de constantes en la primera fila. Ahora se
denota:
Zi,j =
[
1
Yi,j
]
, Ej =
[
1 0
Aj Bj
]
, ei,j =
[
0
i,j
]
y (4.14) se convierte en:
Zi,j+1 = Ej · Zi,j + ei,j , (4.15)
el cual es un modelo con el mismo formato de un modelo sin intercepto. Ahora es fa´cil ver
que (4.10) y (4.11) siguen siendo va´lidos de substituirse Yi,j , Bj y i,j con Zi,j , Ej y ei,j ,
respectivamente, desde que E[ei,j | Di,j ] = 0 segu´n (GMCL1). A continuacio´n, se obtendra´ el
estimador Zˆi,n = (
∏n−i+1
j=n−1 Eˆj) · Zi,n−i+1. No´tese que de extraerse la constante 1 a Zˆi,n e´ste
resultara´ ser el estimador Yˆi,n. Nuestro enfoque aumentado no tiene ningu´n impacto en el
lema 4.1.1 ya que se han agregado te´rminos no estoca´sticos. Especificamente, los puntos (i) y
(ii) tambie´n se cumplen reemplazando Bj con Ej y Bˆj con Eˆj desde que [Aˆj Bˆj ] es insesgado.
Por tanto los puntos (iii) y (iv) se siguen inmediatamente.
Cap´ıtulo 5
Aplicacio´n al Ca´lculo de Reservas en Compan˜´ıas de
Seguros
5.1. Aspectos generales
En este cap´ıtulo mostraremos las aplicaciones de los me´todos de ca´lculos de reservas
descritos en el marco teo´rico: los me´todos Chain Ladder determı´nistico y estoca´stico; y el
me´todo de ca´lculo de reservas bajo el modelo General Multivariado Chain Ladder. Es necesa-
rio sen˜alar que para e´ste u´ltimo modelo se necesita ma´s de una data, por lo que trabajaremos
en esta aplicacio´n con 3 tria´ngulos de desarrollo de una base de datos proveniente de una
compan˜´ıa de seguros nacional en la rama de salud.
El principal objetivo del cap´ıtulo es aplicar y comparar los diferentes me´todos de estima-
cio´n de reservas descritas.
5.1.1. Descripcio´n de las bases de datos
Base de Datos: SALUD
Contar en la actualidad con un seguro de salud es ba´sico y primordial, el seguro de salud
es un complemento valioso en la vida de cada persona individual o perteneciente a una familia
u otro grupo social, porque suple econo´micamente parte de los auxilios o servicios accesorios
que de otra manera resultar´ıan muy costosos. En el caso de hospitalizaciones, servicios de
ambulancia, exa´menes me´dicos y citas con el me´dico general, el seguro de salud se encarga
de suplir una parte del pago para comodidad del cliente que no tiene que preocuparse por
cancelar el monto total del servicio.
Se dice que nada es ma´s importante que la salud, y hay mucho de verdad en esto, ya que
una pe´rdida de la salud puede significar una pe´rdida de ingresos si no son capaces de trabajar,
y tambie´n puede significar facturas me´dicas extremadamente caras. El seguro de salud, como
se menciono´ anteriormente, puede ayudar a evitar algunos de esos gastos y tambie´n a ayudar
a las personas a llevar vidas ma´s saludables mediante el pago de las medidas preventivas,
tales como chequeos regulares y vacunas. Por ello, el tener un seguro de salud debe ser visto
como una inversio´n que sirve para proteger el bienestar personal y familiar, as´ı como un
medio para contar con un verdadero respaldo frente a situaciones inesperadas.
Existen varios medios por los cuales una persona puede obtener un seguro de salud, ya
sea que ella pague su propio seguro o reciba un seguro de salud como parte de un paquete de
empleo. Actualmente, en el Peru´ existe una variedad de seguros de salud y diversas compan˜ias
aseguradoras, las cuales permiten a una persona poder escoger su plan de cobertura.
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Para el ana´lisis a realizarse utilizaremos los siniestros reportados en el ramo de salud de
una compan˜´ıa aseguradora local entre los an˜os 2006 y 2012, con una periodicidad anual. Para
ello dispondremos de 3 bases de datos, a los que llamaremos:
Seguro de salud de tipo A, con una cobertura a nivel mundial de atenciones ambulato-
rias, hospitalarias y de emergencias;
Seguros de salud de tipo B, con un plan completo a nivel nacional con atenciones
ambulatorias, hospitalarias y de emergencias; pero con una proteccio´n por persona de
hasta un monto limitado;
Seguros de salud de tipo C, con un plan completo a nivel nacional con atenciones
ambulatorias, hospitalarias y de emergencias, pero con una proteccio´n por persona de
hasta aproximadamente solo la mitad del monto de cobertura de los seguros de tipo B.
Estas 3 bases de datos nos servira´n para trabajar con el modelo General Multivariado
Chain Ladder, pero tambie´n sera´n utilizadas en la aplicacio´n de los modelos restantes. A
continuacio´n se muestra la evolucio´n de los montos en nuevos soles de los siniestros de los 3
tipos de seguros de salud, por an˜o:
An˜o de ocurrencia Montos de siniestros reportados %
2006 29’417,983 13.4 %
2007 35’503,279 16.2 %
2008 28’588,276 13.1 %
2009 31’387,676 14.3 %
2010 26’867,355 12.3 %
2011 30’591,585 14.0 %
2012 36’427,213 16.6 %
Total 218’783,367 100 %
Cuadro 5.1: Distribucio´n de reclamos - Data seguro de salud de tipo A.
An˜o de ocurrencia Montos de siniestros reportados %
2006 5’470,527 9.4 %
2007 6’535,565 11.2 %
2008 7’544,857 12.9 %
2009 7’071,979 12.1 %
2010 8’738,953 15.0 %
2011 10’597,688 18.2 %
2012 12’305,256 21.1 %
Total 58’264,824 100 %
Cuadro 5.2: Distribucio´n de reclamos - Data seguro de salud de tipo B.
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An˜o de ocurrencia Montos de siniestros reportados %
2006 4’673,464 8.3 %
2007 6’904,079 12.3 %
2008 8’597,323 15.3 %
2009 7’920,009 14.1 %
2010 7’780,218 13.8 %
2011 8’977,430 15.9 %
2012 11’466,011 20.4 %
Total 56’718,534 100 %
Cuadro 5.3: Distribucio´n de reclamos - Data seguro de salud de tipo C.
Como se puede observar, el seguro de salud de tipo A es el seguro que ha reportado un mayor
monto de siniestos en comparacio´n con los dema´s seguros de salud, seguido por el seguro
de tipo B. Sin embargo, los montos de siniestros de los seguros de salud de tipo B y C han
mostrado en los u´ltimos dos an˜os un mayor incremento.
Figura 5.1: Distribucio´n del monto de reclamos por tipo de seguro de salud.
5.2. El Me´todo Chain Ladder determin´ıstico
En esta seccio´n se desarrollara´ y mostrara´ la aplicacio´n del me´todo Chain Ladder deter-
min´ıstico a los datos de los 3 seguros de salud. Como se mostro´ anteriormente, primero se
deben construir los tria´ngulos de desarrollo entre los an˜os 2006-2012, u´ltimos que los iden-
tificaremos con los nu´meros del 1 al 7, respectivamente. En el caso de los seguros de tipo A
tenemos:
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An˜o de An˜o de desarrollo
Ocurrencia 1 2 3 4 5 6 7
1 (2006) 24’373,002 5’010,276 33,491 276 749 100 88
2 (2007) 29’606,879 5’643,946 24,459 1,657 215,950 10,389
3 (2008) 23’931,287 4’618,818 35,830 1,712 628
4 (2009) 27’750,549 3’386,216 228,612 22,300
5 (2010) 23’256,730 3’476,174 134,451
6 (2011) 25’879,518 4’712,068
7 (2012) 36’427,213
Cuadro 5.4: Tria´ngulo de desarrollo (seguro de tipo A).
Cada celda corresponde al monto (en nuevos soles) de todos los reclamos que se presen-
taron entre un determinado an˜o de ocurrencia y un an˜o de desarrollo.
Luego, se construye el tria´ngulo de severidades acumuladas el cual esta´ dado por:
An˜o de An˜o de desarrollo
Ocurrencia 1 2 3 4 5 6 7
1 (2006) 24’373,002 29’383,278 29’416,770 29’417,046 29’417,795 29’417,895 29’417,983
2 (2007) 29’606,879 35’250,825 35’275,284 35’276,941 35’492,890 35’503,279
3 (2008) 23’931,287 28’550,105 28’585,935 28’587,648 28’588,276
4 (2009) 27’750,549 31’136,765 31’365,376 31’387,676
5 (2010) 23’256,730 26’732,904 26’867,355
6 (2011) 25’879,518 30’591,585
7 (2012) 36’427,213
Cuadro 5.5: Tria´ngulo de desarrollo de severidades acumuladas (seguro de tipo A).
El siguiente paso en el me´todo Chain Ladder consiste en, a partir de las severidades
acumuladas, obtener los correspondientes factores de desarrollo:
An˜o de desarrollo 1 2 3 4 5 6
Fact.Des. 1.173435728 1.003024373 1.000208155 1.002329785 1.000161591 1.000002991
Cuadro 5.6: Factores de desarrollo (seguro de tipo A).
A continuacio´n, se completara´n las celdas con los montos estimados a partir del tria´ngulo
de desarrollo acumulado, aplicando el factor de desarrollo.
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An˜o de An˜o de desarrollo
Ocurrencia 1 2 3 4 5 6 7
1 (2006) 24’373,002 29’383,278 29’416,770 29’417,046 29’417,795 29’417,895 29’417,983
2 (2007) 29’606,879 35’250,825 35’275,284 35’276,941 35’492,890 35’503,279 35’503,386
3 (2008) 23’931,287 28’550,105 28’585,935 28’587,648 28’588,276 28’592,895 28’592,981
4 (2009) 27’750,549 31’136,765 31’365,376 31’387,676 31’460,803 31’465,887 31’465,981
5 (2010) 23’256,730 26’732,904 26’867,355 26’872,947 26’935,556 26’939,908 26’939,989
6 (2011) 25’879,518 30’591,585 30’684,106 30’690,493 30’761,995 30’766,966 30’767,058
7 (2012) 36’427,213 42’744,993 42’874,270 42’883,194 42’983,103 42’990,049 42’990,177
Cuadro 5.7: Tria´ngulo de desarrollo completo (seguro de tipo A).
Finalmente, las provisiones del seguro de salud de tipo A se calculan de la diferencia
entre los montos acumulados estimados y su anterior. Por ejemplo, la reserva para el an˜o
de ocurrencia 2007 y el se´ptimo an˜o de desarrollo (2013) se obtiene de la diferencia entre el
monto acumulado de ese periodo y su anterior: 35′503, 386 - 35′503, 279 = 106 nuevos soles.
An˜o de An˜o de Desarrollo Reservas
Ocurrencia 1 2 3 4 5 6 7
1 (2006) 24’373,002 29’383,278 29’416,770 29’417,046 29’417,795 29’417,895 29’417,983 -
2 (2007) 29’606,879 35’250,825 35’275,284 35’276,941 35’492,890 35’503,279 106 106
3 (2008) 23’931,287 28’550,105 28’585,935 28’587,648 28’588,276 4,620 86 4,705
4 (2009) 27’750,549 31’136,765 31’365,376 31’387,676 73,127 5,084 94 78,304
5 (2010) 23’256,730 26’732,904 26’867,355 5,593 62,608 4,353 81 72,634
6 (2011) 25’879,518 30’591,585 92,520 6,387 71,502 4,971 92 175,473
7 (2012) 36’427,213 6’317,780 129,277 8,925 99,909 6,946 129 6’562,964
Reserva Estim. 6’894,187
Cuadro 5.8: Estimacio´n de reservas (seguro de tipo A).
Por lo tanto, segu´n el me´todo Chain Ladder, se puede decir que al te´rmino del an˜o 2012
la provisio´n final o monto a reservar sera´ de 6′894, 187 nuevos soles 1, el cual se obtiene de la
suma de las provisiones parciales para cada de uno de los periodos de ocurrencia y desarrollo.
A continuacio´n, se desarrollara´ el mismo me´todo para el resto de tipos de seguros.
1Ma´s precisamente, este monto corresponde a la reserva estimada necesaria para los an˜os 2013 hasta el
an˜o 2018. De este monto total, 6′317, 780 + 92, 520 + 5, 593 + 73, 127 + 4, 620 + 106 = 6′493, 745 nuevos soles
corresponden al an˜o 2013.
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An˜o de Ocurrencia An˜o de desarrollo
1 2 3 4 5 6 7
1 (2006) 4’888,325 577,679 3,794 416 211 55 47
2 (2007) 5’826,166 708,416 775 166 22 20
3 (2008) 6’474,334 1’061,016 8,202 1,066 238
4 (2009) 6’395,681 649,734 22,214 4,350
5 (2010) 7’757,548 969,619 11,786
6 (2011) 9’326,949 1’270,739
7 (2012) 12’305,256
Cuadro 5.9: Tria´ngulo de desarrollo (seguro de tipo B).
An˜o de An˜o de desarrollo
Ocurrencia 1 2 3 4 5 6 7
1 (2006) 4’888,325 5’466,004 5’469,798 5’470,214 5’470,425 5’470,480 5’470,527
2 (2007) 5’826,166 6’534,582 6’535,357 6’535,523 6’535,545 6’535,565
3 (2008) 6’474,334 7’535,350 7’543,552 7’544,619 7’544,857
4 (2009) 6’395,681 7’045,415 7’067,629 7’071,979
5 (2010) 7’757,548 8’727,167 8’738,953
6 (2011) 9’326,949 10’597,688
7 (2012) 12’305,256
Cuadro 5.10: Tria´ngulo de desarrollo de severidades acumuladas (seguro de tipo B).
An˜o de desarrollo 1 2 3 4 5 6
Fact.Des. 1.128776286 1.00132464 1.000225358 1.000024092 1.000006247 1.000008592
Cuadro 5.11: Factores de desarrollo (seguro de tipo B).
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An˜o de An˜o de desarrollo
Ocurrencia 1 2 3 4 5 6 7
1 (2006) 4’888,325 5’466,004 5’469,798 5’470,214 5’470,425 5’470,480 5’470,527
2 (2007) 5’826,166 6’534,582 6’535,357 6’535,523 6’535,545 6’535,565 6’535,622
3 (2008) 6’474,334 7’535,350 7’543,552 7’544,619 7’544,857 7’544,904 7’544,968
4 (2009) 6’395,681 7’045,415 7’067,629 7’071,979 7’072,149 7’072,193 7’072,254
5 (2010) 7’757,548 8’727,167 8’738,953 8’740,922 8’741,133 8’741,187 8’741,262
6 (2011) 9’326,949 10’597,688 10’611,726 10’614,118 10’614,374 10’614,440 10’614,531
7 (2012) 12’305,256 13’889,881 13’908,280 13’911,414 13’911,749 13’911,836 13’911,956
Cuadro 5.12: Tria´ngulo de desarrollo completo (seguro de tipo B).
An˜o de An˜o de Desarrollo Reservas
Ocurrencia 1 2 3 4 5 6 7
1 (2006) 4’888,325 5’466,004 5’469,798 5’470,214 5’470,425 5’470,480 5’470,527 -
2 (2007) 5’826,166 6’534,582 6’535,357 6’535,523 6’535,545 6’535,565 56 56
3 (2008) 6’474,334 7’535,350 7’543,552 7’544,619 7’544,857 47 65 112
4 (2009) 6’395,681 7’045,415 7’067,629 7’071,979 170 44 61 275
5 (2010) 7’757,548 8’727,167 8’738,953 1,969 211 55 75 2,310
6 (2011) 9’326,949 10’597,688 14,038 2,391 256 66 91 16,843
7 (2012) 12’305,256 1’584,625 18,399 3,134 335 87 120 1’606,700
Reserva Estim. 1’626,296
Cuadro 5.13: Estimacio´n de reservas (seguro de tipo B).
En resumen, segu´n el me´todo Chain Ladder, se puede decir que para el an˜o 2012 la
provisio´n final o monto a reservar para el tipo de seguro B sera´ de 1′626, 296 nuevos soles.
En relacio´n a los seguros de tipo C tenemos:
An˜o de Ocurrencia An˜o de desarrollo
1 2 3 4 5 6 7
1 (2006) 4’136,332 510,622 14,915 10,445 476 400 275
2 (2007) 6’096,185 807,005 492 279 72 45
3 (2008) 7’702,008 892,789 2,056 199 270
4 (2009) 7’200,770 712,275 6,514 450
5 (2010) 6’980,431 799,667 120
6 (2011) 8’067,646 909,784
7 (2012) 11’466,011
Cuadro 5.14: Tria´ngulo de desarrollo (seguro de tipo C)
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An˜o de An˜o de desarrollo
Ocurrencia 1 2 3 4 5 6 7
1 (2006) 4’136,332 4’646,954 4’661,869 4’672,314 4’672,789 4’673,189 4’673,464
2 (2007) 6’096,185 6’903,191 6’903,683 6’903,962 6’904,034 6’904,079
3 (2008) 7’702,008 8’594,797 8’596,853 8’597,053 8’597,323
4 (2009) 7’200,770 7’913,045 7’919,559 7’920,009
5 (2010) 6’980,431 7’780,098 7’780,218
6 (2011) 8’067,646 8’977,430
7 (2012) 11’466,011
Cuadro 5.15: Tria´ngulo de desarrollo de severidades acumuladas (seguro de tipo C).
An˜o de desarrollo 1 2 3 4 5 6
Fact.Des. 1.11527506 1.0006724 1.000404998 1.000040527 1.000038439 1.000058846
Cuadro 5.16: Factores de desarrollo (seguro de tipo C).
An˜o de An˜o de desarrollo
Ocurrencia 1 2 3 4 5 6 7
1 (2006) 4’136,332 4’646,954 4’661,869 4’672,314 4’672,789 4’673,189 4’673,464
2 (2007) 6’096,185 6’903,191 6’903,683 6’903,962 6’904,034 6’904,079 6’904,485
3 (2008) 7’702,008 8’594,797 8’596,853 8’597,053 8’597,323 8’597,653 8’598,159
4 (2009) 7’200,770 7’913,045 7’919,559 7’920,009 7’920,330 7’920,635 7’921,101
5 (2010) 6’980,431 7’780,098 7’780,218 7’783,369 7’783,685 7’783,984 7’784,442
6 (2011) 8’067,646 8’977,430 8’983,466 8’987,104 8’987,469 8’987,814 8’988,343
7 (2012) 11’466,011 12’787,756 12’796,355 12’801,537 12’802,056 12’802,548 12’803,302
Cuadro 5.17: Tria´ngulo de desarrollo completo (seguro de tipo C).
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An˜o de An˜o de Desarrollo Reservas
Ocurrencia 1 2 3 4 5 6 7
1 (2006) 4’136,332 4’646,954 4’661,869 4’672,314 4’672,789 4’673,189 4’673,464 -
2 (2007) 6’096,185 6’903,191 6’903,683 6’903,962 6’904,034 6’904,079 406 406
3 (2008) 7’702,008 8’594,797 8’596,853 8’597,053 8’597,323 330 506 836
4 (2009) 7’200,770 7’913,045 7’919,559 7’920,009 321 304 466 1,092
5 (2010) 6’980,431 7’780,098 7’780,218 3,151 315 299 458 4,224
6 (2011) 8’067,646 8’977,430 6,036 3,638 364 345 529 10,913
7 (2012) 11’466,011 1’321,745 8,598 5,182 519 492 753 1’337,290
Reserva Estim. 1’354,762
Cuadro 5.18: Estimacio´n de reservas (seguro de tipo C).
La provisio´n final o monto a reservar para el an˜o 2012 para el tipo de seguro C sera´ en-
tonces de 1′354, 762 nuevos soles.
5.3. El Me´todo Chain Ladder Estoca´stico
En esta seccio´n mostraremos la aplicacio´n del Modelo Chain Ladder Estoca´stico para
la misma base de datos de Salud, utilizado anteriormente, con la finalidad de obtener los
resultados de estimacio´n de las reservas y sobre todo de encontrar los intervalos de confianza
de las mismas bajo el modelo estoca´stico propuesto por Mack (1993). Para esto se utilizara´ el
mo´dulo “MACKCHAINLADDER”del paquete “Chain Ladder”del software libre R.
De manera similar a lo visto en la seccio´n anterior podemos aqu´ı calcular los factores de
desarrollo siguientes para los datos del tipo de seguro A; pero adicionalmente se muestran
ahora sus respectivas desviaciones esta´ndar:
2006 2007 2008 2009 2010 2011 2012
Factores Des. 1.173436 1.003024 1.000208 1.002330 1.000162 1.000003 1.000000
Desv. Est. 0.01304542 0.001332711 0.0001686597 0.002090926 0.0001440187 0.00001229168 0.00000
Cuadro 5.19: Factores de desarrollo (seguro de tipo A).
Con ello obtenemos la siguiente proyeccio´n para el tria´ngulo de desarrollo:
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An˜o de An˜o de desarrollo
Ocurrencia 1 2 3 4 5 6 7
1 (2006) 24’373,002 29’383,278 29’416,770 29’417,046 29’417,795 29’417,895 29’417,983
2 (2007) 29’606,879 35’250,825 35’275,284 35’276,941 35’492,890 35’503,279 35’503,385
3 (2008) 23’931,287 28’550,105 28’585,935 28’587,648 28’588,276 28’592,896 28’592,981
4 (2009) 27’750,549 31’136,765 31’365,376 31’387,676 31’460,802 31’465,886 31’465,980
5 (2010) 23’256,730 26’732,904 26’867,355 26’872,948 26’935,556 26’939,908 26’939,989
6 (2011) 25’879,518 30’591,585 30’684,105 30’690,493 30’761,995 30’766,966 30’767,058
7 (2012) 36’427,213 42’744,993 42’874,270 42’883,195 42’983,103 42’990,049 42’990,177
Cuadro 5.20: Tria´ngulo de desarrollo completo (seguro de tipo A).
Cabe reiterar que los resultados son los mismos a los obtenidos por el me´todo Chain
Ladder determin´ıstico, sin embargo, la gran ventaja de este me´todo es la obtencio´n de los
intervalos de confianza, los cuales se muestran a continuacio´n:
An˜o de Ocurrencia Reserva Estimada Mack S.E. L´ımite Inferior L´ımite Superior
1 (2006) 0 0 0 0
2 (2007) 106 590 -1,050 1,262
3 (2008) 4,705 7,463 -9,922 19,332
4 (2009) 78,304 131,060 -178,574 335,182
5 (2010) 72,634 119,538 -161,660 306,928
6 (2011) 175,473 163,586 -145,156 496,102
7 (2012) 6’562,964 1’113,432 4’380,637 8’745,291
Total 6’894,186
Cuadro 5.21: Reservas estimadas e intervalos de confianza (seguro de tipo A).
Estas estimaciones de los errores esta´ndar y de las reservas estimadas con sus intervalos
al 95 % de confianza se obtienen de la ecuacio´n (2.25) del cap´ıtulo 2.
Es importante, por otro lado, obtener algunos gra´ficos que nos muestren las estimaciones
futuras de reservas, como las dadas en la figura 5.2 para el seguro de tipo A. Aqu´ı se aprecia
que a medida que los an˜os de desarrollo se incrementan el monto de reserva a estimar es
mayor. Adicionalmente se incluyen para el diagno´stico del modelo algunos gra´ficos de los
residuales estandarizados. Ellos deber´ıan de presentar un comportamiento aleatorio sin una
tendencia definida a fin de que los supuestos del modelo lineal Chain Ladder Estoca´stico sean
va´lidos. De lo visto en la figura 5.2, esto efectivamente ocurre.
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Figura 5.2: Reservas futuras y ana´lisis de residuales para el seguro de tipo A
De igual forma, utilizando el Modelo Chain Ladder Estoca´stico para el seguro de tipo B,
obtenemos:
An˜o de ocurrencia Reserva estimada Mack S.E. L´ımite inferior L´ımite superior
1 (2006) 0 0 0 0
2 (2007) 56 12 33 79
3 (2008) 112 44 25 199
4 (2009) 275 151 -21 571
5 (2010) 2,310 2,425 -2,443 7,063
6 (2011) 16,843 11,420 -5,539 39,225
7 (2012) 1’606,700 214,025 1’187,211 2’026,189
Total 1’626,296
Cuadro 5.22: Reservas estimadas e intervalos de confianza (seguro de tipo B).
Los gra´ficos, donde se muestran el comportamiento de las severidades segu´n an˜o de desa-
rrollo del seguro de tipo B y el ana´lisis de residuales, se aprecian en la figura 5.2.
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Figura 5.3: Reservas futuras y ana´lisis de residuales para el seguro de tipo B.
Finalmente, los resultados para el seguro de tipo C muestran lo siguiente:
An˜o de ocurrencia Reserva estimada Mack S.E. L´ımite inferior L´ımite superior
1 (2006) 0 0 0 0
2 (2007) 406 457 -489 1,302
3 (2008) 836 748 -630 2,302
4 (2009) 1,091 792 -461 2,644
5 (2010) 4,224 7,938 -11,334 19,782
6 (2011) 10,913 13,445 -15,439 37,265
7 (2012) 1’337,291 110,591 1,120,533 1’554,049
Total 1’354,762
Cuadro 5.23: Reservas estimadas e intervalos de confianza (seguro de tipo C).
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Figura 5.4: Reservas futuras y ana´lisis de residuales para el seguro de tipo C.
Por todo lo expuesto, es posible aseverar que el me´todo estoca´stico nos provee de una
buena herramienta para la toma de decisiones, ya que no so´lo nos muestra una estimacio´n
u´nica de las reservas, sino que tambie´n nos provee de intervalos de confianza para la estimacio´n
de estas reservas. Los gra´ficos residuales permiten adema´s verificar las asunciones establecidas
para este tipo de modelos. En nuestra aplicacio´n encontramos un ajuste razonable a estos al
modelo Chain Ladder Estoca´stico.
5.4. El Modelo General Multivariado Chain Ladder
Aplicaremos en esta seccio´n la metodolog´ıa discutida en el cap´ıtulo anterior sobre la base
de datos de SALUD. Para esto utilizaremos el mo´dulo “MULTICHAINLADDER”del paquete
“Chain Ladder”del software libre R, que se detalla en el ape´ndice.
Como se menciono´ en la parte teo´rica, una motivacio´n de los me´todos multivariados de
estimacio´n de reservas es identificar y estudiar las correlaciones contempora´neas que pudieran
existir entre distintos tria´ngulos de desarrollo. En nuestro caso particular, deseamos identi-
ficar y tomar en cuenta la posible correlacio´n que pudiera existir entre los 3 tipos de seguro
de vida considerados y analizar co´mo es posible utilizar dicha relacio´n con la finalidad de
buscar mejores inferencias y predicciones de las reservas. Queda claro que como nuestros 3
tipos de seguros esta´n referidos a un mismo servicio de salud diferenciados so´lo por el monto
de cobertura, es esperable que exista una correlacio´n entre sus montos de siniestros. La idea
aqu´ı sera´ precisamente poder aprovechar estas correlaciones contempora´neas en la prediccio´n
de las reservas futuras.
Dado que contamos con informacio´n de so´lo 7 an˜os sera´ conveniente, por razones pra´cticas,
dividir nuestros tria´ngulos de desarrollo en 2 partes; la primera compuesta por los an˜os de
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desarrollo 1−3, en la cua´l se utilizara´ la metodolog´ıa SUR, y la segunda parte constitu´ıda por
los an˜os de desarrollo 3− 7 en donde se utilizara´ el me´todo tradicional Mack Chain Ladder.
Esta pra´ctica, de “robustificar” la estimacio´n en las colas es como lo manifiesta Zhang (2010),
no so´lo necesaria sino tambie´n razonable. Por lo usual la correlacio´n en los te´rminos de error
tiende a disminuir para los u´ltimos periodos, lo cual resta eficiencia al me´todo multivariado.
Adema´s la data disponible para la aplicacio´n del modelo GMCL es muy exigua en los u´ltimos
periodos de desarrollo, imposibilitando la obtencio´n de los respectivos estimadores, debido a
la singularidad en las matrices requeridas. En nuestro caso, por citar, solo logramos obtener
estos trabajando con la particio´n descrita.
Es importante sen˜alar, por otro lado, que estamos tambie´n considerando interceptos en
el modelo y que para no ir en contra del principio de parsimonia, hemos optado por eliminar
para´metros que sean no necesarios. Para el proceso de eliminacio´n de para´metros nos basamos
en la significancia estad´ıstica obtenida por regresio´n lineal mu´ltiple realizada mediante el
me´todo paso a paso (stepwise). Vale, sin embargo, recalcar que se han mantenido, por lo´gica,
los para´metros β11, β22 y β33 independientemente de los resultados de significancia obtenidos.
En resumen, el modelo GMCL en consideracio´n vendra´ dado por la ecuacio´n (4.13), en donde
para cada periodo de desarrollo j se tendra´ la siguiente estructura para los interceptos y
factores de desarrollo:
[Aj,Bj] =
 β10 β11 β12 β13β20 β21 β22 β23
β30 β31 β32 β33

siendo algunos de estos para´metros fijados a 0, segu´n su no significancia estad´ıstica. Mas
espec´ıficamente, en el ana´lisis descrito hemos considerado las matrices siguientes:
[A1,B1] =
 β10 β11 0 β13β20 0 β22 0
β30 0 0 β33

[A2,B2] =
 β10 β11 0 0β20 0 β22 0
β30 0 β32 β33

y las estimaciones de estas mostradas en el cuadro 5.24. Note, como esperabamos, que existe
aqu´ı una alta correlacio´n positiva entre los tria´ngulos de desarrollo para los diferentes tipos
de seguro de salud.
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j 1 2 3 4 5 6
βˆ10 2,366,695 171,604
βˆ11 1.174 0.997 1.0002 1.002 1.0001 1.000003
βˆ12
βˆ13 -0.356
βˆ20 -66,436 1,692
βˆ21
βˆ22 1.138 1.001 1.0002 1.00002 1.000006 1.000009
βˆ23
βˆ30 164,958 36,770
βˆ31
βˆ32 -0.0008
βˆ33 1.090 0.996 1.0004 1.00004 1.00004 1.00006
σˆ11 38,955 333.21 3.546 407.825 1.346 0.004
σˆ22 3,385 12.154 0.504 0.002 0.0001 0.00001
σˆ33 800.35 4.197 6.279 0.012 0.017 0.012
ρˆ12 0.863 0.923
ρˆ13 0.726 0.522
ρˆ23 0.517 0.808
Cuadro 5.24: Para´metros estimados del modelo GMCL.
En base a estos para´metros estimados podemos entonces estimar las siguientes reservas
para cada tipo de seguro:
An˜o de An˜o de desarrollo
ocurrencia 1 2 3 4 5 6 7
1 (2006) 24’373,002 29’383,278 29’416,770 29’417,046 29’417,795 29’417,895 29’417,983
2 (2007) 29’606,879 35’250,825 35’275,284 35’276,941 35’492,890 35’503,279 35’503,385
3 (2008) 23’931,287 28’550,105 28’585,935 28’587,648 28’588,276 28’592,896 28’592,981
4 (2009) 27’750,549 31’136,765 31’365,376 31’387,676 31’460,802 31’465,886 31’465,980
5 (2010) 23’256,730 26’732,904 26’867,355 26’872,948 26’935,556 26’939,908 26’939,989
6 (2011) 25’879,518 30’591,585 30’682,260 30’688,647 30’760,145 30’765,116 30’765,208
7 (2012) 36’427,213 41’049,793 41’112,802 41’121,360 41’217,164 41’223,824 41’223,947
Cuadro 5.25: Tria´ngulo de desarrollo completo (seguro de tipo A).
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An˜o de An˜o de desarrollo
ocurrencia 1 2 3 4 5 6 7
1 (2006) 4’888,325 5’466,004 5’469,798 5’470,214 5’470,425 5’470,480 5’470,527
2 (2007) 5’826,166 6’534,582 6’535,357 6’535,523 6’535,545 6’535,565 6’535,621
3 (2008) 6’474,334 7’535,350 7’543,552 7’544,619 7’544,857 7’544,904 7’544,969
4 (2009) 6’395,681 7’045,415 7’067,629 7’071,979 7’072,149 7’072,194 7’072,254
5 (2010) 7’757,548 8’727,167 8’738,953 8’740,923 8’741,133 8’741,188 8’741,263
6 (2011) 9’326,949 10’597,688 10’610,638 10’613,030 10’613,285 10’613,352 10’613,443
7 (2012) 12’305,256 13’938,550 13’955,049 13’958,195 13’958,531 13’958,618 13’958,738
Cuadro 5.26: Tria´ngulo de desarrollo completo (seguro de tipo B).
An˜o de An˜o de desarrollo
ocurrencia 1 2 3 4 5 6 7
1 (2006) 4’136,332 4’646,954 4’661,869 4’672,314 4’672,789 4’673,189 4’673,464
2 (2007) 6’096,185 6’903,191 6’903,683 6’903,962 6’904,034 6’904,079 6’904,485
3 (2008) 7’702,008 8’594,797 8’596,853 8’597,053 8’597,323 8’597,653 8’598,159
4 (2009) 7’200,770 7’913,045 7’919,559 7’920,009 7’920,330 7’920,634 7’921,100
5 (2010) 6’980,431 7’780,098 7’780,218 7’783,369 7’783,684 7’783,984 7’784,442
6 (2011) 8’067,646 8’977,430 8’972,668 8’976,302 8’976,665 8’977,010 8’977,539
7 (2012) 11’466,011 12’668,385 12’647,338 12’652,461 12’652,973 12’653,460 12’654,204
Cuadro 5.27: Tria´ngulo de desarrollo completo (seguro de tipo C).
y obtener de manera resumida las siguientes reservas para cada an˜o de ocurrencia por tipo
de seguro y de todo el portafolio:
An˜o de ocurrencia Siniestro observado Siniestro estimado Reserva estimada S.E.
1 (2006) 29’417,983 29’417,983 0 0
2 (2007) 35’503,279 35’503,386 106 590
3 (2008) 28’588,276 28’592,981 4,705 7,463
4 (2009) 31’387,676 31’465,981 78,304 131,060
5 (2010) 26’867,355 26’939,989 72,634 119,538
6 (2011) 30’591,585 30’765,208 173,623 170,686
7 (2012) 36’427,213 41’872,696 5’445,483 1’820,862
Total 218’783,367 225’677,553 5’774,856 1’854,140
Cuadro 5.28: Reservas estimadas (seguro de tipo A).
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An˜o de ocurrencia Siniestro observado Siniestro estimado Reserva estimada S.E.
1 (2006) 5’470,527 5’470,527 0 0
2 (2007) 6’535,565 6’535,621 56 11.8
3 (2008) 7’544,857 7’544,969 112 44.3
4 (2009) 7’071,979 7’072,254 275 151.2
5 (2010) 8’738,953 8’741,263 2,310 2,425.1
6 (2011) 10’597,688 10’613,443 15,755 14,754.8
7 (2012) 12’305,256 14’096,065 1’790,809 280,582.1
Total 58’264,825 60’074,142 1’809,317 281,506.4
Cuadro 5.29: Reservas estimadas (seguro de tipo B).
An˜o de ocurrencia Siniestro observado Siniestro estimado Reserva estimada S.E.
1 (2006) 4’673,464 4’673,464 0 0
2 (2007) 6’904,079 6’904,485 406 457
3 (2008) 8’597,323 8’598,159 836 748
4 (2009) 7’920,009 7’921,100 1,091 792
5 (2010) 7’780,218 7’784,442 4,224 7,938
6 (2011) 8’977,430 8’977,539 109 13,021
7 (2012) 11’466,011 12’654,204 1’188,193 139,382
Total 56’318,534 57’513,394 1’194,860 141,385
Cuadro 5.30: Reservas estimadas (seguro de tipo C).
An˜o de ocurrencia Siniestro observado Siniestro estimado Reserva estimada S.E.
1 (2006) 39’561,974 39’561,974 0 0
2 (2007) 48’942,923 48’943,492 569 746.5
3 (2008) 44’730,456 44’736,110 5,654 7,500
4 (2009) 46’379,664 46’459,335 79,671 131,062
5 (2010) 43’386,526 43’465,694 79,168 119,826
6 (2011) 50’166,703 50’356,189 189,486 181,506
7 (2012) 60’198,480 67’836,889 7’638,409 2’244,139
Total 333’366,726 341’359,683 7’992,957 2’272,295
Cuadro 5.31: Reservas estimadas del portafolio (TIPO A + TIPO B + TIPO C).
Esto nos dice que en el an˜o 2012 debemos preveer una reserva de 341′359, 683 nuevos
soles para cubrir las obligaciones futuras presentes hasta el an˜o 2018 en todo el portafolio.
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5.5. Comparacio´n de los modelos multivariados con el Me´todo Chain Lad-
der univariado
Si bien es dif´ıcil mencionar que´ modelo es el mejor, ya que todos presentan diferentes
insumos importantes para la estimacio´n y ana´lisis, es posible estimar que´ modelos podr´ıan
brindarnos decisiones futuras ma´s precisas en diferentes situaciones. Para ello compararemos
los residuales obtenidos de cada tria´ngulo de desarrollo segu´n distintos modelos. En adicio´n
al modelo GMCL con restricciones e interceptos discutido en la seccio´n anterior, al cual
referenciaremos como GMCLSALUD1, estaremos interesados en explorar las posibilidades
de incluir o no estas restricciones e interceptos. Los residuales obtenidos de cada caso, junto
con los del me´todo Chain Ladder univariado, sera´n luego analizados y comparados, con la
intencio´n de poder obtener mayor informacio´n o herramientas que nos permitan decidir que
me´todo podr´ıa ayudarnos a tomar decisiones ma´s precisas y certeras. La construccio´n de un
gra´fico simple como el “Boxplot” nos ayudara´ a poder comparar los residuales obtenidos para
cada modelo.
A continuacio´n, se muestran los boxplots resultantes para cada tria´ngulo de desarrollo,
donde los modelos a analizar sera´n los siguientes:
MackSALUD: Se refiere al me´todo Chain Ladder estoca´stico de Mack;
GMCLSALUD1: Se refiere al modelo GMCL con restricciones y con interceptos;
GMCLSALUD2: Se refiere al modelo GMCL con restricciones y sin interceptos;
GMCLSALUD3: Se refiere al modelo GMCL sin restricciones y con interceptos;
GMCLSALUD4: Se refiere al modelo GMCL sin restricciones y sin interceptos;
Figura 5.5: Boxplot de residuales para el seguro de tipo A, bajo los distintos modelos en ana´lisis.
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Figura 5.6: Boxplot de residuales para el seguro de tipo B, bajo los distintos modelos en ana´lisis.
Figura 5.7: Boxplot de residuales para el seguro de tipo C, bajo los distintos modelos en ana´lisis.
Se incluye tambie´n en el ape´ndice B, algunos gra´ficos de residuales para los distintos
modelos. Estos tienen como finalidad verificar los supuestos realizados sobre los modelos de
regresio´n lineal subyacentes a los modelos Chain Ladder utilizados. Por lo encontrado, no
detectamos mayores violaciones en estos supuestos.
Como se puede observar, el me´todo Chain Ladder univariado o Estoca´tico de Mack, pre-
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senta uniformemente una distribucio´n asime´trica de residuales, muy alejados en su mediana
al valor teo´rico 0 y con una alta dispersio´n. Ello es un indicador que dicho modelo no nos
brinda una herramienta de eleccio´n muy adecuada para el ca´lculo de las reservas.
De otro lado al observar los boxplots de los modelos GMCL bajo sus diferentes disgre-
gaciones, no solo se observa una mayor simetr´ıa y menor dispersio´n, sino tambie´n medianas
ma´s cercanas a 0, que es lo ideal. Si bien los residuales son, en la mayor´ıa de casos, pequen˜os
y cercanos a cero, existen evidentemente algunos valores at´ıpicos. Para el tipo de salud A,
los residuales at´ıpicos hacia abajo corresponden a la estimacio´n de las reservas del an˜o 2010
que ocurrieron en el an˜o 2009, mientras que los outliers hacia arriba corresponden a esti-
maciones de reservas para el an˜o 2009 y que ocurrieron en el an˜o 2008. Asimismo, para el
caso del seguro de tipo B sucede algo similar, los valores at´ıpicos se observan en los an˜os de
ocurrencia del 2008 y 2009, outliers mayores a cero y outliers meores a cero, respectivamente.
Finalmente, para el caso del tipo de salud C, los valores at´ıpicos menores a cero se observan
en las estimaciones de reservas para el an˜o 2010 y que ocurrieron en el an˜o 2009, mientras
que los outliers mayores a cero, se muestran en el an˜o de ocurrencia de 2007.
Por lo expuesto, puede decirse que el modelo GMCL nos ha brindado, en la aplicacio´n,
una herramienta en apariencia ma´s certera para la toma de decisiones sobre las reservas
futuras. Los datos histo´ricos han mostrado un mejor ajuste a este tipo de modelos, con rela-
cio´n al modelo tradicional, lo cual nos hace vislumbrar que uno podr´ıa obtener estimaciones
ma´s precisas de las reservas futuras. La diferencia entre los modelos multivariados aqu´ı con-
siderados ha sido, por otro lado, bastante estrecha, destaca´ndose ligeramente los modelos
GMCLSALUD1 y GMCLSALUD3, u´ltimo que presenta menores y no tan extremos
valores at´ıpicos.
Cap´ıtulo 6
Conclusiones
6.1. Conclusiones
En este trabajo tuvimos como objetivo estudiar los me´todos univariados y multivariados
Chain Ladder. Partiendo del me´todo Chain Ladder determin´ıstico, el cual es sencillo de
implementar y aplicar, mostramos como extender este al modelo Chain Ladder Estoca´stico
propuesto por Mack (1993) , el cual a diferencia del anterior nos permite obtener intervalos
de confianza para las reservas estimadas.
Puesto que muchas compan˜´ıas de seguros poseen portafolios constituidos por diferentes
sub-portafolios vinculados a un mismo rubro y en otros casos existen de manera natural co-
nexiones estructurales entre los reclamos de estos sub-portafolios, fue de intere´s en esta tesis
estudiar algunos me´todos multivariados para el ca´lculo de las reservas que tomen en cuenta
estas relaciones. Concretamente trabajamos con el modelo General Multivariado Chain Lad-
der (GCML), introducido por Zhang (2010), el cual permite incorporar las caracter´ısticas
antes mencionadas.
El modelo GCML esta´ basado en la teor´ıa de las Regresiones Aparentemente no Relacio-
nadas (SUR), la cual fue´ desarrollada en el cap´ıtulo 3. Si bien, como se vio en el desarrollo de
ese cap´ıtulo, el modelo GCML se basa en estimaciones o´ptimas de los factores de desarrollo,
estas deben de sopesarse con la pe´rdida de eficiencia que uno comete al tener que introducir
una estimacio´n de la matriz de varianzas-covarianzas en la formulacio´n de estas estimacio-
nes. Ello hace de que uno no pueda concluir necesariamente que los me´todos multivariados
funcionen mejor que su contraparte univariada; sin embargo, diversos estudios han mostrado
una ganancia en eficiencia cuando los te´rminos de correlacio´n entre los montos acumulados
de los siniestros son relativamente grandes.
Otro aspecto relevante de esta investigacio´n, fue la de aplicar los distintos modelos Chain
Ladder aqu´ı detallados a una base de datos de seguros del a´mbito local. Para ello selecciona-
mos un portafolio de una compan˜´ıa de seguros nacional constituido por tres sub-portafolios
asociados a tres tipos de seguros de salud, los cuales se diferenciaban ba´sicamente en sus
montos de cobertura. Con ello construimos tres tria´ngulos de desarrollo, encontrando, como
intuimos, correlaciones relativamente altas entre los montos acumulados de sus reclamos. Mas
au´n, las estimaciones de reservas obtenidas con el modelo GMCL mostraron, en todas sus
variantes, residuales (montos de siniestros observados menos estimados) ma´s cercanos a 0 y
con una menor variabilidad que las dadas por el me´todo cla´sico Chain Ladder Estoca´stico.
Esto nos permite vislumbrar que el modelo GMCL tendera´ a proveernos, en nuestra aplica-
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cio´n, de estimaciones de reservas futuras ma´s precisas que las brindadas por el modelo Chain
Ladder tradicional.
6.2. Sugerencias para investigaciones futuras
En este trabajo se ha estudiado el modelo General Multivariado Chain Ladder. Este,
como su nombre lo indica y Zhang (2010) lo demuestra, incluye como casos particulares a
distintos modelos previamente estudiados en la literatura, como los modelos multivariados
de Prohl and Schmidt (2005), Merz and Wuthrich (2008) y el modelo estructural bivariado
Munich Chain Ladder de Quarg and Mack (2004), entre otros. Ser´ıa por tanto de intere´s
comparar la eficiencia de estos modelos con los aqu´ı desarrollados.
En nuestra aplicacio´n so´lo explotamos, por las caracter´ısticas de nuestro portafolio, las
correlaciones contempora´neas existentes entre los tria´ngulos de desarrollo, mas no conexiones
de tipo estructural que pudieran existir, por ejemplo, cuando se trabajan con reclamos paga-
dos e incurridos. Ser´ıa por tanto interesante encontrar otros ejemplos que involucren ambas
caracter´ısticas comentadas y ver como estas se ven potenciadas por la aplicacio´n del modelo
GMCL.
Nuestro trabajo, de otro lado, estuvo concentrado en la estimacio´n de las reservas y salvo
en el caso univariado, no mencionamos detalles de co´mo obtener intervalos de confianza para
las estimaciones bajo el modelo multivariado. La obtencio´n de los Errores Cuadra´ticos Medios
(MSE) es au´n un problema abierto para el modelo GMCL. Por lo que hemos investigado so´lo
existen algunos desarrollos para casos particulares de este modelo, como los dados por Merz
y Wu¨thrich y tambien por Pro¨hl y Schmidt.
Para finalizar, ser´ıa interesante poder realizar un estudio ma´s exhaustivo de los distin-
tos estimadores para las matrices de varianza-covarianza propuestas en el contexto de las
regresiones aparentemente no relacionadas. Nosotros en nuestra aplicacio´n so´lo utilizamos el
estimador Σˆg descrito en el cap´ıtulo 3.
Ape´ndice A
Programas en R
En este cap´ıtulo se presentara´n los co´digos utilizados para estimar los me´todos Chain Ladder
estoca´stico y el modelo General Multivariado Chain Ladder; para tal efecto se utilizo´ el
software R programa.
A.1. Co´digo utilizado para el Me´todo Chain Ladder Estoca´stico
Para estimar las reservas, los errores cuadra´ticos medios y sus respectivos intervalos de con-
fianza, se utilizo´ el mo´dulo “MACKCHAINLADDER”del software libre R.
El co´digo utilizado para la estimacio´n de las reservas basa´ndonos en la data por cada tipo de
seguro es:
Tipo de Salud A: SALUDA
A< −MackChainLadder(Triangle=SALUDA,est.sigma=“Mack”)
A
A$f
A$FullTriangle
A$Models
A$f.se
A$F.se
A$sigma
A$Mack.ProcessRisk
A$Mack.ParameterRisk
A$Mack.S.E
A$Total.Mack.S.E
plot(A)
plot(SALUDA)
Tipo de Salud B: SALUDB
B< −MackChainLadder(Triangle=SALUDB,est.sigma=“Mack”)
B
B$f
B$FullTriangle
B$Models
B$f.se
54
APE´NDICE A. PROGRAMAS EN R 55
B$F.se
B$sigma
B$Mack.ProcessRisk
B$Mack.ParameterRisk
B$Mack.S.E
B$Total.Mack.S.E
plot(B)
plot(SALUDB)
Tipo de Salud C: SALUDC
C< −MackChainLadder(Triangle=SALUDC,est.sigma=“Mack”)
C
C$f
C$FullTriangle
C$Models
C$f.se
C$F.se
C$sigma
C$Mack.ProcessRisk
C$Mack.ParameterRisk
C$Mack.S.E
C$Total.Mack.S.E
plot(C)
plot(SALUDC)
A.2. Co´digo utilizado para el Modelo General Multivariado Chain Ladder
El co´digo utilizado para la estimacio´n de las reservas bajo el GMCL se baso´ en el mo´dulo de
“MULTICHAINLADDER”del paquete “Chain Ladder”del software libre R program, el cual
se detalla a continuacio´n:
SALUD=list(SALUDA,SALUDB,SALUDC)
SALUD
SALUD[1]
SALUD[2]
SALUD[3]
da1 < − SALUD[, 1:3]
da2 < − SALUD[, 3:7]
coefr1 < − matrix(0,12,7)
pos1 < − cbind(c(1:2,4:5,7,9, 12),1:7)
coefr2 < − matrix(0,12,7)
pos2 < − cbind(c(1:2,5,7,9,11,12),1:7)
coefr1[pos1] < − 1
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coefr2[pos2] < − 1
int < − 1:2
restrict.regMat < − c(list(coefr1, coefr2, rep(list(NULL), 4)))
fit1 < − MultiChainLadder(da1, “SUR”, int = int,restrict.regMat = restrict.regMat, model
= “GMCL”)
fit2 < − MultiChainLadder(da2, “OLS”)
fit < − Join2Fits(fit1, fit2)
pred < − predict(fit)
mse < − Mse(fit, pred)
fit.sel < − JoinFitMse(fit, mse)
Para la estimacio´n de para´metros, resumenes estad´ısticos y gra´ficos residuales, se utilizan los
siguentes co´digos:
fit.sel@coefficients
fit.sel@residCov
summary(fit.sel)@residCor
summary(fit.sel, portfolio = “1+2+3”)@report.summary[[4]]
par(mfrow = c(2, 3))
plot(fit.sel, which.plot = 3:4)
r < − summary(fit.sel)@rstandard
par(mfrow = c(1,3))
for (i in 1:3) {
hist(r[, i], 20, freq = FALSE, xlim = c(-2, 2),
xlab = “Standardized Residuals”,
main = paste(“Histogram for Triangle”, i))
lines(density(r[, i]))
}
Ape´ndice B
Residuales de los distintos modelos
En este cap´ıtulo se mostrara´n los gra´ficos residuales de las distintas variantes del modelo
GMCL que se ha trabajado en el cap´ıtulo 5, con la finalidad de constatar la no violacio´n de
los supuestos del modelo lineal.
Figura B.1: Gra´fico de los residuales del modelo GMCL con restricciones y con intercepto, por tipo
de seguro
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Figura B.2: Gra´fico de los residuales del modelo GMCL con restricciones y sin intercepto, por tipo de
seguro
Figura B.3: Gra´fico de los residuales del modelo GMCL sin restricciones y con intercepto, por tipo de
seguro
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Figura B.4: Gra´fico de los residuales del modelo GMCL sin restricciones y sin intercepto, por tipo de
seguro
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