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CONFERENCE CHAIRMAN'S SUMMARY 
As in 1991 we are publishing the Conference Proceedings in time for distribution at the 
conference. The time schedule for this to happen has been very tight and would not have been 
successful if all the authors and Session Coordinators had not responded in a timely manner The 
major burden of getting the volume organized and to the printer in time has fallen on Dick and Pat 
Adler to whom we are all very grateful. 
Next year Professor Perry Wheless, Jr., of the University of ALabama, will be Symposium 
Chairman He has been a tower of strength as Co-Chairman to this year's Symposium Chairman 
Perry's Co-Chairman will be Dr. Andy Terzuoli, Jr., of the Air Force Institute of Technology, who will 
also be 1994 Symposium Chairman. ACES hopes by this arrangement to have continuity in the 
Symposium organization. 
There is growing participation in the ACES Symposium by authors from outside North 
America. This year, they account for 25 papers out of a total of 80 which is an indication of ACES s 
growing international role 
Professor Magdy Iskander, CAEME director, has again organized a CAEME session and 
there will be additional CAEME demonstrations during the Symposium. 
This year we are breaking new ground by having a variety of events all running in parallel 
on Tuesday afternoon. In the Banquet Hall, the technical events are Poster Sessions on code 
applications and CAEME, a session for demonstrating CAEME software, and booths for software 
vendors On site, there will be a discussion led by Dr. Hal Sabbagh on "Canonical Problems . The 
afternoon will culminate in a cheese and wine party in the Banquet Hall. The events in the Banquet 
Hall should prove a good forum for informal discussion and I urge all Symposium attendees to go, 
prepared to engage in argument. 
Dr John Rockway has again done a wonderful job of putting together the short courses. 
These are now spread over three days, Monday, Tuesday and Friday. We are very grateful to him 
for carrying out this piece of organization which is so beneficial to the EM community. 
It only remains for me to welcome you to the 1992 ACES Symposium and hope that you 
make useful contacts amongst those participating in order to advance your knowledge In the field 
of computational electromagnetics. 
Pat Foster 
1992 Symposium Chairman 
IV 
ACES PRESIDENT'S STATEMENT 
Welcome to the 8th Annual Review of Progress in Computational Electromagneticsl On 
behalf of our society, I take great pleasure in greeting you at this most important yearly event in the 
tchnical life of our society. I do hope that the spring beauty of the Monterey Peninsula and the 
hospitality of the Naval Postgraduate School will make this an occasion of Intellectual and 
professional growth for you as well as a restful change of pace from your everyday responsibilities. 
It is our intention to continue to strive to make this yearly conference the single event where 
you can obtain the most up-to-date information on techniques in Computational Electromagnet- 
ics and their applications. As you see from these proceedings, Pat Foster and her team have put 
on the richest program yet of technical papers, short courses, and display booths. We continue 
to support the innovative program in Computer Applications in Electromagnetics Education 
(CAEME) directed by Magdy Iskander. We are hoping that this mix of technical activity will be 
exposed to you in a congenial and convivial atmosphere that will make it a most productive as well 
as a pleasant experience for you. If it works, let us know. Your reactions are important to us as we 
learn and strive to improve. 
On behalf of the officers and directors of ACES, I also wish to thank you for your participation 
in these difficult economic times. In this way you are attesting the importance of the mission of our 
society in the dissemination of practical information in Applied Computational Electromagnetics. 
To theauthors, instructors, and chairman go my special thanksfor your effortsandwillingnessto play 
this vital role in our conference. I hasten to suggest that you consider the elaboration of your 
presentations as papers for either our Newsletter or our Journal. 
The conference also presents the opportunity for our members to renew their links with our 
technical committees. I should hope that you will seek out your respective chairman or join the 
committee meetings that will be taking place at this time. This occasion for code users and 
developerstohaveface-to-facesharingof ideas, information and organization of committee tasks 
is essential for progress between conferences. I hope that you can join in and see your devotion 
of time and energy bear fruit. 
Finally, as you participate, please plan ahead for 1992 and tell your colleagues of your 
experiences and useful encounters. 
Dr. Stan Kubina 
ACES President 
1993 CONFERENCE CHAIRMAN'S STATEMENT 
The advances presented at the first eight Annual Review of Progress in Applied Computa- 
tional Electromagnetics are notable, and bear witness to the pervasive influence of applied 
Set omagnetics in latter twentieth century life. The need to solve Ma'<wel,'s^ua^nns^u^t<;tr^ 
boundary conditions, by numerical methods continues to 'ncref f;a\devic^ °n* ^*T 
involving more arbitrary geometry and complex media proliferate. In this atmosphere of manira- 
K particularly within the past ten years, researchers and applications engineers have> both 
developed and extended numerous methodologies for successful treatment of a w de variety of 
M Problem types. The ACES Symposium provides a unique forum for the f ectromagnetics 
community to report and pursue significant progress in matters of numerical methods code 
devTopment and applications. ACES members enjoy a society which operates in a collegia 
mannt? and encourages future breakthroughs through the healthy Inclusion of meritorious 
experimental studies and reports of failure among the Symposium papers. 
You are invited to help the 1993 Technical Program serve the full and free exchange of 
knowledgeandexperience. Abroadbaseof participation.especiallybyspecialsessionorganizers 
and authors, will ensure that the important analysis methods and tools are appropriately presen 
in the technical sessions. A conscientious effort will be made to offer an informative slate of Short 
Courses on timely topics. Commercial exhibitors can be a valuable information resource and we 
^attempt to advance the exhibition component of the Symposium. An important traditio, o 
ACES is that newcomers to the field of applied computational electromagnetics are.made_ to feej 
welcome and comfortable, in both the technical program and the short courses, by the 
exSeTced veterans and advanced practitioners; every effort will be made to preserve and 
protect the distinctive ACES spirit and environment. 
W. Perry Wheless, Jr. 
1993 Symposium Chairman 
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SHORT COURSES 
MONDAY MARCH 16 FULL-DAY COURSE: (Approximately 6 hour Course) 
0830      "Time Domain Modeling of Guiding and Radiating Structures with TLM" 
by Wolfgang J.R. Hoefer, Professor, University of Ottawa. 
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by Ch. Hafner, Swiss Federal Institute of Technology" 
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1800-2030 REGISTRATION Ingersoll Lobby 
1600 - 1800 ACES BOARD OF DIRECTORS MEETING 122 Ingersoll 
(Members invited to observe) 
1830 ACES BOARD OF DIRECTORS DINNER Fifi's Restaurant 
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XIV 
SESSION 1- "MOMENT METHOD THEORY" 
Moderator: Allen W. Glisson 
Electromagnetic Scattering by Bodies with Complete or 
Partial Material Coatings of Varying Thickness 
Alien W. Glisson, Paul M. Goggans, and Ahmed A. Kishk 
Department of Electrical Engineering 
University of Mississippi 
University, MS  38677 
Abstract 
The numerical solution of electromagnetic scattering problems involving perfectly conducting 
bodies coated either partially or completely with a material coating of arbitrary thickness is investigated. 
A general surface integral equation approach is used to model geometries for which specialized thin- 
coating formulations may not be directly applicable or may not be expected to work well. In particular, 
cases are considered in which the material coating on the body changes continuously from a very thin 
coating to a relatively thick coating. Results are presented comparing data obtained for a coating that 
varies smoothly from a thin coating to a thick one with data obtained for a similar geometry in which the 
coating is simply terminated when it becomes very thin. Results are also presented which demonstrate 
the effects of using codes which do not accurately compute some elements of the moment matrix for very 
thin coatings. 
I.  Introduction 
The ability to model electromagnetic scattering from objects coated with one or more thin material 
layers has become increasingly important in recent years as improved materials are developed. Such 
coatings may find uses, for example, in the protection of equipment from the environment and in the 
reduction or enhancement of radar cross section. The method of moments has been widely used to model 
scattering by combinations of conducting and material objects [1-8]. Relatively thin coatings have also 
been investigated via the method of moments for two-dimensional bodies and bodies of revolution [9,10]. 
Some standard method of moment formulations have been observed to fail for very thin coatings and a 
special formulation valid only for thin coatings has been developed to overcome this difficulty [11]. The 
formulation of [11] has also been applied to the case of conductors partially coated with thin material 
layers [12]. Other specialized formulations valid only for thin coatings have also been developed [13-15]. 
The formulations developed especially to treat thin coatings have the advantage of reducing the 
number of unknowns required in the numerical model, and they may be very useful for situations in 
which they are applicable. They may not be directly applicable, or may not be expected to work well, 
however, for cases in which the coating thickness becomes thick. Since "thick" is a relative term and 
one cannot always be certain of the circumstances for which a thin-coating formulation will fail to 
accurately model the scattering problem, it is desirable to have a general formulation available that is 
capable of modeling both thick and thin coatings simultaneously. 
In previous work the authors have demonstrated that the well-known surface integral equation 
formulations and the method of moments can be employed to model coatings of arbitrary thickness, 
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including thin coatings, when the elements of the moment matrix are calculated accurately [16,17], In 
this work a general surface integral equation approach is employed to investigate problems involving 
electromagnetic scattering by perfectly conducting bodies coated either partially or completely with a 
material coating of arbitrary thickness. Configurations studied include conductors which are completely 
or partially covered with material coatings which vary substantially in thickness, from a very thin coating 
to a thick coating. Numerical results are presented comparing data obtained for a coating that varies 
smoothly from a thin coating to a thick one with data obtained for a similar geometry in which the 
coating is simply terminated when it becomes very thin. Results are also presented which demonstrate 
the effects of using codes which do not accurately compute some elements of the moment matrix for very 
thin coatings. A very brief description of the formulation used in this work is given in Section II. 
Numerical results are presented in Section III for several cases, and a summary is given in Section IV. 
II.  Formulation 
A representative geometry for a perfectly 
conducting scatterer coated with a dielectric and/or 
magnetic material is shown in cross section in Fig. 1. 
The region exterior to the scatterer is assumed to have 
constitutive parameters (e0,Mo) ar|d the total fields in the 
exterior region are denoted by (E0,H0). The material 
coating region is characterized by constitutive 
parameters (ei,Mi) an(i the total fields in this region are 
denoted by (EJ.HJ). The perfect electric conductor 
(PEC) surface and the dielectric/free space interface are 
denoted as Sc and Sd, respectively. The excitation is 
arbitrary, but is here assumed to be a plane wave 
which produces the incident field (E',H'). The 
equivalence principle [18] is applied to obtain 
equivalent representations of the fields in the two 
regions in terms of equivalent surface currents defined 
on 5„ and SJ. 
Figure 1.      Geometry   of   a 
coated body. 
Expressions for the scattered fields at a point r 
in the exterior region may be written in terms of potential functions and the equivalent currents as 
E^r) = ->A0(r;Jrf) - V$0(r;p^) - -lV x F0(r;Mrf) 
H*(r) = -ju>F0(r;Md) - V*0(r;p'2) + -Lv X A0(r;Jd) 
Mo 
(1) 
where A and F are the usual homogeneous-region magnetic and electric vector potential functions, $ and 
¥ are electric and magnetic scalar potential functions, Jd and Md are the electric and magnetic surface 
current densities on Sd, and pd and pj" are the electric and magnetic surface charge densities related to 
the surface current densities through the appropriate continuity equations. The subscript 0 on the 
potential quantities indicates that the constitutive parameters of the exterior region are used in the 
potential expressions. The total fields in the exterior region are then obtained by adding the scattered and 
incident fields. In a similar manner the expressions for the total fields in the material coating region are 
given by 
E,(r) = -yo,A,(r;Jt.) - V*,(r;p') +ju\i(r;Jd)+V<i,l(r;p"d) * ±V xF^rjM,,) 
(2) 
H,(r) = -iv x A,(r;Jc) +>F,(r;Md) + V*,(r;p) - -Lv x A,^) 
Mi Mi 
where the subscript c denotes the electric current source on the conductor surface. 
A set of coupled integral equations that can be solved for the unknown surface current densities 
Jc., Jd. and Md are obtained by application of the boundary conditions at the surfaces Sc and Sd. Various 
sets of integral equations can be obtained in this manner. In this work the boundary conditions enforced 
are that the tangential electric field is zero on the conductor surface Sc and that the tangential electric and 
magnetic fields are continuous across the dielectric/free space interface Sd. The resulting set of equations 
can be expressed succinctly as 
E,    (r) = 0   ,       on Sc (3) 
EhJr)-EkJr)-E^{r) -    mS'< (4) 
",llln(r)-H^n(r) = <„(r)    ,       on Sd & 
This set of equations has been referred to as the E-PMCHW formulation, indicating that the EFIE is used 
on the conductor surface, whereas the PMCHW formulation (continuity of tangential fields) has been used 
at the material boundary. 
III.  Discussion of Results 
In this section results for several geometrical configurations are presented to illustrate the effects 
of thin coatings on the scattering cross sections of objects. Some of the configurations studied include 
conductors which are completely or partially covered with material coatings which vary substantially in 
thickness, from a very thin coating to a thick coating. All of the geometries studied are rotationally 
symmetric, and the numerical results are obtained using a modified version of the computer code used 
in [19]. Some examples of the coated bodies studied are shown in cross section in Fig. 2. In the figure 
the dashed lines represent a conducting sphere surface, while the solid line represents the surface of the 
material coating. Fig. 2a represents a PEC sphere with dimension k,fi=\.S that is coated with a material 
layer of thickness f, which varies linearly along the generating contour of the sphere from a thickness of 
r=0.001Xo at 6=180° to f=0.01Xo at 0 = 0°, where 0 is the usual spherical coordinate angle. Fig. 2b 
shows the same sphere, but with a coating that varies logarithmically instead of linearly (i.e., log(r) varies 
linearly). Fig. 2c shows the same sphere and coating variation as in Fig. 2a, but the coating is truncated 
at 0 = 90°. The truncation is accomplished by reducing the thickness of the coating layer linearly from 
its normal value to zero over the distance of one segment of the generating arc model. The same PEC 
sphere is again shown in Fig. 2d, where the coating thickness varies logarithmically from log(f) = -4.8 
to log(f) = -0.8, with Xn=l meter. 
Results are shown in Fig. 3 comparing the monostatic scattering cross section of several 
geometries similar to that shown in Fig. 2b. The different curves in the figure represent coatings of 
different thicknesses on the sphere of dimension ktfl= 1.5. The relative constitutive parameters of the 
coating in each case are £,r=3-_/4 and ^u=S-j6. The coatings all vary logarithmically in thickness around 
0.0       0.1       0.2       0.3 0.0      0.1       0.2      0.3 
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Figure 2.  Examples of coated bodies: (a) linear coating taper, (b) log coating taper, (c) 
















Figure 3.    Monostatic scattering cross sections of spheres with log-taper coatings of 
varying minimum thickness. 
the generating contour from a minimum thickness of t, to a maximum thickness tu = 0.01\Q. Each curve 
is for a different value of /,. The solid curve in Fig. 3 corresponds to the geometry illustrated in Fig. 
2b. One observes that there is a fairly substantial change in the scattering cross section as the minimum 
thickness is increased. The lowest curve in the figure is for the case in which the coating is uniform with 
thickness t=tl=tu=O.Ol\). Not shown on the figure, but useful for comparison, is the case in which the 
coating is uniform with thickness f=0.001Xo; the scattering cross section is approximately -8.5 dB for 
this case. 
Fig. 4. shows monostatic scattering cross section results for a geometry similar to that shown in 
Fig. 2d, where the coating thicknesses varies over a wide range. The basic geometry for the results of 




Figure 4.  Monostatic scattering cross section for a sphere with a log-taper coating with 
a wide thickness range and comparison to cases for truncated coatings. 
are elr=3-y'4 and ^ilr=5t/6. The coating thickness varies logarithmically from log(r) = -5 at 0=180° to 
log(f) = -l at 0=0°. The results for this basic geometry are shown as a solid line. Results shown as a 
dotted line are obtained if the coating is simply removed over the portion of the sphere where the coating 
thickness would be less than approximately O.OOOlXo. The results for this case are essentially 
indistinguishable from those of the basic geometry, as one might expect. A small difference in the cross 
section is observed if the coating is removed over the region where its thickness would be less than about 
O.OOIXQ (dashed line). The results shown as the dash-dot line are for the same configuration as those of 
the dashed line, but the careful evaluation of the singularity [16,17] has not been performed when the 
source and observation segments are not on the same surface. The results for this case show significant 
variation from the other curves even though no adjacent-surface segments in the model are closer than 
0.00 IXQ (except for the segment which connects the dielectric surface to the conductor surface in the 
truncation procedure). While other data was not available for comparison, the validity of the results 
shown is suggested both by past experience with uniform coatings [17] and by the agreement between 
the complete-coating and the truncated-coating data, for which the numerical model is very different. 
Results are shown in Fig. 5 for the monostatic scattering cross section of the same PEC sphere 
and coating material for the case in which the coating has a linear taper such as shown in Fig. 2a and for 
the case in which the linear-taper coating is truncated at 9=90° as depicted in Fig. 2c.  The dimensions 
Linear Coating Taper; 




Figure 5.   Monostatic scattering cross sections for a sphere with a linear-taper coating 
and a truncated linear-taper coating. 
described for Fig. 2a are correct for the linear-taper case; in particular, the thickness of the coating varies 
linearly from f=0.001Xo at 0=180° to f=0.01X<, at 6 = 0". The results clearly demonstrate that 
truncating the coating in this case has a substantial effect on the scattering cross section. 
Fig. 6 shows results for the geometry shown in Fig. 2d, where the coating thickness varies from 
log(f) = -4.8 to log(f) = -0.8, with XQ= 1 meter. Comparison results are shown in the figure for the case 
in which careful evaluation of the singularity in the integrands is performed only for source and 
observation segments on the same surface. Significantly different results are obtained when the 
integrations are not performed accurately. While no firm conclusion can be drawn, it seems that less 
error results (for the scattering cross section) as fewer very nearby segments exist on adjacent surfaces, 
if the integrations are not performed accurately. See Fig. 4 for comparison, where less overall error 
seems to occur when the coating is truncated if the coating is too thin. 
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° o o * + +     (sing- extr. for self terms only) 




Figure 6.   Monostatic scattering cross section for the geometry of Fig. 2d, with and 
without singularity extraction on adjacent-surface integrations. 
IV.  Summary 
A general surface integral equation approach is employed in this work to investigate problems 
involving electromagnetic scattering by perfectly conducting bodies coated either partially or completely 
with a material coating of arbitrary thickness. The surface integral equation approach is used to model 
geometries for which specialized thin-coating formulations may not be directly applicable or may not be 
expected to work well. The geometrical configurations studied include conductors which are completely 
or partially covered with material coatings which vary in thickness over a large range, from a very thin 
coating to a thick coating. Numerical results are presented for structures with a coating that varies 
smoothly from a thin coating to a thick one and for similar geometries in which the coating is simply 
terminated when it becomes very thin. Results are also presented which illustrate the effects of using 
codes which do not accurately compute some elements of the moment matrix for very thin coatings. It 
is observed that substantial variation in the scattering cross section can be produced by very thin coatings 
with varying thickness. 
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CLASP—A NEW, GENERAL-PURPOSE METHOD 
OF MOMENTS SCATTERING CODE 
by 
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This paper describes the construction of CLASP (Culham Laboratory Advanced 
Scattering Program), which is a new, general-purpose computer program for the 
solution of problems of electromagnetic scattering at low frequency. The program 
uses the boundary element method to calculate the currents that are induced on 
a scattering body, from which the radiated fields follow directly. A fundamental 
feature of the program is that the scattering body may be of general shape and 
may be composed of conducting, dielectric and magnetic material, in the form 
of wires, surfaces and volumes. This means that the program has many possible 
applications. 
1. INTRODUCTION 
This paper describes the construction of CLASP (Culham Laboratory Advanced Scattering 
Program), which is a new, general-purpose computer program for the solution of problems 
of electromagnetic scattering at low frequency. The construction of the program has been 
an ambitious project and has required much effort, in both mathematical analysis and 
computer programming. A fundamental feature of the program is that the scattering 
body may be of general shape and may be composed of conducting, dielectric and magnetic 
material, in the form of wires, surfaces and volumes. This means that the program has 
many possible applications. 
The program is based on the integral solutions in the frequency domain for the scalar 
and vector electromagnetic potentials, together with the method of boundary finite ele- 
ments (also known as the Method of Moments), in a rigorous Galerkin formulation. The 
analytical expressions for the electromagnetic fields and the boundary conditions are con- 
verted into a system of linear algebraic equations, which are solved to find the current 
density at the given frequency on all parts of the scattering body. The scattered fields are 
then calculated directly once these currents are known. At present, the program calculates 
scattering cross-sections, that is, it calculates the out-going far fields that correspond to 
an impressed in-coming plane wave. The program will be enhanced in the near future to 
allow local electromagnetic sources, such as voltage sources on wires, so that the radiation 
from antennas may also be modelled. 
The method of boundary finite elements is particularly useful in practical scattering 
problems, first because it can treat realistic geometries, and secondly because it includes 
the radiation condition at infinity by construction. For these reasons, very accurate results 
may be obtained. The fundamental disadvantage of the method is that, by definition, every 
boundary element interacts with every other boundary element, so that the system of linear 
equations is dense, and the computational effort for its solution increases as N3, in which N 
is the number of unknowns. This behaviour means that the method is impractical if the 
scattering body is large compared with the wave-length of the incident electromagnetic 
wave. Nevertheless, a wide variety of useful calculations may be performed within this 
constraint, especially as powerful computers are now widely available. 
The subject area that CLASP addresses has a large literature. The program has been 
built upon this knowledge (described for instance by Moore and Pizer [1], and Wang [2]), 
and the wide-spread practical success of existing computer codes such as NEC of Burke and 
Poggio [3]. The particular features that characterize CLASP are: the flexibility and gen- 
erality of its capabilities; the rigorous approach to the evaluation of the Galerkin integrals; 
and the care that has been taken in the design and implementation of the software. A cen- 
tral feature of CLASP, as of several other recent computer codes (for instance FERM [4], 
EASOGS [5], and the MoM code at MATRA [6]), is the use of plane triangular patches 
to model conducting surfaces. This provides an improvement in accuracy and flexibility 
over the traditional representation of a surface by a mesh of thin wires. 
As indicated above, the range of objects that CLASP may model is large and includes 
many items of practical importance, such as: open and closed structures that are composed 
of thin wires and metallic surfaces, including connections between wires and surfaces; 
volumes of inhomogeneous dielectric material; bulk volumes of homogeneous dielectric and 
magnetic material; and dielectric and magnetic material attached to conducting surfaces. 
2. THEORY .     . 
If an electromagnetic wave is incident upon a body, the total electric field at any point in 
space may be written as the sum of the known incident field E' and the unknown scattered 
field Es, so that 
E(r) = E,(r) + EJ(r). (1) 
The scattered field may be derived in the usual way from its electromagnetic potentials in 
the form . 
E*(r) = -iwA(r) - V^(r), (2) 
exp(—ikR) A« = £jtj(r' R dv' (3) 
r- / ^ 4TT£ JV, W = ^.L,—      R eM-^R) dv, (4) 
in which j is the unknown current density in the scattering body, p is the corresponding 
electric charge density, and R = |r - r'| is the distance between the source point r' and 
the field point r. Here, the harmonic time-dependence exp(+tu;t) has been assumed. The 
permittivity t and permeability fi, which are assumed to be uniform and constant, refer to 
the infinite medium in which all the currents and fields are assumed to be embedded. The 
quantity k is the wave-number in that medium and is given by k = Uy/jle. In the treatment 
for metallic bodies, for which the skin depth is negligibly small, the integrals over volumes 
in (3) and (4) may be reduced to integrals over surfaces of a surface charge density and 
a surface current density J.   When augmented by the appropriate boundary conditions, 
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(l)-(4) constitute a set of integral equations for the electric and the magnetic field. In 
particular, for a metallic conductor of surface impedance Za, the boundary condition on 
the tangential component of the field, namely 
Etan = Zs3, (5) 
gives the Electric Field Integral Equation. The surface impedance is zero for a perfect 
conductor. 
3. BASIS FUNCTIONS 
CLASP works in terms of the currents that flow in the scattering body because this choice 
provides the most natural and convenient description. In the boundary element method, 
these currents are represented approximately by a linear superposition of suitable basis 
functions in the form 
N 
J(r) = Y, J-f»(r). (6) 
71 = 1 
in which N is the total number of basis functions, the scalar quantities Jn are unknown con- 
stants to be determined, and the vector quantities f„(r) are the individual basis functions, 
which are given functions of position. 
In order to allow a range of geometry, CLASP contains four different types of basis 
function. Each basis function has compact support and corresponds to one of the four 
geometrical elements from which any numerical model is to be constructed, namely: the 
thin wire, the plane triangular patch, the junction between a wire and a patch, and the 
tetrahedron. The basis functions are linear functions of position, except for the singular 
part of the basis function for the junction. 
The thin wire is represented by a chain of piece-wise straight, conical segments of finite 
or infinite conductivity. A roof-top basis function exists on each pair of connected wires 
and describes the surface current density on those wires. The current density is assumed 
to be zero at all free ends. The wires are assumed to be very thin, that is, they are 
regarded as idealized conductors of radius a and length h such that a/h <C 1 and ka <C 1. 
This hypothesis allows the poloidal current to be ignored, and allows the axial current 
to be taken as independent of the poloidal angle around each wire. It also allows the 
boundary condition on the electric field to be imposed only along the length of each wire. 
These approximations constitute the usual thin-wire approximation of electromagnetic 
modelling [1]. In CLASP, thin wires are intended to model actual wires only; as described 
above, the use of triangular patches supersedes the use of a wire mesh to model a solid 
metallic surface. 
The triangular patch is of central importance in the program. Triangular patches are 
used to model metallic surfaces using the Electric Field Integral Equation, and to model 
volumes of homogeneous dielectric and magnetic material using a Combined Field Integral 
Equation in a surface source treatment that is described by Harrington [7]. The basis 
function that is used in CLASP for triangular patches is that introduced by Rao, Wilton 
and Glisson [8]. A basis function of this type exists on each pair of triangles that have a 
common edge. The basis function has the desirable property that the normal component 
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of current density is continuous at this edge, thus avoiding spurious line charges in the 
numerical model. 
The mathematical properties of such basis functions (linear elements defined over a 
plane triangle) have been examined formally by Bendali [9], who shows that the results 
from the numerical model may not converge as the size of the patches is reduced. How- 
ever, successful results already in the literature and those from CLASP show that this 
potential difficulty does not seem to be important in practice. Nevertheless, an element 
of Bendali's result appears in the empirical fact that considerable care must be taken in 
the representation of curved surfaces by plane patches if results of high accuracy are to be 
obtained. 
The junction is the geometrical element that allows the connection of thin wires to 
triangular patches. The basis function is similar to that described by Hwu, Wilton and 
Rao [10], but differs in that here a separate basis function is assigned to each connection 
between one wire and one patch; in Ref. [10] a basis function is assigned to each wire and 
all the patches to which it is connected. The present approach has the disadvantage that 
it uses more basis functions, but given that the number of junctions in a numerical model 
is likely to be small, this is likely to be unimportant in practice. Conversely, the present 
approach has the advantage that it makes no assumption about the relative distribution of 
the current that flows from a wire on to several patches. The basis function has a singular 
part that represents the concentration of the current at the point of attachment of the 
wire. This point is restricted to be a vertex of the patch. 
The tetrahedron is the geometrical element that is used to represent volumes of in- 
homogeneous dielectric material. This is done by a piece-wise constant approximation, by 
filling the volume with a set of tetrahedra that each have a constant permittivity. The 
basis function is that introduced by Schaubert, Wilton and Glisson [11] and is simply the 
analogue in three dimensions of the basis function for the triangular patch. The polariza- 
tion current in the material is treated as an unknown current density and is described in 
terms of a ratio of permittivities and a modified electric displacement vector. 
These basis functions are mathematically satisfying in that, with the exception of the 
singular part of the junction, they are the same essential object (a certain linear function 
defined over a simplex), but specified in either one, two or three space dimensions. 
4. GALERKIN PROCEDURE 
A rigorous Galerkin formulation has been adopted in CLASP. This is based on the sym- 
metric integral 
(f,g)=Jt-gdv, (7) 
in which f is a basis function, g is a testing function, and t; is the volume of the scattering 
body. In the Galerkin method, the function g is taken from the set of basis functions f. 
When (5), for instance, is tested in this way, the result may be written as 
(E*, fm) = tw(A, fm> + <V^, fm) + (Z,3, fm), (8) 
in which fm is the mth basis function in the numerical model. The potentials A and <j> 
are then expressed in terms of the unknown currents from (3) and (4), so that (8) may be 
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written as a matrix equation in the form 
ZI = V, (9) 
in which Z is a known, dense, complex N xN matrix (the impedance matrix), I is a vector 
of N unknown currents, and V is a vector of N known right-hand sides. The Galerkin 
method ensures that the reciprocal nature of the electromagnetic field is represented in the 
numerical approximation; in particular, for metallic conductors, Z is a symmetric matrix. 
The advantages of a Galerkin treatment are discussed and promoted in Ref. [2]. 
A large part of the mathematical analysis that is needed to implement the boundary 
element method occurs in the evaluation of the two terms tw(A, fm) and (V^, fm). These 
terms represent singular integrals in two dimensions for wires, four dimensions for patches, 
five and six dimensions for tetrahedra, and three, four and five dimensions for cross-terms. 
Their accurate evaluation is no small matter, especially as only a few calculations of the 
integrand are permitted, owing to the potentially huge number of integrals to be treated. 
A feature of the present approach is that it is formally correct and involves no arbitrary 
simplifications. 
The method of evaluation of the integrals may be illustrated by the treatment for 
triangular patches. The quantity to be evaluated takes the form 
/ [tfx.x'-i)exp(rikR)ds'ds, (io) Js Js' *" 
in which x and x' are local position vectors in the surfaces S and S' of the field and source 
patch respectively. First, the divergent term 1/iJ is subtracted out, as discussed by Davis 
and Rabinowitz [12], and the regular part of the four-dimensional integral is integrated 
numerically. 
This integration uses a product rule that is based on a standard rule for the two- 
dimensional simplex, from Stroud [13] and Dunavant [14]. The code allows a choice of rule 
so that convergence tests may be performed and the best compromise between speed and 
accuracy may be obtained. Secondly, the divergent term is integrated analytically over the 
source triangle, using the expressions given by Wilton et al. [15], and is then integrated 
numerically over the field triangle. 
From a mathematical point of view, the use of adaptive integration would provide a 
more rigorous calculation, for then each integral could be found to a specified accuracy, 
regardless of the difficulty of the integrand. Such a scheme has not been adopted here 
because of concern for the unacceptably large amount of computing time that it might 
consume. Experience so far with CLASP suggests that the present method is perfectly 
adequate. 
The integrals over tetrahedra are evaluated in exactly the same way, using the Gaus- 
sian rules over the three-dimensional simplex that are given by Keast [16]. The integrals 
over wires are treated similarly, but the calculation includes more analytical integration 
and is therefore more accurate. 
The integrals over junctions provide a further difficulty in that there is a fixed-point 
singularity at the point of attachment of the wire to the patch, in addition to the usual 
1/R singularity. This has been treated by a series of transformations and dissections of the 
region of integration, such that the Jacobians of the transformations cancel the singularities 
in the integrand. 
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5. IMPLEMENTATION 
The construction of CLASP has been a substantial task. The computer program is writ- 
ten in FORTRAN 77 and comprises roughly 60 000 lines of code in 300 subroutines. It 
was developed on UNIX workstations, but is intended to be readily portable to other ma- 
chines. It is constructed from well-defined modules so that maintenance is relatively easy. 
Considerable care has been taken in the design of the software and the standard of coding. 
The fundamental geometrical entity in the program is the node, which is a point in 
space that is specified by its three Cartesian coordinates. Wires, patches and tetrahedra are 
then defined as ordered sets of nodes and are stored as lists of integer node numbers. The 
connections between these elements, and the positions of the basis functions, are found 
by sorting these lists and then identifying those elements with common node numbers. 
This operation is fast because it requires only of order N log N integer operations for N 
elements. The use of node numbers is particularly convenient in the evaluation of the 
Galerkin integrals because it gives a sure method of finding the relative positions of any 
two basis functions, in particular whether they are separated, touching or overlapping. 
The manipulation of the impedance matrix and the solution of the system of linear 
equations is a major item in the program. The most important feature of the design, as 
found in existing codes such as NEC [3], is that the impedance matrix is allowed to be 
larger than the memory of the computer on which the program is run. If this occurs, the 
entire impedance matrix is stored only on disk (as a direct access file), and only a small 
sub-set of it is held in memory at any one time. This facility increases greatly the utility 
of the program, but at the expense of considerable extra complexity in the software. The 
impedance matrix is treated as a set of small square sub-blocks, and each sub-block is 
filled element by element and is then written on disk. In this way, the process of storing 
the matrix is largely uncoupled from the calculation of the matrix elements. 
The solution of the linear system in (9) is found by conventional LU factorization, 
which is refined here by the use of row-equilibration. The factorization has been imple- 
mented in a way that minimizes the number of disk accesses, by careful manipulation of the 
square sub-blocks. A further refinement of the solution process is that it treats multiple 
right-hand sides. This provides an efficient solution of problems in which many different 
scattering angles are required. 
If the scattering body has reflection or rotational symmetry, the impedance matrix is 
circulant in blocks that correspond to each symmetry cell, and the matrix may therefore 
be diagonalized in blocks by a unitary transformation. The program then constructs and 
stores only these diagonal blocks, with the corresponding reduction in the necessary storage 
and computing time. The program allows rotational and reflection symmetry to be used 
simultaneously. 
A further feature of the program, as in NEC [3], is that it allows additions to the 
geometry of a structure for which the factored impedance matrix already exists. This 
facility allows the effects of different small additions to a large primary structure to be 
found without the need to solve the full problem each time. It makes use of a simple 2x2 
partitioning of the impedance matrix in the form 
z-(A  B Z -\C    D 
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in which block A represents the large primary structure, block D represents the additional 
structure, and blocks D and C represent the interactions between the primary structure 
and the additional structure. 
CLASP takes the form of a batch program. The input file contains the specification of 
the geometry and composition of the scattering body, and the calculation to be performed, 
as a sequence of tagged records. These data are read by the program and the four elements 
of the scattering matrix are calculated and are written on the output file for each scattering 
angle that has been requested. The user of the program is allowed to specify monostatic 
and bistatic calculations by a single line in the input file. By design, CLASP is purely an 
electromagnetics code and does not include facilities for mesh generation or the graphical 
display of the results; these operations are assumed to be provided by other programs. 
6. RESULTS 
CLASP has been applied successfully to several different types of scattering body, such as: 
conducting wires, spheres, disks, cubes, cylinders with hemispherical end-caps, dielectric 
spheres, and conducting spheres that are coated with dielectric material. The results of 
these calculations are presented in a separate paper, Benchmark Calculations with CLASP, 
in these proceedings. A further paper, The Regular Tetrahedron—A Canonical Scattering 
Problem, in these proceedings, presents various numerical and experimental results for the 
scattering from a conducting tetrahedron of edge 3A, and proposes this as a new canonical 
problem for ACES. 
An indication of the accuracy that may be obtained from CLASP is given here by the 
calculation of the scattering from a perfectly conducting sphere. 
The numerical model of the sphere is constructed from 320 triangles that are obtained 
by the recursive refinement of the 20 faces of an icosahedron. The size of the icosahedron is 
chosen so that the mean radius of the model is exactly equal to the radius of the true sphere. 
(This constitutes a modelling rule for triangulated spheres.) Comparison of the numerical 
and analytical results for the bistatic radar cross-section of a sphere of size ha = 8 shows 
that for angles less than 90° there are local deviations of about 0.4 dB, but at angles 
greater than 90° the results are almost coincident. This result is obtained for a patch size 
of 0.38A, that is, larger than A/3, which is rather coarse. When the size of each patch is 
reduced, the accuracy of the numerical calculation increases; when the patch size is A/20, 
the error is less than 0.01 dB. 
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Hybrid Optics/Numerical Approach to 
Electromagnetic Scattering 
Colin Sillence. British Aerospace PLC. Sowerby Research Centre. FPC267. PO Box 5. Filton. Bristol 
BS12 7QW. UK. Work funded by BAe, Military Aircraft Ltd, Warton, Lanes, UK 
The use of current basis functions of electrically large support over wide tracts of a target's surface away 
from sharp edges, small excrescences, gaps etc., is a natural way to vastly reduce the size of linear problem 
arising from the discretization of a boundary integral equation. The problem reduces to getting the correct 
forms for the large-support functions over arbitrary 3-D geometries. As a step towards this, an attempt is 
made to simplify the formulation of a 2-D problem. A hybrid optics/method of moments approach is applied 
to electromagnetic scattering from a conducting semi-cylinder, much as in previously published work. A 
2-D integral equation for surface current is solved by a standard moment method, but using a mixed set 
of current basis functions, together with "known" optics components. A significant simplification of the 
optics functions is made, with no consequent loss of accuracy of the solution. Convergence with pure optics 
solutions is demonstrated for semi-cylinders, as their size increases up to 30) in diameter. The effect of using 
approximations to the optics functions on the accuracy of solutions is demonstrated. 
1    Introduction 
The hybrid method discussed in this report is seen as having potential for development into general appli- 
cation computer codes for the analysis of electromagnetic problems involving electrically large bodies. This 
could cover RCS prediction, EMC, and antenna performance problems. There is currently a wide regime of 
electrical size for which no existing technique can be used with confidence; numerical methods require too 
much computation, and optical methods are inaccurate. The hope is that methods which hybridize these 
two approaches might succeed where the pure methods fail. 
One major technique in CEM is the Moment Method (MM) [1,2]. An exact integral equation for un- 
known induced currents, is solved approximately by a discretization which results in a large system of linear 
equations. The method can yield results of excellent quality, but the high computational demand of matrix 
inversion currently limits the application of the technique to relatively small bodies; a few wavelengths in 
maximum dimension is typical. With the largest supercomputers, the limit of practical turn-around times 
is reached for objects smaller than 20 X. 
For structures many wavelengths in size, optical methods can be applied [3]. These make approxima- 
tions appropriate to the domain, and a very much simpler problem results. Unfortunately, the scattering 
mechanisms relevant to many objects of interest, particularly those which are "global" in nature such as sub- 
structure resonances and surface wave phenomena, often lie outside the scope of current optical methods. 
Also, optical methods often involve very crude approximations to surface currents, and this is naturally of 
little use for EMC purposes. 
A natural line of research for CEM is to combine the MM and optical methods in some "Hybrid" scheme, 
which improves the accuracy of purely optical methods, whilst avoiding the massive computational load of 
the MM. This paper covers work concentrated on one such technique; the use of high-frequency (optical) basis 
functions (HFBF) within the framework of an integral equation solution of an electromagnetic scattering 
problem. [4,5,6,7]. Briefly, the use of optics basis functions defined over large areas of the surface of a complex 
structure, together with small-domain basis functions around "difficult" regions such as small excrescences 
and sharp edges, greatly reduces the size of the linear system to be solved. This is achieved at the expense 
of the time taken to calculate each element of the matrix. 
We first reproduce results of [4] for 2-D scattering from a conducting semi-cylinder. The optics basis 
functions are derived from the unified theory of diffraction (UTD) and involve diffraction coefficients and Fock 
functions. [3,8]. Small domain pulse functions are used close to the sharp corners. It has been found possible 
to simplify significantly the published work, with no loss of accuracy, and with improved computational 
efficiency. This increases the likelihood of future application of the method to arbitrary 3-D geometries. 
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2    The HFBF Method 
2.1 General Formulation 
In the usual formulation of the MM, the unknown current J is expanded in a series of basis functions 
J1( Ja,..., JAT with coefficients In: 3 = X^i-Wn. The Jn are in the domain of an operator C associated 
with the integral equation defining the problem, £J = E1, where E1 is the impressed field. Introducing a set 
of weighting functions {Wm} and assuming that we have available a suitable inner product, (A, B), we can 
form the generalized impedance matrix, Zmn = (Wm,£Jn) , so that the problem becomes [Z](J) — (V), 
where (I) is the column vector of /„'s and (V) is the column vector of TVs, where Vn = (WB, E1). 
The solution entails inversion of the generalized impedance matrix, or, for each particular incidence case, 
solving the inhomogeneous system. The essential part of the HFBF approach is to incorporate current 
forms based on known high-frequency solutions of generic problems into the set of basis functions. Whereas 
standard basis functions have supports small compared to a wavelength, the high-frequency forms are not 
so limited. This reduces the number of basis functions, and hence the size of the linear system. 
2.2 The Semi-Cylinder Problem 
In [4], the 2-D problem of scattering from a semicircular cylinder was studied for both TE and TM excitation 
by a line source. MM pulse currents of electrically small support were employed around the two edge 
discontinuities, and UTD optics forms, elsewhere. Coefficients for the pulses and UTD currents were found 
by a standard point-matching MM procedure. 
The problem is ideal for testing various forms of the HFBF method as it involves most of the canonical 
electromagnetic problems; diffraction around a curved surface, surface waves on a flat surface, current 
discontinuities at sharp edges, and sharp-edge diffraction. A diagram of the semi-cylinder and coordinate 
system is given in Figure 1. The axis is aligned with the z-direction. The perimeter is split into four 
connected regions: Region 1, the region of the right hand corner, where currents are represented as a sum 
of disjoint pulses; Region 2, the majority of the curved part of the object, where currents are represented 
as sums of various optical functions sharing the same domain; Region 3, the region of the left hand corner, 
treated the same as the right corner; and Region 4, the majority of the flat surface, where a different set of 
optics functions are used. Tx and Rx stand for Transmitter (source) and Receiver (field point) respectively. 
We restrict attention to a single polarization case, that of a magnetic current line source which yields 
an electromagnetic field in which H is everywhere aligned with z, and E is purely orthogonal to z. In 
2-D parlance, this is the transverse electric or TE case. Currents on the object are in consequence purely 
circumferential, and we may write scalar equations relating circumferential currents and z-directed H fields. 
Rather than carry the arbitrary strength of the line source through all equations, we prefer to follow [4], 
assume a source of strength 1 volt, and adjust the dimensions of currents and fields. Surface currents and 
magnetic fields should then both have dimensions of amps per metre per volt or (ohms)"1 m~ . In what 
follows, expressions for known currents will have these dimensions. The dimensions of current basis functions 
are arbitrary, as only their mathematical form is of consequence. 
Induced currents satisfy the 2-D TE integral equation (a 2-D specialization of the MFIE). 
CJ(p) = M - I J J(p') H^(* \P-p'\) ft.(p^V) ds' = -HI (1) 
Where H\ is the z (only) component of the incident magnetic field, p and p' are shown in Figure 1, k = 2JT/A, 
Ai is the wavelength, Hi ' is a Hankel function, and n is the outward normal at p. 
We suppose the unknown current J to be a complex linear combination of current functions as follows. 
N 
J = JjCC + JKP + "l Jci + 02Jc2 + "3JFI + «4JV2 + 2_j a"Jpn W 
n=5 
where JKC is a "known" optics component of the induced current in Region 2, JKF is a "known" optics 
component of the induced current in Region 4, Jci and J<?2 are optics basis current forms in Region 2, Jpi 
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and Jpa are optics basis current forms in Region 4, Jp„,n = 5,..., N are pulse basis functions with supports 
in Regions 1 and 3, and the a„,n = 1 N are unknown complex coefficients. The known and basis currents 
are taken to be zero except in their relevant regions. Thus the optical current forms are not used close to 
the corners of the cylinder, where they might be inaccurate, or in some cases singular. 
The optics current forms are as follows. Refer to Figure 2 for definition of the geometrical terms. 
ka 1/3 U 
g is the hard Fock function. TheBe two terms represent currents supporting fields due to disturbances at 
the corners. The first (with subscripts 1 and r) is associated with an anticlockwise creeping wave, and the 
second with a clockwise creeping wave. 
exp(-jAsi) 
JFl(p) = =-t- (4) 
These terms represent surface waves travelling right and left respectively across the flat due to disturbances 
at the corners. The expressions for the known current components are considerably more complex. 
For points p in Region 2 which are directly illuminated by the line source, we have, 
Co    f    \ka]1/3 . \ fjka \   expi-jki) 
JKC(P) = -^g[ - [yj       n.s I exp (^-(n.s)3J ^ («) 
where Z0 = 4?rc x 10~7 ohms is the impedance of free space, and Co = — yk/ffir] exp(j;r/4). For points 
which are not directly illuminated, we have, 
Co    f\ka]1/3t\ .      expj-jAss) 
There will be two shadow regions and two terms of this form if both Tx < a and Tv > 0. 
We now define the known flat region currents. If the flat is lit, 
JKF(P) = ^{£1 + £J + £3} CO 
where 
L1 = 2H^\ks), (8) 
exp(-jicr) ,2l La = —J-DrH^(ksr) (9) 
Here w is the angular frequency, and EO is the permittivity of free Bpace (8.854 x 10" farads per metre). 
Dr and Dj are edge diffraction coefficients with units of m1/3 [9]. Physically, Ii gives the physical optics 
current, Z3 represents a surface wave excited by direct illumination of the right corner and travelling left 
across the flat, and L3 gives a surface wave excited by direct illumination of the left corner, and travelling 
right. 
If the flat is in shadow, then 
JKF(P) = ~{Si + S2 + S3 + S4} (10) 
where 
exp(— jkci) 
Si = —J-D.HJf'C*»,) (11) 
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tXp{-jk»n) /r,       ,1/1        \ 
S3 =      . "   ,     g       i, U.(-jM1)D,H»(ii1) (12) 
We now substitute the current forms into the integral equation and rearrange to get 
N 
Y, CjCJj = -HI - CJKC - CJKF (13) 
j=i 
where now the J;- stand for the total set of basis functions, optical and pulse, Ji = JQI etc. We choose JV 
match points, pi, one at the centre of each pulse, and one for each optics basis function, close to the end of 
its support which is nearest the launching point (ie. corner) for the corresponding surface wave. 
Put cm = CJj(Pi), K = -H', - CJKCM - CJKF{pi), [A] = {ay},_ [a] = {a,}, and [h] = {hi}. An 
approximate solution to the integral equation can then be found by solving the linear system [A][a] = [h] 
for [a]. The total induced current J can be reconstituted from Equation (2). The magnetic field anywhere 
outside the semi-cylinder due to the induced currents (ie. the scattered field) can be found from 
47T 
/ J(#)H(12,(*r)A.fd* (14) Jc 
where the arguments and vectors are shown in Figure 1. The scattering width of the semi-cylinder is 
proportional to the squared modulus of the scattered field. The radiation pattern of the line-source/semi- 
cylinder combination may be found by adding the direct field, 
2T< = -^HJ,a>(ir.O (15) 
where r^ is the distance from source to field point. 
Results were calculated for all 6 cases of [4], to validate our implementation, and study current phaaors, 
which are a more stringent test of accuracy than radiation patterns. Figures 3 and 4 compare an all-pulse 
result using 82 0.05A pulses with a hybrid result using 16 0.07A pulses for Case 1. Agreement for the other 
5 cases was of a similar order. Note that A = lm is assumed in all results. 
3    Simplification of Published Method 
The key to the simplification lies in noting that the six most complicated terms of the known current on 
the flat of the semicylinder (JKP) are of essentially the same form as the basis functions Jpi and J^i- The 
former can therefore be deleted from the definition, as any component of these forms required to satisfy 
the integral equation, can be provided by the coefficients of the basis functions. This possibility is slightly 
obfuscated in the cited work because Hankel functions are used in the definitions of the known functions, 
whereas their large-argument asymptotic forms are used in the basis functions. Referring to Equations (7) 
to (12), terms I2, ^3, Sit Sj, S3, S4 are all of the form of a complex number times a Hankel function with 
argument kst or ksT where si and sT are distances from the left and right corners to the evaluation point. 
The complex numbers involve diffraction coefficients and Fock functions, but these all have arguments which 
do not depend on the evaluation point. 
For large arguments, 
H(n2)(s) =; xß- «p(-j[» - T/4]) (16) 
and so 
H'V)-^^1 («) 
for some complex constant z. For large arguments therefore, the six terms above are all of the same form 
as the basis functions Jpi{p) and JFS(P)- The expansion can be used with impunity for arguments greater 
than 2, i.e. for s further than about A/3 from the corners. In the hybrid method, pulses are used out to 
about A/3 from the corners. The six terms above are never evaluated with small Hankel function arguments, 
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because such regions He outside the supports of the optics functions. We are at liberty therefore to replace 
the Hankel functions with their large argument expansions. 
Thus we simply delete the six terms from the definition of JKF leaving, 
wc -,(2) ^PW = JHJ,>) (18) 
The simplification is significant since the six terms are the only places where diffraction coefficients are UBed 
in the solution. The 6 cases of [4] were recalculated and the resulting current phasors compared with those 
from the original formulation. Results were indistinguishable graphically, and agreed numerically up to the 
6th significant figure. Having established that the simplification incurred no loss of accuracy, the simplified 
formulation was extensively tested. 
It was considered important to examine the behaviour of the hybrid method as the electrical size of 
the semi-cylinder was increased. It was also of interest to try cases where both transmitter and receiver 
were in the far field, and hopefully observe convergence to the familiar optics-dominated scattering width 
pattern. Figures 5, 6, and 7 show far-field scattering width patterns for a 30 A case for PO, UTD, and 
Hybrid solutions, each compared with the all-pulse result. The accuracies of the three approximate solutions 
may be judged. 616 pulses were used for the all-pulse calculation, whereas the hybrid method required only 
16, and resulted in a 20x20 system. Hybrid run times were about one tenth of the all-pulse times for a 30A 
target. 
4 Approximate Basis Functions 
A major incentive for this work is to assess the use of hybrid techniques for the calculation of the RCS 
of arbitrary 3-D bodies. While it is clear that the Bize of linear problem will be significantly reduced, it 
is likely that the effort required to fill the matrix could be dominant. The 3-D case will require multiple 
integration of 2-D optics basis functions, and so any simplification of the evaluation of these functions will 
be very beneficial. Such simplification entails some loss of accuracy, and it is therefore of interest to teßt the 
robustness of the HFBF method to relaxation of the accuracy of the optics functions. 
Within the special case studied, the most complex function required is the hard Fock function g. This 
complex valued function of a real variable can be evaluated as follows [3]. For x < —3, a trivial complex 
exponential asymptotic form can be used. For x > 1, a ten term truncation of a residue series expansion will 
suffice. In both these ranges, the evaluation of the function is rapid. The problems arise in the central range, 
—3 < x < 1, where accurate evaluation is only possible by numerically performing the contour integration 
of an expression involving Airy functions, which defines the Fock function. Over this range, the real and 
imaginary parts of the function can be approximated with arbitrarily small mean square error, by a truncated 
series of Chebyshev polynomials, P*fI = ELo^'7* » pn = Pn + 3Pn- The error as a function of the 
order n of the Chebyshev series is shown in Figure 8. 
Many cases have been tried, and 15th order approximation has been found to be universally adequate. 
The doo error of this approximation is 1% of the maximum modulus of the function. 
5 Conclusions 
A significant simplification of the published formulation has been achieved with no IOSB of accuracy. This 
results in reduced run-times, and makes the future generalisation of the method to 3-D geometries more likely. 
Convergence with a sophisticated optics solution has been demonstrated as the target becomes electrically 
large. No problems have been encountered over many hundreds of runs against a range of illumination 
conditions and target sizes. The hybrid method is superior in accuracy to the UTD solution, at least for 
targets up to 30 wavelengths in diameter, and greatly superior in accuracy to physical optics. It has been 
shown that moderate-order polynomial approximations to the basis functions can be used and result in 
negligible loss of accuracy. These can therefore be used to speed up function evaluations and integrations. 
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REALISTIC FEED REGION MODELS FOR USE IN THE NUMERICAL ANALYSIS 
OF WIRE ANTENNAS 
D.JJanse van Rensburg1 and D.A.McNamara 
Department of Electronic & Computer Engineering 
University of Pretoria, Pretoria, South Africa 0002. 
ABSTRACT : A source modelling technique allowing arbitrary rotationally symmetric wire 
antenna source regions to be analysed is presented. The technique which relies on a quasi- 
static approximation employs a numerical solution procedure to obtain an equivalence 
magnetic surface current which emulates the actual antenna feed region. This approach 
provides much more flexibility for the analysis of wire antenna feeds. Measured and 
computed values are shown to illustrate the validity of the method. 
INTRODUCTION 
The necessity of accurate modelling of wire antenna source regions is nowhere better 
illustrated than when terminal impedance and antenna near-fields are computed. From such 
computations it soon becomes clear that it is required to develop detailed source models for 
wire antennas, if accurate input impedance computations are to be made. In this paper results 
obtained using this source modelling technique is presented. The technique, which relies on 
the surface equivalence theorem, as well as the quasi-static approximation, allows modelling 
of arbitrary, rotationally symmetric source regions. 
DESCRIPTION OF THE APPROACH 
Feed regions of antennas are generally very complex structures and therefore difficult 
to analyse using numerical methods. If the fields in the region close to such a feed are 
however quasi-static, existing techniques for determining static fields may be used to obtain 
them. This process, which is considerably simpler than the full electrodynamic one [1], then 
allows a complicated feed region to be replaced by surface equivalence currents. These 
currents may then be used as the source illuminating the antenna. 
The source model described here allows the analysis of rotationally symmetric feed regions 
Corresponding author 
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and is valid for wire only feed regions as well as wire groundplane feed regions. In order 
to solve for the quasi-static fields in the source region the rotationally symmetric laplacian 
operator implementations described in [2, 3] and [4] are used. The numerical nature of this 
process allows accurate representation of the source region. The possibility of dielectric 
material in a coaxial cable may also be taken into account. The application of the source 
model may be illustrated by considering the following two examples. 
Consider firstly the dipole with feed configuration shown in Fig. 1(a). In this case the antenna 
is fed by a source in the gap of the dipole antenna. Using the surface equivalence theorem 
an equivalence magnetic current density (illuminating the structure) can be found from the 
total electric field existing in the gap as shown in Figure 1(b). Since this gap is small in 
terms of wavelength and due to it's capacitive nature [5], the quasi-static potentials can be 
used to find this electric field [6]. Using this electric field the equivalence magnetic current 
density may then be computed and the problem reduced to that shown in Figure 1(b). 
Consider secondly the monopole antenna shown in Figure 2(a). For this antenna, through the 
application of the surface equivalence theorem and the quasi-static approximation, an 
equivalence current may be computed along the dotted line as shown in Figure 2(b). Using 
this surface current as the new antenna source and applying image theory the current 
distribution on a solid wire (with no step) may be computed. 
The current induced on the solid wire represents the contour integral of the magnetic field 
on the equivalence surface. Since this is exterior to the equivalence surface, this integral will 
also be equal to the actual terminal conduction current plus a displacement current term. The 
displacement current represents the difference between the contour integral of the magnetic 
field on the equivalent surface and the same integral on the actual wire (the thin-section). The 
integral of the time derivative of the axial electric field in the gap region of the monopole 
represents the displacement current. This displacement current term may be computed by 
using the quasi-static field in the source region. This approach provides a correction factor 
for the induced current, which will supply the actual terminal current. The integration of the 
time derivative of the axial electric field (the displacement current term) is performed 
numerically, and the result then subtracted from the computed induced current. The complex 
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source region geometry is thus accounted for in the static solution process (with the 
displacement current compensation), where the step in wire radius is not as difficult to treat 






Fij;ure 1: A dipole antenna with wire-only feed region is shown in (a). This problem 





Figure 2: A monopole antenna with wire-groundplane feed region is shown in (a). This 
problem may be reduced to that shown in (b) through the application of the 
surface equivalence theorem. 
27 
COMPARISON OF COMPUTED AND MEASURED INPUT IMPEDANCE RESULTS 
The monopole antenna considered is 76.0mm long and contains a step in wire radius. 
The thick wire radius is 2.0mm and the thin wire radius is 0.45mm. The source region is as 
shown in Figure 2(a). The antenna is simplified to a dipole antenna through image theory and 
then analyzed using a Galerkin method [7] and the quasi-static source model. The relative 
permittivity of the dielectric in the coaxial cable is 2.03 and the radius of the dielectric 
section is 1.49mm. 
Table 1 shows computed impedance values for the monopole antenna at a frequency of 3.0 
Ghz. The impedance values shown have been obtained using the quasi-static source model, 
with and without displacement current compensation. Also shown is a measured impedance 
value [7]. Error terms are shown in Table 1 indicating the error between the real and 
imaginary parts of each computed value with respect to the measured value. From these error 
values (which decrease when displacement current compensation is performed) it may be 
concluded that this source modelling techniques provides an accurate mechanism for wire 
antenna source modelling. It also illustrates that the technique allows complicated source 
regions to be treated without having to perform full electrodynamic analyses. 
Frequency 3.0 GHz 




32.4 + J13.40 





2.0% + j9.8% 
Table l:Measured and computed input impedance results for the monopole antenna 
described above at a frequency 3.0 Ghz. Error terms shown indicate the error between 
the real and imaginary parts of each computed value with respect to the measured value. 
CONCLUSIONS 
Impedance results obtained using a new source model providing a more accurate 
representation of wire-groundplane source regions, has been presented. The source model 
is general and caters for different rotationally symmetric source region geometries. The 
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model relies on the quasi-static potentials and a numerical formulation is used for the 
solution of the electrostatic fields in the source region. Although only specific geometries 
are presented here other rotationally symmetric source geometries can be treated without 
difficulty. The results shown are for a monopole antenna fed through an infinite 
groundplane. These computations indicate that the source modelling technique is reliable 
and allows modelling of complicated source regions geometries. The source modelling 
technique described here addresses a topic which has been discussed frequently in the 
literature and represents the first contribution towards the accurate representation of 
arbitrary wire antenna source regions for improved impedance computation. 
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On the Application of Line Multipoles 
in the MMP-Program 
P. Leuchimann and F. Bomholt 
Electromagnetics group, ETH Zurich 
CH-8092 Zurich, Switzerland 
Abstract: The use of line multipoles in the MMP-program reduces the number of unknowns compared 
with a modelling using only spherical multipoles. This is shown at two examples for which the field has 
been simulated. A: An absorbing clamp used in EMC-test arrangements and B: the scattering of a square 
conductive plate of moderate thickness. 
1.  Introduction 
The MMP-program package [1,2] developed by the Electromagnetic Field Research Group is an excellent 
tool for calculating electromagnetic fields. It is possible to perform rigorous calculation of coupling through 
apertures, influence of cable layout relative to cabinets etc. It has been used for calculating EMC test 
arrangements [3] and other complicated structures. 
The newly developed expansion functions for long structures (the line multipoles) [4] have been used 
for modeling different arrangements, in particular a high-frequency absorbing clamp described in details in 
section 3 of this paper, and a thick square plate with a sidelength of one wavelength, described in section 4. 
In section 2, general remarks are given on how to expand an unknown field function with the MMP 
program, when the line multipoles are used. 
2. On the Expansion of an Unknown Field 
Let F denote the electromagnetic field, consisting of six components (electric field E and magnetic field H). 
The MMP-code uses a direct expansion of the electromagnetic field F: 
N 
F = F0 + YJ"tFk, 
*=i 
where each Fk is a solution of the homogeneous Maxwell equations and FQ is a given solution (excitation). 
The N parameters at are determined using boundary conditions. 
2.1 General Remarks 
The behaviour of the (unknown) field solution F has a direct influence on the optimal choice of the expansion 
functions Ft. An appropriate choice of the set of Ft is necessary for obtaining solutions with a minimum 
number of unknowns N. There are different requests for the set of expansion functions: 
• The expansion set should cover a wide range of possible solutions. 
• The set should be adapted to the particular case so that as few unknowns as possible must be used. 
• The Ft should be linearly independent in order to obtain regular matrices. 
• Each ('two vector valued') Ft should be calculable in a cheap and easy way. 
The first two points are contradictory in a certain sense: The more a priori knowledge on the solution is 
available, the more can the set of expansion functions be restricted to those functions which are useful to 
represent the solution. 
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2.2 'Normal' Multipolcs vs. Line Multipoles: General Behaviour of the Functions 
A 'normal' multipole forms a complete set of expansion functions on a sphere in a similar way as the functions 
cosnx, sin nx form a complete set on the interval [0,2TT] (Fourier series). Due to the local behaviour of the 
'normal* multipole functions (their values decrease apart from the origin), multiple multipoles (MMP) can 
be used to form a general expansion for domains differing from spheres. The positioning of the origins of 
'normal* multipoles reduces to a geometric problem and is highly automated [5]. 
In opposite to the 'normal' multipoles, which are adapted to a spherical domain, the line multipoles 
are adapted to a circular cylinder of finite length. This fact allows a significant reduction of the number of 
expansion functions for all that cases, where relatively long structures (wires, edges etc.) are involved. The 
important point is, that a 'normal' multipole function varies in any direction on the sphere in a similar way, 
whereas the variation of a line multipole function is different along the cylinder axis and along the circum- 
ference of the cylinder. The longitudinal behaviour is like cosfcz, sin kz, (k is the constant(!) wave number 
of the medium and z is the longitudinal coordinate) where the azimuthal variation is like cos ntp, sinn^ [y> 
is the angle around the cylinder and n is the arbitrary (integer) order of the line multipole). This means, 
that the longitudinal behaviour is generally much smoother than that around the cylinder. This is useful in 
all that cases, where it is a priori known, that the solution has the same behaviour. E.g., in thin wires, a 
row of many 'normal' multipoles placed along the wire axis may be replaced by a single line multipole. 
If the longitudinal variation is expected to be different from cosfcz, sinfcz, a segmentation can be 
made, where each segment has a length / < A/10 = 7r/(5fc). In this case, each segment consists its own line 
multipole, and in a first approximation, the cosfcz-term can be considered as constant along z, where the 
sin kz-term is linear. Hence, the longitudinal variation results in a segmentwise linear behaviour. 
3. Example A: The Absorbing Clamp 
The absorbing clamp is an equipment for measuring the common mode current on a cable at frequencies up 
to 100 MHz. It mainly consists of a highly absorbing ferrite tube, through which the cable is lead (see fig. 
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Figure 1 The absorbing clamp (modelled as a ferrite tube) has a strong influence on the (common mode) 
current distribution on the cable.  This figure shows the arrangement which has been simulated 
using line multipoles.   At the right top corner, the dimensions of the ferrite tube are shown in de- 
tail.  At 30 MHz, the ferrite has a relative permeability /irei = 160 + 37i, a relative permittivity 
erei = 15 and a conductivity <j = 10~5?r^. 
The MMP-model for the analysis of the arrangement shown in fig. 1 uses three different field domains: 
• the ferrite region with the shape of a hollow circular cylinder, 
• the inner air region between the ferrite tube and the cable, and 
• the outer air region. 
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Figure 2 This picture shows some details on the modeling of the ferrite tube and the cable.  At the center 
of each rectangle (matching points), appropriate boundary conditions are fulfilled.   It is:   a) artifi- 
cial boundary inner air - outer air, b) boundary inner air - ferrite, c) boundary ferrite - outer air, 
d) boundary cable - outer air at the influence of the line multipole, e) boundary cable - outer air 
at the influence of the long wire expansion, f) boundary cable - inner air (almost hidden).  The 
distribution of the matching points is chosen according to the rules discribed in [6].  Due to sym- 
metry, only one half of the arrangement must be modelled.   Only the part at the front of the fer- 
rite tube is shown. 
The inner and the outer air region are separated by an artificial boundary at the front ends of the ferrite 
tube (see fig. 2). This is done in order to allow different expansions for these two regions. 
For the modelling of the outer air field around the cable, 4 thin wire expansions [7] with totally 66 
segments (=69 unknowns) are used, while close to the clamp and for the inner air field and the ferrite field, 
three sets of 14 line multipoles are used. Each of these line multipoles is placed on the cable axis and its 
singularity is 5 cm long. The order of all the line multipoles is one and therefore, each has 6 unknowns. This 
gives a total number N of 321 unknowns for the full problem. The influence of the ground plane is taken 
into account by using image principle (odd symmetry with respect to the ground plane in MMP). Results 
are shown in figs. 3 and 4. 
4. Example B: Square Plate Illuminated by a Plane Wave 
A square metal plate of moderate thickness is exposed to an incident plane wave. The frequency is chosen 
in such a way that the wavelength equals the side length of the plate. The ratio side length to thickness 
is 9:1. The illumination is normal to the plate, with the polarization parallel to one side (see fig. 5). The 
discretization is based on a modeling using 'normal' (spherical) multipole expansions and has not been 
changed for the use of the new line multipoles. In the following two subsections, both the conventional 
modeling and the new modeling using line multipoles are described. 
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Figure 3 These pictures show the instantaneous value of the electric (top), the magnetic (middle) and the 
Poynting field (bottom) in the loop plane.   The frequency is 30 MHz, and the width of the pic- 
tures is approximately half a free space wave length. 
4.1 Modeling of the Scattered Field Using 'Normal' Multipoles 
Due to the geometric symmetry of the object, only one octant has to be modeled. The number of equations 
(boundary conditions) can thus be reduced to one eighth of the full size. Since the incident plane wave 
matches the symmetry of the plate, only two of the symmetry components of the field exist (the incident 
wave has an even and an odd part with respect to any wave front), and therefore only two subproblems of 
reduced size must be solved. 
In this case, the scattered field can be modeled using 'normal'multipoles. Due to the moderate thickness 
of the plate, the 'normal' multipoles are placed on the center plane of the plate, arranged in a regular square 
array (see fig. 7). 
The procedure for choosing the right expansion positions resembles filling up the inside of the plate 
with spheres [5]. For a thinner plate, the sphere radii would become smaller, and the number of multipoles 
increases rapidly. As the variation of the field along the edge is much smaller than the variation from the 
top to the bottom side (around the edge), some type of 'stretched' expansion functions would be more 
appropriate and would reduce the required number of expansion functions. 
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Figure i This picture »how» the detail« of the electric (top) and of the magnetic field (bottom) inside and 
in the close surrounding of the clamp.  The view plane and the frequency are the same as in fig. 3. 
4.2 Model Using Line Multipoles 
The introduction of the line multipoles exactly meets the requirements of the field of the square plate in 
our example. For the positioning of the line multipoles along the matching points they can be regarded as 
cylinders with appropiate length. The object can be filled up using such cylinders instead of the spheres in 
the conventional modeling. This is shown in fig. 8. 
Some special criteria have to be observed to avoid unnecessary difficulties: 
• The order around the axis has to be chosen in the same way as for the spherical multipoles. 
• The line multipoles have to be subdivided into parts (segmentation, see sect. 2.2). Then, the functions 
behave approximately like a segmentwise linear function. The change of the fields along the axes is 
modeled using this approximation. Especially at short wavelengths the required segments may become 
quite short. The angle of incidence of the excitation may additionally influence the number of segments. 
• Numerical dependencies may appear. The singularity on the axis may interfere with parallel line 
multipoles or with 'normal' multipoles which are able to produce a similar scattered field as the line 
multipoles. For this reason, the 'normal' multipole is separated from the end of the two adjoining line 
multipoles by one radius, as shown in fig. 8. Otherwise instabilities may result. 
Due to the length of the line multipole segments not all fields can be approximated along the axes and 
at the end. The behaviour at the end around the axis is similar to a 'normal' multipole of the same order, 
and like a point charge (order 0) in the other directions. Using only line multipoles the field around the 
corner of the plate could not be modeled. The 'normal' multipole has to be introduced for this purpose. 
Further details of modeling edges are explained in [8]. 
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Figure 5 A square plate is exposed to a plane wave coming from top. The picture shows the arrangment 
(one quarter only) as well as the resulting electric field.  The underlied gray areas increase the 
range of representation:  Their borders are equilines for the absolute value of the instantaneous 
electric field. 
Summary 
The use of the line multipoles in the MMP-program allows the modeling of the electromagnetic field of various 
structures with less unknowns than the normal multipoles would require. The reduction is higher, when the 
structures to be modeled are 'thin and flat'. The placing of the line multipoles could be automated following 
a similar strategy than that used for 'normal' multipoles (filling up by cylinders rather than spheres). The 
two examples — scattering at a one wavelength plate of moderate thickness and simulation of the influence 
of an absorbing clamp in an almost resonant loop — show the wide range of application of the line multipole 
concept. 
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Figure 6 The surface current varies along the surface of the plate. The picture show» the absolute value 
of the surface current density on one quarter of the upper surface of the plate.  The ripples are 
due to the matching errors and are correlated with the line pole modeling of the field.   Note the 
cahnge of the view point compared with fig. 5. 
Figure 7 The modeumj with 'normal' multipoles requires 616 matching points and 36 multipoies (x) of 
order 4.   Due to symmetry, only one octant hat to be discretized. 
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Figure 8 Model using 24 line multipoles (6 lines with 4 segments each) along the edges and for filling up 
the remaining inner of the plate.  This type of expansion functions would allow a considerable re- 
duction of matching points, which has not yet been realized.   Note the 'normal' multipole (x) at 
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Iterative and Block Iterative Solutions of 
Overdetermined Systems of Equations in the MMP Code 
Ch.Hafner and N.Küster, Swiss Federal Institute of Technology, Zurich 
Abstract 
In this paper, different iterative schemes are applied to typical MMP matrices. It 
is shown that the results depend very much on both the type of problem and the 
type of MMP expansion. Relatively simple models, which may already lead to a very 
slow convergence, have been studied in detail. These models illustrate the problems 
of iterative algorithms in the MMP code. When pure mathematics fails, some physical 
reasoning can be very helpful. The MMP code provides some features that allow a given 
problem to be split into several subproblems. This directly leads to a block iterative 
technique. It is shown that this technique is reliable and advantageous, at least when the 
splitting of the problem into subproblems is physically reasonable. Even in cases where 
no reduction of the computation time is achieved, block iteration is helpful because of 
its numerical advantages and significant benefits for modeling and validation. 
Introduction and Basic Considerations 
The solution of linear systems of equations is the most time consuming task in many 
numerical codes. The tendency towards faster computers with larger memories causes 
a bias towards larger systems of equations and this causes a trend to iterative matrix 
solvers such as Conjugate Gradient (CG) algorithms. When the CG was first proposed 
by Hestenes and Stiefel, only small problems were solved (the largest one that could 
be calculated on a computer at the Swiss Federal Institute of Technology had 106 
unknowns!). Although CG was applied for solving dense matrices at that time as well, 
most modern iterative schemes are designed for sparse matrices whereas direct solvers 
are still preferred for dense matrices. 
At the time of MMP's code's inception, only a relatively small computer was avail- 
able at the Swiss Federal Institute of Technology. The fact that relatively small, dense 
systems were obtained was of major importance (for problems with more than 150 un- 
knowns, special permission was required!). Today, the number of unknowns in the MMP 
code exceeds 1000, even on PCs. Thus, it is reasonable to look for iterative techniques 
that can handle the relatively dense, rectangular matrices, which occur in the MMP 
code. Unfortunately, both dense and rectangular matrices have not been extensively 
studied by those who developed iterative matrix solvers. 
Although the MMP code has a strong mathematical background, physical reasoning 
has often proved to be helpful in improving the performance of the code. In many 
cases, mathematical problems could be avoided or solved with some physical knowledge. 
The procedure used in classical physics for solving complex problems is 1) to split the 
problems into smaller subproblems, 2) to solve the subproblems alone, and 3) to study 
the interactions between the subproblems. This procedure is equivalent to block iterative 
matrix solvers. It is shown below that the pure mathematical approach to solving the 
MMP matrices iteratively has important drawbacks and may converge very slowly even 
in simple applications, whereas (physically reasonable) block iterative techniques are 
helpful, at least for problems of higher complexity. 
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Although the MMP code runs on PCs, it looks rather like a camera system than an 
instant camera. I.e., its virtue is flexibility rather than simplicity. Consequently, new 
ideas can often be introduced and tested in the code with some minor modifications or 
even without any modification. Although the solution of the linear system of equations 
is usually much more time consuming than everything else in the code, it is done in a 
few statements in a few, simple subroutines. Thus, implementing a new matrix solver 
requires only the replacement of a small part of the code and is easily done. 
Large scattering and eigenvalue problems can be solved with the existing 2D MMP 
code [1]. Since only the boundary is discretized, the term "large" refers to the size of the 
surface with respect to the wavelength. Useful results are obtained in most cases with 
five unknowns per wavelength. Consequently, scatterers with a surface that exceeds 100 
wavelengths can be easily computed on a fast PC. Although solving systems of equations 
with more than 500 unknowns with the Givens algorithm used in the 2D MMP code 
becomes time consuming, there is no real need for a faster iterative technique in the 
2D code. The situation is completely different in the 3D MMP code. To obtain similar 
accuracy, 25 unknowns per square wavelength are necessary and therefore a scatterer 
with a surface of 20 square wavelengths is already large for 3D MMP. Overdiscretization 
is advantageous in 2D MMP modelling because it usually leads to useful results already 
in the first approach, whereas in 3D MMP modelling one is often forced to work with 
a relatively small number of unknowns per square wavelength, which in many cases 
leads to ill-conditioned or near rank-deficient matrices. Thus, the 3D MMP code is the 
better suited candidate for iterative and block-iterative matrix solvers. Nonetheless, 
iterative techniques have been implemented and tested in the 2D code because this 
code is simpler and allows the study of a much larger number of different examples. 
To test block-iterative techniques, no modification of the code is required because this 
can be done with the MMP feature called "connection." Since "connections" have 
been implemented in the 3D MMP code [2] in a much more flexible and general way, 
block-iterative techniques have been studied in 3D. 
As in most numerical codes for electrodynamics, the field is approximated by a 
linear combination of basis function in the MMP code. Unlike in many other codes, the 
basis functions are selected in such a way that the field is an analytic solution of the 
time-harmonic Maxwell equations in each domain with linear, homogeneous, isotropic 
material properties. Each basis function affects one column of the MMP matrix. The 
appropriately weighted boundary conditions are fulfilled in the least-squares sense by a 
Generalized Point Matching (GPM) technique that has been shown to be numerically 
equivalent with error minimization and projection techniques - provided that 1) ap- 
propriate testing functions are used, 2) the integrals are approximated numerically by 
trapezoidal integration, and 3) A* Ac = A*b is solved in the GPM [3]. When the overde- 
termined system of equations Ac = b is solved directly with an appropriate algorithm, 
GPM is even superior. In the MMP, codes Ac = b is solved directly with an improved 
Givens updating procedure that is well-known from LINPACK. This procedure is more 
time-consuming than other matrix solvers but it has the advantage that only an upper 
triangular matrix U must be stored. U has the same number of columns as A. Since 
A usually has 3 to 20 times more rows than columns, one can solve problems with 
2.5 to 6 times more unknowns with the updating procedure, which is very important 
on machines with limited memory. Another important advantage of GPM is that each 
boundary condition of a matching point affects exactly one row of A. Thus, the meaning 
of the rows and columns of A can be easily understood. 
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CG applied to 2D MMP 
One of the most important advantages of CG for solving a linear system of equations 
Ax = b iteratively is the fact that the matrix A remains unchanged. For us, this is 
an important drawback of CG (and of other iterative techniques) compared with the 
Givens updating procedure that requires the storage of U only. A is usually a square, 
positive definite matrix. Moreover, today A is assumed to be sparse in most cases. 
Thus, one might believe that CG cannot be applied to the dense, rectangular matrices 
obtained in the MMP code. Already in the original paper [4], however, a CG algorithm 
for solving such systems is given. This algorithm has been implemented in the 2D MMP 
code. 
The most simple testing example for the 2D MMP code is the scattering of a 
plane wave at a circular conducting cylinder. In this case, one easily can select the 
MMP expansion in such a way that the basis functions are orthogonal. Consequently, a 
simple iterative technique such as Gauss-Seidel converges to the exact solution in only 
one step. When the CG algorithm was applied to a circular cylinder with a diameter 
of five wavelength leading to 81 x 29 matrix A, 80 iterations were required to reach 
the same accuracy as the Givens updating procedure. This disappointing result can 
be explained by the fact that A has not been preconditioned. As there is not much 
literature about the preconditioning of rectangular matrices, one might be tempted to 
solve the normal equations with the symmetric, positive definite matrix A* A and to take 
advantage of the immense literature for such matrices. However, we do not want to lose 
the numerical advantage of the direct solution of Ax = 6. Moreover, the computation 
of A* A is very time-consuming (mn(n + l)/2 complex multiplications!). 
From analyzing the MMP matrices, it seems to be reasonable to compute the square 
norm of each column and to divide all elements by the corresponding norm, i.e., to 
generate a matrix An with columns of unit norm instead of A. Applying this method 
to the example of the circular cylinder, we already obtain an exact result after the first 
iteration. Unfortunately, we get much worse results when we study more complicated 
structures. It is an important advantage of the MMP code that the system Ax = b 
easily can be interpreted physically. The excitation is contained in the right hand side, 
i.e., the vector b. When the excitation affects only a few matching points, most of the 
elements of b are zero, and the completely wrong solution x = 0 leads to relatively small 
integral values of the absolute errors on the boundaries. Thus, we expect that such cases 
are difficult for iterative techniques that usually start with the approximation * = 0. 
The MMP computations of waveguide discontinuities [5] always lead to such problems. 
The most simple case is the computation of a "fictitious" inhomogeneity, i.e., a part of a 
waveguide that is not inhomogeneous but is computed as if it would be inhomogeneous. 
This has the advantage that the solution is known analytically, which is most helpful 
for testing. 
As expected, the convergence of the CG method turns out to be poor and becomes 
worse the longer the "fictitious" inhomogeneity of the waveguide. In the following, a 
piece that is twice as long as its width is considered. As the ratio 2:1 is not at all 
large, and the MMP matrix with 117 rows and 31 columns is small, the convergence 
is disappointing. After the first iteration the average of the absolute error on the 
boundaries computed by the MMP program is 0.55 and the field (cf. Figure la) looks 
somewhat as expected: it is relatively strong near the fictitious boundary where the 
wave comes in and small where the wave goes out. Surprisingly, the error increases in 
the second iteration to 1.67. 
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After 117 iterations, i.e., as many iterations as equations, the error is still 0.31 and the 
result is still quite inaccurate. To obtain the same accuracy as the Givens algorithm, 
i.e., an error smaller than 0.0025, about 1500 iterations are required. 
It should be mentioned that different simple preconditioners have been tried without 
success. The first example shows that we can easily find applications demonstrating the 
efficiency of the properly preconditioned CG algorithm. This would allow to present 
some impressive benchmark results of the MMP code. However, the second example 
shows that there are much more important and interesting classes of problems that 
cannot be efficiently solved by this CG implementation - except when a much better 
preconditioner is found. Since the results of other point iterative techniques, such 
as Gauss-Seidel, were not encouraging as well, the use of the direct Givens updating 
procedure is still recommended. Nonetheless, better techniques to solve large MMP 
matrices are being sought. One of them is presented in the following section. 
Block-Iterative Techniques in the 3D MMP Code 
For the application of block iterative methods, the original system of equations Ax = 6: 
n 
Y^aikXk=bi    (i = l,...,m) (1) 
fc=i 
is partitioned into blocks. One can formally write the same equation as (1): 
N 
Y,AIKXK = BI    (I = 1,...,M) (2) 
K=l 
where AJK is a rectangular matrix containing a part of A, XJC and Bj are column 
vectors containing parts of x and 6 respectively. Usually one has N = M in the block 
system. A Gauss iteration step requires the solution of 
AJJC^ = Bj -     J2    A"XJ°    (I = 1,...,N). (3) 
J=l; J^I 
In the MMP code, A and at least the diagonal blocks An are rectangular. Thus, 
the system of equations to be solved in each step of (3) is overdetermined and can be 
solved with the Givens algorithm implemented in the MMP code. This block-iterative 
technique is equivalent to the solution of P* Ax = c instead of Ax = c, where P is a 
block diagonal matrix with the blocks AJJ as diagonal elements. I.e., the solution is 
different from the solution of the original system in the least squares sense which is 
obtained when P is replaced by A. It is interesting to observe that the Gauss block 
iteration applied to A* Ax = c is similar to (3) but more expensive. It minimizes the 
norm of the residual vector r = b — Ax of the entire system, whereas (3) minimizes the 
residual vectors of the subsystems separately. 
Both types of block iterations have been studied in [6]. As might be expects from 
well-known point iterative solutions of square systems (m = n, block size 1, i.e., AJK — 
an,), the block iterative solution of A*Ax = c does converge when (3) does not, but it 
converges much slower when (3) can be applied (cf. Figure 3). The success of (3) strongly 
depends on the partitioning of A. Since the MMP matrices can easily be interpreted, 
there usually is no difficulty to find appropriate blocks from physical reasoning. 
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Figure 1 Magnetic field lines in a "fictitious" inhomogeneity of a rectangular waveguide 
computed with a preconditioned CG algorithm after 1,2,6,7,117,1500 iterations 
respectively. 
This can be understood when one recognizes that a smaller error does not necessarily 
mean that the solution is closer to the correct solution because a small absolute error 
can be achieved when the field itself is small. It seems as if the CG algorithm would 
now try a solution with a stronger field near the fictitious boundary where the wave 
goes out (see Figure lb). After the second iteration, the average error continuously 
decays and one obtains a more reasonable result after six iterations (see Figure lc). 
The algorithm finds almost identical solutions in the following six iterations and the 
average error is reduced from 0.679 to 0.678. Thus, one might expect that one is close 
to the correct solution and that one should stop the iteration and generate a better 
MMP model because the result is too inaccurate. However with the performance of 
more iteration, a considerably better result is suddenly obtained (see Figure Id) with 
an error 0.426. Afterwards, the error remains almost constant for several iterations. I.e., 
the convergence of the CG algorithm typically looks like a stair. This is very annoying 
because one newer knows whether it is worth continuing the iteration or not. After 
30 iterations, the error is 0.36, which is smaller than the error after the first iteration. 
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Figure S Example consisting of 3 perfectly conducting self-contained spheres of different 
size: small (s), medium (m) and large(l). 
A typical example consists of three perfectly conducting self-contained spheres (cf. 
Figure 2). A subdivision of A into 3x3 blocks is obvious. With an appropriate arrange- 
ment of the columns and rows of the matrix A, the three diagonal blocks represent the 
scattering of the three scatterers in absence of the others and the off-diagonal blocks 
represent the interaction between the scatterers. Needless to say, the convergence is 
very fast when the interaction is weak. However, the convergence of (3) is good even 
when the distance between the spheres is quite small (cf. Figure 2). Depending on the 
arrangement of the rows and columns, the large sphere (1) first is computed, then the 
medium sphere (m), and finally the small one (s), or the large one (1), then the small one 
(s) and finally the medium one (m), and so on. In Figure 3 three of the total number 
of six arrangements are depicted. Good convergence is obtained in all cases. Moreover, 
it should be noted that the iterative solution of A* Ax = c is much slower. 
Since (3) fails in more complicated cases and the iterative solution of A*Ax = c 
usually converges too slowly, a solution in between the two can be considered. This is 
achieved by the following generalization of (3): The blocks can be replaced in (3) by 
larger and therefore "overlapping" blocks. In our example, the parameters correspond- 
ing to the multipoles in each sphere are computed using the equations obtained from the 
matching points on this sphere only when (3) is applied, whereas all equations are used 
at the same time when A*Ax = c is solved instead. For larger, non-spherical scatterers, 
several multipoles are generaly used inside the body for approximating the scattered 
field. Despite the local behavior of the multipoles, the correlation of matching points 
to multipoles is not as simple and unique as when there are several scatterers. In this 
case, (3) fails and the method of "overlapping" blocks is reasonable: For computing the 
parameters of one multipole or of a set of neighbor multipoles, one will use all matching 
points near these multipoles. Since some matching points will be near different sets of 
multipoles, "overlapping" blocks are directly obtained. For more information, see [6]. 
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Figure 3 Convergence diagram for the Gauss-Seidel algorithm applied to the first example. 
Reference is the absolute value of the backscattered field at point ( — 1000,0,1000); 
the ratio to the correct solution is shown. Curves 1,2 and 3 result from a matrix 
A that is partitioned in such a way that each diagonal block represents one of 
the spheres (s,m,l). The sequence in which the subproblems are calculated is 
indicated. Curve 4 results, if Gauss-Seidel is applied to A'A and Curve 5, if 
some matching points of the large sphere, which are closest to the medium sphere, 
are aditionally evaluated in the subproblem (meI), which represents the medium 
sphere, i.e., some of the rows of A are common to two different blocks. 
In order to improve the convergence rate of block iterative techniques, Successive 
Block Overrelaxation (SBOR) could be applied. It has been shown in [6], however, that 
when the blocks are physically reasonable, optimal overrelaxation factor is close to 1, 
i.e., SBOR is not necessary. 
It should be pointed out that block iterative techniques have been very useful for 
solving more complex problems than the ones considered here. Above all, for large and 
complicated structures, useful results have been found even when the direct method 
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failed because of the ill-conditioned matrices. Moreover, the technique removes some of 
the problems that occur when - in addition to the multipole expansions - other types 
of basis functions, e.g., "thin-wire expansions" [7] are used. Examples for these cases 
are discussed in [6]. 
Conclusions 
Although point iterative techniques are not well suited to solve the system of equa- 
tions obtained by the MMP approach, block iterative techniques provide important 
advantages in many respect. A subdivision of many problems of higher complexity can 
be performed by physical considerations in such a way that a convergence within 3 to 
10 steps is achieved by applying a "generalized" Gauss-Seidel algorithm. The numerical 
advantages are more important than those regarding speed. The most significant ben- 
efits, however, are for the modeling and the solution validation so that the spectrum of 
problems to which the MMP code can be applied is considerably extended by this block 
iterative technique. 
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Automatic Expansion Setting for the 3D-MMP Code 
Peter Regli 
Electromagnetics Group 
Swiss Federal Institute of Technology ETH 
8092 Zurich, Switzerland 
Abstract 
This paper presents the structure and some details of an algorithm which 
automatically creates and initializes a robust set of 3D-MMP expansions from the 
given domain properties and boundary data. The algorithm works for domains of 
arbitrary shape with edges and corners, considers reflective symmetries, was 
successfully tested and is implemented in the graphical MMP user interface mmptool. 
Introduction 
The MMP-Method uses - among others - the spherical solutions of the time harmonic 
Maxwell equations to expand the unknown fields in piecewise linear, homogeneous and 
isotropic domains and is mainly used to simulate near-field scattering problems in the 
presence of dielectric and lossy materials [1][3]. 
All spherical field components are derived from two scalar "potentials" of the form 
N M 
Y(r, tf, <p) =   £ K(kr) X 3T(ö. 9)     ; M<n, (1) 
n = 1 m = 0 
where bn(kr) stands for one of the spherical Bessel functions 
bn(kr)e {jn(kr),yn(kr), h^\kr), h(H2)(kr)} (2) 
and S"(d, (p) are the spherical harmonics. Due to their radial behavior, these expansion 
functions divide into four different types, corresponding to the four different kinds of 
spherical Bessel functions. Three of them are mainly used as single multipole expansions, i.e., 
they are only applied to nearly spherically shaped domains. The fourth (radial functions of 
h^ -type) can be used multiply with different origins and is therefore appropriate for domains 
of arbitrary shape. The location and orientation of each expansion as well as the minimum 
and maximum degree and order must be defined properly with respect to the boundary shape 
and discretization. Insufficient expansion sets cause bad convergence rates and result in 
inaccurate solutions. Another potential problem may arise from numerical dependencies 
between expansion functions. These must be avoided carefully, as they lead to badly 
conditioned matrices or even to wrong results. 
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Region of influence 
Multipole functions of the h\' -type decay with the distance from the origin and thus hardly 
influence remote parts of the boundary. Conversely, the unknown function coefficients are 
mainly determined by the nearest boundary elements. We therefore define the region of 
influence I of a multipole *P being the part of the boundary inside a sphere centered at the 
origin of trie multipole with the radius 
R = pR0, (3) 
where R0 denotes the distance to the nearest boundary element and p is a control variable 
with normal values between 1.2 and 1.5. 
Dependency tests 
From a numerical point of view, we distinguish between three main reasons for dependencies 
between expansion functions: 
• Dependencies between multipoles with different origins: Expansions must be far enough 
apart from each other. Otherwise they act on the same section of the boundary where they 
supply similar function sets. 
• Dependencies between "orthogonal" functions of a single multipole expansion: Although the 
multipole expansions are orthogonal in the whole space or on a spherical surface, this is gen- 
erally not true for arbitrary subspaces like non-spherical surfaces or parts of spherical surfac- 
es. Non-orthogonalities of this kind are introduced if the region of influence - seen from the 
origin of a spherical expansion - appears under a solid angle which is significantly less than 
4TI. 
• Dependencies between different expansion types: The MMP code offers other types of ex- 
pansions, e.g., plane waves, 2D-expansions, waveguide modes etc. Combinations with 
spherical expansions always imply non-orthogonalities which may cause dependency prob- 
lems. 
We use the following two conditions to decide if the numerical dependencies between two 
multipole expansions can be neglected (Figure 1): 
• Boundary test: Two expansions are sufficiently independent, if the corresponding two re- 
Figure 1: Dependency 
tests are used to avoid 
numerical dependencies 
between expansions. 
Both pictures show suffi- 
ciently independent ex- 
pansions. / and / 
denote the regions of in- 
fluence of the corre- 
sponding expansions. 
gions of influence do not overlap. This test is safe but sometimes too restrictive. It is extend- 
able to arbitrary expansions if only an appropriate region of influence can be defined. Con- 
versely, this condition may be used as a general definition of the region of influence. 
•   Spheres test. A spherical expansion Y  is sufficiently independent from a second expansion 
Y , if its origin is exterior to a sphere centered at the origin of *F  and containing the region 
of influence of ¥ . This test is very efficient and actually applied in the algorithm. i 
Both statements should be understood as sufficient but not necessary conditions, i.e., they 
may be violated in some cases. They obviously rely on the definition of the region of 
influence and are therefore dependent on and controllable by the variable p in (3). 
Algorithm 
Construct a 
sufficient set of 
possible Multipole 
locations 
Compute a quality 








and order limits 
Curvature method 
•    Reflection rule 
Dependency tests 
• Spheres test 
• Boundary test 
Overdetermlnatlon factor 
Oversampllng factor 
Figure 2: The basic idea is to 
create a sufficiently large set of 
good multipole locations and 
then remove as many locations 
as necessary to avoid numeri- 
cal dependencies between ex- 
pansion functions. A quality 
measure guarantees the sur- 
vival of the better locations in 
this elimination process. The 
remaining expansions are ori- 
ented with respect to the 
boundary discretization and 
initialized with maximum lim- 
its of degree and order. A few 
control variables enable the 
user to adapt the rules and 
tests according to require- 
ments of robustness, exactness 
or size of the generated model. 
Construction of multipole locations 
Since the sphere is the most natural domain for a spherical expansion, we can imagine a 
multipole as a ball of variable size. Domains of arbitrary shape should be tightly covered with 
such balls and each one should fit the boundary as smoothly as possible. A simple geometric 
method - we call it the curvature method - is used to construct the center rt of a "best fit 
sphere" for each surface element S; of the discretized boundary. It is based on the following 
definition of the "discrete curvature" of a surface element: 
•   Given two surface elements 5; and Sk with their locations and unit normal vectors (st, nt) 
and (sk, nk), the center of curvature of the element St with respect to Sk is the point rjk on 
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the straight line gft) = st + tni which has the same distance to both s, and sk. 
This point results from a simple geometric construction (see Figure 3) and can be computed 
efficiently by: 
,2 
rik = Uhk)    wi*    hk = 2nld!, and dik = sk~sr (4) 
Figure 3: Two-dimen- 
sional illustration of 
the "discrete curva- 
ture" of a surface ele- 
ment 5, with respect 
to a second surface el- 
ement Sk. 
If i; and sk are points on a smooth surface and sk -> s;, then — is equal to the corresponding 
normal curvature at the point st. lk 
The curvature method is now defined by the following algorithm (see Figure 4): 
• Take a single surface element St and compute tik for all k * i, i.e., for all the remaining sur- 
face elements of a domain boundary. 
• Take the minimum of all positive tik and the maximum of all negative tik and call them ft 
and tj respectively. Choose the corresponding points rt = g.(tt) and rT = g^tj ) as 
possible multipole locations produced by 5;. 
• If any of these locations is inadmissible (e.g., because of a singularity of the corresponding 
expansion), take the "reflected" location rt = 2st - rt instead of it. 
• Repeat these steps for all surface elements Si of the domain. 
This algorithm produces at least one and at most two multipole locations for each surface 
element of a domain boundary. 
Quality measures 
We define the quality of an expansion's location with regard to the ideal case of a spherical 
domain. Two simple measures are introduced to penalize deviations from this case: 
• Solid angle measure: The solid angle ß, under which the region of influence is seen from 
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Figure 4: Construction of multipole locations with the curvature method. Each 
surface element of the boundary generates at least one and at most two possible 
multipole locations. Locations that are inside the domain are inadmissible and 
therefore reflected to the outside. The second picture shows the whole set of possible 
multipole locations. Points that are produced by the reflection rule are drawn as small 
circles. 
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functions of similar degree and order. 
•   Sphericity measure: To achieve maximum convergence rate, the surface elements in the re- 
gion of influence should be tangential to a sphere centered at the origin r of the expansion, 
i.e., the angles a; between the radius vectors s(. - r and the respective surface normal vectors 
n(- should be zero. Considering all surface elements St in the region of influence, we use the 
quantity T = min(cos2a;) to express sphericity in this sense. 
If one of two similar locations is on a symmetry plane, it is preferred because symmetries 
reduce the number of unknowns. If a location is near a symmetry plane, it is moved into the 
symmetry plane. The above measures and a few other quantities are combined to a scalar 
valued function that defines a quality for each location. 
Orientations, degrees and orders 
Full-order spherical expansions (M = N in (1)) are invariant with respect to rotations, i.e., 
the orientation of their local coordinate system is irrelevant. Sometimes however, we know 
in advance that the solution to be found varies only slightly along one of the two orthogonal 
directions which can be defined on the boundary surface and therefore the number of 
unknowns can be reduced significantly by taking partial order expansions, e.g., expansions 
with M<N. These are not invariant to arbitrary rotations and must therefore be oriented 
properly. 
Upper limits for the maximum degree N and the maximum order M of an expansion can be 
derived from two different conditions: 
1) The number b of independent boundary conditions in the region of influence of the 
expansion V should be greater than the number p of unknown expansion coefficients. For a 
full-order expansion, the number of unknowns is p = 2N(N+2) and hence we set 
where y> 1 is a user definable control variable with the meaning of an "overdetermination" 
factor. 
2) N and M are limited by a sampling theorem which is similar to the two-dimensional 
Shannon sampling theorem. Supposing a spherical domain with a regular parametric 
boundary discretization, it states that 
N<-^    and    M<A, (6) 
where Aö and A9 are the (positive) angles between adjacent boundary elements in the 
spherical coordinates of the expansion. The generalization to arbitrarily shaped domains with 
an irregular boundary discretization requires an appropriate definition of the sampling angles 
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Ad and Acp. Let 
*, =  [r, ö, (p] 
yt = K> v«, vf] (7) 
be a surface element located at st with the two tangent vectors «,- and v, described in the 
coordinate system of the expansion *¥. The length of the tangent vectors is supposed to reflect 
the real size of the surface element. Then, a safe definition of the sampling angles with regard 
to (5) is 
AÄ. = 
Jur + vr + ut + v,, 
Rn 
and    Aep; = 
fi] 2       2,2,2 + Vr + «^ + V)f, 
/?0sinö (8) 
where R0 denotes the distance between the origin and the nearest boundary element. 
Considering all surface elements in the region of influence of Y, we define the limiting 
sampling angles used in (5) as 
Ad = minCAf};)    and    Aep = min(Acp;). (9) 
Again, a control variable is introduced to modify the degree and order limits according to an 
oversampling rate. 
After N and M are computed from the sampling condition, the first condition is also checked 
and the limits are lowered if necessary. 
Example 










Figure 5: The picture on the left shows the set of multipole locations generated with the curva- 
ture rule. The set was restricted to only one location per boundary element (the one which was 
nearer to the boundary). The remaining best locations after the evaluation of dependency tests 
and quality measures are shown in the right picture. Note that some locations near corners can 
not really be used since their region of influence does not supply enough boundary conditions. 
This problem would not be removed by a refinement of the boundary discretization. It is rather 
a manifestation of the difficulties, which naturally arise for the computation of the electromag- 
netic field near discontinuities of the boundary tangents. 
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Conclusions 
The algorithm generates a good set of multipole expansions for arbitrary closed 3D-domains 
with edges, corners and holes, provided that the boundary discretization is adequate. In 
special situations, it is advantageous to use other expansions like plane waves, 2D- 
expansions, wire expansions, etc. In this cases, the algorithm can still be used to create a full 
set of spherical expansions from which the superfluous expansions are deleted manually. 
The overall computing time is, roughly speaking, proportional to V«;, where ni is the 
number of matching points of the domain £),-. This is acceptable if compared with the time ( 3 needed for the solution of the equation system, which is about m , where m denotes the total 
number of matching points. 
Availability 
The presented algorithm is implemented in the graphical user interface mmptool. Demo- 
versions of this program are available for Sun workstations (SunView) [2][4]. The MMP 
kernel program is available for Sun workstations and PC's. 
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FD Schemes, Particles, Cellular Automata, and other 
Exotic Features of the 3D MMP Graphics 
Ch.Hafner, Swiss Federal Institute of Technology, Zurich 
Abstract 
In this paper the implementation of some iterative algorithms in the graphic plot pro- 
gram of the 3D MMP code for PCs is presented. The algorithms cover a wide range 
from classical electrodynamics (finite differences, FDTD schemes, and moving parti- 
cles) to concepts of chaos theory (cellular automata and fractals). These features have 
been implemented to test the graphic capabilities of the code, for tutorial and educa- 
tional reasons, and for a future combination of the MMP code with FDTD and similar 
algorithms. 
Introduction 
The MMP code is based on the Generalized Multipole Technique (GMT) [1]. It was 
first designed for purely scientific purposes. When PCs became available, a new version 
including powerful graphic front ends, was developed with a more educational intention 
[2,3]. Because of the limited memory of PCs, the code was split into 1) a graphic 
editor, 2) a kernel without graphics, and 3) a graphic plot program. The latter allows 
2D and 3D scalar and vector fields with harmonic or general time dependences to be 
depicted. The program can also compute energy densities, power densities, etc. from 
the given fields provided that the material properties are piecewise homogeneous, linear 
and isotropic. The kernel program can compute the field either on a regular 2D or 3D 
grid, or in an arbitrary set of field points anywhere in 2D or 3D space. Needless to say 
the plot file can handle all types. In most cases regular grids are preferred because this 
reduces the amount of data and allows nice graphic representations like iso lines. Since 
data are transferred between the different parts via ASCII files, the plot program can 
be used to represent the electromagnetic field computed with any code that is able to 
generate appropriate files. In order to work reasonably fast, the plot program stores the 
amplitudes of the E and H field in all field points and computes other quantities from 
E and H upon request. Thus, it is quite natural to allow the plot program to compute 
its own plot data instead of reading them from files. 
The most important concept in the early days of the MMP code was the generaliza- 
tion of both the multipole expansions (also called spherical expansions in 3D) and the 
point matching technique [1]. The process of generalization is something like breathing. 
It starts with an inflation that allows a code to solve more complex problems more effi- 
ciently and widens the range of applications. At the same time, the code becomes more 
difficult to handle and the user requires a lot of know-how to obtain useful results. The 
know-how can be built into the code in the form of rules and the user can be supported 
by automated procedures. This reduces the amount of input and is a kind of deflation 
required for getting a user-friendly code. Comparisons with different techniques are 
helpful during inflation to obtain new ideas and during deflation to find useful rules. 
This process has been applied several times to the MMP code.   The most important 
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concepts are: 1) "normal" expansions that are similar to multipoles but have no sin- 
gularities, 2) "special" expansions that have either no singularities or singularities that 
are not concentrated on a single point, 3) "connections" that are a linear combination 
of different expansions, 4) additional or "special" boundary and continuity conditions, 
5) surface impedances, and 6) "fictitious" boundaries. Some of these concepts can be 
interpreted as a combination of the MMP code with other techniques. For example, the 
"thin-wire" approximation [4] and all other expansions known from MoM codes [5] are 
"special" expansions for the MMP code and "fictitious" boundaries lead to MMP mod- 
els that look similar to finite element models [6]. Useful rules for the MMP code have 
been found above all from the derivation of numerical equivalences between different 
techniques. For example, the generalized point matching technique with appropriate 
weighting is numerically equivalent to the projection technique known from MoM with 
appropriate testing functions. Thus, the process of generalization leads automatically 
to a kind of combination of different techniques. Consequently, all numerical techniques 
are potential candidates for improving the MMP code. Even techniques that have a 
background that is completely different from the MMP background can be useful. For 
example, ideas known from geometric optics have been used for handling scattering at 
large objects with the MMP code. 
Finite Differences and Cellular Automata 
The Cellular Automata (CA) concept [7] is known to fit very well to computers whereas 
the continuous space used throughout in good old Maxwell theory cannot be handled 
by computers without an appropriate discretization, i.e., a numerical technique that 
translates Maxwell's language into computer language. It is well known that "old" 
Finite Differences (FD) is one of the methods winning back a growing interest. FD 
can easily be interpreted as a result of the generalization process applied to CA. It is a 
generalized CA, specialized for computing electromagnetic and other fields. Since the 
MMP code is very close to the analytic solution of Maxwell equations, it is relatively far 
away from FD codes. Although a combination FD-MMP is expected to be useful (the 
FD part might handle non-linear materials, whereas the MMP part could easily compute 
the field in infinite domains), this seems to be much less trivial than the combinations 
that have been implemented up to now. For getting more experience a code that allows 
playing with CA rules and FD schemes is very desirable. This is the most important 
reason for the implementation of CA and FD in the 3D MMP plot program. 
Both FD and CA usually work iteratively on regular grids. In the 3D MMP plot 
program they are implemented in a relatively simple and flexible way, i.e., for tutorial 
rather than for scientific use. In addition to some famous algorithms, the user easily can 
add his own algorithm in standard FORTRAN. Both CA and FD algorithms consist 
of 1) a general rule defining how the field in a point on the grid has to be computed 
from the information in this point and in its neighbors and 2) boundary conditions, 
i.e., a second rule that replaces the first one when the point is on the boundary of the 
grid. In CA codes, the information stored in each grid point is an integer [7,8] or even a 
logical value. Moreover, the rule usually does not depend on the location of the point. 
In electrostatics and similar applications, FD codes usually store a real number for the 
scalar potential and eventually some additional numbers for the material properties. In 
FDTD algorithms for electrodynamics one has to store several real numbers in every 
point defining the components of the field and the material properties. From this point 
of view, FD algorithms are more general than CA. The 3D MMP plot program provides 
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arrays for storing the real and imaginary parts of the electric and magnetic field, of 
the vector potential, of the scalar potential, and an integer array for storing some 
additional information about a field point, for example, a domain number. The material 
properties of the different domains are stored in separate arrays. I.e., one has 20 real 
and an integer number per grid point. In most of the algorithms far fewer numbers are 
required. Usually the real and imaginary parts are used for storing the "new" and "old" 
values of a computation respectively. Several variables remain unused in most cases. 
Moreover, the plot program always works on the whole electromagnetic field vectors in 
3D space even when one has a 2D CA or an ID CA. Thus, the computation time and 
the drawing time considerably exceed those of specialized codes like [7,8]. But the user 
is free to implement very complicated, generalized CA with different rules acting on 
different points. 
Particles and Fictitious Worlds 
As soon as an iterative scheme had been implemented for CA and FD algorithms, it was 
quite natural to introduce particles in the program because the computation of moving 
particles is done with iterative algorithms as well. The MMP implementation allows to 
study the interaction of particles, the movement of particles in a field computed either 
with the MMP kernel or with the plot program itself. 
Since Maxwell theory is the origin of Einstein's theory of relativity, it seems to be 
obvious that relativistic particles should also be implemented. But when trying to do 
this, one will recognize the following: It is well known that in the Newtonian world 
one can compute the location and velocity of all particles for all times after a time t 
provided that the location and velocity of all particles is known at the time t. Although 
Einstein's world is deterministic as well, a similar computation is not possible: at the 
time t the force acting on any of the particles cannot be computed because the fields 
take time to propagate. Thus, one should not only know the location and velocity of all 
particles but also the (gravitational and electromagnetic) field everywhere in space at 
the time t. This clearly shows that the theory of relativity is a field theory. However, 
the particles implemented in the MMP code are non-relativistic. 
The computation of the movement of particles requires a discretization of the time. 
To computing the location and velocity of a particle after a time step, one has to 
compute first the force acting on the particle. In the MMP code, electric, a magnetic, 
and a gravitational force are considered. In addition, friction can be introduced. The 
electric and the magnetic force each split into two parts: one arising from the interaction 
between the particles and another one due to an external field that is computed, for 
example, from FD or CA algorithms. 
It is well known that the simple step by step computation of the location of particles 
is inaccurate after a large time interval even if the time step is relatively short. For 
example, when one computes the most simple interaction between two mass points with 
zero charges, one expects exact elliptic orbits when the initial positions and velocities 
are properly set. But one obtains only approximatively elliptic orbits. The major effect 
of the discretization is a slow rotation of the axis of the ellipse. Incidentally, the general 
theory of relativity predicts a similar rotation as well but this does not depend on the 
selection of something like the time step. The elliptic orbit with a stable axis is a direct 
result of Newton's "one over the square of the distance" law for the gravitational force. 
When the exponent in this law is changed slightly, a rotation of the axis follows as 
well.  To verify this, the user of the MMP code can modify Newton's law. I.e., he can 
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generate and study "fictitious" worlds - which does not mean that the author considers 
Newtonian world to be "real" at all. 
Fractals and Chaos Theory 
When one is designing a graphic plot program, one always needs a large number of dif- 
ferent examples in order to find appropriate representations. It is clear that the graphic 
representation of smooth fields is simple and requires no further investigation. In order 
to make the code more powerful, complicated structures have been searched for testing 
the different graphic procedures. It is well known, that fractals like the Mandelbrot 
set are geometrically most complicated. From fractals one easily construct complicated 
fields. This is shown in the examples below. Although the pure mathematical definition 
of fractals can be complicated, very simple algorithms lead to fractals, i.e., their imple- 
mentation is extremely simple and very useful for testing. Moreover, fractal algorithms 
allow students to get experience not only with Maxwell theory and modern algorithms 
for computational electromagnetics, but although with post-modern concepts like chaos 
theory [8]. It is hoped that this finally will lead to more powerful and useful codes and 
that it will widen the mathematic and computational description of what we call the 
world. 
Examples 
One of the most simple, but interesting CA is John Conway's 2D "Live". In this game, 
each cell is either living or dead. I.e., one has a logical field on a regular 2D grid. The 
2D Live rule is: 1) A living cell remains alive when two or three of its eight neighbors 
are living, otherwise it dies and 2) a dead cell remains dead except when three neighbors 
are living. It is interesting to see that this rule leads to a strange world of very different 
objects consisting of a certain number of cells. One can find stable objects, moving 
objects called gliders, and complicated objects like glider guns that are generating one 
glider after another. Theoretically, one can simulate with 2D Live all components of a 
computer or even a computer - provided that a sufficiently, i.e., extremely large grid is 
available. 
There are several ways to formulate boundary conditions for 2D Live and other 
CA. Usually, the left boundary is simply connected with the right one and the upper 
boundary is connected with the lower one. I.e., one has the topology of a hypercube. 
This has the advantage that objects like gliders are neither reflected nor destroyed at a 
boundary: They simply exit one boundary and enter on the opposite boundary again. 
The 2D Live rule can be generalized either on 2D, or on 3D grids, or even on n- 
dimensional grids: One simply has to state how many neighbors of a cell are necessary 
to keep it living or dead. Most of the generalized Live algorithms seem to be not very 
interesting because either all cells die or stay living after very few iterations. In the 3D 
MMP plot program a generalized 3D Live algorithm characterized by an integer with 
four digits dl, d2, d3, d4 is implemented: A living cell remains alive when dl up to 
d2 of its eight neighbors are living, otherwise it dies and 2) a dead cell remains dead 
except when d3 up to d4 neighbors are living. This algorithm includes Conway's 2D 
Live that is characterized by the number 2333. The most interesting 3D Lives seem to 
be characterized by the numbers 5766 and 4555. In both one can find stable objects, 
gliders, and so on. Gliders look completely different in 3D Live 5766 and 3D Live 4555. 
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A 5766 glider does not survive in 3D Live 4555 and vice versa (see figures 1 and 2). 
Incidentally, a 5766 glider looks like a sandwich of two 2333 gliders. 
Figure 1 Left hand side: Initial placement of a 4555 glider in the background and a. 5766 
glider in the foreground. Right hand side: After one 3D Live 4555 iteration the 
4555 glider is moved and the 5766 glider is partially destroyed (nothing of this 
glider will be left after the next iteration). 
In all Live algorithms only a logical value in each grid point has to be represented. 
On a monochrome screen one can simply represent each cell of 2D Live by a pixel that 
is either black or white. In 3D Live the graphic representation is a bigger problem 
because one has to avoid that the information of a cell is hidden behind other cells. In 
the 3D MMP plot program, the so-called manager representation is most useful. This 
allows to represent living cells by cubes and to suppress dead cells. Usually, perspective 
projection is convenient. Needless to say that this kind of representation is much more 
time consuming than the 2D Live representation. Since time plays an important role in 
2D and 3D Live, the user certainly prefers to watch movies. The 3D MMP plot programs 
allows to generate movies but unfortunately they cannot be shown in a report. 
Unlike many CA algorithms FD and FDTD schemes are of interest in computational 
electromagnetics. Several 2D and 3D FD and FDTD schemes have been implemented in 
the 3D MMP plot program. The algorithms that have been used till now are very simple 
but a combination of the MMP code with schemes that are able to handle nonlinear 
materials is planned. A computation of a 2D capacitor with two rectangular electrodes 
(one of them surrounded by a rectangular dielectric) is shown in figure 3. The FD and 
FDTD algorithms allow a comparison with results obtained by the MMP kernel. A 
good agreement could be obtained although the boundary conditions that have been 
implemented are simple and lead to errors when the boundaries are not far away from 
the structure that is to be studied. 
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Figure 2 Left hand side: Situation after one 3D Live 5766 iteration applied to the initial 
placement (see figure 1). The 4555 glider is partially destroyed, the 5766 glider 
has moved. Right hand side: After another iteration, the 5766 glider is moved 
again and instead of the 4555 glider one has obtained a stable cube. 
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Figure 3 2D capacitor with two rectangular electrodes. The lower one is surrounded by 
a rectangular dielectric. Left hand side: electric field vectors. The dielectric is 
represented by a different fill pattern. Right hand side: Lines of constant potential. 
One can easily recognize that the boundary conditions used in this computation 
cause errors. 
The following fractals have been implemented in the 3D MMP plot program to 
test the graphic capabilities: 1) the Mandelbrot set (figure 4), 2) the Julia set, 3) the 
Newton set (figure 4). All these fractals are defined in the complex plane that can easily 
be mapped onto the 2D real plane. In the Mandelbrot and Julia set each point belongs 
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to the set or it does not. This seems to be a trivial statement but it makes obvious 
that one can associate a boolean value to each point in the complex z plane. Thus, 
one imlicitely has a boolean field defined on the z plane. When one sets the value 0 for 
"false" and 1 for "true" one has already an integer field that can be depicted with the 
graphic plot program. Each value is obtained by an iterative process. On a computer 
the process has to be stopped after a finite number of iterations. When this number 
is too small, the result can be wrong in certain points. In the Mandelbrot and Julia 
algorithms the process is defined by z := z2 + c and the point obtains the value 0 when 
one knows that the process diverges, for example, when the absolute value of z exceeds 
2. In the Julia set c is a complex parameter and z is initialized to the location of the 
point in the complex plane that is to be tested. The Mandelbrot set is obtained when 
one initially sets z = c and considers c no longer as a parameter. I.e., somebody who 
is not an experienced programmer might obtain the Mandelbrot set when he tries to 
implement the Julia set. 
Figure 4 Left hand side: 3D representation with iso lines, grid lines and different fill patterns 
of a part of the Mandelbrot set. Right hand side: Manager representation of the 
Newton solution of the equation z 0 in the complex plane.   The three 
solutions of this equation are represented by rectangular rods of different height 
with different fill patterns of the top side. One can recognize some wrong lines in 
this figure. These lines are due to the imperfect hiding procedure used in the plot 
program. 
Since pictures of boolean fields look not very nice, one usually makes the pictures 
more beautiful by depicting the number of the iterations that have been required to 
detect whether a point does not belong to the set, i.e., whether the process diverges. 
The Newton fractal is obtained when the well-known Newton algorithm is used to 
iteratively search the solutions of the complex equation zn — 1 = 0. Starting from a 
point z0 in the complex plane, this algorithm converges to one of the n solutions of 
z" — 1 = 0 after a sufficient number of iterations. When one represents each of the n 
solutions by an integer number from 1 ton, one has an integer field defined on the ZQ 
plane.   For n > 2 one obtains fractals.  In figure 4 the solution for n = 3 is shown.  In 
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this case one has only three different values in each point which is not much more than 
a boolean field of the Mandelbrot set. Nonetheless, one can obtain nice pictures when 
either colors or 3D representations are used. 
Codes written for depicting fractals [8] usually perform a sufficient number of iter- 
ations one point after another. As soon as the iteration is terminated, the value in the 
corresponding point is visualized and the iteration for the next point is started. Thus, 
no array is required for storing the field defined on the complex plane and the user can 
see how the picture is growing on the screen. Since the MMP code is not specialized for 
this purpose, each iteration is applied to the entire field at the same time. The drawing 
of the field is started when all requested iterations have been performed. Thus, the 
user does not see anything on the screen during the iteration. This procedure has an 
interesting advantage: It allows to generate movies that show how the fractal "grows" 
or "shrinks" when the number of iterations is increasing. 
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Abstract 
The task of discriminating among a set of N known targets based on 
their high-range-resolution (HRR) transient radar returns is viewed as a 
problem of information processing, calling for a full application of 
probability theory. In this paper an expression for the back-scattered 
field from a triangular-patch model of a perfectly conducting radar 
target (without apertures) is derived using the usual physical optics 
(PO) approximation for the currents induced on the target by the 
incident field. The frequency domain expression for the target's HRR 
radar return is inverse Fourier transformed to obtain the target's HRR 
transient radar return. Bayesian probability theory is used to 
discriminate among a four target library consisting of an SR-71, YB-49, 
B2 and a "flying wing". The performance of the Bayesian discrimination 
algorithm is discussed for the case when the HRR returns are 
contaminated with noise and when the "unknown" target signature is 
computed at an angle distinct from the angles for which the target 
library was constructed. 
I. Calculating the High Range Resolution (HRR) Transient Radar Signature 
From a Triangular Patch Model of a Target 
Figure 1 depicts an electromagnetic plane wave incident upon a 
perfectly conducting target with no apertures. The task at hand is to 
derive a reasonably accurate means of representing the field scattered 
by the target. It is usually assumed that the incident wave excites 
currents on the scatterer and that these currents give rise to the 
electromagnetic field reradiated (or scattered) by the target. An 
expression for the reradiated or target scattered field will be computed 
in the frequency domain and then inverse Fourier transformed to time 
domain so that the target's transient high-range resolution radar 
signature can be computed. Actually, it is the envelope of the target's 
time domain scattered field which is of interest here. 
For the problem of interest here, that of determining the the HRR 
signature of an aircraft, high-frequency scattering methods 
(approximations)    are    valid    since    most   HRR    radar    systems    operate    in 
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X-band (8.0 to 12.5 GHz) and typical military aircraft are on the order 
of 10 meters or so in length. In short, the targets of interest have 
major dimensions which are literally hundreds of wavelengths. 
As a compromise between accuracy and ease of use, a high-frequency 
method known as physical optics (PO) was chosen to compute the HRR 
profiles for this study. For perfectly conducting bodies, it is probably 
the most widely used of all methods for estimating scattering, and it is 
particularly convenient for machine computation. According to 
Beckmann  [1], 
"The term "physical optics" denotes an approximate method for 
the determination of the field scattered by an object through 
an assumption about the specific form of the field 
distribution on the surface. Explicitly, it is assumed that 
the field there is the geometrical optics surface field, 
implying that at each point on the geometrically illuminated 
side of the body the scattering at the surface takes place as 
though from an infinite tangent plane at the point, whereas 
over the shadowed portion of the body the surface field is 
zero. For a perfectly conducting body the postulated current 
distribution is therefore 
J = 
on the illuminated side,  Si 
on the shadowed side 
(1) 
where n is a unit vector normal drawn outwards as regards the 
body,  .  .  . etc." 
Equation (1) yields an expression for the current on the target in 
terms of the known incident field (Hinc), and as usual, potential theory 
[2] can be employed to derive an expression for the vector component of 
the backscattered far-field in the direction of polarization of the 
incident field 
- jkr 
Escat = jk  2Eo 4rcr n exp(-jk 2ni  •  r') ds' 
i 1 1 umlnat ed surface   of scatterer 
(2) 
Here, k is the wavenumber, Eo is the amplitude of the incident field, r 
is the distance from the radar to the target, m is a unit 
vector in the direction of propagation of the incident wave, r' is a 
vector    from   the    coordinate    origin   to   the    source    current,    and    a     is 
a unit vector in the direction of the incident electric field. 
Thus far, the task of calculating the back-scattered far-field from 
a perfectly conducting closed (i.e. no apertures) target has been 
reduced to computing the physical optics integral given in (2) above. As 
shown in Figure 1, it is possible to further simplify the problem by 
approximating the target of interest using triangular patches. Brand [3] 
has  shown  that   it   is  possible  to  compute  the  integral   in   (2)   exactly  for 
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a planar triangular patch. Once the exact expression for the PO integral 
of a triangular patch is known, it is a simple matter to write an 
efficient computer algorithm to sum the contribution to the 
backscattered field from each triangular patch on the illuminated (or 
lit) portions of the target. 
Equation (2) explicitly defines the back-scattered electric field 
from a triangular-patch model of a perfectly conducting target in the 
frequency domain. As previously mentioned, the quantity of interest here 
is the target's high-range resolution radar signature, which requires 
that (1) be inverse Fourier transformed to the time domain. More 
precisely, the envelope of the target's time-domain return is desired. 
The block diagram in Figure 2a follows directly from (1) and relates the 
target's "output" scattered field, the "input" incident waveform, and 
transfer function (e.g. Esc»t(w) - Eo(w) H(w)). According to Cohen 
et. al. [3], a typical HRR input waveform might consist of an X-band 
(8-12.5 GHz) carrier modulated by a 1 to 13 microsecond square wave with 
a 30 KHz pulse repetition frequency (Figure 2b). It will suffice for our 
purposes to compute the envelope of the target's return for an input 
waveform of the form 
Eo = fi(t) cos(wot) (3) 
where wo = 2nfo is some X-band carrier frequency (say fo =  10 GHz) and 
,  1       -a/2 *   t ä a/2 
fl(t)  = \ (4) 
s
V 0        otherwis 
has a low frequency spectrum 
, ,   , sin(wa/2) fc;1 fi(w) = a   7= 13J wa/2 
The    target's    transfer    function    H(w)    is    unsymmetrical    [4]    and   can   be 
written as a sum 
H(w) = Hi(w) + Hz(u) (6) 
where Hi(w) and H2(w) are as shown in Figure 3a and wo is the radar's 
carrier frequency.  Next define 
Hn(w) = Hi(w + wo) 
(7) 
Hi2(w) = H2<w - wo) 
which are obtained by shifting Hi(o) and H2(w) to the left and right 
respectively, by wo (see Figure 3b). Now, as shown in Figure 3c, define 
in-phase and quadrature system functions 
„ ,   .         Hn(w)  +  Hi2(u) Hp(w) =   g  
(8) 
„ ,   .         Hi2(w)   -  Hii(w) Hq(w) =   2~j  
Denote the response of the filters HP(w) and Hq(u) to the envelope fl(t) 
of Eo(t) by qP(t) and qq(t) respectively (see Figure 4a). Finally, as 
shown in Figure 4b, the response Escat(t) of the target (unsymmetrical 




Escat(t) = qp(t) cos(wot) + qq(t) sin(wot) 
E.cat(t) = /qp(t)  + qq(t)       cos juot - tan"1 -S^ilj  I (9) 
v qp(t) + qq(t)    is    the    desired   envelope    of    the    target's    HRR 
II. Bayesian Probability Theory Applied to the Problem of Target 
Discrimination Based on HRR Radar Returns 
In this chapter the problem of identifying a target based on its 
(HRR) return is discussed. The reader should refer to a paper by 
Bretthorst et. al. [51 for a rigorous derivation of the final expression 
for the posterior probability of the object as only a brief explanation 
of each term in this expression, as it applies to the problem at hand, 
will be presented here. 
Figures 5a-5d show triangular patch models of four aircraft, 
denoted as the wing, YB-49, B2 and SR-71 respectively. Note that 
although the models contain some quadrilateral patches, the computer 
program used to compute the HRR returns subdivides each quadrilateral 
patch into two triangular patches. Figure 6a-6d present typical HRR 
returns for the targets of Figure 5. HRR returns for each target were 
computed  for  the  incident  wave  in  the  plane  of  the  target   (9 = 90 )   for 
azimuthal  angles  of  <p = 0 ,   2 30 .   In  every  case  the  excitation 
waveforms consist of a 5.0 nanosecond duration 10 GHz carrier (see 
equation (4)). Furthermore, parameters were chosen in the fast Fourier 
transform algorithm [6] in such a way as to provide 2,048 time samples 
with a sampling increment At of 375 x 10~9/2047 = 183.19492 x 10~9 
seconds for a total HRR return duration (window) of 375 x 10 seconds. 
These transform parameters insured a response of sufficient duration 
(375 xl0~ seconds) so that the entire return from the target with 
greatest length was completely captured in the observation window. 
The problem of interest here may be stated as follows: given a set 
of S objects (here, 4 triangular-patch aircraft models: the wing, YB-49, 
B2 and SR-71) and a set of data D (similar to the data shown in 
Figure 6) sampled at discrete times ti such that D = (di, d2, . ., dn) 
(as described in the proceeding paragraph), which object 
fj (j = 1,2,3,4) is most probable in view of the data and all one's 
prior information. The posterior probability distribution will be 
designated as P(fj|D,I), where fj is the object to be identified, D is 
all of the data, and I represents a set of assumptions that must be made 
to solve the problem (The notation P(fj|D,I) is read: the probability 
that fj is the true target given the data D and any prior information I. 
That is, "|D,D" means conditional on the truth of the data D and prior 
information). 
In this problem the HRR return is postulated to consist of the 
return from an object plus noise (As discussed later, Gaussian noise was 
added to the return to test the robustness of the discrimination 
algorithm).   The   basic   model   is:   a   discrete   data   set   D = {di,   .   .   .,  dn} 
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has     been     recorded;     it     is     sampled     from     y(t)     at     discrete     times 
{ti tn>;  with modal equation, 
di = y(ti) + ei    (1 s U N) (10) 
where ei represents the numerical value of the noise at time ti, and 
fj(t) represents the numerical value of the true radar return. The HRR 
return from each object may be written 
fjtti: B Gj (9 = 90 ,  #,  ti - t) (11) 
where B is an amplitude, t is the position of the object in the data, 
ti - t is the relative position of the return in the observation window, 
and 0 is the backscattered direction (see Figures 5a through 5d). In the 
calculation of the posterior probability of the object (P(fj|D,D), it 
will be assumed that Gj (6 = 90 , <t>, ti) has been determined by 
imaging a number of object at a finite number of angles (for this 
problem, 0 = 0°, 2° 4? . . ., 30°). Thus the angular variable # will be 
restricted to a discrete angles. Additionally, it will be assumed that 
the noise associated with the determination of Gj (8 = 90 , 0, ti) is 
much less than that in the data,  and so this noise will be ignored. 
Employing Bayes' theorem and the rules of probability theory (the 
so-called product rule and the sum rule), the desired posterior 





Further application of the rules of probability theory allows one to 
obtain the following expression which is proportional to the 
global-likelihood of the data (i.e.  f(D|fj,I) 
l 
2 
P(D ifj." <* i i (Gj   •   d)' Gj   •   Gj 
(13) 
exp (f   -  ti)' 
2a2 
(Gj   •   d) 
Za2   (Gj   •   Gj) 
It should be noted that the Gj functions depend on both the orientation 
angle 0 and the relative position of the HRR return in the observation 
window ti. 
In the development of (13) it was assumed that the HRR returns from 
the objects are located in the observation window at a position t' and 
that the position is known to some error S, 
at one standard deviation. In effect, this is saying that it is not 
necessary to look over the entire data set to locate the HRR return. 
Furthermore,    the    noise    ei    (see    (10))    will    be    assumed    to    be    white 
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2 Gaussian   noise   with   expected   square   o- ;   therefore   the   probability   of   a 
given noise function (e) becomes 
P(e|<r) = (2n<r2)-N/2exp{-[    ^L } 
* J=i     2a-    > 
(14) 
Equation (13) when used in (12) reflects the assumptions made and 
represents an optimal answer to the question: Given a set of S objects, 
what is the probability of the jth target (fj) given the data, the 
variance of the noise and the approximate location of the HRR return in 
the data? There are three important factors in (12) and (13). The first 
factor (i) is the relative position of the HRR return in the observation 
window. The factor effectively allows us to program the computer in such 
a way that one looks over only a restricted portion of the data. This 
will save time and effort in the identification process, and is 
effectively exactly what our intuition would have told us to do. After 
all, if we know the HRR return begins near the one-hundredth data value, 
it   makes   little   sense   to   start    looking   at   the   back   of   the   data.    The 
2 2 exponential factor exp{-(t' - ti> /2S } is just probability theories way 
of quantifying the conclusion our intuition draws naturally. The second 
term (ii) represents how well the data fits the model and is essentially 
the likelihood of the data. In order for a particular model to be 
preferred, the normalized projection to the data onto the model must be 
large. The third term (iii) is essentially the prior probability of the 
amplitude, and expresses the assumption that the signal should have 
finite total power. Each model is effectively penalized by a factor 
which is the inverse of the expected amplitude: the bigger the expected 
total power the less probable the model becomes! 
The functional form of equation (13) is so simple as to be 
deceptive. Indeed one's intuition might have led one to the likelihood 
of the data (the third term in (13)). Additionally one's intuition might 
have led one to modify this by the probability of the target being at 
location t' ( the second term in (13)). But it is unlikely that any ones 
intuition would have been led to the prior probability of the magnitude 
factor (the first term in (13)), nor is it likely that one's intuition 
would have told one to sum over all possible angles of incidence and 
location. But despite the simplicity of these equations, the numerical 
simulations presented in the next chapter indicate that target 
identification should be possible. 
III. Numerical Results 
The probability that an unknown target return is from each of the 
targets in the library has been calculated and compiled in tables 1-3 
for various library data bases, unknown returns, and signal-to-noise 
ratios. In all of the cases considered below, the library data base 
consisted of representations of the field scattered from all four 
aircraft models over an azimuthal scan from zero to thirty degrees. 
Furthermore, the threshold used to determine the effective length of 
each library file was chosen to be 0.017. of the maximum entry in that 
file. The signal-to-noise ratio given in each table refers to that of 
the unknown target return, while no noise has been added to the library 
returns. 
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In generating Tables la and lb, the library consisted of fields 
scattered from the four aircraft models with^ the entries calculated at 
azimuthal increments of ten degrees (0° 10? 20, and 30 ). The unknown 
returns were chosen as the fields scattered from the same models used to 
generate the library data baseo but at angular locations of five, 
fifteen, and twenty-five degrees (5,  15,  and 25 ). 
In   generating   Tables   la   and   lb,   the   signal-to-noise   ratio   for   the 
unknown target return was chosen as 10.0 dB and 1.0 dB respectively.  If 
it   is   assumed   that   a   target   is   correctly   identified   when   its   calculated 
probability     is     greater     than     0.99,      then     from     these     tables     the 
identification rates can be determined as 
Correct ID Rate = (7/12) * 100 7. = 58.3 7. 
False ID Rate -  (4/12)  » 100 7. - 33.3 7. 
Indeterminate ID Rate =  (1/12) * 100 7. = 8.3 7. 
seemingly independent of the signal-to-noise ratio. (As will be shown 
later, the identification rates are not independent of signal-to-noise 
ratio! and, in fact, as the signal-to-noise ratio increases, so does the 
rate at which an unknown target can be correctly identified, just as one 
would expect.) 
As a further investigation of this technique, the probabilities for 
each target were once again calculated, but in this instance, the 
library data base consisted of 16 azimuthal angular bins per target 
model (0° 2° ..., 30°) while the unknown target returns were calculated 
as the responses' of the target models in between the angular bins used 
in the library base (1° 3° ..., 29*). The results of this investigation 
are shown in Tables 2a-2d and 3a-3d when the signal-to-noise ratio of 
each unknown return was 10.0 dB and 1.0 dB,  respectively. 
From Tables 2a-2d the identification rates for the complete set of 
data are calculated to be 
Correct ID Rate =  (44/60) * 100 7. = 73.3 7. 
False ID Rate = (11/60)  » 100 7. = 18.3 7. 
Indeterminate ID Rate = (5/60) * 100 7. = 8.3 7. 
Notice however that the identification rate is model dependent, perhaps 
suggesting that the ability to correctly identify a target model depends 
on how different it is from the other models in the library. Decreasing 
the signal-to-noise ratio down to 1.0 dB yields the results shown in 
Tables 3a-3d and the identification rates shown below. 
Correct ID Rate =  (32/60) * 100 7. = 53.3 7. 
False ID Rate = (21/60) » 100 7. = 35.0 7. 
Indeterminate ID Rate = (7/60) * 100 7. = 11.7 7. 
Observe   that   as   the   signal-to-noise   ratio   decreases   so   does   the   correct 
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identification rate. 
In   the   last   example   to   be   considered,   the   library   data   base   again 
consists of the 4 target models with 16 angular entries per target model 
(0,    2     30 ).       Unlike   the   previous   examples,    in   this   case   the 
unknown return is the same as one of the library files except for the 
addition of noise in the unknown return. A curve expressing the correct 
identification rate versus signal-to-noise ratio has been constructed 
and is shown in Figure 7, where the unknown target is assumed correctly 
identified when its calculated probability is at least 0.99. The "knee" 
of the resulting curve appears to occur at a signal-to-noise ratio of 
approximately 1.0 (0.0 dB) with the ID rate falling rapidly for smaller 
values and slowly approaching 100 % for larger values. 
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Figure l a.) Arbitrary Surface Modeled by Triangular Patches, 
b.) General Triangular Patch with Vertices at pa, pb, and p<~ 
c.) A Two-Parameter Representation for the Source Vector r' 
Over the Triangular Patch. 
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Eo(w) at (u) 
Escat (u)   =  Eo(u)   H(u) 
Escat(u)   = Target's   "Output"  Scattered Field 
Eo(u)   =   "Input"   Incident Waveform 
H(u)  =   Target  "Transfer"  Function 
H(w) = 2jk exp(-jkr) 4nr 
A m IIs exp(-jk   2ni    *   r' ) ds' 
Illuminated surface   of scatt erer 
a. ) 
b.) 
Figure 2 a.) Block Diagram Which Relates the Target's "Output" 
Scattered Field (Escat(w)), "Input" Incident Waveform 
(Eo(u)), and Target Transfer Function (H(w)). b.) Typical 
High Range Resolution Waveform (Eo(u)) Consisting of an 
X-Band (8.0 - 12.5 GHz) Carrier Modulated by a 1 to 13 

















Figure 3 The Target Transfer Function Written as a Sum of Two Other 
Transfer Functions H(u) = Hi(u) + H2(u) b.) Transfer 
Function Hii(u) and Hi2(w) Obtained by Shifting Hi(u) and 
H2(w) to the left and right Respectively, by wo. c.) In Phase 
Quadrature System Function HP(u) = 0.5 (Hu(u) + Hi2(w)), 
Hq(u) = -0.5j (Hi2(w)  - Hii(w)). 
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fj[t) cos co0t grp[t)cos aj0t + 
gq[t) sin cu0t 
b.) 
Figure 4 a.) Block Diagram Showing the Response of the Filters Hp(u) 
and Hq(u) to the Envelope fi(t) of Eo(t). b.) The Response 
(the Scattered Field From the Target, Escat(t)) of the Target 
(Unsymmetrical Filter) to a Modulated Input, 
Eo(t) = fi(t) cos(uot).    The   desired   envelope   of   the   Target's 
HRR Return is Given by / qp(t) q?(t) 
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Figure 5.     Triangular   Patch   Model   of   a.)  Wing,    b.)  YB-49,    c.)  B2,    and 
d.)  SR-71  Aircraft  HRR Return Were  Computed for  the  Incident 
Wave   in   the   Plane   of   the   Wing   (9 = 90°)   for   0 = 0,   (nose 
on),  0 = 2 = 30 
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Wing return at phi=0 deg YB-49 return at phi=0 deg 
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c.) 
Figure 6.     HRR   Return   From   a.) Wing,   b.) YB-49   c.) B2,   and   d.)  SR-71 
Aircraft at 6 = (j> = 0 (nose on). The Excitation Waveform is 
a 5.0 Nanosecond Duration Pulse with a 10 GHz Carrier (see 
Equation 8 in Text). 
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Table     la.          Illustration    of    probabilities when    the    target     library 
consists   of   4   targets   with   4   angle   entries per   target   (0,    10,   20,   and 
30°),   and  the   unknown  target  return   has  a signal-to-noise  ratio  of   10.0 
dB (S/N = 10.0). 
Unknown   Target P(SR-71) P(B2) P(YB-49) P(Wing) 
SR-71   e 5° 1 .000 0.000 0.000 0 000 
SR-71    O   15° 1 .000 0.000 0.000 0 000 
SR-71   ©25 1 .000 0.000 0. 000 0 000 
B2  e   5° 0.000 1.000 0. 000 0 000 
B2   6    15 0.000 1.000 0. 000 0 000 
B2   S   25 0.000 0.000 0.000 1 000 
YB-49   6   5° 1 .000 0.000 0. 000 0 000 
YB-49   ©   15° 0. 046 0.552 0.399 0 004 
YB-49   <S   25 0.000 0.000 0.000 1 000 
Wing   6  5° 0.000 0.000 0.000 1 000 
Wing   ©   15° 0. 000 1.000 0. 000 0 000 
Wi ng   ©  25 0.000 0.000 0. 000 1 000 
Table     lb. Illustration     of     probabilities     when     the     target     library 
consists of 4 targets with 4 angle entries per target (0, 10, 20, and 
30°), and the unknown target return has a signal-to-noise ratio of 1.0 
dB (S/N = 1.259) 
Unknown   Target P(SR-71) P(B2) P(YB-49) P(Wing) 
SR-71   e 5°o 
SR-71    ©   15° 
SR-71    ©   25° 
1 .000 
1 . 000 










B2   @   5°o 
B2   a    15° 













YB-49   ©   5°o 
YB-49   ©   15° 
YB-49   ©  25° 












Wing   ©  5°o 
Wing   ©   15° 










1 . 000 
0. 000 
1 . 000 
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Table     2a. Illustration     of     probabilities     when     the     target     library 
consists of 4 targets with 16 angle entries per target 
(0° 2° 4° ..., 30°), and the unknown target return has a signal-to-noise 
ratio of 10.0 dB (S/N = 10.0). 
Unknown Target P(SR-71) P(B2) P(YB-49) P(Wing) 
SR-71 o @ 1 0 000 0.000 0. 000 1.000 
SR-71 @  3 1 000 0.000 0. 000 0.000 
SR-71 @ 5 1 000 0.000 0. 000 0.000 
SR-71 @  7 1 000 0.000 0. 000 0.000 
SR-7 1 ©  9° 1 000 0.000 0. 000 0.000 
SR-71 @   11 1 000 0.000 0.000 0.000 
SR-7 1 @   13 1 000 0.000 0.000 0.000 
SR-7 1 @   15 1 000 0.000 0.000 0.000 
SR-71 @   17 1 000 0.000 0.000 0.000 
SR-71 @   19 1 000 0.000 0.000 0.000 
SR-71 @   21 1 000 0.000 0.000 0.000 
SR-71 @  23 1 000 0.000 0.000 0.000 
SR-71 @   25 1 000 0.000 0.000 0.000 
SR-71 @   27 1 000 0.000 0. 000 0.000 
SR-71 @   29 1 000 0.000 0. 000 0.000 
Table    2b. Illustration    of    probabilities    when    the    target    library 
consists of 4 targets with 16 angle entries per target 
(0? 2° 4° ..., 30°), and the unknown target return has a signal-to-noise 
ratio of 10.0 dB (S/N = 10.0). 
Unknown   Target P(SR-71) P(B2) P(YB-49) P(Wing) 
B2   @   1° 0. 000 0.000 0. 000 1 . 000 
B2   @   3 0.000 0.000 1 .000 0. 000 
B2   @   5 0.000 0.000 1 .000 0 . 000 
B2   @   7 0.000 1.000 0.000 0. 000 
B2   @   9 0.000 1.000 0.000 0. 000 
B2   @   11 0. 000 1.000 0.000 0.000 
B2   @   13 0.000 1.000 0.000 0.000 
B2   @   15 0.000 1.000 0. 000 0 . 000 
B2   @   17 0. 000 1.000 0. 000 0 . 000 
B2   @   19 0. 000 1.000 0.000 0. 000 
B2   @   21 0. 000 1.000 0.000 0. 000 
B2   @   23° 0. 000 1.000 0.000 0 . 000 
B2   @   25 0. 000 1.000 0.000 0. 000 
B2   @   27 0. 000 0.000 0. 000 1 . 000 
B2   @   29 0.372 0.089 0.037 0. 502 
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Table     2c. Illustration     of     probabilities     when     the     target     library 
consists of 4 targets with 16 angle entries per target 
(0° 2° 4° ..., 30°), and the unknown target return has a signal-to-noise 
ratio of 10.0 dB (S/N = 10.0). 
Unknown Target P(SR-71) P(B2) P(YB-49) P(Wing) 
YB-49 @ 1° 0. 000 0.000 0. 000 1 . 000 
YB-49 a 3 0.000 0.000 1 . 000 0. 000 
YB-49 @  5 0.000 0.000 1 . 000 0. 000 
YB-49 @  7°  0.000 0.000 1 .000 0 . 000 
YB-49 @ 9° 0. 000 0.000 1 . 000 0 . 000 
YB-49 @   11 0. 000 0.000 1 . 000 0 . 000 
YB-49 a 13 0. 000 0.000 1 . 000 0 . 000 
YB-49 a 15 0. 000 0.000 0. 000 1 . 000 
YB-49 @ 17 0. 000 0.000 1 . 000 0. 000 
YB-49 a 19 0. 000 0.000 1 . 000 0 . 000 
YB-49 @ 21 0. 000 1.000 0. 000 0 . 000 
YB-49 @ 23 0. 000 0.000 1 . 000 0 . 000 
YB-49 a 25 0. 000 0.000 0. 000 1 . 000 
YB-4 9 a 27 0. 000 0.000 0. 000 1 . 000 
YB-4 9 a 29 0. 000 0.000 0. 000 1 . 000 
Table     2d. Illustration     of     probabilities     when     the     target   ^ library 
consists of 4 targets with 16 angle entries per target (0, 2, 4, 
..., 30°), and the unknown target return has a signal-to-noise ratio of 
10.0 dB  (S/N = 10.0). 
Unknown Target P(SR-71) P(B2) P(YB-49) P(Wing) 
Wi ng @ 1° 0. 000 0.000 0. 000 1 000 
Wing a 3 0. 000 0.000 0. 000 1 000 
Wi ng a 5 0. 000 0.000 0. 000 1 000 
Wing a 7 0. 000 0.000 0. 000 1 000 
Wing © 9 0. 000 0.000 0. 000 1 000 
Wing a 11 0.000 0.000 0.000 1 000 
Wing a 13 0. 000 0.000 0. 000 1 000 
Wing a 15 0. 000 0.000 0. 000 1 000 
Wi ng @ 17 0. 000 0.000 0. 000 1 000 
Wing a 19 0. 000 0.000 0. 000 1 000 
Wing @ 21 0. 000 0.000 0.000 1 000 
Wing a 23 0. 658 0.055 0.039 0 248 
Wing a 25 0. 188 0.071 0. 075 0 666 
Wing a 27 0. 012 0.043 0. 730 0 216 
Wing 8 29 0. 256 0. 148 0. 045 0 551 
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Table     3a. Illustration     of     probabilities     when     the     target     library 
consists of 4 targets with 16 angle entries per target 
(0, 2, 4, ..., 30 ), and the unknown target return has a signal-to-noise 
ratio of 1.0  dB  (S/N = 1.259). 
Unknown Target PtSR-71) P(B2) P(YB-49) P(Wing) 
SR-71 @   1° 0. 000 0.000 0. 000 1 000 
SR-7 1 @   3 0. 000 0.000 0. 000 1 000 
SR-71 @   5 1 . 000 0.000 0. 000 0 000 
SR-71 @  7 1 .000 0.000 0. 000 0 000 
SR-71 @   9 1 . 000 0.000 0. 000 0 000 
SR-71 @   11 1 . 000 0.000 0. 000 0 000 
SR-71 @   13 1 . 000 0.000 0. 000 0 000 
SR-7 1 @   15 1 . 000 0.000 0. 000 0 000 
SR-71 @   17 1 . 000 0.000 0. 000 0 000 
SR-7 1 @   19 1 . 000 0.000 0. 000 0 000 
SR-71 @   21 0. 000 0.000 1 . 000 0 000 
SR-71 @   23 0. 000 0.000 1 . 000 0 000 
SR-71 @   25 0. 000 0.000 1 . 000 0 000 
SR-71 @   27 0. 000 0.000 1 . 000 0 000 
SR-71 ®   29 1 . 000 0.000 0. 000 0 000 
Table     3b. Illustration     of     probabilities     when     the     target     library 
consists       of       4       targets       with       16       angle       entries       per       target 
(0,   2,   4 30  ),   and   the   unknown  target  return  has  a  signal-to-noise 
ratio of 1.0 dB  (S/N = 1.259). 
Unknown   Target P1SR-71) P(B2) P(YB-49) P(Wing) 
B2 @ 1 
B2 @ 3 
B2 @ 5 
B2 @ 7 
B2 @ 9 
B2 @ 11 
B2 @ 13 
B2 @ 15 
B2 @ 17 
B2 @ 19 
B2 @ 21 
B2 @ 23 
B2 @ 25 
B2 @ 27 
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Table    3c. Illustration    of    probabilities    when    the    target     library 
consists of 4 targets with 16 angle entries per target 
(0° 2° 4° ..., 30°), and the unknown target return has a signal-to-noise 
ratio of 1.0 dB (S/N = 1.259). 
Unknown Target PCSR-71) P(B2) P(YB-49) P(Wing) 
YB-49 © 1° 0. 000 0.000 0.000 1 000 
YB-49 © 3 0. 000 0.000 0.000 1 000 
YB-49 O 5 0. 000 0.000 1 .000 0 000 
YB-49 © 7 0. 000 0.000 1.000 0 000 
YB-49 8 9° 0. 000 0.000 0.000 1 000 
YB-4 9 O 11 0. 000 0.000 1.000 0 000 
YB-49 © 13 0. 000 0.000 1.000 0 000 
YB-49 © 15 0. 008 0.814 0.171 0 007 
YB-49 e 17 0.000 0.000 0.000 1 000 
YB-49 e 19 0.000 0.000 0.000 1 000 
YB-49 ©  21 0. 000 1.000 0.000 0 000 
YB-49 6 23 0.000 0.000 0.000 1 000 
YB-49 e 25 0.000 0.000 0.000 1 000 
YB-49 O 27°  0. 000 0.000 0. 000 1 000 
YB-49 6 29 0. 630 0.235 0. 060 0 075 
Table     3d. Illustration     of     probabilities     when     the     target     library 
consists of 4 targets with 16 angle entries per target 
(0° 2° 4° ..., 30°), and the unknown target return has a signal-to-noise 
ratio of 1.0 dB (S/N = 1.259). 
Unknown Target P(SR-71) P(B2) P(YB-49) P(Wing) 
W ng @   1°  0.000 0.000 0. 000 1 000 
W ng Q 3 0. 000 0.000 0. 000 1 000 w ng 8 5 0.000 0.000 0. 000 1 000 w ng © 7°  0.000 0.000 0. 000 1 000 w ng © 9 0. 000 0.000 0. 000 1 000 w ng 6 11 0.000 0.000 0.000 1 000 w ng © 13 0.000 0.000 0.000 1 000 w ng © 15 0.000 0.000 0.000 1 000 w ng © 17°  0.000 0.000 0.000 1 000 w ng 6 19°  0.000 0.000 0. 000 1 000 w ng S 21 0.000 0.000 0. 000 1 000 w ng © 23 0. 665 0.076 0. 034 0 225 w ng 8 25 0. 484 0.089 0. 032 0 395 w ne © 27 0. 298 0.090 0. 035 0 577 
Wing © 29 0. 281 0. 169 0. 046 0 504 
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HRR  Identification  Profile 
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Figure    7   Correct   ID  Rate  vs.   Signal-to-Noise  Ratio.   The  Library  Data 
Base   (the  Model)   Consists  of  the  4  Targets  With  16  Angular 
Entries      per      Target      Model      (9 = 0,  2 30 )      (See 
Figures 8-11 for Definitions of Target Geometry). The Unknown 
Return is the Same as One of the Library Files Except for the 
Addition of Noise. The Ordinate is Computed by Counting the 
Numbers of Times the 64 Possible Returns Were Associated With 
the Correct Target With a Probability Greater Then or Equal 
to 0.99. Ordinate Values Were Computed for Signal-to-Noise 
Ratios From 0.025 to 5.0 in Steps of 0.025. 
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Scattered/Internal Intensity for 
Dielectric Objects With Gaussian Beam Illumination 
E. Esam M. Khaled, Steven C. Hill* and Peter W. Barber 
Department of Electrical and Computer Engineering, 
Clarkson University, Potsdam, NY 13699-5720. 
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Abstract 
The scattered and internal intensity are calculated for a spherical object illuminated with an 
arbitrary laser beam. A simple expression for expanding any physically realizable laser beam, in- 
cluding those which may not have a mathematical representation, into vector spherical harmonics is 
given through the use of the plane-wave spectrum technique. The interaction of an arbitrarily-located 
off-axis Gaussian beam with a spherical object is treated by the T-matrix method. The combination 
of the plane-wave spectrum technique and the T-matrix method can be extended to solve the in- 
teraction problem for an arbitrary laser beam incident upon some arbitrarily-shaped axisymmetric 
homogeneous or layered object. 
[I] Introduction 
The interaction of a focused laser beam with a spherical object is of interest in areas such as 
object characterization, nonlinear optics in droplets, optical levitation, and laser-induced break- 
down. 
In this paper we have used the plane-wave spectrum technique, to model a physically- 
realizable Gaussian beam. This technique can be used to model an arbitrary beam even if it 
does not have an exact mathematical representation. The electromagnetic interaction with the 
spherical object has been solved using the T-matrix method.2,3 This combination of the plane 
wave spectrum technique and the T-matrix method has been used before, but with a different 
formulation which involves a complicated process for calculating the far-field scattering, ' and 
numerical results were obtained only for small spheres. Here we have developed a simple formula, 
taking advantage of the linearity of the T-matrix method and the angular spectrum of plane waves. 
Although the T-matrix method is applicable to nonspherical objects, its use here is restricted to 
spherical objects. However, the T-matrix formalism provides the framework for future modeling of 
nonspherical objects. 
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[II] Gaussian Beam Modeling 
The Gaussian beam propagates in the z-direction and is polarized in the x-z plane. The total 
incident electric field vector, in the right-handed Cartesian coordinate system (x, y, z), is 
E\x, y, z) = Eix(x, y, z)ix + E\(x, y, z)iz (1) 
where ix and iz are unit vectors in the x and z directions. 
We choose a Gaussian beam for which the spatial distribution of the amplitude of Ex has a 
Gaussian distribution, i.e., the transverse component of the electric field is 
K{x,y,z) = E,0g(x,y,z\ (2) 
where for purposes of illustration, we begin by using g(x,y, z) for a lowest-order Gaussian beam 
with its focal point at the origin,6 
.2   .„21 wo »(*•»*> = ^ij«* '(*) exp »w h'Hb-,--1$]l'    (3) 
2ir where MI0 is tne sPot s'ze at 'he beam waist (spot size at z = 0 ), k — — is the wave number, A 
is the wavelength, and z<j = —r^-. The spot size, w(z), and radius of curvature, R(z), of the phase 
front of the beam are, 
r      z   Vi'1 w{z)    =    w0   ! + (-)] 
R(z)    =    *[l + (f)2]- (4) 
In the z = 0 plane, where w(z) = u>o and R(z) = oo, E'x(x,y, z) is 
Ex(x,y,0) = E>)exp(-?-¥-y (5) 
The electric field at any point, E'(z,y, z), can be expressed as a sum of plane waves.1 The 
first step is to take the two-dimensional Fourier transform7 of both sides of (5), 
F[Ex(x,y,0)] = vwlE\>exp "M + K) (6) 
where kx = k cos f = k sin 0 cos <j>, ky = k cos £ = k sin 0 sin <j> and kz = k cos 0. The wave vector is 
k = kxix + kyiy + kziz, k = | k |= \kx + ky + k\\ = —, and the angles f, ( and 0 are the angles 
of the direction cosines of k. The transverse electric field at any point, E'x(x,y, z) is obtained by 
multiplying (6) by exp(ikzz) and taking the inverse Fourier transform,7 
E1 f°° f°° E'x(x,y,z)    =    -^(xw*) / exp Hkl + kl 
x exp[i(kxx + kyy + k2z)]  dkxdky, (7) 
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which can be written as 
47T      Jkm=-oo Jky=-<X 
-^(kl+kl) e*p[t(k-r)]  dkxdky, (8) 
where   r = xix + yiy + z\z is a position vector.  The term within the integral in (8) is a uniform 
plane wave having a propagation vector k. 
The z-component of the electric field can be obtained from the relation, E' • k = 0. Therefore, 
when the focal point is at the origin, the electric field of the incident Gaussian beam at any point 
is 
Ei{x,y,z) =  r        r       E0{kx,ky)e0(kx,ky)exp[i(k-r)}   dkxdky , (9) 
Jkx — — 00   Jky = — QO 
where 
C'ot^i) ^yj 47T exp TV**) 




(kx + *|)1 
For a Gaussian beam with the focal point located at a point (x0, VO, *O) the incident electric 
field can be written as 
„2    foo — -        > r    -2 
X ezp{i [ifex(« - sto) + *v(y - Vo) + kz(z - z0)]}   dkxdky 
This can be written in terms of the direction cosine angles ( and ( as 




Ü%*2WQ\   [      sin( *(f.O =   Pjr   [(TTT^J «p[-a(-^)]«p 
«o(f,0 
(1 - S2)1/2 i» 
cos£ 
sinC I"     (l-*2)1/2 
s2 = cos2 f + cos2 C, and the vectors s and v are 
s    =    cosfix + cosft, + (l-s2)1/2i* 
v    =    x0ii + 3/oiy + z0iz • 
This can be written in discrete plane-wave spectrum form as 





where p is the integration step size using the trapezoidal rule and the index ij refers to the plane 
wave having propagation constants kXi and kyj in the x and y directions, respectively. The ampli- 
tude and polarization of the ij— plane wave are 
iir 
(1 - 4)1/2 
sin Cj 
sin Q 
(1 - 4)V2J 
COs£; 
exp \—ik (sij • v)] exp ^ /wpksjjY 
(i - ,%yn (17) 
where stJ = cos£ix + cos fyi,, + (1 - 3^)1/2iz. 
[Ill] Expansion of the Beam in Vector Spherical Harmonics 
The expansion of the incident Gaussian beam in vector spherical harmonics(VSH) can be 
obtained by expanding each of the plane waves in (16) as8 
Ei3-(*r)    =    £c,J(f„G)eo,jU„0)^Pp(s„T)] 
=    Ban(6. 0) E E D[<mnijML,(b) + "U;ML(ir) m      n 
+6L„„Ne1m„(fcr) + b^N^kr)} (18) 
where Dmn is a normalization factor; em is equal to 1 for m = 0 and is equal to 2 for m > 0, M*mn, 
ML„. NL„ and N^,, are the VSH of the first kind, alernn.., a^,n.., b^. and 6^,„.. are the 
VSH expansion coefficients of the ij^h constituent plane wave in the medium of interest,9 e and o 
denote even and odd modes and m and n are integers. 
Finally, the total electric field of the Gaussian beam at any point can be written 
E^Jbr) 4w E E Dkm„Mlm„(fcr) + aL„ML„(*r)+ 
*LnNL„(*r) + CÄnCx)] , (19) 
where, a' errm'   uMnn' ',„ni a11^ b^nn are the incident field expansion coefficients for the Gaussian 
beam which are given by 
aL„ = Esin&Ea= sin2Q exp _ /wpfe^-y exp[—ik(sij • v) (20) [(1 - 4)V2 
with identical expressions for a^,„, b\mn and fc^,„ in terms of a^„.., 6<ran.. and 6^m„.., respectively. 
[IV] Internal and Scattered Field Calculations 




E E [4VMLV(M) + <4,wML'„<(v^r) 
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+      <C'»'Ni».„'(V*>**) + 4m'»'Nin'»'(^:*')] (21) 
where er is the dielectric constant of the object. The c*m,K, <£„,/„» «C'n' a*1«1 <Wn' »" VSH 
expansion coefficients for the internal electric field. The expansion coefficients for the internal field 
are related to the incident field expansion coefficients for each azimuthal mode, m, by9 
Jill Au A13 An ^em'rt' 
aomn A21 A-n A23 A24 
aem'n' 
<? ,, ,     om'n' 
6* "ernn A3I A32 A33 A34 
uomn   . Ai\ Au A43 Au 
The Aip submatrices each have a dimension n X n' and the submatrix elements are integrals over 
the surface of the object. For axisymmetric objects the A-matrix is block diagonal » where each 
block is a full matrix with m = m'. In the case of spherical objects, the A-matrix is diagonal9 and 
the nonzero elements are the diagonal elements of Au, A22, A33 and A44 with m' = m and n! = n. 
The scattered electric field is8 




£5>n [/«m„ML„(*r) + /LnML„(fer) 
+sL.NL„(^) + ffLnNLn(^)]  , (22) 
where M3(fcr) and N3(ifer) are VSH of the third kind (for outgoing waves). The expansion coeffi- 
cients for the scattered field /<m„, fLn, sLn ^d »Sm» »related to the incident field elpallsio11 
coefficients for each azimuthal mode, m, by 
r f J emn 
Jomn z=  — 
9emn 
y&mn   . 
Bn B12 B13 Bit 
B2i B22 B23 B21 
B31 B32 B33 B3i 
B41 B42 B43 B44 
An A12 A13 A14 
A21 A22 A23 A24 
A31 A32 A33 A34 
A41 A42 A43 A44 
emn 
uomn 
The elements of the Bip submatrices are the same as the corresponding elements of the A(p sub- 
matrices except that the Hankel function fe„(tr) is replaced by the Bessel function j„(kr) in all of 
the surface integrals. For spherical objects, the f?-matrix is diagonal.9 The matrix equation for the 
scattered field expansion coefficients can be written as 
Til Ti2 Ti3 T14 
T21 T22 T23 T24 
T31 T32 T33 T34 
T41 T42 T43 T44 
where, Tlp = Y^W'^w are the elements of the T"111*4"*- U the case of sPherical °^Jects the 
1 
T-matrix is diagonal 9 and its elements are given by T« = Bu/Au. 
Details of the theoretical development in section II, III, and IV may be found in a previous 
publication. 
r f J emn 
ft J omn 
S/emn 




6' "omn   . 
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[V] Numerical Results 
Energy density distributions inside and near a sphere of radius a located at the origin and 
illuminated with an arbitrary Gaussian beam are calculated. The dielectric constant of the sphere 
is er = 1.85. The sphere is illuminated with a Gaussian beam having a spot size at the beam waist, 
TOO = ifim. Energy density distributions on and near the TE^n^ resonance are considered. This 
corresponds to a size parameter of x = 79.6279518 (x = 2^2, where A is the incident wavelength). 
If A = 1.06/iTTi, this resonant size parameter corresponds to a sphere radius of a ss 13.43/xm. 
Figure 1 shows the electric energy density distribution in the yz-plane with the incident beam 
focused at the origin in the absence of the sphere. The surface of the sphere is only shown for 
reference. This illustrates that the calculated plane-wave spectrum representation of the incident 
beam is a smooth Gaussian function. Figure 2 shows a contour plot of the normalized electric energy 
density in the yz-plane inside and near a sphere with a size-parameter of x = 79.6279518, which 
corresponds to the TE9i:2 resonance. The quality factor of this resonant mode is Q « 1.8 X 107, 
( Q = 2j, where Ax is the linewidth, full width at half maximum). The beam axis is shifted 
along the j/-axis by a distance, y0 = 0.75a and the spot-size at the beam's waist is TOO « 0.149a. 
Figure 2 shows that this position of the incident beam does not induce a resonant distribution of 
electric energy density within the sphere, even when the radius-to-wavelength ratio corresponds to 
a resonant mode. Indeed, a resonance distribution of electric energy density is not excited when 
the Gaussian beam is incident anywhere inside the surface of the sphere, i.e., yo < a. This is true 
if the ratio of the spot-size at the beam's waist to the sphere's radius is less than one, that is 
TOo/a < 1. If TOo/a ss 1 the focal point position will have less influence on the resonance excitation 
because the Gaussian beam in this case behaves approximately like a plane wave. This implies 
that in the case of tightly-focused Gaussian beam illumination inside the surface of the sphere the 
energy is distributed among all the modes and none of them dominate the internal or external 
energy distribution. 
Figure 3 shows the normalized electric energy density in the 3/2-plane inside and near the 
sphere at the TU942 resonance for the incident Gaussian beam axis at jfo = a. The results clearly 
show a resonant distribution with two radial maxima as expected for a TEgi:2 mode. The incident 
Gaussian beam does not appear in Fig. 3 because its energy density is negligible compared to the 
resonant energy values inside the sphere. 
Figure 4 shows the normalized electric energy density in the j/z-plane for a near-resonance 
sphere with a size parameter of 79.62 which is 1767 linewidths away from the T£94]2 resonance. All 
other parameters are the same as in Fig. 3. When illuminated at y0 = a, the internal distribution 
approximates that of a resonant mode, even when the incident beam is not at a resonant frequency. 
Illumination by this tightly-focused Gaussian beam clearly shows the reflected and refracted com- 
ponents which are normally only observed by geometrical optics ray-tracing analysis. 
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1.5 
0.5   - 
-0.6 
-1.5 -1.5 
Figure 1 Contour plot of the electric energy 
distribution in the yz-plane of the incident Gaus- 
sian beam for beam axis coincident with the 
2-axis and the beam focal point at z = 0. The 
location of the beam axis and focal point are 
arbitrary. The outline of the sphere of radius 
a is shown for reference. 
-1.5 1.5 -1.5 -0.5 0.5 y/a 
Figure 2 Contour plot of the electric energy 
density in the yz-plane inside and near a sphere 
illuminated with an off-axis Gaussian beam prop- 
agating along the +z direction. The parame- 
ters are: x = 79.6279518 (the resonance fre- 
quency of the TEsiii mode), fr = 1.85, u>o « 
0.149a, io = 0i Vo = 0-75a and z0 = 0. The 
outline of the sphere of radius a is shown for 
reference. 






-1.6 -0.5 0.6 y/a 1.5 
Figure 3 Contour plot for the same case as in 
Fig. 2 except y0 = a. 
Figure 4 Contour plot of the electric energy 
density in the yz-plane inside and near an off- 
resonance sphere with a size parameter of 79.62 
which is 1767 linewidths away from the reso- 
nance location of the mode TE^^. All other 
parameters are the same as in Fig. 3. 
88 
References 
[1] P. C. Clemmow,  The Plane Wave Spectrum Representation of Electromagnetic Fields (Perg- 
amon Press, 1966). 
[2] P. C. Waterman, " Symmetry, unitarity, and geometry in electromagnetic scattering, " Phys. 
Rev. D S, 825-839 (1971). 
[3] P. Barber and C. Yeh, " Scattering of electromagnetic waves by arbitrarily shaped dielectric 
bodies," Appl. Opt. 14, 2864-2872 (1975). 
[4] S. Colak, C. Yeh and L. W. Casperson, "Scattering of focused beams by tenuous particles," 
Appl. Opt. 18, 294-302 (1979). 
[5] C. Yeh, S. Colak and P. Barber, "Scattering of sharply focused beams by arbitrarily shaped 
dielectric particles:  an exact solution," Appl. Opt. 21, 4426-4433 (1982). 
[6] Amnon Yariv,   Optical Electronics, 4th ed. (Holt, Rinehart and Winston, New York, USA, 
1991). 
[7] Partha P. Banerjee and Ting-Chung Poon,  Principles of Applied Optics (Aksen Associates, 
Homewood, IL and Boston, MA, USA, 1991). 
[8] P. W. Barber and S. C. Hill,  Light Scattering by Particles: Computational Methods (World 
Scientific, Singapore, 1990). 
[9] E. E. M. Khaled, S. C. Hill and P. W. Barber "Scattered and internal intensity of a spherical 
particle illuminated with a Gaussian beam," J. Opt. Soc. Am. A, submitted, 1992. 
89 
SOLUTION OF INVERSE SCATTERING PROBLEMS 
USING A METHOD OF MOMENTS APPROACH 
David C. Jenn 
Naval Postgraduate School 




A procedure is described that yields the surface impedance at every point on the 
surface of a body for a specified RCS pattern. The solution parallels the standard 
method of moments (MM) technique in that the surface impedance is expanded into 
a series of basis functions with unknown coefficients. An approximate impedance 
function is obtained by assuming a current (e.g., physical optics) and solving the 
integral equation for the expansion coefficients. A rigorous solution to the prob- 
lem requires that both the surface current and impedance be expanded into series. 
In the first case, the approximation for the current and the properties of the basis 
functions will determine whether the resulting set of simultaneous equations will be 
linear or not. In the second, a nonlinear set of simultaneous equations must be solved. 
I. INTRODUCTION 
In most cases, identification of a completely unknown target from the character- 
istics of its radar return has proven to be difficult [ref. 1]. A restricted form of this 
problem is considered here: given that the shape of a body and its scattered field are 
known, what are the boundary conditions at its surface? This is the problem that 
must be addressed when the radar cross section (RCS) of a target is to be synthe- 
sized. If the scattered field of a particular body is specified, the inverse problem can 
be solved to provide the surface impedance at each point on the surface. Once it is 
known, estimates of the equivalent e and /x can be obtained that satisfy the same 
boundary conditions. The RCS engineer can then use these estimates to establish 
guidelines for the design of low observable targets, including treatments to suppress 
'hot spots.' Such a procedure would be of great practical interest, since to date there 
does not exist a reliable RCS synthesis method. The usual reduction techniques of 
shaping, materials selection and cancellation are primarily based on intuition and 




P(x,y,z) or (r,M) 
Figure 1: Definition of geometry an' 
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II. DESCRIPTION OF THE SOLUTION METHOD 
An integral equation for the surface impedance can be derived from the integral so- 
lutions of Maxwell's equations (the radiation integrals) and the appropriate boundary 
conditions. The procedure requires that the shape of the body be known (denoted 
S), and to simplify the following discussion, it will be assumed that the target is 
surrounded by free space. Furthermore, the electrical properties of the body will 
be approximated by a surface impedance, r/s, which is normalized to the impedance 
of free space, r\0. The surface impedance relates the tangential components of the 
electric and magnetic fields on 5" [ref. 3] 
VsVoIItan- (1) 
E and 11 arc the total electric and magnetic fields on the surface of the body, the 
geometry of which is shown in Figure f. In general, all of the quantities in (I), ex- 
cept r/0, can vary from point to point. This positional dependence can be expressed 
explicitly by writing these quantities as a function of an argument f', which is the 
position vector to a current element (x',y',z') on the surface. 
When a target is illuminated by a wave as in Figure 1, currents are induced on its 
surface. Let the total fields be (E = Ei + Es, H = Hi + Hs) so that the electric surface 
current on S is Js = n x H [ref. 4] and the magnetic surface current is Ms = — h x E. 
By using (I) 
Ms = -V^ofi x Js. (2) 
At an observation point P, the scattered electric field that arises from the currents Js 
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and M, radiating in free space is 












In the above equations A is the wavelength and the primed quantities refer to a current 
source point while the unprimed quantities to the observation point. Using (2) in (3) 
eliminates the magnetic current from the integrand 
,(P) = -jkVoJJ J.G + ^i(ft' x /,) x V'G - ^-^V'G k k* ds'. (4) 
For the synthesis problem, E,(P) is known and ija is desired at every point on 5. This 
can be accomplished in either of two ways: 
(1) an estimate of Js is specified at every point on the surface and the 
integral equation solved for r]„ or 
(2) additional boundary conditions must be provided and the integral 
equation solved for both Js and r/a. 
In subsequent discussion these are referred to method 1 and method 2 respectively. 
The additional information needed to solve the problem rigorously can be obtained 
from an impedance boundary condition integral equation that can be derived by 
moving the observation point P onto the surface S in (4) [ref. 5]. Thus two integral 
equations must be solved simultaneously for the unknown quantities rjs and J, 
E. \.(P) = -jkr,ejj jsG + m^l{W x J.) x V'G - ^V'G 
E,(f)\tan  rj,(r)n X Hi(r) = f},{r)h X Vx II J.Gds' 
ds'       (5) 
+j k JJ r,,(f') {ti x Js)Gds' + J- JJ V • [r,,(f') n1 x Js]VGds' 
jk II jsGds' + d- ll(V  Js)VGds' -Vx| r),(r') (n  x Js)Gds (6) 
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nth SUBSECTION FOR THE 
IMPEDANCE EXPANSION 
Figure 2: TMZ polarized plane wave incident on a thin strip. 
In (5) P denotes an observation point off of S and in (6) r the location of an obser- 
vation point on S. 
III. APPROXIMATE SOLUTION FOR A THIN STRIP 
Consider the special case of bistatic scattering from the thin strip shown in Figure 
2. Only TMZ polarization need be considered because the current is restricted to the 
x axis 
Hi *.E„ -jk-R (7) 
An estimate of the impedance is obtained by specifying Js and solving (4) for rjs. 
Since the shape of the body is known, an intuitive guess at J3 can be made. For large 
bodies a modified form of the the physical optics approximation can be used. The 
current is set to 
Js ^ 2Tn x Hi (8) 
on the illuminated part of the target and zero on the shadowed part, where F is the 
reflection coefficient of the impedance surface. This reduces to the standard physical 
optics approximation for a perfect electric conductor (T/S = 0)[ref. 4]. Using the 
current obtained from (7) and (8) in (4), restricting the observation point to the far 
field <f> = 0 plane, and assuming near-normal incidence for the reflection coefficient 
(6 = 0i = 0) gives 
L/2 
Ee(6)=    \__     E0cos6  J  2T?S + 1 27rr -L/2 1, + 1 
jkx'ismS+sinOi)^' (9) 
93 
To solve this equation the impedance is expanded into a series with unknown 
coefficients 
N 
n»(x') = ]>>„/„«). (10) 
n=l 
Let the wire be divided into N segments of equal length A, and the basis functions 
be pulses 
f f ;, _ f 1,   if z' on Sn .    . 
Jn(X >~\ 0,   otherwise (    > 
where Sn signifies the area occupied by the nth segment. Using the last two equations 
in (9) and rescaling to remove the leading constants gives 
N 
Ee{0) = cos 8F(9) £ bneikx"sin^+e^ (12) 
n=l 
where xn is the center point of the nth segment and 
u,Asin[^(sinfl + sinfl,-)] 
FW= ^(sinö + sinfl.) (13) 
is the PO scattering pattern for a single patch. A new coefficient bn has been defined 
for convenience 
a\ - 2a„ + 1 
K=       a„ + l      ' <14> 
Now equation (15) can be enforced in M directions for which the RCS is known 
(81,82,..., 0 M) yielding M equations. In matrix notation this set of equations becomes 
E = Ab (15) 
where Em = Eg(8m) and denoting F(8rn) by Fm the elements of A are 
Amn = cos0mFme^"(sin^+'i"<,'>. (16) 
The vector of coefficients b can be solved for using standard matrix methods if M = 
N, or by using a generalized inverse if M < N [ref. 6]. The coefficients an can be 
determined from the bn numerically using root finding routines, or directly by making 
some approximations in equation (14). Thus, when Eg is given in N directions, the 
surface impedance on N subsections can be determined. 
IV. RIGOROUS SOLUTION FOR A THIN STRIP 
In principle the impedance can be determined exactly by expanding both TJ, and J, 
into series and solving for the expansion coefficients. For the special case of the strip 
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— e^lsin*'[cos0, - ri,{x)] = -Vs(x)w f VsJsxG{x,x')dx' 
-L/2 
L/2 
+J Jkii,|j«G(x,xVx'-^/(r.i)f^J«j(^-^jG(x,z')dx' (18) 
-L/2 -L/2 ^ ' ^ ' 
with r = \x — x'\. To solve this set of equations the series representation in (10) along 
with N N t  ,   i\ 
j.(x') = £ injn(x') = Y: ij-^^x (i9) 
n—1 n=l 
are substituted into (17) and (18) and a Galerkin testing procedure applied [ref. 7]. 
Each side of (18) is multiplied by wjm(x) and integrated with respect to x. The same 
assumptions with regard to the incident wave, geometry and basis functions hold as 
in Section III. For the derivative of the current in (18) a delta function representation 
is used. Finally, after enforcing (17) at TV far field points and testing (18) at N points 
on the strip, two sets equations result, each with N unknowns 
J2 !n{Wmn - anHmn) 
[/„(cos 8i-am) = '^2ln\ (jk - aman)Gmn + -Qmn i 
The quantities in (20) and (21) are defined as follows: 
Gran  =     I G(x, x')dxdx', Qmn  =     I   [Q{x, X~) - Q(x, X+)]dx 
Am A„ Am 








In matrix notation these two sets of equations become 
E = WI - H(a ® I) (22) 
U ® [1 cos 6, - a] = jk[G - ^Qr]I - [(aar) ® G]TI. (23) 
The symbols ® and T denote the Hadamard product [ref. 8] and the transpose. 1 is a 
diagonal matrix of ones and I and a are vectors containing the expansion coefficients 
for the unknown current and impedance. 
V. CALCULATED RESULTS AND DISCUSSION 
The approximate method for the thin strip developed in Section III has been ver- 
ified by using the RCS computed from a known surface impedance. Typical results 
are shown in Figure 3. A trianglular impedance distribution was used to calculate the 
field scattered from the strip using the PO approximation. The resulting points were 
used as input for the synthesis procedure (i.e., formed the vector E in (12)), which 
was solved for the vector b, and subsequently for a. The result is virtually identical 
to the original impedance distribution in spite of the approximation J?s << 1 which 
was used to simplify (14). 
The far field synthesis procedure was found to give generally accurate results, but 
as expected, the synthesized distribution was sensitive to several parameters. Among 
them are the sampling increment in angle, range of impedance values synthesized, 
symmetry conditions, approximations made to linearize the equations, and the ac- 
curacy of the assumed current distribution. In cases where the target impedance 
distribution did not support surface waves, the PO approximation for the current 
gave excellent results. 
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ABSTRACT. The back-scattered scalar field due to two parallel circular cylinders illu- 
minated by a plane wave is approximated by a simple pair of noninteracting scattering 
centers. The individual scattering center fields are the geometrical optics fields from 
a single cylinder, which are also the first term in the asymptotic evaluation from the 
Kirchoff approximation. As a reference solution for model validation, an accurate 
numerical solution is formulated in terms of outgoing cylindrical waves emanating 
from each cylinder. Dirichlet boundary conditions are enforced on each cylindrical 
surface. Graf's addition theorem for cylindrical harmonics enables the closed-form 
evaluation of the coefficients in two infinite, coupled sets of linear equations for the 
unknown modal coefficients. An inverse Fourier transformation to the time domain 
is used to calculate the aspect dependent signature of this coupled pair of cylinders. 
The time domain excitation is taken to be a Gaussian signal of effective duration less 
than the propagation time for a cylinder diameter, resulting in the "smoothed pulse" 
response functions. 
I. PHYSICAL SCATTERING CENTER MODEL FOR BACKSCATTER 
The one-term asymptotic (ka —» oo) expression for the specular reflection back 
toward the source from a single soft cylinder is derived by geometrical optics or 
by the stationary phase evaluation of the physical optics (Kirchoff) integral. This 
specular reflection, expressed in a coordinate system centered on the cylinder of 
radius a, is 
/ cyl / a     ikp „-i2ka (l\ 
This work was supported by the MICOM Research, Development, and Engineering Center 
(Dr. C. Ray Smith) under the auspices of the U.S. Army Research Office Scientific Services 
Program administered by Battelle (Delivery Order 2332, Contract No. DAAL03-86-D-0O01). 
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Phase reference for the incident wave of unit amplitude is at the origin. The phase 
factor exp[—i2ka] is interpreted as the shortening of the round trip path length by 
twice the cylinder radius, since the physical reflection point is a distance a closer to 
the plane wave source. 
y y' 
/\" -*/ ^  
^ , \ °A( V y 1        *' 
« d- 
^-. —^ 
FIG.  1.    Two Parallel Cylinders 
The equivalent line-source scattering center could be placed at the physical re- 
flection point on the cylinder surface, but this reflection point migrates around the 
cylinder circumference as <£; changes. Probably the simplest scattering center model 
imaginable for the cylinder-pair geometry of Fig. 1 consists of two stationary line 
sources, one at the location of each cylinder center. Inclusion of on/off shadowing 
and the phase factor to refer the scattered field of cylinder (b) to the origin gives 
K.(p,*i) = -\-re 
2 {ua{<t>i)VklLe-
i2ka + ub(<f>i)Vk~be-i2(-kb+kdco*^\     (2) 
for this particular scattering center model. Digital functions ua and ub are one or 
zero, depending on whether or not the reflection point of the respective cylinder is 
visible from the far-field location 4>i- From Fig. 1, the on/off function for cylinder 
(a) is 
sin   !(!) < (t>i < 2TT- sin 
0,     otherwise 
and the shadowing function for cylinder (b) is 
i-1(f)< 
*.(*) = {;; (3) 
Ub{</>i) {:; <  7T- 
_1(!) 
otherwise . (4) 
The multiplicative factor on the right side of (2) is written in anticipation of the 
cylindrical wave factor in (21). When both cylinders are fully visible, (2) is the 
"round-trip array factor" of a two-element scatterer, with element amplitudes de- 
termined by cylinder size. 
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II. BOUNDARY VALUE PROBLEM 
In the two-dimensional geometry of Fig. 1, coordinate system (x,y) is centered 
on cylinder (a) of radius a and coordinates (x',y') are centered on cylinder (b) of 
radius 6. The center-to-center spacing along the x-axis is d, resulting in 
x = x + d and y = y1  (5) 
In terms of the time-harmonic convention exp[-iwi], the plane wave incident from 
the angle </>; propagates in the unit vector direction 
ii = — i cos 4>i — y sin < 
The complex phasor expression is 
(6) 
UP ) = eiki-? (7) 
for this unit amplitude incident field, where the position vector to the field point 
in un-primed coordinates is p. This scalar field V represents the i-component of 
electric field intensity for a TM polarized electromagnetic wave. In acoustic wave 
studies, i> can be taken to be the scalar pressure field. 
The total field external to the cylinders of Fig. 1 is written as the sum of the 
incident plus scattered fields. Incident field is defined to be the field of the incident 
plane wave, in the absence of the cylinders (a) and (b). The scattered field is further 
decomposed into two parts, resulting in 
MP) = MP) + MP) + MP)- W 
Each of these three partial fields individually satisfies the scalar Helmholtz equation. 
The usual plane-to-cylindrical wave transformation is used to write the incident 
plane wave as a sum of cylindrical eigenfunctions of the Helmholtz equation: 
OO 
UP,*) = ^ih"xm{*~*i) =  E rnJn{kp)ein^-*'\ (9) 
The two components of the scattered field are expressed in forms that anticipate 
the application of boundary conditions and automatically satisfy the Sommerfeld 
radiation condition, 
oo 
MP,*)=   E   *nHM(kp)ein+ (10) 
n = —oo 
oo 
UP'^)=   E   *»jtfW)e''n*' (ID 
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in terms of unknown mode coefficients a„ and bn. 
Physical justification for these a priori functional forms is that on the circular 
surface of each cylinder, the equivalent surface current or layer distribution (ala 
potential theory) can be expressed as a complex Fourier series in the azimuthal 
angles <j> and <f>'. Note that the partial fields \fia and ipb are not interpreted as 
existing alone. In other words, the coefficients an and bn in each series are very 
definitely a function of both cylinders. 
The addition theorem [1] for cylindrical harmonics is used to express the indi- 
vidual wave function (mode) of each coordinate system as an infinite sum of wave 
functions in the other coordinate system (see also [5]-[9]): 
H^{kp')e 1=1—00 




771= — OO 
Hil\kp)e^ = 
E    Jn-m{kd)H{A\kp')eim^,    p'>d 
m~ — oo 
E    Hl1lm(kd)Jm(kp')eim* ,     P'<d 
(13) 
The Dirichlet boundary condition satisfied on the surface of each soft cylinder is 
the vanishing of the total field 
V>(/> = a, <£) = 0    ;0<^<2TT 
li(p' = M') = 0    ;0<^'<27T. 
(14) 
(15) 
Orthogonality of the exp[im<p] functions over each circular boundary results in the 




£   anH{nl}p(kd)     +     bp = -,->   yb)  e-**> e-^cos^, 
H^\kb) 
with : 0, ±1,±2, ... 
(17) 
(18) 
Note that all coefficients in the above are finite for all real non-zero values of ka 
and kb, since there are no real zeros of the Hankel function. Furthermore, in the 
case where Jp{ka) = 0, then the coefficient ap = 0 and similarly, if Jp(kb) = 0, then 
bp=0. 
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Infinite equations (16) and (17) are simply truncated at \n\ = \p\ = N, resulting 
in a pair of coupled matrix equations 
[a] + [X][b] = [c] (19) 
[Y][a] + [b] = [d]. (20) 
The continuous surface layer distributions represented by Fourier series (10) and 
(11), evaluated on the smooth surfaces p = a and p' = 6, respectively, are necessarily 
uniformly convergent, indicating that any "relative convergence" [2] phenomena 
should not be too serious. 
The principal asymptotic form of the Hankel function is used to evaluate the far 
scattered field as the sum of (10) and (11) as kp -> oc: 
Mp^)=   /Xe-.v/V*o   T   [«„ft)+^iHc°S*y«](-'Te^.       (21) 
' r n = - A 
The functional dependence upon incidence angle <f>{ of the coefficients o„ and bn is 
explicitly shown as a reminder that the set of linear equations (16) and (17) must 
be solved for each <j>< of interest. 
III. SMOOTHED PULSE RESPONSE OF CYLINDER PAIR 
The transient signature of the soft cylinder pair of Fig. 1 is computed via the FFT 
algorithm applied to the frequency domain result of section II. Incident Gaussian 
waveform is . 
*0,.(0=exp{-/3(^)2} (22) 
in terms of the pulse-width parameter ß. The three time-domain signatures of 
Figs. 2-4 are all computed for ß = 10; that is the effective duration of the incident 
pulse is less than the time for a free-space wave to propagate a distance b. 
Normalized space-time coordinate (rf - p)/b is used as the abscissa in Figs. 2-4, 
where 0 is the value at which a reflection occurs at p due to a scattering center at the 
x-y coordinate origin. This x-y origin of Fig. 1 is at the center of cylinder (a) on 
the left. Therefore, when viewed from the aspect angle <f>i = 0 (Fig. 2), the initial, 
specular flash from cylinder (b) occurs at the space-time value -10. Recall that one 
unit is the time for the wave to propagate a distance b. The reflection point of (b) is 
a distance of d + b = 56 closer (hence the minus sign) to the source than the origin. 
Round-trip path length doubles the -5 to yield the -10. Even though cylinder (a) is 
half the size of cylinder (b) and is completely shadowed (in the geometrical optics 
sense) from any direct illumination, there is a small reflection off of cylinder (a) at 
(d - p)/b = -1.   A small reflection in Fig. 2 that occurs in the neighborhood of 
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(et - p)jb K 5 is likely due to a triple bounce between the two cylinders. The pulse 
widths of successively higher order bounces are wider owing to the dispersion caused 
by interaction of wavefronts with the diffracting surfaces. It is plausible that this 
dispersion is a function of surface curvature and polarization (boundary condition). 
All single bounce, specular reflections presented here are negative, as required by 
the Dirichlet boundary condition. 
When this cylinder-pair is illuminated from an aspect angle of 0,- = w, the tran- 
sient signature of Fig. 4 is scattered back to the source. The initial flash in Fig. 4 
is smaller than the initial flash in Fig. 2 approximately by the factor l/\/2, as 
predicted by the individual element factors of the scattering center model of (2). 
Smaller cylinder (a) cannot shield as effectively as its larger partner (b), and so the 
second flash from cylinder (b) in Fig. 4 is considerably stronger than the second 
flash from cylinder (a) in Fig. 2. The intermediate aspect angle represented by Fig. 
3 exhibits a strong positive double reflection plus additional wave shapes caused by 
the strong interaction (multiple bounces) between the coupled cylinders. 
All transient reflections in this paper are calculated for a two-dimensional scat- 
tered and therefore exhibit the trailing tail or wake of the time-domain Green's 
function in R2 [3] and [4]. This tail is an artifact of the infinite two-dimensional 
geometry, and is not present in the signatures of three-dimensional targets. 
The dashed curve in each of Figs. 2-4 is the transient response of the two-element 
scattering center model. Inverse Fourier transformation of the frequency domain 
expression (2) results in a Dirac delta function representation of the specular flash 
from each visible cylinder 
-^{^M^g(<-^)+^.(^)g(<-/,"2(t+/C09^))}, 
(23) 
which upon convolution with the incident Gaussian pulse (22), yields delayed Gauss- 
ian signals. 
SUMMARY AND CONCLUSIONS 
A simple, two-element scattering center model for a pair of coupled soft cylinders 
is heuristically assembled from the asymptotic physics of the isolated soft cylinder. 
Resultant backscatter signatures are contrasted with accurate time domain data 
from a Fourier transformation of the convergent solution to the real boundary value 
problem. Some combinations of cylinder geometries (cylinder radii and separation), 
excitation aspect angle, and waveform (spectrum) are modeled reasonably well by 
the very simple "scatter array factor." In other instances, when the coupling or 
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multiple bouncing between the individual scatterers makes substantial contributions 
to the backscatter, the electromagnetic modeling performance of the approximation 
is highly deficient. Performance of this and other scattering center models remains 
to be tested as part of an actual target identification algorithm. Availability of the 
accurate signatures developed in the present research is an asset for the testing of 
target identification schemes. 
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Abstract 
For several reasons, jet engines are important high frequency electromagnetic scatterers that 
require special attention. For example, several new military airplanes require a reduced radar cross 
section to improve mission survivability, and conversely, there is a desire to detect and identify 
airborne targets using noncooperative means such as radar. To fully understand the 
electromagnetic scattering by, and evaluate a particular design of an aircraft engine sophisticated 
analysis tools or extensive measurements of full and/or scale models are required. Measurements, 
however, are expensive, time consuming, and are only valid over a limited range of frequencies 
and aspect angles. For these reasons, it is advantageous to be able to analytically model the 
electromagnetic scattering from engines using numerical techniques. This paper documents a 
procedure for validation, and the results from the evaluation of some of the existing high frequency 
electromagnetic scattering prediction codes for jet engines in the time and frequency domains. In 
particular the hybrid asymptotic modal techniques, and "shooting and bouncing ray techniques 
developed at The Ohio State University and the University of Illinois are evaluated. 
/.   Introduction 
The jet engine depicted in Figures 1 is a more complex geometry than a simple cylinder 
terminated with a flat shorting plate. A simple accurate numerical method is required to predict the 
electromagnetic scattering from jet engines to enhance the design process of jet engines and predict, 
in near real time, a radar signature for detection and identification purposes. Given that the engine 
return is one of the major contributors to an aircraft's overall radar cross section (RCS) each 
aircraft type will have a unique signature based upon the engine cavity return [1]. This is true for 
nose-on aspect angles as well as tail on aspect angles. The tail-on aspect is often neglected because 
it is difficult to predict the radar signatures since the exhaust geometries contain rough surfaces, 
jagged edges and dynamic control surfaces. These requirements are the motivation for this paper. 
Figure 1. Diagram of F-15 Jet Engine Duct and Engine Compartment [2]. 
1 This work was sponsored by the U. S. Air Force Wright Laboratory, Avionics Directorate, 
Mission Avionics Division, Target Recognition Branch. 
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//.    Engine Cavity Problem Definition 
The total high frequency approximated backscattered electric field strength of an engine is 
defined as [3]: 
Escal = t^rim "*" Ecav + Eext _^ ^ ' 
where Escat is the total backscattered electric field strength (V/m), Erim is the scattered electric field due to the cavity rim (V/m), Ecav is the scattered electric field due to the cavity (V/m), and 
Eex, is the scattered electricjield from the cavity exterior (V/m). The rim scattering Erlm is generally found, by using the equivalent current method combined with GTD or PTD. The exterior scattered field Esca, resulting from the engine housing is generally dominate beyond about 70° off axial incidence and is generally calculated using PO and PTD. 
Most engine cavity prediction codes do not include the exterior scattered field and are only valid 
from 0° to approximately 70°. The cavity exterior calculations are generally accomplished with a 
full aircraft scattering code [3]. _ 
The cavity scattered electric field Ecav is calculated by several methods. Integral techniques are used in the low frequency regime where the engine cavity opening dimensions are about a 
wavelength or less. The method of moments, finite elements and finite difference techniques are 
some of the available low frequency analysis techniques. 
High frequency techniques, the primary focus of this paper, are applicable when the engine 
cavity opening dimensions are several wavelengths large. There are several high frequency 
analytical techniques available for analyzing the electromagnetic scattering from engine inlet and 
exhaust ducts. The existing techniques are grouped into three basic categories: ray techniques, 
modal techniques, and hybrid techniques. 
A. Ray Techniques. The predominate ray method used for calculating the RCS of a cavity is 
called the shooting and bouncing rays (SBR) technique. This technique is based on shooting a 
dense grid (5 to 15 rays/A) of parallel geometric optic (GO) rays into a cavity. The rays, 
representing a plane wave, enter the cavity opening and are then traced through the opening 
bouncing along the cavity walls, reflecting from the engine cavity termination and finally exiting at 
the cavity opening. As the rays exit the cavity, the individual ray contributions to the backscattered 
field are found by summing all the rays incident at a specific observation point. A variant of this 
technique is to calculate an equivalent backscattered field at the opening of the cavity using 
Kirchoffs approximation. Either technique predicts the total backscattered aperture field from the 
cavity opening and the radar cross section (RCS) of the cavity [4]. 
B. Modal Techniques. Waveguide modal analysis provides an exact representation of the 
field interaction in smooth simple cylindrical and rectangular cavities. The backscattered fields are 
determined by expanding all the known active modes in a cavity geometry. For high frequencies, 
this may consist of several hundred modes. The incident field on the cavity is expanded as 
propagation modes into the cavity. The total field at the cavity entrance is then equal to the modes 
incident on the cavity and those modes reflected by the cavity. Given the total field, the 
backscattered fields were then calculated using the Stratton-Chu integral formulation performed by 
Witt and described by Moll [5]. 
C. Hybrid Techniques. This hybrid asymptotic modal method combines the modal solutions 
with the asymptotic methods of geometrical theory of diffraction (GTD), uniform theory of 
diffraction (UTD), physical theory of diffraction (PTD), and the equivalent current method (ECM) 
[6]. The combination of these methods is accomplished by a generalized scattering matrix. The 
modal solution defines the electromagnetic scattering for the separable waveguide sections and the 
asymptotic methods are used to calculate the diffractions from the junctions of the separable 
waveguide sections [6] Other hybrid techniques are described in an article by Pathak [3]. 
///.    Codes Evaluated 
This research evaluated current theoretical electromagnetic scattering prediction codes, 
summarized in Table 1, using primitive engine ducts and various fan blade configurations. The 
codes were evaluated by comparing simple primitive geometry results to existing exact theoretical 
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models and experimental data. The evaluation of complex geometries was made with comparisons 
of one code to another. The accuracy analysis of each of these codes was done for temporal, 
spatial and spectral signatures of primitive and complex geometries. 
Table 1. Computer Simulation Codes Analyzed 
CODE NAME AND TYPE CODE  DEVELOPER APPLICABILITY 
LARGECIRC 
Hybrid Asymptotic Modal 
Ohio State University 
Columbus Ohio 
Uncoated Circular ducts with flat plate 
and blade like terminations for 
diameters < 9.6A, 
SBR 
Single Frequency Domain Ray 
Tracing 
University of Illinois 
Champaign Urbana 
Illinois 
Straight circular uncoated ducts with 
flat plate terminations 
SBRI 
Single Frequency Domain Ray 
Tracing 
University of Illinois 
Champaign Urbana 
Illinois 
All classes of rectangular and circular 
ducts with flat plate terminations 
JET 
Time Domain Ray Tracing 
General Dynamics 
Pomona California 
All classes of circular coated and 
uncoated ducts with blade like 
terminations 
XTUBE 
Multiple Frequency Domain Ray 
Tracing 
University of Illinois 
Champaign Urbana 
Illinois 
All classes of rectangular and circular 
coated and uncoated ducts with flat 
plate terminations 
MCCW & CYLSC 
Hybrid Asymptotic Modal 
University of Texas 
Austin Texas 
University of Illinois 
Champaign Urbana 
Illinois 
Uncoated circular ducts with flat plate 
terminations with no 
limitations 
WG4 
Hybrid Asymptotic Modal 
Ohio State University 
Columbus Ohio 
Uncoated and coated rectangular ducts 
with flat plate terminations for duct 
opening areas < lOOXr 
GRE 
Single Frequency Domain Ray 
Tracing 
Ohio State University 
Columbus Ohio 
All classes of rectangular coated and 
uncoated ducts with flat plate and 
actual fan blade terminations 
terminations 
IV.   Limitations 
This research used existing measured frequency domain data for the comparisons to predicted 
results. While the measured data has been reported in several reports [6,7] this author cannot 
verify 100% that the data is accurate for all situations. The validation frequency range was 8 to 12 
gigahertz (GHz) with the primary emphasis at 10 GHz. The accuracys of these predications are 
based on comparative results from the SUNworkstation even though some codes were 
developed on a VAXand subsequently ported to the SUN. 
The hybrid asymptotic modal solutions were used for validation of primitive shapes when 
measured data was not available. For complex non-separable geometries where a modal solution 
was not possible, SBRI, GRE, and XTUBE were used as the comparative baseline. 
The results beyond approximately 70°, off-axial incidence of the engine opening, do not 
properly reflect the external scattering from the engine duct. 
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V.  Frequency Domain Results 
The hybrid asymptotic modal solution was used as a truth baseline for comparison to the 
ray method results. Figure 2 is a comparison of the hybrid asymptotic modal results versus OSU 
measured data [7]. As Figure 2 clearly illustrates, the hybrid asymptotic modal solution and the 
measured data agree very well. 
1                       1 
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Figure 2. Comparison of LARGECIRC and Measured Data 
for a Cylindrical Duct Terminated with a Short, f = 10 GHz, 
VV Pol, <t> = 0°, d = 3.92 in, L = 20 in 
A. Circular Disk Result. The next test used a larger circular flat plate that more closely 
approximated the dimensions of an actual engine face. This disk geometry was approximated by 
shrinking the duct length to 1 |lm. As Figure 3 illustrates, the SBR and SBRI techniques perform 
fairly well at approximating the PO solution for a flat plate. 
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Figure 3. Comparison of SBR and SBRI using Different Ray 
Densities with PO Solution for a Circular Flat Plate, f = 10 GHz, 
VV Pol, 0 = 0°, d = 37.795 in 
Neither SBR, nor SBR] includes diffraction calculations, therefore, neither of these techniques 
will predict the exact solution off broadside incidence, where the dominant scattering mechanism is 
edge diffraction. However, the ray methods should approximate the PO solution fairly accurately 
as is shown in Figure 3. To predict the edge scattering, either the physical theory of diffraction 
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(PTD), the geometric theory of diffraction (GTD) or the uniform theory of diffraction (UTD) must 
be used to account for the edge diffracted fields. 
B. Small Cylindrical Duct Results. The next sets of results were for a small cylindrical 
duct. Even though ray methods are only valid for ducts with an opening diameter >10A, the smaller 
ducts are excellent test cases to evaluate the general RCS trends and because the computation time 
is significantly faster. The decreasing JET RCS trend demonstrated in Figure 4 was determined to 
be caused by the improper calculation of the geometric optic divergence factor for curved surfaces. 
'"- T*^C S   ^r-— 
y^-..' *v, 
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Theta (degrees off axial incidence) 
Figure 4. Comparison of JET REV3 and SBRI Without the 
Divergence Factor against LARGECIRC for a Shorted Cylindrical 
Duct, f = 10 GHz, VV Pol, 0 = 0°, d = 3.92 in, L = 20 in 
The divergence factor for SBRI is calculated at each bounce point. In JET, the divergence factor 
is only determined by the calculating the exiting ray tube solid angle as the ray tube exits the duct. 
Inclusion of the divergence factor for cured surface produces the improved results in Figure 5. 
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Figure 5. Comparison of SBRI With and Without the Divergence 
Factor against LARGECTRC for a Shorted Cylindrical Duct, 
f = 10 GHz, VV Pol, 0 = 0°, d = 3.92 in, L = 20 in 
As shown in Figure 6, similar results are obtained for larger ducts. Most cavity ray tracing 
codes do not account for the ray tube divergence factor at each bounce point, but as illustrated here 
it significantly affects the RCS amplitude. While this factor is very pronounced in the cylindrical 
duct, similar errors are not expected in a rectangular duct because there is no curvature to the 
rectangular duct surface. 
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Figure 6.   Comparison of SBRI With and Without the Divergence 
Factor against LARGECIRC for a Shorted Cylindrical Duct, 
f = 10 GHz, VV Pol, 0 = 0°, d = 23.622 in, L = 177.17 in 
C. Large Duct Results. The results shown in Figure 7, illustrate that the ray methods are 
capable of predicting a very accurate RCS estimate from 0° to 40° for ducts with openings 
dimensions greater than 20L 
Theta (degrees off axial incidence) 
Figure 7. Comparison of SBRI with CYLSC for a Shorted 
Cylindrical Duct, f = 10 GHz, VV Pol, <f> = 0°, d = 23.622 in, 
L = 70.866 in 
The next geometry tested was for a rectangular duct. Figure 8 shows that the results for the 
GRE method agree with the asymptotic modal solution very well. In comparing the SBRI results 
to the GRE results it shows that the GRE produces more exact results as compared to the modal 
solution at 0° incidence as well as other aspect angles. This is because GRE inherently includes 
the rim diffraction where JET and SBRI do not. 
VI. Time domain Results 
The next series of test results are inverse FFT results for 2n frequency domain RCS 
calculations using the program XTUBE developed by the University of Illinois. The frequency 
domain RCS values were calculated over a band of 8 -12 GHz and then inverse FFT'd to the time 
domain. A comparison of the MCCW modal results to the XTUBE results are also provided in 
Figure 9. 
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Figure 9. Time Domain Comparison of XTUBE With and 
Without Divergence against MCCW for a Shorted Cylindrical 
Duct, VV Pol, 0 = 0°, incident 0 = 60°, d = 3.92 in, L = 20 in 
The XTUBE results in Figure 9 with and without the divergence factor again illustrate the 
effect on the amplitude for this time domain signature. The location of this time domain pulse is 
defined by the length of the geometry multiplied by (2/cos 9). The estimated propagation time 
round trip time through the duct for axial incidence is approximately 6.7 ns. This is the 
approximate time delay predicted by XTUBE, and MCCW. 
Another feature depicted in Figure 9 is the spreading out of the modal time domain 
response beyond approximately 40°. This is due to the excitation of higher order modes in the 
duct at large aspect angles off axial incidence. These modes are not exited near axial incidence. 
They are excited as the energy propagation in the duct changes from a pure modal or ray energy 
tube at axial incidence to a dispersive propagation tube path at broad aspect angles. 
VII.  Conclusions 
The ray methods are an excellent first order approximation to the RCS and resultant radar 
signature for engine ducts. Given that the ray methods are applicable to a wide range of 
geometries, they appear to be the best all purpose method to predict the radar signature of engine 
ducts at this time. There are deficiencies in the prediction accuracy using ray methods that must be 
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ducts at this time. There are deficiencies in the prediction accuracy using ray methods that must be 
considered when this method is used for calculating the RCS or radar signature of engine ducts. 
As discussed in this paper, the ray methods cannot predict the absolute amplitude and waveshape 
of the radar signature of engine ducts for four reasons. First, the ray method results for duct 
diameters smaller than 20X typically have large peaks and valleys that perturb the time and 
frequency domain amplitude. Second, the rim diffraction and proper scattering from a complex 
engine face have not been incorporated in a general purpose computer code. The third reason is 
that the ray methods have problems in predicting the correct response at caustics. Finally, the ray 
propagation inside the duct is purely based on the geometric optics theory that does not include the 
diffraction effects. Over a long duct and/or a wide incidence angle, the diffraction effect on the 
propagation may be important. This effect was illustrated in the time domain results by the 
spreading out of the time domain signatures at broad aspect angles. 
An evaluation methodology of computer simulation codes was an outgrowth of this 
research. As was demonstrated that if computer simulation codes are not capable of predicting the 
response of simple geometries there is no possibility of being able to predict the correct response of 
ducts for complex geometries. Although, the ability to predict the correct response for simple 
ducts is no guarantee that the correct response is being predicted for complex geometries. 
To validate the complex geometries requires either full scale measurements or scale model 
measurements. This is mandatory in evaluation of different RCS prediction techniques. The 
general process should begin with simple geometries and gradually increase to more complex ones, 
using measurements as a baseline for all phases of the code performance evaluation. The use of 
full scale complex geometries, as the initial validation, is not a sound scientific process. Without 
the progression of analysis outlined here, the signature synthesis effort is doomed for failure. 
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Abstract 
The NSF/IEEE Center for Computer Applications in Electromagnetics Education (CAEME) 
has been in operation for two years. It funded 19 software development projects, organized sev- 
eral workshops and special sessions, and recently published its first book that includes diskettes 
and videos of the developed software. This paper provides an overview of the CAEME software 
book and describes avenues for its use in classroom teaching. Specific examples of the use of 
modern technologies such as interactive video to help integrate the developed software in electro- 
magnetics curriculum will be described. Remaining challenges and future directions in areas of 
additional software developments, fundraising, and dissemination of the Center's products are also 
discussed. 
I.      Overview of the CAEME Software Book 
The CAEME book contains 17 chapters that provide broad coverage of an introductory 
course in electromagnetics. Table 1 lists the contents of the CAEME book while Table 2 lists uni- 
versities whose faculty contributed to the book. From Table 1 it may be seen that 
1. The book provides broad and comprehensive coverage of an introductory course in electro- 
magnetics. Topics covered range from fundamentals of electromagnetics, including vector 
differential and integral operations, to undergraduate senior-level-type topics such as wave- 
guides, antennas, and numerical techniques. 
2. It is important to indicate that all the software is interactive and provides simulation, problem 
solving, and visualization capabilities that may be exciting and motivating to students. 
3. Many of the software packages contain tutorials and adequate input/output interfaces. 
Copies of the CAEME book are available to ACES members at cost [1]. 
II.    Integration of Developed Software in Electromagnetics Curriculum 
The availability of this extensive collection of software for introductory electromagnetics, 
however, raises the following interesting questions: 
1. Would undergraduate students be able to fully understand underlying physical principles 
independently and just by running the software? 
2. What are the most adequate modalities for integrating this software in electromagnetics 
curriculum and classroom teaching? 
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Table 1. Table of Contents. 
A.    Software for Fundamentals of Electromagnetics 
Chapter 1 -- Fields and Operators; Martin Lapidus, Lascaux Graphics 
Chapter 2   --   Elements of Engineering Electromagnetics; N. Narayana Rao, University of Illinois 
Chapter 3 --  ElectroCard and SilverHammer:  Teaching Fundamentals of Electromagnetics; 
Rodney Cole, David Krull, Monica Sweitzer, Steven Finch, and Terry Palmer, University of 
California, Davis 
Chapter 4 - MacEM; Karl E. Lonngren and Wee B. Lim, University of Iowa 
Chapter 5 -- Electromagnetic Waves - A Video Tutor Graphics Package; Warren L. Stutzman 
and Alison B. Garrett with code modifications by Michael Cerny, Virginia Polytechnic 
Institute and State University 
Chapter 6 -- Electromagnetic Software for Solving Static and Dynamic 2-D Field Problems on a 
Personal Computer; Mark Melton, Jens Engel, and Jovan Lebaric, Rose-Hulman Institute of 
Technology 
Chapter 7 -- Experimental Demonstrations for Teaching Electromagnetic Fields and Energy; 
Markus Zahn, James R. Melcher, and Hermann A. Haus, Massachusetts Institute of Technology 
B .    Software for Transmission Lines 
Chapter 8 -  Nuline Transmission Line Analysis Program; F. M. Tesche, Tesche Associates, 
Dallas, Texas 
Chapter 9   -   Polylines:   A Multiconductor Transmission Line Simulator; Lawrence Carin, 
Michael Giordono, and John Beninati, Polytechnic University of New York 
C. Software for Waveguides 
Chapter 10 -- Mapping of Vector Fields Inside Waveguides; Atef Z. Elsherbeni, Darko Kajfez, 
and John A. Hawes, University of Mississippi 
Chapter 11  -  Analysis of Waveguides Using the Conjugate Gradient Method; Viswanathan 
Narayanan and Tapan K. Sarkar, Syracuse University 
D. Software for Antennas and Radiation 
Chapter 12 - Computer-Aided Instruction for Linear Antenna Array Theory and Design- S J 
Blank and S. L. Wang, New York Institute of Technology 
Chapter 13 -- An Interactive Graphics Tool for Displaying Three-Dimensional Equations; John 
C. McKeeman, George M. Ruhlmann, and Michael A. Colbert, Virginia Polytechnic Institute and State University 
Chapter 14  -   "Mininec," Containing Mininec 3.13 and Graps 2.0; Richard W. Adler Naval Postgraduate School 
E. Software for Numerical Techniques 
Chapter 15 - Computational Electromagnetics - Software for an Introductory Course- Magdy 
F. Iskander and Octavio M. Andrade, University of Utah 
Chapter 16   -   Simulation of Electromagnetic Phenomena Using a Finite Difference-Time 
Domain Technique; K. Li, M. A. Tassoudji, R. T. Shin, and J. A. Kong, Massachusetts Institute of Technology 
Chapter 17 - GEMACS; Edgar L. Coffee III 
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Table 2. List of participating institutions. 
Massachusetts Institute of Technology University of California, Davis 
Naval Postgraduate School University of Illinois, Urbana-Champaign 
New York Institute of Technology University of Iowa 
Polytechnic University of New York University of Mississippi 
Rose-Hulman Institute of Technology University of Utah 
Syracuse University Virginia Polytechnic Institute & State University 
These are clearly difficult questions with no simple or unique answers. CAEME, however, 
is addressing these issues in its ongoing developments and the following are examples of the 
ongoing activities: 
1 Development of open-ended design problems and homework assignments based on the avail- 
able CAEME software. Examples of these efforts include development of quiz sessions based 
on a series of electrostatic simulations, design of a coupled transmission-line system with prac- 
tical size, substrate properties, and maximum cross-talk requirements, and the design of a wire 
antenna array with a specified pattern requirement. 
2 Use of interactive video applications using commercially available authoring software to 
develop quiz sessions, simulated laboratory experiments, and other materials for classroom 
teaching In an interactive video application, students may access a video based on experi- 
mental measurements [2] or a computer-generated movie [3], or they may work with one of the 
available CAEME software packages. After reviewing background information and carrying 
out a carefully selected list of simulations, students are asked a series of questions aimed at 
emphasizing a specific principle. Depending on the student's answers, the interactive video 
application directs the student to one of several available options. For example, the student 
may be directed to perform additional simulations, view additional segments of a video, or 
continue with the quiz. At the end of the quiz session, the student's performance is evaluated 
and reported. CAEME has developed two such applications, and the results will be demon- 
strated in the presentation. 
III. Additional Challenges and Future Developments 
The objective of the CAEME Center is to stimulate and accelerate the use of computers and 
software tools to boost electromagnetics education. The Center has certainly stimulated software 
development by 
1. Providing seed funds for software development projects at universities across the U.S.A. 
2. Sponsoring and organizing workshops and special sessions in conjunction with international 
symposia. These forums are important for the exchange of ideas, stimulating discussion, 
increasing awareness of available challenges and encountered problems, and for providing a 
very effective forum for testing the developed software. 
3. With the publication of the CAEME catalog of available software and the software book, the 
Center has effectively accelerated the use of computers and software tools in education. This is 
because with the availability of this information and the established effective mechanism for 
distribution, the Center has facilitated sharing, minimized duplication, and certainly helped 
focus future developments on software that either enhances or complements available software. 
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To this end, it may be concluded that the Center has certainly succeeded in achieving its objec- 
tive and far exceeded its initial expectations. 
There are, however, remaining challenges that need to be carefully addressed in this third 
year of its NSF funding. The first is technical and is related to trends in future software develop- 
ments, while the second is related to the financial future of the Center and its fundraising activities. 
The other issue is related to the dissemination of CAEME information and products and available 
avenues for the CAEME faculty to publish their work. In the following, each of these issues will 
be discussed. 
A. Future Software Developments 
CAEME intends to continue support of development of new software for electromagnetics 
education. To help expand the CAEME software library, however, focus will be placed on sup- 
porting new software developments that complement existing applications. Examination of needs 
of a comprehensive introductory course in electromagnetics and the available CAEME software 
reveals that areas of interest for future developments include (a) simulation of EM interactions with 
materials, (b) simulation of some interesting EM-based applications such as xerography, optical 
fibers, doppler radar, etc., and (c) suitably developed software for simulating laboratory experi- 
ments and for complementing hardware experiments routinely included in microwave courses. 
This issue of developing software for simulating laboratory experiments has been addressed by 
chemical engineering colleagues in the NSF-funded center at Purdue University [4], and some 
aspects of their work will be reviewed in this presentation. 
B. Fundraising Activities 
One of CAEME's objectives is to be active and self supporting after the three-year NSF 
funding. The NSF grant ends in 1993, and CAEME has thus far been very successful in its 
fundraising efforts. To date, CAEME has five corporate sponsors including Hewlett Packard, 
Motorola, Lockheed, Texas Instruments, and Martin Marietta Energy Systems. In addition, both 
Hughes and Boeing sent representatives to the CAEME Policy Board meeting and are expected to 
join the Center soon. Each corporate sponsor pays a membership fee of $10,000. CAEME also 
has four participating societies including IEEE AP-S, IEEE MTT-S, IEEE EMC-S, and ACES. 
Distribution of the CAEME products, including the software book, is limited to members of the 
CAEME sponsoring societies and companies. Reviewing the fundraising activities of the CAEME 
Center, it may be seen that with the continued support from the present member corporations and 
technical societies, an annual income of over $70,000 is expected. This is equivalent to the NSF 
annual support, and it may be stated that CAEME has achieved the self-supporting status even 
before the end of NSF grant. 
C. Dissemination of CAEME Information 
An important aspect of the CAEME Center is to provide an effective mechanism for distribu- 
tion of its products and also avenues for its faculty to share and cross examine their ideas and also 
to publish their work. As stated on many occasions, CAEME uses the NEEDHA list for distribut- 
ing its products to electrical engineering departments across the U.S.A. and Canada. Regarding 
the exchange of ideas, presentation of faculty work, and testing of CAEME software, the Center 
organized several special sessions and workshops in conjunction with IEEE and ACES symposia. 
CAEME is also publishing a special issue of the ACES Journal (deadline for paper submission is 
April 30, 1992). The Center is also very pleased to announce the publication of a new archival 
journal on Computer Applications in Engineering Education. This new journal is to be published 
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by John Wiley & Sons, Inc., who also decided to provide special subscription rates for students 
and members of societies who are participating in the CAEME Center. The new Wiley journal will 
also include with each issue diskettes of educational software. This quarterly journal and the 
CAEME special sessions and workshops are expected to provide ample opportunities for faculty to 
exchange ideas and share their work with colleagues in the U.S.A. and abroad. 
IV.  Concluding Remarks 
In this paper, features of the first CAEME software book were reviewed and avenues for 
enhancing its use in teaching electromagnetics were discussed. While the book provides a com- 
prehensive software package for introductory electromagnetics, additional efforts are required to 
develop educational aids (homework assignments, design and simulation problems, etc.) to facili- 
tate the use of the software in classroom teaching. The financial status of the CAEME Center was 
also reviewed and its successful fundraising effort was discussed. It is indicated that with the con- 
tinued support from the present member corporations and societies, CAEME has successfully 
achieved its self-supporting status. CAEME will also publish a special issue of the ACES Journal, 
and has arranged in collaboration with John Wiley & Sons, Inc. the publication of an archival 
journal on Computer Applications in Engineering Education, to be published quarterly starting July 
1992. 
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Abstract 
This paper describes the role of electromagnetic computer simulation tools in the design 
cycle time reduction of antenna systems. The importance of computer applications in the 
electromagnetic education of practicing engineers is emphasized. 
1. Introduction 
In today's highly competitive global environment, design cycle time reduction is becoming 
very important. This is particularly true in today's declining defense business where more 
contractors are going after fewer business opportunities and profitability is key to survival. 
Commitment to Total Quality Management demands design cycle time reduction as part of the 
continuous improvement process. The key factors in design cycle time reduction are: training, 
availability of design tools, concurrent engineering, and a knowledge base driven by cycles of 
learning or experience. 
This paper reviews shortcomings in today's design and learning process and how new 
simulation tools are being used in the industry for reducing design cycle times. The discussion 
is focused on the antenna system design and on electromagnetic simulation and visualization 
tools. As an example, use of the Transmission Line Matrix (TLM) method for design cycle time 
reduction of a phased array antenna element is given. 
This paper also discusses the role CAEME can play in continuing education by providing 
electromagnetic visualization and animation tools to make wave interactions, propagation, and 
radiation understandable and intellectually satisfying to the various segments of engineering 
professionals and technicians. 
2. Traditional Design and Learning Process 
Most of the current design processes are serial and iterative. Figure 1 illustrates the 
traditional design process for antenna systems. As shown in this Figure, the fabrication and test 
are in the design iteration loop and no flexibility exists to eliminate design flaws before costs are 
incurred. Learning is a trial and error process and does not translate into well defined design rules 
that can be used in the next similar product design. Figure 2 illustrates the current learning 
process and its weak coupling to the design cycles. The dissipative medium represents the 
inefficient processes which lead to the gradual loss of knowledge base or design "recipes". The 
inefficient processes include such things as lack of documentation, lack of information storage or 
a retrieval facility, lack of parametric design data base, and design by word of mouth. 
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The key impediments in minimizing the design iterations have been lack of generalized 
electromagnetic solvers, common electrical and mechanical three dimensional modeling tools, fast 
computers, large memory and graphics work stations for interactive design, and visualization of 
the input and output data sets. The availability of commercial EM solvers, emergence of powerful 
computers using parallel processing, and a host of graphical tools are transforming today's 
electromagnetic engineering work environment. 
3. Impact of Computational Tools in the Design and Learning Process 
Computational tools facilitate concurrent engineering design and concurrent learning. The 
concurrent engineering includes evaluating various aspects of product performance (electrical, 
mechanical, environmental, producibility, reliability, installation etc.) and arriving at a design that 
best meets customer requirements with a minimum number of design iterations. Concurrent 
learning is enhanced by the use of learning aids that guide the design engineer during the design 
process. 
Figure 3 shows a concurrent engineering design process as applied to the antenna system 
design. The new computational and geometric modeling tools enable this process. Three key 
features in this design process are: 
A common geometrical data base for mechanical and electrical 
performance evaluation 
Computer simulation of various subsystem level and installed antenna level 
performances 
Use of centralized design resource or knowledge base. 
A common geometrical data base allows rapid transition from design to fabrication. We 
use various commercial, University developed, and in-house developed analysis software 
packages. The challenge has been the development of a common graphical user interface for 
display of the input and output data for each of the software packages. A centralized design 
resource is envisioned as a data base of design aids (parametric curves), visualization aids for 
certain electromagnetic interactions, and a collection of scattering matrices for certain building 
blocks such as power dividers, couplers, etc. 
Figure 4 shows a concept for a centralized design resource being pursued in the Antenna 
Department of Texas Instruments. The electromagnetic training aids as supplied through CAEME 
are part of this design resource center. An engineer undertaking a new design problem, for 
example, can go through the applicable lessons to gain an understanding of relevant physics and 
behavior of the electromagnetic fields. This concurrent training, i.e., learning when you need it, 
we are sure, will help in the design cycle time reduction. 
4. Example of a Computational Tool in the Design Cycle Reduction 
Although numerous examples are available in the design cycle reduction using modem 
computational electromagnetic tools, a specific example is given here of how a generalized EM 
solver was used to analyze the radiating element performance embedded in a large phased array. 
The radiating element used in this application was a stripline fed flared slot (notch) element 
shown in Figure 5. It is well known that the input impedance of such an element in an array 
environment is dependent on both the frequency and beam scan angle. An experimental 
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approach of evaluating the input impedance consists of using a small subarray (one or more 
elements) in a waveguide which simulates an infinite array (image theory) and the dominant 
waveguide propagating mode simulates addition of two plane waves impinging on the array at 
angles symmetrical with respect to the array normal. 
The development of moment method based code using an integral equations approach 
would have taken several years. Instead of developing a special code, we used a generalized EM 
solver based on the three dimensional TLM method. The actual waveguide simulator geometry 
was gridded as shown in Figure 6. It took about one month for an engineer familiar with the TLM 
code to develop the TLM nodes, impose appropriate boundary conditions, specify material types, 
and provide appropriate terminations at the two ends of the waveguide. Figure 7 shows a 
comparison between the measured and computed return loss of an element in a waveguide 
simulator as a function of frequency. It should be noted that each frequency point also 
corresponds to a unique scan angle. The agreement between the computed and measured data 
is excellent. 
A traditional empirical design process would have taken more than six man-months of 
efforts to arrive at the phased array element design. With an electromagnetic simulation tool such 
as TLM, we have been able to accomplish the design in less than two man-months. 
One of the advantages of the numerical electromagnetic solvers is the availability of the 
electric and magnetic field data over the computational domain. The display of these fields can 
provide valuable information on the manner in which various boundaries and materials affect the 
flow of the fields. Figure 8, for example, shows a four flared notch element array in which one of 
the elements is excited while others are terminated in 50 ohm loads. Figure 9 displays the Ex and 
Ey components of the field in the cross-sectional planes defined in Figure 8. The fields within the 
slotline and between the ground planes of the notch elements, as well as in the space between 
the notch elements, are shown in this Figure. The coupling between elements can be visualized 
by assessing the strengths of the slotline fields in the neighboring elements relative to those in 
the excited element. Such display of the fields in different cross-sectional planes gives the 
designer a new visual tool with which to manipulate the geometrical and material properties of 
the radiating structures to achieve the desired results. 
5.        Role of CAEME in the Electromagnetic Training 
As a corporate sponsor of CAEME, Texas Instruments plans to work with other members 
of the advisory council in recommending software development projects beneficial not only in the 
traditional classroom, but also in the corporate engineering environment. The availability of this 
training software is important not only for design cycle time reduction, but in maintaining the 
technical currency and vitality of the engineering group. Another important benefit of the 
electromagnetic educational software is in exposing other members of the concurrent engineering 
team such as producibility, reliability, and manufacturing engineers to the basic electromagnetic 
concepts using visual electromagnetics. 
Table 1 shows a matrix of electromagnetic training needs in an Antenna Laboratory. 
Training extends from simple visualization to the use of advanced design and analysis tools. The 
training appropriate to each segment of the engineering population is shown in this Table. In 
partnership with CAEME, the training aids to meet the needs of various engineering population 






Figure 1. Conventional Design Model for Antenna Systems 
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Figure 2. Conventional Learning Cycles and Coupling to the Design Process 
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Figure 9. Electric Field Maps at Different Cross-sections Within Four Element Array Cell Shown 
in Figure 8 
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TABLE 1.  ELECTROMAGNETIC TRAINING MATRIX 






EM PHENOMENA UNDERSTANDING/ VISUALIZATION       | 
-      RADIATION X X X 
-       GUIDED WAVE PROPAGATION X X X 
-      REFLECTION, DIFFRACTION AND SCATTERING X X X 
-      POLARIZATION X X X 
RF CIRCUIT/RADIATING STRUCTURE DESIGN                     | 
VISUALIZATION OF FIELDS/CURRENTS ON FEED 
AND RADIATING ELEMENTS 
X X 
VISUALIZATION OF REFLECTION AND RADIATION 
AT CIRCUIT DISCONTINUITIES 
X X 
IMPEDANCE MATCHING X X 
MICROWAVE NETWORK ANALYSIS X 
COMMERCIAL DESIGN TOOLS X X 
IN-HOUSE DESIGN TOOLS X X 
RADIATION/SCATTERING ANALYSIS                                      | 
VISUALIZATION OF COMPLEX FUNCTIONS X 
VISUALIZATION OF DIFFERENTIAL AND INTEGRAL 
OPERATIONS ON VECTOR FIELDS 
X X 
-      VISUALIZATION OF GREEN'S FUNCTIONS X 
-      VISUALIZATION OF GEODESIC PATHS X 
-      MODAL ANALYSIS X X 
-      MOMENT METHODS X X 
-      GTD, PTD, UTD X X 
-      FEM, FDTD, TLM X X 
-      TRANSVERSE MODAL ANALYSIS X x 
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by 
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Abstract 
The comprehension of electromagnetic phenomena requires students to 
develop an ability to visualize four-dimensional fields represented by vectors that 
depend on the spatial coordinates and time.  Often the complexity of the fields makes 
it extremely difficult for the beginning student to correctly interpret the wide range of 
fundamental abstractions and principles which form the basis of time varying 
electromagnetism.  For example, few students ever gain proper appreciation of the 
radial wave nature and attendant phase reversals of something supposedly as 
straightforward as axial current flow in a round wire at power frequencies.  Nor do 
they readily comprehend the nature of the instantaneous electromagnetic fields in 
simple wave reflection problems. Using combinations of readily available software on 
Apple Macintosh® computers the authors have developed computer animations that 
effectively illustrate fundamental concepts.  The production of such movies is effortless 
and requires only a small investment in time. The methodology, typical movie 
preparation, and the software and hardware requirements are discussed. 
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Introduction 
The use of computer movies can greatly enhance classroom presentation of 
electromagnetic phenomena [1,2,3,4], but movies to address the full range of 
fundamental concepts that must be dealt with in typical electromagnetics courses are 
not widely available to individual instructors. This paper presents a very simple — yet 
flexible — approach to the preparation of computer movies. Using Apple Macintosh® 
computers equipped with typical office productivity and desk-top presentation 
software, an individual instructor can personally author a sophisticated movie and 
tailor it to his or her needs. A typical movie can be planned and prepared at the 
instructor's desk in a matter of a few hours at most, and classroom presentation will 
be seen to be as simple as using an overhead projector. The basic methodology for 
preparation and presentation of a movie, and the software and hardware requirements 
are discussed. 
Preparation of a movie 
The phenomena that are to be displayed in a movie are time-varying, though 
not necessarily time-harmonic. The period of time over which the phenomena are to be 
observed is divided into equally spaced time intervals.  The objective is to choose a 
sufficient number of intervals so that the phenomena change only marginally from 
frame to frame, but not so many as to incur unnecessary labor in the preparation of 
additional frames.  For time-harmonic phenomena, 24 frames per cycle are generally 
satisfactory, while the number of frames can vary widely for non-harmonic cases.  One 
image of a phenomenon is produced for the beginning of each time interval. These 
images, or frames, are then recorded and played back sequentially as a movie. 
For time-harmonic phenomena it is convenient to loop the sequence into an 
endless display.  The speed at which the movie runs may be varied for optimal effect, 
or the movie can be advanced a single frame at a time. Such film strips, with 
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explanations supplied by the instructor during presentations, are generally adequate. 
However, several filmstrips can easily be assembled to form a completely self- 
explanatory composite movie with titles and equations. All the steps that are 
necessary to produce a movie are implemented in "off the shelf software packages 
so that no intricate programming is required. Even novice computer users who have a 
basic familiarity with the Macintosh environment can quickly become proficient at 
creating their own movies. 
In all cases an equation or several equations have to be established that 
describe the curve or surface which is characteristic of the phenomena that are to be 
graphically displayed, such as a distribution of field amplitude or the location of lines of 
force.  These equations contain one or more spatial variables and time.  The equations 
must first be evaluated at the beginning of each time interval for the coordinate 
locations that define the space in which the phenomenon is to be viewed. There are a 
number of software programs available for the Macintosh computer that can display 
curves and surfaces with as little effort as typing in the equation or equations.   Such 
programs as Matlab [5], Systat [6], Theorist [7], and Mathview Professional [8] 
present the data in a variety of graphical formats.  The images so created can be 
stored in the Scrapbook, a standard feature of the Macintosh operating system. 
Alternately, spread sheet programs, such as Microsoft Excel [9], or user 
programs written in Fortran or other languages, can be used to evaluate the equations 
and to write tables of coordinates as text files.  Raw numerical data produced in this 
way can be easily imported into a suitable graphing program, such as Excel's Chart 
window, Cricket Graph [10], or indeed into one of the programs previously mentioned, 
such as Matlab or Systat, where the images can be rendered and stored as before. 
The approach selected is largely a matter of choosing the desired level of 
sophistication of the graphical output. Programs such as Cricket Graph provide 
elaborate 2-D graphics with control of axes, labelling, line width, font and so on, but 
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cannot be used in the numerical evaluation of the equations.  On the other hand, 
programs such as Matlab provide basic 2D and 3D images, but with little editing 
control of the images. 
The final assembly of images into film strips can be achieved with any one of a 
number of animation programs [11]. The authors have found Video Works II [12] 
entirely satisfactory (Macromind, Inc., makers of Video Works II, have a more 
powerful program called Director). It is extremely easy to use and incorporate a basic 
drawing capability that permits the editing and enhancement of graphical images, as 
well as the addition of text. 
The general approach outlined above can be thought of in terms of four separate 
steps, namely, formulate, calculate, graph and assemble. Thus, for example, 
preparation of a simple film strip to represent plane wave reflection at a dielectric 
interface could proceed as follows: 
1. Formulate 
The electric fields are expressed in the two regions by the standard 
expressions 
el = E0e-aiZcos{at-ßlz) + E0\r\e+aizcos{ox + ßlz + ^) 
e2 = E0\T\e-a2Zcos{cot-ß2z + 6) 
where T = |r|Z0  is the reflection coefficient 
and      T = [T|Z0 is the transmission coefficient. 
The objective is to present this e-field information in a conventional 2-D 
graphical format with the horizontal axis coinciding with z, the direction of propagation, 
and with the vertical axis representing the instantaneous field amplitude. 
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2. Calculate 
A convenient way to evaluate these expressions the several thousand times 
necessary to provide values for the field at each of 100 to 200 axial locations for 24 
separate instances of time is with a spreadsheet program, such as Excel by Microsoft. 
The mechanics of the construction of the spread sheet will be obvious to anyone 
familiar with this type of program. The complete construction of this spread sheet, 
which will contain the data for the entire filmstrip, can be accomplished in well under 
an hour. Excel permits storage of the results in text format, allowing other programs, 
such as Cricket Graph, to read the data directly. Alternately, these calculations could 
be made using a matrix based program, such as Matlab, using its own high level 
formula-like command language. 
3. Graph 
The next step is to prepare the 24 individual graphical images that will 
comprise the filmstrip. A graphing program such as Cricket Graph can directly open 
and read the data stored in step 2, and organize it into a row and column format 
identical to that of Excel. A two-dimensional graph of any of the electric field 
quantities versus axial position can then be produced, and in addition Cricket Graph 
permits the axes to be labelled with any desired font, the image to be resized, and 
additional text, legends, arrows, and so on, to be added.  Using this method, all of the 
24 individual frames are created.  They are then stored by copying them to the 
Clipboard and then into the Scrapbook  (standard features of the Macintosh operating 
system). Figure 1 illustrates one frame from such a wave reflection movie. Steps 2 
and 3 are combined into a single step if Matlab is used, but the graphical presentation 
is less flexible. 
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Figure 1:  Instantaneous electric field amplitude of a wave in free space, normally 
incident on a dielectric half-space of relative dielectric constant 4.  The standing wave 
pattern is designated by lightly dotted lines. 
4.        Assemble 
The 24 frames are now assembled to form a filmstrip that will run as a 
continuous loop depicting the instantaneous field variations in the vicinity of the 
dielectric interface by using any one of a number of animation programs [11].  For 
example, using Video Works II, the process is as simple as copying the stored images 
to a "cast window".   From the cast window, cast members are moved onto the 
"stage" in the order in which they are to be shown, simultaneously creating a movie 
"score".   Assembly of a movie, once the graphical images have been created and 
stored (steps 2 and 3), rarely takes more than a few minutes. 
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The authors have produced, and incorporated into their classroom 
presentations, many such filmstrips designed to illustrate specific conceptual points on 
such topics as 
wave reflections (normal and oblique incidence) 
total internal reflection and Brewster angle 
wave polarizations 
phase and group velocities 
distribution and propagation of fields in waveguides 
eddy currents in metal strips and round wires 
skin depth 
current and charge distributions on wire antennas 
electric lines of force in dipole radiation 
phased arrays 
Projection 
While small classes may view the movie on the computer monitor itself, some 
means of projecting the image will generally be required.  One could for instance, prior 
to class time, photograph the computer screen as the movie runs with a conventional 
movie camera for later projection. One could also record the movie on videotape. 
There are several commercially available systems for large screen projection of such 
video images. A much simpler and more flexible approach (and used exclusively by the 
authors) is to use the Kodak Datashow HRIM Projection Pad with an overhead 
projector. 
System Requirements 
Most of the software mentioned above for the preparation of a filmstrip can be 
used on any currently available Macintosh computer. However, the professional 
versions of Systat and Matlab require a math coprocessor. Moreover, systems without 
coprocessors are limited to rather low frame speeds when running Video Works II. A 
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hard disk is necessary. The authors have been using a Mac SE/30 system with 8 MB 
RAM and an internal 80 MB hard disc. 
Conclusions 
Movies for the visualization of electromagnetic phenomena are easy to 
prepare, can be easily structured to reflect an instructors preferred style of teaching, 
and can be integrated into a lecture as easily as any other overhead illustration, using 
readily commercially available hardware and software. The movies produced by the 
authors have been well received in the classroom.  They have helped students to 
clarify important concepts, have stimulated student thought, and have heightened 
student interest in the study of electromagnetics. 
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Abstract 
Computer algebra operates on symbolic expressions, rather than numbers, to 
obtain solutions to problems. This allows solutions to be derived using the classical 
analytical techniques, and gives answers as formulas. The use of computer algebra 
offers all the traditional advantages of symbolic methods. The effect of parameter 
changes is easy to determine, derivatives can be obtained exactly, and three dimen- 
sional problems can be solved in reasonable times and memories. 
The principal drawback of analytical techniques has been the difficulty in car- 
rying out the steps in the solution, and the resulting scarcity of available solutions. 
This paper describes the development of computer algebra methods for the sys- 
tematic derivation of solutions of Laplace's equation for a wide variety of geome- 
tries and materials. These solutions are then entered into a database which can be 
accessed by a user in terms of the geometry of the problem, the nature of the 
sources, and the types of materials. The solution is presented as a formula in a 
computer text document. The formula appears as a symbolic expression, which can 
also be evaluated numerically or plotted, if desired. 
INTRODUCTION 
Packages which carry out computer aided solutions of the electric and magnetic field equa- 
tions are usually considered as combinations of three separate parts. The fundamental section in the 
solution engine, which performs the mathematical operations needed to produce the solutions. The 
other two parts, often called the preprocessor and the postprocessor, are concerned with gathering 
information about the problem, and explaining the result to the user. 
Currently, a number of solution engines are popular in electromagnetic solvers. In general, 
each is based on a single formula (or algorithm) which is applied to a large number of points in the 
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region of interest. For example, a finite difference engine might be based on the relaxation tech- 
nique, in which the potential and every grid point is continually approximated as the average of 
potentials at the surrounding points. More complicated algorithms which allow non-uniform spac- 
ing of the points are normally used in finite element methods. In all of these numerical solution 
engines, the computer's main contribution is the solution of a large number of equations of the 
same form, but applied to different points or regions. 
This set of equations represents an approximation to the actual situation, since they are 
formed by breaking the continuum of space into discrete elements or cells, and then taking some 
kind of average over each cell. Once these equations are obtained, they can be solved as accurately 
as the computer allows, but the equations are themselves only an approximation. In practice, extra 
care is needed when the fields can vary significantly over the extent of the cells. Some examples of 
problem areas are sharp points, combinations of very large and very small objects, and the need to 
calculate derivatives of the solution. Such problems are normally attacked by reducing the cell size, 
but this also increases the number of equations to be solved. For many problems, the size and 
speed of the computer needed to solve the equations becomes a serious limitation, especially in 
three dimensions. 
The work described in this paper offers an alternative to the traditional numerical solution 
engine. Instead of solving large sets of similar equations, it uses a single analytical expression 
which is the exact solution for the problem at every point. This is the same technique taught in in- 
troductory courses. This approach removes the difficulties associated with the discretization of the 
region of interest, but it replaces it with a need to supply a different analytical solution for each 
problem of interest. The present paper describes one approach to a computer aided analytical solu- 
tion of Laplace's equation, which is intended for student use in undergraduate electromagnetics 
courses. 
INTERFACE 
Although the primary thrust of this research is the development of the analytical solution en- 
gine, there are a number of requirements which are easier to understand in terms of the user inter- 
face. In the current version [Crowley 1991b], the student selects a problem by interacting with the 
preprocessor through a window like that shown in Figure 1. The selection process consists of a 
two step procedure. The first is selecting a general geometrical description of the problem. The 
choices are listed in a popup menu shown in the upper left of the figure. In this example, spherical 
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Fig. 1. The problem definition window 
Once the user selects a geometry class, the program displays a selection bar of icons repre- 
senting the various problems in its database. Figure 1 shows the problem of two concentric elec- 
trodes. A selection of the other available problems is shown in Figure 2. These are the problems 
most likely to be encountered by a student taking the Junior level course in electromagnetism in the 
standard Electrical Engineering curriculum, using textbooks like Hayt [1989] or Rao [1991]. The 
problems involve , electrodes, point charges, line charges, surface charges, and dipoles in rela- 
tively simple arrangements. The electrodes must be flat, circular, or spherical, and arranged so that 
the symmetry of the problem leads to a solution that is a function of one variable. 
137 
+ 




ff + T + t-f4 
k\\\\\\\\\\\\\N 
K\WN\\WI 
Figure 2. Selected problems in the database 
After the geometry of the problem has been selected, the user can enter new values for any of 
the parameters, to bring the general solution into accord with the problem at hand. For example, an 
electrode can be grounded by setting its potential to zero, or a circular electrode can be enlarged by 
changing its diameter. At this point, the user's job is finished. The rest of the solution will be car- 
ried out by the program as soon as the 'Solve' button on the input window (Figure 1) is pressed. 
In presenting the completed solution, the program performs the following steps: 
1) Create the general solution from the canonical form which is stored in a database; 
2) Substitute the user parameters in the appropriate places; 
3) Simplify the resulting expression; 
4) Format the expression for legible output. 
The output of the solution process is presented as a computer 'notebook', which contains the 
boundary conditions and other descriptive material on the problem, as well as the expressions for 
the solution. A part of a typical notebook, is shown in Figure 3. This window has standard text 
editing capabilities, so that notes, comments, or longer descriptions of the problem can be added 
by the user. The text can be saved in a file, and individual portions can be copied and pasted using 
the standard Macintosh techniques. For example, the formatted equation can be copied from the 
output window and pasted into a standard word processor. 
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The heart of the solution engine in this appoach is the database of canonical solutions for dif- 
ferent problems. For student use, this database could be constructed by hand from the solutions in 
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Standard texts, but a computer-aided technique was developed and used here so that the engine can 
be later extended to a much larger selection of problems. The computer program, written in Math- 
ematica, includes the following steps: 
1) The problem specification structure file is read; 
2) Starting with a general form of the solution, the boundary conditions are applied to find 
the arbitrary constants in the potential expression; 
3) The metric coefficients are calculated from the definition of the coordinate system; 
4) The gradient of the potential (electric field) is calculated from the potential expression and 
the metric coefficients; 
5) The divergence and curl of the gradient are calculated to ensure that the field solution sat- 
isfies Laplace's equation; 
6) The newly derived expressions for potential and electric field are written to a new problem 
specification file. 
As an illustration of the method, the program fragment used to perform step 2 is described 
below. The general solution form contains several arbitrary constants, which are needed to match 
the boundary conditions. For two parallel electrodes, the general solution for the potential can be 
written as 
9 = A + Bu 
The constants A and B are determined by evaluating the general solution at all the boundaries. For 
a one-dimensional problem with two electrodes, this gives the two equations 
Vj = A + B ui 
V2 = A + B u2 
which are to be solved for the unknown constants A and B. Substituting the values back into the 
general equation gives the solution for the potential. The program which carries out these steps is 
shown in Figure 4. The program statements are shown in bold face, and the output of the program 
is shown immediately following each statement. 
This example is the simplest process to be carried out. Others, such as evaluation of the met- 
ric coefficients in arbitrary geometries 
,       ,    (ax\2    (ay\2    Idzf guu(u,v,w) =   —    + M-    +   — 
\d\ij       \du)       [du] 
or the evaluation of the electric field 
id*. i     d<b-. i     3*- 
E  =  -V<J>  =  --L= lu - -j±= lv  ~-p== lw Vgw du Vgw  dv 'S** 3w 
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Y   := A + B u ~~~ JP 
eql   :=   (Yl  ==  A  +  B  u)   /.   u  ->  ul ] 
eql ] 
VI == A + B ul ] 
eq2   :=   (Y2  ==  A +  B  u)   /.   u  ->  u2 ] 
eq2 ] 
Y2 == A + B u2 ]. 
30I11 =  Solve  [{eql.   eq2}.   {A.   B}] ] 
Y2 ul      Yl u2            Yl        Y2 
{{A -> -.( ) + . B -> -( ) + }} 
-ul + u2   -ul + u2       -ul + u2   -ul + u2 
genSoln = (A + B u) /. soln 
Y2 ul      Yl u2           Yl         Y2 
{_( ) + + u <-( ) + )} 
-ul + u2   -ul + u2       -ul + u2   -ul + u2 
genSoln /. Yl -> 0 
Y2 u     Y2 ul 
{ > 
-ul + u2  -ul + u2 
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Figure 4. Mathematica code to evaluate constants in general solution 
require more complicated Mathematica programs which can deal with derivatives, trigonometric 
relations, and the like. The output of these Mathematica programs is a data file which contains all 
the information needed to specify a problem and construct its solution. Details of these files have 
been presented in an earlier paper [Crowley 1991a] 
SUMMARY OF RESULTS 
The version described here was tested in an undergraduate class at the University of Illinois. 
Assessments performed by the students indicate that this approach is helpful in carrying out as- 
signments, and in exploring new areas, but that more work needs to be done to expand the solution 
database and provide explanations of the solution process to aid in learning the subject. 
141 
The entire Macintosh program, including the solution database and graphical resources for 
the user interface, is only 265 Kbytes in size. The program can also run in a very small memory 
partition, on the order of 300K. This is an important result for a program intended for student use, 
since students rarely own computers with large memories. It is especially encouraging because no 
effort was made to optimize the memory usage for the program in the current version. 
Another beneficial result was the ability of the test program to return a simplified analytical 
expression for the solution in a fairly short time (on the order of seconds) for most problems. 
Along with the modest memory requirement, this auspicious result can be traced to the decision to 
use a solution database, rather than to attempt to perform the entire solution on demand. 
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ABSTRACT 
The objective of this paper is to provide insight to the sensitivity of antenna patterns to the 
resolution of the scattering platform using GEMACS Version 5.0. GEMACS uses the uniform 
geometric theory of diffraction (GTD) for analysis of electrically large objects. The GTD modeling 
elements available in GEMACS consist of flat plats and elliptic cylinders with endcaps as shown in 
the following figure. A full structure can be built by using combinations of these elements. The 
essential question to ask is how much fine detail do I build into my model and how will this affect the 
resultant output data. This paper will address this issue as it pertains to a study that was performed. 
Cylinder 
Figure 1. GEMACS GTD Modeling Elements 
1.0 INTRODUCTION 
The study recently completed was to analyze the performance of UHF blade antennas on the 
E-8A aircraft for air-to-ground and air-to-air communications. The GEMACS V5.0 code was used to 
perform the analysis. The desired results were to maximize the coverage of the antenna and to 
minimize any coupling from other UHF blades in the antenna group. This paper concentrates on the 
modeling and validation of the antenna and aircraft. 
The antenna under analysis is a SENSOR dual UHF/L band blade antenna with vertical 
polarization. Its patterns are Omni/az and Cos/El. The antenna model was validated against 
measured monopole antennas over finite ground planes. 
This work was sponsered by Rome Laboratory under contract F30602-90-D-0120 
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The aircraft model was constructed using GTD cylinders and Hat plates   Figure 2 shows the 
full model of the aircraft.   Different versions of this model were used for the different antenna 
locations. 
Figure 2. E-8A GTD Model 
The aircraft/antenna combination was validated by using data measured from a 1/20 scale 
model by Grumman Corp., Melbourne, FL. 
2.0 AIRFRAME MODELING 
2.1 Basic Airframe 
The basic GTD model of the E-8A was obtained from Rome Laboratory (RL). It was 
constructed by Dr. Edgar L. Coffey of Advanced Electromagnetics for the ADI support program at 
RL This model was ufed as the jumping-off point for.the analyse effort.. Initially tlie aircraft model 
was used without engine nacelles or pylons and the wings were perpendicularto theWf^hB 
was done for simplicity to get a first cut view of how good the model was. The model is shown in 
Figure 3. 
The dimensions of the fuselage, wings and stabilizers were compared with measurements 
taken from the 1/20 scale model E8-A at RL. 1/20 scale drawings of the aircraft fuselage were also 
obtained from RL later in the effort and the GTD model was compared to these: as well. Based on 




Figure 3. Basic E-8A GTD Model 
2.2       Modifications to the Basic Airframe Model 
As stated, the model was modified during the initial stages of the analysis effort. These 
modifications involved adding detail to the model to make it more closely replicate the actual aircraft 
in a physical and an electrical sense. The following list is a brief summary of the evolutionary 
modifications done to the basic model: 
- Attached engine nacelles and supports 
- Attached a simplistic nose cone 
- Canted the wings and engines up by 7° 
- Constructed a more realistic nose section 
- Smoothed the leading edge of the vertical stabilizer 
- Added the radome on the belly of the fuselage. 
Each of these modifications is now discussed in relation to its contribution to the antenna analyses. 
2.2.1    Addition of Engine Nacelles 
After the initial analyses with the basic model, the engine nacelles and their supporting 
pylons were added to the wings. The nacelles are a set of collinear cylinders with radii that closely 
match that of the actual engine. The support pylon is a simple flat plate to make the connection 
between the engine and the wing. The following figure shows the GEMACS model of the engines. 
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Figure 4. Engine Nacelle with Mounting Pylon 
The following figure shows the resulting GEMACS model after the engines have been added. 
The resulting model now consists of nine (9) cylinders and nine (9) plates. 
Figure 5. Model with Engines and Pylons 
2.2.2    Simple Nose Cone 
The next area of concern in analyzing the preliminary analysis results was the area covering 
the nose of the model. In the basic model the nose had been the truncated cylinder with a flat 
endcap. The pitch plane patterns in this area (theta from 80 to > 90 degrees) were sharply 
truncated The data obtained from measurements showed that the pattern actually slowly tapered oft 
as theta went down past the nose. This was attributed to the pattern creeping down around the 
rounded nose of the actual aircraft. Figure 6 shows the airframe model with the simple nose cone 
attached. 
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Figure 6. Model with Simple Nose Cone 
2.23    Canted Wings 
The basic model of the E8-A airframe was built using flat plates for the wings that were kept 
in the X-Y plane. The actual wings on the aircraft have an upward cant of approximately 7°. This 
cant was applied to the GEMACS model to assess the impact on the antenna patterns. The resulting 
geometry is shown in Figure 7. 
Figure 7. Model with Canted Wings 
The major difference in the antenna patterns was that lobing in the patterns was emphasized 
with the cant added to the wings. This enhanced lobing structure more closely followed the 
measured data that was supplied by Grumman and Rome Laboratory. Figure 8 shows the difference 
in the antenna roll pattern for the flat versus canted wing model. 
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Figure 8. Comparison of Patterns for Flat vs Canted Wings 
2.2.4    More Complex Nose Section 
The simple nose that was described earlier was an attempt to see the trend in the antenna 
pattern if the nose section was modified. Since the results were encouraging, a more complex nose 
section was built. This section has a tandem set of plates tapered at different angles to simulate two 
sections of the real aircraft, 1) just over the cockpit, and 2) from in front of the cockpit to the tip of 
the nose Also the cylinder for the fuselage was shortened an appropriate amount to account for the 
added nose section. Figure 9 shows the GEMACS model with this new nose section added. Figure 
10 is the new pitch plane pattern that was obtained by using the more complex nose cone. 
Figure 9. Model with Complex Nose Section 
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Figure 10. Pitch Plane Patterns for Complex Nose Addition 
2.2.5    Vertical Stabilizer Modification 
In the baseline antenna analyses it was noted that for the antennas on the top of the fuselage 
there was a deep null in the rear portion of the pitch plane pattern (Figure 11). 
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Figure 11. Pitch Plane Pattern with Null 
After some investigation it was determined that the model of the vertical stabilizer was 
causing the null. The stabilizer was made of a flat GTD plate and in the x-z plane looked like a knife 
edge, whereas the real stabilizer has an elliptic airfoil shape.   In order to approximate this airfoil 
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shape a series of flattened cylinders was molded to the leading edge of the stabilizer as shown in 
Figure 13. The full model with the modified stabilizer is shown in Figure 14. 
Figure 13. Vertical Stabilizer Modification Steps 
Figure 14. Model with Modified Vertical Stabilizer 
The same pattern cuts were performed using this new model of the vertical stabilizer. The 
resulting pattern has a much shallower null than without the modified tail (Figure 15). 
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Figure 15. Pitch Plane Pattern after Tail Modifications 
3.0       SUMMARY 
As shown, the accuracy of a GEMACS model has direct bearing on the analysis being 
performed. This paper touched on some of the ways in which an aircraft model can be enhanced to 
more closely replicate the actual structure. For any modeling and analysis effort this job will entail 
different details but the overall thought process should be relatively the same. Identify weaknesses in 
the model via anamolies in the patterns and refine the model in that area. One other thing that must 
be kept in mind when developing a model is that the process is never quite complete. Rather, it is an 
iterative process in which a model is developed then run through an analysis and then the model is 
refined based on the results of the analysis. It should be understood that there is a point of 
diminishing return for the effort that is put into the model. This will be different for each modeling 
effort. On top of this, for any given analysis several different models may need to be built that 
provide the necessary resolution to give accurate results for different situations in the analysis. 
In performing this analysis we found that using plates to replicate a curved surface introduced 
errors in the patterns generated. One feature that could be added to the GEMACS code that would 
further enhance this t^>e of model would be the ability to selectively turn GTD element edges ON or 
OFF. In this way, the plates used to build a curved surface such as the nose cone could more closely 
mimic that actual surface. 
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VALIDATION OF THE CROSS SECTION AND GLINT 
EVALUATION SYSTEM1 
Michael T. Husar, Andrew J. Terzuoli, Jr. 
School of Engineering 
Air Force Institute of Technology 
Wright-Patterson AFB, Ohio 45433 
Abstract 
The Cross Section and Glint Evaluation System (CAGES) is a Radar Cross Section (RCS) prediction software 
package2, which provides both time and frequency domain output. This simulation package has potential uses in 
target identification as well as signature prediction of air targets. CAGES uses primitive targets such as flat plates, 
cylinders and truncated cones to model complicated targets. The electromagnetic theory is based on Physical Optics 
(PO) and Geometrical Optics models. This paper compares the RCS predictions of CAGES primitives to a Uniform 
Theory of Diffraction (UTD) model and measurement data. Assessments are made on the domain of applicability 
of CAGES to perform accurate RCS prediction for the target identification role. In general CAGES matches both 
UTD and measurements in the regions where the specular return is the prominent contributor of the total RCS. The 
error increases as the aspect angle moves away from the specular return. Time domain problems are pointed out 
where they are relevant to the target recognition role. 
Introduction 
General Issue. High confidence aircraft identification is a chronic problem in the tactical Air Force. Radar 
Cross Section (RCS) is rapidly becoming more important as a means of classifying and identifying a target. An 
identification system based on the RCS of the target requires an RCS data base of potential targets. One such model, 
Cross Section and Glint Evaluation System (CAGES), is under development to provide all-aspect synthetic time 
domain RCS data. 
RCS Modeling Using Primitives. CAGES uses simple shapes (primitives) to simulate each major scattering 
center on a target. Example primitives include truncated cones, ogives and cylinders. A generic aircraft could be 
modeled as in the following example. The wings could be truncated elliptical cones, the fuselage a series of 
cylinders and truncated cones, the engines as cavities, the radome as a dielectric ogive, the antenna a circular plate, 
the cockpit a combination of flat plates and the edges as cylinders, thin wires or wedges. Whether a particular 
feature such as the rear stabilizer is a source of scattering depends on the orientation of the target. 
Scope. CAGES (Version 7) is used in this study and is capable of computing the RCS in both time and 
frequency domains. The validation focuses on the accuracy with which CAGES predicts the most significant 
scattering centers of primitives with the radar receiver and transmitter collocated (monostatic). Assessments are made 
on the accuracy of the time domain impulse response. Results include comparisons with theoretical techniques, 
measured data, and a reference RCS code. 
'Sponsored by the U.S. Air Force Wright Laboratory. Avionics Directorate, Mission Avionics Division, Target Recognition Branch. 
Written by General Dynamics, Pomona Division [5] 
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Validation 
Validation Baseline. Numerous theoretical techniques are available for predicting the RCS of the primitive 
shapes used by CAGES. The Uniform Theory of Diffraction (UTD) was used as the baseline for comparing the 
electromagnetic scattering from edges. RCS-Basic Scattering Code (RCS-BSC) version 2.0 is based on UTD and 
written by The Ohio State University ElectroScience Laboratory [1]. RCS-BSC has been tested and validated against 
a variety of primitive shapes which are common to CAGES. 
Validation Procedure. The following steps were tailored to this problem using steps recommended in the tutorial 
by Sargent of the Simulation Research Group [2]. Form an agreement with the sponsor on what is to be validated 
and what techniques are considered appropriate. Examine the assumptions and theories underlying the model. 
Consult with knowledgeable people in the RCS modeling community about the techniques used and the 
reasonableness of the input/output data. Compare model output with a standard for various aspect angles, 
polarizations, primitive sizes etc.  Document the tests performed and justify the conclusions drawn. 
Theory 
The concept of RCS refers to the effective echoing area of a target [3]. First assume the radar is at the center 
of a spherical surface containing the target. The RCS of the target is the area on the sphere's surface that 
isotropically reradiates all of its incident power at the same power per unit solid angle as the target reradiates toward 
the radar receiver. RCS is a far field expression with respect to the scatterer and mathematically may be described 
as: 
\S'\2 „(mV^tf-IS-L (1) 
with the range (R) in meters and other terms the incident electric field E' and scattered electric field E\ 
High Range Resolution Radar. The definition must be modified for High Range Resolution (HRR) radar since 
individual scattering centers on a target are detectable. The target's RCS as described by equation (1) is the coherent 
sum of these individual returns. The RCS is modified by retaining the time each return arrives at the receiver with 
respect to some reference point on the target. The magnitude may be saved in (m2) or any convenient units. 
CAGES directly obtains the time domain RCS by geometrically calculating the down range scattering center position 
based on the location of the primitive in the model file. This target impulse response is convolved with the radar 
impulse response and then measured data noise samples are added to obtain the final synthesized signature [4], 
Results 
RCS with respect to aspect angle for CAGES, RCS-BSC and measured data is presented and discussed for square 
and rectangular plates, circular plates, truncated cones, finite cones and circular cylinders. Sizes and incident angles 
are varied to show the domain of each CAGES primitive tested. The RCS is plotted verse azimuth angle ($). 
Square Plates. Plates are used in the cockpit and for flat surfaces on the body of aircraft. Double diffractions 
occur when the electric field has a component perpendicular to the plate and in the plane of incidence, which is 
horizontal polarization for this geometry (see Figure 1). The plot in Figure 2 shows excellent agreement between 
RCS-BSC and measurements for plates. An equivalent plot of vertical polarization would look like the RCS-BSC 
trace seen in Figure 3. . CAGES is polarization independent because of the physical optics solution used in this 
version. Future versions of CAGES are scheduled to include diffraction effects based on the Physical Theory of 
Diffraction (PTD). For target recognition only the regions near specular are useful, and therefore CAGES is accurate 
where it needs to be. In the time domain, second order returns would not effect the position or magnitude of first 
order peaks unless both peaks were within the same resolution cell of the radar. Two first order time domain returns 
originate from the vertical edges and are separated by about one nanosecond at <p=10° for a one meter wide plate. 
CAGES predicts only one return originating from the center of the plate. The plot in Figure 4 shows that the same 
conclusions apply to a 50A. electrically large plate. 
Circular Plate. The circular plate is used primarily to model antennas and therefore the incident field would 
pass through a radome adding frequency selective attenuation. The radome and attenuation effects were not 
addressed in this study. The results were similar to those of square plates with the exception that sidelobe levels 
drop-off faster for circular plates. In the regions near specular, no polarization dependencies exist and only vertical 
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polarization is presented in this paper. The geometry is displayed in Figure 5 along with the locations of the two 
time domain returns. RCS-BSC matches measurements within two dB as shown in Figure 6. The plots in Figures 
7 and 8 compare RCS-BSC to CAGES for 5\ and 50X diameter plates. The same conclusions apply to both; 
however, for the larger plate the same time domain error in square plates is present. The magnitudes of the actual 
radar returns would spread out in the time domain due to the finite bandwidth of the radar. The two pulses would 
be resolved only if the separation in time is greater than the resolution of the HRR radar. 
Truncated Cones. Truncated Cones (TC) are useful for sections of the fuselage. Two subsets of the TC are the 
Elliptical TC (ETC) and the finite cone The TC has three first order scattering centers visible at one time as seen 
in Figure 9. TCs are constructed with three primitives in CAGES (TC, and two circular plate endcaps). The 
scattering center for a CAGES circular plate is in the center of the endcap so scattering centers 1 and 4 are shifted 
to the center of the endcaps. This time error is the same as for circular plates however the problem goes away in 
most target recognition situations since scattering points 1 and 4 are typically shadowed by other primitives. 
As the plot approaches the broadside peak (120°) in Figure 10, CAGES agrees exactly for the mainlobe and is 
within 3 dB for the first sidelobe. The agreement is better because PO is very accurate near specular. The final 
region from 135° to 180° is influenced by three contributors. The disagreement at 180° is attributed to the lack of 
a diffracted field off the back rim in CAGES. This return is adding out of phase with the circular plate and shows 
up in RCS-BSC where the diffracted field is accounted for. 
The TC model was found to give inconsistent results as the electrical size increases. The plot in Figure 11 
shows excellent agreement in the region from ^»=90° to 180°. The agreement at <(>=180o is better because the back 
rim and the front endcap are no longer out of phase. The problem manifests when the endcaps are increased to 10X 
and 20X. The CAGES sidelobes are approximately 5 dB higher than RCS-BSC. At the mainlobe ($=110°) a 9 dB 
null appears in the CAGES trace while the RCS-BSC trace is smooth. This problem appears to be related to a 
problem found when looking at elliptical truncated cones. General Dynamic found an error in the CAGES source 
code which reportedly corrects the problem. This is a prime example of the need to revalidate the primitive models 
after each release to insure new errors are not introduced. 
Finite Cone. The Finite Cone is a special case of the truncated cone in CAGES and RCS-BSC. There are many 
higher order effects on a cone which include interactions between the tip and rim, and creeping waves cross the back 
circular plate of the cone. These effects are not included in CAGES and this is assumed to be correct considering 
how the cone is used. The creeping wave across the back of the cone is eliminated when the cone is connected to 
another primitive such as a cylinder. The tip-rim interactions are significantly reduced when the cone/cylinder 
connection 1st derivatives match.  Nose-on is at $ = 180° for the finite cone plots. 
The measurement plotted in Figure 13. compares an electrically small cone to RCS-BSC. Because the cone 
dimensions are less than 5X, the modeling assumptions are violated. This and the fact that many higher order effects 
are included in the measurement make this plot less conclusive. The tip-on peak in Figure 14. is at <|> = 180° and 
shows CAGES is 23 dB below the measurement and 20 dB below RCS-BSC. The tip and rim returns are in phase 
at this incidence. 
Agreement between the side lobes of the measurement were not expected to match the computer simulations 
because of the small electrical size and missing higher order terms, and they do not. The region from <|> = 280° to 
360° degrees is unimportant for this study since this region is dominated by the circular plate. A more involved 
study of the cone would include combinations with other primitives that may be used with a cone on an actual target. 
This would assess the reduction in the rim scattering for different configurations. 
The broadside peak from CAGES shifts by about 5° when Rl is small. Increasing the tip radius to at least 0.6 
cm puts the CAGES broadside peaks in the correct location as seen in Figure 14. This modeling rule should be 
documented in the CAGES user manual [4]. Overall CAGES works well near broadside after the modeling rule is 
followed. CAGES is significantly lower than it should be at tip-on incidence. The problem at tip-on incidence will 
be improved with the addition of diffraction terms based on PTD. 
Circular Cylinder. The plot in Figure 15. compares RCS-BSC with measurements for vertical polarization with 
broadside to the length at 0=90°. The agreement in the specular regions is excellent considering the electrical size 
of the endcaps is on the order of a wavelength. Agreement in the lower level regions is of minimal importance 
because the return magnitude is insufficient for target ID purposes. This regions are dominated by the diffractions 
from the edges.   In typical ID applications, the cylinder edges are rounded or changed in some way by the 
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connection of olher primitives. For these reasons and the fact that the lower returns away from broadside offer little 
target recognition potential, the cylinder model appears adequate. Solving for the time domain returns at <f> = 80° 
on Figure 15 showed that the difference between the two scattering points is less than 1 dB. CAGES uses a closed 
form PO solution and divides the magnitude in two equal returns. This approximation is accurate to within about 
one dB near broadside where the cylinder model is useful. 
Recommendations 
Recommendations that follow are intended to document the features this author feels would benefit CAGES. 
Addition of triangular plate primitives would allow closer approximation to flat surface areas. This would also better 
account for the edge effects as the aspect angle moves away from specular. Add a graphical interface. For complex 
models it is difficult to insure that the correct geometry has been input into the model file. Documentation of 
modeling rules so that more standardized model files will be generated. Simplify the geometry definitions. Currently 
there are or four coordinate systems in use and translation is accomplished by CAGES. The problem is that 
modelers must input boundary and shadowing angles in one coordinate system that docs not match the incident field 
or target coordinate system.  Complete PTD improvements to extend the range for which primitives are valid. 
Conclusions 
CAGES is very accurate in regions near a specular return which are the most important regions of primitives 
for the purpose of target identification. The inclusion of diffraction coefficients based on the Physical Theory of 
Diffraction (PTD) will improve the performance in regions away from specular returns. The time domain returns 
from flat plates will continue to be in error even with the addition of PTD due to the inherent modeling techniques 
used in CAGES. Correcting this error requires distributing the Physical Optics (PO) return form the center of the 
plate to the correct edge or corners. An alternative is changing the technique of obtaining the time domain return 
to the inverse Fourier transform. 
The use of primitives for RCS modeling is generally considered a first order approximation. Primitives allow 
rough estimates to be made of a complex target in a minimum amount of time. The estimates arc generally 
considered good for finding relative RCS differences between targets. Primitives do not match complex target 
surfaces with as high a degree of fidelity as faceted models. This has pushed the RCS community to move 
aggressively towards faceted models and today there are numerous such models in use. The faceted model has the 
ability to account for partial shadowing of target features. The faceted model also lends itself to automated 
shadowing algorithms and many of the models in use today have this feature built in [6]. 
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WIDE BAND OPTIMIZATION OF YAGI ARRAYS USING NEC 
R.W. O'Connor and J.P. Scherer 
Loral Randtron Systems 
13 0 Constitution Drive 
Menlo Park, California 94025 
ABSTRACT 
The wide band optimization of a Yagi-Uda array is described. A 
general constrained non-linear optimization program was interfaced 
with NEC-81 which is a PC version of the NEC-2 code. Next, a cost 
function was chosen that would tend to produce desired pattern, 
gain and matching network characteristics. The Yagi-Uda array 
configuration was then optimized over a 20% frequency band using a 
486/33 PC. In addition, both the Yagi array and a matching «f^cuit 
were simultaneously optimized over the same frequency band. Both 
equality and inequality configuration constraints were used. 
An optimized thick wire Yagi-Uda array was fabricated and tested. 
Calculated results are compared to measured. 
INTRODUCTION 
A Yagi-Uda array with matching circuit is illustrated in Figure 1. 
Element 1 is a reflector, element 2 is a driven dipole, elements 3 
to N are parasitic directors and the matching circuit matches the 
dipole impedance ZD to the source impedance ZS. 
A problem with Yagi-Uda arrays for wide band applications is that 
the maximum gain bandwidth is usually on the order of 2%. Larger 
bandwidths require making trade offs between gam, input impeaance, 
beamwidth, sidelobe level and front-to-back ratio. 
The objective of this study was to show that NEC can be used both 
to increase the bandwidth of Yagi-Uda arrays and to make the 
necessary trade offs between electrical parameters. 
The approach taken for this study was to first interface a general 
constrained non-linear optimization program with NEC-81. Next a 
cost function was chosen that was suitable for making trade offs 
between electrical parameters. Configuration constraints were 
established and a 6 element Yagi-Uda array without matching circuit 
was optimized over a 2 0% frequency. Next, the array and matching 
circuit were simultaneously optimized over the same frequency band. 
Finally, an optimized thick wire Yagi-Uda array was fabricated and 
measured results were compared with NEC calculated results. 
NEC OPTIMIZATION PROGRAM 
A flow chart of the program is given in Figure 2. The program reads 
in initial parameters and then minimizes a cost function by 
iteratively varying the matching network parameters and/or the 
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Yagi-Uda array dimensions. For each iteration, a NEC-81 input file 
is created, the array is analyzed using NEC-81 and a cost function 
is created using both the NEC-81 output file and the matching 
circuit equivalent circuit. The program stops when the change in 
the cost function is less than a specified value. 
The program has three main parts: NEC-81, Flexible Tolerance 
optimization method and the cost function. 
NEC-81 
NEC-81 [1] is a double precision PC version of NEC-2 [2] that was 
modified as follows: the program was made a subroutine of the 
Flexible Tolerance optimization program, numerous STOP statements 
were replaced with RETURN statements and the location of permanent 
I/O files was changed from the hard disk to a memory resident 
ramdisk. 
Flexible Tolerance 
Flexible Tolerance [3] is a general constrained non-linear 
optimization method that will minimize a linear or non-linear cost 
function of N variables subject to linear and/or non-linear 
equality and inequality constraints. The program is well suited for 
interfacing with NEC since it does not require derivatives of the 
cost function with respect to the N variables as required by many 
optimization programs. The derivatives are not available when using 
NEC. In addition, the NEC model geometry can be constrained so that 
NEC modeling guide lines are not violated during optimization. 
Cost Function 
Kajfez [4] used a cost function containing both average gain and 
the deviation of gain from the average to optimize a Yagi-Uda array 
for flat gain over a 33% frequency band. The cost function chosen 
for this study extends the reference 4 cost function to also 
include input impedance, beam shape, sidelobe level and front to 
back ratio. The cost function is as follows: 
6 
C =  -W1xS1  +  W2xS2  +  WixS2   + £ W1,3xT1 (1) 
2 = 1 
where W, are weights and Sj and T; are average and rms values respectively given  by 
FH 
Si   =   (Xf(FH-FL))   JG^ftdf (2) 
FL 
FH 
T±  =   [(1/(FH-FL)) J [G1(f)-GSPECi(f)]2df]x/2 (3) 
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where f is the frequency, FL and FH are the band edge frequencies 
and G.  and GSPEC, are given in Table 1. 
For front-to-back ratio or sidelobe level, the equation 3 integral 
is only over frequencies where the F/B or SLL is less than the 
specified minimum values given in Table 1. 
Table 1 Cost Function G Values 
S/T £j 
S NEC gain 
T. NEC gain                         ° 1  ... , T Input resistance RIN or RD *      Specified 
T
2 Input reactance XIN or XD*        Specified 
T3,T ,T F/B, AZ SLL, ELEV SLL             Minimum Values 
S4's5' 6   RMS error between calculated      0 
2' 3 and specified az/elev patterns 
Matching network or driven dipole 
NEC YAGI ARRAY OPTIMIZATION 
In this section, the N=6 element Yagi-Uda array illustrated in 
Fiqure 1 is optimized over a 2 0% frequency band by making trade 
offs between gain, input impedance and front-to-back ratio. One of 
our qoals was to show that specified trade-offs can easily be made. 
The approach taken was to first establish constraints on the 
optimization and then optimize an array without matching circuit 
for maximum gain and for various flat responses. Finally, the array 
and a matching circuit were simultaneously optimized. Representa- 
tive results are given. 
Constraints 
Constraints were placed on the Yagi-Uda array configuration and on 
the matching circuit parameters. The Figure 1 array was 
constrained during optimization to satisfy both NEC »odeling 
guidelines and specified maximum dimensions. The following 
inequality constraints were used: 
Element Diameter D:      D < 0.066 X 
Element Length L: 
'HIN 1.5 D < L < 0.55 i 
Element Spacing S:       s > 2.5 D 
It was difficult to specify a maximum value for D. The NEC Users 
Guide [2? recommends making PI*D/A « 1 or D « 0 318. i Trueman 
[51 recommends making D less than A/15 = 0.067 X. But, in the 
literature, Yagi-Uda array analytical designs usually use element 
diameters b «0.01 X. One exception is Millican-s 10% bandwidth 
design [6] which used 0.01 X diameter elements. A maximum D - 0.066 
XHI|| was chosen for this study. 
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It was also difficult to specify a minimum value for element 
spacing. The NEC Users Guide [2] recommends that "wires be several 
radii apart" but larger spacing may be required since the NEC 
extended thin wire kernel was used. A minimum spacing S = 2.5 D was 
chosen which corresponds to a 3 radii wire separation. 
Equality constraints were also successfully used to make the array 
length a specified value. This constraint may be useful when 
comparing the gain of NEC designs with that of published designs. 
The matching circuit had three stubs which were constrained to have 
lengths less than a quarter of the midband wavelength and 
characteristic impedances between 2 0 and 12 0 ohms. 
NEC Gain Optimized fW/O Matching Circuit) 
The purpose for these trials was to find an upper bound for NEC 
average gain over a 20% frequency band. Several gain maximums were 
observed during optimization depending on the initial values for 
the variables and the number of variables. Maximum NEC gain over 
the 20% frequency band was between 10.2 6 and 13.13 db as shown in 
Figure 3a. Mismatch loss is not included. The front-to-back ratio 
F/B and dipole resistance RD and reactance XD distributions are 
also as shown in Figure 3b, 3c, and 3d respectively. The 
configuration dimensions are given in Table 2. 
TABLE 2 - OPTIMUM CONFIGURATIONS FOR A 
6-ELEMENT YAGI-UDA ARRAY - d/A.H]D  =0.06 
OPTIMIZATION 
LENGTHS IN MIDBAND WAVELENGTHS 
L, h U 1-4 Ls 1-6 s, h s, s4 s5 
MAX NEC GAIN .491 .518 .341 .325 .325 .325 .150 .239 .323 .323 .323 
LEVEL RESPONSE 
a) RD = RDAV XDM1D = 0 .552 .417 .344 .330 .326 .314 .151 .173 .283 .287 .310 
b) RD = 50 Q XD = 0 .539 .434 .331 .332 .307 .291 .183 .149 .292 .293 .317 
c) GAIN .524 .548 .183 .303 .303 .303 .222 .274 .403 .403 .403 
d) RD = RDAV + XD = 0 .548 .507 .286 .313 .216 .311 .344 .150 .325 .348 .346 
Flat Response Optimized (W/O Matching Circuit) 
In order to show the wide range of trade offs that can be made, 
weights Wl, W4, W5, W6 and W7 were varied to make gain, RD and both 
RD and XD level across the 2 0% frequency band. The other weights 
were set equal to 0. Representative level results are given in 
Figure 3 and the configuration dimensions are given in Table 2. 
Array + Matching Circuit Optimized 
Our goal was to show feasibility of simultaneously optimizing the 
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array and it's matching circuit. This may result in better gain, 
pattern characteristics and impedance than if the Yagi-Uda array 
and the matching circuit are optimized separately. 
An array and matching circuit consisting of a split tube coax balun 
and two matching stubs was simultaneously optimized over a 2 0% 
band. A typical optimization of all variables for 5 frequencies 
took about 1 hour on a 486/33 PC but length of time was dependent 
on variable initial values. There were 17 variables consisting of 
6 element lengths, 5 element spacings, 3 stub lengths and 3 stub 
impedances. There were also 29 configuration constraints consisting 
of 12 on element lengths, 5 on element spacings, 6 on stub lengths 
and 6 on stub impedances. Results were similar to the Rd«50 ohm 
case given in Figure 3 except RIN varied from 48.5 to 53.5 ohms. 
EXPERIMENTAL MEASUREMENTS 
A 6 element Yagi-Uda array optimized to a 50 ohm source impedance 
was fabricated and tested over a 20% bandwidth. The elements were 
made from 0.25" diameter metal rods with lengths and spacings in 
midband wavelengths given in Table 2 under the heading "LEVEL 
RESPONSE b) RD=50 XD=0". The midband frequency was 2.83 GHz and 
thus multiply the lengths by 4.17 07 to get the lengths in inches. 
Figure 4 shows a comparison between measured and NEC calculated E 
and H plane patterns at normalized frequencies of 0.929, 1.0 and 
1.071. The close agreement between measured and calculated 
performance is typical of that over the entire frequency band. 
Measured gain with respect to isotropic varied from about 8.8 dB at 
the lower band edge to 12.3 dB at the upper band edge. Gain values 
include dipole mismatch loss but do not include matching circuit 
loss. The measured gain agrees well with calculated gain which 
varied from 9.3 dB to 12.1 dB across the frequency band. 
Calculated gain is NEC gain per Figure 3a curve "FLT RD=50, XD=0" 
minus dipole mismatch loss of 0.18 dB maximum. 
CONCLUSIONS 
In conclusion, the following major goals have been achieved: 
1. Developed a NEC optimization program with a cost function that 
allows making a wide range of trade-offs during wide or narrow 
bandwidth optimization. In addition, the NEC model geometry 
can be constrained during optimization so that a desired 
configuration is achieved or so that NEC modeling guidelines 
are not violated. We are not aware of a program with similar 
capabilities that uses NEC. 
2. Demonstrated that the optimization program can be used to 
design Yagi-Uda arrays over wide bandwidths by making design 
trade-offs. In addition, the array and a matching circuit can 
simultaneously be optimized with the program. Element diame- 
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ters and the minimum spacing between elements were near the 
limits that modeling guidelines generally recommend: 0.066iMIN 
diameter elements were used with a minimum spacing between 
elements of 3 radii. 
Over a 2 0% bandwidth, demonstrated good agreement between 
measured and calculated performance of a Yagi-Uda array with 
element diameters as large as 0.066A.M]N and with a minimum 
spacing between elements of 3 radii. 
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A COMPARISON OF SOLUTIONS FOR 
WIRES OVER GROUND * 
G. J. Burke 
Lawrence Livermore National Laboratory 
P.O. Box 5504, L-156, Livermore, CA 94550 
Abstract 
Validation of the NEC-2 and 3 antenna modeling codes for wires over ground has been 
a problem of continuing concern due to the lack of independent numerical or analytical 
solutions and the difficulty of obtaining measured data of high accuracy and for known 
ground parameters. In this paper, the complex propagation constants for wires of varying 
height above ground are obtained from the NEC solution by analyzing the computed current 
distribution, and the values are compared with analytic and approximate solutions for infinite 
wires over ground. The results support the accuracy of NEC for horizontal wires over ground 
and also demonstrate the relative accuracy of approximate transmission-line formulas as a 
function of the index of refraction of the ground. 
Introduction 
The solution for conducting bodies over ground in the codes NEC-2 and NEC-3 [1, 2] 
is a numerical implementation of the rigorous solution for the ground problem. However, the 
approximations necessary for the numerical solution introduce many possible sources of error, 
and hence have required careful validation. One basic source of error is in the accuracy of the 
fields over ground. The field values over ground are initially obtained by numerical evaluation 
of the Sommerfeld integrals, and the accuracy of this evaluation has been well established by 
comparison with independent evaluations. In order to reduce the computation time in the 
moment-method solution in NEC, the field values are obtained from lookup tables generated 
from the Sommerfeld integral evaluations. The field values are obtained by interpolation 
and model-based parameter estimation [2], with the table parameters chosen with relative 
errors of 10~3 to 10~4 as a goal. The required accuracy of the field values is relaxed by 
subtracting a quasistatic component of the field in analytic form. However, the accuracy of 
the fields are a primary concern in determining the solution accuracy. Other possible sources 
of error are the validity of the thin-wire approximation for wires near ground, the treatment 
of wire junctions in close proximity to the ground and wires penetrating the ground surface, 
particularly at oblique angles. 
The NEC ground model has undergone extensive testing to establish its accuracy and 
limitations. Relatively easy and valuable confirmation was provided by internal checks such 
as integrating the total radiated power for a dielectric ground and comparing it with the 
computed input power. Numerical checks on boundary conditions along wires or across 
the interface also provided very useful validation.  NEC-3 was shown to be in good agree- 
*  Work performed under the auspices of the U. S. Department of Energy by the Lawrence Livermore 
National Laboratory under Contract W-7405-Eng-48. 
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ment with an independent moment-method code for a vertical cylinder passing through the 
interface [3]. 
The propagation constant for current on a horizontal wire over the ground provides a 
test that is sensitive to the accuracy of the field evaluation in NEC and can conveniently 
be compared with analytic solutions. The propagation constants determined from NEC 
solutions were compared in [4] with the transmission-line approximation of King, Wu and 
Shen [5] and showed excellent agreement. However, this comparison was limited to grounds 
with large index of refraction due to the limitations of the transmission-line approximation 
for the wire over ground. 
A solution for the current on an infinite wire over ground, with no limitations on the 
ground constants, has been developed by Chang, Olsen and Kuester [6, 7, 8]. Their analysis 
leads to a modal expansion of the current on the wire in which they found two discrete modes 
and also continuous-spectrum components associated with radiation. The component termed 
the transmission line mode in this solution is dominant near the source on a wire close to 
the ground. In the results that follow, this solution for the transmission line mode is used 
as a standard of accuracy to check the NEC solution for wires near ground, and also to 
determine the accuracy of the transmission line approximation in [5] as a function of the 
index of refraction of the ground. 
Solutions for a Wire Over Ground 
In [6], an integral equation for the current on an infinite horizontal wire along the x 
axis, with radius a and at height z = h over a ground plane, is solved for a delta-function 
source located at x — 0. The solution for current is 
I(x] 2    f°° exp(ifcxa) , ,lN =^L-m^rda (1) 
where M(a) is the Fourier transform of the integral equation kernel.  For a perfectly con- 
ducting wire this function is [8] 
M(a) = e [ißHsA) - M(A)HP{2(HJ\ + P(a, 2H) - a2Q(a, 2H) (2) 
where H = k\h and A — kia, with fci the free-space wavenumber, and £ = (1 — a2)1/2 with 
Im C > 0. The functions P and Q are given by the integrals 
2    r°°   p~uiz Pia, Z) = — d\ 
"T J-oo «I + «2 
2    r°°     e~ulZ Q(a,Z) = - 2     ,      d\ IK J-oo »"1 + M2 
where n = (er + ia/weo)1''2 for er and a the relative dielectric constant and conductivity of 
the ground and 
Ul=(X2-e)lß,       M2 = (A2-ai/2,       Re«i,«2>0 
Cn =(n2 - a2)1/2,        Im Cn > 0. 
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Evaluating (1) for many x values would be time consuming, due to the double infinite 
integrations. Some results for specific ground parameters are given in [6]. The discrete modes 
can be found much more easily. Chang, Olsen and Kuester have shown that there are two 
discrete modes in the solution, corresponding to zeros of M(a), and two continuous-spectrum 
components from branch cuts. One of the discrete modes is termed the structure-attached 
mode, or transmission line mode, and the other is a surface-attached mode. The surface- 
attached mode is mainly important for large h, and generally has a smaller attenuation rate 
than the transmission line mode. However, the transmission line mode is dominant near the 
source on wires close to the ground. It is this mode that will be compared with the NEC 
solution and the result of the transmission line approximation. 
The discrete modes were found here by taking the symbolic derivative of (2). A code 
was then written to evaluate P and Q and their symbolic derivatives with respect to a by 
numerical integration. The zeros of M(a) were then found by applying Newton's method. 
The iteration usually converged in four or five iterations from any reasonable distance from 
the zero. With large h, two solutions may be found, for the transmission line mode and the 
surface-attached mode. However, for h less than about 0.1A the structure-attached mode 
becomes very hard to find, and the solution always converged to the transmission line mode. 
A frequently used approximate result for the propagation constant of the transmission 
line mode is that given by King, Wu and Shen [5]. This result gives the wavenumber for 
current propagating on the wire as 
fcL=fcoU + \n(2h/a) 
K1{2k2h)      .   h{2k2h) 
{2k2h)2 2k2h 4k2h 
3      /OI..M5 Ml1/! , (2k2h     (2k2h)      (2k2h) 
V   3    +     45 1575 (3) 
where fco = u^/JIöeö is the wave number in free space, and fc2 = ko(er + ia/ueo)1'2 is the 
wavenumber in the ground. As before, a is the wire radius and h is the height, h and K\ 
are modified Bessel functions of first and second kind. Alternate forms of (3), that should 
be used for large or small heights, are given in [5]. Equation (3) is expected to be accurate 
for |fc2| » |fc0|. 
To compare the results of NEC with these solutions for the current modes on a wire 
over ground, a wire with length 6Ao was modeled at various heights over ground. The wire 
was fed with a voltage source at about Ao/4 from one end, and terminated at a similar 
distance from the other end with a resistive load. The load resistance was adjusted by 
trial to minimize the reflected wave. The required load resistance was most sensitive to the 
wire radius, so a constant value was used with varying height and ground parameters. The 
complex propagation constant was then determined from a least-squares fit of a line to the 
log of magnitude and the phase of current, with the current evaluated at five points over 
each segment using the sinusoidal current expansion in NEC. 
The NEC solution is expected to be accurate for wires at least 10~6Ao above the ground 
surface. The height is also restricted by the thin-wire approximation in NEC, which is also 
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used in (2) and (3). The errors due to the thin-wire approximation have not been well 
determined, but the solution might be expected to be good for heights greater than about 
two to three times the wire radius. The NEC solution should be accurate over a wide range 
of ground parameters, for |/fc2/fco| ranging from 1.0 to very large values. When \fa/ko\ is 
extremely large, as may occur with highly conducting ground and very low frequencies, 
the relative errors from the table-lookup algorithms may increase. Such errors, which are 
magnified in the finite-difference solution for magnetic field, have been pointed out by Haack 
[9]. 
1E-6 1E>5 1E-4 .001 .01 -1 1E-G 1E-5 1E-4 .001 .01 .1 
h/Xo h/Xa 
Fig. 1.  Complex propagation constant on a wire with radius a and height h over ground. Results shown 
are the transmission-line mode from Eq. (2) ( ), the transmission-line approximation of Eq. (3) 
( ) and NEC-2 (   X      x ). 
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Results 
Propagation constants on wires over ground were computed for wire heights ranging 
from a minimum of 10_6An or two times the wire radius to at least O.lAn. The ground 
constants are shown by lg = n2 = er - ja/ueo- Note that equations (2) and (3) are written 
for e~iui time convention, as in the sources referenced, while in the rest of this paper e+JW 
is assumed, as in NEC. Results obtained by solving for zeros of equation (2), directly from 
equation (3) and from the NEC-2 solution for current are shown in Figures 1 and 2. The 
a/ko and ß/ko shown are respectively the imaginary and real parts of ki/ko and the at 
Fig. 2. Complex propagation constant on a wire with radius a = 10 "Ao and height h over ground. Results 
shown are the transmission-line mode from Eq. (2) ( ), the transmission-line approximation of 
Eq. (3) ( ) and NEC-2 (   X       X ). 
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satisfying M(at) = 0. All of the results are seen to be in good agreement for large |e9|. 
For smaller |e9|, NEC and the transmission line mode remain in good agreement, while the 
transmission line approximation shows increasing errors, as expected. 
In some cases, the slight oscillation of the NEC result with respect to the transmis- 
sion line mode may be the result of other modes in the full NEC solution interfering with 
the numerical determination of the transmission line mode. This is particularly true for 
h approaching O.lAo, where the NEC solution for current showed a partially algebraic de- 
cay characteristic of a branch cut contribution. More sophisticated processing of the NEC 
current data would be necessary to separate the modes. 
1E-G          1E-5          1E-4 .eei 
h/\o 
Fig. 2. Continued. 
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Plots of the relative error of the transmission line approximation from [5] are shown 
in Fig. 3 for varying |es|. The solution of (2) for the transmission line mode was used as a 
reference. The approximation is seen to be more accurate for ß than for a. 
The existence of multiple modes on a wire over ground can be seen in Fig. 4 for a wire 
30Ao long. For wires close to the ground, the transmission line mode decays away leaving a 
remainder that decreases as the inverse square of distance from the source. This remainder 
apparently results from the integral of the branch cut from k\ in (1). The analysis in [6] 
indicates that the structure-attached mode would dominate far from the source for large h. 
However, observing it in the NEC solution would require longer wires than in Fig. 4 or signal 
processing. 
Conclusion 
Comparison with the results from [6] supports the accuracy of the NEC ground model 
over a wide range of wire heights and ground parameters. 
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Fig. 3.  Relative error in the transmission line approximation for the propagation constant on a wire over 
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Fig. 4. Current on a 30AQ long wire at height h over ground with eg = 15 — j'15. 
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ABSTRACT 
This paper examines the use of the NEC-2 program as a design tool for antenna arrays. 
In addition to optimizing the sidelobe level of an array, we consider the impedance mismatches 
caused by mutual coupling between elements. We want to design an antenna with low sidelobes 
and a simple feed structure. Our technique uses optimization routines to adjust the array 
parameters and calls NEC as a subroutine to evaluate the resulting system. 
INTRODUCTION 
Our research focused on the development of array antennas using simplified, lower cost 
feed networks. Arrays often use a single source connected to power dividers and transmission 
lines to connect each active element. In a tapered array, each element requires a different feed 
system, precluding the economy of mass production for parts in the feed network. 
This paper follows our development of a realistic model for the array antenna. We started 
by looking only at the array factor for isotropic sources. With promising results, we expanded 
the model to include the effect of having dipoles as elements of the array. The next extension 
required the use of the Numerical Electromagnetics Code (NEC) to account for mutual coupling 
between the dipole elements. Our current model also considers the impedances mismatches 
resulting from mutual coupling and the effect it has on the power radiated by the array elements. 
SOURCE MODELING 
We modeled an antenna array of half-wave dipoles using the wire models in NEC. A 
voltage source, located at the center of the element, drives each element. When designing a 
partially tapered array, we start with several pairs of uniformly weighted elements in the center 
of the array, then place adjustable element pairs on the outer edges of the array. We adjust the 
voltage sources driving the outer elements to find the antenna exhibiting the minimum sidelobe 
level. 
Figure 1 illustrates how NEC normally models an antenna. When we place voltage sources 
on the antenna, NEC uses ideal sources. The ideal voltage source connects directly to the array 
element which has an input impedance of Za ohms.   The power each source provides in this 
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A) Physical Model 
Za 
B) Electrical Model 
Figure 1 
unloaded-source antenna can vary anywhere from zero to infinity depending on the element input 
impedance (Za) driven by that source. For our antenna arrays, mutual coupling effects change 
the impedance of the individual antenna elements. In an actual system, the resulting mismatches 
between sources and the radiating elements changes the array performance. We want a model 
sensitive to mismatches caused by changes of input impedance due to interactions throughout the 
array. 




A) Physical Model B) Electrical Model 
Figure 2 
the source as shown in Figure 2. A single loaded-source dipole antenna behaves as expected, 
radiating the maximum power when the source impedance (the added load Zs) matches the input 
impedance of the antenna element (Za). 
RESULTS 
To examine the impact of this revised model, we looked at uniformly spaced dipole arrays 
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weighted both uniformly and with a 
binomial taper. The array consisted 
of 6 z-directed half wavelength 
dipoles placed along the y-axis (see 
Figure 3). 
Figure 4 shows the normalized 
pattern based upon a uniform 
amplitude placed on each of the 
elements. We calculated the dotted 
trace by multiplying the array factor 
of 6 evenly spaced elements by the 
element pattern for a dipole in free 
space. We then used NEC to 
calculate the dashed trace for a six 
dipole unloaded-source array 
(ignoring the effects of impedance 
mismatches). The solid trace came 
from using NEC to evaluate a loaded-source array. 
>• Y 
Figure 3 




These three approaches to analyzing the array give almost identical results in the main beam. 
Noticable differences appear in the sidelobes. The array factor calculations give a first sidelobe 
level 1.5 dB lower than the unloaded-source NEC model. The unloaded-source model has a peak 
sidelobe level 1.5 dB lower than the loaded-source model. Considering impedance mismatches 
(unloaded-source model versus loaded-source model) has as much impact as the accounting for 
mutual coupling between elements (using NEC instead of array factor anlysis). 
We also used these three approaches to find the far field pattern of a binomial array (Figure 
5). Once again, all three analysis methods provide almost identical main beams. A binomial 
array should have no sidelobes, which corresponds to the array factor computation.    The 
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Comparison    Of    Binomial    Array* 
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Figure 5 
unloaded-source model (dashed line) in NEC shows a slightly wider pattern with no nulls but a 
slight shoulder. The loaded-source model (solid line) in NEC includes a null in the pattern along 
with a small sidelobe. 
Our last example applies the extended NEC model to a computer optimization design 
program. The program adjusts the voltage sources placed on the outer elements of a linear dipole 
array for the lowest possible sidelobe level. Unlike traditional tapers, this approach uses a 
uniform amplitude over most of the array, and adjusts only a small number of sources. 
The elements amplitudes chosen were 0.404558 volts for the original NEC model, and 
0.424057 volts for the extended model.   The resulting patterns (Figure 6) had a sidelobe level 
Comparison    of    Portlally   Tap«red    A.rraya 
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Using the loaded source model in NEC does change the antenna performance reported by the 
program. Building feed structues to match each array is possible, but the complexity and 
fabrication costs make it unfeasible for some applications. NEC must account for the resulting 
impedance mismatches to provide an accurate picture of how the antenna will perform. 
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Abstract 
The development of a moment-method model for wire objects in an infinite chiral medium is 
described. In this work, the Numerical Electromagnetics Code (NEC) was extended by including 
a new integral-equation kernel obtained from the dyadic Green's function for an infinite chiral 
medium. The NEC moment-method treatment using point matching and a three-term sinusoidal 
current expansion was adapted to the case of a chiral medium. Examples of current distributions 
and radiation patterns for simple antennas are presented, and the validation of the code is 
discussed. 
Introduction 
Interest has been growing recently in the uses and behavior of chiral media in electromagnetic 
applications. Chiral media can be thought of as ordinary media in which are distributed small 
helices of either right-hand or left-hand rotation. As a result, waves with linear polarization cannot 
propagate, and waves with right- or left-hand circular polarization propagate differently in the 
medium. The pertinent canonical problems were formulated sometime ago [Bassiri, Engheta and 
Papas (1986), Lakhtakia, Varadan and Varadan (1986)], e.g. point-source radiation, wave 
propagation and scattering. Interest is growing in more practical problems due to the advent of 
chiral composites and research is being conducted for chirality might be exploited in 
electromagnetic design. Research in chiral media has made continued progress in developing 
analytical tools for understanding fundamental electromagnetic behavior [e.g., Lakhtakia, Varadan 
and Varadan (1989), Lakhtakia (1990), Lakhtakia, Varadan and Varadan (1990), Uslenghi (1990), 
Lakhtakia, (1991), Engheta, Pelet and Li (1991)] but the results thereof remain of somewhat 
limited applicability. In order to analyze the behavior of complex radiators in chiral media it is 
necessary to resort to numerical techniques such as the integral-equation models (e.g., like NEC) 
that have become routine tools for many years in analyzing radiation and scattering in achiral 
media. 
In this paper, extension of NEC [Burke and Poggio (1981)] to model arbitrary wire objects in 
chiral media is briefly summarized, continuing work described elsewhere [Bhattacharyya (1990), 
Bhattacharyya, Burke and Miller (1992a), (1992b)]. First, a new kernel is implemented in the 
Electric-Field Integral Equation (EFIE) for thin wires, starting from the dyadic Green's function 
for a chiral medium. Then the solution of this equation using point-matching and a three-term 
sinusoidal current expansion is developed. Finally, examples are shown of the solutions obtained 
for typical dipole and loop antennas operating in chiral media to demonstrate the effects of chirality 
on current distributions and impedance. 
Formulation of the EFIE for Chiral Media 
The EFIE for chiral media is conveniently formulated by starting with the dyadic Green's function 
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for an infinite chiral medium, one form of which is given by Bassiri (1990) (dyadic quantities are 
outlined and vectors are boldface) 
rchw(r,r')=ai m + —mxV + — VV hi h? 
-jh,R ( 
4TT.R 
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and hi and h2 are the wavenumbers for right- and left-hand circularly-polarized waves in the 
medium as given by 
h, 2 = ±COHY+V (cufiy)2 + k2. 
The chirality constant y determines the degree of chirality of the medium, and k = oWne where n 
and e are the medium permeability and permittivity respectively. 
The electric field at a point r due to a current distribution J(r) is given by 
E(r)=jro|ajY(r,r')-J(r')dV' 
so that an integral equation for the current can be derived in the usual way using the thin-wire 
approximation. We thus obtain 
jcon      KsWr.O-s'ds' 
JC($) 
-s-Einc(r), r e C(s) (2) 
where s and s' are und vectors tangent to the wire axis at observation point s and source point s' respectively. 
By letting r represent a point on the wire axis at s while ra' is a point on the wire surface at s', the problem of the singularity in the Green's function is avoided for the thin wire. The incident field, 
E"10, may be an incident wave or a localized field due to a voltage source. 
Numerical Solution of the EFIE for Chiral Media 
NEC was used as a starting point for developing a code for wires in chiral media, since much of 
the present code can be used. For modeling wires, NEC employs point matching and a three-term 
sinusoidal current expansion, which on segment i has the form 
Ij(s) = A; + Bjsin[ks(s - s;)] + Qcos[ks(s - si)], Is - sil < Aj/2 (3) 
where A{ is the segment length. Continuity conditions are imposed on current and its derivative to 
obtain basis functions extending over three segments with the shape of a B-spline. For ordinary 
media, ks is set equal to the wave number in the medium, but for the chiral medium a different 
choice is made as indicated below. 
182 
Extension of NEC to chiral media is simplified by noting that, expect for the uxV terms, Eq. (1) 
has the form of the free-space Green's function for two separate wave numbers hi and lr). Hence, 
much of the existing NEC can be used. However, the fields due to the sin(kss) and cos(kss) terms in Eq. (3) now involve addition integrals that must be evaluated numerically or by series 
approximation because closed-form expressions are not available. For wavenumber lq and using 
I(s) = I 
sin(kss) 
cos(kss). 
for the current on a segment extending from -8 to +8 on the z axis, the p and z components of the 
electric field are given by 
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where R = V[p2 + (z - z')2]. By successively using kj = hj and kj = h2 in the above equations, 
the electric fields of a current source in a chiral medium are added to obtain the total field. The 
terms involving mxV in Eq. (1) have the form of the magnetic field of a current filament in an 
achiral medium, so their evaluation also can use the existing code. These terms are not needed for 
wire objects lying in a plane, however. Note that for an ordinary medium, ks is set equal to the medium wavenumber k, so that the integrals in Eqs. (4) and (5) drop out. 
The optimum choice for k§ in Eq. (3) is not as clear as for a wire in a chiral medium as in the achiral case. Experience with modeling wires in chiral media has shown [Bhattacharyya, Burke 
and Miller (1992a), Bhattacharyya, Burke and Miller (1992a)] that the current travels along the 
wire with a propagation constant approximately V(hjh2), but with somewhat smaller phase 
constant and increased attenuation. Hence, ks is usually set equal to V(hjh2). The alternate value 
ks = max(hj,h2) has also been used, and gives results very close to the former choice as long as lksA;l « 1 for all segments on the wires. This result shows that the solution can converge to the correct result independent of the choice of ks so long as the basis function is able to accurately enough represent the actual current. In fact, Eq. (3) becomes approximately a quadratic function of 
s when lksAjl « 1. 
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Results for Wire Antennas in Chiral Media 
The chiral version of NEC (CHNEC), based on the analytical and numerical treatment discussed 
above, has been tested for problems involving an infinite chiral medium as well as for a vertical 
dipole located near a chiral half space, a problem discussed elsewhere [Bhattacharyya, Burke and 
Miller (1992b)]. Results obtained from CHNEC have been checked in various ways, some of 
which are reported here. The radiation resistance of a short dipole antenna in an infinite chiral 
medium was found to be in good agreement with the result in taking into account that a constant 
current is assumed in the latter while the CHNEC solution yields a natural triangular current 
distribution. The current on a 6XQ dipole is shown in Fig. 1, and is close to that presented by 
Jaggard et. al. (1991) except for an unexplained difference in the current magnitude. As separate 
checks, for both the short dipole and the 6ko dipole, the total radiated power as obtained by 
integrating the radiated field from CHNEC was found agreed to within 1 percent of the computed 
input power. Note that reference here to object size in wavelengths is with respect to the 
achiral-medium situation, i.e., when y = 0. 
The current magnitude on a 30-wavelength long wire is plotted in Fig. 2 for chirality y = 0.01 with 
the wire radius "a" a parameter. The wire is excited one-quarter wavelength from the left end and 
is resistively loaded at the right to reduce end reflections. As wire radius increases, we note an 
increased attenuation of the current. This behavior is observed in achiral media as an increase in 
the radiation resistance of a dipole with increasing radius. In this case, however, we observe two 
different attenuation regions. One begins at the feedpoint and is a region of higher attenuation the 
value of which seems to be dependent on wire radius. The other region is seen further out when 
the current has decayed adequately and where lower attenuation occurs, the value of which seems 
to be independent of wire radius. It is apparent that there is a change in the propagation 
characteristic of the current between these two regimes. 
This is made more apparent in Fig. 3 by plotting both he magnitude and phase of the current for a 
= W'^XQ- There we see that the wavelength associated with the high-attenuation rate is much 
shorter than that for the low-attenuation rate. In each region, the wavelength is longer than X{), 
indicating that both are what is called a "fastwave" region. Further evidence for the fastwave 
near-source current is provided in Fig. 4 where the attenuation (-a) and phase (±jß) constants are 
plotted versus chirality for two different values of wire radius for the near-source current as 
obtained from estimating the wavenumber from the current on a 61Q wire. The CHNEC results 
are found to agree well with those obtained from evaluating the pole in the current spectrum of an 
infinite cylindrical antenna [Bhattacharyya, Burke and Miller (1992c)]. 
The input impedance of a center-fed dipole is shown as a function of chirality for a medium having 
er = 2.56 and nr = 1.0 for lengths of 0.5X and 1.0X in Fig. 5. The half-wave dipole is "tuned" through resonance, a phenomenon also produced for the full-wave dipole at a slightly greater value 
of chirality. These results seem to indicate the possibility of tuning antennas embedded in chiral 
media or possibly plated on chiral substrates if the chirality can be controlled. 
Our concluding results in Fig. 6 are for the input impedance of a loop antenna in a medium having 
er = 2.56 and \iT = 1.0 as a function of chirality for antenna circumferences of 0.5X, 1.0X, 1.6X, and 5.03A.. In each case, the changing chirality produces oscillations in the input impedance, but 
which cannot be accurately described as resonances at least in the sense that the reactance does not 
always change sign. For the loop as well, it appears as though ,were the chirality of the medium in 
which the antenna is embedded to be controllable, that some degree of control could be produced 
over its input impedance. 
Concluding Comments 
We have demonstrated extension of NEC, implemented in a model called CHNEC, to the problem 
of modeling wire objects located in infinite, chiral media. Although attention here was limited to 
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simple dipoles and loops excited as antennas, CHNEC is now applicable to the same kinds of wire 
objects, e.g., non-planar wire configurations and wire-mesh approximations to solid surfaces, as 
is NEC itself. Furthermore, work is underway to extend the present interface treatment in 
CHNEC, presently limited to vertical wires over a chiral halfspace, to the same kinds of halfspace 
problems as NEC now handles for achiral media. Validation of CHNEC has been accomplished 
by using power-conservation checks, wavenumber comparison with infinite-antenna solutions, 
and comparison with other chiral results. Having the general kind of modeling capability 
represented by CHNEC means that we are now able to explore how chirality might modify the 
characteristics of antennas and scatterers located in or near chiral media for various design 
purposes. 
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Fig. 1. Current on a dipole antenna 
of length 6X0 and radius 10"6Xo in a 
chiral medium having er = H-r = 1.0 
and Y^O = *-0. modeled using 
CHNEC and 121 segments. The 
current magnitude is shown as a solid 
line and the phase as a dashed line. 
Distance (m) 
Distance/ XQ 
Fig 2 Current magnitude on a 30Xo wire with wire radius "a" a parameter for a duality of y - 
0.0 i. The faster-decay slope that starts at the source may be seen to depend on wire radius, while 
the slower-decay region, when it is present, is apparently independent of radius. 
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is ie 
DISTANCE   (METERS) 
Fig. 3. The current magnitude (solid line) and phase (dashed line) on a 30Xo wire for a chirality y 
= 0.01 and a wire radius of a = 10"4Xo- The effective wavelength, as measured by the current 
phase progression with distance, can be seen to change from a value somewhat longer than XQ to 
one much longer than XQ at about the wire midpoint. The distance of this transition region depends 
on the wire radius, as seen in Fig. 2. 
Fig. 4. The attenuation (-a) and phase (±jß) constants on a wire as determined from the poles in 
the infinite antenna current spectrum (the solid line) and as estimated from CHNEC for a 6XQ wire 
are shown as a function of chirality. The good agreement between these two results provides 
mutual validation for both. Note that these propagation constants apply to the near-source region 
of Figs. 2 and 3. 
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Fig. 5. The input impedance of a center-fed dipole 0.5ÄO (a) and I.OXQ (b) in length as a function 
of chirality. Chirality can evidently be used to "tune" a dipole through resonance. 
Fig. 6. The input impedance of a loop antenna of circumference 0.3128Ä-0 (a), 0.625^0 (b), 
l.O^o (c), and 3.1416Xo (d) as a function of chirality for er = 2.56 and |ir = 1.0. A marked change in impedance occurs for y increasing from 0.01 to 0.1. 
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ABSTRACT 
This paper describes research work performed in the pursuit of a Masters of 
Engineering Degree at the Royal Military College of Canada, Kingston, Ontario that has 
centered around the very broad subject of computer modelling of complex structures for 
HF antenna analysis purposes. Specifically, a Canadian warship was modelled using the 
generic "Wire-Grid Modelling" technique. The electrical characteristics of the exterior of 
the ship are modelled as a grid of interconnected perfectly conducting thin wires. The HF 
antennas on the ship are likewise modelled as thin wires and excited by voltages at their 
feed region. The resulting currents on the segment elements of the model and the fields 
surrounding the warship are computed using the NEC(3) computer program. The 
computed radiation patterns and antenna input impedance were compared to measurements 
made on a l/50th scale-model. 
Since the segment mesh of the model serves only to approximate the electrical 
characteristics of the warship, the challenge in designing the model is to place the segments 
in locations where they will best represent the currents which would result on the surface of 
the ship from a similar excitation. Earlier work at Concordia University in Canada dealing 
with perfection of the software and techniques for modelling aircraft, has shown that with 
care, segment-grid modelling can produce accurate antenna impedance and radiation pattern 
results for aircraft. The work presented here is thus a logical extension of this earlier work. 
The antenna types modelled included whip, twin whip, and fan antennas. This paper will 
focus on the whip antenna results. 
SUMMARY 
With this technique, the number of wires or segments which can be used to define 
the structure of interest limits the size and amount of detail which can be incorporated into 
the model. In practice, this upper bound on the number of segments is determined not by 
the NEC software but by the available computer hardware and what is an acceptable 
solution time. With the NEC software the solution time is related both to computer memory 
and processing speed. With NEC the number of computations required to solve for the 
currents is proportional to the cube of the number of segments. In addition, if the number 
of segments is too great to allow the interaction matrix to fit into core memory then the 
processor becomes occupied with disk memory swaps. In the past, to achieve NEC 
execution times in the order of hours instead of days it has been necessary to minimize the 
number of segments of the model. The aircraft models were generally 500 segments or 
less. 
To overcome this limitation, a modified version of the NEC(3) software, 
developed by Defence Research Establishment Ottawa (DREO) [1], was compiled and 
executed on a Hewlet Parkard DN 10000 R.I.S.C. machine with 16 Mb of RAM. This 
modified version practically eleminates page faults which occur when the interaction matrix 
is too large to fit into core memory. This combination of software and hardware permitted 
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the execution of models up to 1500 segments with solution times in the order of three to 
four hours for a single frequency. 
A detailed account of the model design is contained in chapter 3 of ref [2]. It 
suffices to say here that in designing the segment model consideration must be given to 
both electrical and geometrical characteristics of the ship. From the electrical standpoint, 
segments should follow as closely as possible the paths of actual conductors. Where 
curves are to be modelled, piece-wise linear fits using short segments can be used. When 
modelling solid surfaces, such as a flat plate, it is important that the location of segments 
coincides with areas on the surface where current would be expected to show variation. 
When a voluminous object is modelled, such as a deckhouse, the surface is replaced with a 
rectangular grid of segments, their density and radii determined partially by the NEC 
modelling guidelines [3] and the requirement that the surface of the segments yields an 
equivalent surface area of the structure.    From a geometrical standpoint, care must be 
taken to ensure that the various dimensions and angles of the original structure are 
preserved. The NEC modelling guidelines are just guidelines that if followed ensure 
compatibility of the model with the NEC software. They are not an exhaustive guide to 
segment-grid modelling. Here, in addition to the guidelines, past experience gained with 
the aircraft modelling was tapped. However, unlike an aircraft which is a relatively 
smooth and featureless structure, a warship is really a myriad of smaller complex structures 
- deckhouses, guns, radars, antennas, masts, etc. - which collectively form the structure. 
Initially, three models of the ship of varying complexity were developed; one of 
500 segments one of 1000 segments, and one of 1500 segments. The increase in the 
number of segments was a result of decreasing the segment length and adding increased 
complexity - in terms of features such as guns, antennas, etc. - to the model in the hope of 
increasing the model bandwidth. Using a .2 wavelength segment length as required by the 
NEC guidelines resulted in the 500 segment model having a theoretical bandwidth of 
approximately 2 to 10 Mhz while the 1000 segment model increased this to 20 Mhz and the 
1500 segment model to 30 Mhz. Holding to the more stringent guideline of .1 wavelength 
segment length would have resulted in an unmanageable model size of some 2000 to 3000 
segments at a frequency of 30 Mhz. Figure 1 shows the 1000 segment model of the ship. 
As is suggested in the literature, the radii of the model segments was such that the surface 
area of the segments in the vertical and horizontal planes were each set equal to the surface 
area of the warship. Thus the sum of the surface area of all of the segments is 
approximately twice that of the ship being modelled. Once designed, the model was 
converted from 1/100 scale drawings to a NEC input file format using the CAD software 
package DIDEC.DREO developed jointly by DREO and Concordia University [4]. This 
software allowed for design changes to the model from the computer keyboard. 
Figure 1 1000 segment wire-grid model of warship. 
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Finding the best method of exciting the antennas on the model required some 
thought. The NEC software allows for two methods of exciting a segment. The first 
method, referred to as the constant field source, specifies a voltage V between the ends of a 
segment. The alternate method, referred to as the current-slope-discontinuity source, is 
based on the discontinuity in the current derivative at the segment junctions. On the aircraft 
models the wire antennas were connected directly to the segments of the model via a 
segment which served as a feed segment. The other end of the antenna was not connected 
to the aircraft simulating the insulator which was found on the actual aircraft. The 
segments in the area of the feed segment were tapered in radius and segment length so that 
no NEC guideline errors would be produced. The feed segment was excited using the 
constant field source model. 
In the design of the antenna feed area on the warship computer simulations were 
performed on a quarter wavelength monopole antenna over a perfectly conducting ground 
plane and compared to theoretical values. The two NEC source methods were simulated 
with the antenna alternately connected to ground, isolated from ground, and with a 50 ohm 
load on the bottom segment of each of the previous configurations. The closest agreement 
in both radiation pattern and input impedance was achieved with the constant field source 
method and the antenna connected directly to ground. Simulations with the warship model 
and the same feed arrangement confirmed these results. 
In the design of the physical layout of the feed area various different schemes were 
tried, as shown in Figure 2. This antenna is a 35 foot whip antenna located on the rear left 
(a) (b) 
35' whip antenna 
eed segment 
(c) 




Figure 2 Antenna feed area configurations. 
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hand comer of an air intake. An air intake is essentially a rectangular metal box with a 
metallic mesh over one end to allow the passage of air. The mesh was treated as a flat 
metal plate for modelling purposes as the openings are small compared to a wavelength at 
HF frequencies. Figure 2(a) shows the simplest segment arrangement for the feed area. 
Here essentially the antenna feed segment has been attached directly to the air intake. A 
modification to this, not shown, has the segments leading to the feed segment tapered in 
both radii and length. In Fig 2(b) to (d) the number of segments in the feed area and their 
segmentation is increased. A total of over 60 simulations were performed on the three warship models lor the 
three whip antenna installations. The results were compared to the measured values 
obtained for input impedance and radiation patterns. The aim of these simulations was to 
optimise the segment-grid model of the warship to produce results in close agreement with 
those of the scale-model. The simulations tested the effects of: 
a. varying the radii of all the segments of the model by some factor, 
varying the radii of select segments in the feed area, and varying the 
radius of the antenna; 
b. increasing the number of segments in the antenna feed regions; 
c. varying the lengths of segments on the model and antennas; 
d. adding increased detail to the model - guns, antennas,etc; and 
e. varying the segment density in the antenna feed area. 
A typical example of the the type of impedance and radiation pattern results which 
were obtained for the whip antennas are shown in Figures 3 and 4 respectively. An 
examination of the impedance results shows that there is good overall agreement between 
the measured and computed results, although the resistance values show considerable 
discrepancy above 10 Mhz. The general shape of the radiation patterns are in good 
agreement up to 10 Mhz. Generally, with few exceptions the positions of the nulls and 
lobes are in agreement. At 12 Mhz the measured patterns show more lobing than do the 
computed patterns, although there are still points of agreement between the two. There is, 
however, discrepancy between the absolute magnitudes of power gain between the two sets 
of plots. This discrepancy was present in all plots and varied inywhere from 5 dB to 20 
dB. This can be partially accounted for by the manner in which the NEC program 
computes the isotropic power level used to reference the power gain. The isotropic power 
level is computed from the voltage and induced current at the feed segment. As has been 
documented, this value of voltage is not always accurate. A more reliable method is used 
by Larose [5] to compute the isotropic level. Here the power density is integrated over the 
surface of a sphere surrounding the antenna to determine the total radiated power. From 
this value the level is computed. Use of this revised isotropic level resulted in a reduction 
of the computed gain. The remainder of the difference could be a result of experimental 
error with the measured results. Overall for all three whip antennas the results were very encouraging. The best 
agreement between the computed and measured radiation patterns was with the model of 
1500 segments with the radius of each segment set to yield an equivalent surface area of the 
ship. This is logical as the increased number of segments would produce a better current 
resolution on the structure. Generally, the best pattern agreement was between the 
frequencies of 2 and 10 Mhz. Here there was consistently agreement on the location of 
lobes and nulls between the two sets of patterns. Between 10 and 20 Mhz the patterns 
were generally similar, although there were some points of disagreement on the locations of 
nulls and lobes between the two. Above 20 Mhz the patterns were generally dissimilar 
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Figure 3 Antenna input (a) resistance and (b) reactance for whip antenna. 
with the computed results showing much more lobing than the measured results. This is 
likely caused by the shorter wavelengths at the higher frequencies making smaller details on 
the model more important and might be rectified by increasing the number of segments. 
Increasing or decreasing the radius of the segments by some common factor did not 
provide any improvement. Increasing the number of segments in the feed region similarly 
had only very minor effect. Interestingly, when minor details on the ship such as guns, 
radars, masts, etc. were removed there was no apparent effect on the radiation patterns. It 
became evident that the general shape of the hull and superstructure of the ship were the 
greatest contributors to the shape of the radiation patterns below 20 Mhz. Above this 
frequency it is likely that some of the smaller details play an increasingly important role. 
The accuracy of the computed impedance results varied from one antenna to 
another. In all cases there were points of agreement between the measured and computed 
results. However, there were usually some points of disagreement making it clear that 
further investigation of the modelling process is needed in order to properly simulate some 
aspect of the antenna at a particular frequency. Overall, the best impedance results with the 
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Figure 4(a) Azimuth Plane Pattern for 0 = 85°for (a) measured vs (b) 
computed results at 4, 5, 6, 8, 10, and 12 MHz-model 1-1ED. Outer 
scale is 5 DB and center point is -45 DB relative to a X./4 monopole. 
Legend: Horizontal power gain Vertical power gain 
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Figure 4(b)       8 (top), 10, 12 (bottom) MHz-Model 1-1ED. 
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whip antennas were achieved with the 500 segment model. The 1000 segment and 1500 
segment models often showed inferior results. Agreement was equally good across the 
entire frequency band of 2 to 30 Mhz indicating that antenna input impedance was not 
affected by the theoretical bandwidth of 2-12 Mhz of the 500 segment model imposed by 
the NEC modelling guidelines. The feed arrangements of Fig 2(a) with the segments not 
tapered resulted in negative impedances. The best results were with the arrangements of 
Fig 2 (b), (c), and (d) which showed essentially the same results. Here the results were 
sensitive to the density of segments at the feed area and how they were segmented. This is 
logical as the impedance is computed from a computed value of current and voltage on the 
feed segment  The accuracy of this computed value of voltage is sensitive to the 
segmentation of the wires at the feed area. 
Modelling efforts with the twin whip and fan antennas were very encouraging. As with the 
whip antenna, the radiation pattens were best below 20 Mhz. The impedance results for the 
twin whip were encouraging as generally good agreement was seen below 20 Mhz. The 
impedance results for the fan antenna showed more disagreement and point to the 
requirement for more research into the best method of exciting this antenna. 
CONCLUSION 
All in all, these initial results were very encouraging. There are some areas of 
discrepancy that clearly require more research effort. Once perfected and validated, this 
technique will be a powerful design tool. At present, there is only one antenna range in 
Canada and it is not used for warship modelling. Thus traditionally, this work has been 
contracted out to other countries at great expense in time and money. In contrast, with the 
NEC and DIDEC software, a moderately powerful computer, and a technician to design 
and run the simulations in modest office space, interesting design and performance 
information on HF antennas can be readily produced to supplement any measurement 
results or to help diagnose specific operational scenarios. 
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This paper presents the results for radar cross-sections that have been obtained 
from a new computer program, which is called CLASP. Seven different scatter- 
ing bodies are discussed, namely: the wire, the sphere, the disk, the cube, the 
ACES 5:1 dipole, the dielectric sphere, and the coated sphere. Comparisons with 
analytical and experimental results show that CLASP is capable of considerable 
accuracy. 
1. INTRODUCTION 
This paper presents the numerical results that have been obtained for the radar cross- 
section of various objects from a new computer program, which is called CLASP (Culham 
Laboratory Advanced Scattering Program). A description of this program is given in a 
separate paper, CLASP—A New General-Purpose Method of Moments Scattering Code, 
in these proceedings. A further paper, The Regular Tetrahedron—A Canonical Scattering 
Problem, in these proceedings, presents various numerical and experimental results for the 
scattering from a conducting tetrahedron of edge 3A, and proposes this as a new canonical 
problem for ACES. 
Seven different scattering bodies are discussed in this paper, namely: the wire, the 
sphere, the disk, the cube, the ACES 5:1 dipole, the dielectric sphere, and the coated 
sphere. Comparisons of the results with those from analysis and experiment show that the 
program is capable of considerable accuracy. 
2. THE SPHERE 
The problem of electromagnetic scattering from a perfectly conducting sphere is useful 
because it provides a non-trivial calculation and yet has an analytical solution. Figure 1 
shows the numerical model of the sphere that was used in the present calculations. It is 
constructed from 320 plane triangular patches that are obtained by a recursive refinement 
of the 20 faces of an icosahedron, in which each new vertex is raised to lie on the surface 
of the circumscribing sphere. The size of the icosahedron is chosen so that the mean 
spherical radius of the numerical model is exactly equal to the radius of the true sphere. 
This refinement, which constitutes a modelling rule for triangulated spheres, allows for 
the fact that a piece-wise plane model can represent a smoothly curved surface only by its 
average position. 
The calculation was done on a SUN IPC workstation and took approximately 1500 
CPU seconds to fill the impedance matrix, 250 seconds to factor the matrix, and 200 
seconds to calculate the scattered fields. 
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FIG.l The numerical model of the sphere. 
Figure 2 shows the results for the bistatic radar cross-section in the plane of the incident 
electric field. The radar cross-section in decibels relative to 1 m2 is plotted against the 
bistatic angle. The wave-length of the incident electromagnetic wave is 1 m, the wave- 
number it is 27rm~1, and the radius a of the true sphere is given by ka = 8. The radius 
of the circumscribing sphere of the icosahedron is 1.0113a, that is, about 1% larger than 
the true sphere. The solid line is the analytical result and the dashed line is the numerical 
result from CLASP. Comparison of the two curves shows that for angles less than 90° 
there are differences of about 0.4 dB, but at angles greater than 90° the results are almost 
coincident. 
S    15- 
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FIG.2 The results for the bistatic RCS of a sphere, in the 'E-plane. 
The dashed line is from CLASP. The solid line is the exact solution. 
A feature of this calculation is that the numerical model is rather coarse, for the condition 
ka = 8 corresponds to a patch size of A/2.6, which is unusually large.  When the size of 
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each patch is reduced, which is done here by reducing ka, the accuracy of the calculation 
increases; for ka = 1 the error is less than 0.01 dB. 
3. THE WIRE 
The radar cross-section of a straight, thin, perfectly conducting wire has been calculated 
using CLASP and the results have been compared with those from the approximate ana- 
lytical theory of Shamansky et al. [1]. The frequency of the incident electromagnetic wave 
is 10 GHz, the length of the wire is 0.4953 m (equivalent to 16.5A), and the radius of the 
wire is 2.9972 x 10-4 m (equivalent to 0.01A). The calculation was done in two different 
ways, as described below. 
First, the wire was modelled conventionally by a series of wire segments using the 
thin-wire approximation and reflection symmetry. The number of segments was 200 and 
the length of each segment was approximately A/12. The calculation was done on a SUN 
IPC workstation and took approximately 100 CPU seconds to fill the impedance matrix, 
4 seconds to factor the matrix, and 490 seconds to calculate the scattered fields. 
Secondly, the wire was modelled unusually from plane triangular patches in the form 
of a very thin cylinder. The calculation used reflection symmetry and 5-fold rotational 
symmetry simultaneously. The numerical model contains 100 triangles along the length 
of the wire and 20 triangles around its circumference. The times to fill and factor the 
impedance matrix were approximately 7300 and 440 seconds respectively on a SUN IPC 
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FIG.3 The monostatic RCS of a wire of length 16.5A. Both results are from CLASP. 
The dashed line is from the wire model.  The solid line is from the patch model. 
Figure 3 shows the results for the monostatic radar cross-section that are obtained when 
the incident electric field and the wire are coplanar. The dashed line shows the results for 
the wire model, and the solid line shows the results for the patch model. The two sets of 
results are in good agreement. These results agree well with the figure in Ref. [1], but a 
comparison is not presented here because of difficulty with the analytical expressions in 
that paper. 
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4. THE DISK 
The radar cross-section of a plane circular disk of zero thickness has been calculated with 
CLASP and the results have been compared with those from the experiment of Hey et 
al. [2]. 
The disk was modelled using plane triangular patches of approximate size A/8 in a 
mesh with 6-fold rotational symmetry. The wave-length of the incident electromagnetic 
wave was 32.2mm, which is that used in the experiment. 
Figure 4 shows the results for the monostatic radar cross-section at normal incidence 
for a series of disks of different values of the radius a. The solid line shows the results of 
64 runs of CLASP. The typical computing times were 1000 and 30 CPU seconds to fill and 
factor the impedance matrix respectively on a SUN IPC workstation. The circles show the 









1   
    
    
 ] 
------4^4^---}------] ;-- 
Lyf {--[--]- -} |~~ 
0 12 3 4 5 6 
Relative size of disk (ka) 
FIG.4 The RCS of a disk for normal incidence as a function of ka. 
The solid line is from CLASP. The circles are from experiment. 
5. THE CUBE 
The monostatic radar cross-section of a perfectly conducting cube has been calculated 
with CLASP and the results compared with those from the experiment of McGahan [3]. 
The cube was modelled using plane triangular patches in a mesh with 4-fold rotational 
symmetry and 2-fold reflection symmetry. Various calculations were done with patches in 
the range of size A/4 to A/7. The typical times to fill and factor the impedance matrix 
were 3600 and 150 seconds respectively on a SUN IPC workstation. 
Figure 5 shows the results for the monostatic radar cross-section at normal incidence 
to a face for a series of cubes of different values of 4s/X, in which s is the length of a side 
of the cube. The solid line shows the results from 43 runs of the program, and the circles 
show the experimental values from Ref. [3]. (The values were taken from enlargements of 










- —r- —y--—r- —7 —". -,— --; |     ^_^}->    • 
—-j—--i—i—r--~i-^^s^::f\----r---\ 
_/.J-_i__; ! ; 1 1- 1 1 1 -) -I 
o g 10 3 4 5 6 7 8 
Relative size of cube (4s/A) 
FIG.5 The RCS of a cube for normal incidence as a function of As/\. 
The solid line is from CLASP. The circles are from experiment. 
6. THE ACES 5:1 DIPOLE 
The ACES 5:1 dipole is a canonical problem in electromagnetic scattering [4]. The scatter- 
ing body consists of a cylinder with hemispherical end-caps. The total length of the body 
is 0.5 m and its radius is 0.05 m. The incident electromagnetic wave has a wave-length of 
1 m and is polarized with the electric field along the length of the body. The main quantity 
to be calculated is the monostatic radar cross-section for broadside incidence. 
The dipole was modelled with CLASP using plane triangular patches. The numerical 
model used 5-fold rotational symmetry and 2-fold reflection symmetry. The end-caps 
were constructed from the refinements of an icosahedron (as described in section 2 for 
the sphere). Figure 6 shows the symmetry cell of the numerical model. Three meshes of 
different resolutions were used in order to demonstrate the convergence of the calculations. 
The three meshes were derived from the first three recursive refinements of the icosahedron 





in which N, is the number of triangles on each hemisphere, Nc is the number of triangles 
on the cylinder, and the resolution is the typical size of each triangular patch. The ratios 
f3 and fc for the hemisphere and cylinder respectively are discussed below. The choice of 
such meshes, which are excessively fine for most practical calculations, was made in the 
pursuit of extreme accuracy. 
These three meshes were each used in two different ways, so that in total six different 
calculations were done. The first three of these calculations used the standard inscribed 
geometry, in which the nodes of the numerical model lie exactly on the surface of the true 
object. 
The second three calculations used a modified geometry, in which the average radii of 
the cylinder and end-cap in the numerical model are made equal to that in the true object, 
Refinement N, Nc 
1 40 280 
2 160 1200 







FIG.6 The symmetry cell in the numerical model of the dipole. 
This represents one tenth of the complete object. 
but the total length is unchanged. This process allows for the fact that a piece-wise plane 
model can represent a smoothly curved surface only by its average position. The effect is 
to increase the circumscribing radii in the modified geometry over that in the inscribed 
geometry. The ratios of these circumscribing radii are given in the table above for the 
three different refinements; the ratio f, applies to the hemisphere and the ratio fc applies 
to the cylinder. The fact that these ratios are different means that the modified geometry 
spreads slightly where the cylinder joins the end-cap. 
The results from CLASP for the monostatic radar cross-section for broadside incidence 
for the standard and modified meshes are given below in units of decibels relative to 1 m2. 
Refinement RCS (std) RCS (mod) Fill (s) Factor (s) 
1 -1.08 -1.12 257 2 
2 -1.11 -1.12 4271 190 
3 -1.12 -1.12 91100 15600 
This table shows that the results from the modified mesh are independent of its refinement, 
and that the results from the standard mesh converge monotonically to that same value. 
This behaviour shows the importance of an accurate representation of the geometry of 
the scattering body. The results agree very well with those given in Ref. [4]. The table 
also shows the times required to fill and factor the impedance matrix on a SUN IPC 
workstation. 
7. THE DIELECTRIC SPHERE 
The bistatic radar cross-section of a homogeneous dielectric sphere has been calculated 
with CLASP and the results have been compared with those from analytical theory. The 
sphere was represented using tetrahedra in a numerical model that comprises a series 
of concentric layers. The layers start from an icosahedron at the centre, and each has 
four times the number of faces as the previous inner layer. The model that is used here 
contains three layers and 1120 tetrahedra. The typical size of the tetrahedra is A/38. 
Five-fold rotational symmetry was exploited in the calculation. 
Figure 7 shows the results for the case of E-plane scattering from a sphere of size 
ka = 0.5 with a relative permittivity of 2.0865 — 1.29 x 10_2i. The times to fill and 
factor the impedance matrix were 20 hours and 1000 seconds respectively on a SUN IPC 
workstation. The dashed line shows the results from CLASP, and the solid line shows the 
analytical results. The typical difference between the two sets of results is only 0.04 dB, 
which means that they are largely indistinguishable on this graph. 
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FIG.7 The RCS of the dielectric sphere.  The results from CLASP and 
the analytical solution are largely indistinguishable on this graph. 
8. THE COATED SPHERE 
The bistatic radar cross-section of a coated sphere has been calculated with CLASP and 
the results have been compared with those from analytical theory. The coated sphere 
comprises an inner perfectly conducting sphere that is surrounded by a homogeneous 
dielectric shell. The inner sphere was modelled using 80 plane triangular patches on the 
surface of a refined icosahedron. The dielectric shell was modelled using 880 tetrahedra in 
one layer. The typical size of the tetrahedra was A/38. 
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FIG.8 The results for the bistatic RCS of a coated sphere, in the 'E-plane. 
The dashed line is from CLASP. The solid line is the exact solution. 
Figure 8 shows the results for the case of E-plane scattering from a coated sphere of overall 
size ka = 0.5. The radius of the inner conducting sphere is given by ka = 1/3 and the 
relative permittivity of the dielectric shell is 2.0865 — 1.29 x 10_2i. The times to fill and 
factor the impedance matrix were 14 hours and 1300 seconds respectively on a SUN IPC 
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Workstation. The dashed line shows the results from CLASP, and the solid line shows the 
analytical result. There is clearly very good agreement between the two. 
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Radio Frequency Effects Department, Culham Laboratory, 
Abingdon, Oxfordshire, 0X14 3DB, United Kingdom 
This paper proposes a new canonical problem in electromagnetic scattering. The 
scattering body is a regular, perfectly conducting tetrahedron of several wave- 
lengths in size. In particular, this paper considers a tetrahedron with edges 
of length three wave-lengths. The results from three predictive codes, namely 
FACETS, NEC and CLASP, are presented. The results from an experiment are 
also presented and are compared with the predictions. 
1. INTRODUCTION 
The perfectly conducting regular tetrahedron is a simple three-dimensional object for which 
no analytical solution exists for the scattering problem. It exhibits scattering mechanisms 
that provide a challenge to approximate methods of calculation. Such mechanisms include 
the presence of creeping waves and multiple diffraction from the vertices and edges, which 
cannot be included properly in a treatment using Physical Optics (PO) or the Physical 
Theory of Diffraction (PTD), for instance. The tetrahedron is therefore a good canonical 
problem for the validation of computer codes for the prediction of radar cross-sections. 
This paper considers a regular, conducting tetrahedron with edges of length three 
wave-lengths. Three computer codes have been used to model this object. The first code, 
FACETS [1], uses Physical Optics and the Physical Theory of Diffraction, and is intended 
for use at high frequencies. The second code, NEC [2], uses the Method of Moments and 
a wire-grid model. The third code, CLASP [3], is a new Method of Moments code and 
uses plane triangular patches. 
In addition to these theoretical predictions, an experiment has been done on the 
scattering from a small gold-plated aluminium tetrahedron at a frequency of 10 GHz, and 
the results from this experiment have been compared with the predictions. Although the 
experimental results serve to confirm the essential correctness of the numerical calculations, 
they are not precise and should not be regarded as exact reference data. 
2. DEFINITION OF THE PROBLEM 
The tetrahedron has an edge length of three wave-lengths and is taken to be perfectly 
conducting.   The tetrahedron is placed with one face on a horizontal support, as shown 
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in Fig. 1. This face defines the zy-plane. The vertical line through the opposite vertex 
defines the z-axis. The wave-vector k of the incident electromagnetic wave lies always 
in the zy-plane. The monostatic radar cross-section is calculated as a function of the 
azimuthal angle 0, which is the angle between k and the line that joins the centroid of the 
bottom face to a bottom corner. 





direction of incidence 
in the x-y plane 
FIG.l The definition of the problem. 
The results should be periodic in 6, with period 120°, because of the three-fold rotational 
symmetry of the tetrahedron. The results should also be symmetric about 8 = 60° because 
of the reflection symmetry about this position. The positions 0 = 0° and 6 = 60° represent 
edge-on and broadside incidence respectively. 
Two types of polarization are considered. The first type, HH, has the electric vector 
horizontal (that is, in the xy-plane), for both the incident and the scattered wave. The 
second type, VV, has the electric vector vertical (that is, parallel to the z-axis), for both 
the incident and the scattered wave. 
3. PREDICTIONS FROM FACETS 
Calculations with version 5 of FACETS have been done using both Physical Optics and 
Physical Optics augmented by the Physical Theory of Diffraction. Such calculations are 
approximate; they are exact only in the limit of very high frequency. FACETS assumes 
that each face of the tetrahedron is a single facet and that the bottom face is always 
illuminated. This is achieved here by changing the angle of incidence by a small amount 
(0.01 degrees) out of the xy-plane, so that the bottom face is illuminated from below. The 
calculations were done for a tetrahedron of edge 10i/3m, at a frequency of 51.9257 MHz. 
The radar cross-section was calculated for both polarizations in steps of 0.2°. The runs 
took about 60 seconds each on a SUN Sparestation. 
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Figure 2 shows the results for the radar cross-section for HH polarization. The solid 
line shows the results from Physical Optics alone, and the dashed line shows the results 
from Physical Optics plus the Physical Theory of Diffraction. The contribution from 
the Physical Theory of Diffraction acts to increase the radar cross-section everywhere. 
The circles show the experimental results that are described in Section 6 below. The 
results from Physical Optics plus the Physical Theory of Diffraction agree well with the 
experimental results for the main lobe, which is at 60°, and the secondary lobes, which 
are near 30° and 90°. However, the numerical calculations fail near edge-on incidence, 
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FIG.2 The RCS results from FACETS for HH polarization; solid line: PO, 
dashed line: PO plus PTD. The circles are from the experiment. 
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FIG.3 The RCS results from FACETS for VV polarization; solid line: PO, 
dashed line: PO plus PTD. The circles are from the experiment. 
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4. PREDICTIONS FROM NEC 
Calculations with version 3 of NEC have been done with two wire meshes. The first mesh 
contains 26 divisions along each edge and contains a total of 2960 wire segments. This 
model gives a resolution of about A/9. The second mesh contains 33 divisions along each 
edge and contains a total of 4699 wire segments. This model gives a resolution of A/11. The 
calculations were done for a tetrahedron of edge 10\/3m, at a frequency of 51.9257 MHz, 
and symmetry was not exploited. The code was run on a Meiko Computing Surface using 
four i860 processors in parallel [4]. The times to fill and factor the impedance matrix for 
the coarse mesh were 26 minutes and 28 minutes respectively. The corresponding times 
for the fine mesh were 65 minutes and 112 minutes respectively. The results for the two 
meshes are practically identical. Figure 4 shows the results for HH polarization. The solid 
line is from NEC and the dashed line is from the experiment. There is reasonably good 
agreement between the two sets of results, especially at the maxima of the cross-section. 
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FIG.4 The RCS results from NEC for HH polarization.   The solid 
line is from NEC. The dashed line is from the experiment. 
5. PREDICTIONS FROM CLASP 
Calculations with CLASP have been done using plane triangular patches in a numerical 
model with 3-fold rotational symmetry. The number of patches along an edge was taken to 
be a multiple of 3, so that the patches are identical equilateral triangles. Several different 
sizes of patch were used, from a resolution of A/3, which is very coarse, to A/10, which is 
the finest resolution that could be run conveniently. The mesh with a resolution of A/3 
contains 324 triangular patches. The times to fill and factor the impedance matrix were 400 
seconds and 20 seconds respectively on Hitech-10 workstation, which is similar in speed to 
a SUN Sparestation. The mesh with a resolution of A/10 contains 3600 triangular patches. 
The times to fill and factor the impedance matrix were 12 hours and 9 hours respectively. 
Figure 5 shows the symmetry cell of the computational mesh for a resolution of A/3. 
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FIG.5 The. symmetry cell of the mesh for CLASP for a resolution o/A/3. 
This represents one third of the complete object. 
The calculations were done for a tetrahedron of 88.99 mm at a frequency of 10 GHz, which 
are the same values as those used in the experiment in Section 6. However, the results 
have been shifted by +45.78 dB in order to allow comparison with the results from the 
tetrahedron of size lOv/ßm in Sections 3 and 4. Figure 6 shows the results for HH polar- 
ization. The solid line shows the results for a resolution of A/10 and the dashed line shows 
the results from the experiment. Again, there is reasonably good agreement between the 
numerical and the experimental results. As in Fig. 4, the lack of symmetry about 60° in 
the experimental results is apparent. Calculations with CLASP have also been done at 
resolutions of A/8, A/5, and A/3, which is very coarse. The results for A/8 are the same as 
those from A/10. The results for A/5 are barely different from those for A/8. Remarkably, 
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The RCS results from CLASP for HH polarization.  The. solid 
e is from CLASP.  The dashed line is from the experiment. 
209 
Figure 7 shows the corresponding results for VV polarization. Again, the lack of 
symmetry about 60° in the experimental results is apparent. Of interest is the sensitivity 
of the numerical results to the resolution of the mesh at the edges and vertices of the 
tetrahedron. This point has not been addressed here because the mesh is uniform. It may 
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FIG.7 The RCS results from CLASP for VV polarization.  The solid 
line is from CLASP. The dashed line is from the experiment. 
6. EXPERIMENTAL MEASUREMENTS 
Measurements at 10 GHz were made on a regular tetrahedron of edge approximately 90 mm. 
These measurements are not precise, but are able to give a good indication of the radar 
cross-section as a function of angle, and to serve to confirm the essential correctness of the 
numerical predictions. 
The tetrahedron was made from a solid rod of aluminium alloy, with 4.5% Magnesium, 
by milling on three faces and parting-off on the fourth face. The machining was done to 
routine workshop tolerances. The faces were then finished by hand on abrasive paper 
and gold-plated so that the surface did not tarnish. The gold was applied by vacuum 
deposition and is about 500 nm thick. The dimensions of the tetrahedron were found using 
a travelling microscope and are as follows: 
Edge Length (mm) Deviation from mean (mm 
1 89.00 +0.01 
2 89.15 +0.16 
3 88.87 -0.12 
4 89.00 +0.01 
5 88.94 -0.05 
6 88.99 0.00 
The mean length is 88.99 mm. The vertices of the tetrahedron are not perfect; there are 
distortions of < 0.3 mm within 1 mm of the tips. 
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The tetrahedron was supported on an expanded polystyrene column within an ane- 
choic chamber of approximate size 3m x 3m x 4m. The incident electromagnetic field 
was a plane wave over the volume occupied by the tetrahedron to reasonable accuracy; 
the estimated power variation is < 0.2 dB and the estimated phase variation is less than 
2°. The distance from the target to the measurement horns was approximately 3 m. The 
measurement configuration was bistatic, with a bistatic angle of approximately 2" between 






FIG.8 The experimental arrangement (not to scale). 
The minimum value of radar cross-section that can be measured reliably is approximately 
—50dBm2. The accuracy of the experimental measurements is not known precisely. It 
is limited by two main factors. First, the mount for the radar target is not a precision 
element; the base of the tetrahedron may not be set horizontally to better than ±3°. 
This mis-alignment will change as the target is rotated. Secondly, no transformation is 
performed from near field to far field. Neither of these effects has been quantified. The 
results for HH polarization and VV polarization are those shown in the figures above. 
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AN INTRODUCTION TO THE THREE-DIMENSIONAL 
FREQUENCY-INDEPENDENT PHASED-ARRAY (3D-FIPA) 
J. K. Breakall 
Department of Electrical and Computer Engineering 
The Pennsylvania State University 
University Park, PA   16802 
A new and innovative antenna array, the Three-Dimensional 
Frequency-Independent Phased-Array (3D-FIPA), was developed by Penn State and is 
described in detail in this paper. This antenna has been entered into the patent process 
after much physical and computer modeling analysis. The 3D-FIPA can be designed to 
provide low grating lobes, low sidelobe levels, nearly constant gain, beamwidth, and 
impedance with a low Voltage Standing Wave Ratio over extremely large bandwidths. 
The full array maximizes use of physical volume required and can be built for HF 
through the microwave regions. The 3D-FIPA applies the log-periodic principle in a 
novel way to form multi-layer dipole arrays that maintain all electrical spacings and 
heights over a user-specified frequency range. 
I. INTRODUCTION 
Phased-array antennas have traditionally been composed of a group of similar, 
individual element antennas or radiators oriented along a line (a linear array) or in a two- 
dimensional plane (a planar array). The configurations have provided the ability to form, 
a single, directed, pencil-beam, fan beam or even multiple beams. The formation and 
characteristics of the beam or beams was controlled, entirely, by amplitude and phase 
excitations of individual element radiators in the antennas. The main beam was scanned 
in space by changing the phasing and excitation of individual radiating elements. The 
shape of the beam (its width and sidelobes) was controlled by amplitude, phasing and 
spacing of the radiating elements. Scanning of the beam was accomplished completely 
electronically. 
Phased arrays have been used in many applications including electronically 
steered radar, shortwave broadcasting, curtain arrays, over-the-horizon radars, 
ionospheric modification antennas, satellite communications, broadcasting antennas, AM 
broadcast service antennas, etc. 
Recent analysis at Penn State for the construction of a world-class Ionospheric 
Research Instrument to be constructed in Alaska has resulted in the development of a new 
and innovative antenna called the Three-Dimensional Frequency-Independent 
Phased-Array (3D-FIPA). This antenna has been proposed for the High Frequency 
Active Auroral Research Program (H AARP) of the Navy/Air Force for the unique design 
concept of a world-class high-power instrument for modification and research of the 
auroral ionosphere. Work has revealed that there are major difficulties with all current 
ionospheric modification arrays and phased arrays in general when characteristics are 
desired to be achieved over very wide bandwidths. Traditional phased arrays when 
operated over a wide bandwidth have the inherent properties of limited frequency range, 
disastrous grating lobes, inability to control sidelobes, limited scan elevation and azimuth 
angles, inability to add future modifications, and limited bandwidth for very fast slewing 
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of the beam. Rapid beam steering and frequency agility, which require large bandwidths, 
are characteristics which can be satisfied very easily with this new design. 
The design presented in this paper incorporates an original phased-array antenna 
that has the following frequency-independent characteristics: low grating lobes, low 
sidelobe levels, nearly constant gain, beamwidth, and impedance, and low Voltage 
Standing Wave Ratio (VSWR) over any desired user chosen frequency bandwidth. This 
antenna for which the patent process has begun is believed to be the first solution ever 
proposed that will achieve all of the above characteristics. It applies the log-periodic 
principle in a novel way to form multi-layer dipole arrays that maintain all electrical 
spacings and heights over a user-specified frequency range. 
II. BACKGROUND 
A detailed examination of the most important and unique features that can only 
be obtained with the 3D-FIPA antenna follows: 
Suppression of grating lobes is extremely important to insure a clean main beam 
pattern and prevent power from being wasted in unwanted directions. Any conventional 
array cannot achieve low grating lobes over a wide frequency range because the element 
spacings expressed in wavelengths increase with frequency, creating interferometer-like 
grating lobes. The only solution is to construct many narrowband phased arrays so that 
the spacing changes by only a small percentage with frequency. The range is so limited, 
however, that many arrays have to be built, and very complex switching systems must 
be employed. The 3D-FIPA antenna solves all of these problems by preserving all 
spacings and heights above ground (expressed in wavelengths) for active resonant 
elements as the frequency is varied. Every geometrical parameter of the antenna is 
therefore constant with frequency in a log-periodic sense. 
Constant gain and beamwidth as a function of frequency is a very desirable 
characteristic of the 3D-FIPA antenna. Any array with constant physical distance 
between the elements, such as a conventional phased array, has gain versus angle 
characteristics that change greatly with frequency, even if the individual elements are 
inherently wideband. The 3D-FIPA antenna is designed to keep the electrical area 
constant with frequency. The decrease with frequency of the physical area covered by 
the active radiating elements causes this constant electrical performance. The gain and 
beamwidth remain extremely close to constant in a manner very similar to a single 
log-periodic element. Voltage Standing Wave Ratio, as well, is low throughout the 
complete frequency range because of the log-periodic concept utilized in the design. 
The 3D-FIPA has a coincident location where all feedpoints intersect at a 
common location making excitation and phasing simpler than in a distributive system. 
Finally, the usage of physical volume and area is conserved by the judicious arrangement 
of nesting each subarray inside of other subarrays, all at different heights and specified 
non-intersecting locations. 
Extensive code and experimental validation has established the superior 
performance of the 3D-FIPA. Measurements have been successful on several 
reduced-scale models of different versions of the 3D-FIPA.   Gain, impedance, VSWR, 
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beam slewing, interaction with other wires and feedlines, and optimization of geometrical 
considerations have all been parametrically examined. 
III. DESCRIPTION OF 3D-FIPA ANTENNA 
Positioning of the various log-periodic antenna structures in the 3D-FIPA is such 
that each wire's height above a ground plane is some constant in wavelengths (ie. .25X) 
at each wire's resonant frequency. At the prescribed height in wavelengths above the 
ground plane, each wire's center is also at a constant spacing distance in wavelengths (ie. 
.60X) from adjacent like other wire's centers. Scaling of the antenna elements in a 
log-periodic sense causes physical wire lengths, heights, and inter-wire spacings to get 
progressively smaller as one moves towards the feed end of the element. The scaling 
factor is the same tau factor as used in classical log-periodic antenna design. 
Figures 1, 2 and 3 show both overhead and side views of a 4x4 circularly 
polarized version of the 3D-FIPA. The dark highlighted antenna wires depict the planar 
nature of the array with excitation at a single frequency. Figure 1 shows the array 
excited at the lowest operating frequency. Figures 2 and 3 show the same array excited 
at a mid and highest frequency, respectively. These figures depict the constant above 
ground heights and constant spacings of the antenna wire elements, a point that was 
discussed earlier. A total of 32 feed points would provide beam slewing in all directions 
with switchable polarization. 
IV. CONCLUSIONS 
The 3D-FIPA concept can be thought of as having many separate N by N 
vertically stacked dipole planar subarrays of fixed spacings in wavelengths. Subarray 
dipole elements expand from the center of the array to maintain proper electrical 
spacings. The highest frequency planar subarray is at the lowest physical height. As 
frequency is lowered, the physical plane occupied by the planar subarray successively 
rises above the ground plane. The heights and horizontal spacings in wavelengths for the 
dipoles in the subarrays are constant with frequency. 
To summarize, all presently known phased arrays have severe problems when 
large frequency ranges of operation are to be achieved. The 3D-FIPA antenna described 
here solves current phased-array design problems. 
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Figure 1.   4 By 4 3D-FIPA (Top And Side Views) Shown Excited At The 
Lowest Frequency. 2i5 
Figure 2.   4 By 4 3D-FIPA (Top And Side Views) Shown Excited At The Mid 
Frequency. 216 
Figure 3.   4 By 4 3D-FIPA (Top And Side Views) Shown Excited At The 
Highest Frequency. 217 
Time-Harmonic 2-D Electromagnetic Field Solutions using MATLAB 
Dr. Jovan Lebaric Rose-Hulman Institute of Technology, Terre Haute, IN 47803 
Dr. Darko Kajfez    University of Mississippi, University, MS 38677 
Abstract 
The paper presents the Finite Integration Technique (FIT) formulation of Interior and exterior 
electromagnetic eigenvalue problems, and Its MATLAB implementation. Rotatlonally symmetric fields 
are considered, reducing the problem to an equivalent 2-D problem with Tfi|> and TH*t> fields. Dlscretlzed 
Maxwell's equations are given for a sample problem and the matrix formulation deduced from the 
dlscretlzed equations. Using the concept of a diagonal localized Impedance In this matrix formulation 
different boundaries can be Implemented just by changing the matrix elements. Since this approach 
emphasizes the matrix nature of the dlscretlzed problem, MATLAB was used for the FIT Implementation. 
Results of the MATLAB implementation are presented for TE+ resonant modes of a PEC cavity, as well 
as a sample MATLAB program to illustrate the compactness of an electromagnetics code written In 
MATLAB. 
Introduction 
Finite Integration Technique (FIT) [1.] is a dual technique to the Finite Difference (FD) technique in 
the sense that FIT uses the integral forms of Maxwell's equations whereas FD uses the differential 
forms. The fundamentals of applying FIT to electromagnetic field problems involving rotationally 
symmetric domains have been presented in [2.]. This paper is an extension of the work presented in 
[2.]. A different matrix formulation is presented, suitable for implementing different boundary 
conditions on each of the three surfaces of the cylindrical domain. Furthermore, the program 
implementation has been done in MATLAB. The FIT has been applied to rotationally symmetric 
domains, with a uniform discretization grid for the rectangular cross-section in an r-z plane, as 
illustrated in Fig. 1 below. 
Fig. 1: Rotationally Symmetric Domain 
FIT equations are written for the 3-by-3 cross-section of a rotationally symmetric domain 
shown in Fig. 2. The equations are for TE* fields, that is fields with the following three components 
in a cylindrical coordinate system: E*, Hr, and Hz. These sample equations illustrate how to form the 
matrices involved in the FIT formulation. 
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Sample FIT Equations 
Consider a cross-section of a cylindrical domain shown in Fig. 2 below. The cross-section has been 
discretized using a 3-by-3 uniform grid of square cells: Ar=Az=AI. Three cells have been chosen in 
each coordinate direction because three is the minimum number of cells needed to show the matrix 
structure. The matrix structure observed for the 3-by-3 case is preserved for a uniform grid of any 
size, with the corresponding increase in the size of the matrices involved. Note that each of the cells 
can have different permittivity, as illustrated by the variable cell shading. In our application we are 
interested in solving for the eigenvalues and eigenvectors of the discretized electromagnetic field 
problem, and no sources are included. Electric field is in ((»-direction (into the plane of the figure) and 
the magnetic field has radial (Hr) and axial (Hz) components. 
Fig. 2 : Cross-section of a Rotationally Symmetric Domain 
The discretized equation are written by approximating the line and surface integrals in the curl 
equations of Maxwell for each of the cells. Again, the details of this are given in [2.]. Both curl 
equations (circulation of E and circulation of H) are used to write the discretized equations. 
Normalized complex frequency sn is introduced as the product of the complex frequency s=a+jco 
and the ratio of the cell size Al to the speed of light in free space c: $0= s Al/c. The impedance and 
the admittance of free space are denoted Z0 and Yg , respectively. The number of cells in radial 
direction is denoted M, and the number of cells in the axial direction is denoted N. 
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Circulation of Electric Field (first curl equation) 
Eb1  - ^I'-Sn^M 1E$1--snZ0<1/2)Hz1 
Eb2 " E<|!2 = "sn Z0 Hr2 2E*2 •  1E«.1--snZ0<3/2>Hz2 
E$1  " E<|»3 = "sn h Hr3 3ES1 -^"^V^zS 
E<S)2 - E(H * "sn Z0 Hr4 ^--•hV10** 
E«3 " Etl --snZ0Hr5 2E*4 • 1E$3--snZ0(3/2)Hz5 
E$4 " ^ = "sn Z0 Hr6 3Es2 -2EH-SnZ0«5/2>Hz6 
Circulation of Magnetic Field (second curl equation) 
Hr3 Hr1 + Hz1 ' Hz2 = ^ Y0 (El + E2 +e4 + e5>/4E*l 
Hr4 "Hr2 + Hz2- Hz3 = snY0 <e2 + E3+e5 + e6"4 E*2 
Hr5 -Hr3 + Hz4"Hz5  ' sn Y0 <E4 + E5 +e7 + E8»/4E4,3 
Hr6 -Hr4 + Hz5-Hz6 " sn Y0  <E5 + E6 +e8 + E9 >/4 E0 
It is convenient (simplifies the notation) to introduce the averaged permittivities: 
^,= (£,+ £2+84 + Ej) 14 e^2= (E2+ E3+ E5 + %>/4 
e()>3= (£4+ E5+ e7 + Eg'/4 E(>4= (Ej+^ö + £8 + E9>/4- 
The matrix form of the above equations is: 
-SnZo 
-1 0 0 0 1  F fc4>l 
0 -1 0 0 E<|>2 
0 0 1 0 E()>3 
0 0 0 1 E<M 
1 0 -1 0 







1 0 0 0 Eb1 
0 1 0 0 fcb2 
0 0 -1 0 tt1 
0 0 0 -1 Et2 
(1) 
0 -1 0 0 









0 0 1 0 
0 0 -1 1 




0   2   0   0 
0    0    10 




0 0 1/2000 
0 0 0 3/200 
0 0 0 0 1/2 0 
0  0   0  0  03/2 
3   0 




00010-10-10    001 
"z6 
1000 E<H 
0   £*2   0    0 E<t>2 
0     0   E*3   0 E4>3 
0    0    0 V t^J 
(3) 
Note that the equations have been re-ordered, such that the equations involving fields on the 
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boundaries are written first. The reason is the desired diagonal form of the matrices associated with 
the fields on the boundaries. The same can be accomplished by re-numbering the field components. 
The equations for the general case of an M by N cross-section can be written using the matrix 
notation as: 
C*% = "snz0 hr " Dbt ebt (4) 
v> = -snz0 1z- Dses (5) 
[<VT <S/i hrz = snY0 Dee(t, (6) 
where: 
Sr and Szare "connection" matrices with elE :s 1 and -1 ("canonical" matrices) and sizes (M- 
1)N by (M-1)(N-1) and M(N-1) by (M-1)(N-1), respectively; 
e^ denotes a column vector of (Ji-directed electric fields E<t>; 
( )T denotes transpose of the matrix within parenthesis; 
hr denotes a column vector of r-directed magnetic fields Hr, length (M-1)N; 
hz denotes a column vector of z-directed magnetic fields Hz |enatn M/N-1 \. 
hr2 denotes a column vector of all magnetic fields, that is a column vector consisting of the column 
vectors hr and h2 , length (M-1)N+M(N-1); 
Dbt denotes a diagonal matrix of coefficients associated with electric fields at the bottom and the top 
of the rotationally symmetric domain, size (M-1) by (M-1); 
ebt denotes a column vector of ^-directed electric fields E<j, at the bottom and the top of the domain, 
length (M-1) 
Dsdenotes a diagonal matrix of coefficients associated with electric fields at the side of the rotationally 
symmetric domain, size (N-1) by (N-1); 
es denotes a column vector of (|>-directed electric fields EA at the domain side, length (N-1); 
and D£ denotes a diagonal matrix of averaged relative dielectric constants, size (M-1)(N-1) by (M- 
1)(N-1). 
We implement impedance-type local boundary conditions by expressing the ^-directed electric fields 
on the boundaries in terms of the magnetic fields just inside the grid. For example, we may write: 
Ebi = ZM Hrv En = zn Hr5, Esi * Zst ^3, and s0 on- Note tnat tne local impedances Zxx are, in 
principle, all different and can have both positive and negative values (such that the vector product of 
the electric and magnetic field gives a Poyinting vector in the direction of the outward normal to the 
boundary). The local impedance boundary conditions can be represented in a matrix form using 
diagonal impedance matrices, one for the bottom and the top boundary and one for the side 
boundary: 
ebt =7,,,^ (?) 
es   = zs hz (8) 
Replacing the electric fields on the boundaries with the local impedance boundary conditions we 
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obtain the following matrix equations: 
c<t>re4> = 'snzOhr -Dbtzbthr 
CA,e* Vo h, - D«, z, h, 
(9) 
(10) 
KVT(S/lhrz= snY0Dee$   <11> 
From the last matrix equation we express the electric field as: 
^ = <Sn>-1z0De"1[(VT<S/lhrz    0*> 
and substitute into the first two equations: 
<sn> "1 z0 Sr De"1 [ (C«fr)T (C*z)T! hrz = "snz0 hr " Dbt zbt hr  <13> 
<sn> "1 z0 Sz De'1 [ (VT (Sz>T] hrz = "^^ hz" Ds zshz     <14> 
which further gives: 
<V D£-1 [ (C^)1 (Cfe)T ] hrz =  -Sn2hr - SnY0Db,Zbt hr     (15) 
Sz De"11 <Sr)T (VT I hrz = "sn2hZ " snY0Ds zs hz     <1S>. 
The above can be written as a standard eigenvalue problem (at the expense of doubling its size) if 
the following transformation is introduced: 
hr   =-snhr 
(17) 
or, using the combined column vector: 
hrz'=-snhrz- <18>. 
We now obtain a set of two matrix equations: 
Sr De"1 [ (CVT (C*/ ] hrz= snhr' " snY0Dbt zbthr     <19> 
S» De"11 <C*r)T <Sz)T ] hrz = snhz'" sn Y0Ds zs hz.     <20> 
Introducing the notation: 
[A B] = C$rD£1[(VT (C^)T]      (21) 
[C Dl = SzDe"1[(VT (Sz)TJ       (22) 
F=-Y0Db,Zbt (23) 
G = - Y0DS Z, (24) 
and using 1 to denote a unit matrix, the eigenvalue problem can now written using two 
"supermatrices" L and R: 
0     0     A B 
0     0     C D 
10     0 0 
0     10 0 
1 0 F 0 hr' 
0 1 0 G hz' 
0 0 1 0 hr 
0 0 0 1 hz 
(25) 
This is recognized as a generalized eigenvalue problem of the form: 
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/ 
L x = X R x. 
Note that, in this formulation, different local impedance-type boundary conditions on the "caps" 
(bottom and top) and the side of the cylindrical domain are simply imposed by altering the two 
diagonal matrices F and G. In the special case of PEC boundaries, matrices F and G are zero (local 
impedances on the boundaries are all zero) and the generalized eigenvalue problem reduces to the 
standard eigenvalue problem: 
Lx = Xx. 
MATLAB Implementation and Sample Results 
MATLAB has been selected to implement the above for several reasons, some of which are 
mentioned here. MATLAB provides a good programming environment with plenty of built-in matrix 
functions and algorithms based on EISPACK and UNPACK algebra packages. Since MATLAB is 
available for a variety of platforms, from PC's to workstations to mainframes at a moderate cost ($495 
for a PC-386 version), the programs are readily "ported" and exchanged. MATLAB also provides 
decent graphical output in the form of contour, vector and 3-D "mesh" plots. This allows one to 
concentrate on just the "electromagnetics" part of the code and typically results in fairly compact code 
that is easy to follow. Results are presented for the resonant frequencies of the first four TE* modes 
of a tubular dielectric resonator with the inner radius of 3mm, the outer radius of 6mm, and the height 
of 6mm. The relative permittivity of the resonator is 38. The resonator is mounted on a substrate 
whose thickness is 3mm and whose relative permittivity is 9. The PEC cavity radius is 12mm, and 
the cavity height is 12mm as well. The domain was modelled using a uniform grid of 12 by 12 cells 
(M=N=12). Cells are square 1mm by 1mm. Contour plots of E* and vector plots of H are shown for 
the first and the third resonant mode. Complete eigensolution took less than 30 seconds on a 25 MHz 
386-class PC. 
tubular dielectric resonator PEC Cavity 
Fig. 3: Tubular Dielectric Resonator in a PEC Cavity 
References: 
[1.]M. Albani and P. Bernard!, 'A numerical method based on the discretization of Maxwell's equations In 
integral form', IEEE Trans. Microwave Theory Tech.,vol. MTT-24, pp 446-449, Apr. 1974. 
[2.] J. Lebaric and D. Kajfez, 'Analysis of dielectric resonator cavities using the Finite Integration 
Technique', IEEE Trans. Microwave Theory Tech.,vol. MTT-37, pp 1740-1748, Nov. 1989. 
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E-FIELD CONTOUR PLOT 
Countour plots of ^-directed electric field E$ for the first two TE modes with resonant frequencies of 
4.7545GHz and 7.3052GHz, respectively. 
E-FIELD CONTOUR PLOT 
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H-FIELD VECTOR PLOT 
Vector plots of transverse magnetic field H for the first two TE modes with resonant frequencies of 
4.7545GHz and 7.3052GHz, respectively. 
H-FIELD VECTOR PLOT 
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ELECTROSTATIC FIELD INSIDE A SPLIT CYLINDER 
A MATLAB APPROACH 
Darko Kajfez and Yuliang Wu 
Department of Electrical Engineering 
University of Mississippi, University, MS 38677, USA 
Abstract. The electrostatic vector field inside a conducting cylinder with a finite size gap 
is evaluated by rigorous numerical procedure. The conductor edge is modeled as a 
separate region, matched with other regions to insure the continuity of the field. The 
number of matching equations is larger than the number of expansion coefficients, and 
the matrix equation is solved by a least squares procedure. The development of the 
numerical code is greatly simplified by using the software package Matlab, but some 
difficulties have been encountered in generating the modified Bessel functions. 
1.  Introduction 
The electrostatic boundary-value problem discussed here consists of a hollow metal cylinder, 
which is split in two halves as shown in Fig. 1. The upper half is held at potential V0, and the 
lower half at potential -V0. The gap continues into a parallel-plate region that extends to 
infinity. 
Fig. 1   Conducting cylinder with a finite gap 
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A rigorous solution of this canonical problem may be of practical interest in measurement of 
materials inside microwave cavities. Rotationally symmetric resonant cavities have often a 
tubular central portion, which contains the material to be measured. This tubular portion is 
coupled by a gap to the outside cavity. The radius of the tube is typically small enough that all 
the modes inside the tube are evanescent. Therefore, an electrostatic solution accurately 
describes the field inside the material sample. In practical applications, the gap will not extend 
to infinity as in Fig. 1, but it will open to the surrounding resonant cavity. 
The mathematical expressions for the field inside the split cylinder will be obtained by dividing 
the cross section into several regions. The expansion coefficients will be determined by 
requiring the continuity of the tangential field at the region interfaces. The novelty of the 
approach used here is that a separate region is introduced to take care of the edge condition, that 
the number of the matching equations is larger than the number of the expansion coefficients, 
and that the problem has been solved on a personal computer, using Matlab software. 
The reason for choosing Matlab, instead of the more common Fortran or Basic languages, has 
been to judge the suitability of Matlab in solving the real-life electromagnetic field problems. 
The conclusions are described in section 4. 
2. Mathematical formulation 
Because of symmetry, only the upper part z > 0 need to be considered, as shown in Fig. 2. 
The cross section is divided in three regions. Region 1 is the interior of the cylinder (radius a 
and height H), and region 2 is the gap region (height h, radius > a). We introduce a separate 
region 3 with radius A in order to consider the singularity of the electric field near the edge 
(located at p = a, z = h).   All three regions are filled with the same dielectric. 
The solution is assumed to have no azimuthal variation. The potential in region 1 is selected 
as 
v °° *,(M)=^+E«>& W H        ^ H H 
The corresponding electric field components are 
y       °° 
EZ](P, z) = --^ " E Vo(-^P)COS(-^) 





n        H    n 
H 
Fig. 2  Defining the three regions of interest 
In a similar way, the potential in region 2 is 
v °° (3) 
The components of the electric field in region 2 are 
where 
\(f, 4 - -if - E Vo(^P)cos(^z) 
m-l 
B- - ^B-' 
(4) 
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In region 3, it is convenient to introduce local coordinates r and 8 as shown in Fig. 2. The 
electric field in this region displays the edge singularity [1-3]. The appropriate choice of the 
potential in this region is 
— 
*3<P. z) " vo + E C,'r ß sin(^e) (5) 
The corresponding electric field components are 
EJP> Z)--EC/    än[(il - 1)0] 
(6) 




2   ,   /„       J,N2I2 r-[(p- af + (z - hf\ 




I ""     f —Ti- 
Therefore, the field is described in terms of three sets of coefficients, A,j, Bm, and Cf.   The 
total number of coefficients will be truncated to the following finite numbers: 
N = total number of coefficients A„ (region 1) 
M = total number of coefficients Bm (region 2) 
L = total number of coefficients Ct (region 3) 
3.  Enforcing the continuity 
The following seven boundary and continuity conditions must be satisfied 
*! = V0   at p = a, h + A < z < H (7) 
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E7   = E7 l\ z2 
EP\   ~ Et>2 
at p = a, 0 < z < h - A (8) 
z{        z3 
£P,   = £P3 
at r = A, 0 < 8 < T (9) 
£7   = £7 Z2 Z3 
EP2   = ^3 
at r = A, T < 8 ^ —T 2 
(10) 
To establish the system of linear equations for solving the expansion coefficients A„, Bm, and 
Ct, the matching and continuity conditions are enforced at a number of match points, as follows. 
On the conductor surface bordering region 1, the match points are specified by p = a, 
h + A < z  < H, i = 1, 2, ... , Q (total number of match points is Q). 
On the interface between region 1 and region 2, the match points are specified by p = a, 
0 < z  < h - A, j = 1, 2, ... , P (total number of match points is P). 
On the cylindrical interface between region 1 and region 3, the match points are specified 
by r = A, 0 < ökl < T, k] = 1, 2, ... , R! (total number of match points is Rj). 
On the cylindrical interface between region 2 and region 3, the match points are specified 
by r = A, T < 8^ < 3ir/2, k2 = 1, 2, ... , R2 (total number of match points is R2). 
Enforcing the conditions (7) to (10) at all the match points, one obtains a linear system of 
equations, which is written in matrix form as follows 
A \X>  = \b> (H) 
The matrix A consists of (M+N+L) columns and of (Q+2P+2Rj+2R2) rows. The column 
vectors | X > and | b > have the compatible number of elements. The detailed expressions for 
partitioned matrix blocks can be found in [4]. 
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4. Numerical Solution 
The linear system of equations specified by (11) can be conveniently cast into a computer code 
with the help of the software package Matlab [5]. The Matlab language is well suited for 
building a large partitioned matrix from its elementary blocks. The user is never required to 
specify "dimension" and "common" statements, which are traditional sources of headache in 
Fortran and Basic languages. Furthermore, built-in subroutine exists in Matlab for solving an 
overdetermined system of equations in the least-squares sense. Thus, Matlab can save a great 
amount of time spent on the initial code development for an electromagnetic boundary value 
problem.  The matrix inversion is also extremely fast. 
However, we found the subroutine for computing the modified Bessel functions In(x) and K„(x) 
to be erroneous. Argument x>10 produces incorrect results, which even oscillate between 
positive and negative values for x>20. For that reason, we had to replace the Matlab 
subroutine with our own subroutines for generating these functions, based on the polynomial 
approximations from [6]. Another problem with Matlab is its lack of portability. Namely, a 
Matlab program cannot be compiled in an .EXE file like Fortran oi Basic programs. 
First, we illustrate the improvement obtained by choosing more match points than the number 
of expansion coefficients. The results will be plotted for H/h=4, h/a=l, M = 10, N=40, and 
L=16. Figure 3 shows the potential along the metal cylinder, computed for the case that the 
number of match points is Q = 18, P=9, 1^ = 10, R2=5, which means that the number of 
matching equations is the same as the number of expansion coefficients (Q+2P+2Rj+2R2 = 
M+N+L = 66). The size of the region 3 is specified by A/a=0.4. At each match point, the 
value of the potential is correct, but in between these points the potential wildly oscillates. The 
largest discrepancy (up to 500 times the correct value) occurs close to the top of the cylinder 
(z>3a). 
Fig. 3 Computed potential on cylindrical 
conductor, number of match points same as 
the number of expansion coefficients. 
Fig. 4 Imperfect continuity of the electric 
field at the interface of regions 1 and 2, if 
region 3 is eliminated (A=0, no proper edge 
behavior).   Solid line: Ezl, crosses: E^. 
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Next, the number of match points is increased to Q=33, P = ll, 1^ = 12, and R2=6. The 
resulting potential cannot be shown because of limited pages, but it is very close to the nominal 
value 1 Volt, with a relative error smaller than 10"3. The figure will be shown at the poster 
session. 
The second example shows what happens if the edge condition is not taken into account. This 
can be simulated by substituting A=0 into the program. In this case the continuity of the 
tangential field over the gap clearly shows deficiency, as seen in Fig. 4. This diagram depicts 
the z-component of the electric field, computed forH/h=3, h/a=l, M = 10, N=40. Obviously, 
there is a discrepancy between the fields on each side of the interface between regions 1 and 2. 
Furthermore, the field magnitude does not tend to infinity, for z -» a. When the region 3 is 
included, there is no noticeable difference between the fields on both sides of the gap, and the 
field magnitude tends to infinity as z/a approaches unity. The corresponding figure will be 
shown at the poster session. 
5.  Computed results 
The electric field lines are shown in Fig. 5. 
They have been constructed in two steps. 
First, the field components have been 
computed at a number of equidistant points 
across the entire cross section (30x47 
points). Then, the continuous field lines 
have been drawn using the software VMAP 
[7]. One can observe how the field becomes 
weaker when the observer moves from the 
interior of the gap toward the center of the 
cylinder. 
Several dashed lines have been plotted with 
a different field intensity (about 50 times 
smaller flux between any two neighboring 
lines) for a better view of the field near the 
top of the cylinder. It is recalled from the 
previous discussion (Fig.3), that the field 
distribution in this area would appear 
erratic, if the solution was computed by 
choosing the number of matching equations 
equal to the number of expansion 
coefficients. It is reassuring to observe the 
dashed field lines being smooth and 
uniformly distributed. 
Fig. 5  Electric field lines 
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Information of interest for applications is the data on how much the field at the center of the 
cylinder is weaker than the field in the uniform gap. This value can be read from the diagram 
shown in Fig. 6. It displays the ratio of the electric field at the center of the cylinder to the field 
in the uniform gap (which is, in turn, equal to the potential difference divided by the gap 
height).  Several curves are drawn for various relative cylinder heights H/h. 
For the large values of h/a, all curves tend toward unity. In other words, if the gap is larger 
than radius, the field at the center of the cylinder is about the same as the field in the uniform 
gap. On the other hand, when the gap h is much smaller than the cylinder radius a, the field 
at the center of the cylinder tends to zero, providing the cylinder height remains larger than a. 
Fig. 6 Ratio of field intensity at the center of the cylinder to field intensity in the 
uniform gap. 
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SYNTHESIS OF SUM AND DELTA BEAMS FOR CONTINUOUS 
CIRCULAR APERTURES FOR MONOPULSE PROCESSING 
MA. Hussain, KB Yu and B. Noble 
General Electric Research and Development Center 
Schenectady, New York 
1. ABSTRACT 
In radar, monopulse or simultaneous lobe comparison is a well known technique for measuring 
direction of arrival of radiation either from an active or a passive source. Monopulse method is capable 
of producing measurements based on a single pulse and is not susceptible to echo fluctuation. Also the 
method is independent of pulse repetition frequency and mechanical vibrations. For a comprehensive 
account see references [1] and [2]. 
Monopulse technique for a planer array requires synthesis of sum beam, difference beam in 
elevation , difference beam in azimuth and a double difference beam. These beams are quite well un- 
derstood for a rectangular array. 
In this paper we give a synthesis method for obtaining these beams for a circular aperture. For 
the sum beam we obtain circular Taylor type solution with equal side-lobes for sigma beam. For 
difference beam we get Bayliss type solution with equal side lobes for delta in elevation and azimuth. 
For double difference we get circular aperture solution of 'Frequency Two' with equal side-lobes for 
delta-delta beam. In addition we also investigate synthesis for 'commutative property" sigma-delta and 
delta-delta beams, as an extension of a property satisfied by corresponding beams of recatangular 
planer arrays. 
2. INTRODUCTION 
The approach we have taken is based on the extension of Taylor synthesis procedure [4] as well 
as his theorem of synthesis. The procedure is numerical, requiring iteration and asymptotically gives a 
correct value as pedicted by the theory. It is well known in the literature that the model or idealized 
pattern obtained as the asymptotic Tchebycheff array is not realizable due to illumination functions 
singularities. 
Taylor devised a method to shift the near-in zeros to avoid the singularity but the side lobes are 
no longer of equal heights. Our method satisfies the basic criteria asymptotically for non-singular 
behavior and at the same time gives us equal side lobes. 
Above method can be generalized for the synthesis of Bayliss [3] as well as delta-delta beam re- 
quired for monopulse processing. The model function can be derived from the asymptotic analysis of 
Dolph-Tchebycheff theory for the sum beam. 
The model function for the difference beam (i.e Bayliss and delta-delta ) can be derived approxi- 
mately as derivative of the above model function. 
3. TWO DIMENSIONAL INTEGRAL EQUATION 
This section outlines the specific problem solved and provides basic formulas to construct all the 
beams for application to monopulse processing. Using the same notation as Taylor integral equation 
for the illumination function g for a specific array pattern F is given by: 
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4-2r + * IT 
2*    ^t 
where u = ' ' and a is aperture radius. If the illumination g(p,#) (for integer m) is expanded in 
truncated form: 
*(p,0 = cos(/»0   £  BJniw) (2) 
After some manipulation it can be shown that eq(l) reduces to: 
Fm(u,<fi = rcosC/n*) "S   fi,      *      K(ft<r)/-.(«.r)l (3) 
i-o        0* « ) 
(In equations (2) and (3) cos can be replaced by sine). Where the asymptotic zeros are selected to 
satisfy the finiteness of the illumination function and hence the requirement: 
J-m (w*) = 0. (4) 
The above eq(3) is central in our formulation and tables are provided for each coefficient and various 
parameters needed for a practical design application. 
With m=0 and m = l,in eq(3), we easily obtain Taylor and Bayliss cases respectively. 
4. NUMERICAL PROCEDURE 
The numerical method followed here is similar to that given in [5]. Generally first we select n -1 
nulls either from the model function or from the streching parameter defined by Taylor together with 
side lobe ratio. First we iterate around parameter that depend upon sidelobe ratio to obtain a desired 
value for the first sidelobe. Then the iteration procedure is carried out to make the rest of the 
sidelobes equal to design value. Result are identical to those of Taylor and Bayliss for the first itera- 
tion, if it is started with their parameters. Compared to Taylor, additional complication arose due to 
lack of analytical form for the side-lobe ratios for difference beams. 
Results are tabulated for easy generation of patterns from formulas given. Only few iterations 
are enough for error within a couple of percent. More iterations can be carried out for higher accuracy. 
5. ILLUSTRATION OF THE METHOD FOR A CIRCULAR APERTURE 
We can alsoobtain the solution of the sum-beam problem by a different approach. Consider the 
integral equation given in eq(l) with m=0 and axisymmetric illumination (with obvious change of nota- 
tion): 
n 
F(u)=fpg{p)Ja(pu)dp (5) o 
where u = —^- Using the method of Dossier we let 
«W=ED»'iM (6) 




2/1(«u) «o(«)-—— W 
««(«)--7i—27T7—r W 
With the usual method of Taylor we define the beam broadening factor for starting the iteration 
procedure and solve for the coefficient FQ^) by locating the central zeros of the space factor. This 
method can be modified to control theTT-1 sidelobes to be of equal magnitude. The results of such an 
iteration procedure are shown in figures (1). 
Similar procedure carried out for the difference beam and delta-delta beam and results are 
shown in figures (2) and (3). Tables (l)-(6) provide all the coefficients needed for generating these pat- 
terns for design purposes. 
For advance monopulse processing it is further required that the product of sum and delta-delta 
beam should be be equal ( or should 'commute') with the product of difference beam in elevation and 
azimuth in the vicinity of the main beam. In our method, by controlling the zeros of each pattern and 
the same time controlling the asymptotic zeros we were able to obtain the commutative properties. The 
results are given in table (7). 
6. CONCLUSION 
We have given a simple method for obtaining beam for monopulse processing for circular array. 
For rectangular array the general method is essentially an extension of two one-dimensional product 
method however the circular synthesis cannot be found in the literature. 
The method can be modified for matching of beams up to any reasonable extent without degra- 
dation of beam width. We have given a few tables given for rapid evaluation of different beams but can 
be easily generated by the method given. 
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ay lor pattern after ueranons 
FIGURE la: 
Sum-beam with equal side lobes. 
ihe third iteration ancfthe design ratio... 
FIGURE 2a 
The difference beam of Bayliss type with equal side lobes. 
Delta-Delia pattern for equal side lobes 
FIGURE lb: 
Sum-beam with equal side lobes. 
Equal Sidelobe Bayliss Panem 
FIGURE 
The difference beam of Bayliss type with equal side lobes. 
FIGURE 3<l 
The Delta-Delta Beam with equal side-lobes. 237 
FIGURE 3b 
The delta-delta Beam with equal side-lobes. 
Set for circular Taylor 
N-bar. Ratio Db BO H/B0=1         2 3 4 
5 30 0J026 -0.8510      -0.0893 0.2541 -0.2855 
5 35 0.2026 -1.2142       0.0471 0.0821 -0.1181 
5 40 0.2026 -1.5181       0.0838 0.0038 -0.0380 
5 45 0.2026 -1.7737       0.0622 -0.0264 -0.0031 
Set tor circular Taylor 
N-bar. Ratio Db B0 H/B0-1 2             3 4 5 6 
7 30 0.2026 -0.7643 -0.1442      0.35O6 -0.4722 03266 -0.4602 
7 35 0.2026 -1.1385 0.0142      0.1365 -0.2154 0.2530 -0.2261 
7 40 0.2026 -1.45*2 0.0720      0.0301 -0.0844 0.1126 -0.1056 
7 45 0.2026 -1.7331 0.0624     -0.0167 -0.0224 0.0434 -0.0454 






Set for circular Baylkf 
Ratio Db B0 ffl/B0=l         2 3 4 
30 0.7608 0.7563       -0.0446 -0.0266 0.0479 
35 0.742O 0.9652       -0.0575 0.0102 0.0109 
40 0.7266 1.1466       -0.0354 0.0228 -0.0044 
45 0.7143 U062        0.0098 0.0223 -0.0091 
Table 3     for the Bayti» beam for the circular aperture 
Set for circular Bayta 
N-bar. Ratio Db BO BI/BO-1 2 3 4 5 6 
7 30 0.7646 0.7074 -0.0281 -0.0537 0.0944 -0.1127 0.1010 
7 35 0.745« 0.9275 -0.0532 -0.0012 0.0313 -0.0467 0.0453 
7 40 0.7286 1.1248 -0.0367 0.0196 0.0026 -0.0147 0.0178 
7 45 0.7146 1J027 0.0087 0.0218 -0.0083 -0.0004 0.0048 











Set for circular delta-delta. 












































2 3 4 5 
-0.0422 -0.0166 0.0461 -0.0592 
-0.0471 0.0132 0.0092 -O.02O9 
-0.0176 0.0216 -0.0065 -0.0029 






Table &    for delta-delta beam for the circular aperture 
TABLES OF COEFFICIENTS FOR SUM AND DELTA BEAM FOR CONTINUOUS 
CIRCULAR APERTURES FOR MONOPULSE PROCESSING 
Table for cotnmulatfee oajna-delta and deh*-delta beams:  7 
Set for circular Taylor Bayhss and delta Type. Ejaumpk 
TYPE          B0           Bl           B2           B3           B4 dB 
SIGMA      0.2026     -16882     -0.3918      0.0079      0.0016 55.0447 
BAYIJSS     0.7065      1J789      0.0026      0.0395     -0.0273 39362 
DELTA      1.2575      0.7282     -0.0509     -0.0013      0.0203 30.0161 
Set for circular Taylor Baytias aod delta Type Eiaumptel 
TYPE          BO          Bl           B2           B3 B4           dB 
SIGMA      0.2026     -2J599     -0J732     0.0186 -O.0OO5     57.9628 
BAYUSS     0.6879      1-5742      0.1029     0.0058 -0.0130     41.6967 
DELTA      1.2029      0.9599     -0.0715     0.0129 -0.0003     315461 
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SESSION 5 B- "CAEME (POSTERS) 
AND 
SOFTWARE DEMONSTRATIONS" 
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A Transmission-Line Laboratory Exercise Using Computer Simulations to Verify 
Measurements 
by 
Dr. Michael E. McKaughan 
Department of Engineering 
U. S. Coast Guard Academy 
15 Mohegan Avenue 
New London, CT. 06320-4195 
ABSTRACT 
An undergraduate laboratory exercise is described which uses actual measurements 
and computer simulations to help students gain greater understanding of the characteristics of 
transmission lines. Using the software program "TLS Transmission Line Simulator", written 
by Charles H. Roth of the University of Texas, Austin, students observe transmission line 
standing waves for various terminations. Using features of the program, voltage standing 
wave ratios are calculated. Complex impedances may be used. Next, the student observes the 
behavior of pulse waveforms on the line. Following the computer simulation session, the 
students make laboratory measurements which parallel the computer simulations. 
Terminations for the laboratory measurements match those loads used in the computer 
simulation. Again, voltage standing wave ratios are calculated. Finally, time domain 
reflectometry is introduced using pulsed signals and a laboratory oscilloscope. The results of 
these measurements are compared to the simulations. Agreement between the two methods is 
excellent, and the students believe that they have learned much about the characteristics of the 
transmission  lines. 
THE LABORATORY EXERCISE 
Introduction 
Part one of this experiment is a computer simulation of the behavior of transmission 
lines using transient and steady-state excitations. This part of the experiment is performed 
using a computer simulation software package called "TLS Transmission Line Simulator" by 
Charles H. Roth, Jr. (Roth, 1989). Part two of this experiment, involves investigating the 
transient behavior of transmission lines in the laboratory. Part three of the exercise deals with 
standing waves on transmission lines. We will use a simple method to probe the line and 
observe the voltage standing-wave patterns along a line. 
Equipment: 
Part One :       TLS Transmission Line Simulator, Version 2.41 software package 
Macintosh computer system 
User's Manual for TLS 
Part Two:        Time-Domain Reflectometry 
1 coil of RG-213/U coaxial transmission line 
1 Hewlett Packard Digital Oscilloscope HP-54501A 
1 Hewlett Packard Thinkjet printer HP-2225A 
1 Hewlett Packard pulse generator HP-8002A 
1 Hewlett-Packard L-C-R Meter HP-4332A (one per room) 




two unknown resistive terminations 
Part Three:     Slotted-Line Apparatus 
1 slotted line section 
1 microwave signal source 
Miscellaneous waveguide terminations 
1 Voltage probe 
1 R. F. Voltmeter 
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Procedure: 
Part   One:   Computer Simulation 
This part of the experiment serves as an introduction to transmission line theory and 
practice. Each student completes this part of the experiment prior to visiting the laboratory to 
conduct the actual experimental parts of the exercise. .   . 1. Read the instruction manual for the software package 'TLS Transmission Line 
Simulator." , 2. Work each of the examples in the instruction manual. 
3 Solve the following problems using the TLS program. 
a Using   a   50-£l   source   impedance   and   a 50-ii   transmission   line 
characteristic impedance, verify equation 1.33 in Sj&wjua (Schwarz, 1990) for both voltage and 
current using these load impedances: 
l)0n,               2)24£i,             3)500              4)75£i,             5) 100 Q 6)150£J. 7) <~ £1 
Include the voltage reading observed on the TLS meter using a single pulse incident on the 
load.   Assume no attenuation for this problem. . b The transmission coefficient gives some idea of the power delivered to the 
load terminating a transmission line (equation 1.40 in Sdmari) (Schwarz, 1990). Compute the 
transmission coefficient for each of the loads in problem a above 
c Using the sine wave source in the TLS, determine the standing wave 
ratio SWR for each load termination in problem a. above. Equation 2.6 in Schwarz (Schwarz, 
1990) defines SWR.   Compare the SWR measured in each case to the value computed using the 
reflection coefficient. . , ,, d Now  to simulate the experiment to be performed in the Laboratory, add 
some attenuation to the transmission line. Use a value of attenuation that demonstrates 
dramatically the effect. Set the attenuation to 50%. Now measure the SWR for each load 
termination from problem a. above. Make measurements as near to the load and as near to the 
source as possible.  Tabulate the observed results. 
Part Two:       Time-Domain  Reflectometry 
For this part of the laboratory exercise, a length of coaxial transmission line is 
assigned to each student. Using different measurements and methodologies, investigate the 
characteristics of the transmission line. .    . 1. Observe the voltage waveform at the generator end of the transmission line tor 
each load condition specified. 2. Compare the predicted and measured reflection coefficients for each case. 
3. Measure the propagation velocity of the transmission line.   Compare your results 
4 Measure the capacitance and inductance of the transmission line with the L-C-R 
meter. Use these values to calculate the velocity of propagation of your transmission line. 
Compare your results here with the results you found in the previous step. 
5. Measure the loss in the transmission line using the network analyzer.   Ubtam a 
plot of this attenuation versus frequency.   Compare results with published data. 
6 Observe the waveform for an open-, short-, and matched-circuit line using the 
commercial time-domain reflectometer.   Comparison this method to the method used above. 
Part Three:    Slotted-Line Apparatus 
1 Using the voltage probe and R. F. Voltmeter, determine the SWR and the 
locations of voltage minimums and maximums along the slotted line using a short circuit 
termination. 2. Repeat the procedure for an open circuit termination. 
3. Repeat the procedure for a matched termination. 
Report: Discuss the results and observations in a formal laboratory report. 
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COMPUTER SIMULATION OPERATION AND OUTPUT 
The TLS program is simple to use. The transmission line circuit to be simulated is 
shown using computer graphics, and by conventional Macintosh© computer point-and-click 
technics, the student can easily modify circuit parameters to match the conditions required in 
the laboratory. A sample of the graphics is shown in Figure 1. Simulation is even more 
simple; just point-and-click on the SIMULATE button. The output display is graphic, and 
appears as the screen of an oscillograph.  The picture drawn shows the voltage or current wave 
Transmission Line -o o- 
[ Za)= 50 0 
:prri- so Q 
fR2~)= 0 Q 
LfJ= 5 volts (peak) 
( Simulate 
® R      O RL Series 
OL       ORC  Parallel 
Oc     oz 
Figure 1.  Graphics display of the circuit set-up for the TLS. 
traveling down the transmission line to the load, and then the reflected wave traveling back 
toward the source. Standing wave patterns develop, just as they would on the actual 
transmission line. A sample output is shown in Figure 2 for an open circuit termination. A 
"meter" is provided that can be used to measure voltage or current at any point along the line. 
Both amplitude and position are displayed. By selecting a single pulse for the source, time- 
domain reflectometry is simulated. Using the "meter", incident and reflected amplitudes can 
be observed.   An example is shown in Figure 3. 
Once the student is familiar with the operation of the program, he/she can change the 
parameters of the simulation and study the behavior of signals on the transmission line. 
Detailed analysis is possible in the default mode 1 and the more powerful mode 2 where 
attenuation, line length, propagation velocity, and pulse parameters can be added. 
The documentation is complete, including examples and sample outputs. In fact, it is so 
complete that the students were able to complete the simulation section of the laboratory without 
assistance from the instructor. 
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El Source    El Uoltage   D Current   El Enuelope     Fast |Cp | I   IM Slom ^ 
^^i.i.^i.mi.^'-i.'-mm.'^'-'-'m-V'- l-'-k- v-'~v- >^>>^^'- ^^ Figure 2.    TLS display showing a standing wave pattern on an open-circuit terminated 
transmission line. 
[   SetUp   ) 
( Restart ) 
(    Step    ) 
(Continue) 
[  Meter  j 
[Scale Up) ^ 
.^^^..^L^^^umm^^'.'.^i.t.US^USU ^L UkJtJkjJL 
[Scale Dn J  v 
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simulate time-domain reflectrometry. 
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LABORATORY MEASUREMENTS AND OUTPUT 
The actual in-lab measurements are simple to make. The equipment setup is shown 
schematically in Figure 4. Students make measurements of pulse amplitude for the incident 
and reflected pulses. Propagation times are recorded, and terminations are tested to match the 
computer simulations and the physical transmission line tests. Figure 5 presents a typical 
oscilloscope display printout. Fortunately for us, digital oscilloscopes are available, and the 
students are familiar with their operation. Thus, results can be accurately compared to the 
computer simulations by using the time and voltage marker features on the oscilloscope. 
Adequate results are possible using analog oscilloscopes, but experience has shown that student 
results are less accurate in this case. The entire laboratory exercise seems to have been 
enhances with the addition of the digital oscilloscope. Students were able to precisely compare 
the two methods and obtain excellent agreement. 
In the laboratory, the standing wave part of the experiment is more difficult to match to 
the computer  simulation.     Good agreement could be observed if a length of perforated 
transmission line was available.   We were only able to use a slotted line at a frequency of 
approximately 8 GHz.  Thus, we could view standing wave patterns, but various calibrated fixed 
loads were not practical with our apparatus. 
Figure 4.   Equipment setup for Laboratory measurement of transmission line parameters 
REPORT OF THE RESULTS 
As expected, the students were pleased with the results of the experiment. Most had 
positive comments about the agreement of the simulation and experimental results. One 
student's comments are repeated here: "This laboratory was an excellent addition to the 
classroom material presented about transmission line characteristics. Several concepts were 
easily demonstrated, including propagation velocity, reflection coefficient, and loss due to 
attenuation. There was a relatively small amount of error in this lab, which makes everything 
taught in the classroom more believable, Overall, I believe this lab was a good addition to the 
course...."(Czerwonka, 1991) 
The TLS program is simple to use, may be demonstrated in a classroom, and is well 
documented. Students can learn to use the software quickly without assistance. This make it 
an excellent program for the student to experiment with. If laboratory facilities are unavailable 
for an entire lab section experiment, a classroom demonstration of the physical measurements 
could be substituted.   Hands-on experience is, however, far more enlightening for the student. 
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-48.000 ns 52.000 ns 152.000 ns 
Timebase 
Main            20.0ns/div 
Sensitivity 









Mode                          Makers 
Realtime (NORMAL) Vmarker2(c1) = 2.39063 V 
YmaM<er1(o1) = 843.750 tnY 
Coupling                   delta Y(c1)    =   1.54688 Y 
dc(1Mohm) 
Trigger mode : Edge stop               80.000  ns 
start                - 800     ps 
On Positive Edge of Chan 1 delta t           > 80.800 ns 1 /delta t         =   12.3762 MHz 
Chanl = 750.000  mV (noise reject OFF) 
Holdoff = 7.70346 ms 
Figure 5. Typical Laboratory oscilloscope display for time-domain reflectometry using an open 
circuited transmission line. 
CONCLUSIONS .     , ,. A laboratory exercise has been discussed where computer simulations of transmission 
line behavior are used to help the student understand and verify laboratory measurements 
Agreement between physical and computer results is extremely accurate. The experimental 
equipment is commonly available in most undergraduate electrical engineering departments, 
and the software is easily obtained and will run on a modest Macintosh© computer. The 
software package is well documented and students are able to operate the program and learn to 
perform simulations without instructor assistance. The combination of computer simulation 
and physical laboratory measurements enhances the student's understanding of the theory 
presented in the classroom. 
REFERENCES: 
1. Czerwonka, Gregory J., "Laboratory Reoprt, Transmission Line Characteristics," U. S. 
Coast Guard Academy Department of Engineering, unpublished report, 1991. 
2 Roth, Charles H., Jr., "TLS Transmission Line Simulator, Version 2.41 USER'S 
MANUAL*" Kinko's Academic Courseware Exchange, 225 West Stanley Avenue, P. O. Box 
8000, Ventura, Ca., 93002-8000, (800) 235-6919 or in CA (800) 292-6640, 1989 
3. Schwarz, Steven E., Electromagnetics for Engineering. Sanders College Publishing, Holt, 
Rhinehart, and Winston, 1990. 
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Visualization of Radiation Effects from 
Simple Charged Particles 
Rodney Cole & Curtis Brune 
Physics Department 
Learning Skills Center 
University of California, Davis 
Abstract 
Electromagnetic radiation, involving non-local retarded solutions to Maxwell's equations, 
has long been difficult to teach and frustrating to learn. It often takes years of study to be 
able to conceptually understand a solution without using the powerful mathematics of 
Maxwell's theory. This steep learning curve is a major contribution to the decrease in the 
number of students choosing electromagnetics as a career. This state of affairs lead us to 
develop SiiverHammer which is a program with a graphical user interface much like 
MacDraw and runs on a Macintosh microcomputer. SilverHammer allows the user to 
arrange point-charges and assign velocities and accelerations by pointing and clicking. 
There is a tool palette for contour, pseudo-color, and false-height 3-D graphs that map out 
the time-domain fields and potentials. Animation is supported through Apple's QuickTime 
System Software. QuickTime allows the animations to be cut and pasted into professional 
animation programs, HyperCard or a movie player. 
Radiation is often introduced in antennas; however, antennas are not the simplest radiating 
systems. Many advanced topics in antennas can be conceptually understood in terms of the 
motions of simple point charges. This approach leads to a better grasp of the fundamentals 
of antenna theory and design as well as those related to complicated electromagnetic 
environments. SilverHammer allows users to do "What if analyses with arrangements of 
point-charges, and thereby, conceptually understand more complicated systems by 
modeling the motions of the charges in those systems. 
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Visualization of Radiation Effects from 
Simple Charged Particles 
by 
Rodney Cole1, Curtis Brune 
Physics Department 
Learning Skills Center 
University of California, Davis 95616 
SilverHammer is a 2-D field mapping program for mapping the fields in the region of a set of 
point charges. The charges can be at rest so the maps are of static fields or accelerating so the maps 
provide information on the radiated fields. SilverHammer runs on the Apple Macintosh with at 
least 2MB of ram memory and system 6.0.4 or later; however, it is calculationally intensive and 
realistically needs a floating point processor. SilverHammer comes in two versions: a standard 
version that runs without a math coprocessor, and an FPU version that requires a math 
coprocessor. Electromagnetic radiation, involving non-local retarded solutions to Maxwell's 
equations, has long been difficult to teach and frustrating to learn. It often takes years of study to be 
able to conceptually understand a solution without using the powerful mathematics of Maxwell's 
theory. This steep learning curve is a major contribution to the decrease in the number of students 
choosing electromagnetics as a career. This state of affairs lead us to develop a program with a 
graphical user interface much like MacDraw. SilverHammer allows the user to arrange point- 
charges and assign velocities and accelerations by pointing and clicking. There is a tool palette for 
contour, pseudo-color, and false-height 3-D graphs that map out the time-domain fields and 
potentials. Animation will be supported through Apple's QuickTime System Software. 
QuickTime allows the animations to be cut and pasted into professional animation programs, 
HyperCard or a movie player. In Section 1 we motivate the teaching of electromagnetic radiation in 
terms of the motions of charged particles and the Lienard-Wiechert potentials from point charges. 
Next in Section 2 we show how various properties of the Lienard-Wiechert solutions can be 
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modeled using SilverHammer. In Section 3, we discuss how some of these properties relate to 
radiating antenna problems. The computational model for SilverHammer as well as a brief 
demonstration of its use is in the CAEME Software Volume l.2 
1.   Motivation 
If you could list the most important topics to be taught in an electricity and magnetism course, 
electromagnetic radiation would probably be at the top of the list. After all, how do we interact 
with the world around us? We see using light. TV and radio carry news and entertainment on 
electromagnetic waves. What are the characteristics of the systems that produce them? How are 
these waves produced? How can we teach a course in electricity and magnetism without giving 
our students a fundamental understanding of radiation. All too frequently, discussions of radiation 
begin and end with dipole radiation. We use circuit equivalents that work fine for discussing non- 
radiating systems, but are not the clearest models for discussing field theoretic processes. This is 
often compounded by spending the majority of the time discussing the radiation in the frequency 
domain. To an experienced researcher this abstract presentation of dipole radiation is quite 
eloquent, however, to a neophyte, it can be quite confusing. It would perhaps be better to spend 
some time discussing how the charges are actually moving on the antenna. Voltages, inductances, 
reactances are all very important, but intuition comes from understanding how the charge will 
move. Learning comes about by asking simple questions. For instance, how is it that the electric 
field lines rip off from a radiating dipole and form closed loops? A simple model can be 
constructed from the motion of point charges. 
Maxwell's equations for a point charge can be solved exactly in all zones using the Lienard- 
Wiechertpotential s3 
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Er(x,t)= Q (ä-ß) \ y*K3R2}t 
Q{äx(äxß-ßxß + ^1       WR (V 
B±(x,t) = ßxE±(x,t) 
where c is the speed of light, ß = v/c, y = ( 1 - ß2 )" \ K = 1 - fi • ß, fi is a unit vector pointing 
radially out from the charge towards the point in space where the field is being evaluated as shown 
in Figure 1. The first term for the electric field is the called the velocity field and is just the inverse 
r squared Coulomb term. The second term is called the acceleration field representing the radiated 
contribution and decreases as an inverse r. the simple closed form of the solution means that 
radiation from a single point charge is a more appropriate place to start a discussion of radiation. 
After discussing the salient features for a point charge, radiation from dipoles and more 
complicated structures can then be discussed in terms of the models developed for a point charge. 
E = ? 
Figure 1 
Unfortunately, the Lienard-Wiechert solution is not one that a student can sit down and play with. 
It is not a solution at all in the usual sense because of the retarded and advanced times at which all 
quantities in the above formula must be evaluated. That is, if we want the retarded solution, we 
must evaluate all the variables not according to where the charge is now but rather where the charge 
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was at the moment it emitted the radiation that is now reaching us. For anything beyond trivial 
motions of the charge, the retarded time cannot be solved exactly. Is it any wonder that an intuitive 
feel for radiation takes years to develop? What we need is a solution the student can play with — 
do a "What if..." analysis. Herein, is where a computer can help. 
2.   Properties of Non-Radiating Systems 
SilverHammer is a program designed to allow the student to graph the fields around a moving, 
accelerating charge. The data entry for such a program is usually prohibitively expensive in terms 
of time and typing. Machine calculations tend to be long, and thus a student becomes easily 
frustrated because it takes a long time to enter the data, then a longer time to wait for the solution to 
appear, only to realize that the result is fairly uninteresting and then have to go through the process 
again for a hopefully better result. We have tried to construct a program that fully conforms to the 
Macintosh graphical interface so that data entry occurs quickly and naturally in a Draw-like 
environment.   In SilverHammer there are two views provided, and shown in Figure 2 for a static 
dipole. 
Figure 2 
One is the Charge View, Figure 2a, which is a map for placement of the particles and assigning 
values such as charge, velocity, and acceleration. These values are assigned not by typing or using 
a menu, but by choosing the appropriate tool from a palette and drawing. This technique allows the 
user to directly manipulate the objects. Since an object programming language is being used, this is 
manipulation of objects by the user closely follows the actual program code objects. For instance, 
the magnitude of the charge is assigned by drawing a circle, with the radius of the circle being the 
magnitude of the charge. When the mouse is held down with the charge tool, the coordinates are 
assigned to the position of the particle. If the circle is dragged to the right of center with the mouse 
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down, then the particle is assigned a positive charge value. If it is dragged to the left of center, it is 
assigned a negative charge value. Velocity and acceleration are represented by arrow tools. The 
length of the arrow represents the magnitude of the velocity or acceleration. The user can enter as 
many charges as memory allows. A scroll bar just below the tool palette advances the time (the 
time control) and the particles move in the view according to the initial assigned velocity and 
acceleration. With this release, the user can only assign initial values of velocity and acceleration. 
The other view, Figure 2b, is a graph view. This window is a place to experiment with graphs. 
There are several graph tools available. A particular graph is generated by selecting the appropriate 
tool and dragging the graph to the size you wish. The size of the graph is automatically scaled to 
the charge view so the proportions remain true. The graph is a map of the fields in a plane 
containing the charges. Graph tools are provided for contour, pseudo-color (grey-scale or black 
and white patterns in monochrome systems), fieldline, and 3-D pseudo-height plots. Graphs may 
be overlaid, copied to the clipboard for export to professional drawing or animation programs or 
saved to a disk file. 
One concept that the student needs to understand is the difference between the near fields and the 
far fields. In Figure 2b, we contrast the near fields for a simple static dipole with that of a dipole 
perturbed by the presence of another positive charge. The third graph is that of the far fields. The 
student can clearly see from the fieldline map that although the near fields are quite complex, the far 
fields look similar to that of a single positive charge because the effects of the dipole tend to cancel 
at large distances. The far field behavior of the static electric dipole falls off as an inverse cube 
with distance, but the field from the other charge falls off as the inverse square. Thus, at large 
distances the behavior is dominated by single non -paired charge. The far fields were constructed 
by simply moving the charges close together while preserving the geometry of the charge 
distribution. 
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Next consider what happens to the field from a charge when it is moving? Although Maxwell's 
theory and the Lienard-Wiechert potentials were derived before relativity, they are relativistically 
correct. The relativistic effects can be seen by plotting the fields from a point charge that has been 
given a constant velocity close to the speed of light as shown in Figure 3 where the contours for 
the electric field are plotted by shading the area between the contours with a pattern. The charge 
has been given a velocity straight down, and the relativistic length contraction of the field can be 
clearly seen. 
Figure 3 
These relativistic effects will be seen in the next section when we discuss radiation from a dipole. 
The interface on SilverHammer is meant to allow the student's imagination to flow freely without 
being distracted by the mechanics of using the computer. Many aspects of the program work the 
same way as popular drawing programs. For instance, the map in Figure 3 was made by going to 
the charge view and selecting a charge tool. One charge with a radius of 15 was entered by 
dragging the charge tool to the right. Next, a velocity was given to the charge by selecting the 
velocity tool and dragging straight down. A velocity of 40 was used in this case. The speed of 
light is 50 so the charge has a velocity of 80% the speed of light. The numerical values can be 
viewed and altered by double-clicking on the charge. A dialog box appears with the relevant 
information in it as shown in Figure 4. After dismissing the dialog box, the density plot tool was 
chosen in the graph view palette. It was dragged to the appropriate size and released creating the 
plot shown in Figure 3. In this way, the student has to spend less time learning how to work the 
computer and is more easily able to concentrate on the motions of the charged particles and the 
fields they produce. A student can easily and quickly test an idea. 
Figure 4 
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3.   Radiation Effects 
Radiation from a dipole can be understood by looking first at individual charges. The key point is 
understanding that radiation occurs whenever charge is accelerated. The charge shown in the field 
line plot in Figure 5 has been given a impulse. During the time it accelerated, its changing fields 
create the kinks in the field lines. These kinks travel outwards and represent the electromagnetic 
radiation. 
Figure 5 
There are HyperCard tutorials to help the student interpret what he is seeing. In the HyperCard 
Stack "Impulse Radiation" the student is lead to understand how the formation of a kink in the field 
line from an impulsively driven point charge follows from the basic laws namely Ampere's law and 
Faraday's law. The kink can be thought of as the superposition of the induced field and the 
Coulomb field. One of the cards from the HyperCard tutorial showing how to obtain the induced 
field from Ampere's law and Faraday's law is shown in Figure 6. 
Figure 6. 
Once the student understands the simplest radiation process, the next step in understanding dipole 
radiation is to look at the harmonic aspects. In radiation from a dipole, the fields oscillate back and 
forth. We can see how to create an oscillating field by taking a single charge and causing it to 
oscillate harmonically. The fields depicted in Figure 7 are from a HyperCard tutorial called 
"Harmonic Monopole". By driving a charge harmonically, you can see how the waves in the field 
lines build up as a natural extension of the impulsively excited charge. This oscillating case is still 
much simpler than dipole radiation because the geometry of the field lines is strongly influenced by 
the divergence created by the single charge. This divergence prevents the field lines from tearing 
away from the charge. Because of the divergence there is a polar as well as a transverse 
component to the field. In the dipole, the radiated field is purely transverse with no polar 
component, so we need to understand how to remove the divergence. We might accomplish this 
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by having no net charge, i.e., by using equal but opposite charges as in a dipole or quadrupole. 
The dipole is simplest to understand, so we will consider it next. 
Figure 7 
Using SilverHammer, we can gain a deeper understanding into why the field lines tear off from a 
dipole by considering a very simple scenario. Consider two equal but opposite point charges 
forming a dipole. What happens if we send the two charges towards one another with a constant 
velocity?. In the sequence shown in Figure 8, at the moment they pass, the fields virtually 
disappear because the fields from the opposite charges cancel each other, i.e., we have removed the 
divergence for that brief moment. Of course the charges are not accelerating so there is no 
radiation. 
Figure 8 
The simplest radiation we can create is from a constant acceleration of the charges, as shown in 
Figure 9. At the moment they pass each other, the divergence from the velocity fields disappears 
because the charges are opposite, but the acceleration fields are not opposite and do not cancel out. 
In fact, since the charges are accelerating in opposite directions, and are oppositely charged, the two 
effects cancel so the acceleration fields add, giving a very strong contribution at this moment. In 
Figure 9, at the moment the charges overlap, the fields do not cancel as they did in Figure 8. One 
see's that the velocity and acceleration fields are fundamentally very different. The velocity fields 
are radial diverging fields. On the other hand the acceleration fields are transverse to the direction 
of propagation, and are fields with pure circulation. At the moment the diverging field disappears, 
it leaves only the circulating field which has reached a maximum. This is the moment the field lines 
close and tear away from the dipole. In the last scene in Figure 9, the charges have become 
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relativistic and the length contraction of the fields can be seen as the field pattern flattens in the 
direction of propagation. 
Figure 9 
4.  Conclusion 
Although SilverHammer only reproduces radiation from point charges, it can be a very useful tool 
for building intuition and a fundamental understanding of more complex systems. The usual circuit 
analogies that have been developed are very powerful calculational tools, however, they are abstract 
and can leave the student able to perform calculations without a fundamental understanding of the 
physics behind the process. To understand the physics, you must know how the charge is 
distributed and how it is moving. SilverHammer allows the student to play with different charge 
distributions and develop a basic understanding of electromagnetics. Many useful exercises can be 
created by asking the student to simulate the field from a complex structure by distributing the 
charge appropriately. For instance, Figure 10 shows the electric fields about a uniform line of 
charge. The fields are often mapped from the charge distribution in statics because it helps build a 
solid command of the subject. So too, understanding how the fields and charge interact in a 
radiating system can also lead to an enhanced understanding of radiating systems. 
Figure 10 
SilverHammer is in a very formative stage. We plan to have the alpha release of SilverHammer for 
the second volume of the CAEME Software Book. Feedback is needed on what works, what 
doesn't, and how you would like to see the program change in the future. We have attempted to 
make SilverHammer as solid and bug-free as possible; however, we do not have the resources of a 
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major software house, and requests can be overwhelming. We will attempt to get back to you as 
quickly as possible on any request. 
'presenter, Internetaddress: cole@ucdphy.ucdavis.edu 
2Iskander, M., ed., CAEME Software Book, V. 1, Chapter 3, 1991. 
3A. Lienard, L'Eclairage Elec., 16, 5, 53, 106 (1898); E. Wiechert, Arch. Neerl., 5, 549 (1900). 
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CG-FFT ANALYSIS OF TWO DIMENSIONAL FRESNEL ZONE PLATE ANTENNAS 
Y. J. Guo and S. K. Barton 
Department of Electrical Engineering 
University of Bradford, Bradford, UK 
Abstract 
The Conjugate gradient method together with the fast Fourier transform (CG-FFT) is 
applied to analyse the flat printed two dimensional Fresnel zone plate antennas. It is found 
that the antenna pattern is mainly determined by the F/D ratio. Decreasing F/D ratio yields 
lower first sidelobe, deeper first null but higher far-axis sidelobes. Reducing the edge 
illumination level can smear the first sidelobe but does not change the far-axis sidelobe 
level much. 
1. Introduction 
The Fresnel zone plate antenna is becoming a promising cheap and low-profile 
alternative to the conventional paraboloidal reflector [1]. Various versions of the zone plates 
have been proposed and a multi-layered zone plate reflector with 54.8% efficiency has been 
reported by the authors [2]. The commonly accepted approach for attacking zone plates is 
to employ the geometrical optics (GO) approximation, in which the aperture field is deduced 
through the transmission and reflection analysis and the focal or radiation field is obtained 
through the integration of the aperture field [3,4]. Due to the complexity of the zone plate 
structure, this approach has a few severe shortcomings. Firstly, since the full wave zone 
width decreases with the zone order number starting from the central zone, only the central 
aperture field can be well approximated with that of the geometrical optics. This is 
especially true for the phase correcting zone plates, in which each full wave zone is 
divided into several sub-zones. Secondly, complicated multiple reflection and refraction 
always occur in the zone plate structure and much effort has to be made in ray tracing 
when considering the radiation field. Thirdly, GO approximation does not yield reliable 
far-axis radiation patterns. 
Among various versions of Fresnel zone plats, one of the most promising 
configurations is the so called flat printed zone plate reflector which consists of a 
conducting reflector, a dielectric substrate and a layer of circular or elliptical metallic rings 
[5,6]. Since there is no transmission loss through the plate, high efficiency can be realized 
by employing the phase correcting technique [2]. In this paper, the spectral domain method 
is introduced to accurately analyse the radiation characteristic of the flat printed zone plate 
antennas. For convenience, only the two dimensional version is considered, so rings are 
replaced by strips and the feed is assumed to radiate a directional TM or TE wave. The 
approach starts with representing the electromagnetic fields in and outside the substrate with 
travelling and evanescent plane waves. Enforcing boundary conditions yields a spectral 
domain integral equation of the electric current induced on the strips. Since the structure is 
electrically large, the conjugate gradient method together with the fast Fourier transformation 
algorithm (CG-FFT) is used to solve the integral equation [7]. Finally, the radiation field of 
the antenna is obtained through the FFT of the current. The radiation characteristic of the 
zone plate antennas and the influence of factors like F/D ratio, edge illumnation level, 
dielectric constant variation and edge impedance loading are investigated with the method. 
2. Spectral Domain Formulation 
Assume the radiation field of a two dimensional feed as 
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E'=Eof(6)/jp    y for TM wave (l.a) 
=Eof(6)/jp    § for TE wave (lb) 
where EQ is a constant, jp accounts for the space attenuation of the cylindrical wave and 
the directional factor f(9) is given by 
f(6)=cosn6 191 <JI/2 
=0 otherwise (2) 
with index V  used to control the beamwidth. At the zone plate surface, Eq. (1) yields the 
tangential component of the incident field 
Eis(x)=   I I for TM wave 
I Eof(G)/j p | 
for TE wave 
IErjf(6)cos8/j p 
0 
with 9 determined by 
&=tg-HxJF) 
where F is the focal distance of the antenna (see Fig. 1). According to the spectral domain 
theory, the transverse component of the feed radiation field can be expressed as a 
superposition of elementary plane waves: 
Eis(x,z)=l/(27t) /Eis(a)exp(-j(ax-koz(z-F)]da      (0^z<F)        (3) 
where 
Eis(a)=/Eis(x)exp(jax)dx (4) 
and kfo is given by 
k^flc^-a2)1/2 (5) 
with i=0 and kpco(|ljc j)1/2 as the wavenumber in rigon i [8]. In Eq. (5), a root is chosen 
which has a nonnegative real part and a nonpositive imaginary part. 
The feed field excites the scattering fields in and outside the substrate of the zone 
plate reflector. The toatal field in z^O region is the addition of the incident field (E'.H1) 
and the scattering field(Es,Hs) 
E(\(x,z)=Eis(x,z)+Es§(x,z) (6.a) 
H0s(x,z)=H>s(x,z)+HSs(x,z) (6.b). 
H's is deduced from E's as 
His=-l/(27t)/[K0(a)][X]Eis(a)exp[-j(ax-k0z(z-F)]da    (0<z<F)    (7) 
where 




and [KQ(CX)] is the following matrix with i=0: 




The scattering field in z^O region can be expressed as 
Ess(x,z)=l/(2Tt)/Ess(a)exp[-j(cxx+k0zz)]dad (9.a) 
Hss(x„z)=l/(2?r)/[K0(a)][X]Ess(a)exp[-j(txx+kozz)]da (9.b) 
In  the  substrate  (-d^z^O)  the  field  is  the  addition  of the  plane  waves  propagating  in  the 




E+s(x,z)=l/(2n)/E+s(a)exp[-j(ax+klzz)]da (1 l.a) 
H+s(x,z)=l/(27T)/[K1(a)][X]E+s(a)exp[-j(ax+klzz)]da (ll.b) 
E"s(x,z)=l/(2n)/E-s(a)exp[-j(ax-klzz)]da (ll.c) 
H-S(x,z)=- l/(2n)/[K! (a)][X]E-s(a)exp[-j(ax-k {zz]da (11 .d) 
The boundary condition at z=-d (conducting) plane yields 
E-S(a)=-E+S(a)e)2klzd (12) 
At z=0 plane, E]s, H's, E°S and H°s satisfy the following boundary conditions 
E05(X,0)=E1S(X,0) (13.a) 
H°s(x.O)-H1s(x,0)=[X]J(x) (13.b) 
EOS(X,0)=E1S(X,0)=ZSJ(X) ( x«Dnl) (13.c) 




Substituting Eqs. (6-12) into Eq. (13) yields the spectral domain integral equation 
/ [Gs(a)] J(a)exp(-jax)da-ZsJ(x) 
=-/[Bs(o)]E>s(a)exp(-jax)da      (xeDm) (14) 












with [I2]  as a two dimensional identity matrix. The z component of the scattering field is 
related with its transverse component through the divergence theorem div.6=0. Let 
j;=e-j2klzd 
we get the explicit expressions of the matrixes [Gs(a)], [Bs(a)] and [Cs(a)]: 
Jl/[(lH)ki2/kiz-Kl-4)k02/k0zl ° 
I    0 l/td^kiz+Cl-^koz] 




TM wave excitation: 




we get the spectral domain integral equation 
/Ge(a)Jy(a)e-J(xxda-ZsJy(x)=-/Be(a)Eiy(a)e-Jaxda       (xeDra)     (16) 
The scattering field is given by 
Esy=l/(2it){/[Ge(a)Jy(a)+Ce(a)Eiy(a)]e-J(«x+k0zz)da] (17) 
Applying the steepest decent method to Eq.(17) yields the far field [9] 
Erv=-l/X(27t/(kp)) l/2e-J(kp-t/4)Cose (Jy(27isineA)Ge(27isineA)+ 
+E1y(27csineA)Ce(2jKin6A)} (18) 
where 8 is the angle between the observation direction and z axis. 
TE wave excitation: 
For TE wave  excitation, the     current     has  only     x component     and     the  magnetic 
field has only    y component. We have 
Gh(a)=-ton(l-Ökizkoz/[(l-^)ki2k0z+(l^)ko2klz] 
Bh(a)=2(K)klz/[(l+£)e Mz+(K)k lzl Ch(a)=Bh(o0-l 
The integral equation becomes 
/Gh(a)Jx(a)e-J«xda-ZsJx(x)=-/Bh(a)Eix(a)e-J(Xxda   (xeD^ (19) 
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The scattering electric field has both x and z components 
ESx(x^)=l/(27t){/[Gh(a)Jx(a)+Ch(a)E'x(a)]e;J<«'[+1^z)da} (20.a) 
Esz(x,z)=- 1/(2JC){/a/k0z[Gh(a)Jx(a)+Ch(a)E1x(a)]e-J(ax-,-kOzz)da} (20.b) 
Applying the steepest decent method to Eq. (20)    yields the far field 
Ee=-A(2K/(kp))1/2e-J(kP-'l/4)[Gh(2xsin9A)Jx(2wineA)+ 
4Cn(2rcsineA.)E1x(2nsin8A)]      (21) 
3. CG-FFT Algorithm 
As   reflector   antennas,   the Fresnel   zone   plates   are   always   electrically   large,   so   the 
integral equations derived above have to be solved by using the CG-FFT algorithm to save 





and   denote   the   Fourier  transformation   and   inverse  Fourier  transformation   as   F   and  F"1. 
Then, Eq. (14) becomes 
XrjF-1 {Gs(a)F(XDJ(x)} )-XDZsJ(x)=-XDF-l {Bs(a)F{Eis(x)}}    (23) 
To   write   Eq.   (23)   in   operator   form,   we   further  introduce   the   operator  A   acting   on   a 
function f as 
Af=XoF-l (Gs(a)F(XDf(x)} }-XoZsf(x) (24) 
and let 
Y=-XDF-1(Bs(a)F(EisWH (25) 
Eq. (23) yields 
AJ=Y (26) 
It can be easily proved that the adjoint opator of A is given by 
A+J=XDF-1{Gs*(a)F{XDJ})-XDZs*J (27) 
where '*' denotes the complex conjugate. 
Implementing the Fourier transformation and inverse Fourier transformation involved 
in the operators A and A+ by using the fast Fourier transformation (FFT), the operator 
equation (26) can be solved with the conjugate gradient method (CG). Define the error 
norm as 
E(Rj)=i iRii i=<Ri,Ri>1/2 
where < > denotes the inner product and the residual Rj is given by 
RpAJj-Y 











The interative operation yields a sequence of least square solutions to Eq. (26). 
4. Numerical Results 
Convergence: 
Since the Green function G^Ca) has a much worse characteristic than Ge(ct), the 
CG-FFT algorithm for the TM case converges much more rapidly than for the TE case. 
With the zone plate width D kept at at 30X (X^2.5cm) and 8192 samples, it always takes 
less than 25 iterations to obtain 0.01 relative accuracy for the TM wave excitation, but 
requires 200 iterations to achieve less than 0.05 relative accuracy for the TE excitation. 
Increasing the relative dielectric constant    e r makes the converging speed slightly slower. 
Influence of edge field taper: 
It is well known that for a conventional aperture antenna, the radiation pattern is 
closely related with the aperture field taper. Decreasing the edge illumination level always 
lowers the sidelobe level and widens the beamwidth. However, it is found that for the zone 
plate antenna, only the near axis pattern is influenced by the edge illumination level, while 
the far-axis sidelobe level is almost fixed. Fig. 2 shows the radiation patterns of a zone 
plate with D=30X (X=2.5cmj, the number of full wave zones composing the plate N=8, a 
conducting strip existing at the central wave zone and excited by a TE wave. It is 
observed that lowering the edge field taper from -8db to -14db blurs the first sidelobe and 
yields a wide main beam, but does not change the far-axis pattern much. 
Influence of FID: 
It has been found using GO approximation that changing the F/D of a zone plate 
significantly affects its close-in pattern [4]. The spectral domain method analysis has 
confirmed this phenomenon. Fig. 3 shows the radiation patterns of a zone plate with the 
edge field taper fixed at -14db, D=30X and excited by a TM wave. It is seen that when 
F/D is reduced from 1.2 to 0.42 (N increased from 3 to 7) the smeared first sidelobe 
appears with its level decreasing with F/D and the first null gets deeper. Unfortunately, the 
far-axis sidelobe increases with decreasing F/D, which makes the phenomenon less useful. 
Other factors: 
Other factors like substrate dielectric constant and edge impedance loading have also 
been investigated and no significant influence on the antenna pattern has been observed. 
5. Conclusions 
The CG-FFT algorithm    has been applied in the spectral    domain method    analysis of 
flat printed two dimensional Fresnel zone plate antennas. The influence    of edge 
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illumination level, F/D ratio, substrate dielectric constant, and edge impedance loading has 
been investigated. It is found that the antenna pattern is significantly affected by F/D. 
Decreasing F/D reduces the first sidelobes and yields deeper first nulls, but increases the 
far-axis sidelobe. Lowering the edge field illumination smears the fist sidelobe and leads to 
a wide main beam. However, the far-axis sidelobe level does not change much with the 
aperture field taper. 
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SECTORED CYLINDRICAL CAVITY RESONATORS 
Ross A. Speciale 
General Dynamics, Air Defense Systems Division 
P.O. Box 50-800, MZ «01-71, Ontario, CA 91761-1885 
ABSTRACT 
Cylindrical cavity resonators, with either four or six external ports symmetrically located around the cylinder axis, are 
analyzed as sectored ring-resonators. Circuit models are used, that include either four or six mutually identical cylindrical 
cavity-sectors, with either 90° or 60° azimuthal angular span, that are sequentially connected around the cylinder axis. 
Each of the cylinder sectors is represented as a reciprocal, and symmetric three-port black-box network, and includes one 
of the resonator external ports on its radial reflection-symmetry plane. 
A classical linear multiport network analysis treatment of the problem leads to: a) An independent confirmation of prior 
results and b) A very extensive set of new mathematical expressions, that fully describe the propagation of guided elec- 
tromagnetic waves throughelectrically-large, tvwwlimensional clusters of identical, directly-coupled, cylindrical cav.ty 
resonators, with either a square or an hexagonal cluster lattice. 
1 - THE ANALYSIS METHOD. 
Each of the four or six sectors of either a four-port or of a six-port cylindrical cavity resonator, one that exhibits both rota- 
tional and reflection-symmetries (Speciale '-2), is represented as a reciprocal, and symmetric (but not necessarily lossless) 
three-port black-box network (Fig. 1). The ports of all sectors are sequentially numbered, in cyclic order around the cylin- 
der axis with port 2 of each sectors representing one of the resonator external ports. The ports 1 and 3 of each resonator 
represent the internal, radial reference planes through the cylinder axis, that: a) Define the azimuthal location and angular 
span of each sector, b) Are azimuthally spaced by either 90° or 60°, halfway between external ports, and c) Are axial 
reflection-symmetry planes for the whole cylindrical resonator. 
The assumed reciprocity and symmetry of the sectors implies a doubly-symmetric structure for the otherwise unknown 3 
x 3 impedance matrix Zs of each sector. This symmetry, with respect to both matrix diagonals, reduces the number of 
different matrix-entries from nine to only four, so that the structure of the sector impedance matnx is: 
Zs = 
Cll Cl2 Cl3 
b12 b22 Cl2 
S13   Cl2   Cll 
—  £.22 ' = M3-AZS-M', =M,-DIAG(XiX1)-Ml (1) 
Similarly, the structure of the admittance matrix of a sector is: 
yii y,2 y,j 
y,2 V22 y12 =   V22- 
y,3 y,2 y„ 
 Mi-A£-Ml =M,-DIAG(.l/X,a)-Mi (2) 
The three-port cylinder sectors are sequentially cascaded, around the cylinder axis, in a sectored ring-resonator configu- 
ration (Fig 2 and 3), with port 3 of each sector connected to port 1 of the next, in a clockwise cyclic sequence. The result- 
ing four-port or six-port cavity resonators exhibit rotational symmetry around the cylinder axis, reflection symmetry with 
respect to the axial planes that delimit the sectors, and constitute the 'unit-cells' of a new class of doubly-periodic, two- 
dirnensional traveling-wave structures. These'artificial delay surfaces'consistofclustersofmutuallyklerÄcal, directly- 
coupled cylindrical cavity resonators, geometrically ordered in either a square of in an hexagonal cluster lattice (Fig. 4 
and 5- Speciale3'4) Electrically-large, two-dimensional clusters of directly-coupled, cylindrical cavity resonators, span- 
ntagnundredsofwavelengthstaphysicallengmandwidth,propaga 
azimuthal directions, parallel to the cluster surface, and have, therefore, many practical applications, either in the form ot 
passive wave-guiding structures or, in combination with distributed electron devices, in the form of many different types 
of active and/or adaptive microwave and millimeter-wave system components (Andreasen ). 
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The guided-wave propagation process, on such cavity resonator clusters, is in general dispersive, azimuthally aniso- 
tropic, and characterized by multiple bandpass frequency responses, similar to those of coupled-cavity microwave filters 
and of the cold, slow-wave structures of coupled-cavity traveling-wave tubes. Very complex two-dimensional traveling- 
wave patterns may be, however, synthesized by propagating a large number of simultaneous wave-components (a 'com- 
plex wave-spectrum'), in many different azimuthal directions with different relative amplitudes and relative phases. 
Each of the resonator axial reflection-symmetry planes cuts the ring- resonator into two anti-symmetric halves, including 
either two 90° or three 60° sectors, with a total azimuthal angular span of 180° for each half. The electrical interface 
between the two halves of the ring-resonator always includes two pairs of mutually connected No. 1 and No. 3 sec- 
tor-ports. But, while the two halves of a four-port resonator also have four ports, those of a six-port resonator have five, 
three of the five being external ports. Formal expressions of the 4 x 4 and 6x6 impedance matrices Z4 and 7* of the two 
circuit models are obtained, as functions of the Z-parameters £ij of a single sector, by first interconnecting the two or three 
sectors of one-half resonator, and then interconnecting the two halves together. The formal network-analysis math is basi- 
cally straightforward, and is greatly simplified by the reflection-symmetry of each half-resonator, with respect to its me- 
dian radial plane, and by the mutual anti-symmetry of the two halves. The necessary analytical work is, nevertheless, 
substantially laborious. 
Formal expressions of the 4 x 4 and 6 x 6 AB CD-matrices K4 and K<; of the four-port and the six-port resonators, respec- 
tively, have also been obtained, by using Z-to-ABCD matrix-conversion transforms. Further, formal expressions of the 2 
x 2 and 3 x 3 image-impedance matrices ZT, and of the 2 x 2 and 3 x 3 image-transfer-function matrices Trv have been 
obtained and formally diagonalized, thus identifying the mutually-orthogonal, external-port modes of the four-, and 
six-port resonators, as functions of the Z-parameters £;J of asingle sector. The image-impedance matrix Zi is here defined 
as the 2 x 2 or 3 x 3 impedance matrix of either a two- orthree-port load-network that is transformed into itself through the 
resonator, from the output interface to the input interface (Fig. 2 and 3) and back. Further, the image-transfer-function 
matrix Try is here defined as the 2 x 2 or 3 x 3 matrix that maps any arbitrary input voltage-wave vector, to the correspond- 
ing output voltage-wave vector, while the cavity resonator is connected between a multi-phase (and multi-amplitude) 
generator and a multiport load-network with (internal) impedance matrices equal to the matrix Zt. 
2 - ANALYTICAL RESULTS. 
The 4 x 4 and 6 x 6 impedance matrices Z4 and Z6 of the four-port and six-port, reciprocal, rotationally and reflection-sym- 
metric, cylindrical cavity-resonators are doubly-symmetric and 'circulant' (Davis6), as shown by the two matrix struc- 
tures: 
Z4 = 
Z], Z12 z13 Z12 a b c b 
Z]2 Zu  Z]2 Z,3 babe 
Z,3 z,2 zn zn c b a b 
Z]2 Z13 Z12 Zu b c b a 
(3) 
Zn Z12 Z13 Zu Z]3 Z,2 
Z12 Z], Z]2 Z13 Z14 Z]3 
Z13  Z12 Zn  Zj2 Z13  Zi4 
Zu Zt3 Z12 Zu Zn Zj3 
Z]3 Zu Z13  Z12 Zn   Z12 
Z12 Z]3 Zu Z]3 Z]2 Zn 
a b c d c b 
b a b c d c 
c b a b c d 
d c b a b c 
c d c b a b 
b c d c b a 
(4) 
Further, the matrix Z4 only has three different entries (out of 16): 
ft(2ft+ ft) _, V ,  y 2-w/u} Zn  — £22 2 g„ (5„ + 5«) :?22- 1--^- 2 u   1 + w/u (5) 
Z12    —  - ft 
(S.i + ?13) 
v7« 
1 + w/u (6) 
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Ji2 tu -t    ^ —  <,22 w/u 
and only three different eigenvalues (because of a single degeneracy): 
A,z = AE = Xxa = Zu -Zu - S22 - j.     - J22 
(7) 
(8) 
; Zn + Z]3 - 2 • Z]2 - C22 - 
: Zn  + Z]3  + 2 -Z12   - Q22 
2 «2 
tu + tu 
~ C22 1-i «   1 + W/M (9) 
(10) 
The Xa eigenvalues are associated to the orthogonal modal matrix M4 of Z4, which is the same modal matrix previously 




2 -1 -1 -1    1 
-1111 
(11) 
Similarly, the matrix Z6 only has four different entries (out of 36: Z„ through ZM), and only four different eigenvalues 
(because of rwofcanerades^assodatedto^^ 
by the corresponding scattering matrix Ss of the six-port resonator. The expressions of these quantities are smuai-to 
(5)-( 10) above but their size exceeds the format constraints of this paper. As exemplified by the expressions (8)-( 10), the 
different eigenvalues of all these matrices are linearly related to the different entries of the corresponding matrix. 
The mutually-orthogonal external-port modes of the rotationally and reflection-symmetric cylindrical four-port resona- 
tor are identified by the eigenvectors of the 2 x 2 orthogonal modal matrix M2 of the image-transfer-function matrix Try, 
and are an even and an odd mode: 
M*-Ti 
(12) 
The matrix M2 is the modal matrix of both the image-impedance matrix Zr and the image-transfer-function matrix Try. 
The matrices Zl and Try are then fully defined by their eigenvalues, which represent the scalar even-, and odd-mode 
image-impedances: 
ZlE — yAi2i J^'Vn~Cn 
V2 
and the corresponding scalar even-, and odd-mode image-transfer functions: 




11 — \*S) 
(2 s„ &, - &) - 2 y?,, £22 • (e„ ft - ft) 
"12Z + "3Z ~ 2 y X12: 
= e'K 
NO   = -. -.     = (10) 
:  [ [NUM TERM l) - 2 • JRADICAND 1 = e' 
where: 
W TERM 1 = 2 ft ft • (ft + ft) - ft • (3 ft + ft) (17) 
RADICAND = ft • (ft + ft) (ft ft - ft) [ft (ft + ft) - 2 ft] (18) 
DSV = - ft • (ft - ft) (19) 
The exponential arguments 7m and -fto are the even-, and odd-mode propagation constants, that measure both the attenua- 
tion and the im age-phase rotation of the two modes through a single resonator in a two-dimensional cluster. These quanti- 
ties are, in general, complex unless: a) The resonators in the cluster are assumed to be lossless (with S4 unitary and Z4 
imaginary), and b) The excitation frequency is within a mode-passband of the cluster, where ZIE and/or ZJO are real and 
TIE and/or Tio are unimodular. 
The eigenvalues X& of the Z-m atrices Z4 and Z$ are related to the eigenvalues kjs of the corresponding scattering matrices 
S4 and S6 by the relation: 
'     - * (20) tanh m\ 
where Zo is the normalization impedance of the scattering matrix, and yis is the exponential argument of the correspond- 
ing scattering-matrix eigenvalue:. 
Aa = e** (21) 
The internal resonances of the two sectored ring-resonators in Figure 1, with all the external ports either open or shorted, 
appear to correspond to cut-off frequencies that define the boundaries between passbands and stopbands of the image- 
transfer response, through a single resonator in a cluster, from input- to output-interface (Figures 2 and 3). 
It appears from the expressions (5)-(7) that it is possible to extract the values of the port 2 sector-impedance £22 and of the 
ratios v2/uandw/u from calibrated scatteringparameter measurements, performed on physical models of rotationally and 
reflection-symmetric, cylindrical cavity resonators. Indeed, the values of Zu, Z12, and Z13 can be easily expressed as 

























Figure 2 - Network Interconnection of the Four 
Sectors of a Cw Symmetric Cavity Resonator. 
Figure 3 - Network Interconnection of the Six 
Sectors of a Cev- Symmetric Cavity Resonator. 
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Figure 4-A Two-Dimensional Cluster of Directly Coupled, Circular-Cylindrical Cavity Resonators, Ordered in a 
Square Lattice. 
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A STUDY OF EDGE DIFFRACTION ONI A GROUNDED DIELECTRIC SHEET 
BY A COMPUTATIONAL METHOD. 
J.Watkins, Department of Electronic and Electrical Engineering King's College London. 
Abstract. 
A proprietary package called MAGIC, employing a finite difference time domain code has been 
used to study diffraction at a conducting edge situated on a grounded dielectric for different 
values of the relative permittivity and dielectric thickness. Three types of behaviour have 
been studied. 
i) how energy radiates into free space and into the dielectric as surface waves, shown by the 
spatial variation of the electric fields. 
ii) the division of energy radiated into free space and into surface waves, the results showing 
a favourable comparison with those obtained from a WIENER-HOPF analysis. 
iii) the patterns of the surface wave shown by the electric fields, the results showing a 
favourable comparison with established analysis. 
The experience gained in using this package shows it to be a valuable tool which is capable 
of providing solutions to a number of electromagnetic problems. The applications under the 
present study are of direct relevance to designers of patch antennas. A detailed study of 
surface wave effects is essential since their presence in array systems of patches can seriously 
degrade the performance by the production of 'blind' angles of transmission/reception. Using 
MAGIC it is possible that the designer can investigate particular geometries in order to suppress 
the surface waves. 
Introduction. 
The patch antenna with its attractive characteristic of a low profile is a radiating element 
which has found popular use. The patch is a shaped conducting sheet with a thickness much 
greater than a skin depth and is designed to resonate in such a manner that currents flowing 
in the conductor at the conductor-dielectric interface define the electromagnetic modes of an 
eigenvector-eigenvalue system. Although the nature of these currents is well understood for 
a variety of geometries their relation to the currents flowing on the upper surface is more 
complicated and has been described by CHANG and KUESTER [1]. The process of radiation 
into free space based on the upper surface currents is in turn more difficult to formulate and 
a more successful description can be obtained using aperture models such as that proposed 
by DERNERYD [2]. In these models the fringe fields at the edges of the conductors set up 
displacement currents in the dielectric which in turn can account for the observed nature of the 
far-field electric field.The action of the fringe fields at the 'aperture' may be more succinctly 
described as edge diffraction and mathematical descriptions of such processes exist in the 
literature. One example is the treatment of BATES and MITTRA [3] which in addition to 
describing radiation into free space also describes how energy is transferred into the dielectric 
in the form of surface waves. 
It is the objective of this present work to demonstrate through computation and graphic 
display the following aspects of edge diffraction:- 
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i) how a wave is generated at the edge 
ii) the balance between energy radiated into free space 
and that appearing in the dielectric as surface waves 
iii) the pattern of the surface waves 
The computational model. 
Fig 1 which is taken from the paper of DERNERYD [loc.cit] shows a practical example of a 
rectangular resonator from which radiation emanates from the edges ab and cd. In comparing 
it with the geometry used by BATES and MITTRA for their analysis in which current flowing 
in a conductor on a grounded dielectric substrate and at right angles to an infinite edge and 
is there diffracted, the analysis and conclusions provide considerable insight to the behaviour 
of the finite patch resonator. The results of the analysis given in Fig 2 show that although 
an increase in the substrate thickness and consequently an increase in the radiation aperture 
leads to an increase in the energy radiated into free space so also can increased energy be 
launched into the dielectric in the form of a surface wave. The BATES and MITTRA analysis 
is for the TM mode shown in Fig 3 which shows that the pattern in the xy-plane extends 
without variation in the z-direction. (Here k0 in the independent variable k0b is given by the 
relation 
where A0 is the free space wavelength.) 
This type of variation can be conveniently investigated by a proprietary computer package 
called MAGIC [4]. MAGIC is a finite difference time domain code which although princi- 
pally developed for the understanding and design of microwave vacuum tubes enables many 
electromagnetic problems to be studied through the use of its extensive range of options. 
Wave generation. 
MAGIC uses the convention that field components -x and -y are represented by 1 and 2 
respectively. Thus El and E2 are the electric field time varying components Ex and Ey 
respectively and EIST and E2ST are the static components. In the model proposed by 
DERNERYD and referring to the geometry of Fig 1 the Ex field component is the major 
contributor to the radiation process. We can gain insight into its variation with distance away 
from the edge of the conductor, by examining the variation of the static field component Ex 
and Fig 4 shows the variation of EIST obtained in the MAGIC code by using the POISSON 
command. It can be seen that there is a region along the x-axis in which EIST retains values 
comparable to that at the edge of the conductor. Using other features of MAGIC it is possible 
to create a generator of TM waves and Fig 5 shows results of El for a wave with frequency 
10GHz at various time intervals up to 1.2zl0~10sec. These show the diffraction process at 
the edge of the conductor and the growth of the El field both in the free space and the 
dielectric where the emergence of a structured pattern can be seen. (In MAGIC complete 
lines denote positive values and dashed lines negative ones.) Fig 6 shows the time variation 
of the other component E2 and again the formation of a pattern which can be interpreted as 
the presence of a surface wave. This wave is discussed in more detail below. 
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Energy balances. 
Using another MAGIC option it is possible to compute , over a period of time, the energies 
delivered into free space and into the dielectric. Fig 7 shows results obtained for a permittivity 
of £r = 2.1 and a number of substrate thicknesses to produce the variable k0b. These results 
compare favourably with those of Fig 2, and the MAGIC variation of the free space electric 
energy shows a peak value which occurs at a value of k^b similar to that of the BATES and 
MITTRA analysis. The variation of the surface wave energy at low values of k0b is unexpected 
but better agreement might result if the distance increment used in the MAGIC simulation 
was made smaller. (An increase in computation time would result however.) 
Similar results were obtained with a permittivity value of eT = 9.8 representing alumina, a 
material commonly used for substrates in microstrip technology. 
Surface wave patterns. 
The generation of the wave described reveals the formation of distinct patterns of field vari- 
ation within the dielectric. By defining regions of interest more closely, the exact nature of 
these patterns can be seen more clearly and Fig 8 shows the El variation and Fig 9 that of 
E2. The theoretical analysis of the electric field variation has been given by COLLIN [5] and 
the relevant equations are:- 
Ex = ^L.Asin(hy)e-,ex (1) 
£„ = —.4cos(/iy)e-* (2) 
e0eTuj 
within the dielectric, and 
Ex = -^.Asinih^e-^-^e-301 (3) 
Ey = —A. cos(hb)e-F<-"-'')e-3ßx (4) e0w 
above the dielectric. 
Here 
eTpb = hbta.n(hb) (5) 
(er - l)(fc„i)2 = (pbf + {hbf (6) 
ß2 = e,k20 - h' (7) 
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so allowing h,p and ß to be found by computational methods. 
The graphical results of Figs 8 and 9 using a permittivity of e„ = 9.8, are in agreement with 
the above analysis. It is particularly interesting to note that whereas the field component 
El is continuous across the dielectric-free space interface, the E2 component is not and 
discontinuously increases by a factor of er on going from the dielectric to the free space. This 
discontinuity is clearly demonstrated by MAGIC in Fig 10 although the indicated magnitude of 
the change, 7.3, is less than the expected value of 9.8. Again the influence of the coarseness 
of the grid used in the simulation is a subject for further study. The variation of the surface 
wave pattern along the x-axis was found to agree closely with that associated with the value 
of ß computed from the given values of er and b. 
Conclusions. 
The MAGIC code has successfully been used to study the behaviour of surface waves in a 
model of a dielectric patch resonator by producing graphical details of generation, energy 
balance and electric field patterns. As a powerful tool it offers help in the investigation of 
other geometries which are of interest to the antenna designer. 
Acknowledgements. 
This work is supported by the Ministry of Defence (UK) and the author would like to thank 
the M.O.D for permission to publish this paper. The author is also grateful for many helpful 
discussions with Dr Bruce Goplen of Mission Research Corporation. 
References. 
1. Chang.D.C. and Kuester.E.F. 
'Geometrical theory of one dimensional resonators: 
The effects of topside charges and currents.' 
Radio Science vol 20(4) pp819-826 July-August 1985. 
2. Derneryd.A.G. 
'Linearly polarised microstrip antennas.' 
IEEE Trans AP-24,1976,pp 846-851. 
3. Bates.C.P. and Mittra.R. 
'Waveguide excitation of dielectric and plasma slabs.' 
Radio Science vol 3 1968 pp 251-256. 
4. The MAGIC code is a product of the 
MISSION RESEARCH CORPORATION 
8560 Cinderbed Road, Suite 700 
Newington, VA 22122. 
5. Collin.R.E. 
'Field theory of guided waves.' 
2nd. Edition 1991 IEEE Press pp 712:716. 
285 
.tWfer       ,        K"»<Kvily, Cr 
OOf-        Permittivity = 2 10 
Reflected power 
Radiated power 
Surlace wave power 
0.0 0.25 0.5 0.75 
fig1 R92 
TM 
PLOT AT TIME.0.@®E*®0 SEC EIST COMPONENT 
RANGING FROM 112 51 TO 124 51 
Uj    ^ 
- 
" 
\   ^         l       
e   in \l   1   M \l   |    M 
in  V^^ 
7.0    8.9    9.0   10.0   11.0 
,  , E-3 
Fi33 Rj4 
286 
CONTOUR PLOT AT TINE2.B0E-1I SEC CONTOUR PLOT AT TIKE«.00E-H SEC OF El COMPONENT IV/HJ 
RANGING FROM t?,21 TO 1133,62) 
CONTOUR U1NDOU. O'E'P' T0 3?8E'B2 „ *    CONTOUR LEVEL SEPARATION A.312E.01 
20 0     38 e B.f  10 0   PS 0   33 l 40 0   50 0   63 0 
RANGING  FROM   12.2)   TO   1122.631 
CONTOUR  WINDOW.   3,46E>01    TO  3.11E«02 
C0HTOUH  LEVEL   5EPAHAT10N   3.*55E»01 
CONTOUR  PLOT   »I   T[NE8.00E-H   SEC 
OF   El   COMPONENT   IV/T1! 
RAMGING FROM   12.21   10   1122.621 
CONTOUR  U1NO0U.   -6.86E*01   TO  6.B6E*B1 
CONTOUR  LEVEL   SEPARATION   1.715E.01 
CONTOUR  PLOT   AT   IIMEI.0BE-1B  SEC 
OF   El   COHPONENT   IV/M1 
RANGING  FROH   12.21   TO   (122.62) 
CONTOUR  U1N00U.    -2  <)6E«02   TO  4.23E>01 
CONTOUR  LEVEL  SEPARATION   *.J33E*31 
CONTOUR  PLOT   AT   T(HE1.2BE-10  SEC 
OF   El   COMPONENT   IV/flJ 
RANGING  FROM   12.21   TO   1122.621 
30  0        1 
:       (n) 
50  0       60  0 
287 
FiqS 
30  B       40  0       &0  0       60  0 
CONTOUR  PLOT   »t   I[»E2.a0£-11   S£C 
OF E_2_ COMPONENT IV/MI 
RANGING FRDH 13.3) IB 1133,62) 
CONTOUR VINGQW. -1 .51£.02 70 2 1M-81 
CONTOUR LEVEL SEPARATION 2.I&IE*«I 
C6MTOUR PLOT  AT  TIWE4 
OF   E2  CBT1PD.NF.NT 
RANGING FRO«   12.2)   " 
ABE-It   SEC 
IV/MI 
~     122.62) 
it   me     ?e a     ja B '0  0       50 0      08 fl B.0     10   0        'IB  2        30  9        «0.0        50  0       60  0 
SIMULATION. 
CONTOUR  PLOT   AT   TIME6.80E-11   SEC 
OF   12  COMPONENT   IV/MI 
RANGING  FROM   12.31   TO   (122.62) 
CONTOUR  WINDOW.   -1.8*E*02   TO   184E-02 
CBNTOUH  LEVEL   SEPARATION   *.53«£*01 
RANGING  FROM   12.2)   IB   1122.621 
CDMTOUR  WINDOW.   -S.BTE-'Oi   IB  2.71E*B2 
CONTOUR  LtfvC    """  " — _Cv€L S€P*fi*Tl(IH 3.S73E*01
(2.3)   TQ   (132.62) 
._..         -1.«»E-02   T0  2.34E-02 
TOLA  LEVEL   SEPARATION  J.673E+01 
CONTOUR  PLOT   AT   TIH'EI .20E-1B 
6f  E3 CQttPONENT   IV/MI 
RANGING  FROM   12.2)   TB   (122. 
COMIf"  ""'        '   ""   " Er 
29 0       30.0       «0 0      50 0 
X      I.) 
288 
C- L 
MAGIC  VER5T0N. OCTOBER 1991    DATE. 1/2/92 
SIMULATION. S/VAVE BDIS30I SURF 1 ER'9.8 B-3.0MM X=6.0CM 
CONTOUR PLOT AT TIME4.00E-T0 SEC 
OF E1 COMPONENT (V/M) 
RANGING FROM (50.21 TO (190.321 
CONTOUR WINDOW, -2.UE+02 TO 3.57E*02 
CONTOUR LEVEL SEPARATION 7.139E*01 
Rq7 Rq8 
CONTOUR PLOT  AT   TTME4.00E-10  SEC 
OF E2 COMPONENT IV/M) 
RANGING FROM (50 21 TO 1190 321 
CONTOUR  WINOOW.   -3.23E-02   TO   3.23E+02 
CONTOUR LEVEL SEPARATION a.0B0E*01 
PLOT   AT  T1ME.1.00E-10  SEC 
E2  COMPONENT 
RANGING  FHOM   175.2)   TO   (75.32) 
1.0 2.0 3.1 
Y       (m) 
.0 5.0 6.0 
E-3 
fij<J 289 RqlO 
SPECTRAL DOMAIN ANALYSIS OF PRINTED  TRANSMISSION  LINES  IN  MULTILAYERED 
SUBSTRATE AND SUPERSTRATE CONFIGURATION 
J. R. SOUZA 
Center for Telecommunication Studies - CETUC 
Pontifical Catholic University of Rio de Janeiro - PUC/Rio 
Rua Marques de Säo Vicente, 225 
22453 Rio de Janeiro - RJ, Brazil 
ABSTRACT 
A formulation of the well-known Spectral Domain Approach (SDA) is 
presented for the analysis of printed transmission lines in multilayered 
substrate and superstrate configuration, including dielectric losses, with 
application to microwave monolithic integrated circuits (MMICs). It 
is assumed that conductors are placed at one of the dielectric interface, 
and the Green's dyadic in the spectral domain is determined using the 
boundary conditions at the other interfaces. The formulation 
is then used in the determination of the dispersion and attenuation 
characteristics of strip- and slot-like transmission lines, as well as 
their characteristic impedances. 
1 - INTRODUCTION 
The modern microwave monolithic integrated circuit (MMIC) technology uses 
transmission lines printed on Gallium Arsenide (GaAs) substrate. 
Frequently, auxiliary dielectric layers in addition to the semi-isolating 
GaAs substrate [1], whose dielectric constants differ considerably from 
that of the GaAs material, and which may have the function of passivation 
layers or may be due to the construction of over-lay capacitors. Due to 
the multi-dielectric layer configuration, such structures do not support 
TEM propagation, and are not amenable to analytical solution. 
This paper presents a numerical solution for transmission lines in 
multilayered substrate and superstrate configuration, as shown in Figure 
1. The solution is based on the Spectral Domain Approach (SDA), which has 
proved itself to be a powerful tool for the analysis of printed, non-TEM 
transmission lines [1], as it allows a high degree of spatial 
resolution. The present formulation has some advantages over those found 
in the literature for multilayered substrate, e.g. [2], as it does not 
require matrix multiplications, thus saving considerable computer memory 
and CPU time. In spite of being developed for shielded transmission lines, 
the resulting computer program allows the analysis of structures which are 
open along the Y- or X-axis, or both, as will be explained later on, thus 




In Figure 1, it is assumed that perfect conductor strips are placed only 
at the y=y interface. The electromagnetic field is represented _in terms 
of hybrid NTM- and TE-to-y fields through vector potentials i/ieand I/I , 
respectively, at each dielectric layer: 
i/i      (x,y,z) a <p  '   (x,y) -exp(-jßz) (1) 
|Y 
c' 1 h 1 












i 1 2 
e l h 1 
r 2a i 
Figure 1:  Multilayered substrate  and 
superstrate transmission line. 
where ß is the propagation 
constant, a is the Y-axis 
unit vector, and a time 
dependence of the form 
exp(jut) is implicit. The 
electromagnetic field in 
each layer i is written as 
-Vxtfi 1 •VxVx^/ 
(2) 
H = Vx l 4--VxVx(ir
h 
with y =jue and z =jwji . 
The permittivity c of 
each layer i includes the 
dielectric loss, which is 
represented by a finite 
conductivity cr : 
•(e jo- /uc ) = E e J i   o     o rl i     o   ri 
where c represents the permittivity of vacuum and c 




Following the initial steps of the SDA, all the potentials and field 
components are Fourier transformed. As shielded transmission lines are 
considered here, a discrete Fourier Transform is used. The transform and 
its inverse are defined, respectively, as: 
r                        1   r ~ ^(a,y) =   (p(x,y) -exp( jax) -dx  , ip(x,y)   = —= ) qp(a,y) -exp(-jax) 
-i n=-a> 
where n represents the variation of the Fourier Transform parameter a. 
Next, the following variable transformation is introduced [4]: 
u = (ßx - az)-(a2 + ß2)'W2 v = (ax + |3z)-(a2 + ß2)   1/2 
(4) 
(5) 
It can be shown [4] that in the (y,v,u) coordinate system the hybrid field 
can be written in terms of TM  (E ,E ,H ) and TE  (H ,H ,E )  components, 
yyvu yyvu 
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and so J currents creates only the TM fields, while J^ creates only the 
TE fields [4]. It is a simple task to show that if" the (v,u) field 
components satisfy the boundary conditions at the dielectric interfaces, 
then the (x,z) components also do. These boundary conditions are then used 
to write the (v,u) electric field components in each layer in terms of 
their values at corresponding interfaces. 
The Fourier transformed electric field components E^ and E^ are then 
written in terms of the transformed potentials 4> and <j>", respectively, 
which are determined from the solution of the homogeneous Helmholtz 
equation in each layer. All the other field components are written in 
terms of E and E , for each layer. u        v „ 
Let E represent E , p=u,v, in layer i (y rsysy^), and let_Epij be its 
valuepiat the interface y=y . With a ground plane at y=yo, E equals 
zero. At the intermediate interfaces y2 =yj sy^ the boundary 
conditions  for  the tangential  electric field  yield: 
E     = A  E   + B   E (6-a) 
psl*l     pi   ps i     pl-1 pi 1-1 
where: g^inht^ t)h| + i) 
Api = cosh(Vihiti) g^tght,^) (6_b) 
s i nh(j      h   ) 
= '*' '**  -[g  eighty  h  ) +gctgh(yh )] p 1 + 1 1 + 11 + 1 1 1A K l + i 
with lsi<N-l, and sinh(    h   , 
B   = _ ll : h;" 't1    , 2S1SN-1 (6-c) pi-i    g  sinhlr^) 
In (6), for p=u, g =-)  /z ,  and for p=v, ß^-y/T,. with the parameter zi 
being given by:   '   '  ' . 
y=(a+ß-k-c) (b a) 
i o  r 1 
Similar expressions are written for the superstrate layers: 
E     =  A'  E   + B'   E     , ZsjsM-l (?) 
psj+l      pj  psj     pj-1 p«j-l 
with A'  and B'    also given by (6-b) and (6-c). 
PJ      PJ-i 
At ^r Eps2 =  V EPI1- and ^ y=yr EPsN+M-2= A;iEp.H + H-l (8) 
g / g /sinhd h  ) At  y=y   : gM + i ( BN MM .g 
sinh(7N + ihN + i)  \gN + /sinh(rN + 1hN + i)       p.M-i 




Now, E   is written in terms of E   using equations  (6) to  (8). The 
followSng relations are obtained forp*the substrate layers: 
E     = ——(T  ) -E    , lsi<N-l (10-a) pjN-I     A    pN 1  psH pN 
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(10-b) 
with: (T  ) =0,  (T  )   = 1 pN N        pN N-l 
(T  )       = A  (T  )   + B     (T  )       , l^ÜN-2 lplI-IIM)     pl  pN N-l     p(l-l)   pN N-(i-l) 
A  = A   (T  )  + B   (T  ) 
pN     pN-1   pN 1     pN-2  pN 2 
Similar expressions are obtained for the superstrate layers. (10) yields: 
K 1 
psN-1 A     pN 1  psN pN psN+1 
Substitution of (11) into  (9) results in: 
4i—(1" ) -E A     pM 1  psN 
PM 
YE   = J p  psN     pN 
with: Y 1 
(T  ) /P pN 1  pH-1 (T'  ) /P' pM 1  pM-1 
PN     2 
pM 
_2      A  /P 
S        pN  pN 
pN 
sinhty h ) 
 —— , G  = r ctgh(y h ) , S Tf ul    1      11- 





-^— ctghtr,^) , Ppi 
i 
IS   , i£2 k = 2 pk 
1  , i<2 
•sinhtr h )   (12-c) 
1 i 
(12-d) 
(T  ) pN N-(i+1) 
P 
p ( 1 + 1 ) 
(G      + G  )• 
P (l + l)   pi 
(T  ) W
PN'(N-I )     1 
pl pi 




(G  + G     )• pN     p(N-l) 
(T  ) pN 1 
p(N-l) 




(T  ) pN 2 
(12-e) 
(12-f) 
S p(N-2) p(N-l) 
The dashed terms in (12-b), which correspond to the superstrate layers, 
have similar expression as (12-c) to 12-f). 
Equation (12-a), which describes the boundary conditions at the interface 
where the conducting strips are placed, is then transformed back to the 








Z  + 
xz 
2 
a2 + ßZ 2 
z x 
z , u 
z + - 
aß 
2   „2 a + ß 
(13-a) 
-(Z - Z ) 
a2 + ß2 
(13-b) 
where Z =1/Y , p=u,v, with Y given by (12-b). 
p   p P 
The usual steps of the SDA [l]-[4] are now followed in order  to obtain 
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from (13-a) a homogeneous set of equations, from which the propagation 
constant 8 is calculated: the currents J and J , or the field components ^ Z X 
E and E , are written in terms of known basis functions. The choice 
between currents or field components is determined by the characteristics 
of the transmission line: if it is of the "strip" type, then the currents 
are used; for "slot-like" transmission lines, the electric field 
components are used, and the matrix equation (13-a) should be inverted. 
The analysis process proceeds with the calculation of the transmission 
line characteristic impedance. However, as the wave propagation is of 
hybrid-mode type in the structures considered here, a precise definition 
of characteristic impedance is difficult. Following suggestions found in 
the literature [l]-[4], for strip-like transmission lines the 
characteristic impedance is calculated through the ratio between the 
average power and the total longitudinal current, while for slot-like 
transmission lines the ratio between the "voltage" across the slot and the 
average power is used. In all cases, the average power is calculated via 
the integral of the Poyntlng vector: 
y' 
p  = _J_ Re -j  |   f (E H - E H )dxdy \ (14) 
av    2 "f  Re  {   j        I   °iE/y   -   EX,dXdy  } 
where Re represents the real part of a complex number and the asterisk, 
the complex conjugate. With the present formulation, the equation (14) can 




-Re{    I     [    I    ?i(n)       +    I    ~fVn)]} (15"a) >n = -»L   1 = 1 J = l " 
fi(n)  = -2SÜI {( U*.1Vi.1[2jaim(B)Ql+^-B,ctgh(ei)]+U*_iVi[2j<x«»(B)Q2 
2a fa. r-B*l+U* V       [2jalm(B)Q*  -    „ ^hfn   rB'l+U! V   kjalmCBXJ sinhte  ) i     i-il 2        r sinhte  )      J     i     i[ 3 i i J L iiJ 
^-•B'ctghte^JJ-E^^^ + ßB^ J V^iVAHujX] 
»   r / 2ctgh(e   ) 1     * r 2 
•[IVJ   [        r - QiJ-^-^l^slnhCe,)  +% 
us» ' 
k^eriß          „, ( ,) 
2 
2ctgh(e  ) 
v'f ^^+Q')+|V l2f '    -o]1-ie    |2} (i5-b, 
*  , 
/a2  + ß2    /    /a 2+ ß 2 (15-c) 
—— • |"cosh(e     )• [l+Ictghfe^^l-ZRefsinhto^Jctghte. ) 
— • l"cos(ei () • [l-| ctgh(ei) | 2j+2]mfsin(ei i )ctgh(ei )|1 (15-d) 
V 1 
and: B 
sinhte     ) 
7 







1 —J LC sinhte ) - ctgh (e Icoshte, ) (e )  1  r,      I     lr '      lr - 1    * tr       "- 
—- ctgh (e )cos(eu) + jsinte^) J- 
- -I — coshte )sinh(e ) cos(e )sinfe ) \ 2 \  rir      lr      lr    yu     11     ii J 
[sinhte ) 
U 
6 = r h 1   11 
1 
=eir + J011 ' ri 





(T  )   , V =1,  V =0   (15-h) 
vN N-l    N       o V     V*U 'N 1' "' '1     V 
UN vN 
with lsisN-1 in (15-h), VpN and tTpN)N_i , p = u, v,  given by equations 
(12), and:  _ z 
E   = - -(ßJ -oJ), E   = (aJ + ßJ )(15-i) 
usN     , 2  . „2,1/2    P X      z '   vsN     ,2    .    „2,1/2 (a + ß' (a + ß' 
with Z and Z given by (16-b) (Z = 1/Y , p=u, v), and Om representing the 
imaginary part of a complex number. 
In equation (15-a), the functions f , which correspond to the superstrate 
layers (lsj^M), are given by expressions similar to (15-b) to (15-i). 
3 - RESULTS 
Based on the formulation presented here, a computer program was developed 
to analyze several types of transmission lines, such as single and coupled 
microstrips, single and coupled slotlines, coplanar waveguides (CPW), and 




e' =1 rl 2W 
isolator: r2 =0 
a microstrip line of the metal-isolator-semiconductor type was 
as illustrated in Figure 2. 
The line dimensions  were 
taken as: 2W=160fim,h =250nm, 
i' h =1.0(xm, d=1.50(jm, 2a=10|im. 
The dielectric constants of 
semiconductor and isolator 
were respectively fixed as: 
X2 z =12.0 and e =4.0. Three 
values were considered for 
semiconductor conductivity, 
\ a- =5, 1000, and 10000 Mho/m. 
Figure 3 shows the variation 
of the slow-wave factor S 
(S=X /A ) with frequency. In 
this5 "figure, theoretical 
results as read from 
references [5] and [6], and experimental results read from reference  [7] 
semiconductor: e rl 1 
2a 
Figure 2: MIS microstrip line. 
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are also shown, and the agreement is good. It is seen that for frequencies 
up to about 4 GHz the phase velocity in the structure is smaller than in 
any of the two substrate layers, as in the semiconductor the value of S 
would be approximately 0.288 and in the isolator, 0.707, thus explaining 
the meaning of the term "slow-wave factor". Figure 4 shows the variation 
of the characteristic impedance of this microstrip line, calculated as 
twice the ratio between the average power and the total longitudinal 
current, with frequency, and also result as read from reference [7]. The 
discrepancy between the results may be due to the fact that in [7] a 
parallel plate transmission line model was used in the calculations, in 
which the edge boundary condition is not account for, while it is 








3 o.o5 ; 
o.oo 
MIS  Microstrip:   2W=160>m 
this  work 
 reference  (5) 
""» reference   l&) 
ooooo reference   (7; 










b: o--5(nm) ' 
0.1 Frequency (GHz) 
Figure 3: Variation of the slow wave 
factor with frequency for 
the microstrip line of 
Figure 2. 
Figure 4: Characteristic impedance 
variation with frequency 
for the microstrip line 
of Figure 2. 
Next, a unshielded coplanar waveguide was analyzed, in order to show that, 
although the formulation was developed for shielded structures, the 
resulting computer program can also be used in the analysis of open 
transmission lines. The CPW shown in Figure 5 was used to simulated the 
unshielded one, by fixing large values for the extreme layers and for the 
shielding width. The dimensions were chosen as: S=450fim, W=100/ini, 
h =0.4(im, h =h'=10000(im, 2a=25000)jm. The other parameters were taken as: 
e
3 =e =13.1, 1c =8.5, and 0- =18181.8181 Mho/m. Figure 6 shows the 
variation of ther3slow-wave and2 attenuation factors with frequency. The 
attenuation factor is given by the imaginary part of the propagation 
constant. Also shown in this figure are results as read from reference 
[6], and the agreement is seen to be very good, showing the flexibility 
provided by the computer program. It is worth mentioning that the 
formulation presented here also applies to open structures, provided the 
continuous Fourier Transform is used. But in the computer program, only 
the discrete Transform is employed, and so a larger number of terms is 
required in the summation in equation (4) to simulate open structures. 
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e' =1 rl 
isolator: e   , <r =0 
r3    3 
semiconductor: c  , <r *0 
r2    2 
isolator: e   , o- =0 rl    1 
2a 
Figure 5: MIS coplanar waveguide. 
CONCLUSIONS 
' I 10 : 
3   1 
h  « 2 £ 
1 <_ 1 0 '; 
MIS CPW: S-450/irn 
W-100/im 
,•' (T = 18181.8181 (nm)"' 
/    Attenuation (dB/mm) 
-  ""i reference (6) 
Frequency (GHz; 
Figure 6: Frequency variation of 
slow-wave and attenuation 
factors for the MIS CPW 
of Figure 5. 
A formulation of the Spectral Domain Approach was developed for the 
analysis of printed transmission lines in multilayered substrate and 
superstrate configuration, in which the boundary conditions at the several 
interfaces are used in a recursive manner to reduce the problem to the 
interface were conductors are placed. Although results were presented only 
for microstrip lines and coplanar waveguides, many other types of 
transmission lines can be analyzed. It is worth mentioning that the 
formulation can be easily adapted to consider conducting strips placed at 
two neighboring interfaces, or to accommodate a magnetic wall at one of 
the extreme layers. 
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Abstract 
The importance of the choice of the function basis in the Spectral Domain Techniques is studied in the 
case of a microstrip structure. The calculation of global values does not require a specific function 
basis. On the contrary, results on local values are very sensitive to the kind of function used in the 
calculation, particularly for values on the strip plane. 
1. Introduction 
The Spectral Domain Approach, first developped by Itoh and Mittra [1], and 
Denlinger [2], has been then extended to more general structures, including 
several layers of dielectrics or semiconductors, under and above the plane of 
metallisations. It is nowadays an attractive and very efficient method for the 
analysis of planar microwave and millimeter wave, hybrid and monolithic 
integrated circuits [3-4]. It is well-established that global values such as relative 
effective permittivity eeff or cut-off frequency fc can be accurately computed with 
the SDA, with a small number and various types of basis functions, particularly 
trigonometric functions which do not respect individually boundary conditions 
on metallic edges [5]. As far as local values are concerned, only little work has been 
done. The aim of this paper is to compare the effect of the choice of the basis 
function on local values. A special attention will be given to the most used basis 
functions : trigonometric ones with or without the correction of the boundary 
conditions on metallic edges. 
2. General principle of the Spectral Domain Approach. 
In the SDA [1 - 3], the choice of the function basis occurs in the use of 
Galerkin's moment method. Using this method for a microstrip, tangential 
current densities (see fig. 1 for axes orientation) are expanded on a function basis 
as : 
Jy(0,y) = Xaifi(y) i=l 
Jz(0,y) = lb,g*y) 
j=0 
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Fig.l : Open microstrip line 
The method leads then to a system of linear equations which requires, for 
practical calculations, truncations of the previous infinite sums [5] to a number Q 
of basis functions. It requires at the same time truncations to a finite value Umax 
of the infinite limits of Fourier transforms which occur in the analytical 
development. These truncations have to respect convergence criteria [3, 5], in 
order to give accurate results. 
The propagation constant T = a + jß of the studied structure is obtained by 
setting the determinant of the system to zero. By putting the value of T into the 
system, we can calculate a; and bj as a function of b0 for example. In the case of a 
microstrip structure, we obtain thus the values of the current densities Jz(y) and 
Jy(y) in the plane of metallisations (x = 0). We can then calculate the characteristic 
impedance, whose definition depends on the kind of studied structure. In the case 
of a microstrip line, the characteristic impedance is obtained by means of the 
power P and the current I: 
2\i 
The field is then calculated in Fourier domain, from the values of T, a- and 
bj , using Maxwell's equations and boundary conditions. Inverse Fourier 
transforms allow then the calculation of the field components in the space 
domain : Ex(x,y), Ey(x,y), Ez(x,y), H^y), Hy(x,y), Hz(x,y). 
We have made this study on several bases, but we shall present results only 
for the first two bases. Indeed, the trigonometric basis (basis n°2) is one of the 
simplest to manipulate ; and the trigonometric basis corrected with the boundary 
conditions on metallic edges (basis n°l) seems to be the best suited to the 
calculation of local values. 
3- T2(n-i)(2y/w) / V-^/wf , U2n(2y/w) (T, U : Chebishev polynomials) 
4. l/(l + |2y/wf), sin(ny / (0.7w)) 
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3. Results on global parameters 
Figure 2 shows that the relative effective permittivity does not depend 
much on the chosen basis. Indeed, the relative error between two points calculated 
at the same frequency with two different bases is within 1 %. In the case of the 
characteristic impedance Zc, the relative error remains within 5 %. This confirms 
that the choice of the function basis is not much important in case of global 
parameters calculation. Moreover, the calculation of such parameters requires few 
basis functions : for a given basis, the relative error between parameters calculated 
with 2 and 5 functions is within 1 %o. 
it 
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ig.2 : Relative effective permittivity   and characteristic impedance 
for an open microstrip -Q = 2-f=l GHz 
— basis n"l  basis n°2 
3.0432 mm, h = 3.17 mm, e = 11.7 W = 
However, the first basis (trigonometric basis with the respect of the 
boundary conditions on metallic edges) requires a higher calculation time than 
the second, for two main reasons. First, each Fourier transform needs more time 
to be calculated in the case of the first basis, as it requires Bessel functions ; 
secondly, the first basis requires higher values of Umax in order to respect the 
convergence criterion [5]. This convergence criterion reads : Umax = K(Q) QÜ/W 
[5], where K(Q) is higher for the first basis than the second one (for instance : for Q 
= 2, K(2) = 5 and 2.6 respectively for the first and the second bases). 
4. Results on local values 
Figure 3 shows that the effect of the basis is particular noticeable for Jz(y). 
Indeed, even for an important number of basis functions (Q = 5), the basis n°2 
shows an horizontal tangent for y = W/2, which is opposite to the boundary 
conditions [6], which tell us that Jz(y) should vary as l/(y-W/2)1/2. Only an infinite 
superposition of the functions of the basis n°2 could respect this boundary 
condition on a metallic edge. This is not the case for the first basis, which needs 
few functions to give accurate results for local values. 
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2y  /  w 
Fig. 3 : Tangential current densities J (y)  and Jz(y) 
for an open microstrip 
Q = 5 - f = 1 GHz - W = 3.0432 mm, h = 3.17 mm, e = 11.7 
 basis n°l  basis n°2 
Kobayashi [7] extracted analytical formulae from results on tangential 
current densities obtained from the SDA with Chebyschev polynomials corrected 
by the term which respects the metallic edge condition (basis n°3). We compare on 
figure 4 the results obtained with these analytical formulae and our results with 
the first function basis. This shows a good agreement between local results as soon 
as the basis functions respect individually the boundary conditions on metallic 
edges, even for a small number of basis functions Q = 2. This indicates that the 
most important fact in the choice of the function basis is the respect of the 
boundary conditions on a metallic edge by each basis function. 
2y   /   w 
Fig. 4 : Tangential current densities J_ 
for an open microstrip - W = 6 mm, h = 3 mm, E = 8.0 
h/l0= 0.005, 0.1, 0.2, 0.3, 0.4 
 our results basis n°l Kobayashi's results 
The SDA allows also the calculation of the electromagnetic'field in the 
whole structure. As an example, results with the first basis (which respects the 
metallic edge conditions) are presented figure 5, for a microstrip structure. 
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Fig.5 : Electromagnetic field in a microstrip structure 
f = 1 GHz - W = 3.0432 mm, h = 3.17 mm, e = 11.7 
First basis 
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Comparing these results with those presented on figure 6, obtained with the 
second function basis, we can note that the results are similar, as well in their 
behavior as in the values of the fields, except on the strip plane where the second 
basis gives oscillations. The number of oscillations increases as we increase the 
number of basis functions, but at the same time their relative amplitude decreases 
: for an infinite number of functions, they would disappear. 
Fig.6 : Electromagnetic field in a microstrip structure 
f = 1 GHz - W = 3.0432 mm, h = 3.17 mm, £ = 11.7 
Second basis 
These oscillations exist also in the case of the first basis but they have a 
weaker relative amplitude, which involves a more accurate result. Figure 7, 
which shows a cut of the electromagnetic field for the section x = 0, illustrates 
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Fig.7 : Electromagnetic field in a microstrip structure 
f = 1 GHz - W = 3.0432 mm, h = 3.17 mm, e = 11.7 
Cut in the section x = 0 
 basis n°l  basis n°2 
On the other hand, the boundary conditions on the edge of the strip seem to 
be better respected in the case of the first basis, as an example see Ex(y) and Hy(y). If 
we make a cut in the section y = 1.5 mm, that is to say on the edge of the strip, we 
obtain the results presented on figure 8. This shows the discontinuity of Ex(x) on 
the strip (x = 0). In the case of E2(x), it should be zero on the metallic planes (x = - 
3.17 mm and x = 0). This is respected on the ground plane since it is imposed in 
the calculations at the beginning of the calculations. However this is not the case, 
on the strip : in fact, Ez(x, y) is calculated by means of direct and inverse Fourier 
transforms, which cannot give an exact zero on the strip. However, results nearer 
reality are obtained with the first basis and would be improved with an increase in 
the function number. 
o 
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Fig.8 : Electromagnetic field in a microstrip structure 
f = 1 GHz - W = 3.0432 mm, h = 3.17 mm, e = 11.7 
Cut in the section y = 1.5 
 basis n°l  basis n°2 
The oscillations of fields on the strip and the respect of the boundary 
conditions on the strip edges lead to the conclusion that the first basis is more 
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suited for the calculations of the electromagnetic field. We can notice that the 
fields presented above are essentially transverse : Ez and Hz are weak compared to 
ET and HT . Looking at the structure and comparing with known results, these 
calculated results are logical : the electromagnetic field is quasi-TEM. 
5. Conclusion 
The Spectral Domain Approach is nowadays well-used for planar 
structures, but most results are given for global values in shielded structures. 
Little work is done on open structures, particularly on local values. That is why 
we centered our work on local values in open structures, and more precisely on 
the effect of the choice of the function basis. 
We have confirmed, as well-established previously, that any kind of 
function basis can give correct and accurate results on global values. The only 
difference stays in the speed of the calculations, which mainly depends on the 
convergence criteria. As an example, on an Apollo DS 3500, to calculate the 
propagation constant T, it takes 30 seconds for the first basis and 20 seconds for the 
c basis. That is why, in case of global values calculation, the simpler basis can be 
used, for instance the trigonometric basis. On the contrary, the calculation of local 
values requires the respect of the metallic edge condition by each function of the 
basis, in order to give realistic results, in agreement with physical phenomena. 
Comparison with litterature has been done on current densities on the strip 
and has shown good agreement with our results. But no published work on the 
electromagnetic field in the whole structure has been found yet. 
The studied structure presented here has no loss, but the model we have 
developped can take the loss into consideration, in case of structures on 
semiconductors, for example. This work should be completed by a study on lines 
on semiconductor semi-insulator and on MIS structures. 
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Abstract 
The paper presents a hybrid method coupling the finite elements and the boundary elements 
to solve 2D eddy current non linear problems. The non linearity of the problems prevents a 
pure boundary element treatment. Nevertheless, when the non linear part represents only a 
small part of the geometry, the use of the coupled method leads to an important reduction of 
the size of the problem. Some practical aspects of the implementation are examined. An 
induction furnace is chosen as an example. 
Introduction 
The boundary element method is very useful for the study of electromagnetic linear problems 
because of its accuracy and its ability to naturally take into account open boundary problems. 
On the other hand, when a problem involves a saturable ferromagnetic material, the boundary 
element method is not applicable and the finite element method must be used. Moreover, the 
non linearities prevent the use of the complex formalism and a time step analysis is required 
even for periodic time variations. If the non linear parts of the problem are only a small part 
of the geometry of the problem, it may be interesting to use a hybrid method coupling the 
boundary elements for the large (and may be infinite) linear parts and the finite elements for 
the small non linear parts. 
Finite element - boundary element coupling 
The equation for the two-dimensional magnetostatics is: 
divvgradA = -J (1) 
.    A is the vector potential which has only one component; 
.    J is the current density; 
.    v is the magnetic reluctivity. 
In linear magnetic non-conducting media, the direct boundary element method (Brebbia 84) 
is based on the relation (2); 
[     3G JT,   [ „ ÖA -    A dT-     G—c 
)x     ön        )v     3n 
cA | | dT 
(2) 
* These authors are Research Assistants with the Belgian National Fund for Scientific Research 
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where: 
.   G is the free space Green function of the two-dimensional Laplace operator; 
.   c = 0.5 on a smooth boundary; 
.   d.ldn is for the normal derivative. 
Integrals are taken on the boundary T of the subdomains and the method involves only A and 
3A/dn (tangential induction) on the boundaries. 
The finite element formulation (Silvester 90) is based on the Galerkin method and we have 
for the domain Q of boundary T: 
J[ v grad A grad w - J w ] dQ -1  w vdAldn dT = 0 
Q Jr (3) 
where v is the magnetic reluctivity, J the current density and w the weighting function. The 
Galerkin method is obtained by choosing the same basic functions wj for the weighting of the 
residue and the discretization of A given by A= 2 Aj wj where Aj are the model values. Here 
the wj are chosen as piecewise linear functions on triangles. 
The boundary term is usually used to apply a Neumann boundary condition. Here it is used at 
the interface between the finite element and the boundary element domains to couple the 
methods. This can be extended to the boundary between two finite element subdomains. The 
tangential field vdAldn = Ht is taken as an unknown on the boundary and the boundary term 
of (3) is introduced. It leads to the same solution for the vector potential A as the classical 
formulation but is also provides the value of the tangential field on the boundary. 
As a demonstration, consider the boundary between two finite element domains 
(figure 1). 
D = Di U E>2 
Figure 1: interface between two subdomains 
307 
In the classical finite element formulation the interface H does not exist and Di and D2 form 
a single domain. In this case, the finite element equation for a node i on the interface is 
represented as follows: 
Z     a°lUD2Aj=0 
ja>!UD2 (4) 
It involves only the nodal values Aj of the potential vector. In the subdomain method we 
have two equations and the tangential field is involved: 
(5a) 
(5b) 
We know that a?lUI>2 = a?1 + ajf . The superscripts Di, D2... indicate the domain of 
integration involved in the computation of the coefficients. The opposite signs of the ßjj Ht j 
terms in equations (5a) and (5b) insure that their sum leads to equation (4). It implies that the 
subdomain method is equivalent to the classical method and gives the same value to the 
potential (if numerical errors are neglected). The particular value of the coefficients ßjj 
allows the physical interpretation of HQ as the nodal value of the tangential field. 
Eddy currents 
Using Ohm's law, the case of eddy currents can be dealt with by introducing 
\   dt       j (6) 
as the expression for the current density in equation (3). The conductor is characterized by its 
electrical conductivity a. The time derivative of A expresses the inductive effects since U = 
grad V is due to an externally imposed electromotive force and can be interpreted as the 
terminal voltage of the conductor (per unit of length). 
In this case (3) becomes: 
1 tf Aj + 2 ßüHtj =C 
jeoi jGTl 
I «? Aj - 2 ßijH.j =0 
)€D2 JS"I 
D1 D2 V     - = 0 P af .  t 
idA    TI| v grad A grad w + a —+ U w 
3t       / 
(7) 
The presence of the dynamical terms does not change the method of coupling. The numerical 
method used to discretize this transient problem is a semi discrete Galerkin method. The first 
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step is a spatial discretization of the domains similar to the one used in the static case. This 
discretization uses the purely spatial weighting function w; and leaves a continuous time 
variation of the degrees of freedom. It leads to a system of ordinary differential equations: 
[S]—+[M]A(t) = b at (8) 
where A is the vector of the nodal values of A. [S] and [M] are the matrices of the system. 
The non linear nature of the problem is found in the dependence of [M] on A. 
The next step is a time discretization that gives an algebraic system. The backward method 
leads to: 
P+MAn^lj.An^b+El^ 
Ut 1 At (9) 
where An and An+i are the values of A at the times ^and tn+i with tn+i - ^ = At This leads to a time stepping method where each step requires the resolution of the non linear 
algebraic system (9). 
If U is given for all the conductors of the problem, differential system can be solved. 
Unfortunately, in most cases, it is the total current I in a conductor which has to be imposed. 
As the finite element formulation involves the tangential field on the boundary, the total 
current I can be expressed as the line integral of the magnetic field (Ampere's law): 
( 
v dA/dn dr 
(10) 
From a more general point of view we can systematically relate to every conductor an 
equation like (10) and two global degrees of freedom: the total current I and the terminal 
voltage U. To do so, a circuit equation is necessary for each conductor. The simplest cases 
correspond to imposing U or I for an individual'conductor but any case of conductor 
interconnection and electric circuit coupling can be considered 
(Bourmanne 91). 
Resolution algorithm 
The backward Euler method leads to the resolution of non linear systems of equations for a 
sequence of time steps. The non linear system is solved with the Newton-Raphson method. 
This iterative method replaces the non linear problem by a sequence of linear problems. Thus 
the resolution algorithm consists of two nested loops: the outer loop for time stepping and the 
inner loop for Newton-Raphson. For each step, the main task is to construct and solve a 
linear system of algebraic equations. The construction of the system consists of writing the 
matrice [S], the matrice [M] and its associated jacobian. The finite element method leads to a 
sparse symmetric system while the boundary element method leads to a full non symmetric 
system. In the case of the coupled method it is difficult to take into account the 
characteristics of the subsystems coming from the finite elements and, globally, the system is 
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considered as full and non symmetric. For this reason, a direct resolution method is used that 
is based on the LU decomposition of matrices. 
For a system Ax = b, the decomposition of the matrice A in a product LU of triangular 
matrices allows the resolution of the equivalent system LUx = b, by backward and forward 
substitution.  The obtained solution x* is not equal to the exact solution x because of the 
rounding errors. 
The residue 5x is expressed by: 
6x = x*-x (11) 
If this value is introduced in the original equation, the following identity is obtained 
Ax* = A(x + 6x) = b+5b (12) 
Thanks to the fact that x is the exact solution 
A 6x = 5b (13) 
The error may be estimated by solving 
A 6x = A x* - b (14) 
The computation of the right hand member of (14) is made in double precision but all the 
other computations are made in single precision. The value of 6x is used to obtain a better 
approximation of the solution and the process may be repeated with this new approximation 
until the error 6x is small enough. This procedure is called the iterative refinement (Press 89). 
Some remarks must be done on this method. 
- Almost all the computations are made in single precision and no double precision vector or 
array storage is required. 
- This method is accurate and the convergence of the process gives a control of the quality 
of resolution 
- The resolution of (14) is very easy because the LU decomposition of A is already known. 
The extra cost with respect to the simple direct method is negligible. 
In the present context, this method has another advantage. The iteration refinement is 
supposed to correct inaccuracies in the LU decomposition due to the rounding errors. During 
the resolution process, a sequence of algebraic systems is solved for the successive time and 
Newton-Raphson steps. Under the hypothesis that successive systems do no differ too much, 
it may be hoped that the LU decomposition of the previous system is close enough to the 
actual LU decomposition to allow the convergence of the iterative refinement. Thus the 
following strategy is adopted: for each step, the new system is generated but the old LU 
decomposition is first tried in the iterative refinements. If the process does not converge, the 
LU decomposition is updated. 
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Another problem is the definition of the initial conditions. While a transient resolution 
method is used, we are interested in the periodic problem. The transient analysis may lead to 
a very large computation time because several time steps are needed to settle down the 
system (initially unexcited) to a periodic behaviour. The solution adopted here is to use a 
linear complex solution to load the system. The 'numerical settling down' from linear to non 
linear solution is much more faster. 
Example: induction furnace 
Figure 2 shows a steel plate induction furnace. It is composed of a five turn coil fed by a 
current of 1800 A at a frequency of 7400 Hz. The particular case of a half-entered plate is 
considered. This plate is magnetic (magnetic characteristic is given on figure 3) and 
conducting (o=2.5 106 Sim). The length is 450 mm and the thickness is 1 mm (aspect ratio 
1/450). The total current in the plate is forced to be zero. 
Considering the linear part of the saturation curve (u,- = 240), a characteristic skin depth may 
be computed to be equal to 0.24 mm . This value must be taken into account in the finite 
element meshing of the plate. Figure 4 shows the meshing of the plate. On this figure, the 
thickness is magnified by a factor 100. 
A point is considered which is just on the boundary of the plate under the turn 3. 
Figure 5 shows the time evolution of the current density for this point. The appearance of 
higher harmonics due to non linearity is obvious. 
Figure 6 shows the time evolution of the induction along the plate for this point; The 
flattening of the induction is due to the saturation phenomenon. 
The computation has been made with an iterative refinement. The stopping criterium is that 
the maximum relative correction of a component of the solution vector is less than 10~5. 
15 iterative refinements where allowed before deciding the process does not converge. In the 
case of the furnace, for the given meshing and 250 time steps per period, the LU 
decomposition was to be recomputed about every 4 resolutions. 
Conclusion 
The coupling of boundary elements and finite elements is an attractive method in 
electromagnetism. The principal limitation of this method is the complexity of the resolution 
of the involved linear systems. In the particular case of non linear transient problems, the 
proposed algorithm allows a substantial saving of computation time. 
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figure 2 : induction furnace 
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figure 5: time evolution of the current density 
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Abstract 
This paper develops a combined 3-D eddy current code based on the different 
sets of vector and scalar potentials,describes the large eddy current problems 
in electrical engineering,and proposes the numerical strategy of engineering 
electromagnetic field analysis. 
1. INTRODUCTION 
Nowadays, 3-D eddy current softwares have been large-scale produced [1,5-12] 
and compared each other in more detail. However.it seems that a single code is 
unsatisfactory to approach a large field problem, a combined code based on the 
-ft -V--X -|> and the f -<!> -<t>   has been developed[13]. 
The major merits of the combined code is to make full use of the super- 
iorities of each analysis methods,the number of unknown variables and the com- 
puting cost can be reduced,while the ability to deal with large eddy current 
problems including more type of connected regions can be enhanced, finally,the 
numerical implementation of the combined code is really simplified. 
large eddy current problems are often encounted in electrical engineering, 
for example, the eddy currents ( or circulating currents) are generated in big 
tank wall,or in steel construction parts, or in windings of large transformers. 
An impermissible and dangerous local overheating, in accident ease, may occur 
there due to excessive eddy current losses, thus the development of the 
integrated and engineering-oriented computer aided analysis tools is of great 
significance. 
For this reason, we made a combined 3-D eddy current code to strengthen the 
single analysis tool. Naturally, one can develop other kinds of combined codes 
to effectively solve relevant problems, it seems to be a promising way. 
2. NUMERICAL STRATEGY OF LARGE EM FIELD ANALYSIS 
2.1 Engineering EM field problem 
It is hard to solve a large eddy current problem which can be briefly 
described as follows: 
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-Geometry; large size; 
complicated shape and multi-subregions with 
quite different dimensions; 





nonuniformity in the property which are time 
and/or space varying; 
-Coupled field; electromagnetic, thermal, mechanical,and 
oil-fluid fields are coupled up and time 
dependent. 
2.2 Engineering-oriented TEAM product 
The TEAM workshops have played an important role in 3-D electromagnetic 
field analysis, many researchers pay special attention to TEAM work. We still 
more long to use the advanced electromagnetic analysis technique to effective- 
ly solve large engineering field problemsi.2J, and to study some engineering- 
oriented TEAM products,perhaps, it can be refered to as "Engineering TEAM" [3j. 
A Comparison between Benchmark-TEAM and Engineering-TEAM is shown : 
Benchmark TEAM Engineering TEAM 
Problem Benchmark prob, 
defined a more 
simple model 
Engineering Prob, 
based on a large 
product 
Goal      Testing L4jthe effec- Solving an engineering 
tiveness of analysis Prob, by both TEAMed codes 
methods and their codes and engineering dealing 
Accuracy   Analysis and experiment Having satisfactory 
results compared engineering accuracy 
strictly 
Summary To find out an effective 
tool 
use the tools to solve 
engineering field 
prob. 
2.3 "Field-Circuit" combined-type approach 
A 'full-field' analysis of a large eddy current problem above mentioned is 
almost impossible due to the requiement of substantial computer resource, 
however, a "Kield-Circuit" approach is a really practical method, namely, part 
circuit,part field, imaginatively, we can say that "ZOOM OUT" with the circuit 
methods and "ZOOM IN" with the field analysis. The key point is to set UP a 
resolvable model which can be solved by TEAMed code or combined TEAMed code. 
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3. ON THE COHBINED EDDY CURRENT CODE 
A typical large eddy current problem involving both singly and multiply con- 
nected regions is shown in Fig.l. In the combined code proposed here the -JC- 
V-^c -iji and the f ~i> -^ approaches[l] are used to deal with the multiply and 
singly connected regions, respectively. If the surface of the ^c -V conductor 
is not regular then one can prescribe an 'artificial' regular boundary for 
easy interfacing, see Fig.l. 
3.1 Formulation 
The fundamental equations of the combined code are as follows: 
1) ~x -v—x   subregion 
1        1        3A 
n-»u-» — v • A * «( — + * V) = 0 
u      Ua      Ji 
3A 
7 ' 5 (- v V ) = 0 
3t 
2) f-* subregion 
1       '       3 -  - y x •_ v „ f -7- v ,f tU (HS t f -V*)=0 
a     9    3t 
v U ( HS + f - »)--0 
3) Common current-free region, 
v • ua ( Hs - »* ) = 0 
4)Boundary conditions 
on the interface between the ~x   -  V conductor or yC subregions and the 
current-free subregions, 
A • n = 0 
if the ~x -  V conductor has a symmetric plane, following conditions, 
A X 11 = 0 
and 
V = 0 
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aust be applied on the symmetric plane. Similarly, on the interface between 
the f - ti> conductor and the current-free subregion, 
T x n = 0 
while on the symmetric plane of the T - «i> conductor 
where n denoted the normal unit vector. 
According to the actual situation of the magnetic field, 
J* / 3n = 0 
at the far field boundary. 
3.2 Test example 
A trend analysis of eddy currents including the distribution of eddy 
currents and the convegence behaviours of nonlinear solution is of the utmost 
importance for testing an analysis method and corresponding code. 
First, the eddy current analysis has been done by a very simple combined- 
type test model in which the -x -V and the T -* conductors are surrounded 
by the current-free space,the total number of elements is to 128,and 8 elements 
of 2 layers are for each conductor, it is named 'Micro-Benchmark' model as 
shown in Fig.2-a. The distribution of eddy currents in steel plates and the 
convergence trends using different relaxation factors are shown in Fig.2-b 
and 2-c , respectively. 
Second, the reasonableness of the distribution of eddy currents has been 
further verified in a larger computing scale, the corresponding test model 
show in in Fig.3-a. In both test models the uniform and time varying magnetic 
fields normal to the steel plate are applied. The plots of eddy currents for 
second test model are shown in Fig.3-b. 
We also made two engineering model, as shown in Fig.4-a and 5-a, to verify 
the combined code, the distributions of 2-D magnetic fields are shown in Fig.4 
-b and 5-b, respectively. 
4. SUMAARY 
How to use the advanced TEAM products to successfully solve a large eddy 
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current problem is still a challenging and interested problem, engineers need 
some integrated engineering-oriented analysis tools. We have proposed and made 
a 3-D combined eddy current code.it has provided some reasonable results in 
test models, and we will further aim at the following subjects: 
-the inherrent relationship between the solutions of flux 
( or eddy currents) by both ^r-v and -r -f   versions of TEAM products; 
-the numerical stability of the combined code. 
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Electrostatic   Qualification   of  High   and   Very   High   Voltage 
Insulators. 
Al.M.Morega1,   P.Minciunescu2 
The most common insulating elements for high and very high voltage 
electrical power lines are the tempered-glass, "cape-rod" ones. The 
electrostatic qualification of such systems has as main goal the optimization 
of their design in terms of geometry, structure and dielectric properties. The 
present study is an integral method numerical approach to the Laplace 
problem with Dirichlet boundary conditions. The main difficulty of this 
problem is recognized to be its complicated, multi-structured geometry as well 
as its axial symmetry, which (in terms of the integral method) translates into 
elliptic    integrals. 
1. Introduction. 
The cape-rode insulators made of tempered glass are the basic elements of the 
insulating chains used in the construction of high and very high as well as medium 
voltage electrical lines. An important role in their design optimization is played by 
the electrostatic modelling. The goal of this task is to study the influence of the shape 
of the electrodes as well as the specific insulation scheme (main insulating body, 
binding   cement,   etc.)   on   the   overall   dielectric   properties. 
The complicated, multi-structured geometry of the insulator and the fact that 
the associated eletrostatic field problem is of infinite domain type, determined us to 
use the boundary element method. This integral technique belongs to the group of 
numerical methods and is recognized [2,4] for its ability in addressing problems in 
this   class. 
2. Assumptions. 
A set of restrictive assumptions is formulated in order to reduce the real, tri- 
dimensional problem to a bi-dimensional one, preserving however the main features 
of the  real  case: 
- the  cape-rod  system  is  recognized  to  have  axial  symmetry; 
- the effects of the armatures and clamps used to fasten the insulator to the 
pillars   of the  electric   line   and  to  the  lines  themselves  are  neglected; 
- the  presence  of the  other  insulators  of the  chain  is  neglected; 
- a constant voltage drop is assumed between the metalic armatures of the 
cape-rod    system; 
- the main insulating body (tempered glass) and the binding cement between 
the   armatures   are   electrically   linear,   homogeneous   and   isotropic   materials. 
The cape-rod system can thus be considered in an electrostatic regime, 
governed by Laplace equation. Dirichlet boundary conditions (for the boundary at 
finite distance) as well as asympthotic conditions are specified as closure for the field 
problem. 
For short, the system is a capacitor with multiple dielectric layers and the 
above assumptions observe some practical conditions in which it is tested in HVT 
laboratories. 
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3.    Numerical    Model. 
In   local   formulation   the   mathematical   model   is   descriebed   by   the   following 
equations: 
AV($) = 0, c^eQ (1) 
VCl = Vi (2) 
VC2 = V2 (3) 
where   V   is   the  electrostatic  potential   (for  short,  potential),  ß  is   the   dielectric   domain 
(outside   the   armatures),    Ci, C2   are   the   surfaces   of  the   armatures   (the   boundary   at 
finite   distance),   Vi, V2   are  the   specified   Dirichlet  boundary   conditions. 
The  integral   formula  which  solves  this  problem  is   [1,2]: 
cx©V© +1  V(x) ^(tx) dT(x) = I f^x)V*(ix)dr(x) (4) i 3rT 
where a.(\) is the solid angle under which the T boundary is "seen" from the current 
point 4; the quantities noted as ()* represents a weighting function introduced by a 
biscalar  field   and   identified   with  the   fundamental   solution   of the  problem   (l)-(3). 
As in this problem the boundary has no Neumann "portions", the equation (4) 
generates a second-order Fredholm type integral equation for the unknown function 
9V/3n  (normal  derivative of V), when t,eT. 
In order to solve (4) on r, the boundary is discretized in elements (segments, 
for a bi-dimensional problem); on each element the function and its normal 
derivative are supposed constant (collocation method). The curvilinear integrals 
generated by this discretization are evaluated using a four-point Gauss-Legendre 
quadrature rule and analytic formulas. Finaly, a linear system of algebraic equations 
is   obtained. 
Cylindrical coordinates (R,6,z) are used for this axial-symmetric case. The area 
element,  is dr(xi ,x2,X3) = Rd6ds, ds=ds(R,z)  and the integral  equation  (4)  is written  as: 
a©V® + 5.x)d8(x) R(x)ds 
/ (5) 
V*(£,x)d9(x) R(x)ds 
where   V is  the  fundamental   solution  for the  3-D  problem: 
V(!yO=    1      l 
After   several   transformations: 
V*&X)  : 
4TC r(4,x) 
(Appendix    1) 
1       : cell (IQ) 
TtV(a-b) 
where    cell    is    the    complete    elliptic    integral    of   the    first    order 
derivative,   on   the   boundary,   (Appendix   2)   is: 
(6) 
(7) 
[3].    Its    normal 
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Tib       V(a=b7 
cell(Kc) + -^-cel(Kc,K^l,l' 
With  these  expressions  (  V    and 9V  /3n ), (5) is written on r as: 
ote)vfe)- V(x) ^,x) R(x) ds = | g(x) V*fe,x) R(x) ds 
(8) 
(9) 
After   discretization    (r = U Tj)   and   cosidering   the   equivalent   sources   on   the 
boundary   elements,   an   algebraic   system   of equations   is  obtained: 
V dr|(—I,       i = l,...,n 2 ' Ä(Jrj9n 
H [V] = G [3V/3n] 
It- 3n (10) 
dT, V*dT (ID 
(12) 
The integrals Hjj, Gy, (i*j) are evaluated using a Gauss-Legendre quadrature 
rule. Hü, Gji, singular integrals, the fundamental solution, V*. and the normal 
derivative 8V /dn can be expressed in terms of Legendre functions of second kind [2] 
(Appendix   3). 
When the insulating domain has a multi-dielectric structure, the interfaces 
are   included   in   the   boundary.   The   corresponding   equations   are: 
dV, av2 
dn j-j 
The   above  equations   are  added  to  the  previousely   descriebed   system. 
•e^Tr; v«-.-v2r, (13) 
4.    Calculations    and    Results. 
A PASCAL code (for PC XT and AT systems), designed for integral methods in static 
and steady regimes - Laplace and Poisson bi-dimensional problems with Dirichlet 
and/or Neumann boundary conditions - has been used to implement numerically our 
electrostatic model. Its original input interface, addapted for a fast but accurate as 
well as interactive description of the problem, together with the built-in mesh 
generator (up to seven different grid generating systems) for the interior domains, 
enabled   significant  cut-offs  in  terms  of time   for  solving  a  specific   case. 
The influence of the geometry, the structure as well as the materials properties 
have been investigated for a number of most common cape-rod systems designs. The 
outputs are field spectra (equipotential lines), fluxes through specified surfaces as 
well as numerical values for the electrostatic potential and/or its gradient at 
specified locations. We also report the tests of numerical (boundary) convergence 
carried  out  in  order to  validate  the  outputs. 
A first module is designed to input the geometry of the domain and the electrical 
properties of the media. It performs also the discretization of the boundary. An 
ensamble of procedures for numerical grid generation (analytic: Laplace and Poisson 
elliptic     systems,     algebraic:     linear,     Lagrange,     Hermite     cubic     and    transfinite 
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interpolations) is available and enables the formulation of an adequate set of interior 
meshes,  used  to  compute the  potential  inside  the domain. 
A second module generates the matrices and solves the algebraic system: LU 
(Crout) factorization/backward substitution with optimization of the solution as well 
as  Gauss  method  are  available. 
A third module serves as postprocessor; it makes use of the interior meshes 
generated by the first module. These modules are linked and interactively called. A 
built-in full  page text editor is provided  as well. 
In Figure 1. is depicted a typical discretized structure: Di domain - bounded by the 
cape and the insulating body (ei=3); D2 domain - the insulating (glass) body (E2=3); D3 
domain - the binding cement between the rod and the insulating body (E3=3); DI, D2, 
D3 and D4 (the domain outside the system) surfaces represent the geometrical support 
of the integral equation which is the basis of the method. They have been discretized 
in 254 elements, the matrices assembled and the system solved. The electrical 
potential was computed at the interior nodes of the domain (defined by the meshes 
generated   algebraically,   Figure   2). 
We have studied the influence of the finness of the boundary discretization utpon 
the   convergence   of   the   numerical   solution.   Typically,   the   quadratic   quantity: m* 
was computed for different discretization modes (19, 21, 23 and 25 boundary elements) 
over the rod surface. The variation of this quantity, in relative units, is given in 
Figure 3 for Vi = 100V, V2=0V. It has a monotonic decaying behaviour, suggesting the 
convergence of the numerical scheme. The relative variation of this quantity is 
given in Figure 4, as IA(k+1)- A (k)l / lA^I, where k denotes succesive grid 
refinements. 
The influence of the permitivities of the dielectric parts for a specific cape-rod 
insulator (Figures 5-8; the domains Di and D3 have the same Ecement) was then 
analysed. Apparently, the equipotential lines are concentrated in the vicinity of the 
cape when Ecement > Eglass (Figures 5,6 and 7,8). Figures 5,7,8 suggest the opposite 
effect when Egiass > ecement- 
The influence of different geometries has been investigated as well (Figures 9-12, 
all cases have the same Eglass and Ecement). We could note no important distinction 
from  the  spectrum  point  of view. 
As a general, qualitative, remark the bottom face of the cape represents the zone 
with the greatest gradient of the potential. As a consequence, it is adequate to avoid 
small curvature radii in the design of this electrode. The inner face of the insulator 
does   not   influence   significantly   the   distribution   of  the   potential. 
5.     Conclusions. 
The boundary element method has the advantage of a relative simple 
description for complicated geometrical structures making use of the boundary 
rather then the domain. The dimension of the geometrical support is thus one order 
lower. It allows also for a straightforward approach of infinite domain problems. The 
difficulties encountered in this axial symmetric case are generated mainly by the 
elliptic integrals which need a special treatment, and care has been taken to solve 
them   accurately   [3]. 
The collocation techinque used here is a satisfactory first-level approximation. 
If higher accuracy is needed, then it is advisable to use an orthogonal polynomial 
scheme,   as   the  mesh   further  refinement   is   limited   by   the   available  PC   resources. 
The method of grid generation inside the domain (for postprocessing 
purposes)   allows   a   higher  level   of  adaptiveness  of the   interior  mesh   to   the   boundary 
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grid   (used   to   actualy   solve   the   problem)   and   provides   for   connecting   the   present 
code  with  finite  differences  or finite  element codes,  if needed. 
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Appendix    1 
a = eft)-9(x) 
V*fc,x) = J   vt,x)d6(X);   ^fe.x)= f  §£fe,x)d9(x) 




1      1 
471 ^   4^{R^) + R2(x) - 2 RfxJRfe) COS H^(4 + [zfe) -2(42f 
V*fe,x) = i     de    i de 
4JI I     r     2K I    Lh cos efe 





'nfcb       Vd+t^l+Kjt1)' 
e /I+F t = tan -;     Kc = -A / —- 2 V  a-b 
V*fe,x) = - ccll(Kc);       cell(Kc 
47tVa-b 






1   3/    1    \      1  /       1    \nsite,x)_   ns(x)ifc 
47t ä^ifox)     47t 1 i%x)j   4,x) i^.x 
ifox) = OA - OB = R(x)u2 + Z(x)u3 - [R(S) COS a u2 + R(^) sin auj+ z(^)u3. 
ns(x) = nR(x) u2 + nz(x) u3 
3V U   )        1 
3n 4jl 
i» 
nR(x)[R(x)- Rfe)cos a] + nz(x)[z(x)- zfe)] 
R2(x) + R%) - 2 R(x) R(^) COS a + [z(x) - zfe)]2f 
-da = 
47t 
nR(x)R(x)-nz(x)[z(x)-2(^]da|   1 nR(x)Rfe)cosa da = 
(a - b cos af 4n J       (a-b cos af 
: ci Ii + c2 h 
Ii = 
da VdT^J -dt =- VT -dt = 
(a-bcosaf       J   [(a - b) + t^a + b}|        (a-b)ä Jg [l + b^a+ b)/(a-b). 
-^-pcel^, K2c, 1, l) 
(a-b)S 
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I cos a      ,        1 
(a - b cos af 
da da 
Va - b cos a    b I    (a - b cos af 
1     4 
b VITb cell (Kc) + ^—-^-Teel(KC, K*, 1, l) (a-b)> 
eel (Kc, p, a, b) = 
a + b^z 
(l+p^)V(l+ai+K^ 
d* 
Appendix    3 
V8Q.J(Y) v*k,x)=- 
bl 
dn lq'X'    _R(x)Vb 
Qß Mti-mAiti-M2 dQiy) 
zfe)-z(x)dQ#) 





dy       "2(y-l) 
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Hybrid Calculation of the Magnetic Vector Potential and 
Impedance for a Coil in Air 
D. D. Derkacht, L. D. Philipp, D. J. Lynch, A. Mahmood 
Washington State University at Tri-Cities, Richland WA 99352 
Abstract 
A well known triple integral expression for the magnetic vector potential of a 
circular coil with a rectangular cross section is used to create a hybrid method for 
calculating the magnetic vector potential. The technique combines two analytical 
integrations and one numerical integration to provide an efficient method for cal- 
culating the magnetic vector potential at any field point. Coil inductance is also 
calculated. While other methods calculate the inductance directly, this method 
differs in that it also provides quantitative information about the magnetic vector 
potential. Magnetic flux density and electric field intensity are also calculated from 
the magnetic vector potential. 
Introduction 
It is useful to know values of magnetic vector potential for a reference test case when working 
with eddy current programs that specify boundary values imposed along the edges of a finite element 
mesh. For a coil in air, the magnetic vector potential can be calculated at any field point without 
specifying boundary values other than those required by the Helmholtz theorem, that the field 
decrease to zero at infinity, assuming no sources there. This provides reference values of magnetic 
vector potential at nodes for eddy current programs and allows conclusions to be drawn about 
boundary values and mesh specifications which can be counter intuitive. 
A circular coil with a rectangular cross section (see Figure (1)), driven by a sinusoidal current, 
generates a time-harmonic electromagnetic field. Ignoring coil resistance and assuming linear, 
isotropic and homogeneous material throughout space, a new expression for the magnetic vector 
potential, A, can be derived from a familiar triple integral and evaluated numerically at any field 
point. 
While there exists in the literature analytical expressions for the magnetic vector potential that 
are valid for computer implementation, the expression derived in this paper was chosen because of 
its simplicity. Further, a literature search showed that this expression for vector potential is new, 
though others have derived different expressions in terms of one dimensional integrations [1]. 
Given numerical values of A in the coil cross-section, the coil inductance can then be calculated. 
Accurate calculation of coil inductance is computationally intensive. There are, however, formulas 




Figure 1: The Coil Cross Section for a Circular Coil. 
where k, a constant, is 
1 + 0.45 r2 -0.1 r2 -n + 0.64 r2 -n I      ) \      I      J \r2 + ri, 
In this result rr and r2 are inner and outer coil radii respectively in inches, / is the coil length in 
inches and N is the turns density in turns per square inch. While this formula provides a value 
for the coil inductance, it offers no information about the magnetic vector potential. An analytical 
expression for the inductance of a coil in air given by Dodd et. al. [3] is 
L = 2irfin
ir 
/i) + e" .(fe-'i) . \\ da (1) (l2-h)\r2 
where f = (r2 + n)/2, the average of the inner and outer coil radii, h, l2, rt and r2 are as in 
Figure (1), n is the number of turns of wire in the coil's cross section, a„ = \/a2 - f2u)2p,0t0 where 
u is the angular frequency and (l/a2)J(r2, n) = (1/a2) J^2 zJi(x) dx where Jx is a Bessel function 
of the first kind. SI units are used for all quantities. The computer implementation of this integral 
expression [4] provides accurate values for the coil inductance as verified by other investigators 
[5], [6]. However, just as with Welsby's formula, it does not provide any information about the 
magnetic vector potential. 
This paper presents the technique and its implementation to calculate reference values for the 
magnetic vector potential, A, and the inductance of a circular coil-in-air of rectangular cross section. 
Calculation of the Magnetic Vector Potential for a Coil with a Rectangular Cross 
Section 
One approach for analyzing a coil in air is to start with a (5-function coil carrying a sinusoidal 
current, obtain an integral expression for the magnetic vector potential and extend this result to 
model a circular coil with a rectangular cross section. Although there are many possible analytical 
forms for the solution for the magnetic vector potential, most are not easily amenable to numerical 
computation. The form chosen here has been most useful in that regard. 
Consider a circular (5-function coil of radius a and a height I above the (p, 9) plane, with a 
current of I(t) = I0eju,t flowing in the coil. The magnetic vector potential in terms of an elliptic 
integral is [7],[8] 
(H,I\   ri q(2sin2(fl')-!)<»' 
•J(p + a)2 + (z- I)2 - 4pa sin2(0') 
(2) 
330 
where p and z are the cylindrical coordinates of a field point at which the magnetic vector potential 
is calculated. The magnetic vector potential possesses an azimuthal component only, Av. The 
substitution <p' = x + 29' is used [8] to obtain equation (2), where ip' is the original azimuthal 
coordinate for source points. This equation is extendible to a coil with a rectangular cross section, 
by integrating the <5-function expression over the desired cross section. 
Replacing the current / with a current density J, in equation (2) for a coil with a rectangular 
cross section, results in 
r'2   fi a(2sin2(0')- \)dadld9' 
x    Jo   Jh   -A-,   ^(p + a )2 + {z-l)2-4pas\n2(0') 
(3) 
where r\ and r2 are the inner and outer coil radii respectively in meters and l\ and l2 are the 
2-coordinates of the top and bottom of the coil cross section in meters, as in Figure (1). (p, z) are 
the coordinates for the field point, assuming a constant ip, Js is the current density in the coil and 
\i0 is the permittivity of free space (approximately air). 
While integration over 9 is not possible in terms of elementary functions, integration over both 
a and I is possible. The following integrations were performed using Mathematica [9], an application 
program capable of symbolic integration. Integrating equation (3) with respect to a yields 
iv(p,z) =^f f\(p,z,e',l)[2 sin2(0') - 1] 
X      Jo     Jl, 
due' 
vhere 




ei(p,z,a,l,e')    =    In \p + a - 2psin2(6>') + ^{l - z)2 + (p - a)2 - 4pasm2(6') 
e2(p,z,a,l,e')    =    ^/(l - z)2 + (p + a)2 - 4pasm2{e') 
Integrating equation (4) with respect to I yields 
AJp, z)=*dL [* T(p, z, 6')[2 sin2(0') - 1] d9' x    Jo (6) 
where 
T(p,z,9')   =    [2s\n\0') - l]{h(p,z,a,l,6') + h(p,z,a,l,9') + h(p,z,a,l,9')} 
and 
+ f4(p,z,a,l,6 ) + f5(p,z,a,l,6 ) 
f,(p,z,a,l,e ) = V sin(9 ) cos(« ) 
p + a -2psin2(fl') + (J_z) + y/(p + a)2 - 4pasin2(0') + (I - zf 
2psin(9')cos(9') 
h(p,z,a,l,B)    =    p(l - z)ln \p+ a - 2psm2(e) + \/(p + a)2 - ipasir?(8') + (I - z)2] 
f3(p,z,a,l,e')     =     p L + a-2,5sin2(fl')| In 1(1 - z) + \/(p+a)2 - ipa sin2(<9') + (/ - z)2 
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ft(p,z,a,l,6)    = 2 
h(p,z,a,l,l)) 
(I - z)x/(7+ a)2 - 4pasin2(Q + (1 - z)* 
2 
Up + a)2 - ipa sin2(«')] In [(/ - i) + sj(p + af - ipaSm2(i') + (I - zf 
This integral requires careful analysis for field points at the corners of the coil's cross section, 
for field points on the cylindrical axis, and when 6' takes on either the value of 0 or w/2. Limits 
must be evaluated at these special points in order to obtain valid values for Av. 
For /] the necessary limits can be broken into two categories: 1) those that applies when the 
denominator of the argument of the arctan function tends toward zero, and 2) when both the 
numerator and denominator of the argument tend toward zero. Thus, the following four limits are 
required for the first case: 
1) linv_0/i = °; 
2) liny ^/i =0; 
3) limp_0/i = 0. 
4) Lastly, of course, variables can tend toward limiting cases simultaneously; for example, p -> 0 
and 6' - f. 
For the second case, the numerator and denominator tend toward zero when p = rj or r2, z - I 
and 9' -» f and the following two limits are required: 
5) liny^,, fi(p = ruz = l,a = ri,l) = 0; 
6) liny_2s. f\(p = r2,z = l,a= r2,l) = 0. 
Some of these limits are required during the process of numerical integration when B -> f or 
e' -0. Others are required when the field point is on the z-axis; namely, when p -> 0. 
For /2, the argument of the logarithm is never less than zero. However, it becomes zero when 
z = l\ that is, when the field point chosen is on the top or bottom of the coil cross section. The 
following limit is required: 
1) lim2_i h = °> where z = l2 or z = l-[. 
For J3 the following three limits are required: 
l)Y\me,^h{a,l,a,l,9') = 0; 
2)\\mBi^« h{.a,h,a,h,B') = 0; 
3) liny^. f3(a,z*,a,l*j') = 0, where I* - z* < 0. 
The radicand of f4 is always greater than or equal to zero for all values of the variables. No 
limits are needed for this function. 
For /s, the following three limits are required: 
l)lim()'_2./5(a,/,a,i,ff') = 0; 
2) Wm^^n. fs(a,li,a,lu0') = 0; 
3) liny ^s. h(a, z*, a, /*, <?') = 0, where I* - z* < 0. 
For all the above limits the only permissible values for a and / are a = ri or r2 and / = !i or 
/2. When the field point coordinates r and z take on the values of a or / respectively, the same 
condition applies. While this expression for the magnetic vector potential results from a known 
triple integral, the two analytic integrations result in a new expression, equation (6). 
Combining analytic integration over the radial and axial coordinates with numerical integration 
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Steps p (meters) z (meters) Av (Wb/m) 
10 0.0000 0.0000 6.029519332 -10"17 
10 3.0000 -10"3 0.0000 3.769214913 10"6 
20 3.0000 -10"3 0.0000 3.769214967 10"6 
10 7.9375 -10"3 0.0000 1.253851277 10"5 
20 7.9375 -10^3 0.0000 1.252714222 10"5 
100 7.9375 -lO"3 0.0000 1.252740190 io-5 
200 7.9375 -10^3 0.0000 1.252740242 io-5 
10 9.5250 -10~3 1.5875 -10~3 8.394313817 IO"6 
20 9.5250 -lO"3 1.5875 -IO"3 8.388305142 IO"6 
30 9.5250 -10-3 1.5875 -10-3 8.387645117 10~6 
50 9.5250 -10"3 1.5875 -lO"3 8.387416996 10~6 
10 1.00000 -10"2 1.0000 -lO"2 1.740090826 10~6 
20 1.00000 -10"2 1.0000 -10"2 1.740090830 IO"6 
Table 1: Values of magnetic vector potential for some field points. 
Coil dimensions:  r,  = 0.00635 in, r2 = 0.009525 m, /,  = -0.0015875 m and l2 = 0.0015875 m, 
Current Density: Js = 3- 106 Ampcres/m2. 
over the azimuthal coordinate of the source results in the technique used here for evaluating the 
magnetic vector potential for a coil with a rectangular cross section. 
The speed and accuracy of this method makes feasible the calculation of Av for large numbers 
of field points. Thus, it is possible to obtain a reference against which various computer codes, that 
use the finite element method for the calculation of Av, can be compared. 
A partial output from the implementation of this expression for the vector potential using second 
order Newton-Cotes integration [10] is included in Table (1) for several field points. As expected, 
at field points on-axis the calculated magnetic vector potential for a coil in air is very close to the 
actual value of zero. The number of steps into which the domain of numerical integration is divided 
is indicated in the table. The table shows, depending upon the field point, that rapid convergence 
can be obtained when field points are not in the coil cross section. In the cross section more steps 
are needed to obtain an accurate result since the graph of the integrand becomes less amenable 
to second order numerical integration. Because of the symmetry of the coil in air, one need not 
calculate values of Av below the plane z = 0. However, AirCoil-1, the programmed implementation 
of equation (6), does this to check the algorithm. 
Calculation of the Coil Impedance 
With a hybrid method for calculating the magnetic vector potential developed, the value for 
coil inductance can also be evaluated. This formulation can use magnetic vector potential values 
at node points within the coil cross section to calculate coil impedance. The following formula 
for inductance results by considering the energy stored in the magnetic field [11] (all variables are 
r.m.s. quantities): 
L = —^- I pAv ds = ——^ / pAv ds (7) 
where Js = / • Ns and Ns is the number of turns per square meter in the coil cross section. The s 
subscript on the current density and turns density simply refer to source and should not be confused 
with the s for the region of integration, which is over a triangular element. 
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Finally, coil impedance is calculated from the coil inductance using the following relationship 
between impedance and inductance for sinusoidal currents in an inductor with zero resistance 
Z = ju>L. (8) 
Thus, the inductance and impedance for the coil can be calculated from A by numerical integration 
over the coil cross section. 
From equation (7), the inductance, LA, for a single triangular element can be expressed in 

















• ds A3 A, 
A*, 
As 
2L\-L2LX      2LJL3-L1L3 
4LXL\ 4LXL2L3 
1L\-L\        2l\L3-L2L3 
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4LXL2L3 4L\L3 
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4L\L3 4LXL2L3 4LXL\ 
-,T ' A' 1 M 
ds A3 At, 
As 
[ A* J 
(9) 
In equation (9), the A, where i= 1,..., 6 are vector potential values calculated, using equation (6), 
at the vertices and midpoints between the vertices of a triangle. The integrations in equation (9) 
can be performed by using the following equation [10]: 
2Aa!ffl7! (10) 
(a + /3 + 7 + 2)!' 
where A is the area of a triangular element. After integration, equation (9), the inductance LA 
due to a single triangular element, becomes 
JLlLiLlds: 




2 -1 -1 
8 8 4 
1 2 -1 
4 8 8 
1 -1 2 
8 4 8 





. Ae . 
TTNSA 
30/ 
4/L4 8A6 {Pl[2A, +8A2- A3 + 
h p3[-Ai + 8A2 + 2A3 + 8A4 -As + 4A6] 
+ Pb[-Ai + 4A2 - A3 + 8A4 + 2A5 + 8A6]} . 
The total coil inductance is obtained by summing over all triangular elements within the coil 
cross section. Thus, 
1=    L    LA. (ID 
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Program Impedance (Ohms) A's Used 
Welsby's Formula 5103.17 Not Applicable 
Dodd's Method 5006.1907 Not Applicable 
AirCoil-1 5006.099230 50 
AirCoil-1 5006.240425 200 
AirCoil-1 5006.251041 800 
AirCoil-1 5006.251838 1800 
AirCoil-1 5006.252187 3200 
Table 2: Impedance values. 
For AirCoil-1: the number of steps used to perform the integrations for Av was 300. The number 
of triangles used for the inductance integration is indicated in the third column. Coil dimensions: 
ri = 0.00635 m, r2 = 0.009525 m, h = -0.0015875 m, l2 = 0.0015875 m. Turns density: 3.28 • 107 
turns/m2; Current Density: J„ = 3 • 106 Amperes/m2; Frequency: u> = Sir  105 radians/s. 
Once the integration for the inductance is complete, the impedance can be calculated immediately 
from coil inductance with equation (8). 
Inductance can also be calculated by considering the energy stored in the magnetic field through- 
out all space [11]. If a mesh comprised of triangles is imposed on the cross section of the coil and 
a rectangular region of space surrounding the coil cross section, obviously it must be finite and yet 
sized large enough so that the values of magnetic vector potential in the region of space excluded 
have negligible affect on the calculation of coil inductance. This method has been programmed as 
part of this study, but it is numerically intensive due to the large number of elements needed to 
obtain a reasonably accurate result. 
Calculation of the inductance from the values of magnetic vector potential in the coil cross 
section is more accurate, and fewer elements are needed. Table (2) shows the results of the computer 
implementation of this technique, (code name AirCoil-1). A comparison is made between AirCoil- 
1 and C. V. Dodd's integral method discussed earlier [3]. Dodd's method provides a value for 
inductance, from which impedance can easily be calculated. AirCoil-1 provides a value for the 
inductance and values of magnetic vector potential at all the node points of the mesh generated 
for a particular run. 
From Table (2) it is clear that AirCoil-1 produces an impedance value lower than Dodd's 
integral, but with an increase in the number of triangles into which the coil cross section is divided, 
the impedance starts to converge to a value slightly above Dodd's result. The program used to 
calculate Dodd's result was never modified to achieve a better result. 
Calculation of the Magnetic Flux Density and Electric Field Intensity 
The magnetic flux density B can be calculated from the curl of A. This result can then be 
expressed using natural coordinates so that numerical values of B can be calculated from the 
numerical values of the magnetic vector potential. 
The electric field intensity, E, is also easily calculated from the magnetic vector potential for a 
coil in air from E = —juA. 
Consistency can easily be shown by taking the expressions for B and E as a vector functions of A 
and recasting them into a form using natural coordinates, and demonstrating that V X E = — jto~B. 
AirCoil-1 calculates E and B at the centroids of the triangles comprising the mesh used to calculate 
inductance. Of course, expressions for E and B could also be derived directly from equation (6), 





The calculation of the magnetic vector potential A for a coil with a rectangular cross section 
be performed using an integral expression derived for a ^-function coil and extended to model 
a coil with a rectangular cross section (resulting in a triple definite integral). This triple integral 
can be evaluated by using a hybrid approach combining two analytic integrations followed by one 
numerical integration. From the numerical values of the magnetic vector potential at the node 
points of a mesh imposed on the coil cross section, the coil impedance can be calculated. Also, the 
magnetic flux density B and the electric field intensity E are easily obtained from the magnetic 
vector potential A using a formulation in terms of natural coordinates. While values for E and B 
calculated with a rough mesh and are within an order of magnitude of the actual values, with a 
proper mesh containing a large number of triangles all the quantities approach ideal values within 
the limits of accuracy of the computing facilities available. 
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THE FINITE ELEMENT ANALYSIS OF THE 
50 CYCLES INDUCTION FURNACE 
Qinke Zhang    Yuanren Qiu    Dazi Hou    Shikun Chen 
E. E. Dept. , Xi' an Jiaotong University, P. R. China 
ABSTRACT 
Based on the Maxwell' s equations and the Poynting' s theory, electromagnetic 
field analysis to predict the parameters of the induction furnace has been presented in 
Ulis paper. Experimental results show that the electromagnetic field analysis in aid of 
the induction furnace design has higher accuracy than the conventional method. 
INTRODUCTION 
The application of the induction furnace in industry has been well developed in 
late decades, since it has a working environment of less noise, less dust and less air pol- 
lution. 
Publications from investigators [1] — [3] show their successful analysis in in- 
duction heating devices. Papers on numerical calculation of skin effect and eddy cur- 
rent problems [4]—[6] are also helpful in guiding to the electromagnetic field analysis 
for induction furnace design. 
In this paper, electromagnetic field analysis in aid of the induction furnace design 
aims to overcome the situation that conventional method with simplified formulae often 
fails to meet the desired results. A computer aided design program by means of finite 
element method has been completed. For practical applications, calculations have been 
performed to both the smelting and the thermal preservation coreless Induction fur- 
naces. Results show that the CAD program has higher accuracy than the conventional 
design method. 
MODEL FOR NUMERICAL ANALYSIS 
Assumptions t 
The structure of the induction furnace is shown in Fig. 1 a). For simplifying the 
analysis, assumptions are made as followsi 
a) Currentt density of the inductor has only the tangential component in the cylindrical 
coordinate system, J=J$. Skin effect in the inductor coils are negligible during field 
analysis. 
b) Mediums under consideration are isotropical. The effects of the hysteresis and satu- 
ration of the laminated yoke are negligible. 
c) Smelting charge has been thoroughly melted. The resistivity of the smelting charge is 
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a constant and its permeability is approximately equal to the permeability of the vacu- 
um, since the temperature of the ferromagnetic substance is higher than the Curie 
point. 
d) Constant voltage of 50 cycles is supplied to the inductor. Field quantities are sinu- 
soidal time variables. 
L      4     3    1 
(1) 
Fig. 1    a) Structure of the induction furnace 
b) Model for finite element analysis 
1. Smelting charge    2. Crucible    3. Inductor (Coils)    4. Yoke 
Boundary Value Problem, 
The Maxwell' s equations in differential form are as follows i 
rot H = J 
rctE=-§ 
iiv B = 0 
div D = 0 
where H^B^E^D and J are the magnetic field strength^ flux density , electric field 
strength,electric displacement and current density respectively, while the charge density 
is assumed to be zero. 
The relationships of the electromagnetic properties are: 
D= lE        B = \iH        J = oE (2) 
where e, a and n are the specific inductive capacity, conductivity and the permeability 
respectively. 
For magnetic vector potential (MVP) A, let 
rot A=B 
div A=0 
According to the symmetrical structure and the assumption a) , the electromagnetic 
field of these induction furnaces may be considered axisymmetrlc. Then, the magnetic 
vector potential A=AsO satisfies the diffusion equation t 
1 Ql d(rAsy\   ,   _3 [v_ 3(M,)1 
drlr      3r   J "*" dz\_r      3z   \ -— Jt + <r a (4) 
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where v is the reluctivity of the medium. The values of v and a vary with different 
kinds of media within the region. 
The boundary of the solving region Q is defined by the dot—dash line L, it par- 
tially coincides with the symmetrical axis as shown in Fig. lb). Imagine that this 
boundary line L is the most outer line of the flux diffusing into the air space. Since the 
flux distribution line can be drawn by the equipotential line of U = rA», the boundary 
condition can be expressed asi 
(/=r/l»=const. =0 
For equation (<i), take the phaser form and replace rA by U, the boundary value 
problem is as follows t 
3 , v 3Ü.    ,    3 , v 30. . . axrll ... -(-—)+-(-—) =—J«+ j         in the region Q dr   T  dr dz   T  dz T (5) 
Ü | L = 0 along the boundary L 
The conditional variational problem corresponding to equ. 5 is, 
K> " JL<f 7^|>2 + <§>'] -*> + \^)^ = min      (6) 
ltfU = o 
It is known that tlie equivalence of equ. 5 and equ. 6 are verified. 
The Finite Element Discretization Model. 
The solving region Q is subdivided into a set of triangular elements. For each ele- 
ment , the linear interpolating function is expressed as s 
Ü = NiOi + Nfij + Njj„ 
where Üi7 (),, l/„are the value of 0 at each vertex of the triangle, and JVi, N)t Nmate 
the shape function of the triangle. According to the Ritz formulation, a set of finite el- 
ement equations will be formed • 
M(Ü} = {!'} (7) 
the upper [if] is the complex coefficient matrix, {0} is the column vector for solving, 
and {P} is the right side column matrix. The values of each term in {P} are effected 
by Je the current density of the inductor. 
SOLUTION OF THE FINITE ELEMENT EQUATIONS AND 
CALCULATION FOR THE PARAMETERS 
Solution for the Finite Element Equations, 
It should be noted that quantity Je is unknown in equ. 5 to equ. 7. Since the sys- 
tem under investigation is linear and the field quantities B,H & E are calculated by the 
derivation of Ü with respect to the coordinates of r and z, therefore, Jt can be assumed 
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arbitrarily at the first time to solve for A. From A, the field quantities & and li can be 
calculated, and the reluctance Z=R+jX of the induction furnace can be calculated as 
well. ( The calculation of Z will be discussed afterward. ) As Z Is linear, the current 
of the inductor varies directly with the applied voltage. 
For normal voltage V, the rated current of the Inductor is t 
Z 
The current density J« under rated situation can thus be obtained. Then the finite 
element equations should be solved for the seccnd time in order to get the rated field dis- 
tribution , input power and power factor, etc. 
Calculation for the Parameters, 
The equivalent circuit of the coreless induction furnace is shown in Fig. 2. 
where R represents the ac resistance of the induc- 
tor , X is the reactance of the system, including in- 
ductor and the smelting charge. R is the equivalent 
resistance corresponding to the resistance losses of 
the eddy current induced in the smelting charge. 
Values of resistances R\ and R, and the reactance X 
are unchanged for a certain induction furnace with pig_ 2 Bquivlllent circuU 
its smelting charge under fixed frequency. 
The power losses P of the eddy current induced in the smelting charge,and the re- 
actance losses Q of the system are. 
P = iHi        and        Q = llX 
On the other hand, according to Poynting' s theory, the complex energy flowing 
directly through the unit surface per unit time is defined as, 
$=&xri* 
where S is the Poynting vector, H" is the conjugate of ti. 
The total complex power flowing through the closed surface is i 
<j) (£ x ff > • ds = [ V(£ x H ")dv =~\[ß ' (Vxrt") - ti- (Vx£)]dv 
(8. a) 
[[£• (Vxfi")-ri'(VxE)]dv (8.b) 
Equ. 8. b represents the electric power which is flowing into the closed surface S 
from the supply, and V is the volumn surrounded by the closed surface S. 
In axisymmetric system, substitute equ. 1 &• 2 into equ. 8. b, and replace the vol- 
umn integration by surface integration, equ. 8. b can be rewritten as i 
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f [ß 'Vxri' -H" • VxE]dv= f (a|ß|2 + jü*i|ff|2)2jrrdrdz (9) 
If the solving region Q of Fig. 1 b) is assigned to be the region of the integration of 
equ. 9, the resistance losses P caused by the eddy current induced in the smelting charge 
can be calculated byi 
p= f <r|E|22nrdrdz (10) 
Resistance B corresponding to the eddy current losses of the smeling charge should 
bet 
R = P/p = f 2M!2Mdrdz (11) Jo     1 
Reactance X of the system can be calculated by i 
X = Q/I2 = f'l p\ti\* 2xrdrdz 
The resistance losses of the inductor can be calculated directly by, 
Pcu = l2Ri 
where ft is the ac resistance of the inductor. 
The power factor of the system is i 
cos*! = (B + RÖ/ V(B + Bi)2 + X1 (12) 
RESULTS AND ANALYSIS 
For practical application, calculations have been performed to both the smelting 
and the thermal preservation coreless induction furnace. The rated capacities and the 
main properties of the materials are listed below ( 
Items Smelting Furnace   Tl lermal preservatio 
Rated Capacity (Ton) 1.5 3.0 
Frequency (Hz) 50 50 
Rated Voltage (V) 380 380 
Turns of the Inductor 36 18 
Resistivity (Q • m) 2. OX 10-" 2. OX 10-' 
(copper) 
Resistivity (fl • m) 1. 36X10-« 1. 36X10-" 
(smelting charge) 
Permeability (H/m) 4nX10-' 4nX10-' 
(smelting charge) 
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From fig. 3 a) &. b) , it is evident that the magnetic field distribution of the smelt- 
ing charge along the height of the crucible is ununiform, magnetic field near by the in- 
ductor is much stronger than those at the other places, it becomes weaker as reaching 
the surface of the smelting charge. Therefore, the distribution of the induced eddy cur- 
rent density along the height could not be uniform. This result shows a great difference 
compared with the analytical model which assume that the eddy current density dis- 
tributes uniformly along the height of the smelting charge. 
The yoke is available in preventing the magnetic flux diffusing Into the outer 




Instantaneous distribution of the magnetic field at cot = 
a) Field distribution of the smelting induction furnace 
b) Field distribution of the thermal preservation furnace 
0°. 
The distributions of the in- 
duced eddy current density in different 
heights against radius r are shown in 
Fig. 4. The curves show that the skin 
effect of the smelting charge is rather 
strong. 
Table 1 and table 2 show the cai- 
culational and experimental results of 
the inductor current, input power and 
power factor. The results from the fi- 
nite element method coincide fairly 





0.0     0.2      0.4     0.6 
Fig. 4    Distribution of the induced 
eddy current densities 
342 
Table 1.     Calculating &. Experimental Resulgts of the Smelting Furnace 
ITEMS Supply Voltage 
Inductor 
Current ^
PU' (Kw) Power 
Power 
Factor 
Experimental Results 380 5810 442 0.2 
Conventional 
Method 
Abs. Value 380 6460 425 0.173 
Error 11X10-' -3. 7X10-« -14X10-' 
FEM 
Abs. Value 380 5604 445 0.209 
Error -3. 5X10-' 0.81X10-' 4. 5X10-» 
Table 2.     Calculating &. Experimental Results of the Thermal Preservation Furnace 
ITEMS Supply (v) Voltage 
Inductor (A) Current ^
PU' (Kw) Power 
Power 
Factor 
Experimental Results 380 2472 210 0.216 
Conventional 
Method 
Abs.  Value 380 2987 237 0.21 
Error 21X10-' 13X10-' -2. 6X10-' 
FEM 
Abs.  Value 380 2574 209 0.214 
Error 4. IX 10-' 0. 19X10-» -0. 83X10-' 
CONCLUSION 
* Finite element analysis shows its advantage over the conventional method in 
calculating toe parameters of the induction furnace as well as the distribution of the 
magnetic field and the induced eddy current. 
* The CAD program completed is predicted to be suitable for the analysis and cal- 
culation of the induction furnace with similar structure at other power fuequency. 
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ABSTRACT: 
A FEM computational method for the specific magnetic field problems 
in shielded electromagnetic structures is presented. The transient 
magnetic field approach and the associated phenomena (eddy current 
density and losses) evaluation refers to domains with both cylin- 
drical   and plan-parallel symmetry. 
The mathematical model gathers the finite difference Crank Nicolson 
technique equations, the field boundary restrictions and the 
specific   eddy   current conditions. 
The method can be used as a general tool to simulate the magnetic 
flux penetration into stratified or homogeneous conductive shields 
and the numerical applications support its efficiency. 
INTRODUCTION 
The transient eddy current computation using FEM and a large 
variety of applications appear often in the specialized literature; 
the referenced works are significant examples. The eddy current 
prr! 1 *: m in homogeneous ferromagnetic media with linear or nonlinear 
magnetic properties and constant electric conductivity ( a-const.) 
is one of the most important applications [1],[2],[3]. Paper [5] 
presents an efficient approach for the transient magnetic field 
problem in structures which include laminated ferromagnetic 
shields, with the assumption that the eddy current reaction is weak 
and therefore negligible. 
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The electromagnetic phenomena produced in anisotropic materials at 
the penetration of the transient magnetic field are governed by 
Maxwell ' s laws : 
cuxl — cuilA=J+Jp 
cuil — cuxlT=-^- (1) a at 
curlA=B; divfl"=0 
curlT=Jp; divT=0 
where: u is the magnetic permeability, o is the electric 
conductivity, A        is the magnetic vector potential, T is the 
electric vector potential, J      is the feed current density, JF      is 
the eddy current density and B     is the magnetic flux density. 
The system (1) is associated with the equations derived from the 
specific boundary conditions. 
The solution of this partial differential equations system is a 
difficult process for anisotropic media and certain geometry. 
This paper presents an adequate method to solving the 
electromagnetic field problems with plan-parallel or cylindrical 
symmetry, in anisotropic media, such as the geometrical domain of 
the lamellated shields. 
The association between the standard FEM and the restriction that 
the eddy current must close their circuit within each sheet of the 
conductive shield, allows to formulate the field problem only in 
terms of the magnetic vector potential A and the eddy current 
density JF    . 
ADEQUATE FORMULATION FOR FEM 
The characteristic geometrical domain includes a coil, fed by a 
current source, in the vicinity of an electromagnetic shield. The 
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domain shows either cylindrical or plan-parallel symmetry. The 
current through the winding is supposed to have a step like time 
shape, estimated as follows: 
i=I(l-e T') (2) 
where T: "" 10"'s . The value is chosen so that the transient evolution 
oI the current through the coil and the transient process of the 
magnetic field penetration into the shield, do not interfere. 
They were considered both the geometries of the electromagnetic 
homogeneous shield (made of full material), as Fig.la shows, and 
I he lamellated shield (made of insulated sheets and placed 
perpendicularly on the plane of symmetry), as Fig.lb and Fig.lc 





F ig. 1 The doma i n 
The electric conductivity in the lamellated shield is constant (and 
of a finite value) on the longitudinal direction (o=const.) and is 
zero on the cross direction (o:--0), with regard to the shape of one 
sheet, so that the eddy current induced in the cross-section of 
each sheet is neglected. 
Fig.l shows, at the same time, the boundary conditions. 
The  system of differential  equations  is  solved using the Crank 
Nicolson technique, familiar and available to the authors, although 
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the procedure presented in ref . [3]  ensures a considerable shorten 
of the computing time. The standard FEM equations for the magnetic 
vector  potential  A^*1'    and  the  eddy  current  density  Jpl 
considered at the (k+l)-th time step, are the following: 
(GJO{^(**1)=<^J(**1>+lR>'V**1) <3> 
tehV"1» = (C) [U}»"1' -{d}<*> ] -{R}Jpiktl) ( 4 ) 
where (GK) is the coefficient matrix, dependent on the geometrical 
coordinates of each node of the triangular FEM mesh and the 
magnetic reluctivity of the finite elements; {R} is a vector 
characteristic for the subdomains with conduction or eddy current 
densities (j'1*1', respectively Jp'kt1' at the specific time step 
(k+l));j'k is a particular constant for the (k+l)-th step, due to 
the integration process on each subdomain with eddy current. 
Details for the evaluation of matrices: (GK), (C) and vector {R} 
are given in ref.[6].To estimate the constant values of J it is 
necessary to solve the integral equations: 
J„=f (jiW,-i(A,w'-A'*'))dsD=0.p=l NEE (5) p Js„    e At v 
where NEE is  the number  of distinct subdomains  related to  the 
sheets  of  the  electromagnetic  shield:  S  is  the  cross-section 
surface of one sheet: a is the electric conductivity of the shield 
(on the longitudinal direction); At is the time step. 
The integral  equations  (5)  state the restriction that the eddy 
current must close their circuit within each subdomain. 
The numerical treatment of eq.(5) leads to: 
SEP „ 
£ (jJJ**1>-^L(Ai(**»-Ai*,))Ai=0,p=l,..,ÄEB (6) 
where A: is the magnetic vector potential in the central point of 
the finite element (for the triangular element: A; - ( AJ + AJ + AJ) / 3 ; with 
A,, A  and A the nodal values of the magnetic vector potential), A- in L
is the geometrical surface of the (i)-th element and NEP is the 
number of elements in the subdomain "p". 
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Equation (6) allows to estimate the constant values! 
i **'   a 
T  (Jt*l> _ 1 V*   J (A   (**1) -A   (Jc) ) A (7) 
where: p~2u    * 
whose  solution Equations  (3),(4)  and  (6)  build  up  a  system, 
contents the values of the magnetic vector potential A, and the 
eddy current density Jp. 
That way become possible the estimate of the magnetic field lines 




A = 0 
Numerical  results  of  the 
above method are related to 
the computational model of 
Fig.2,  with  pi an-parallel 
symmetry.    Two    separate 
situations   are   compared:   A = 0 
first,    the    shield    of 
homogeneous    material, 
second,    the    lamellated 
electromagnetic shield. 
Fig.3  shows  the  magnetic 
field lines at several time 
steps  and  F i g . 4  presents 
the  time  evolution of the 
magnetic  vector  potential 
at a certain point M (see Fig.2) dependent on the evolution of the 
source of this transient process: the current i(t). 
It  is  possible  to  estimate  the  eddy  current  losses  with  the 
following expression: 
dA/dn=0 
F i g . 2 Computational model 
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Homogeneous shield Lamellated shield 
Fig.3 Magnetic field lines for the two types of shields 
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Fig.4 Time evolution of 
the magnetic vector 
potential at point M: 
- A| homogeneous shield: 
- A« larnellated shield. 
Fig.5 Time evolution of 
eddy current losses: 
- A, homogeneous shield; 
- A- larnellated shield. 
T      2A 
EA. 
(8) 
with NET = NEP*NEE, the whole number of elements in the shield and 
A ,. the geometrical surface of each element. 
The time evolution of eddy current losses is displayed in Fig.5 for 
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the   two   geometrical      structures:    homogeneous      and   lamellated. 
As   one   can   see,   the   above  method  offers   the   possibility  for  a  wide- 
range  study  of   the  transient   phenomena  which accompany   the  magnetic 
field   penetration   in   conductive   materials. 
CONCLUSIONS 
FEM allows to solve the problem of transient magnetic field 
penetration into electromagnetic shields, taking into account the 
eddy current influence. The method discussed here avoids the 
intricate way of solving systems with simultaneous partial 
differential   equations   in   A   and   T. 
The main advantage of the above method is the possibility to solve 
together the standard FEM equation and the integration constants 
conditions, both type of equations expressed in terms of the 
magnetic   vector   potential. 
The application exposed here is not only an adequate numerical 
example for the method, but opens the way to the optimum design of 
proper   electromagnetic   shielding   for   electrical   devices. 
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Abstract 
The monostatic radar cross section (RCS) prediction capability of the Simulated Radar Image 
(SRIM) Code2 Version 4.0 was verified and validated for perfectly-conducting, smooth canonical 
shapes SRIM uses the theory of Physical Optics (PO) to predict backscatter for a user specified aspect 
angle and takes into account target obscuration and multiple reflections by sampling the target with 
rays The software verification and validation technique followed in this study entailed comparing the 
code predictions to closed form PO equations and measured test data. The targets analyzed were a 
sphere, rectangular flat plate, circular flat plate, solid right circular cylinder, dihedral and trihedral 
corner reflectors, top hat, and generic missile. SRIM RCS predictions are shown for each of the targets 
as a function of frequency, aspect angle, and ray density. The results show that the accuracy of the 
SRIM predictions improve as the ray density increases. Except for the top hat, there is close 
agreement between the SRIM predictions and PO equations when the targets are sampled with tine 
ray spacing. There is also good agreement between the SRIM predictions and measured data near the 
specular region. 
Introduction 
The success of the stealth fighter during Desert Storm proved the value of employing low 
observable technology on weapon systems. One of the many parameters that must be considered in 
the design of such systems is the radar cross section. When confined to the high frequency regime m 
which the target electrical length is large, one of the first steps in minimizing the system Rub is 
identifying the major scattering centers. One way to accomplish this is through high resolution 
Synthetic Aperture Radar (SAR) imaging [1]. However, it would be cost prohibitive to construct a 
prototype model of a proposed weapon system for each design iteration for the sole purpose of 
determining its RCS by imaging. Abetter approach is to simulate the SAR image with software This 
prompted the Environmental Research Institute of Michigan (ERIM) to develop the Simulated Radar 
Image (SRIM) software package. Using the high frequency technique of Physical Optics (PO), SRIM 
provides monostatic RCS predictions and the data required to generate simulated synthetic aperture 
radar images. SRIM supports a set of 25 primitives and uses Constructive Solid Geometry (CSG) to 
model complex targets. The primitives include solid geometry shapes such as boxes, cylinders, and 
spheres. 
Problem, Statement 
As in every software program, SRIM cannot be used with confidence until it is thoroughly 
verified and validated (V&V). Prior to this study, a thoroughly documented SRIM V&V had not been 
completed for either the RCS predictions or image generation files.   Within the realm of Physical 
'This work was sponsored by the U.S. Air Force Wright Laboratory, Avionics Directorate, 
Mission Avionics Division, Target Recognition Branch. 
developed by the Environmental Research Institute of Michigan (ERIM) 
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Optics applicability, the objective of this study was to verify and validate the SRIM Version 4.0 RCS 
predictions for simple primitives that have a closed form PO solution. In this study, verification and 
validation are defined as the processes of ensuring the code correctly implements Physical Optics 
theory and ensuring the code gives results to within an acceptable accuracy over its region of 
applicability, respectively. 
Methodology 
The Electromagnetic Code Consortium [2] has undertaken efforts to address the issue of code 
validation. Two of their goals are to establish validation/measurement procedures which will be 
imposed on all future code developments and to benchmark industry/university-developed 
computational codes. Unfortunately, these procedures and benchmarks for RCS software validation 
have not yet been established. Therefore, the approach used in this study follows an approach 
proposed by Sargent [3] that applies to software in general. Specifically, verification is completed by 
using internal validity and fixed value tests. After verification, measured data is then used to validate 
the software. In the measured data comparison, the code's region of applicability (limitations due to 
assumptions in Physical Optics theory) has to be taken into consideration. 
Internal validity tests verify the software gives consistent results from run to run. Fixed value 
tests verify the code gives the same results obtained by "hand calculation." To establish a baseline 
that served as the hand calculated values, equations that predict RCS using the theory of Physical 
Optics were encoded in FORTRAN.  SRIM predictions were compared to this baseline. 
SRIM RCS Calculations 
SRIM samples the target by sequentially firing rays that are uniformly distributed in a view 
plane rectangle which is located in the "emanation plane" perpendicular to the radar line of sight 
(LOS). As each ray is cast from the view plane rectangle, it is traced through each specular reflection 
until no more reflections are encountered or until a user-specified maximum number of reflections is 
reached. When a ray strikes the target, the location of the hit is recorded and the surface normal and 
curvature for the reflection point are calculated. At each subsequent reflection, shadowing is taken 
into account by firing a ray towards the emanation plane to determine if the reflection is within the 
radar LOS. At each reflection point, a surface scattering patch is established by using the projected 
area of the ray tube associated with each ray. The SAR reflectivity density is calculated for each 
surface patch by using PO approximations. If the surface is flat, the integration is performed exactly. 
If the surface is curved, the method of stationary phase is used by approximating a singly curved 
surface with a parabolic cylinder and a doubly curved surface with an elliptic paraboloid. Multiple 
reflections are accounted for in the same way, but geometrical optics is used to define the area 
illuminated (surface patch) by subsequent reflections of the ray tube. The SAR reflectivity density is 
used to calculate the RCS of the target by coherently summing the contribution from each surface 
patch [4,5]. 
Verification Results 
Internal Validity Tests. This phase of the testing was done to ensure the SRIM RCS 
predictions were repeatable. It served a two-fold purpose. First, it was essential to establish that 
when identical targets and radar parameters are used, SRIM gives identical results. Second, because 
SRIM samples the geometry with rays, the effect on RCS predictions due to the distance between rays 
(i.e. ray spacing) had to be established. 
Repeatability. SRIM repeatability for identical target and radar parameters was 
established by analyzing a 10 x 15 cm rectangular flat plate. Three runs were completed using a ray 
spacing (RS) of .5 cm and frequency of 10 GHz. For each run, the plate was oriented in the XZ plane 
(the long dimension was in the Z direction) but was defined differently with respect to the origin. In 
each case, the results were identical. 
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Ray Spacing. The parameter that has the greatest effect on the SRIM predictions 
is ray spacing. Due to this dependency on ray spacing, SRIM runs with different ray spacing values 
were completed for each target. As an example, Figure 1 shows the SRIM predictions for a 5 cm 
radius sphere as a function of ray spacing. As noted in the figure, ray spacing is specified as a 
percentage of a distance L, where L is the shortest length of the target that is perpendicular to the 
radar LOS when the target is normal to the radar. This method was selected to provide for 
consistency between targets of different sizes. That is, targets of different sizes that have the same 
ray spacing percentage are sampled with the same number of rays. 
Fixed Value Tests. In this phase of the testing, SRIM RCS predictions were compared to 
RCS predictions generated with established Physical Optic equations. 
Sphere Results. Figure 2 shows the comparison between SRIM predictions and the 
PO equation [6] for a 5 cm radius sphere centered at the origin. As already noted, ray spacing plays 
a major role as demonstrated by the fluctuations prevalent in the .05L trace. As the ray density 
increases, the fluctuations decrease. Aside from the oscillations, the PO and SRIM predictions agree 
quite well with less than a .6 dBsm difference. 
Rectangular Flat Plate Results. Figure 3 shows the effect of ray spacing on SRIM 
predictions for a 10 x 15 cm plate in the XZ plane viewed at 0° elevation (measured from XY plane). 
As seen in the figure, the match between SRIM and the PO equation [7] improves as the ray spacing 
decreases. There are significant differences in the depths of the nulls. 
Circular Disk Results. Figure 4 shows the comparison between SRIM and PO 
equation [8] predictions for a 5 cm radius circular flat plate oriented in the XZ plane at 0° elevation. 
Again, it is quite evident that the agreement is better as the distance between rays decreases. 
Comparing Figures 3 and 4 show the RCS differences for the circular plate are greater than for the 
rectangular plate near grazing incidence. 
Corner Reflector Results. PO predictions are generally polarization insensitive. 
However, this is not true when the signal undergoes an even number of reflections before returning 
to the observer. Thus, the dihedral response is polarization sensitive because the return consists not 
only of the single bounce response from each plate, but also a double bounce response due to the 
interaction between the plates. The trihedral has single, double, and triple bounce responses. Thus, 
its response is also polarization sensitive. Therefore, results are shown for horizontal and vertical 
polarizations. The nomenclature HH and W imply the transmitter and receiver are both either 
horizontally or vertically polarized, respectively. 
Figure 5 compares SRIM and PO equation [9] RCS predictions for a 10 x 15 cm right dihedral 
at 0° elevation for HH polarization. The dihedral crease (15 cm) is aligned along the Z axis. The 
vertical plates are in the XZ and YZ planes. As shown, there is excellent agreement between the PO 
and SRIM predictions. 
Figure 6 shows the comparisons between SRIM and PO equation [10,11] RCS predictions for 
a 10 cm right trihedral at 0" elevation with W polarization. The vertical crease is aligned along the 
Z axis. The plates are oriented in the XZ, YZ, and XY planes. There are large disagreements in the 
null depths.  But generally, the differences are less than 1 dBsm in the region of interest. 
Top Hat Results. Physically, a top hat is constructed of a solid right circular cylinder 
which is axially positioned perpendicular to a circular disk. In this study, the disk radius was 20.32 
cm, the cylinder radius was 10.16 em, and the cylinder length was 20.32 cm. 
A top hat is polarization sensitive because of the double bounce response between the cylinder 
and circular base. Figures 7 and 8 show the SRIM and PO equation [12] RCS predictions for a top 
hat with the cylinder axially positioned along the X axis at 0° elevation. As shown, the only exact 
agreement occurs when broadside to the cylinder (90°). Large differences between the predictions are 
prevalent in the 70° to 85° region (HH case) and the 7° to 12° region (W case). Other than the null 
point differences, the disagreement is approximately 4 dBsm across the entire scan. 
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Validation 
The data used for this study was collected in the Air Force Institute of Technology anechoic 
test chamber. Since PO theory does not take into account surface waves and incorrectly accounts for 
edge diffractions, SRIM is only expected to match predictions in the specular region of the target. 
Square Plate Results. Figure 9 shows the results for the square flat plate with thickness 
.159 cm. SRIM sampled the target with rays 1.52 mm apart (1% of target length). The null depths 
do not match, but the magnitude of the peaks agree remarkably well (less than 2 dBsm difference) out 
to 45° from the target normal. The largest difference occurs at 22° from edge-on because this is where 
the effect of the traveling wave is seen in the measured data. 
Circular Disk Results. Figure 10 shows the comparison for the circular disk with thickness 
.159 cm. The target was sampled with a ray spacing of 3 mm (1% of diameter). As in the case of the 
square plate, the depth of the nulls do not match, but the differences at the peaks are less than 1.5 
dBsm out to 45° from the target normal. There is a larger difference at the specular point (90°) than 
expected. This indicates that the target may have been leaning slightly. Between 0° and 45° SRIM 
does not accurately predict the lobe positions. In this region, the return is dominated by edge 
diffractions which are not accurately modeled by PO. The lobing structure is more complicated for the 
disk than for the square plate because of the phase variations caused by the disk curvature. 
Solid Right Circular Cylinder Results. Figure 11 shows the comparison for the solid right 
circular cylinder. SRIM sampled the target with .76 mm (1% of cylinder diameter) ray spacing. 
Broadside to the cylinder is at 0°. Generally, there is good agreement between the predictions and 
measured data at the peak points between 0° and 30° (less than a 3 dBsm difference). Between 30° 
and 60° the lobe positions are in slight disagreement. This is probably due to diffractions off both ends 
of the cylinder. Between 60° and 90° there is fairly good agreement. The differences at 73" and 90° 
are attributed to the traveling wave and measurement errors, respectively. 
Generic Missile Results. A generic missile was used for the final comparisons. The 
primitives used for modeling the target were two right circular cylinders (RCC), an ellipsoid of 
revolution (ELL), and four arbitrary wedges (ARW). The target was sampled with .76 mm (1% of 
cylinder diameter) ray spacing. Figure 12 shows the RCS comparisons. As shown, the SRIM 
predictions follow the same trend as the measured data, but there are significant differences in the 
lobing structures.  However, at all the major return locations there is good agreement. 
Verification Conclusions 
The differences between the SRIM predictions and other sources of data were in good 
agreement at the maximum point of return for all the targets except the top hat. However, there were 
major differences in the depth of the nulls. There is a 4-7 dBsm disagreement between the SRIM and 
PO equation predictions for the top hat. 
With the exception of the top hat results, this comparison study shows that SRIM correctly 
implements PO theory. Furthermore, since the predictions are accurate for dihedrals and trihedrals, 
the code correctly accounts for double and triple bounces between flat plates. The error in the top hat 
predictions indicate there may be a problem with SRIM's treatment of multiple bounces between a 
curved object and flat plate. 
Validation Conclusions 
The SRIM predictions agreed remarkably well with the measured data near the specular 
region of the target. In the off-specular region there are differences in the lobing structures. There 
is good agreement between the SRIM predictions and measured data for the generic missile at all 
aspect angles (only analyzed 0" elevation plane). This validation study shows that SRIM is a good 
predictor of RCS when restricted to the specular region of the target. Furthermore, as evidenced by 
the generic missile results, the restriction to the specular region can be relaxed as the number of 
specular regions in the target increase. 
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Far Zone Scattering by a Flat Plate with 
Higher Order Effects 
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The far zone scattering from perfectly conducting flat plates will be dis- 
cussed. An overview of a high frequency solution derived from exact and 
asymptotic currents cast in the form of rays based on the Uniform Geomet- 
rical Theory of Diffraction (UTD) will be presented. Corner diffraction is 
the primary scattering mechanism with additional contributions from multi- 
ple diffracted fields across the plate. The corner term is composed of physical 
optics, isolated and coupled edge current components, along with a newly de- 
rived vertex component. The relationship of this modern UTD solution with 
modern PTD concepts will be discussed. This method has advantages for com- 
putational purposes, since the analysis can be performed on large plates without 
an increase in computer time. 
Triangular and rectangular plate results are validated by comparing with 
moment methods and measurements. High resolution measurements are also 
employed to isolate and validate the local UTD diffraction coefficients. 
I    Introduction 
The study of the high frequency far zone scattering from flat plates has been of 
interest for many years. The two most widely used methods are based on asymptotic 
currents and rays. The current method is referred to as physical optics (PO) and 
physical theory of diffraction (PTD). The ray method is referred to as geometrical 
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Figure 1: Ray contributions for far zone scattering from a polygonal plate. 
optics (GO) and uniform geometrical theory of diffraction (UTD). Historically these 
methods have accurately produced the scattering in the higher levels of the patterns. 
In the lower level regions, especially near grazing angles, the first order techniques 
are inadequate. Plates with narrow angled corners are particularly challenging. 
This paper will discuss some recent advances in the understanding of the phe- 
nomenology associated with the monostatic and bistatic scattering from flat perfectly 
conducting polygonal plates. High resolution measurements have allowed us to pin 
point how well various analytic technique work, thereby showing where to concentrate 
efforts for improvement. 
The present work attempts to 6how how asymptotic rays relate to asymptotic 
currents. Three dimensional canonical problems are difficult to obtain and even more 
difficult to use for practical problems when known. However, approximations obtained 
to the various mechanisms are efficient to compute and correlate to what the high 
resolution images suggest. The mechanisms include the scattering from the corners 
along with higher order terms associated with the corners themselves and interactions 
of corners with edges, edges with corners, and corners with corners. Typical ray paths 
are illustrated in Figure 1. 
The ray formulation, favored here, has a computation time independent of the 
size of the plate. The techniques employed here also have been implemented directly 
from the current integration approach. The results are identical as long as equivalent 
terms are included. 
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II     Corner Diffraction 
A far zone, first order, corner diffraction solution [1] has been derived based on the 
modern PTD and cast in the form of the (method of equivalent currents) (MEC) [2] 
and then into a UTD diffraction coefficient. The PO is first used to approximate the 
currents resulting in a double integral over the surface. Either Stoke's theorem or 
an asymptotic evaluation is applied to reduce the equation to a line integral. The 
Michaeli currents are added to produce a total first order MEC result. This integral 
is then evaluated using the method of stationary phase to obtain the contribution 
from each corner. 
This solution produces an equivalent result to the modern PTD integration of the 
currents. However, only the corners of the polygonal plate need to be added. This 
results in a solution whose computer time is independent of the size of the plate. 
Ill    Double Diffraction 
The first order corner solution neglects the effect of the truncation of the fringe 
currents from the first edge onto a second edge. This effect automatically gets included 
if the exact diffraction currents are integrated, but not if the MEC currents are used. 
A UTD solution [3, 4] has been developed by asymptotically evaluating the truncation 
of the exact currents on the three dimensional plate. Edge to corner and corner 
to edge type diffraction coefficients result for the interaction between corner - edge 
combinations that are not adjacent. For adjacent edge end points, an addition to 
the corner diffraction coefficient results from the evaluation of the limit form of the 
current's truncation at the corner. These terms are most important near grazing 
incidence of knife-edged plates for vertical polarization. It pairs with the first order 
terms to help produce the expected null in the plane of the plate. 
The solution, however, is still not complete. The currents will diffract from the 
second edge causing a secondary current. This current can be derived using spectral 
theory or by assumptions of how the MEC currents diffract from the second edge (3, 4]. 
The ray paths for the asymptotically derived diffraction coefficient will be the same 
as the primary double effect mentioned above. The addition of this term will improve 
the results for some parts of the pattern but will actually make the null levels in the 
plane of knife edged plate worst for vertical polarization. This is because it is best to 
include UTD solutions in pairs. A triple diffraction is then needed to complete this 
Bolution if the null region is accurately desired. At some point, however, efficiency 
versus accuracy becomes an issue. 
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IV    Edge Waves 
A corner to corner diffraction term can be formulated based on the assumption that 
the fields that propagate along the accompanying edge is trapped, similar to a trans- 
mission line. This is sometimes referred to as an edge wave. A solution [3] has been 
derived based on the result for a dipole near an edge [5] interacting with an adjoining 
edge. This solution can be shown to significantly contribute to the solution over a 
limited range. However, most of the time it appears to be small. 
V    Higher Order Vertex Diffraction 
The mechanisms above provide a useful means of calculating the scattering from a 
plate. It has been known for some time, however, that these mechanism do not 
account for all situations. The two best known cases are the missing lobing that 
occurs in the plane of the plate for horizontal polarization and the missing lobe looking 
back at a narrow angled vertex of a triangular plate for vertical polarization. High 
resolution measurements of triangular plates has been accomplished and compared 
with analysis. It became clear that the scattering from a simple corner of a plate was 
incomplete using the methods defined above. 
The exact solution for a vertex [6] is very difficult to compute for large distances 
from the tip. The convergence of the solution is very slow because the coefficient 
are not definable in closed form. It has been discovered [7, 8], however, that the 
solution for the currents within two wavelengths or so of the tip can be calculated 
using a CRAY computer. Once the PO and exact edge currents for the two individual 
edges making up the vertex are subtracted oft", it is found that the currents have a 
monotonic decreasing functionality radially away from the tip. The transverse (<j>) 
behavior is less easily defined. 
An asymptotic evaluation [7, 9] in the radial direction can be performed and 
matched to the exact solution about 0.2A from the tip. A bounded one dimensional 
numerical integration in the <j> direction can then be easily obtained. The coefficients 
of the exact solution are still found on the CRAY and tabulated, but then the field 
calculations can be done on a regular computer. The present process takes about 
a factor of four longer than the previous corner diffraction coefficient, however, it 
provides the heretofore missing physics. 
VI    Results 
The backscatter from a triangular plate is used to illustrate the validity of the solution 
discussed here. The geometry, sometimes referred to as Sikta's triangle, is illustrated 
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Figure 3: Backscatter (o^) from a triangle with a = 3A and av = 30° for a 9 = 90° 
pattern cut. (Dots are from the current integration method.) 
in Figure 2. The triangle is 3A long with a tip angle of 30°. Calculations made 
with the new corner solution which includes all of the mechanisms discussed here 
is compare with moment methods [10, 11] and the corner solution which does not 
include the new vertex component. The tr^ pattern in the x — y plane is shown in 
Figure 3. Note that the new component contributes the missing lobe in the 135° - 
180° region. The dots represent the current integration method which picks up the 
truncation of the vertex current (vertex to edge double effect) at the opposite end of 
the plate. Asymptotic analysis to put this in ray form hopefully will be completed in 
the future. In any event, the agreement is very encouraging. 
The backscatter in the plane of a plate is illustrated next.  The plate is 11.875" 
on a side as shown in Figure 4.   Calculations are made using the new corner and 
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Figure 4: 11.875" square plate in the x - y plane. 
Figure 5: Backscatter (<r^) in the plane of the 11.875" square plate at 10 GHz using 
the new corner and higher order terms. (Calculated is solid and measured is dashed). 
additional higher order terms. The results are compared with measurements [12] 
at 10 GHz for the tr^ polarization in Figure 5. The results differ in the region of 
0 = 0° and 6 = 90° due to an edge caustic not presently accounted for in the analysis. 
Otherwise, the agreement is very good and provides a significant improvement over 
other asymptotic methods. 
VII    Conclusions 
This paper discusses a method for calculating the far zone monostatic or bistatic 
scattering from a perfectly conducting polygonal plate.   The solution is formulated 
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in the from of UTD asymptotic rays based on physical optics, MEC, exact edge, and 
exact eigen function vertex currents. The solution is efficient when based upon rays 
since it is independent of the size of the plate. 
In addition, the physics is clearly tied to high resolution images of the scattering. 
This has allowed the validation of individual scattering mechanisms. It also leads to 
a better understanding of the phenomenology, which can be exploited for design or 
target ID purposes. 
Even with this new information, the job is not complete. The algorithms for the 
new vertex component can be made more efficient as more cases provide insight into 
how to best tabulate some the coefficient. In addition, it may be possible to get rid of 
the last one dimensional integration. The special cases, such as edge waves, that are 
difficult to resolve using present imaging techniques may be better understood with 
further validation experiments. The extension to dielectric coated plates also will be 
a challenge for the future. 
Acknowledgement 
The hard work and dedication of T. J. Brinkley and L. P. Ivrissimtzis are acknowl- 
edged. Some of the numerical results presented in this work were made possible by a 
grant from the Ohio Supercomputing Center, Columbus, Ohio. 
References 
[1] T. J. Brinkley and R. J. Marhefka, "Comparison of methods for far zone scatter- 
ing from a flat plate and cube," Applied Computational Electromagnetics Society, 
vol. 3, pp. 57-78, Fall 1988. 
[2] A. Michaeli, "Elimination of infinities in equivalent edge currents, Part I: Fringe 
current components," IEEE Trans. Antennas Propagat., vol. AP-34, pp. 912-918, 
July 1986. 
[3] L P. Ivrissimtzis and R. J. Marhefka, "High frequency electromagnetic scattering 
by polyhedral structures," Technical Report 721198-4, The Ohio State University 
ElectroScience Laboratory, Department of Electrical Engineering, Mar. 1991. 
[4] L. P. Ivrissimtzis and R. J. Marhefka, "A uniform ray approximation of the 
scattering by polyhedral structures including higher order terms." Accepted for 
publication, IEEE Trans. Antennas Propagat. 
[5] L. P. Ivrissimtzis and R. J. Marhefka, "Edge wave vertex and edge difTraction," 
Radio Sei., vol. 24, pp. 771-784, Nov.-Dec. 1989. 
366 
[6] R. Satterwhite, "Diffraction by a quarter plane, the exact solution, and some 
numerical results," IEEE Trans. Antennas Propagat., vol. AP-22, pp. 500-503, 
May 1974. 
[7] T. J. Brinkley and R. J. Marhefka, "Current near the vertex of a perfectly con- 
ducting angular sector," Technical Report 721198-5, The Ohio State University 
ElectroScience Laboratory, Department of Electrical Engineering, July 1991. 
[8] T. J. Brinkley and R. J. Marhefka, "Current near the vertex of a perfectly con- 
ducting angular sector." Submitted for publication July 1991 to IEEE Trans. 
Antennas Propagat. 
[9] T. J. Brinkley and R. J. Marhefka, "Far zone field scattered by a perfectly 
conducting angular sector." Submitted for publication July 1991 to IEEE Trans. 
Antennas Propagat. 
[10] E. H. Newman, "A user's manual for the electromagnetic surface patch code: 
ESP version IV," Technical Report 716199-11, The Ohio State University Elec- 
troScience Laboratory, Department of Electrical Engineering, Aug. 1988. 
[11] E. H. Newman and R. J. Marhefka, "An overview of MM and UTD methods at 
The Ohio State University," Proc. IEEE, vol. 77, pp. 700-708, May 1989. also 
IEEE Press book, Radar Cross Sections of Complex Objects. 
[12] T. Nguyen and A. K. Dominek, "An edge wave reflection coefficient," Tech- 
nical Report 721929-22, The Ohio State University ElectroScience Laboratory, 
Department of Electrical Engineering, Mar. 1990. 
367 
ELECTROMAGNETIC SCATTERING BY TWO DIMENSIONAL 
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ABSTRACT 
An electromagnetic code - PERIODIC - has been developed for calculating the scattering 
from periodic two-dimensional (2D) bodies. The uniqueness of PERIODIC is its applicability 
to periodic 2D bodies of arbitrary cross section and composition, dielectric and/or magnetic, 
homogeneous or inhomogeneous, and isotropic or anisotropic. The mathematical basis for the 
inclusion of periodicity in the code is Floquet's Theorem. Using this principle, the governing 
integral equation can be reduced to a one-period domain. As a result of this simplification, the 
original Green's function, a Hankel function, is replaced by an infinite series of Hankel functions 
with arguments successively incremented in the periodic direction. The resulting periodic 
Green's function was summed using the Kummer series and Poisson sum formula. There are 
two different output regimes for the scattered field in PERIODIC. In both, the observation 
distance is large compared to the period. In the first regime, the observation distance is small 
compared to the body size and the scattered field consists of a finite number of plane waves. 
In the second output regime, the observation distance is assumed to be much larger than the 
physical dimensions of the body. 
INTRODUCTION 
A computer program, PERIODIC, has been developed for calculating the scattering from 
two dimensional (2D) periodic bodies. By two-dimensional we mean that the body is periodic 
in one direction (the x-direction), of arbitrary variation in the y-direction, and unbounded in the 
z-direction. There are basically two polarization versions of the program: the E field 
polarization version where the E field is parallel to z and the two H field components are in the 
x-y plane, and the H field polarization version with the roles of E and H reversed. 
PERIODIC was developed by means of a modification of the GAS (General Anisotropic 
Scattering) code of Damaskos, Inc. [1987]. Because the general capabilities of the GAS code 
have been translated over to PERIODIC, PERIODIC possesses the same generality, in particular 
applicability to isotropic or anisotropic media, homogeneous or inhomogeneous media, and 
dielectric materials with both dielectric constant and permeability complex and different from 
unity. 
There are two basic regimes in which the code operates. In the first regime the observation 
distance is greater than the period and small compared to the length. This is referred to as the 
plane wave regime, since the scattered energy is distributed amongst a set of plane waves. The 
second regime, called the cylindrical wave regime, corresponds to observation distances large 
compared to the body length. In this regime the scattered energy consists of a sum of the 
cylindrical waves generated by each current rod in the body.  In this regime it is assumed that 
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the radiating currents in the body are the same as those of the body with infinite length, and 
therefore is based on the approximation that end effects can be ignored. 
THE PERIODIC INTEGRAL EQUATION 
We assume a body with period h and the (x,y,z) rectangular coordinate system described 
above.  There is incident upon the body a plane wave with an electric field of the form 
The integral equation for such a body can be written in the form 
E(x,y)-Ei0e-iik'Itk>>')=fdx,dy'G(x-x,,y-y) J(x',y) (2) 
where the integral is over the two dimensional cross section, S, of the body. The symbol J in 
this equation represents either the electric or magnetic current. Also there are additional 
equations in which H and H appear on the on the left hand side of this equation in place of E 
andE;. 
We now invoke Floquet's Theorem, which states that in a periodic configuration we can 
write all variables as 
«** F(x,y) <3> 
where F(x,y) is periodic in x.  We can therefore write the currents and fields as 
J(x,yhJ0(x,y)eJks    E(x,y) -E0{x,y)e^ <*> 




Ird/k*fdxidy'OJH®(kr)J0(x',y)e -»j' (6) 
and Hora is the zero-order Hankel function, I, are the three basic integrals that appear in the 
electromagnetic field integral equations, Oj are the three integral operators which are associated 
with each integral, d; are constants, i=[(x-x')2+(y-y'f]m, and k=\kx2+ky2]m. 
We will now consider the three specific types of integrals.  The first type is simply given 
by 
VflM (7) I, =difdxi<fy,J0(x,,y)eikJ>x)H®(kr)
We now break up the integration region into periodic cells S„, each of which is displaced from 
the central cell, C, by nh.   Since J0 is periodic, we can rewrite (7) as 
/, .d,fcdx'dy'JB(x',y)G,(x-xl,y-y) (8) 
where 
G1 = £tf0C23(*ry*'(l-*/"*) O) 
and r„=[(x-x'-nh)2+(y-y')2]1/2-  We have now performed the important step of reducing the 
integration area to a single cell, C, albeit at the expense of the more complicated kernel in (9). 
The second type of integral has the form 
It-df(dx'dy'VxH?{h) Mx',y) e^' (10) J s 
Carrying out the curl operation and rearranging gives 
I^dx'dy' Ja(x',y)xeik^-I'> VH(kr) d 1 > 
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where the prime on the grad operator denotes differentiation of the primed variables. Breaking 
up the integration region into periodic cells again reduces the integration region to a single cell 
C, and we obtain thereby the expression 
ttfdx'dy' J0{x',y)xG2(x-x',y-y) (12) 
where 
G2=E «**"'""» V flfflbj (13) 
The third type of integral has the form 
I^d^^vfdx'dy'H^x-x'.y-y) V'J0(x',y)e Jdv>H®{x-x'.v-v') X.r '.vV"*'1' (14) s 
We can use the Lorentz gauge condition to show that 
fdx'dy'H^(V-J0e-Jk'l) = -fdxldy'{J0e-Jk-x'-V)4Z> "5> 
We also know that 
e-*s'v=(V+jk}e-ik''' (16) 
Substituting (15) and (16) into (14) and again breaking the integration region into periodic zones 
yields the result 
where G, is given by (9). 
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It is important to note that these equations have been structured so that all differentiations 
act on the Green's function and never on J. This considerably simplifies the code, since it 
eliminates the half-displaced cells required when differentiations must be performed on the 
unknown varible of the integral equation. 
FORMULAS FOR THE PERIODIC GREEN'S FUNCTION 
We will now show how these periodic Green's functions are calculated using the Poisson 
addition formula [Morse and Feshbach, 1953] in conjunction with the Kummer series 
[Abramowitz and Stegun, 1964; Richards et al., 1987; Jorgenson and Mittra, 1990]. 
Using the Poisson sum formula in the same manner as outlined in Morse and Feshbach 
[1953], it can be shown that 
G =2 Y e-2"><*-*V*-^l>->''l £-1 (18) 
where kyr=[k2-(kx+2iri'/h)2]1'2. For sufficiently large values of v, ky, becomes negative 
imaginary and the second term in the argument of e in (18) gives rise to a decaying exponential 
with argument | ky, | | y-y' | . The series can then be terminated at that value of v which 
causes the decaying exponential to fall below the precision of the calculation. 
Likewise, we can show that 
£>/A    -2«yv(x-»V*-^|y-y'l G2=-ä- T e 2  jfcAvtl 
k+2nvlh .  +y sniy-y') (19) 
x and y are the x and y unit vectors and the sn function denotes the sign of its argument. 
If | y-y' | is small, or worse yet, zero, then the exponential decay in (18) and (19) referred 
to above only becomes significant for very large values of c, and the series converges much too 
slowly or not at all. This problem is solved by using the Kummer series, where we add and 
subtract two equal series to the original series, and then rearrange the resultant into two separate 
series which converge rapidly.  For example, we write G, as 
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and c is a convergence constant. The first series converges much more rapidly than (9) alone, 
while the second series converges because | y-y' | has been incremented by ch. Furthermore, 
the first series in (20) converges more rapidly as c goes to zero, while the second series 
converges more rapidly as c increases. There is, therefore, an optimum value of c for the fastest 
overall convergence. This value of c was found as follows: In practice both series must be 
truncated at a finite number of terms, and the error of the truncation is roughly the magnitude 
of the last term in the truncated series. We then choose c so that both the error and the number 
of terms in each series is equal. This process led to values of c equal to to 0.02, max[.02, 
0.0003(h/(y-y'))2], and 0.0 for | y-y' | =0, 0< | y-y' | < 0.15h, and | y-y' | >0.15h, 
respectively. 
For non-self terms, the kernels in (17) were calculated by finite difference formulas, using 
the values of G, generated with (20) in the formulas. For self terms this process must be 
modified for the first term in (17). If s is the unit vector in the direction of J, then this term 
has the form 
(s-VO (s-V)G, (22) 
The finite difference form of the term contains a value of G{ at the singular point x=x' and 
y=y'. It was found that any attempt to include such a term in a finite difference formula led to 
great inaccuracies. This problem was resolved by writing this term in the form 
dG. dG. -^(r.+ls) - ^.-is) {23) 
21 
where s is the distance along the direction J, r„ is a point near the cell center, 21 is the cell size 
along the direction of J, and dG^ds is evaluated analytically. 
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FAR FIELDS 
Once the kernels in (6) are determined, this equation can be solved by the method of 
moments to determine the body currents. Eq. (5) can then be used to determine the exterior 
fields by evaluating Eo at the observation point (x,y). 
The distance of observation point from the body determines the type of approximation to be 
used for the Green's function in (5). For the plane wave regime the Poisson sum expansions 
in (18) and (19) are used, but only those terms corresponding to propagating waves for the 
Green's function are included. The absense of evanescent waves is guaranteed by the plane 
wave asssumption that the observation distance is large compared to the period. In the 
cylindrical wave regime the cylindrical wave far field function, e^'/r1'2, is used for the Green's 
function. 
COMPARISON WITH LAYERED THEORY 
Comparisons were made with results from other theories. Figure 1 compares the results 
from PERIODIC with theoretical results from theory for a planar dielectric sheet using H 
polarization in an angular sweep. Since a planar sheet can be considered a periodic structure 
with arbitrary period, the results should agree for any choice of period. The results agree within 
0.5dB over the full angular range. 
SUMMARY 
A computer program for calculating the scattering by 2D periodic bodies has been 
developed. This program is completely general, being capable of modeling a body of arbitrary 
complexity, including inhomogeneity, anisotropy, and loss. Comparison with other theories, 
including planar theory, shows close agreement. 
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PLANE SHEET THEORY 
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Figure 1. Reflection loss vs. angle of deviation from 
normal incidence for a dielectric layer 0.04mm thick 
with a dielectric constant of 2.0.  Incident wave had 
a frequency of 10 GHz and H-polarization.  The period 
was 0.15mm. 
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Screening Properties of the Inclined Strip Grating 
EMMANOUIL E. KRIEZIS and DMITRIS P. CHRISSOULIDIS 
Division of Telecommunications, Department of Electrical Engineering, 
Faculty of Technology, Aristotle University of Thessaloniki, 
P.O. Box 1562, GR-54006 Thessaloniki, Greece 
Abstract - The spectral response of an inclined strip grating, either free 
standing or embedded in a dielecric slab, is quite sensitive to variations of 
the cant angle. It is an attractive frequency-selective surface which allows 
for considerable desigh flexibility through the cant angle or the refractive 
index of the host dielectric. Such gratings can be used in radar antenna 
systems as filters in front of radomes and even as polarizers or dichroic 
antenna subreflectors. The inclined strip grating is analyzed through an in- 
direct mode-matching technique based on Green's second theorem. The analytical 
approach is simple and numerically efficient. Reflection and transmission 
coefficients as well as far-field radiation patterns on both sides of the 
structure are determined with special attention to the effect of the cant 
angle. 
I. Mathematical Formulation 
The inclined strip grating (fig. 1) is a periodic screen composed of metal- 
lic canted strips which are infinitely long in the y dimension. Furthermore, 
strips are assumed to be infinitesimally thin and perfectly conducting. The 
metallic structure may be enclosed in a dielectric slab. 
A free-standing inclined strip grating has previously been analyzed by a 
formidable but involved approach based on the Wiener-Hopf and modified residue 
calculus techniques (Kobayashi and Inoue, 1988). Other free-standing strip 
gratings of finite thickness have been analyzed through the electric field in- 
tegral equation (EFIE) which is discretized by the spectral-Galerkin technique 
(Hall et. al, 1988). The above mentioned papers have not investigated the 
scattering behaviour of the grating in the Fraunhofer zone as well as the 
effect of the refractive index of the dielectric slab. 
The incident electromagnetic wave is linearly polarized along the y direc- 
tion, having a wavenumber vector k. that lies in the xOz plane (TE polariza- 
tion). The nature of the incident radiation and the fact that the scattering 
surface is uniform in the y direction justify a scalar treatment of the 
problem. The 2-D Helmholtz equation should be satisfied in the xOz plane. 
Due to the periodicity of the structure along the x axis, the fields in the 
half-spaces I and III can be expanded in Floquet seriesfSco«, 1989) 
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vi(x,z)   =   e^W +  £     Ame-J(a-X + ßm
Z) 
m=    -   00 
rM = L   D„ -j(a  x-B   z) 
(1) 
(2) 
a0 + 2nf 
AT^ 
a0   =    ±k0sineinc 
kn a a2 0 m 
-i/^-k2, U m 
where y stands for the field component E . The coefficient A() is the reflec- 
tion coefficient of the surface and Dfl is the transmission coefficient (Hall 
et al, 1988). 
The electric field intensity in region II is expanded in terms of TEn-modes 
accomodated by a parallel plate waveguide: 
m = 1 ' 





k  =  V   Er     =  k0n 
It is clear that the expression of (3) is not valid in the triangular areas 
ABC and DEF. Hence the field expressions (1), (2) and (3) cannot be matched 
directly on the interfaces of the three regions. This difficulty is 
region 1, k0 
* 
A B      V^ 
n 
L   L   „ 
region II, k0n /eir^\ 
^c 
/\Y 
dielectric layer   ./ F 
E 
region III, ko 
s\> 
Fig. 1    Inclined strip grating geometry 
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circumvented by applying Green's second theorem (Mittra, 1973), which is writ 
ten is scalar form as follows 
«n^-O1 - n^v^ds       (4) 
and d/dN denotes the derivative along the direction normal to the integration 
path. Selecting an appropriate function $ that obeys the 2-D Helmholtz equa- 
tion, the right-hand side of (4) vanishes. A simple, but wise choise (for the 
following calculations) for 4 is: 
+ .  r     nn£   -,     ±jk n . *-    =   sin    e n = 1,2,... {?) n l Lsiny -> 
Enforcing (4) along the closed triangular paths ABC and DEF, yields four 
families of linear equations involving the unknown coefficients Am, Bm, Cm, Dm 
for successive values of the index n: 
f  f,±_V_ . v.Jii-] dx - J   [**-?£- - V»^l ^   =    0 (6a) J._l   n  dz        'äz     J Jr.l-   "on dti     > AB "^ "* CA 
DE^ 3Z äZ      J FD 
ff,±Jl!^.VnJ!l]dx + j[,±J!!-.¥ai!L]dE   «   0   (6b) ü1   dz z     JFnl   n   or, an     J 
It should be clear that 4^ and y - which represents tangential electric field 
with respect to the strips - are equal to zero along BC and EF. 
The orthogonality properties that exhibit the functions 4* allow for a sig- 
nificant simplification in the linear system (6a) and (6b). The coefficients 
B    and C    can be eliminated and the system acquires its final form: mm 
„ - j (a  cosv+ßsin Y)<1/2 oo e     J *•  m       '    Km        ' ' 
y      A (ß -a coty±k cscy) -~— ,T s7 L^ mVHm   m     I     „     i> (±kcosy-a   )2-(n?r/L)2
- jf-a   cosv+ß  sinv)d/2 
-e-ik d    r—. „ e - e      n      > D  (-B -a  coty±k cscy) - -=—      , ^ nA Hm   m      '      n      "  (±k cosy-a   )2-(n?r/L)2 
m - oo *n '      m'      v ' 
- j(a0cosY-P0sin"l')d/2 
VH°     °     '     n     " (±kncosy-o0)2-(njt/L)2 
The infinite summation with respect to m is truncated in the interval -M<m£M, 
while n is allowed to vary in the interval l<n<2M+l. Thus, the number of un- 
knowns is equal to 2(2M+1) which is the same as the number of the resulting 
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equations. 
When the distribution of the electric field intensity along the interfaces 
of the regions I/II and II/III has been determined, one can proceed to the 
construction of far field radiation patterns. We shall focus our interest on 
scattering directions within the plane of incidence (xOz), wherein <t>s = 0 or 
* = n (fig. 2). The only non vanishing component of the electric field 
intensity in the Fraunhofer zone, with regard to a system of spherical coordi- 
nates is the E, which is given by the following expression (Ishimaru, 1978): 
(-jkn)e 
-jk0R 
jv'•.< JJ[-E^(?')cos4.scos9s + Z^COcostge""""    "s ds' (8) 
s' 
;        0   = 0   or   Tt 
"> 4nR 
r    =   sin9 cos* x + cos8 z s s      ^s s 
r'    =   x'x + y'y 
In order to describe how this surface radiates, the scattering coefficient 
P   = _E1 (9) 
is introduced (Beckmann and Spizzichino, 1963) where Ero is the electric field 
intensity radiated by a perfectly conducting sheet of the same dimensions, at 
distance R, in the specular direction, under the same illumination conditions 
(i.e., angle of incidence and polarization). That fictitious metal sheet is 
considered to be placed at z = (d/2)siny (fig. 2). 
fictitious metal sheet 
», 180 
Fig. 2    Radiation in the Fraunhofer zone from the inclined strip grating 
Substituting   (8)  into   (9),  carrying  out  the  integrations   over  2Ns  periods 
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of the structure (2N L :» X), which are of unit length along the y direction, 
the squared magnitude of p, which represents the normalized radiated power, is 
written as: 
PRC 
V   A (cose +  pm/kn)- 
sin(uNL)       -j(ßmsinY-umcosY)d/2 
4cos29 .     N2L2 i n c     s 
0 < 6s < n/2 ; $s =    0   or   n 
u
m    =    k0sin9scos<t.s- am 
It is evident that the power reflection coefficient (PRC) is generally 
dependent on all Floquet modes. If the scattering derection "rs coincides with 
the propagation direction of a Floquet mode, then PRC depends only upon that 
mode. 
By analogy to (10), an expression for the power transmission coefficient 
(PTC) can be developed for the region III: 
(10) 
PTC   = 
Y   D (cose - ß /kn> 
sin(uQNsL)        -](pmsinY-umcosY)d/2 
r.,2. 4cos 2r 2 
(11) 
N L i n c     s 
a/2 < 6   < n 0   or   ix 
II. Numerical Applications 
In this section, numerical results are presented for the inclined strip 
grating. The reflection (A0) and transmission (DQ) coefficients of the struc- 
ture are plotted versus frequency. Furthermore, polar patterns of the power 
coefficients (PRC & PTC) are presented. 
The diagrams of fig. 3 provide a general view to the behaviour of the 
structure in the frequency band 5 to 40 GHz. The strip width d = 1.5 cm and 
the spacing L = 1.5 cm. A dielectric material of relative dielectric constant 
E = 1.5 is assumed to fill region II. The cant angle - measured with respect 
to the x axis - is y = 60°. Incidence from the side $inc = 180° has been con- 
sidered, while 6. = 0°, 15°, 30°. The total number of Floquet modes en- 
countered is equal to 21 (-10<m<10). Moreover, the scattering surface is ex- 
tended over 20 periods (Ns = 10). The diagrams verify the frequency selective 
nature of the surface. The surface acts as a frequency filter with passbands 
seperated by stopbands. In addition, when the wavelength of the incident 
radiation   is  large  compared   to  the  strip  spacing  L,   total  reflection  occurs. 
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magnitude of reflection coefficient 
frequency (GHz) 
)o 15.00     - - -; 
magnitude of transmission coefficient 
- 0.00 15.00      - - - 30.00 
Fig.3 Reflection and Transmission coefficients versus frequency 
(a) 
0 = 180     } 
Fig.4 Scattering diagrams 
SO     0=0 
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The  diagrams  of fig. 3  further  exhibit resonances  predicted by  the   Wood's 
anomaly and the waveguide resonance. 
Polar patterns of the squared magnitude of the scattering coefficient p are 
presented in fig. 4. For that case, the parameters were set to the following 
values d = L = 1.2 cm, e, = 1.0, Y = 75°, 6tac = 60», Vc = 180°, 2N =20. 
In fig. 4a the frequency is held at f = 12 GHz while in fig. 4b f = 24 GHz. 
The upper semi-circle corresponds to the PRC while the lower semi-circle to 
the PTC. The arrow shows the direction of incidence. It is apparent that power 
is mainly radiated in the direcions of propagating Floquet modes and that the 
number of minor lobes is proportional to frequency. 
III. Conclusions 
The potentials of an inclined strip grating as an FSS or radome have been 
investigated through an indirect mode-matching technique based on Green's 
second theorem. The analysis is simple and efficient, the end result being an 
infinite matrix equation which is easily handled by the computer. The numeric- 
al results, especially the far-field radiation patterns, lucidly demonstrate 
that the scattering behavior of the structure can be drastically altered 
through the variation of the cant angle. The principal physical mechanism is 
waveguide resonance: energy is transferred from the incident to the scattered 
wave on both sides of the grating through coupling with a mode of the parallel 
plate waveguide formed by the successive strips. 
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I   INTRODUCTION 
Berry [1] demonstrated the effects of terrain features on the skywave elevation patterns of HF 
antennas when he calculated the fields on and above the surface of a Gaussian shaped ridge 5 km from 
the source, 1 km high at its highest point at I and 10 MHz. Berry [2] reported possible numerical 
uncertainties in the 10 MHz results. The convergence of the surfaces fields at 10 MHz was difficult to 
verify numerically due to the lack of computational speed. These results were obtained oo a CDC 3600 
using double precision word length (120 bits on CDC architecture). Berry's initial calculations 
provided motivation to create an alternative integral equation for propagation over realistic terrain 
profiles at frequencies well into the VHF band. CRPL and NRL [3] provided the financial support to 
begin the research for finding an alternative integral equation. In a series of two papers, Ott [4], [5], 
derived an alternative integral equation using a Green's function related to the Sommerfeld flat earth 
attenuation function. The associated computer algorithm, named WAGNER, was used to compute the 
fields on irregular terrain profiles and the results were compared with the integral equation used by 
Berry and "4-Ray Theory" (Geometrical Optics plus knife-edge diffraction) for the 1 km Gaussian 
ridge, at 1 MHz. Berry used Hufford's integral equation which uses the free-space Green's function. A 
comparison of these three methods for the Gaussian ridge indicated some slight differences in the 
surface field. This example, together with many additional ones such as an island in the middle of the 
sea, an antenna radiating near a cliff overlooking the sea and a vertical monopole with associated 
ground screen in the presence of a sloping beach at low and high tides gave confidence in the accuracy 
of PROGRAM WAGNER to treat realistic, smoothly varying inhomogeneous terrain when compared 
with actual measurement [6]. 
As PROGRAM WAGNER became excepted as the most accurate model for predicting the effects 
of terrain on propagation, its use at higher frequencies was tested [7]. These numerical experiments 
indicated that when the combination of slope and frequency became sufficiently large, that the results 
for the attenuation function became unstable and began to oscillate. A possible source of this 
instability was suggested by Bevensee [8], and Vogler [9]. 
LLNL and NPGS [10] recently provided support for R.H. Ott to examine the source of 
instabilities in PROGRAM WAGNER and he has derived a modified integral equation (called RING) 
for the field on the surface of an irregular terrain profile based on the Sommerfeld flat earth 
attenuation function for the Green's function and the proper choice of sign in the integral part of the 
Sommerfeld attenuation  function depending on whether the profile is concave-up or concave-down. 
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The mathematical development is beyond the scope of this paper and has been submitted for 
publication. The results indicate the new algorithm, RING, is extremely fast and accurate for terrain 
profiles having large slopes; e.g., the Gaussian ridge example, at frequencies as high as 100 MHz. The 
computation time required for RING to solve the Gaussian hill example at 30 MHz using a 80386 PC 
with an 80387 math co-processor, was about 10 minutes. 
A      Two Examples Comparine Elevation Patterns Using RING and PP. 
Measurements have been made by NPGS for the purpose of validating numerical models. The 
terrain profile (Cedar Valley test site in Utah) is shown in Figure 1. The source is located near the 
origin in Figure I. Figure 2 shows a plot of the magnitude of the attenuation function, | /(i) |, 
normalized to twice the free-space field, versus distance, i, for an observation point on the surface of 
the profile in Figure 1, at 27.7415 MHz. The terrain in Figure 1 was fit with a cubic spline to provide 
continuous derivatives as a function of x. There were 351 field points used to solve for the field on the 
surface in Figure 2. WAGNER yields large peaks at i = 104 m and 162 m, while the largest peak from 
RING occurs at x = 430 m. The RING surface fields are better correlated with the maxima and 
minima in the derivative of the terrain profile than the WAGNER surface fields, and are more accurate 
than the WAGNER results. 
In order to calculate the elevation pattern in the vicinity of a terrain feature like the one in Figure 
1, it is necessary to substitute the surface fields, /(i), in Figure 2 back into the integral equation and 
' TV"  ' so A*^« 
40 / V J      \ 
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Figure 1.  Terrain Profile at the Cedar Valley Test Site in Utah. 
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Figure 2.   Field on Surface of profile in Figure 1 computed using RING, and WAGNER 
versus distance x in km.   Freq = 27.7415 MHz, a = 0.0161 s/m, (r = 9.5.   There are 
351 field points, for both RING and WAGNER. 
perform the integration.   From Green's Theorem in 2-D, the scattered field is given by 
** (P) = f t * «) fjf - G ^ ] d I 
c 
where the field at the integration point, Q, is, in 2-D 
(i) 
*(Q) 
2/(r)e " ,*r/4 + ,'*rl 
/SlntrT («—') (2) 
and f(z) is the field on the surface obtained from the solution of the integral equation using the 
algorithm RING.   The normal derivative of the field on the surface at the integration point is 
dj>(Q) 
dn =   -ikS<l>(Q) I yjl + (dh/dxf (3) 
with 6 the normalized impedance 
\jv 
—^- , vertical polarization 
y/rj , horizontal polarization (4) 
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and 
1   =   'r  +M-0 (5) 
The Green's function, and its normal derivative for an observer above the surface are 
G=     J6,kra (6) 
and 
with rj and r2 the distance from 0 to Q and Q to P respectively.  The total Geld is obtained by adding 
the scattered field in (1) to the incident field 
„ - i»/4 + ijtr 
giving 
i/,T(P) = p{P) + p(P) (9) 
Substituting (1) through (8) into (9) gives 




Figure 3 shows a plot of the elevation pattern, 20 logl0 [tp  (P)] from equation (10) versus the 
elevation angle in degrees. 
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Figure 3.   Elevation pattern corresponding to the RING surface fields in Figure 2. 
Freq = 27.7415 MHz monopole in front of hill).  Also shown is the elevation 
pattern computed using Physical Optics. 
We next compute the normalized field strength using Physical Optics, or, since a scalar 
formulation for this 2-D problem is sufficient, Kirchhoff theory. From Kirchhoff theory, the field and 
its normal derivative on the surface are given approximately in terms of the incident field at the 
integration point as 
•>(<?) = (l + r)»y(Q) ("a) 
*SU<i-n£«> (nb) 
where the Fresnel reflection coefficient,  is 
r = cos>t —S cosB. + b (12) 
and 
^=.-M'-(Q)(eri-0 on l (13) 
with 8   the angle between the local normal at Q and the line OQ.  At that point, 
=   - e„ sinS. + e„ cos8. 
rl 
«x ••"»,     i     -y —..-, (14a) 
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since the origin is taken at the local integration point.   Also, the angle 80 between the local normal at 
Q and the line QP, we have 
er    =   e, sin0o + ey cos8„ (14b) 
Then, using 
«„ = [ - «x W«fc) + «»]i + \I^ + K2 (15) 
we 5nd, for the integrand in (1), using Kirchhoff theory 
-a-n #«"«. + ~«»j] 
(16) 
From (16) the total field for Physical Optics is 




(-is,'<+co^) -(1+r) (-i^.+^.J 
where AT is the transmitter height and y/XhT is the 1st Fresnel zone radius. 
Figure 3 shows a plot of 20 log10 l^j{p)] in equation (17) versus the elevation angle in degrees. 
The results from Kirchhoff theory in Figure 3 agree best with the results from RING in Figure 3 in the 
region near backscatter; i.e., 160* < 9 < 180'. Backscatter is the region where Physical Optics is most 
accurate; being least accurate in the forward scatter region. However, the maximum values for the two 
results agree reasonably well; i.e., 2.82 dB for PO vs 2.11 for integration of RING surface field. 
Figure 4 shows a plot of the measured elevation pattern versus elevation angle in degrees together 
with the elevation pattern computed from the RING surface fields in Figure 2. 
Figure 5 shows a comparison of the elevation pattern as computed using RING and PO for a 
Gaussian ridge 1 km high and 5 km from the source at 30 MHz.   In Figure 5, PO and RING compare 
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reasonably well, except in the region near grazing (0 =   78.7*) and in the shaded portion of the hill 
where PO predicts zero surface fields. 
Figure 4.   Measured elevation pattern for 27.7415 MHz and elevation pattern computed using 
RING surface fields.   Monopole in front of hill). 
HI     CONCLUDING REMARKS 
The surface fields and elevation patterns from a path in Utah are compared using a new integral 
equation formulation for propagation over irregular terrain, and its associated computer algorithm 
RING at 27.7415 MHz. The results are compared with PO and measurements. The new integral 
equation and algorithm RING provides a numerically efficient method for frequencies as high as 100 
MHz for terrain profiles having slopes near unity. The comparison of integrating the RING surface 
fields with the measured data in Figure 4 shows significant differences which could be caused by 
uncertainties in the experiment or what is important in the model. These questions will be looked at in 
the future. 
Figure 5.  Elevation pattern computed using RING surface fields and Physical Optics for a 
Gaussian ridge 1 km high and 5 km from the source at 30 MHz. 
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Statistics of Radar Cross Sections 
Calculated from Geometrical Optics 
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ABSTRACT 
The radar cross section (RCS) a for backscatter from a smooth closed convex surface reflector, as 
calculated from Geometrical Optics (GO), has a mean value equal to 1/4 the surface area of the 
reflector, where the mean is obtained by averaging over all aspects. More generally, considering u as a 
function of aspect, we show how the problem of calculating the statistical moments and probability 
density for a can be reduced to a quadrature on the reflecting surface. The details are worked out for 
spheroids, and the statistical properties of scatter from prolate and oblate spheroids are found to have 
some qualitatively different features. We then discuss some possible generalizations of these results to 
more general surfaces and to RCS as calculated according to theories more rigorous than GO. 
§ 1. STATEMENT OF THE MAIN RESULTS: 
We consider the backscatter from a smooth closed surface 
reflector, i.e., a surface S which has a continuously turning unit 
normal vector £ , and which is not terminated by one or more 
boundary edges. In addition, it is assumed that the Gaussian 
curvature K of S is everywhere positive, and that the radar 
cross section er is calculated according to the Geometrical 
Optics formula 
a      =      */K(p) 
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where K(p) is the curvature evaluated at the specular point p 
[Born & Wolf, Maffett, Skolnik] . Let s be the scatter vector, the 
unit vector that points from S to the radar, and let S be the 
aspect sphere, the unit sphere identified with all possible positions 
for the vector s. The surface S is convex since K > 0, and 
therefore for each value of s the specular point is the unique 
point p where f(p) = s. Hence a can be expressed either as a 
function on S or as a function on S: viz., a = a (p) , where p is 
the specular point, or a = <r(s) where s is the scatter vector. 
We endow S and E with the uniform probability measures, and we 
let arg and W^ denote the mean values of a averaged over S 
and S, respectively. Hence S~£ is the mean value of a averaged 
over all aspects, and it turns out that 
A/4   , (1) 
where       A       is   the   total    area   of   S    .       Letting    Vars (<r)    denote   the 
variance   of   <r   over   all   aspects,    it   turns   out   that 
Vars(<r) = os      <7S      -       (   <rs   )2 (2) 
The  quantity  ög is  calculable  by  straight  forward  numerical 
quadrature since 
1/A)  j    <7(p) dA 
Hence  (1)  and  (2)  provide  a method  for the  calculation  of 
Var^^cr*)      by quadrature on S. 
Let P^ and Ps denote the probability density functions of 
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a     on S   and S, respectively. Then 
P*(0    =   -^-  Ps(<0     (3) 
Since PS(V) can be calculated directly from first principles by 
quadrature on S, it follows that eq.(3) provides a means of 
calculating P^(^) by quadrature on S. More specifically, the 
distribution function  Fs = Fs(x)  for a   = c(p) is given by 
Fs(x)    =   (1/A) measure^   p e S  : c(p) < x } > 
and 
PSO)  =  FsO) 
The    results    (l)-(3)    are    all    consequences   of   "the   -following 
theorem . 
Theorem.   Let   S^   and  &s   be the expected value operators on E and S, respectively.     Then for every 
real   number    n   ,      we   have 
6r("")       =       T"   ss (   *"_1   ) • (4) 
The  proof  of  (4)  is given  in  [Gordon] .  It;  is based on "the 
classical result, of Gauss, 
K(p)    =   -äü- dA 
where dCl is the area swept out by the head of the normal £ as 
the foot of £ varies over an infinitesimal neighborhood dA of 
the point p . 
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§ 2. APPLICATION TO SPHEROIDS: 
Suppose now that S is the spheroid 
x2+ y2   , 
For   the   prolate   case,      a   <   c    ,      ir   a4/c2   <   a   <   JT   c2    ,    and 
p   i.\      — ac'  1      1     . (5) 
For   the   oblate   case,      a>c       ,      J   c2   <   J   <   i   a4/c2       ,      and 
PE{C)   ~   ^rzj     4.(-4^)1/4   ((4^)1/2-c2)1/2 
Hence PE = Ps(<r) has a singularity at the right-hand end-point 
of its range in the prolate case, and at the left-hand end 
point in the oblate case. 
Let p be the ratio of the largest to the smallest semi- 
axis of the spheroid. Then p > 1 , and for large p we have the 
approximations 
y"s(°) „ 5      p   _ ! ( prolaU Cast) , (7) 
IT T, *•   7r 
and 
V*rE(<r) -2-   P2   - 1 ( Oblate Case) . (8) 
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Actually, these approximations are very good when p   > 1.5. 
From the results (5)-(8) we see that the statistical 
properties of the backscatter from prolate and oblate 
spheroids, as calculated by Geometrical Optics, have qualitatively different 
features, and we expect that the same is probably true for the 
physically real backscatter. 
§ 3. DISCUSSION: 
There is a folk theorem (or conjecture) which asserts that 
the use of shaping to reduce the RCS of an object in a given 
direction always has the effect of increasing the RCS at other 
directions. Eq.(1) is a result which points in this direction, 
and for this reason we would like to generalize our results to 
more general types of reflectors and to theories which are more 
rigorous than GO. Another possible application of such 
generalized results might be their use as a check on numerical 
calculations and theoretically derived estimates. 
The existence of such results for edged reflectors appears 
to be extremely problematical. For one thing, there is a 
conceptual problem in defining a density function Ps because 
there is no natural way of associating the scatter in a given 
direction s with a unique point p 6 S ; for edged reflectors, 
the backscatter involves specular points as well as bright 
points on the edge, i.e., points on the edge at which the radar 
1ine-of-sight is perpendicular to the edge. Another problem 
with edged reflectors involves dynamic range: although edge 
effects may dominate the scatter in certain directions, they 
are often orders of magnitude less than the largest specular 
effect. Hence it would not appear likely to obtain a 
generalization to (1) which could provide useful information 
about edge effects. 
Confining  the  remainder  of  our  discussion  to  closed 
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surface reflectors without boundary edges, it might happen that 
generalizations to (1) might take the form of inequalities. For 
example, from the standard Physical Optics (PO) scattering 
integral (based on the tangent plane approximation), the PO 
predicted value <rpo of RCS in a given direction s is easily 
shown to satisfy the inequality 
4JT 
where A is the radar wavelength and A0 is the projected area of 
S onto a plane perpendicular to s. Also, for any direction s we 
have   A0 < (1/2) A , and therefore 
However, what we seek are equalities which are valid for PO and 
more physically rigorous theories, or inequalities of the type 
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Abstract 
The purpose of this study is to characterize the scattering effects of the Space Station structural 
elements on the Assembly/Contingency Subsystem (ACS) high gain antenna patterns and to verify 
the accuracy of the Geometrical Theory of Diffraction (GTD) modeling technique, winch has been 
identified as a computer modeling tool for the Space Station antenna pattern prediction and inter- 
ference studies. The predicted antenna patterns were computed using the GTD technique in which 
the multipath interference from Space Station structures was included. In order to check the numer- 
ical results obtained, a series of measurements have been carried out in the Radio Frequency (RF) 
Anechoic Chamber of the NASA Johnson Space Center. Based on the results accomplished in this 
study, good agreement on experimental and computed results was obtained. Worst case interference 
situations, in which there is diffraction from the nearest edge of the major structures, were considered. 
If a ± 15 degree cone is used to protect the ACS high gain antenna boresight pattern, up to I dB 
of link budget may be required to compensate for the gain degradation in the ±4 degree boresight 
region due to multipath interference from Space Station structure. 
I. Introduction 
It is important to be able to predict antenna performance in the Space Station environment since the 
timely recognition of interference problems, and subsequent modification of the design and position 
of the antenna, or the surrounding structures, can minimize performance degradations. 
The Space Station ACS antennas are designed to provide an S-Band communications link. This is 
a bi-directional Radio Frequency link utilizing the Tracking and Data Relay Satellite System (TDRSS) 
S-Band single access service to receive audio, software uploads, and commands from the earth and 
to transmit audio and core telemetry to earth. 
The ACS antenna pattern will be distorted due to electromagnetic reflection and diffraction by 
space station obstructions. To ensure the ACS can meet design requirements, the system design must 
take into account such antenna pattern distortion. The system should be able to compensate for the 
distortion of the antenna patterns, but the antennas must provide reasonable gain throughout their 
assigned areas of coverage for the ACS to function effectively. 
Formerly, conventional pattern prediction was based on full-scale mockup measurements. In 
addition to the full-scale mockup test technique, one approach to help in solving the measurement 
problem is using the scale-model mockup technique. This approach has a number of advantages 
over the full-model measurement technique since it can be performed in the indoor anechoic chamber 
where the effects of weather are eliminated. It usually gives reasonably accurate data, but still requires 
a great deal of engineering time and expense. 
Another approach in solving the measurement problem is using an electromagnetic modeling 
technique capable of computing both near-field and far-field patterns. A reliable analytical tool 
provides for the early detection of problems and helps to find the best solutions. 
Two general theoretical radiation pattern computation methods have been developed: the method 
of moments and the geometrical theory of diffraction. Which method should be used will depend on 
the size of the vehicle compared to the wavelength of the antenna under consideration. 
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Considering the complicated geometry and the large electrical size of the Space Station, the 
Geometrical Theory of Diffraction (GTD) is the best candidate for the task. The GTD modeling 
technique has been identified and selected as the modeling tools for the Space Station antenna 
pattern prediction and interference studies [1]. The purpose of this study is to characterize the 
scattering effects of the Space Station structural elements on the Assembly/Contingency Subsystem 
(ACS) high gain antenna patterns and to verify the accuracy of the Geometrical Theory of Diffraction 
(GTD) modeling technique. 
To simulate the Space Station environment, a frequency of 2.175 GHz was used in this study. 
The actual operating frequencies of the Space Station S-Band ACS antenna system are 2.265 GHz 
for transmitting and 2.086 GHz for receiving. 
II. Pattern Prediction and Verification 
H.a. Flat Metal Plate Interference 
The setup for the flat metal plate interference measurements is illustrated in Fig. 1. The dimension 
of the metal plate is 14-foot by 11-foot. A Narda standard gain horn was used to simulate the ACS 
high gain antenna. This antenna exhibits similar gain and beamwidth characteristics as the Space 
Station ACS high gain antenna - 16 dBi peak gain and a 30° 3-dB beamwidth. 
The predicted and measured antenna interference patterns for an 11-foot by 14-foot aluminum 
plate, located 3 feet away from the antenna, at a frequency of 2.175 GHz are shown in Figs. 2 and 3 
for the soft and hard polarization cases, respectively. 
For the similar case, the 11-foot by 14-foot aluminum plate was located 5 feet away from the 
antenna. The predicted and measured antenna interference patterns are shown in Figs. 4 and 5, for 
the soft and hard polarization cases, respectively. 
As shown in the measured and computed patterns, at the shadow side of the interference metal 
plate ( which is in the negative angle region ) the pattern shows a sharp decrease in signal power 
level due to the plate blockage. The blockage effect of the plate decreases the field in the shadowed 
region by about 10 to 15 dB. 
In the antenna boresight region between the reflection and the incident shadow boundaries, where 
no reflected fields exist, the field is composed by interference between the direct field from the antenna 
and the edge diffracted field from the top edge of the plate. Thus, the ripples on the boresight region 
of the antenna patterns were caused by the diffraction fields from the top edge of the plate. 
Also, it is observed that the plate when closer to the antenna gives stronger interference on the 
antenna patterns. This is obvious because the direct field causes stronger edge diffraction when the 
plate is located closer to the antenna. 
The agreement between predicted and measured results is excellent around the antenna boresight 
region, which is of primary interest. Small discrepancies between computed and measured results 
were found around —45° for the soft polarization pattern, which is in the shadow region of the metal 
plate and where the signal strength is 30 dB below the antenna boresight. Also found are differences 
around the 90° region for the hard polarization patterns where the signal level is about 20 dB below 
the peak boresight level. The reason for such low level signal discrepancies is not known and is hard to 
identify. For most applications, such noise level signals are not important and usually can be ignored. 
Il.b. Dish Antenna Interference 
The setup for the dish antenna interference measurements is illustrated in Fig. 6. The dish antenna 
mockup simulates a dish with a 6.4 foot diameter on a 15 foot pole with 21 inche diameter. 
The predicted and measured antenna interference patterns for a 6.4 foot dish antenna, located 6 
feet away from the antenna, at a frequency of 2.175 GHz are shown in Fig. 7 for the soft polarization 
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Similarly, the 6.4 foot dish antenna was located 7 feet away from the antenna. The predicted and 
measured antenna interference patterns are shown in Fig. 8 for the soft polarization cases. 
In general, reasonable agreement between measured and computed patterns was obtained for the 
ACS antenna with dish interference. But, the agreement is not as close as for the plate interference 
cases. This is because the dish interference cases involve a cylindrical structure which exhibits a 
more complicated diffraction mechanism than for the rectangular flat plate. Since the dish antenna 
structure includes curved surfaces, the antenna pattern is more sensitive to the mockup alignment in 
the dish interference cases than for the plate interference cases. 
Based on the results presented in this chapter, it is shown that the GTD modeling technique is 
capable of predicting the ACS antenna patterns with interference structure at S-Band frequencies 
with reasonable accuracy. In general, good agreement is obtained for the antenna boresight region. 
Since low level signals are difficult to measure and predict, the pattern far from the antenna boresight, 
for both the experimental and theoretical results, is not reliable. 
III. Antenna Interference Analysis 
In this section, Space Station ACS high gain antenna patterns with multipath interference from space 
station major obscuration structures are computed using the GTD modeling technique. 
The locations of the ACS antennas used in this analysis are shown in Fig. 9. The ACS inboard 
antenna is located at (-0.2, 20.72, -3.99) meters and the outboard antenna is located at (0.38, 22.68, 
-3.99) meters referenced to the origin of the Space Station coordinate system. These are the latest 
locations available that were obtained from the ongoing contractor location study effort. The antenna 
locations have been changed from the Delta Preliminary Design Review (DPDR) baseline locations 
due to significant blockage and interference caused by the propulsion modules and SGS antenna mast. 
The major structure elements causing interference to the ACS high gain antenna patterns were 
identified as the RCS module, the starboard side thermal radiator and the starboard side solar panel. 
There are four different flight orientation modes that have been considered for Space Station 
operation. These are the Local Vertical Local Horizontal (LVLH), Arrow, Gravity Gradient (GG), and 
Inverted Gravity Gradient (IGG) flight modes. 
Since the ACS high gain antenna has a directive pattern, it is not necessary to include all struc- 
tural elements of the Space Station in the model. Instead, only major components such as solar 
panels, RCS modules, and thermal radiators are modeled in this analysis. It is further assumed that 
the electromagnetic properties of the Space Station structure are such that the surfaces are highly 
reflective at S-Band. Thus, the Space Station structure elements are modeled as perfect electrical 
conductors. 
The ACS antenna patterns with various antenna orientations for each major structure interference 
are computed using the GTD technique. For the worst case consideration, the interference from the 
nearest edge of each major structure was analyzed. 
Fig. 10 shows a summary of the maximum antenna gain degradation in the ±4" antenna boresight 
region due to each major interference structure. Also, shown in Table 1, is maximum antenna gain 
degradation in the antenna ±4° boresight region with various size cone protection. 
Based on the GTD predicted results, the following summary is offered. If the center line of the 
antenna beam is tangential to the major obscuration structure, more than 10 dB of gain loss may 
be suffered. If a ± 10 degree cone is used to protect the ACS high gain antenna boresight pattern, 
more than 1 dB gain loss will be expected. If a ± 15 degree cone is used to protect the ACS high 
gain antenna boresight pattern, less than 1 dB gain degradation is expected. If no more than 0.5 dB 
gain degradation is desired, a ± 20 degree cone is required to protect the ACS high gain antenna 
boresight pattern. 
The results of this study indicate that, if significant interference (more than 1 dB antenna gam 
loss) with ACS antenna patterns is to be avoided, the ACS steerable antenna 3 dB beamwidth must 
be kept clear of Space Station structural blockage. This means that the ACS high gain antennas 
should not be pointed within 15 degrees of obstructions. 
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TV. Conclusions 
In this study, the ACS antenna patterns were computed using the GTD technique in which the 
multipath interference from the Space Station structures was included. In order to check the numerical 
results obtained, a series of measurements have been carried out in the RF Anechoic Chamber of the 
NASA Johnson Space Center. Based on the results accomplished in this study, good agreement on 
experimental and computed results was obtained. The validity of the GTD modeling technique for 
ACS high gain antenna pattern predictions has been verified. 
The ACS antenna patterns with each major structure interference were computed using the GTD 
technique. For the worst interference cases, the diffraction from the nearest edge of the major 
structures was considered. The maximum ACS high gain antenna gain degradation, in the ±4° 
antenna boresight region, due to each major interference structure was given. 
The following conclusions, supported by measured and GTD computed results presented in this 
report, are offered. 
• The GTD modeling technique is capable of predicting the ACS antenna pattern, including 
multipath effects from Space Station structure, with reasonable accuracy. 
• In general, good agreement between measured and computed results is obtained in the antenna 
boresight region which is of primary interest. 
• The edge diffracted field is the primary source causing the interference around the antenna 
boresight direction, and in other directions, the interference is mainly due to reflection from 
structure surfaces. 
• If a ± 10 degree cone is used to protect the ACS high gain antenna boresight pattern, more 
than 1 dB gain loss may be expected. 
• If a ± 15 degree cone is used to protect the ACS high gain antenna boresight pattern, less than 
1 dB gain degradation is expected. 
• If no more than 0.5 dB gain degradation is desired, a ± 20 degree cone is required to protect 
the ACS high gain antenna boresight pattern. 
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Table 1: Maximum gain degradation in the an- 
tenna ±4° boresight region with various size cone 
protection. 
Cone RCS Module Thermal Radiator Solar Panel 
±0° 13.9 dB 10.1 dB 15.3 dB 
±5* 4.11 dB 4.3 dB 3.31 dB 
±10° 1.13 dB 1.13 dB 0.58 dB 
±15° 0.73 dB 0.81 dB 0.36 dB 
±20° 0.33 dB 0.35 dB 0.26 dB 
±25° 0.11 dB 0.21 dB 0.06 dB 
±30° 0.07 dB 0.09 dB 0.06 dB 
Positioner model li 
Flat metal Interference Plate: 
IKlX 14ft 
Figure 1:  The setup for the ACS antenna interference 
measurement using a 14-foot by 11-foot aluminum plate. 
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Figure 3: Predicted and measured patterns with a metal 
plate located 3 feet away from the antenna for the hard 
polarization case. 
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Figure 2: Predicted and measured patterns with a metal 
plate located 3 feet away from the antenna for the soft 
polarization case. 
-90.0 -45.0 0.0 45.0 
DEGREES 
Figure 4: Predicted and measured patterns with a metal 





Figure 5: Predicted and measured patterns with a metal 
plate located 5 feet away from the antenna for the hard 
polarization case. 
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Figure 8: Predicted and measured patterns with a dish 
antenna mockup located 7 feet away from the antenna 
for the soft polarization case. 
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Figure 6: The setup for the ACS antenna interference 
measurement using a 6.4 foot dish antenna mockup. 
Figure 9:  The new proposed ACS antenna locations. 
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Figure 7: Predicted and measured patterns with a dish 
antenna mockup located 6 feet away from the antenna 
for the soft polarization case. 
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Figure 10: Maximum antenna gain degradation in the 
±4" antenna boresight region due to each major inter- 
ference structure. 
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GEODESICS ON CONVEX SURFACES FOR A 
GTD/UTD PROGRAM 
P R Foster 
Microwave and Antenna Systems, UK 
ABSTRACT 
The radiation from a source in the presence of a convex surface can be found using GTD/UTD 
methods when the dimensions of the object are more than one or two wavelengths. The major 
problem is finding the geodesies on the surface along which the rays travel in the shadow and 
transition regions. The method adopted is based on the Runge-Kutta integration method and has 
high accuracy. 
1    Introduction 
The theory of diffraction from a smooth curved surface in a conducting material is well developed 
[1] and has been verified for many cases such as cylinders and composite ellipsoids. The problem 
in implementing such theory in a computer code is not the diffraction theory but the geometry of 
the geodesies. According to Fermat's principle, the ray path of a creeping ray on a surface is a 
geodesic and this geodesic must be found before the appropriate diffraction terms can be applied. 
The problem may be subdivided into several different classes as follows 
- both source and observation points on the curved surface 
- source off the surface and observation point on the surface 
- source on the surface and observation point off the surface 
- source and observation points off the surface 
The treatment in this paper deals with the last two cases, that is, the cases where the observation 
point is not on the surface. 
When the observation point is oft" the surface, the output ray from the surface which is at the 
end point of the geodesic must be tangential to the surface and be directed towards the observation 
point. Geodesies on cylinders and cones of elliptical cross-section can be found exactly by recourse 
to developable surfaces but difficulties arise with non-developable surfaces because general theories 
of geodesies do not include such boundary conditions. The inclusion of non-developable surfaces in 
a UTD program is essential if aircraft are to be modelled with accuracy. In particular, an aircraft 
fuselage can be modelled by use of a general ellipsoid. 
Various methods have been devised to find geodesies on non-developable surfaces. One method 
used by Burnside [2] involved applying the calculus of variations to the geodesic differential equa- 
tions. Because of the approximations involved, this does introduce increasing errors as the length 
404 
of the geodesic path is increased. Kim [3] subsequently developed a perturbation method which 
was checked against an exact solution. Further work at Ohio State University has been reported 
by Choi and Marhefka [4] in connection with bistatic scattering. Jha [5, 6] has dealt with the 
problem of geodesies when the source and observation points are on the surface. The solution is 
exact but involves the computation of elliptic integrals of the third kind which leads to very long 
runtimes. 
Initially, the inclusion of non-developable surfaces into ALDAS [7] was attempted by solving 
the problem in Cartesian coordinates [8] for a general ellipsoid described as 
(^)2 + (|)2 + (|)2 = l-0 (1) 
with A, B, and C as the semiaxes of the ellipsoid. The results were clearly inaccurate and 
a more ambitious project of writing a general set of routines for dealing with concave surfaces 
was undertaken. The method assumes that the surface can be described in terms of a parametric 
coordinate system and that geodesies terminate on a curve which can be determined from the 
geometry and the output ray direction. A 5th order Runge-Kutta solution is employed to find 
the geodesies starting from a point and terminating on the specified terminating curve. Since 
the initial directions of the geodesies are not known a priori, a preliminary search over all initial 
directions is carried out and all geodesies are found approximately. The true geodesies are then 
found by a second iterative search using the approximate initial geodesies. The use of the Runge- 
Kutta method allows the integration of all the required UTD parameters to be incorporated in the 
second step. It can be applied to sources on and off the surface as well as to near and farfield output 
points. Although the example of the general ellipsoid is used through this paper, the method can 
be applied to any surface where the equations can be set up in parametric form. 
2    Boundary Conditions for Geodesies 
To find any geodesic on a curved surface, initial and terminating conditions must be defined. 
2.1 Initial Condition 
When the source is on the surface, the source position, P (Figure 1), is the start point for the 
geodesic and the geodesic may leave the source in any tangential direction. The initial tangent can 
take any direction through 360.0 degrees in the plane of the local surface. 
When the source is off the surface, the geodesic starts at a point, Qi, on the shadow boundary 
illuminated by the source. Given the initial point, Qi, the initial tangential direction of the geodesic 
is defined as the unit vector from P to Q\. 
2.2 Terminating Condition 
An important part of finding the geodesies when the observation point, Q, is not on the surface is 
to determine the end point, Q%. If the observation point is treated as an illuminating point, the 
shadow boundary on the curved surface will define the points in space from which the ray may 
leave the surface tangentially towards the observation point. For the case of a general ellipsoid 
and a far-field output direction, this surface is a plane through the centre of the ellipsoid and 
with a normal direction to the plane defined by the output direction and semiaxes of the ellipsoid 
(Figure 2). For a composite ellipsoid which has different values of the semiaxis A for x < 0.0 and 
x > 0.0, two such planes must be defined. For a nearfield observation point, the shadow boundary 
can be found by a search based on the method described below for the geodesies. For 'distant' 
nearfield points and an ellipsoid, the shadow boundary is still a plane but, for more complex 
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surfaces and observation points near to the surface, the shadow boundary has to be defined as a 
set of points and fitted with a spline to find intermediate points. 
3    Finding the Geodesies 
It can be seen from Section 2 that some decisions as to method of finding the final geodesic have to 
be taken. Since the required geodesies cannot be found analytically but a search must be carried 
out, a method was evolved in which 36 rays at 10.0 degrees intervals round a circle centred on 
the source are examined and the characteristics of each geodesic found. Thus, there are 36 start 
directions from the source. When the source is on the surface, 36 tangential directions are used. 
When the source is off the surface, 36 tangential rays to the surface are found and the 36 tangential 
points, Qi, are found (Figure 1). All parameters are expressed as arrays of 36 variables related to 
the initial tangential directions. 
The geodesies which are defined as the shortest distance between two points on the surface, 
are found using a Runge-Kutta method based on tensor calculus [9]. The geodesic starts at a 
specified point with a specified tangential direction. A ray moves along this tangential direction to 
a new position where the distance is a minimum. The choice of parametric description of the path 
length, s, on the surface is important and it is essential that there is only one point on the surface 
for each parametric point. For an ellipsoid, suitable parameters are (9, $) which are related to the 
Cartesian coordinates by 
X = AsinOcosifi : Y = BsinSsin^ : Z = CcosO (2) 
The differentials, j|, ^4, |p, jA and ^i can be calculated using Christoffel symbols. 
They become extremely complicated and, for ease of handling, were generated for a general ellipsoid 
using a specially written Mathematica package [10] which output FORTRAN code. A fifth order 
Runge-Kutta solution with adaptive stepsize [11] is arranged to call up a subroutine to calculate 
the differentials at each new point. The adaptive control is within the Runge-Kutta operation but, 
in addition, each new point is checked for proximity to the output shadow boundary and the step 
size adjusted, if necessary. 
When each of the 36 trial geodesies reaches a point on the shadow boundary, the local vector 
tangent to the geodesic, f, is found and compared with the wanted output direction, R. The unit 
normal, Ü, and binormal, B, at the output point are found (Figure 3). The vector dot product, 
7 = R.B, will pass through zero when R and f are parallel. When the observation point is 
the nearfield, the output vector is variable according to the coordinates of the end point of the 
geodesic, Q2, and must be recalculated as the unit vector from Q% to Q for each geodesic. The 
wanted geodesies are those which result in a zero value for the quantity 7(a). The values of a 
corresponding to the wanted geodesies are those which correspond to a zero-crossing. Originally 
these values were determined by taking the nearest value of initial angle which might be 5.0 degrees 
away and a secondary search carried out using a sliding window which might take the computation 
of another 4 or 5 geodesies. A more (computationally) effective method is to spline fit 7(a) and 
determine the initial angles of the geodesies immediately. It is rarely necessary to compute each 
true geodesic more than once using this method although a search is in place should the value of 
7 not be sufficiently near zero. 
The true geodesies are then recalculated with the addition of the determination of two extra 
parameters, the length of the geodesic and f, the parameter required by the diffraction terms. The 
divergence for a particular geodesic is calculated by shifting the angle of the input tangent by 0.5 
degree and computing the change in the direction of the output tangent. 
406 
4 Results 
The technique has been applied extensively to general composite ellipsoids. Figure 4 shows all the 
geodesies from a point on the surface to a direction in the shadow region. The variation of the 
vector dot product, R.B, with input angle (Figure 5) provides the angular directions in which the 
wanted geodesies set off from the source point, P. Usually, there will be four geodesies but there 
are special geometries where up to eight geodesies may be present. Figure 5 contains six possible 
geodesies. Whether these all make a large contribution to the final radiation pattern depends on 
the length of the geodesic path and the radius of curvature along the path. A short path over the 
tip of an ellipsoid may be just as lossy as a long path over a section of large radius of curvature. 
The radiation patterns from a monopole on an ellipsoid (Figure 6) show a 'focussing' effect as 
the semi-axis, A, is increased so that the surface moves from a sphere to an elongated ellipsoid. 
Although the method has high accuracy, the runtime is longer than for an elliptical cylinder 
which is solved using a developable surface (Table 1). One reason for this is the need to operate 
in double precision for the computation of the geodesies. 
5 Conclusions 
A set of subroutines has been developed which will find the geodesies on a concave curved surface 
using a fifth order Runge-Kutta integration. In order to be sure that all relevant geodesies are 
found, an initial search is performed. Runtimes are increased substantially over modelling the 
structure as an elliptical cylinder but the accuracy is much higher. The method can be applied 
to sources on or off the surface and the observation point off the surface. A change of a single 
subroutine will enable other surfaces which can be parametrically described to be modelled. 
Table 1: Run times for monopole on ellipsoid. Times are for 720 angles on a 80386 machine (25 
MHz with co-processor) 
Modelled as Elliptical Cylinder 10.4 seconds 
Ellipsoid with one (shortest) geodesic 1870.0 seconds 
Ellipsoid with all geodesies 2760.0 seconds 
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Figure 1: 
Geometry of rays from a source point, P, on and off the surface. Q is the observation point. Qi 
is the initial point of the geodesic and Q2 is the final point. 
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Figure 2: 
The shadow plane on an ellipsoid for an output point, Q which is in the farfield. 
Figure 3: 
Vectors at output point, Q2, of geodesic from a source at P. T is the output tangent, N is the 
normal to the surface at Q^, B is the local binormal. R is the output direction. 
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Figure 4: 
Geodesies from a point, P, on an ellipsoid with semiaxes 7.5, 2.0, 2.5 metres. The output ray is 
in direction 8 = -60.0 degrees, <t> = -45.0 degrees. Rays 1 and 2 are the largest contributors. 
Figure 5: 
Variation of vector product, R . B with initial tangent angle, showing that six geodesies are 
possible. Output direction is 8 = -40.0 degrees, $ - 0-0 degrees. 
Antunn» Position (0.0,0.5,2.94) 
Ellipsoid semiaxes {10.0,2.5,3. 
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Figure 6: 
COMPARISON OF ELLIPSOIDS 
Microwave and Antenna Systems VI.251 
17-Jan-92    PHI =   0.0 DEGREES 14:04:04 
0 dB on this plot corresponds to 4.57 dBi 
- Sphere radius 3.0m 
-Ellipsoid 4, 2.5, 3m 
-Ellipsoid 10,2.5,3 m 
Frequency is  1.000 GHz 
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Investigating Electromagnetic Interference Using Symbolic Mathematical Software 
During the 1980's symbolic mathematics software has emerged from the laboratories 
and become readily available, not just on large mainframe systems, but at the 
desktop level. It is the applicability of these software packages for the practising EMC 
engineer that we wish to briefly investigate. 
Using a commercial package such as Mathematica, Macsyma, Derive, Maple, or 
Theorist completely symbolic representations of EMI problems can be developed 
and investigated. By looking into the logical structure of the equations that describe 
EMI geometries, the EMC engineer should be able to develop an intimate 
knowledge of EMI, it's causes, effects, and possible solutions. 
These general symbolic software packages also give the EMC engineer access to 
functionalities that more specific and directed software cannot. Typically, the 
commercially available packages allow both numerical and symbolic manipulation 
of equations. They allow importation of data gathered from experiment, giving the 
EMC engineer the ability to visualize the data from many different viewpoints. As 
an example, we here at CKC have been measuring the induced currents in ground 
planes illuminated by signals in the frequency range 30-1000 MHz. The software that 
we use has allowed us to perceive current structures that were not intuitively 
apparent We have also used the software to investigate the near field effects of thin 
v.-irc antennas in close proximity. Lastly, the software has been extensively used to 
develop EMI predictive methods for radiated emissions, radiated susceptibility, 
coupling through apertures, and crosstalk. 
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Numerical Techniques for EMI Source Modeling: A Review of Progress 
Todd H. Hubing 
University of Missouri-Rolla 
Rolla, Missouri 65401 
Abstract - This paper presents a review of recent progress towards using numerical modeling 
techniques to analyze sources of electromagnetic interference. 
Electromagnetic compatibility engineers have witnessed the revolutionary impact that numeri- 
cal electromagnetic modeling techniques have had in the fields of antenna engineering, microwave 
engineering, and magnetics. There is a great deal of interest in applying these same techniques to 
model sources of electromagnetic interference (EMI). Full-wave electromagnetic modeling of 
circuits and electronic systems could help to prevent unforeseen radiation and susceptibility 
problems, decrease product development time, and reduce the cost of meeting electromagnetic 
compatibility requirements. 
Unfortunately, even relatively simple sourcej of EMI can be very difficult to analyze using a 
numerical technique. For example, analyzing a simple printed circuit board configuration requires 
a numerical technique capable of modeling, 
• complex source geometries 
• dielectrics 
• thin metal surfaces 
• tightly coupled, electrically small conductors 
• thin, electrically long or resonant wires 
• unbounded geometries. 
In general, surface integral techniques such as the boundary element method have difficulty 
meeting the first three or four requirements. Finite methods such as the finite element method, 
FDTD, and TLM do not efficiently model large unbounded geometries or long wires. 
In a paper presented at the 7th Annual Review of Progress in Applied Computational Electro- 
magnetics [1], a very simple EMI source model was described. It consisted of a simple printed 
circuit board configuration with a partial metal enclosure and an attached cable. The EMI source 
model was a slightly modified version of the second canonical problem in The ACES Collection of 
Canonical Problems, Set 1 [2]. At that time neither the EMI source model nor the canonical problem 
could be analyzed using any existing numerical technique. Apparently, this is still true today. 
However significant progress has been made in a number of areas.   Major developments have 
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occuned relating to each of the five techniques described below. Numerical codes based on each 
of these techniques may play a significant role in EMI source modeling in the coming years. 
The Finite Element Method 
The finite element method is well-suited for modeling complex source geometries. Neverthe- 
less, the complexity of most EMI source configurations can be overwhelming even for a finite 
element model. Researchers at the University of Ottawa [3], the Naval Underwater Systems Center 
[4], and others have been working on the problem of matching the capabilities of finite element 
methods to the complexity of EMI source models. 
Two weaknesses of the finite element method have been vector parasites and problems modeling 
three-dimensional radiation problems. Perhaps the most significant development in the past year 
for finite element modelers was the publication of two papers by Paulsen and Lynch [5,6] that help 
code developers to understand and eliminate vector parasites. Thanks to this work, vector parasites 
can no longer be considered a major problem with the finite element method. One solution to the 
three-dimensional radiation modeling problem is the development of adequate three-dimensional 
infinite elements. This is an area of research that has received a lot of attention recently. Infinite 
elements were the subject of at least 7 papers at the 1991 IEEE Antennas and Propagation Society 
symposium. 
Method of Moments 
Three-dimensional moment method techniques have no trouble with far field radiation calcula- 
tions and they can usually model thin wires very effectively. In the past, they have not been effective 
for modeling complex source geometries with inhomogeneous dielectrics. Researchers at the T. J. 
Watson Research Center however, have overcome this limitation and are using a modified boundary 
element method to model EMI source configurations with volume dielectrics [7-9]. Their approach 
makes it possible to model a number of source configurations that previously defied numerical 
modeling. 
Finite Difference Time Domain 
Researchers at a number of institutions including Pennsylvania State University, MIT, and 
Digital Equipment Corporation [10] are applying FDTD to printed circuit card geometries. FDTD 
is a relatively young technique and a number of researchers are working on its development. An 
enhancement to FDTD known as the finite-volume time-domain method [11] eliminates the 
requirement of maintaining a uniform grid spacing. FDTD and FVTD are sure to play an important 
role in future attempts to model EMI source configurations. 
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Generalized Multipole Technique 
The Generalized Multipole Technique (GMT) is essentially a moment method with expansion 
functions that are analytic solutions of the fields generated by sources located some distance away 
from the surface where the boundary condition is being enforced. The expansion functions are 
spherical wave field solutions corresponding to multipole sources. By locating these sources away 
from the boundary, singularities on the boundary are avoided. There is little difference in the way 
dielectric and conducting boundaries are treated. Configurations with multiple dielectrics and 
conductors are more readily modeled by GMT than with other general purpose moment-method 
techniques. 
Researchers at the Swiss Federal Institute of Technology and other institutions have been making 
steady progress with this relatively new technique [12-14]. As new expansion functions are 
developed and introduced, the number of configurations that can be analyzed by this technique is 
growing rapidly. 
Hybrid Techniques 
A number of hybrid techniques that combine the features of two existing methods have been 
introduced in the past two years [ 15-24]. So far, none of them have been developed specifically for 
EMI source modeling and none of them are capable of modeling basic EMI source configurations 
like the canonical problem [2]. However, work is continuing. Hybrid techniques are certain to play 
a major role in future attempts to model sources of EMI. 
Summary 
Although many simple EMI source configurations still defy analysis by existing numerical 
codes, a lot of progress has been made just in the past year. New or enhanced finite element methods, 
moment methods, and FDTD techniques have been applied to basic printed circuit card geometries 
with some degree of success. The progress that has been made in the development of each of the 
techniques described above indicates that codes based on these techniques will ultimately be used 
to analyze a variety of EMI source configurations. 
Given the current rate of progress, it is very possible that by next year there will be one or more 
codes that are able to model the second canonical problem in the ACES Collection of Canonical 
Problems, Set 1. Any code with this capability will be a valuable tool for electromagnetic 
compatibility engineers and is likely to have a tremendous impact in this field. 
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E3 MODELING AND SIMULATION TOOL 
David P. Millard, Jimmy A. Woody and Ralph M. Herkert 
Georgia Tech Research Institute 
Georgia Institute of Technology 




Due to the changing world and military environment, weapon system platforms are 
in a constant state of transition. Modern military platforms are designed to employ complex 
systems and electronic devices (i.e., communications-electronics (C-E), radars, jammers, etc.) 
which utilize much of the electromagnetic (EM) spectrum. The electromagnetic envi- 
ronment (EME) to which these platforms will be subjected is very complex and can contain 
emitters (both friendly and hostile) which generate field strengths capable of causing adverse 
electromagnetic environmental effects (E3). In addition, use of the platform's electronics 
can create E3 problems for other friendly platforms attempting to use the EM spectrum. 
Thus a sophisticated weapon systems may be of little value if its capability is degraded by 
adverse E . 
DISCUSSION 
To mitigate adverse E3 DoD Directive 3222.3, "Electromagnetic Compatibility (EMC) 
Program," states 
"adherence by all DoD components to all EMC standards and specifications shall be 
mandatory for the applicable operational C-E equipments, subsystems, and systems 
unless duly waived."; and 
MIL-E-6051, "Electromagnetic Compatibility Requirements, Systems," states 
"Program Managers shall ensure electromagnetic compatibility (EMC) of their 
airborne systems and subsystems." 
To ensure platform EMC a program manager and design engineers must have the tools and 
resources to model, simulate, analyze and control E3. To reduce cost and increase reliability 
and maintainability (R&M), E3 modeling and simulation (M&S) should be performed during 
each phase of the platform's life cycle from concept to deployment. Also, as the E 
simulation is exercised it will provide feedback to the engineer to improve the overall E3 
design thereby improving the overall outcome of the simulation (war fighting capability). 
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Computer-based M&S offers the only cost effective way to improve weapons platform E3 
in a complex joint or special mission scenario. The E3 M&S databases then become a 
source of data for the E3 history (similar to that maintained by an EMC Advisor Board 
(EMCAB)) of the platform and will be a source of high fidelity component and platform 
E3 data for larger simulations. An E3 M&S tool which meets these requirements has been 
designed and specified by the Georgia Tech Research Institute (GTRI) and is called the 
Georgia Tech Configuration Analysis Program (GTCAP) [1-4]. GTCAP is a modular E3 
M&S tool which utilizes relational databases (Oracle) in a framework implementation. It 
is menu and list directed, has a graphical user interface (GUI), and contains default input 
values based on specifications. GTCAP is designed to operate on PC-based machines under 
several operating systems. 
METHODOLOGY 
An E3 problem can be classified in several categories based on the MIL-STD-461 
types of tests. These classifications are radiated emissions (RE), radiated susceptibility (RS), 
conducted emissions (CE) and conducted susceptibilities (CS). E3 problems arise in systems 
when an unwanted interaction takes place between an emission (defined here as a source 
EM field) and a susceptible system. To analyze and solve the problems created by these 
unwanted interactions, knowledge and data of a system's emissions and susceptibilities 
(E&S) and a valid computational technique are required. Typically system level E3 
problems are analyzed (approached) in the order given in Table 1. 
Table 1. E3 Problems and Solution Methods. 




Tx-Rx AACIM, IEMCAP 
computer solutions to EFIE 




box to box via cable specification, table look-up, 
measured data 
EMI margin 
field to wire, 
apertures 
heuristic, neural network EMI margin 
wire or aperture to 
field 
heuristic, neural network EMI margin 
419 
The front-door coupling (RE/RS) problem is the classical EMI problem for 
communications and radar systems where the spectrum use by several systems must be de- 
conflicted. This problem involves computing the transmitter emission spectrum 
(fundamental and harmonics) and the receiver tuning spectrum (fundamental and spurious 
responses). The computation which determines how much of the transmitter's energy is 
input to the receiver's detector circuits must account for the transmit and receive antenna 
factors and the attenuation over the coupling path. This computation must include in-band 
and out-of-band frequencies. Usually the data for in-band frequency calculations is known; 
however, the out-of-band frequency data is usually not available and assumptions will have 
to be made. Several system level EM codes are available for solving this problem: they 
include AACIM, IEMCAP and AAPG. 
The conducted interference problem (CE/CS - box-to-box via cable) is another 
classical EMI problem which is usually addressed while designing the interfaces between 
equipment in the system. The straightforward method of analyzing this type of problem is 
to use the actual measured data for each system or, in leu of test data, to use the military 
standard specifications as the CE and CS limits. Using this approach the system interfaces 
can be designed/hardened (filters, etc.) to mitigate any unwanted interference. Typically 
internal circuit data and descriptions are not available to the E3 analyst and therefore 
SPICE type analyses cannot be performed to produce CE and CS data to solve this problem. 
The field-to-wire or field-to-apertures and the wire- or aperture-to-field radiation 
problems are hard to solve algorithmically and therefore lend themselves to heuristic 
solutions. A method is needed that can solve the configuration E3 problem based on past 
experience and knowledge of the technology of the systems on the platform. Neural- 
networks using back propagation techniques have been used to solve problems with many 
parameters that would be computationally very intensive if an exact numerical algorithm was 
used to solve the problem. If "good" and "bad" configurations (from an E3 sense) were used 
to "teach" a neural network, it may be possible for the network to learn [5] to "solve" an 
problem. The combination of analytical and heurisitic algorithms could be utilized in a 
CAE program to rapidly analyze configurations to determine whether they are 
electromagnetically compatible. 
CONFIGURATION ANALYSIS PROGRAM 
The general structure of the GTCAP CAE software is shown in Figure 1. A modular 
software structure is used which includes all required inputs and outputs for module-to-mod- 
ule communication, and the software is programmed to DOD-STD-2167 [6]. The major 
modules include the User Interface Module (UIM), the Platform Evaluation Module 
















I   CODE I/O    J 
MEASURES OF 
MISSION 






llllO [tOUIPMEwT] f   MISSEN ^) 
The UIM is the program "ex- 
ecutive" which provides the interface 
between the GTCAP operator and the 
PEM. The logic for the UIM and 
GTCAP analysis process is shown in 
Figure 2. The UIM allows the operator 
to (1) select the platform and the work 
order (WO) being implemented; (2) 
position the equipment on the platform; 
(3) compute and store the equipment 
position and orientation in a database; 
and (4) set-up the evaluation scenario 
by selecting the mode (baseline without 
interference, intersystem, or platform 
with external EME), the equipment and 
the platform operation/mission. After 
the E3 evaluation is complete, the UIM 
generates the analysis reports. It then 
permits the operator to reiterate the 
configuration/analysis process. A typi- 
cal GUI screen for the UIM is shown in 
Figure 3. 
m  nrw •   ii J u *u irr»*    Figure 1 GTCAP Software Structure. The PEM is called by the UIM 
to perform the E3 evaluation of the 
platform configuration defined in the platform configuration database. The PEM uses the 
electromagnetic interference (EMI) module to compute the intra-platform coupling and 
perform E3 analyses of the configuration. The PEM also uses the mission module to 
compute the coupling of external emitters to on-board antennas and perform 
electromagnetic vulnerability (EMV) predictions. 
The MOP evaluation modules utilize intersystem and inter-platform E3 analysis 
results from the PEM to determine the degradation in the MOP's on the platform. Each 
system (Flight Control, Communications, Navigation, Electronic Warfare, Radar, 
Electro/Optic) has its own MOP evaluation module, EMI database and MOP database. 
GTCAP utilizes large databases generated off-line. These databases include: the 
platform structure descriptors, the electromagnetic MOP, platform graphics based on 
NASTRAN finite element models (FEM), equipment EMI parameters, and platform 
operations/mission descriptors. The equipment EMI and MOP databases, which are critical 
to the E3 evaluation of the platform, must be constructed from EMI and EMV test results 
or generated through analyses. The MOP databases are generated by the various system 
specialists in collaboration with E3 engineers. Where actual EMI test data or analysis results 
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and are used as default data. All 
database entry and update screens are 
designed to accommodate off-line 
database management. 
PLATFORM EVALUATION MODULE 
The PEM is the E3 engineering 
core of GTCAP. Its purpose is to direct 
the E3 evaluation of the electronics for 
various platform configurations in a 
defined EME. The PEM saves the E3 
results for each evaluated equipment 
and provides a matrix of intersystem 
EMI interaction between equipment. 
The PEM obtains, from the 
appropriate databases: (1) the platform 
configuration, (2) the selected analysis 
mode, and (3) the created equipment 
list. The PEM uses the EMI module to 
perform the EMI analysis and uses the 
mission module to define the EME 
produced by external emitters and to 
determine the active equipment list for specific mission segments. The PEM relies on each 
of the equipment MOP modules to determine the amount of degradation (adverse E3) 
caused by on-board and external emitters. 
EMI MODULE 
The EMI Module is used to compute the intersystem coupling, "quick look" EMI 
margins, and the EM susceptibility assessment for the platform. The on-board, intersystem 
EME is defined by the radiated and conducted emissions of the equipment on the platform. 
The external inter-platform EME is defined by emitters external to the platform. The 
primary EMI assessment codes utilized in the EMI module include: 
AACIM     - Antenna-to-Antenna Coupling Interference Model (GTRI Intrasystem EMI 
Analysis Program) 
GEMACS - Generalized Electromagnetic Model for the Analysis of Complex Systems 
IEMCAP   - Intrasystem Electromagnetic Compatibility Analysis Program 
BSC - Basic Scattering Code 
AAPG        - Aircraft inter-Antenna Propagation with Graphics 
Figure  2    GTCAP Analysis  Process 
Flow Diagram. 
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GTCAP> H-53 SELECTED 
GTCAP> SPECIFY TAIL NUMBER 
GTCAP> TAIL NUMBER TNI 87653 SELECTED 
GTCAP> 
Figure 3 Typical GUI Screen. 
GTCAP uses these codes, unmodified, to compute antenna-to-antenna coupling, antenna 
patterns of on-board antennas, and box-to-box, box-to-cable and cable-to-cable coupling 
internal to the platform. In addition GTCAP utilizes AACIM for quick look antenna-to- 
antenna coupling analyses and frequency culls. 
ANALYSIS APPROACH 
Equipment/system EMI parameters and MOP data together with EM coupling data 
form the basis for E3 analyses and EMI margin calculations. The EMI Module accesses the 
EMI and MOP databases and calculates the EM coupling. First-order approximations of 
the effects of frequency, pulse width, and pulse repetition frequency (PRF) are assumed. 
EM energy can couple to a system through one or more system ports of entry 
(POE's) [8]. POE's are grouped into two separate categories: front-door and back-door. 
From an analysis perspective, front-door paths are better characterized in terms of coupling 
to the POE. Front-door coupling is further subdivided into in-band and out-of-band cases. 
In-band coupling tends to be more straightforward to analyze than out-of-band coupling both 
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in terms of the interaction of the incident EM radiation with the antenna or sensor and the 
propagation of the coupled energy to a potentially susceptible component. 
Solving EM coupling problems and performing an EMI analysis using computer 
codes can be an overwhelming task. To compute the coupling from a source (transmitter) 
to a receptor (receiver) the output level of the transmitter must be known. Then the cable 
loss between the transmitter and its antenna; the antenna gain; the coupling path loss; the 
receive antenna gain; and the cable loss to the receiver must be calculated. These factors 
must then be appropriately combined to calculate the EM coupling. Both in-band and 
out-of-band effects must be included. 
The back-door coupling problem analysis will require that the EMI module compare 
specification, table look-up or measured data, or apply a heuristic algorithm. The EMI 
module will use the "lessons learned" database and the equipment database as the source 
of information and knowledge with which to define the parameters of the algorithms. 
The EMI module also permits frequency and/or amplitude culls such that baseline 
"quick look" E3 analyses may be initially performed. It also has the ability to perform trade- 
off analyses by comparing the EMI margins of the current configuration with that of a 
previously evaluated system. Finally, the EMI module permits tailoring of EMI limits to 
increase or decrease MIL-STD-461 limits to reflect the expected operational EME. 
EMI CODE SELECTION 
The various EM codes utilized in the EMI module can calculate various parts of the 
E3 analysis problem. Since there are multiple codes to choose from, selection criteria must 
be established so that the correct EMI code for the particular problem is used. This 
selection criteria must reflect the input data available depending on the life-cycle phase, the 
transmit and receive frequencies of the equipment, the relative size of the platform in wave 
lengths, and whether the coupling is internal or external to the platform. Also the required 
input data to each of these codes is different and the amount of data is large. The data 
must provide an EM platform structural description, the equipment configuration, and the 
equipment EMI parameters. GTCAP utilizes an expert system process to select the 
appropriate EMI code and structures the input data in a proper format to accurately execute 
the code. The logic of the code selection process is based on the parametrics of each EM 
code and information contained in the "lessons learned" database. GTCAP's EM Codes 
Parameter Matrix contains a complete set of parameters for each of the EM codes in 
GTCAP and input data vectors are mapped into the GTCAP database. 
Heuristic E3 analysis based on back-propagation neural-network (BPNN) algorithms 
is not a new concept [9]. However, unlike the previous work which used artificial 
intelligence (AI) knowledge techniques the BPNN knowledge lies in its inter-connections 
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and their associated weights [5] 
and not in the "rules" of an 
expert system. Thus a BPNN E3 
analysis would be driven by the 
"activation" that passes from the 
input of the BPNN to the output 
of the BPNN. An E3 BPNN is 
shown in Figure 4. The inputs to 
the algorithm would be the 
configurations (databases) of the 
system under analysis and the 
outputs of the algorithm would 
be the expected EMI margins. 
Using existing databases and 
"lessons learned" from knowledge 
of experts, ongoing analysis and 
measurements, it may be 
possible to construct an E3 
BPNN and have it learn to predict EMI 
OUTPUT ( EMI MARGINS ) 
INPUTS ( CONFIGURATION DATA ) 
Figure 4    E3 BPNN. 
CONCLUSIONS 
GTCAP, an E3 Modeling and Simulation tool, provides the integration of existing 
E3 models and databases into a cost effective means of evaluating the E3 design of an 
electronics platform throughout the life cycle of that platform. This tool can be used to 
evaluate new technologies, tactics and systems, and it will generate high fidelity inputs for 
more complex simulations. GTCAP utilizes existing EM codes to minimize the development 
effort, thereby, resulting in a standard product which utilizes EM codes already developed. 
Experience has shown that "designing in" EMC from the start is significantly more cost 
effective than fixing E3 problems in implemented plans or in deployed systems. 
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ABSTRACT 
M s electronic system complexity increases, the 
ZM design and analysis tools must keep pace. In the 
JL Ä. mechanics, structures, and fluids worlds, design 
software such as finite element analysis (FEA) have 
become common place in the designers tool kit. In elec- 
tronic circuit design, programs such as SPICE* are 
mature tools used in everythingfiromfilter construction to 
VLSflmodelling. In the world of electromagnetics (EM) 
such analysis tools are still in their infancy. Electromag- 
netic Compatibility (EMC) analysis is primarily limited 
to the analysis of simple circuits or measurements of a 
completed design. Few reliable methods exist to predict 
the EMC of a complex system or or group of systems, such 
as a shipboard compartment, before it leaves the design- 
ers' desk. Powerful electromagnetic software is now be- 
coming available. Programs such as ElectroMagnetic 
Analysis System (EMAS) and Numerical Electromag- 
netic Code (NEC) are potentially capable of analyzing 
the complex electromagnetic environment surrounding 
modern shipboard electronic systems and/or antennas. 
This paper discusses the use of EMAS and NEC programs 
as below deck/compartmental EMC predictive tools. 
communications systems. The majority of the below 
deck electromagnetic interference (EMI) problems found 
in the fleet today are caused by low frequency magnetic 
fields which typically are harmonics of the 60and400Hz 
shipboard powerline. These EMI sources can have a 
significant effect on the performance of sonar, combat, 
control, and communication (particularly VLF) systems. 
The powerline related harmonics show up as structure 
currents that are flowing on cables and as well as the ship's 
ground plane, and magnetic fields that are radiated 
within all equipment spaces. Past EMC Technology Base 
efforts developed an EMC program to predict the com- 
patibility of below-decks equipment spaces. This pro- 
gram was useful to predict coupling between various 
EMI sources and shipboard susceptors. However, this 
program could not analyze the complex EM interactions 
that occur between the EMI sources and the surrounding 
physical structure. The ability to consider the EM char- 
acteristics, physical location and the material properties 
of EMI sources and susceptors is inherent in programs 
such as NEC and EMAS. 
INTRODUCTION 
BACKGROUND 
At the Naval Undersea Warfare Center (NUWC), 
the EMC Branch of the Submarine Electromagnetics 
Systems Department is continually seeking new methods 
to maintain and improve the EMC posture of electronic 
and electrical equipment installed aboard submarines 
and surface ships. This EMC effort involves everything 
from the actual on-board improvement of existing sys- 
tems to assisting in the development of new combat and 
*      SPICE: Simulation P_rogram with Integrated Circuit Emphasis 
t      VLSI: Yery Large Scale Integration .-^ 
Present Technology 
Most EMC analysis accomplished today is performed 
on an individual source-to-victim (radiator-to-susceptor) 
basis, where the EMC engineer analyzes the interaction 
between one device and another. EMi sources are typi- 
cally modelled using simple discrete models, such as a 
wire over a ground plane or a powerline transformer. At 
NUWC, the EMC Branch's present capability uses such 
models to predict inter-component EMC within any 
group of equipments. By using various analytical and/or 
empirical models the program predicts the effect that the 
radiation of one equipment and will have on the suscep- 
tibility of another equipment. It then develops an "EMC 
protective margin" value, as a function of frequency, 
indicating the probability that EMI will exist. If an EMC 
problem is predicted, the user may then employ tradi- 
tional EMI reduction techniques, such as separating the 
source and/or the susceptors or adding shielding materi- 
als over the source or the susceptor. The analysis can then 
be re-run to evaluate the success of the changes. 
This (existing) VAX based EMC analysis and predic- 
tive capability will not predict the effect of correlated 
noise ( i.e., multiple sources ) or the effect of transient 
EMI sources. Nor will it account for the inter-active 
presence of magnetic or conductive materials within the 
vicinity of the EMC model area (e.g.,within the compart- 
ment or within the equipment). 
Benefits of Finite Element Analysis 
The limitations cited above for the VAX based pre- 
dictiveprogram can be eliminated by using finite element 
methods. The power of the finite element method is in its 
ability to consider the EM presence of all material prop- 
erties (linear and non-linear), and their specific physical 
locations in a precise model of the EM environment. For 
example, a wire over a ground plane, are typically repre- 
sented by "free space" models. Introducing an instru- 
ment to measure the radiation from such a wire slightly 
changes the radiation, introducing a small error into the 
measurement. A finite element model can include the 
measuring device in the model, thus providing a more 
accurate prediction. In a very real sense, this describes an 
EMC model where the EMI source corresponds to the 
wire over the ground plane, and the measuring device is 
the susceptible equipment. 
magnetic radiation from a wire over aground plane, and 
from a simple coaxial cable. In general, when the pre- 
dicted results of these simple sources agrees with the "text 
book" solutions, the complexity of the model can then be 
increased. For example, if the modeled field within a coax 
matches the text book prediction it is time to try a wire 
in a rectangular box, then one could proceed to model a 
wire suspended in an infinitely long room, etc. By 
increasing the complexity of the model, while continu- 
ously checking the prediction with the theoretical ex- 
pected results, the user can begin to understand the 
limitations of the analysis capability. 
NEC 
NEC was developed by the Lawrence Livermore 
Laboratories, et.al., and performs it's EM analysis using 
the Method of Moments technique to solve the integral 
equations for the currents induced by sources or incident 
fields. NEC is best suited to "unbounded" systems such 
as antennas in open sites. NEC allows structures such as 
ground planes to be added. However, it is not intended 
to resolve " bo unded" problems such as below-deck eq uip- 
ment spaces which have metallic walls. Its general use is 
for far field and near field radiation patterns for antennas. 
EMAS 
EMAS solves Maxwell's equations using a kernel 
based on the popular NASTRAN code. As a finite 
element code the boundaries of the model must be 
defined. This makes EMAS well suited to analyzing 
enclosed systems such as shipboard equipment spaces 
which are bounded by metallic walls. 
METHOD OF ANALYSIS 
The primary thrust of this the NUWC effort was to 
evaluate the feasibility of using sophisticated FEA meth- 
ods to predict compartmental EMC. The path to this 
goal included a research study of available technologies, 
as well as performing several "text book" analyses. The 
method ofmoments (MOM) technique used in Numeri- 
cal Electromagnetic Code (NEC) is popular in the Navy 
for analyzing antenna systems. NEC was chosen as the 
alternate technology to be investigated. EMAS, by 
McNeal-Schwendler Corp., was determined to be one of 
the more capable finite element code available at this 
time. EMAS is a generalized FEA program which is not 
limited to specific applications. The user can specify the 
elements and grids to possess any material characteristic, 
load, constraint, boundary condition, etc. 
Using these two codes, EMAS and NEC, several 
basic EMC problems were analyzed. This included the 
RESULTS 
Because most below decks EMC problems tend to be 
"bounded" in some form by either the metallic sides of an 
equipment cabinet or the metallic walls of a shipboard 
equipment space, finite element methods were deter- 
mined to be more suitable for analyzing these type of 
EMC problems. Therefore, EMAS was determined to be 
a better choice than NEC for the particular conditions 
described. 
The simple test cases started with a basic coax cable 
(a single conductor in a circular shield), and a single wire 
within a square shield. When these were verified to agree 
with the text book theoretical values, several complexities 
were then introduced to the models, such as parallel wires 
and a wire over a ground plane. When the results of these 
two predictions matched the theoretical values it was 
believed a simple "EMC" situation could then be tested. 
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For our derailed compartmental EMC analysis a 
rectangular shielded room with two equipment cabinets 
was modeled. The EMI source was a single currenr 
carrying conductor suspended below the ceiling similar 
to a common mode current flowing in a cableway. One 
of the cabinets was modeled as a dual CRT display 
console, made from aluminum, that has its two CRT 
openings shielded with high permeability materials. Such 
display consoles are common in Navy sonar and combat 
systems. The other cabinet is a typical data processing 
cabinet made of aluminum with no penetrations or 
apertures. To illustrate the location of model compo- 
nents, figure (1) was developed as a simple 2D mesh of 
the equipment space showing the common mode current 
source with an outline of the two cabinets. The figure (2) 
magnetic field contours are the results obtained after FEA 
analysis and processing of this problem. Figure (2) shows 
high magnitude magnetic fields in front of the video 
display opening and also near the high permeability CRT 
shields. The other cabinet shows magnetic field contour 
lines that do not have smooth transitions between adja- 
cent elements. In both cases there is a high falloff across 
one element. This falloffoccurs at the boundary between 
the air and the metal. Intuitively, this leads to the 
conclusion that the mesh is too course at the boundary. 
Figure (3) shows the results after the same equipment 
space was re-meshed to improve the detail in special 
areas. This produced "better" results without the large 
falloff across single elements. The difference between 
figures (2) and (3) is that figure (3) has a finer mesh. The 
two CRT's in figure (3) are meshed differendy. The 
lower CRT shield has an intermediate mesh. Figure (4) 
is a close up of a similar mesh showing high level fields 
remaining near the CRT shield. Figure (5) is a close up 
of the optimized mesh around the upper CRT. This 
mesh includes a narrow element of air surrounding all the 
metallic elements making up the upper CRT shield. This 
one millimeter wide element permits all the falloff to 
occur at the surface of the metal. Figure (6) illustrates the 
results of the optimized mesh of figure (5). 
The meshing, and re-meshing iterations show how 
difficult and complex the problem can become to accu- 
rately predict the magnetic field levels in a given region. 
The complexity of the problem is further compounded 
with a 3D model. 
The following EMC related observations are noted 
for this room configuration and problem: 
a. Although the data processing aluminum cabinet 
does not have a high permeability, it electromag- 
netically shades the area to the left and behind the 
cabinet. This produces an EM quiet area that 
may be useful to route sensitive cables or to locate 
sensitive equipment. 
b. As expected, the area around the hi-permeabil ity 
CRT shields concentrate the magnetic flux. At a 
compartmental level it may be possible to pro- 
duce low flux areas within a compartment by 
routing hi-permeability materials away from the 
desired "quiet areas". This flux collection con- 
cept could also help within any specific equip- 
ment. 
LESSONS LEARNED 
The above models demonstrated the vast potential of 
utilizing FEA techniques to assist in EMC design. How- 
ever, what was learned about the technology is of more 
interest. The lessons learned should be incorporated to 
make future versions of FEA a truly usable tool for the 
EMC engineer. The technology is at the point where the 
user must be an expert in creating the FEA model as well 
as an expert in EMC. The man-machine interface will 
have to be simplified before FEA can become a tool for 
non-EMC designers. 
Geometry And Material Concerns 
The detail of the geometric configuration and de- 
scription of the material characteristics are critical in any 
finite element analysis. The geometry is the physical 
layout of the design to be analyzed. In an equipment this 
is the location of components and case materials, in an 
equipment space it is the location of equipments, cables, 
and surrounding structure. All passive and active ele- 
ments that may effect the electromagnetic environment 
must be represented with their appropriate conductivi- 
ties, permeabilities and permittivities. 
PROBLEMS RELATING TO GEOMETRY AND MATERIALS 
EMI problems are a complex interaction between 
current flowing through wires and radiation in the air. 
These interactions happen over three dimensions. Even 
in a sparse equipment space, defining the geometry in 3D 
can be very complex. Cables running between cabinets 
typically follow a convoluted path. At present, the soft- 
ware interface for FEA graphics generation is rudimen- 
tary. Although it is acceptable for creating 2D models, it 
is barely usable for anything but the simplest 3D geom- 
etries. Also inherent in applying FEA to EMC design, is 
being able to test and then modify a model. If an initial 
design is unacceptable, redefining the geometry of the 
model must not be a major undertaking, otherwise FEA 
will not be used as a tool. 
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SOLUTIONS RELATING TO GEOMETRY AND MATERIALS 
In some situations, the quickest and easiest method 
of analyzing a design for EMC is to simplify it to a two 
dimensional model. When possible a 2D model can 
provide the required data far quicker than a 3D model. 
Candidate designs for 2D modeling possess a high degree 
of axial symmetry, or infinitely long and straight geom- 
etry. For example, a Helmholtz coil, or shipboard cable- 
ways have inherent 2D geometry. 
Obviously most system designs are not symmetrical 
or inherently 2D over their length complete length or 
volume. The more complex 3D designs will require a 
system such as a solids modeler to efficiently create and 
modify the geometry of their model. A solids modeler 
manipulates volumes of material in a fully 3D environ- 
ment. More investigation of the presently available tech- 
nology is required to determine its' suitability to the 
FEA/EMC design problem. 
Mesh Concerns 
The actual FEA model is a "mesh" of "elements." The 
elements contain the definitions of material properties 
within the model. The mesh provides the inter-connec- 
tions with the grid points where the FEA results ate 
calculated. The accuracy of the FEA model analysis is 
dependant on the spacing of the grid points, as well as the 
interpolation and shape functions of the elements. 
PROBLEMS RELATING TO MESHING 
The easiest means to high accuracy is to create a very 
fine mesh, however, this is rarely practical. More points 
means more calculation time. With 3D models, the 
calculation time can quickly gtow beyond reasonable 
computer resources. Core memory size, CPU speed, and 
computation time are all limiting values to the size and 
complexity of the model. Cate must be taken to optimize 
the mesh such that the number of grid points is kept to 
the minimum value which does not reduce the desired 
accuracy. This is not necessarily as simple as it sounds. 
For example, the EM field is changed by the presence of 
different materials. The boundary between two materials 
exhibit discontinuities in electrical properties, which 
produce discontinuities of the field vectors and can 
produce sharp changes in field levels. A poorly meshed 
model will at best produce highly deceiving results and at 
worst produce results that are just plain wrong. Proper 
meshing requires some prior knowledge of what the 
results are expected to be. 
A popular FEA term is "automatic meshing." Auto- 
matic meshing is somewhat of a misnomer. It does not 
mean that once a geometry is defined one need only sit 
back and wait for it to be meshed. Automatic meshing 
will create a mesh for a given region, but the user must 
indicate the region and specify the number of grid points 
on the boundaries of that region required for a given 
accuracy. Furthermore, the user must assure that the grid 
boundaries of any two contiguous regions match per- 
fectly. Unlike the FEA model for structural analysis, an 
EM model must include the air between various compo- 
nents. With a complex geometry, the air is often the most 
complex region to mesh. Because the EMC designer is 
often interested in the EM field produced by an equip- 
ment, it is essential that the air is properly meshed. 
SOLUTIONS RELATING TO MESHING 
Like the problem with geometry, meshing is much 
easier when a 2D analysis can be implemented. When a 
3D model is required there are not many alternatives. 
There has been some development of automatic mesh 
refinement. If EMAS detects too great a fall-off over an 
element, automatic mesh refinement will subdivide the 
offending element until an acceptable accuracy has been 
achieved. This ability should assist in the meshing pro- 
cess however, if the model starts with a poor initial mesh, 
the refinement may produce a unacceptably large num- 
ber of new elements, making the analysis run time 
extremely long. 
Often, a design has components that are used several 
times or that are used repeatedly in other designs. CAD 
programs typically offer a means to define symbols or 
macros so that these repeated elements need only be 
defined once. FEA may offer a similar capability with 
"super-elements". Super-elements are a group of pre- 
defined elements with their solution matrix already solved. 
When incorporated in a model, all that remains is the 
residual, or the interface with the super-element. It is 
important to note that the mesh of the model must match 
perfectly with that of the super-element. Super-elements 
may provide a means to simplify the development of 
models with repeated components, however, some stan- 
dardized mesh interface would have to be developed to 
make their use practical. 
One possible technique would be to incorporate an 
expert system front end on an automatic mesher. Such a 
front end would know when a fine mesh is required 
around a high permeability material and or when a 
coarser mesh will suffice. The analysis would then be 
done and the mesh would be evaluated. The expert 
system would automatically optimize the regions it sus- 
pects as being in error, and re-run the analysis until 
reasonable results are achieved. This system which could 
accept any geometry and would ideally return an opti- 
mized mesh. 
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Complexity of the Model APPLICABILITY OF FEA TO EMC 
Even if the above geometry and meshing problems 
become trivial, analysis of a complex model may still not 
be practical when using a VAX or equivalent. In fact, if 
a 3D compartmental problem included all of the EMI 
sources and susceptors within a typical shipboard room, 
even a super computer may not be able to process the 
data. Most FEA programs permit an unlimited number 
of elements. But if the model has many elements, the time 
to perform the analysis maybe impractical and costly, and 
may exceed the resources of any state of the art comput- 
ing system. Therefore, there are potentially practical 
limitations on the FEA/EMC analysis. 
There is great potential for FEA to assist in the EMC 
design of complex systems. Presendy FEA should be able 
to assist a designer understand the EMC character of 
systems that can be modeled in 2D. Theoretically, FEA 
can solve virtually any problem involving Maxwell's 
equations. However, to make analysis of complex 3D 
systems practical will require further refinement in the 
tools available to the EMC specialist. The capability of 
the present FEA technology encourages its use where no 
other EMC tool can hope to provide an answer. Presently 
no other EMC tool is available that can take into account 
surrounding structure as readily as FEA. 
PROBLEMS RELATING TO MODEL COMPLEXITY 
Many problems can not be simplified to a 2D case. 
No research has been done to determine how much detail 
is required to accurately analyze typical EMI problems. 
What level of detail is necessary to describe a model of a 
magnetic field produced by a structure current? When a 
source such as a current is introduced to an element, such 
as a copper wire in an FEA model, the copper is con- 
strained to carry that level of current. If more current is 
coupled on to the wire, the source forces the current to 
maintain the original source level. Therefore, a wire that 
is defined as a source cannot be used as both a susceptor 
and an emitter. A more complex model is required. The 
source must be constrained at a point were there is no 
chance it would also aa as a significant receiver. A twisted 
pair cable may require hundreds or thousands of ele- 
ments per foot to accurately model it. A simple means of 
modeling a twisted pair so that it can be both a common 
mode and differential mode source and receiver is re- 
quired. 
SOLUTIONS RELATING TO MODEL COMPLEXITY 
Some means of simplifying typical EMI sources and 
receivers must be developed. Super-elements may pro- 
vide one simplification, however super-elements do not 
significantly reduce the complexity of the model. The 
amount of work required to create and solve the problem 
is reduced, but all the complexity is still there and must 
be solved at some point. 
One possible solution would require the develop- 
ment of a new source type. This source should not 
constrain the element but would describe an initial 
condition that is subject to change by the surrounding 
elements. A twisted pair could then be defined to carry a 
given differential mode current and still be able to have 
a common mode current coupled onto it. A library of 




Without a doubt, EMC designers of the future will 
use FEA methods to predict EMI. How soon it becomes 
a practical tool depends to a large extent on the input the 
FEA industry receives from the EMC community. The 
limitations of FEA to EMC are not unique to EMC. A 
solution that helps the EMC designer running EMAS 
would certainly assist (in some form) the structural 
designer running NASTRAN. The only way to assure 
that these solutions are developed is by continued dialog 
between the EMC and FEA communities. The Navy 
systems of the future are going to be more sensitive, 
packaged closer together, and are expected to be more 
susceptible to a variety of new EMI sources. The tools to 
ensure EMC in the complex systems of the future must 
be developed today. FEA can be one of those tools. 
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Figure 1: Initial coarse 2D mesh of a multi-cabinet compartment with a common-mode EMI source 
mwm 
Figure 2: Low frequency magnetic field contours for a bounded metallic compartmental analyis using the 
above coarse 2D mesh, higher fields are lighter shades 
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Figure 3: The same room as figures (1) and (2) but, using a fine mesh on both Equipment 1 and the upper 
CRT, and an intermediate mesh on the lower CRT 
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Figure 4: Close up intermediate mesh on the lower CRT, Note the high field around the CRT shield due to a 
large falloff across a single element. 
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Figure 5: The final optimized mesh (fine) around the CRT shield. 
Figure 6: Close up of the results of the final optimized (fine) mesh of figure (5) 
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Optimizing EMI Shield Design with Numerical 
Techniques 
Colin E. Brench 
Digital Equipment Corp. 
146 Main Street, Maynard MA 01754 
Abstract 
To meet the critical time to market goals for commercial computer systems it is essential 
that there are few if any surprises during compliance testing to the various EMC regula- 
tions. With CPU clock frequencies that can be in the uhf region it is crucial that some de- 
gree of initial modeling is performed early in the product development cycle. This paper 
discusses one possible approach which combines numerical and analytic methods to pro- 
vide the information needed to produce a cost efficient shield design. 
Introduction 
Today's high performance computers and workstations use vhf and uhf clock frequencies. 
The most common enclosures are sheet metal and so behave as relatively thin emi shields. 
These require very small apertures to obtain the needed levels of shielding, which can 
cause both thermal and acoustics problems. 
A second part of the problem is the very dense packaging of a computer system which can 
cause the electrically active components (both E and H field sources) to be in close proxim- 
ity to apertures in the shield. The presence of a conductor, be it mounting bracket or cable, 
adjacent to the other side of the shield can provide an additional path for energy to couple 
out of the enclosure. 
One solution is to use a thicker shield material with larger apertures, often implemented as 
honeycomb panels. The high level of attenuation available in off-the-shelf honeycomb pan- 
els is not needed to meet commercial standards. In addition, the high piece part cost of 
these panels is prohibitive. 
The relatively large apertures and the proximity of a source and a susceptor provide the de- 
sign challenge. Modeling makes it possible to optimize the shield geometry for maximum 
aperture size while retaining adequate shielding integrity. This greatly reduces the thermal 
and acoustics problems that would be caused by small apertures. 
Method of Analysis 
The complete solution to the problem of how much energy radiates from a source located in 
close proximity to an aperture in an emi shield is very complex. It depends upon the type of 
source, hardware configuration, and upon the presence of external conductors. In practical 
terms this problem needs to be solved for a number of different cases to determine the sensi- 
tivity to different parameters.   These calculations need to be done quickly in response to 
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configuration changes that frequently occur during the concept and early design phases of a 
new product. 
In this paper the problem is simplified from a full electromagnetics problem to four sepa- 
rate, though related, shielding functions which can be more easily modeled. The four key 
shielding functions are: 
• shielding effectiveness 
• surface impedance 
• E field attenuation 
• H field attenuation 
Shielding effectiveness has largely been used as the sole guide to performance, even 
though it is strictly only relevant to a planewave source. The overall shield performance 
can be limited by any one of these functions depending upon the type and location of the 
source, the presence of adjacent conductors, and the geometry of the shield. 
A further advantage of treating each of these functions separately is that an initial evaluation 
can be made to determine which one(s) will be the limiting case(s). This eliminates wasted 
time and effort solving irrelevent problems. 
An analytic approach was used to evaluate shielding effectiveness. However, due to the 
complex three dimensional nature of the surface impedance, electric field and magnetic 
field functions, numerical techniques were most appropriate for the evaluation of these 
three. Two Digital internal software packages EISOP [1] and RAMAP/SITAP [2] were 
used for this work. These packages use the method of moments to solve three dimensional 
inductance and capacitance problems respectively. In this way the physical geometry is 
converted into a circuit analysis problem. The outputs from these are the capacitance and 
inductance matrices suitable for inclusion in a SPICE simulation. For the purposes of this 
work, the matrices are used directly to determine the degree of suppression expected. 
Shielding Effectiveness 
The use of analytic shielding effectiveness equation is a useful method of estimating the 
shield performance for sources located well away from any apertures. The equation shown 
includes correction terms for the number of apertures and shield thickness [3]. 
SE = 20*log(2LA) - 10*log(n) + 27.3*L/t 
Where : 
SE expected shielding effectiveness 
L maximum opening dimension 
A. wavelength of noise source 
n number of apertures 
t thickness of shield 
To correct for proximity to the aperture the result above is scaled by d/L where d is the dis- 
tance from the source to the aperture. However, this does not take into account the type of 
source and whether it is physically large or small. 
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With the inclusion of the correction terms for the number of openings and shield thickness it 
is necessary for all openings to be equally illuminated with a planewave source. The inclu- 
sion of the proximity correction helps in correcting for a non-planewave source. 
Surface Impedance 
A shield works by keeping rf currents that are flowing on the inside of the shield from cou- 
pling to the outside. To achieve this, the internal surface impedance of the shield must be 
low compared to the impedance between the inside and outside. The shield surface was 
broken into an open grid (Figure 1) and EISOP was used to model the surface. This pro- 
vided a matrix of inductors which in turn were used to generate the surface impedance (Fig- 
ure 2). 
The surface impedance may not be equal in all directions due to the shape and orientation of 
the apertures. This impedance information in conjunction with the expected current paths 
can provide vital design data. 
Electric Field Attenuation 
This aspect of the shield performance is important when an electric field source is close to 
an aperture. Of particular interest is a case where the opening size has been increased to 
permit greater airflow by increasing the shield thickness to maintain the shielding effective- 
ness. As relatively low shielding levels are required for commercial applications the use of 
honeycomb panels that have aspect ratios of 4:1 are not required; 1:1 or even 0.5:1 may be 
adequate. In these latter cases the possibility for direct coupling through the opening from 
the source to a close by conductor is much higher and so careful evaluation is needed. 
To model this case three elements are needed: source, susceptor and shield. The source and 
susceptor were both simple square plates while the shield comprised a number of elements 
to realistically represent the shield geometry around a single aperture (Figure 3). 
RAMAP/SITAP was then utilized to model this geometry. The resulting capacitance matrix 
provided the direct coupling from source to susceptor and their coupling to the shield (Fig- 
ure 4). The ratio of capacitance between source and susceptor to that between susceptor and 
shield was used as the measure of possible E field attenuation. 
Various geometries were analyzed to evaluate a number of different variables, including the 
effects of source to shield separation, thickness to opening size ratio, web size between 
openings and the geometry of the aperture (circular vs square). The data obtained indicated 
the sensitivity to each of these variables and so provided key data to the design process. 
Magnetic Field Attenuation 
The need to suppress magnetic field coupling is not common at high frequencies as control 
is achieved with relative ease at the PC board. However, this does not mean that problems 
cannot arise. Therefore this case was included to complete the analysis. 
For this analysis EISOP was utilized. The source and susceptor were modeled as simple 
straight conductors and the shield was modeled in a variety of ways: a full grid system of 
thick conductors, a few parallel conductors, and a single parallel conductor. This break- 
down provided data on the effects of slot orientation with respect to the source and how the 
shield might be optimized. The difference between the mutual coupling with and without 
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the intervening shielding conductors was used as the measure of possible H field attenu- 
ation. Figures 5 and 6 show an example and the equivalent circuit. 
Experimental Verification 
To verify the models, a series of simple experiments were devised to duplicate the geometry 
evaluated with the computer model. An exception to this was the shielding effectiveness 
case which is well understood and it was felt that no further work would be beneficial at this 
stage. 
Swept measurements were made from 500MHz to 1GHz using a spectrum analyzer with 
tracking generator. There were three shield samples for each of the measurements made: a 
solid copper surface, and two shield surfaces with different size hole patterns. Measure- 
ments were also made with no shield present. It should be noted that considerable care was 
needed to minimize stray coupling from clouding the results. This was done by carefully 
selecting the local rf ground point and by using ferite cores over the coaxial cables close to 
the test area to eliminate unwanted shield current. Also by making swept measurements, 
the presence of resonances could be clearly seen and avoided. 
For the surface impedance measurement a current was fed into the shield via a 50 ohm re- 
sistor across an aperture located in the middle of the shield (to minimize edge effects). The 
voltage developed across the aperture was then measured. This was the hardest measure- 
ment to make cleanly as the source and probe were very close together and no doubt some 
error was introduced by direct E and H coupling between the source and measurement 
probes. 
The electric field attenuation was measured by using small conductive pads for the source 
and susceptor with foam spacers to adjust and maintain the distance between them. The ge- 
ometry of the experimental set up was the same as shown in Figure 3. 
The magnetic field attenuation was measured by using small loops for the source and sus- 
ceptor, and again foam spacers were used to keep the distances fixed. The geometry used 
was the same as shown in Figure 5, but the single conductor was replaced by a small loop. 
Correlation between EMC theory and practice is seldom highly accurate and any prediction 
closer than lOdB would be useful; closer than 6dB would be ideal. The results obtained 
showed correlation within lOdB of the predicted figures for the surface impedance and 
within 8dB for the E and H field cases. The error was one sided, showing greater coupling 
and a higher surface impedance than predicted. This can be easily accounted for by an in- 
adequate test set up. However it is unclear at this time whether prediction or experiment is 
most accurate. Even so, the data is very useful and provides good input to the EMC design 
engineer. 
Conclusions 
This paper outlines a method of analyzing the performance of an emi shield by examining 
four key characteristics, each related to a particular type of noise source. This method en- 
ables the EMC engineer to bridge the gap between the circuit model and physical imple- 
mentation and begin to understand where the main design constraints will be. 
The information obtained from shield modeling provides a higher level of understanding 
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shield behavior. This makes it easier to avoid over-design which can be very costly both 
directly in terms of component costs and indirectly in terms of additional cooling and/or 
acoustic controls. 
The results of this work were given the most rigorous test. They have been used to design 
two new enclosures. While it is impossible to correlate actual regulatory measurements 
with the shield design it possible to say that no surprises have yet been found and that the 
shields are working as predicted for the application. It should be noted that for these de- 
signs the use of the shielding effectiveness equation alone would have resulted in a shield 
design with openings 30% to 50% larger than acceptable for the level of performance re- 
quired. 
There are many simplifications inherent in this approach which limit the ultimate accuracy 
and further work is needed to produce a complete electromagnetic solution to the more 
general problem. 
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Abstract 
The use of electrically conductive composites for 
electromagnetic shielding is increasing with the need for better 
control of reflection, transmission, and absorption 
characteristics.1-2 Measurements on these materials have been 
debated, due to lack of agreement upon standards and models which 
accurately measure and predict behavior of combinations of resins 
and fillers. Using computational methods which are hybrids of 
finite element and closed form solution methods, models have been 
developed and tested by accepted means.3 Results to date are 
encouraging. 
In this paper, models of composites will be explained, and 
finite element applications using ALGOR will be shown. Closed form 
subroutines will be explained and justified in the light of complex 
permittivity and permeability measurement verification. Shielding 
effectiveness will, in turn, be derived on the basis of these 
complex parameters and the appropriate model for the composite 
material. 
Introduction 
This work was part of a study which was a continuation of the 
effort to develop composite materials composed of conducting 
particles, fibers, or flakes in a matrix of polymeric material for 
use in connector and box shielding applications. This material was 
designed to satisfy a full range of electro-magnetic, chemical, and 
mechanical properties, including corrosion resistance to hostile 
environments and electrochemical compatibility with connecting 
enclosures and devices made from aluminum. Oxide and polymeric 
semiconductor materials and compatible conductive fillers provide 
a basis for a new class of stable current- and voltage-controlled 
negative resistance materials, the conductivities of which increase 
as the field and/or the voltage increases. The ability of the 
oxides to vary the oxide stoichiometry in the presence of other 
electro-chemical species make these materials of great interest to 
the designer. 
The unique properties of certain oxides and catalytic- 
behaving materials to "self-adjust" their electrochemical EMF's 
(either by oxygen manipulation or other charge transfer) make them 
extremely attractive in minimizing corrosion due to the dissimilar 
galvanic potentials. In addition, some of these oxides are 
semiconductive, allowing for overall improvement of shielding 
effectiveness. Additionally, the incorporation into the polymeric 
matrix of polymeric semiconductors, such as polypyrolle, further 
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increased the shielding effectiveness of the composite. It was also 
expected that these materials would improve in electrical 
conductivity with applied voltage/current (due to field dependent 
charge carrier transport properties), thereby making them perform 
better during high level electromagnetic field exposure. Indium 
oxide (In2O3)/10 atomic % tin oxide Sn02 (ITO) was chosen due to its 
availability and minimum of resistivity for the range of solid 
solutions for its components. _ 
Early tests were run on polyester castings in order to see it 
certain fillers behaved in composite formulation as expected. The 
most promising of these were then injection molded in PEEK and 
polycarbonate matrices. This is the subject of previous work. - 
The tasks which seemed formidable were those of properties 
prediction, modeling, and computations based on this complex 
parameter model. 
Prediction of Properties 
The properties of a composite depend on relative proportions 
of resin and filler, size, shape, state of aggregation or 
agglomeration, relative dispersion, and orientation of f111^- 
Finally, the level of interphase adhesion affects ultimate strength 
and elongation and is a measure of the unwanted condition of 
"pullaway". For example, for fibers with circular or square cross- 
section, one of the simplified methods of predicting the composite 
modulus, tensile or transverse, (the Halpin-Tsai equation) is: 
Tensile: ,. . Ec = VfEf+V„E„, (>) 
and Transverse: 
E„ = [(l+2nVf)/(l-nVf)]E„ (2) 
n=?f?E /E )-l]/[(Ef/E,)+2]1, Ec is the modulus of the composite, Ef and E are the moduli of the filler and the matrix, respectively, 
and Vf and V, are the volume fractions of the filler and matrix 
resoectively!   These are the approximate bases on _which the 
mechanical properties of the ideal composite were predicted  The 
measured mechanical properties are in good agreement with those 
^r-ortir-ted bv the theory fin the absence of filler pullaway . P   Thtre are a number of theoretical models which conditionally 
predict the electrical properties of composites based upon a 
hopping model«, percolation theory», critical loading«, and simple 
RC networks'.  A baseline effort has been made to establish, not 
only  a  verifiable  model,  but  one  which  established  the 
electromagnetic properties of the composite when given a set of 
specific component material parameters.    ......   f  <-hQ f, i i or P Using the model which relates the resistivity of the filler 
material to that of the composite via the volume fraction of the 
filler the resistivity of the combination can be calculated, 
supposedly, for these small interparticle dimensions. 
po = (v,/3)[l/(l-(V,r/3)]f.- (3) 
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Using form factors for the particle, flake, or fiber, and 
combining this with a three-dimensional matrix, can lead to a 
solvable set of equations involving resistors, capacitors, and 
inductors at various frequencies and fields. The model needs 
inputs with respect to electric field and frequency dependence of 
the resistive and reactive elements, i.e. R(E,w) and X(E,w). This 
model is satisfactory for the cases where the geometries are 
planar. The actual working cases need an electromagnetic wave 
model for both the properties and finite element analyses. 
A composite sample under an applied field has its potential 
distribution curves bent more drastically over the conducting 
filler contacts due to space charge. For purposes of simplicity, 
the particle/flake/fiber is assumed to have smooth contours and the 
polymer matrix is electrically homogeneous and isotropic. A model 
for the possible tunnelling phenomenon2 is shown in Figure 1. 
Extensive work is presently being performed on this model and 
results will be forthcoming at a later date. 
Oxide Oxide 
Semiconductor    Polymer      Semiconductor 
e-V, 
Va -applied voltage Ec -conduction band energy 
Ey -valence band energy    Eg -energy gap 
Jh - hole current density     J, -tunnell current density 
Figure 1 
Tunnelling Model for Semiconductive Composite 
A number of researchers have noted that current controlled 
negative resistance is observed (voltage dependent threshold 
initiation)8. Local heating of the matrix/conductive filler is 
deemed to be the cause, the result being quasi-filamentary 
conduction. This implies that, as the voltage (field) increases 
across a composite element, its conductivity and, as a result its 
shielding effectiveness, increases. This effect is enhanced by 
certain fillers, such as semiconductive oxides which themselves 
exhibit C.C.N.R. orV.C.N.R. This implies that the composite with 
semiconducting particles,  flakes, or fibers (or combinations 
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thereof) should be an improved shield, not only for EMI, but also 
for EMP applications. Because of the complexity of the model and 
the level of impinging electromagnetic fields, the negative 
resistance effects were not considered in this work. They are, 
however, the subject of a patent pending. .,..*. „„,* Applying the effective medium theory' to the conductivity and 
the and the complex dielectric constant of the composite material, 
one can obtain a relationship between the properties of the matrix 
and those of its components by 
wh^-f^^^S^I- "arTthf colp^ieSric constant of the 
filler, matrix, and composite, respectively, and V, is the volume 
fraction of the filler. 
In general, 
£• =£r - jo%,£  , (5) 
where cr is the conductivity (at the desired frequency) in S/m,£. 
is the permittivity of free space approximately 8.85 x 10 F/m), 
<Üs theangular frequency in rad./s, and£r is the real, relative 
dielectric constant. A similar relationship exists for the complex 
permittivity. So, the equivalent system now becomes a matter of 
definina a loss tangent of the medium polymer matrix and conductive 
polder?, the dielectric constant of the medium, the conductivity 
UosTtangent) and dielectric constant of the flake/fiber/particle, 
the compllx dielectric constant of the filler, the effective 
morphology of the filler, and the fraction of filler participating 
111 thUsingCMaxwell's equations as a basis for the calculation of 
complex propagation parameters at various frequencies, based upon 
physical chirlcterization of complex permittivity and permeability 
Ssing network analysis with coaxial beaded line methods' a =l° ?ed 
form solution was imbedded in a program which yielded an ASCII file 
for the key propagation parameters and shielding eff^tiveness over 
the range of frequencies of interest. With the knowledge that the 
complex propagation constant is given by 
k=  aJ[ji£(l-jo7aj£)]° -s ,^d (6) 
the penetration depth 
d » 1/k (y) 
A sample of the output is shown, for the sake of illustration, in 
Fiau?e 2 Outputs similar to these are fed into the finite 
eilment/finite difference section of the program for the purpose of 
describing a variety of geometries of «»£«£* wl^rj^£i£ which may vary due to processing, function, or material 
specification. 
444 
ENTER VALUES OF KATERIAl PARMETEHS: 
CONDUCTIVITY IN SIEHENS/l = 10000 
RELATIVE PERMEABILITY =1 
RELATIVE PERMITTIVITY =11 
FREQUENCY IN MHz =100 
COMPUTED VALUES: 
ATTENUATION CONSTANT = 1986.912 Np/m 
ATTENUATION CONSTANT (LOG)= 17254.99 dB/l 
PHASE CONSTANT = 1986.924 RAD/n 
WAVELENGTH = 3.162268E-03 1 
PHASE VELOCITY = 316226.8 l/s 
INTRINSIC IMPEDANCE: 
MAGNITUDE = .2809926 OHMS 
PHASE ANGLE = 44.99982 DEGREES 
IF THIS IS A SHIELDING MATERIAL, 
INPUT THICKNESS OF THE MATERIAL IN METERS 
? 0.005 
THE SHIELDING EFFECTIVENESS IS 86.27492 dB. 
PRESS ANY KEY TO CONTINUE 
Sample Output of Properties Program      Network Analyzer/Beaded Line 
Figure   2 
Finite Element/Finite Difference Approximation 
Using ALGOR Finite Element Electrostat and Heat Transfer 
software (ALGOR, Inc., Pittsburgh, PA) combined with finite 
difference methods developed by Ferrari, et al.', Webb, et al.10, 
Mur11, and DePourcq12, the data from the program described previously 
are used as property bases for the FE/FD analysis of complex 
geometries and flow patterns of injection molded samples used as 
electromagnetic shields. 
Once the proper boundary conditions are set for the geometry, 
field, and materials parameters, the pre-process proceeds with the 
location and magnitude of fields, boundary conditions, and 
dithering. Since all of the electromagnetic field modules are not 
in place at the time of the writing of this paper, many of the 
routines were escapes to finite difference field approaches 
previously mentioned (shown in Figures 3 & 4). 
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Figure 3: Simple Finite Element 
Analysis of Connector Backshell 
i'gure' "i '•'' 'shaded' 'View'' of 3a 
In order to take the next step of viewing actual field 
profiles on composite slabs (the easiest geometry to analyze) and 
to attempt to begin a formalism for describing flow inhomogeneitles 
in injection molded composite panels, a polycarbonate Hi 
Flake/ITO/polypyrolle composite was placed into a 750 watt 
microwave oven (2.45 GHz) and photographed with a full-field 
broad-band infrared video camera. It was decided that the heating 
pattern would form a basis for describing the flow lines 
(conductivity/complex dielectric constant) . These flow lmeswould 
lead to wide variations in shielding effectiveness already observed 
in experimental backshell connector housings made of conductive 
polymeric composites. The results of the heating and shielding 
effectiveness of samples are shown in Figure 5. 
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Microwave Heating of Inhomogeneous 
Composite Slab Shield 
Figure 5 
Shielding Effectiveness of 
Different Composites 
Results/Conclusions 
The mechanical properties of the polymeric/polypyrolle samples 
are adequate and can be predicted from the model. 
The results shown in the previous studies indicate that there 
is a strong dependence of the real part and the imaginary parts of 
the impedance (resistive and reactive) on both electric field and 
frequency. Dependence of shielding effectiveness on frequency and 
electric field appears to have a constant value superimposed on a 
reciprocal dependence with respect to both frequency and electric 
field.  The degree of dependence decreases with metallic loading. 
The semiconductive oxide/polypyrrole composite samples behave 
in a manner which does not fit established empirical 
theories.4-6'7'8'1"-15'16 Using property prediction, proper modeling, 
and suitable finite element/finite difference routines, useful 
tools for complex shielding geometries can result. 
The electromagnetic properties can be predicted and agree well 
with measured values. The program written to develop property 
information for the finite element/finite difference routines 
serves its purpose well. The difficulties associated with the 
finite element analyses are threefold: 
1. The boundary conditions must be relatively simple; 
2. The material property variation with spatial position 
makes the present approach suited only to ideal and 
homogeneous cases; and 
3. The adaptation of modules within the ALGOR system falls 
short of performance of specialized FEA programs, in 
spite of the ease of use and ergonomic menus. 
Work will proceed to refine and verify mechanisms responsible 
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for the semiconductive and metallic composite electrical behavior. 
The modeling and numerical methods attempted had reasonable 
success, though much work needs to be done to determine the level 
of accuracy of the computations. The results, though still in early 
stages of investigation, indicate a promising area for future study 
and open new areas and methods for investigation conductive 
composites for EMI and EMP applications. 
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ABSTRACT 
This paper discusses a methodology employed in the EMC modeling and analysis of a complex space 
platform using the Intrasystem Electromagnetic Compatibility Analysis Program (IEMCAP). The 
purpose of this discussion is to illustrate the utility of IEMCAP in performing such analyses and to 
highlight several of its inherent capabilities that make it stand out as one of the most powerful EMC 
assessment tools in use today. 
INTRODUCTION 
This paper first presents a background discussion which establishes a foundation for an overall EMC 
assessment methodology. This is followed by a brief overview of IEMCAP including a summary of 
recent program enhancements. Also summarized are the IEMCAP system model input data 
parameters and the key EMC figures of merit computed by the program. Also briefly discussed are 
the implementation of a pre- and post-processing graphics user interface; program enhancements 
that address menu-driven/tutorial modeling techniques; the development of new engineering 
models; and techniques to "unify" existing codes like IEMCAP within an artificial intelligence/expert 
system framework. 
BACKGROUND 
Intrasystem EMC is primarily concerned with ensuring compatibility among various electrical and 
electronic equipments within a system. The increasing complexity and density of electronic 
subsystems and equipments, which in turn, may have associated with them a large number of 
electromagnetic transceiving elements (ports), have placed special demands upon the engineer to 
assure that total EMC is achieved within a system. Achieving total EMC for a complex system can be a 
difficult task in view of the potentially large number of undesired electromagnetic interactions that 
may occur. True EMC is achieved when this set of interactions is reduced to zero or some small subset 
of non-offending cases [1]. 
In the course of the past 20 years or so, significant strides have been made towards the development 
and use of computer-aided EMC analysis tools to address such concerns. The judicious use of 
computer-aided EMC analysis techniques in conjunction with an intelligent EMC test/repair 
methodology and wise application of EMC specifications has led to the implementation of a 
significant EMC assurance procedure. In this regard, one can use computer-aided analysis techniques 
to establish a matrix of various electromagnetic interactions for a complex system [1 ]. 
Conceptually, one can view the numerous interactions as representing an Interference Interaction 
Sample Space (IISS). The IISS can be organized as a matrix of all possible interactions (transfer 
functions) which relate the various receptors and emitters that may couple to each other. For 
example, the effect of the jth emitter on the ith receptor can be denoted by the Tjj term as shown in 
Figure 1. Figure 1 also depicts a rather straightforward approach that has been used as part of the US 
Air Force Intrasystem Analysis Program (IAP) [1]. A major objective of this strategy is to isolate those 
elements of a matrix which can result in incompatibility. These can be ranked by degree of severity 
using appropriate EMC engineering criteria. Having done this, remedial measures can then be 
considered to remove the incompatibilities. Also, there is much that can be done to reduce the initial 
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matrix size by way of engineering culls. Essentially, this involves culling out those interactions which 
have a high probability of being least troublesome. What remains are those cases which require 
further and more precise investigation. One method of establishing such a matrix of interactions and 
achieving the goals of the EMC analyst is through the use of IEMCAP. 
IEMCAP CHARACTERISTICS 
IEMCAP is a system-level EMC computer program written in ANSI Standard FORTRAN IV. It was 
developed by the US Air Force Rome Laboratory and is used extensively for the analysis of intrasystem 
EMC [2 3] it is typically used in analyzing EMC for spacecraft, missiles, aircraft, or ground stations. It 
is used to perform baseline EMC surveys and can assess the impact of waivers, as well as determine the 
effects of postulated design tradeoffs. The results of the IEMCAP analysis are furthermore used to 
influence the EMC test program. 
The program incorporates frequency-domain math models to calculate spectra and to analyze 
coupling among all emitter and receptor ports within a system. As in the traditional EMC approach, 
the IEMCAP user describes all ports that have the potential for undesired signal coupling. It provides 
port-port EMI figures of merit for individual frequencies and calculates the cumulative effects for the 
entire emission environment for each receptor across a frequency range to provide a measure of 
system EMC. These figures of merit are denoted as the Point and Integrated EMI Margins, 
respectively. 
IEMCAP evaluates the EMC of intentional ports such as antennas and connector pins which conduct 
desired power and signal waveforms. It also evaluates coupling to unintentional ports such as 
equipment enclosures. For unintentional port energy effects, IEMCAP makes use of MIL-STD-461 and 
spurious harmonic limits. IEMCAP is capable of evaluating the overall electromagnetic coupling for 
antenna-antenna, antenna-wire, wire-wire, case-case, and environmental field-to-port. 
The IEMCAP program is structured as two separate software modules. The basic flow through these 
modules is shown in Figure 2. These modules are executed independently using a series of 
intermediate, working, and permanent disk storage files. The essential information needed to 
perform an intrasystem EMC analysis using IEMCAP is described below. In general, this information 
consists of a comprehensive list of all emitters and receptors for the system of interest, including: 
their baseband or RF spectral and time-domain characteristics; spatial locations; orientations with 
respect to system configuration; and their mutual electromagnetic characteristics. 
It is useful to point out that emitter/receptor interactions can be categorized at different levels of 
system complexity (e.g., intrasystem, intersystem, and external field to system). Intrasystem 
interactions involve only the emitters/receptors on a single platform as illustrated in Figure 3. Such 
intrasystem interactions are focused upon herein. 
IEMCAP Data Parameters. The IEMCAP input data structure is shown in Figure 4. This structure can be 
further broken down as follows: 
• System Geometry (Common-Model/Global Data) 
• Structure parameters/dimensions and layouts 
• Antenna, wire, and filter table characteristics 
• Dielectric aperture parameters/dimensions 
• Environmental field specifications 
• Subsystem/Equipment Data 
• Equipment EMC specs and location coordinates 
• Frequency tables and limits 
• Port (Case, Wire, Antenna) Characteristics 
• Relative locations and wire bundle terminations 
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• Spectrum displacements 
• Termination impedance 
• Antenna look angles 
• References to antenna, filter, wire, and aperture tables 
• Filtering, shielding, grounding, and signal referencing constraints 
• Source/Receptor Characteristics (RF, Signal/Control, Power, EED, and Case) 
• Functional signal waveform parameters 
• Applicable EMC specs 
• User data (in-band and/or out-of-band) 
• Cable Bundle Routing Data 
• Bundle point coordinates and wire segment geometries 
• Aperture exposure 
• Height above ground 
Other information is required in the form of Executive Control and Identification data which involves 
the selection of analysis options within IEMCAP [2, 3]. 
IEMCAP Coupling Models. The three components involved in any coupling problem consist of 
emitters, receptors, and coupling transfer functions. In IEMCAP, these components are characterized 
in the frequency domain. In summary, the coupling models available in IEMCAP include wire-wire, 
antenna-antenna, case-case, field-to-wire, field-to-case, and field-to-antenna. The reader is 
encouraged to consult the IEMCAP technical literature to obtain details on the various EMC models 
[2,3]. 
IEMCAP Upgrades. Recent enhancements have been formally incorporated into IEMCAP [4, 5,6]. 
These enhancements consist of: a more accurate spectrum modeling technique achieved through the 
removal of port spectrum quantization distortion processes formerly resident within IEMCAP; a 
capability of inputting measured data (for in-band and/or out-of-band frequencies) more readily to 
the program; an extended frequency range (DC to 50 GHz); automated frequency table generation; 
and, improved accuracy with regard to computing Integrated EMI margins. Also, non-average power 
susceptibility models were developed for future incorporation into the program for energy, risetime, 
and peak amplitude sensitive receptors. Additional enhancements to improve the accuracy of the 
field-to-wire model for the SHF/EHF range were also incorporated. The reader is encouraged to 
consult the appropriate reference on these enhancements. 
IEMCAP I/O DATA MANAGEMENT AND GRAPHICS 
Supplemental programs have been developed to interface with IEMCAP to operate on calculated 
values for summary and graphics purposes [7]. These programs permit the EMC engineer to readily 
scan the IEMCAP output and pinpoint potential interference situations at a glance. These 
interactions can be singled out and detailed information on them can be produced. The programs 
provide output matrices, extraction of data, antenna position graphics which also show geodesic 
coupling paths, and line plots based upon IEMCAP inputs and computed values. Examples of the 
matrices, line plots, and graphics are described next. 
EMI Matrices. Supplemental programs generate a summary file containing various matrices to be 
used in interpreting the data and defining the extent of the potential problem areas, without 
printing out the massive IEMCAP output tables. The various port-port matrices include: Integrated 
EMI Margin Summary, EMI Margin for all Bands/Total Region, NB EMI Margin - Required Region, BB 
EMI Margin - Required Region, and BB EMI Margin - Non-Required Region. 
Table 1 shows an example of Integrated EMI Margin Summary matrix. The number placed in each 
emitter-receptor entry is the integrated EMI margin computed for that pair. Only the results of using 
the Integrated EMI Margin Summary option are shown here to illustrate the general form and 
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content of this output. The outputs for the remaining options are similar in form and content and 
can be used to extract specific port-pair data for in-band or out-of-band regions, as well as focus on 
narrowband (NB) or broadband (BB) results. 
Geometry Graphics and Line Plots. Another supplemental program provides graphical information 
for any selected antenna interaction. For example, geometry information, antenna-type descriptions, 
antenna port locations, and antenna orientation information can be used to produce plots for 
positions of the antennas on the structure, antenna gain patterns, and the coupling paths between 
antennas. Figure 5 shows an aircraft structure with two antennas for three different views. The 
information for such plots is taken from the IEMCAP input and output data files. This supplemental 
program can also produce line plots of port-pair EMI margins, port-pair received signal/signal 
susceptibility curves, total EMI margins, and total received signal/signal susceptibility curves. Figure 6 
is a plot of an emitter-receptor received signal line plot. Corresponding emitter-receptor EMI line 
plots can also be generated exhibiting similar content and format. 
IEMCAP MODELING/ANALYSIS METHODOLOGY: AN OVERVIEW 
A typical aircraft, spacecraft, or ground system can contain thousands of ports. If every emitter port 
had to be analyzed in conjunction with every receptor port, the run time, core memory size, and file 
storage would be extremely demanding. Therefore, the maximum system size shown in Table 2 was 
established. For each equipment, the 15 ports include the case leakage and, therefore, 14 intentional 
ports are allowed. 
Analysis Order. A general purpose approach for assessing the EMC of a large system using IEMCAP is 
worth presenting as an overview of what is fuither discussed later in this paper. One approach that is 
reasonable for a complex aerospace platform is to partition computer runs based on the coupling 
modes that IEMCAP considers. This approach was partially used in the assessment of IEMCAP on 
aircraft systems (e.g., the F-15) [8, 9]. The approach can be described as a series of steps starting with 
lEMCAP's baseline EMC survey procedure: 
• Step (1) - Since the highest potential cause of EMI is probably via the RF ports within a 
system, then the structure should be described and all RF antenna-to-antenna coupling 
modes should be analyzed along with the external field-to-antenna coupling mode. 
• Step (2) - All apertures within the system should be studied to determine those wires that 
pass near these apertures. Those wires that are connected to potentially susceptible ports 
near each aperture should be partitioned into like categories and a wire-per-category 
should be modeled for each aperture. The antenna and external field-to-wire run should 
then be made. For this step, only the emitter antenna ports need to be described. If the 
system is small, then this and Step 1 maybe performed in one execution. 
• Step (3) - For systems not yet built, the following may be a feasible approach. The total 
wiring of the system should be partitioned into subsets based on critical ports, 
susceptibility, signal type, wire lengths, loads, and wire types. Those signal-carrying wires 
that are unique within each subset should be grouped together into a "fictitious" bundle 
and terminated to "fictitious" equipments, then the wire-wire coupling mode can be 
exercised along with the internal field-to-wire coupling model. This will provide data to 
help design wire bundling, by designating which signal-carrying wires are likely to 
interfere with each other and which are compatible. If the system is already built, then the 
above partitioning can be applied to existing bundles. This will provide data for making 
decisions concerning filtering, shielding, wire rerouting, etc. These changes can then be 
further analyzed with IEMCAP. 
• Step (4) - Box-to-box coupling can be assessed by clustering boxes of 40 or less to evaluate 
the potential of EMI among them. 
• Step (5) - The results of Steps 1 through 4 should be studied and all those ports which show 
a high probability of EMI should be reassessed by using the Tradeoff Analysis mode. 
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• Step (6) - Those ports which still have a marginal chance of being degraded through one 
coupling mode should be assessed over all coupling modes using lEMCAP's EMI margins, 
including the total integrated EMI margin. 
ILLUSTRATIVE EXAMPLE 
Many of the modeling and analysis techniques described above were used to perform an intrasystem 
EMC analysis of a complex space payload system. This system and the IEMCAP modeling/analysis 
approach are discussed next in somewhat generic terms. This is done to illustrate the modeling 
approaches and "rules of thumb" which were used, and that are applicable to assessing virtually any 
complex aerospace system. However, the approach described herein should not be considered as the 
only method to analyze a system using IEMCAP. The various analysis procedures, options, and 
coupling modes used in IEMCAP should be chosen to "best fit" the problem. 
Complex System Characteristics. IEMCAP has been used to model a large number of complex military 
and commercial systems. A partial list of systems is given in Table 3. The experimental system 
hardware in this discussion is assumed to comprise a space shuttle payload experiment. The 
intrasystem EMC concerns focus upon wire-wire, box-box, antenna-wire, antenna-box, and 
environmental field effects on the payload cargo. 
A general conceptual layout of the system configuration is illustrated in Figure 8. The design of this 
payload system consists of sophisticated computer signal/data processing, as well as state-of-the-art 
adaptive optics hardware. For the purposes of this discussion, the mission and details of the system 
are immaterial. In any event, there was a need to assure intrasystem EMC as well as address overall 
payload system and shuttle EMC concerns. Thus, an IEMCAP analysis was undertaken. Described next 
are the EMC requirements and specification limits that were considered in the IEMCAP analysis. 
EMC Requirements. The EMC assurance program for the payload system was established to satisfy 
the requirements of NASA Marshall Space Flight Center Specification MSFC-SPEC-521A and its 
supplementary EMC and safety documentation [10, 111. The overall intent of MSFC-SPEC-521A is to 
assure that payload equipment will not generate levels of EMI which could degrade system 
performance or cause major shuttle system (e.g., orbiter, payload systems, etc.) malfunction. Both 
conducted emissions from power busses and radiated electromagnetic emissions produced by 
payload system equipments and interconnects were of concern. Furthermore, MSFC-SPEC-521A 
addresses the susceptibility of payload equipments to externally-produced shuttle electromagnetic 
emissions. These EMC limits and recommended test procedures are generally consistent with the 
requirements of MIL-STD-461A and MIL-STD-462. It was necessary to consider the relevant MSFC- 
SPEC-521A including any exceptions or deviations during the IEMCAP analysis effort. The results of 
the IEMCAP and supplementary EMC analyses were used to influence the test effort so as to focus on 
the more likely EMI situations that might arise during measurements. 
Port Modeling. This assessment was primarily concerned with wire coupling effects. With regard to 
this concern, IEMCAP assumes that an equipment is compatible with itself, e.g., all signal/control lines 
entering a box are compatible with each other. However, wires that have a common run length and 
are located within the same bundle, and are perhaps part of another subsystem are of concern. Thus, 
a potential for cable crosstalk exists between any two wires in the same cable configuration. 
Therefore, those wires which run in bundle segments with wires conducting signals from other 
subsystems were assessed in this situation. The wires chosen were those that were potentially the 
most susceptible and those which were the most degrading. When the number of wires exceeded 14, 
than iterative computer runs or partitioning of the wires into subsets was performed as described 
previously. Also, one can perform iterative runs if interested in analyzing all the wires in the bundle 
entering an equipment, or one can prioritize the wires in the bundle according to susceptibility levels. 
Another approach that is appropriate in some situations is to partition the wires into like subsets of 
susceptibility levels, emission signal spectra, types of wires and loads, etc. This may partition the large 
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number of ports into 14 or less unique wires, which in this case, were analyzed in a single computer 
run. 
Equipment Modeling The equipment-per-run limitation usually can be solved by multiple runs based 
on a system's port types and coupling modes. The runs can be assessed based on box-to-box coupling 
i.e., analyzing those boxes which are near to each other first. Analysis up to forty boxes per run 
should in most systems, not be a problem as far as dividing the system up into compartments with 40 
or less equipments per run. This did notarise as a limitation for the present case. 
Antenna Modeling The coupling mode that may present some concern by the user when limited to 
40 equipments per run is antenna-antenna coupling. Some complex systems have more than 40 
equipments and/or 40 individual antennas. There are ways to overcome this limitation. The first is to 
partition computer runs into smaller sizes based upon the time that the equipment will be operating. 
Depending upon the scenarios that the system must operate through, it is possible that fewer than 40 
equipments will operate at any one time. If more than 40 equipments must operate at the same time, 
then a suggested approach might be to partition computer runs based upon frequency. First, one 
would model and assess those RF emitting equipments in the lower portion of the frequency bands 
against all those receiving equipments starting at the low end of the frequency spectrum until the 
number of equipments is equal to 40. Then one would perform the next computer run with those RF 
emitting equipments operating in the middle portion of the band and the receiving equipments 
starting near the lowest emitter tuned frequency of concern. Receiving equipments are added until 
the number of equipments equals 40 or until all equipments have been analyzed and so on. Exactly 
how one implements this or any other procedure is problem dependent. For the present case, 
concerns were restricted to accurately modeling S and Ku band communications and radar antennas 
exterior to the shuttle payload, therefore, the limitations described above did not arise in the present 
analysis. 
Wire Modeling In addition to the port modeling concerns cited above, a limitation encountered 
during the modeling effort for this system was associated with the number of wires per bundle, 
segments per bundle, and wire bundles that could be modeled. It was understood that there were 
many bundles of wires in this system that could not be physically modeled because of one or more of 
the size limitations in IEMCAP. However, it was felt that since one purpose of IEMCAP is to predict 
potential EMI problems, then what becomes of interest is whether one can model potential EMI 
situations concerning wire-wire coupling and field- or antenna-wire coupling modes. Therefore, it 
was considered that bundles with large numbers of wires could be partitioned such that they fit 
within these constraints. That is, a large number of wires in a bundle can be partitioned as suggested 
earlier. Partitioning by susceptibility levels, signal types, types of wires, etc., will most likely not 
exceed 280 different subsets. It should be noted that the analysis performed by IEMCAP with a fewer 
number of wires in a bundle will be more conservative for wire-wire coupling than using the total 
number of wires in the actual bundles. This will occur because the distance between the wires used in 
the coupling model is normally calculated at 1/4 the bundle diameter, which is calculated from the 
number and the total cross-section of wires in the bundle. 
FUTURE DIRECTIONS 
The lessons learned from this and similar complex system modeling efforts have helped to identify 
ways that IEMCAP and its practical utilization could be further enhanced. Several enhancements that 
have been investigated and are being considered include: 
• Installation of IEMCAP for personal computer applications (a PC version of IEMCAP has 
already been approved for release). 
• Implementing the non-average power receptor and coupling models. 
• Incorporating more accurate models for complex aperture and antenna coupling for UHF 
frequencies and above 
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• Incorporating scaling and bounding models for total energy penetration including the 
implementation of out-of-band antenna and aperture models. 
• Developing and incorporating nonlinear effects/response models to account for 
transmitter intermods and associated spurious effects, receiver intermods, cross mods, 
desensitization, gain compression, and saturation. 
• Development and implementation of a user graphical interface which consists of a menu- 
driven front end, a tutoring capability for inputting data and in-depth system modeling, 
and standardized (built-in) graphics pre- and post-processing features. 
• Implementing IEMCAP within an artificial intelligence/expert system shell which could 
adapt the results of an IEMCAP analysis for the purposes of additional detailed modeling 
and analysis of embedded circuit responses and/or to facilitate automated communications 
with other tools (e.g., SPICE, CAD tools, etc.) or databases. Investigations on the use of 
certain expert system packages have already begun for this purpose [12]. 
The benefits to be obtained with regard to such enhancements include: increased modeling power, 
versatility, and solution accuracy; reduced manpower requirements for systems modeling; fewer 
modeling errors and error-related showstoppers; increased willingness on the part of users to apply 
IEMCAP as part of an EMC assurance program; overall reduced costs; and, more readily achievable 
systems EMC. Although such enhancements will lead to definite benefits, the problems associated 
with the up-front gathering of the potentially large amount of data for an IEMCAP modeling and 
analysis effort still persists. The latter may be alleviated by establishing an accessible, "common" 
IEMCAP database library on systems, subsystems/equipments, and their associated EMC 
characteristics. Once accessed, pertinent data can be tailored or modified quickly without having to 
rebuild an entire system or component from scratch. 
CONCLUSION 
Several important aspects related to the EMC assessment of a complex system using the IEMCAP 
program have been presented here. The assessment involved the design and implementation of an 
analysis methodology that can generally be applied to any complex system for which an IEMCAP 
intrasystem analysis must be performed. It is hoped that the EMC assurance program and IEMCAP 
analysis methodology outlined in this paper will assist other complex system developers in 
establishing and maintaining EMC throughout the system procurement life cycle. 
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Abstract 
A general purpose electromagnetics code developed by the authors is used to determine the field 
radiated by a number of structures that appear in electromagnetic compatibility (EMC) studies for 
personal computers and workstations. The code involves a highly optimized moment method solution 
that employs rooftop basis functions to represent both conduction and polarization currents; its ac- 
curacy has been verified through extensive convergence studies and comparisons with measurements. 
1 Introduction 
Personal computers and workstations must meet strict specifications for emission set by government 
agencies such as the FCC in the United States. The study of electromagnetic interference (EMI), 
both at the printed circuit board (PCB) level and at the box (computer enclosure) level, is becoming 
more significant as the clock frequencies for computers increase and the signal rise-times decrease. The 
EMI study of PCBs involves microstrip and stripline structures with finite ground planes, vias between 
different signal and ground/power planes and other possible discontinuities in the ground plane. EMI 
study at the box level requires electromagnetic analysis of truly 3D structures. A general purpose 
electromagnetic code for calculating both near- and far-field quantities in arbitrary 3D inhomogeneous 
structures is needed. Recently, the authors have described the details of an algorithm, based on the 
use of rooftop functions [1], for such a code [2]. Some applications and comparisons with measurements 
have also been reported [3, 4). In this paper, the basic ideas of the approach are first reviewed. A 
number of different structures encountered in our research on EMI constraints in the design of PCBs 
are then analyzed. 
2 Modeling Approach 
In this section, we summarize the approach presented in [2] for analyzing arbitrarily shaped 3D conductor- 
dielectric composite structures. In the so-called volume formulations [5] , the effect of all dielectrics are 
accounted for by the polarization currents in a free-space medium. The polarization charge is found 
through application of the continuity equation, 
- jup = V  J , (1) 
where u> is the angular frequency, p is the total volume charge density, and J is the volume current 
density. Chan and Mittra [6] have also used rooftop functions, though with a different formulation, to 









Figure 1:  Diagram indicating the use of thin-wall sections and rooftop functions to model the current 
density in a conductor-dielectric structure. 
To represent the volume polarization with surface currents, the dielectric region is first replaced by 
a thin-wall equivalent structure, a procedure which may be viewed as an extension of of the thin-sheet 
approximation used in [7]. As shown in Fig. 1, the dielectric is subdivided into sections along the 
Cartesian coordinates, so that the region is now composed of 3D cells having dimensions TX,TV and 
TZ. If we push the dielectric material out from the center of each cell until it is compressed to zero 
thickness on the cell walls, a new structure is formed that is composed only of these zero-thickness cell 
walls. During compression, as the wall thickness S goes to zero, the dielectric constant of the material 
in the wall goes to infinity as 1/(5. Provided the grid is sufficiently fine with respect to wavelength 
and to feature size, and provided the walls are properly modeled, this thin-wall structure is essentially 
equivalent to the solid dielectric. 
We choose a sheet impedance such that the impedance is the same between two planes that sandwich 
a cell of either the solid dielectric or the thin-wall structure. From Fig. 1, the total impedance Rx along 
the x direction for a single cell of solid dielectric is 
Rx jwe0(fr - 1)T»TZ 
(2) 
where eiwt is the time dependence. For the thin-wall structure, the surface impedance must be such 
that when multiplied by length rx and divided by perimeter 2(rB + TZ), the result is again Rx. Thus, 
the surface impedance along x, Rsx, is given by 
Rs: jweo(£r - 1) 
(3) 
For walls common to two cells, which may or may not have the same dielectric constant, R,x would 
be the parallel combination of the two individual impedances. Through permutation of x, y and z, (3) 
also gives the surface impedances along y and z, namely R,v and Rsz. Lossy dielectrics can be handled 
through appropriate choice of a complex permittivity. 
The electric field boundary condition, applied over each dielectric cell wall and conductor surface, is 
E( — 3SR, — — Ef, (4) 
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where Ef is the tangential scattered electric field, E!, is the tangential incident electric field, Js is the 
surface current density, and Rs is the appropriate surface impedance. For dielectric volumes, Rs is either 
RSx,Rsy or Rsz; for perfect conductors, Rs is zero, but for imperfect conductors it may be determined 
through skin-effect considerations. 
We now focus on the formulation of the matrix equation. A 3D rectangular region that encloses the 
structure is defined, and subdivided into Sx, Sy and Sz sections along the coordinate axes. The volume 
current density J may be compactly expressed as 
p 
J = '£>Ra(xty,z)Iaea, (5) 
a=l 
where Ra(x,y,z) is the rooftop function centered at x = xa, y = ya, z = za, Ia is the corresponding 
current coefficient, eQ is the unit vector in the direction of current flow, and P is the total number of 
rooftop functions. The electric field produced by the current distribution (5) is calculated using scalar 
and vector potentials, and may be expressed as 
E" = -juA - V<E> , (6) 
where A is the vector potential, given by 
Ho   [ [ [  Je~ikTl-x~x'>v~v'<z~z'*> 
4TT J J J   r(x - x',y - y\z - z1) ^ ' 
and $ is the scalar potential, given by 
1     f f f   pe~ikTi.x~x'-v-v'•*-*') 
TTCO J J J  r(x - x',y - y',z - z') ' ^ 
In the above equations, 
r{x,y,z) = \Jx2+ y2 + z2 , (9) 
k = wyTiofo , (10) 
where ß0 is the permeability of free space, x, y, and z are the field coordinates and x', y' and z' are 
the source coordinates. The charge density p is expressed in terms of the current density through the 
continuity equation (1). Line function testing of the electric field yields a matrix equation of the form 
ZI = V. (11) 
For a current representation involving P currents, Z is an impedance matrix of order P, I is a current 
column vector of length P, and V is a column vector of length P that is obtained from the incident 
field. 
For a source-driven problem, an impulse electric field is impressed across a delta-gap located within 
the conductor region associated with the source, as is conventionally done in moment methods involving 
wire antennas. The current density is found through equation (11) using standard Gauss elimination 
and back-substitution. Once the current coefficients Ia have been found, the near- or far-field electric 
field may be calculated. Complete details of the above are given in [2]. 
In our previous works, we have employed a computer code implementation that is limited to grids 
which are uniform along each of the Cartesian axes. Because table look-up facilities were included which 
are well-suited to such uniform grids, the matrix set-up time was relatively small. In this paper, we 
employ a computer code implementation that handles a certain class of nonuniform grids. Though the 
run time is generally far greater for a given matrix size, the code is much better suited for many of the 
4iren
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card geometries that appear in our EMI studies. For instance, structures that involve very thin signal 
lines with bends, or thin crossing signal lines, or conductors of widely differing sizes can be more easily 
accommodated. 
For such nonuniform cases, however, more effort is needed in selecting the actual grid break-up. 
While we have observed that even the coarsest grid that accommodates a given uniform structure 
usually yields results of reasonable accuracy (provided, of course, that there are a sufficient number of 
sections per wavelength), this is not true for nonuniform cases. For instance, the signal return current 
is more confined in stripline structures than in microstrip structures; if the grid is not properly chosen 
in the ground planes of the stripline near the signal line, the radiated fields may not be correct. Thus, 
it is often necessary to perform at least a few sensitivity runs with different grid break-ups to make sure 
that the results are valid. 
3    Examples 
In a recent paper [4], the microstrip-shielding box structure shown in Fig. 2 was analyzed to study the 
contribution of common-mode radiation. The clock signal generation circuitry driving the microstrip is 
effectively shielded by a copper partition inside the box. For a 10 MHz oscillator, excellent agreement 
between measured and calculated results were observed over the few frequencies and angles considered. 
Here, we present new results for a 33 MHz oscillator driver showing excellent correlation between 
measured and modeled values across a broad frequency range. Electric field is measured from 30 to 
1000 MHz in a semianechoic chamber that is regularly used for EMC qualification testing. Assuming 
that the device is at the origin of the axes shown in Fig. 2, the antenna measuring the field is at r = 
3m. 6 = 90° and <j> = 90°, i.e., on the y-axis at y = 3m. Measured and modeled values of \EX\ are shown 
in Fig. 3. There is also good agreement between measured and modeled values for \EZ\ and for other 
relative orientations of device and antenna. Details of the shielding box structure can be found in [4]. 
Aperture 
Figure 2: The test structure consisting of a microstrip, drive circuitry and a shielding box. 
In the EMI studies of PCBs, microstrip and stripline structures with finite ground planes, as illus- 
trated in Fig. 4, are frequently encountered. Of many signal traces on a typical board, the focus is 
usually on a few nets with significant harmonic content such as clock nets. Various studies on the effect 
of burying traces between ground/power planes (as opposed to having them on the board surfaces), of 
having discontinuities in the ground plane, and of having ground traces adjacent to signal traces can 
be performed using our code. These studies lead to definition of guidelines for good EMI practices in 
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Figure 3:   Measured and modeled \EX\ for the microstrip-shielding box structure with a 33 MHz oscillator. 
Consider a signal trace buried between two ground planes with the following parameters (see Fig. 
4): ln = 12.7 cm, wn = 0.0152 cm, lb = 28.16 cm, wb = 7.1 cm and h1 = h2 = 0.0218 cm. The trace is 
2.54 cm away from the board edge parallel to it. It is excited by a 1 V delta gap source in a small via 
conductor between signal line and ground plane. At the other end, the trace is terminated by a resistor 
having roughly the characteristic impedance of the signal line. In Fig. 5, the magnitude of maximum 
electric field on a hypothetical sphere, 3 meters from the structure, is plotted against frequency for 
three values of dielectric constant er. The source voltage is 1 V for all frequencies. For er = 1, there 
is a resonance at around 550 MHz, i.e., at the frequency at which /;, is half a wavelength. For er = 
4.4, this resonance shifts to about 550/^4^4 = 260 MHz and multiples of this frequency. To confirm 
both accuracy and continuity of the results from our code, er is shifted from 4.4 to 4. As expected, the 
resonant peaks shift slightly and predictably toward the higher frequencies. The interesting result here 
is that the resonance frequencies are related to the board length and not to the trace length. 
Figure 4: Typical microstrip(a) and stripline(b) structures in PCBs. 
The second example on PCB traces is a study on the effect of ground plane discontinuity and ground 
traces. Consider a signal trace in the microstrip structure of Fig. 6(a). All trace and board dimensions 
are the same as in the previous example with eT = 1. For a solid ground plane, the solid curve in Fig. 
7 shows the maximum electric field, again 3 meters from the structure (notice that compared to the 
stripline structure, the sharp board resonance has disappeared). If there is an opening in the ground 
plane, as shown in Fig. 6 (the opening dimensions are: 0.02 cm parallel to the signal trace and 1.0152 
cm perpendicular to the trace), the radiation goes up by an average of 6-7 dB across the entire frequency 
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Figure 5:    Maximum electric field at a distance of 3 meters for the stripline example. 
effect of sometimes unavoidable discontinuities in the ground plane, the signal trace is accompanied by 
two adjacent ground traces (see the bottom right diagram in Fig. 6). These traces are connected to the 
ground plane via small conductors at the ends and also near the discontinuity. A desirable reduction in 
the electric field is achieved, as plotted in Fig. 7, due to the presence of ground traces. 
gr&uod plane 
opening (discontinuity) 
in the ground plane 
Figure 6:    Microstrip example to study the effect of ground plane discontinuity and ground traces. 
4    Conclusions 
A highly versatile and robust algorithm for determining the radiation from general 3D conductor- 
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Figure 7:    Maximum electric field plots for the microstrip example with ground plane discontinuity and 
ground traces. 
to analyze several examples encountered in the EMC studies of PCBs. Physical insight into the results 
were given, and comparisons with EMC chamber measurements were also presented. 
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Abstract: The use of finite elements to solve electromagnetic scattering problems in the resonance 
region is receiving increasing interest. In solving the relevant differential equations each node is 
only coupled to local nodes and thus the matrix obtained by applying finite elements is highly sparce. 
Storage requirements are low in relation to the number of unknowns and recent developments in 
efficient sparce linear algebra techniques can be exploited. 
A new code, SEMS (Swansea Electromagnetic Solver), has been developed for modelling 2D 
scattering problems. It has mesh generation, solution and post-processing facilities to allow ßl! and 
useful validation of the techniques embodied. These include the use of infinite elements to model 
fields in the open domain of the problem and RCS predictions from either current distributions in the 
scattering body or from the infinite elements themselves. The work has been successfully validated 
for circular cylindrical bodies with known analytic solutions in both TM and TE modes. The cases 
tried include conductors, homogeneous dielectric/magnetic material and coated conductors with 
excellent results providing the mesh is adequately refined and the infinite elements are positioned 
sufficiently far from the body. 
1. Introduction 
Electromagnetic scattering problems have been traditionally solved using method of moments (MM) 
techniques which give rise to densely populated matrix equations in a relatively small number of 
unknown current parameters on the scattering body. The finite element method offers an alternative 
approach where the unknown near and far fields are solved for subject to Maxwell's equations. This 
results in more unknowns but in compensation the linear equations produced have a very sparce 
coefficient matrix. This allows great economies of storage to be made and the use of iterative linear 
algebra techniques to solve the equations. Also, in that the fields are solved for in the mesh 
surrounding the scatterer near field patterns are immediately available by interpolation of nodal 
values. If current distributions are solved for, as in the case of MM, each desired near field value 
requires an integration over the whole current distribution on the body. In addition, using finite 
elements allow great flexibility on where selective refinement may be placed. Also complicated 
geometries can be meshed without difficulty in principle. 
A new code called SEMS (Swansea Electromagnetic Solver) has been developed at Swansea for 2D 
modelling of scatter using mixed finite and infinite elements. Triangular elements are used to mesh 
the body and the surrounding space close to it. Triangles are highly versatile for handling complex 
shapes and for allowing variable grading of the element sizes. Basically nodes are generated by the 
pre-processor on the boundaries and interiors of the regions defining the problem according to 
specified variable spacing requirements throughout. These are then connected into a Delaunay 
triangular mesh and infinite elements are attached to its outer boundary, which must be convex. 
The formulation and finite elements used are described in Section 2 and the features of the infinite 
elements are dealt with in Section 3. The remaining sections present some results and conclusions. 
2. Formulation 
The time-independent form of Maxwell's equations in 2D for sinusoidal time variation of fields is 
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V.| —V£J I + Vt2 e£: = 0 (TMmode) (1) 
v/-V//j + *2/l// = 0 (TEmode) (2) 
where E and H are the components of electric and magnetic field perpendicular to the plane of the 
problem, E and n the local relative complex permittivity and permeability, respectively and k is the 
free space wavenumber. Referring to figure 1 the open problem domain is divided into inner and 
outer regions Qj and fy by an artificial boundary YQ . Region Q.\ contains the scatterer, and if this 
contains a perfectly conducting surface this is represented by a boundary Zj . Linear 3-noded 
triangular finite elements are used to mesh Qj between Xj, if present, and Iq. The outer region is 
meshed by 4-noded infinite elements attached to the outer boundary of the finite element mesh. The 
boundary conditions on Zj are for (1) and (2) 
E= 0 (in (1)) and V H . n = 0 (in(2)) 
respectively, where n is the normal unit vector to lj. 
Equations (1) and (2) are discretised using the Petrov-Galerkin method with shape functions Nj and 
weight functions W;. In the case of the finite elements Ni are bilinear functions of the Cartesian 
coordinates and each Wj is set to equal N;. This results in an absolutely standard finite element with 
a "Laplace matrix' contribution from the div-grad term and a 'mass matrix' contribution from the 
other term in Helmholtz's equation. 
The discretised model is excited by a line integral of the incident wave along the Iq, boundary in a 
similar manner to that in reference ('). The unknowns inside Cl\ correspond to total field whereas in 
Ü2 only the scattered field is solved for, allowing an assumed decay law to be modelled here. The 
line integral on 2q accommodates the transition between the choice of unknowns and provides part of 
the R.H.S. of the linear equations to be solved. More details of the formulation used in SEMS may 
be found in reference (2). 
3. Infinite Elements 
The open region of Ü2 's modelled by infinite elements as shown in Figure 2. Each one is bounded 
on its inner edge by an attached member of the finite element mesh and on two sides by adjacent 
infinite elements. These last two are formed by semi-infinite straight lines radiating outwards. If 
produced backwards all the lines would be concurrent in a common centre O placed somewhere 
within the scattering body. Measuring distance r from O the shape function used for the infinite 
elements take the form 
N, = ^Mtf, r,)ad-j*(j-1)] (3) 
where M(g, T)) is a standard Lagrange shape function with quadratic variation withs in the radial 
direction and linear variation with T] in the circumferential direction. Radial distance r is related to 
the local variable C,  through, 
r = 2R(l-|)"1 (4) 
and R is a decay length which varies as a linear function of local variable f] . 
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Notice that due to the reciprocal mapping in equation (4) the term M; is polynomial in r"1 with a 
leading term r"1. The first term Vr in (3) then ensures that Nj decays as r"1/2 as required in 2D. 
The exponential term in 3) models the wave behaviour where it is assumed that wavefronts are 
approximately cylindrical about an axis through O. Weight functions, used in the Petrov-Galerkin 
procedure are set such that 
W; = N* (5) 
where * means complex conjugate. This results in cancellation of the exponential term allowing 
simple Gauss-Legendre integration to be used in generating the infinite element matrices.^) 
Far fields can be calculated directly and very cheaply from nodal solution values on the infinite 
elements through extrapolation using the shape functions W. SEMS does this, in fact, as well as 
using the more standard procedure based on convolution of Green's function with current 
distributions on the body. Comparison of the results provides a useful check on the validity of the 
mesh. 
4. Results 
Initial tests of this FEM technique have been made using plane wave scattering from circular 
cylindrical bodies with known analytical results. A typical comparison of far field results is shown in 
Figures 3 and 4. The first case is a TM dielectric problem with diameter 2X<y3 and relative 
permittivity 4 + jO. The infinite elements have been placed at a distance of XQ/6 from the surface and 
the finite element density is approximately 18 per XQ (i.e. 9 per electric wavelength inside the body). 
The second case is a TE perfectly conducting problem with diameter 2A</3. The infinite elements 
are positioned XQ/6 from the surface and the mesh density is approximately 18 per XQ. 
5. Conclusions 
A mixed finite-infinite element technique has been discussed for modelling EM scattering in 2D for 
TE and TM modes. Far fields calculated from solution values on the infinite elements and from 
current distributions on the body have been shown in comparison with analytic predictions. The 
good agreement seen gives encouragement to the on-going validation work with composite bodies 
such as dielectric coated cylinders. Results of further tests will be presented at the conference 
session. 
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Abstract 
In this work, a solution procedure is presented to obtain the transient scattering by arbitrarily 
shaped three dimensional objects directly in the time-domain using the marching-on-in-time 
method. These objects may be perfectly conducting or a homogeneous dielectric. The late-time 
oscillations are eliminated by a simple stabilization procedure which involves a negligible amount 
of extra computation. Numerical results for surface current density and far-scattered fields are 
given for various structures and compared with other methods. 
1 Introduction 
In this work, we present the solution of the transient scattering by a arbitrarily shaped con- 
ducting or homogeneous dielectric body illuminated by a Gaussian plane wave. The numerical 
solution procedure is based on the well known method of moments, and we derive an iterative 
equation to calculate the current at a certain time instant as a function of past instants and the 
incident field. This technique is popularly known as the marching-on-in-time (MOT) method. 
An electric field integral equation (EFIE) is used for the conducting bodies while a PMCHW 
formulation is used for the dielectric structures. Further, it is also well known that these time- 
stepping algorithms exhibit late-time oscillations, and in this work, we adopt a simple averaging 
scheme to overcome this problem. 
2 Integral Equation Formulation 
Let S denote the surface of a closed or open perfectly conducting body illuminated by a 
transient electromagnetic pulse. This pulse induces a surface current, S(r,t), on S which then 
re-radiates a scattered field. If 5" is open, jT(r,i) is regarded as the sum of the currents on 
opposite sides of the surface. By enforcing the boundary conditions of the tangential electric 
field on the PEC surface, the following integro-differential equation may be derived [1], 
d2 A + V* d£" dt r e S, 
where 
A(r,t)    = ^  / J{r',t- f) jc, 4-KJS R -dS' 
A~' Js 47T£
R   =    \r-r'\. 





In Eqs. (l)-(4), ß and s, are the permeability and permittivity of the surrounding medium, c 
is the velocity of propagation of the electromagnetic wave, r, r', and £mc, are the arbitrarily 
located observation point, source point, and incident electric field, respectively, on the scatterer. 
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3    Numerical Solution Procedure 
We assume that the surface of the given conducting body is approximated by planar triangu- 
lar patches. Let triangles T+ and T" be associated with the mth edge of the triangulated model. 
The position vector p+ locates points in T+ relative to the free vertex of T+; the position vector 
p~ similarly locates points in T~ except that it is directed toward the free vertex of T~. In 
terms of these quantities, the basis functions associated with the mth edge is 
/»(') = { 
-^VP+    for reT+ 2A 
Ja 





where lm is the length of the edge and A± is the area of the triangle T±. The electric current 
density J{r,tn) is approximated as 
k=\ 
(6) 
where Ne is the number of non-boundary edges in the triangulated model. The unknown coeffi- 
cient lk(tn) represents the value of the component of the surface current normal to the k* edge 
at the time instant tn = nAt where At is the increment in time. By using the basis functions also 
as testing functions and using finite differences to approximate the time derivatives we obtain 




= A{r,tn+1) - 2A(r,tn) + A{r,tn^) + y^^ (8) 
By using Eqs. (2)-(4), (5), and (6), replacing n with n - 1, and following the mathematical steps 
in [1], the integro-differential equation (7) may be re-written as a recursive equation given by 
T(p+p")4^Im(<") = </m'y> (9) 
where 
(fm,Y)   = 
A{r,tn)    = 
*(r,tn)   = 
l ß£mc 
-Y^ + pc^- 
~A\rm,tn) - 2A{rm,tn.i) + X(rm,4„_2) 
A«2 
+ lm[*(rc+,tn-1) - *(r£T,«„_!)], 
N' R 







*m*    =     /    P-dff, (13) 
* -Ha- '"» 
Amt   =   |rm-rjt|, (15) 
Am    =    |rm-r'|, (16) 
RL   =    k-rfl. (17) 
t    =    |r-r'|. (18) 
4H»"m,'n) represents ^.(rm,t„) with the k = m term removed. In Eqs. (15)—(18), rm and r^ 
represent the position vectors to the center of the edge and centroids of triangles T*, respectively, 
while p* are the vectors between the centroid and free vertex of T*. Similar definitions apply 
to edge k also. 
An important factor to be noted in deriving Eq. (9) is that the choice of the time step, At, 
should be less than B^^/c where R^, is the minimum distance between the edge centers. 
The numerical solution procedure discussed so far has the tendency to become unstable 
at late times. This phenomenon is common to most of the time-marching methods and a 
number of different causes were attributed such as insufficient sampling, possibility of internal 
resonances, and/or round-off errors caused while evaluating various intermediate quantities. 
Although several different techniques have been suggested to overcome these instabilities [2, 3, 
4, 5], the problem still persists and requires further research. 
In this work, a new averaging scheme is proposed which is simple, accurate, and involves 
a negligible amount of extra computation. This method is also easy to implement into any 
existing marching-in-time programs. Let Im,n be the current coefficient at the mth edge at a 
time instant nAi. In the present stabilization scheme, we calculate Jm,n+i using Eq. (9) and 
simply approximate the averaged value Im,n as 
2m,n = Tpm.n-l + 2Im,n + 2m,n+l)- (19) 
Thus, in the present method, we need to add an extra step to the normal marching-on-in-time 
algorithm, and obviously, this step involves very little processing time. Moreover, it should be 
noted that this averaging scheme would be the same as the one presented in [5] if we recompute 
Im,n+i after computing Im,„ with Eq. (19). However, we observe that the recomputation of 
1m,n+i is not necessary and in some instances led to unstable results. 
4    Dielectric Bodies 
Consider an arbitrarily shaped dielectric body described by a surface S. The scatterer has 
material parameters of fid and sd while exterior to the body is a homogeneous medium with 
parameters fie and ee. Exterior to the body, the total fields are designated by £e and 7ie, while 
interior to the object, the fields are given by £d and tid. The structure is illuminated by an 
arbitrary electromagnetic, plane-wave pulse. Employing the equivalence principle, the body may 
be replaced by two sets of electric (Jc and Jd) and magnetic (Aie and Md) currents. Each 
set radiates in an infinite homogeneous medium having constitutive parameters associated with 
medium "e" or "<f. It can be easily proved that the continuity of the tangential fields requires 
that 
Jc = -Jd = J Me = -M.d = M. (20) 
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The scattered fields radiated by the equivalent electric and magnetic currents may be written 
in terms of potential functions as 
eiU,M] = T^TW.^VK^, (2i) 
ni[J,M]   =   T^TVf;T^VxA, (22) 
OX y>v 
where 
««U*^"-     'M-U*^*- (23) 
for v = e or v = d, and the "-" sign is for v = e, and the "+" is for v - d. In Eqs. (23)-(24), 
R = |r - r'|, the distance from the field point, r, to the source point, r'. The electric and 
magnetic surface charge density, p% and p?, respectively, may be related to the electric and 
magnetic surface current density by the continuity equations 
V,-^ = -f V.-M = -^, (25) 
respectively. By enforcing the continuity of the tangential electric and magnetic fields at the 
dielectric interface and taking an extra derivative with respect to time, we derive the following 
integral equations: 
<L<£._£=]     __i.ffmci Af-H»_7i»l     =-i-[HiBC]l„, reS.    (26) 
^[t-e-Zdhzn-      QtLC     'tan dtV     ' <IJt'm dt l )tin 
The formulation described so far is popularly known as the PMCHW formulation [6]. Similar 
steps may be applied as in the conducting case to obtain a pair of recursive equations for the 
unknown currents J(r,t) and M(r,t). 
5    Numerical Results 
In this section, time-domain computational results of the currents and scattered fields for 
two geometries, viz. a sphere and cube, are shown. The structures are excited by a Gaussian 
plane wave of the form given by 
e~{r,t) = E.Tjrj?r* (27) 
with 
7 = Uct -ct0-r- k), (28) 
where k is the unit vector in the direction of propagation of the incident wave, T is the pulse 
width of the Gaussian impulse, E0 k = 0, r is a position vector relative to the origin, c is 
the velocity of propagation in the external medium, and t0 is a time delay which represents 
the time at which the pulse peaks at the origin. The time delay is introduced to ensure a 
smooth rise of the incident field from zero a value. The pulse width T is defined such that for 
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et - ct0 - r • k = ±£, the exponential has fallen to about 2% of its peak value. The specific 
field is Eq. (27) with Ea = ±ax, k = -&„, T = 4.0/m, and ct0 = 6.0/m. Comparisons are made 
with frequency domain data which were inverse Fourier transformed. For all the data presented, 
the range of frequencies considered was 0 < / < 0.5 GHz, with 128 sample points unless noted 
differently. The averaging process discussed earlier is used in calculating the currents for these 
geometries. 
Conducting bodies are considered first, and we begin with a sphere of radius 1.0m centered 
about the origin. There were 6 divisions made in the 8 direction and each "ring" had (starting 
from top) 13, 27, 29, 29, 27, and 13 patches, respectively, for a total of 138 patches and 207 
unknowns. This scheme was chosen so that the triangles would be closer to being equilateral. 
With the present patch scheme, an edge lies along the equator and centered about <j> = 0° where 
the dominant Jo may be obtained. Figure 1 shows the Jo and Jj, currents at 9 = 90°, <j> = 0°, 
and 9 = 90°, <fi = 90°, respectively, obtained with a time step of cAt = 0.07777/ra which is 50% of 
the allowed maximum. The currents are in good agreement with the frequency domain results 
which were obtained by using the Mie series solution. There is a small oscillating envelope 
present in the late time which does eventually become unstable. However, if averaging were not 
used, the solution breaks down during the main pulse. It was noted that when the time step 
was set to 95% of the maximum, which implies cAt = 0.14776/m, a better late-time stable result 
was obtained. The transient response from a cube, 1.0m on a side, centered about the origin 
is shown next. The x, y, and z directions were divided into 4, 5, and 5 uniform segments. By 
connecting the diagonals of the resulting rectangular patches, a total of 260 triangular patches 
with 390 unknowns is obtained. Here the resulting time step that was used was 0.04714/m. The 
backscattered and "side-scattered" (6 = 90°, <f> = 90°) far electric fields are shown in Figure 2. 
The agreement with the frequency domain data is very good. 
Next, homogeneous dielectric solids are considered. We first consider a dielectric sphere 1.0m 
in radius and eT = 2.0. The sphere is triangulated in the same manner as described before and has 
207 edges. The time step was set to 0.14776/m or 95% of the allowed maximum time increment. 
Figure 3 depicts the equivalent electric and magnetic currents Je and M$, respectively, at 
9 = 90°, 0 = 0°. The results are in good agreement with the frequency domain result which 
was obtained by using 128 frequency samples of the Mie series solution. The equivalent Jj, and 
Me currents at 9 = 90°, <j> = 90° are shown in Figure 4. It may be noted that both Je and Me 
agree very well while the the time-domain peaks are a little bit larger than the frequency-domain 
peaks for J^ and M$. Finally, a dielectric cube of side length 1.0m is considered. The cube is 
discretized in the same manner as the conducting cube and has a relative permittivity of 2.0. 
The time step was chosen to be 95% of the maximum allowable and was set to cAt = 0.08957/m. 
The frequency domain result was obtained from a lossy dielectric cube which had a conductivity 
of 1.0 mS and 128 sample points between 0 and 250 MHz. This conductivity was included to 
develop a smooth frequency response. Figure 5 compares the backscattered and side-scattered 
electric fields with the frequency domain results. The two results are in close agreement with 
each other and show the same trends. 
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Figure 1: Transient current on a conducting sphere of radius 1.0 m (a) Jt at 8 = 
90",<t> = 0° and (b) J4, at 6 = 90°, <f> = 90° illuminated by a Gaussian 
plane wave. Number of unknowns = 207. 
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90°, </> = 90°) far-field response of a conducting cube 1.0m on a side illu- 
minated by a Gaussian plane wave. Number of unknowns = 390. 
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Figure 3: Equivalent currents (a) Je and (b) M$ on a dielectric (er = 2.0) sphere 
of radius 1.0m at 0 = 90°,^ = 0° illuminated by a Gaussian plane wave. 
Number of edges = 207. 
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Figure 5: Normalized (a) backscattered (6 = 0°, <f> = 0°), (b) side-scattered (8 = 
90°, 4> = 90°) far-field response of a dielectric (er = 2.0) cube 1.0m on a 
side illuminated by a Gaussian plane wave. Number of edges = 390. 
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Abstract 
Two Finite Element solvers for Maxwell's equations in the time-domain are presented. 
FERCS is a node-centered code based on the Finite Element Flux Corrected Transport 
method, and RCSUP is a cell-centered code using second-order upwind fluxes. Both allow 
2-D calculations of the electromagnetic fields scattered by targets made up of several linear, 
isotropic materials. The results in terms of bistatic RCS for various configurations are 
shown and include conducting cylinder, dielectric cylinder, conducting airfoil. Those Finite 
Element techniques use unstructured meshes and hence allow rapid mesh generation for 
complex geometries as well as mesh adaptation. 
Introduction 
The development of efficient numerical methods for the solution to Maxwell's equations is 
a prerequisite for the effective and rapid design of new products in many areas of electrical 
and mechanical engineering. 
The problem of determining the RCS of typical aerodynamic (i.e. streamlined) objects 
in 2-D is no longer considered as difficult. For these applications, frequency-domain solvers 
based on boundary element methods (e.g. methods of moments) are standard tools through- 
out industry [1,3]. The situation is somewhat different for 3-D problems. For these the very 
favorable operation count achieved by singularity methods in 2-D deteriorates significantly 
and becomes rapidly overwhelming. As an alternative, time-domain solvers have been pro- 
posed [4,5]. The operation count for these is N3 Nt, where JV is the number of degrees of 
freedom and Nt the number of timesteps required to achieve the periodic state (monochro- 
matic incident wave) or for the fields to die out (pulse wave). We also notice in passing that 
multimaterial applications pose only a linear increase in the operation count for time-domain 
solvers. 
The main features of the time-domain Maxwell solvers we are developing are the following: 
• Use of unstructured grids, in order to handle both geometrical and physical complexity, 
and also to allow mesh adaptation. 
• Use of proven technology and experience from the Computational Fluid Dynamics (CFD) 
disciplines, modifying and improving them for the RCS applications. 
• Developments in two directions : space-centered scheme with a node-based approximation, 
upwind scheme with a cell-centered interpolation. 
479 
In what follows, we recall the basic Maxwell's equations in the first section. Then the 
second and third sections are devoted to the presentation of the node-centered and cell- 
centered codes, respectively. In the fourth and final section we discuss the results. 
1. Maxwell's Equations in the Time Domain 
The general scattering problem requires the solution to the time-dependent Maxwell's 
equations. If we assume that the materials are homogeneous, isotropic, linear and that no 
current density is to be accounted for, they may be written as: 
VxE=-)iH,        VXH = EE,,. (1) 
H denotes the magnetic field, E the electric field, e and p the permittivity and the perme- 
ability of the material. 
If one breaks up the fields into an incident and a scattered field (E = E + E ), these 
equations may be rewritten in the following way: 
VxEs + /iH^ = -VxE7-//H^( 
VxHs-£E^ = -VxH7 + eEf(. 
We always compute the scattered fields only. When dealing with perfectly conducting 
bodies, the right-hand side of (2) vanishes, and we drive the solution by using the boundary 
conditions on the bodies. 
In the presence of dielectric materials, the solution is driven by the incident terms of the right- 
hand side. These can be interpreted either as fluxes or as 'regular' source terms, depending 
upon whether they are expressed as space derivatives or time derivatives. 
2. Node Centered Code : FEM-FCT 
2. a. General Presentation 
As the basic algorithm to advance the solution in time, we employ Finite Element Flux- 
Corrected Transport (FEM-FCT). This is a non-linear algorithm that blends a high-order 
and a low-order scheme in an appropriate manner in order to avoid non-physical ripples or 
oscillations. In regions where the variables under consideration vary smoothly the high-order 
scheme is employed, whereas in those regions where the variables vary abruptly the high- 
and low-order schemes are combined, in a conservative manner, in an attempt to ensure a 
monotonic solution. 
Recasting Eqns.(2) in the conservation form that is more usual in Computational Fluid 
Dynamics (CFD) (with the conservative variables U, the fluxes F and the source terms S), 
f + V-F = S, (3) at 
we advance the solution in time as follows: 
Un+1 = U' + ca- (AUh - At/') , (4) 
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where AUh and At/' denote the increments obtained by some high- and low-order scheme 
respectively, and U1 the monotone, ripple-free solution at time t = in+1 of the low-order 
scheme. c„ is a scalar varying between 0 and 1, calculated on a local basis in such a way 
that no new over/undershoots are created. FEM-FCT has been widely used in CFD [6,7]. 
However, there exist important differences between the Maxwell equations and the Euler or 
Navier-Stokes equations that govern the motion of fluids: 
- The system of PDEs is linear, i.e. due care has to be taken not to damp out physically 
relevant modes. Most of the commonly used limitors in CFD would do this. 
- In the scattering problem, the solution is oscillatory. This implies that one has to avoid 
clipping limitors. 
- Except at material interfaces, the solution is C° continuous, i.e. does not contain sharp, 
shock-like discontinuities. 
As high-order scheme, we employ a two-step Taylor-Galerkin method, whereas a lumped- 
mass Taylor-Galerkin scheme with diffusion is used as low-order scheme. 
Further details can be found in references [6] and [7]. 
2. b. Material Interfaces 
Let us consider the particular case of a TE wave in two dimensions (unknowns Ex, Ey, and 
Hz). On a material interface, the regular unknown E is not uniquely denned. We compute 
on these particular points the unknowns Dn and Et instead, and use them in the elements 
surrounding the interface when necessary. 
Besides, the basic equations have to be written in a slightly different way for the first and 
second half timestep in order to handle the discontinuity: 
first half step : second half step : 
Ex,t = - HZty 
Ey,, = -^HZtX {£Ey,t = -Hz>x (5) 
HZit = — (Ex,y — EV:X) ß 
2. c. Limitor Options 
In the elements surrounding the material interfaces, the low-order scheme is employed. 
This is the region where discontinuities occur. In addition, the updating of the 'regular' 
unknowns has to match that of the unknowns D„ and Et- 
Away from this critical region, the fields are generally smooth, as opposed to what happens 
for compressible flow fields. Therefore, the best solution is achieved with the highest order 
scheme. 
As an illustration, the RCS of a conducting cylinder (TE wave, ka = 5.) is plotted on 
Figure 1 with various limitor options. When the code has to determine where to use the 
low- and high-order schemes, it chooses to use the high-order scheme in the whole domain. 
(The second and fifth curves are identical). 
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3. Cell-Centered Code : Upwind Scheme 
An upwind code, based on approximate Riemann solvers, is also under development. 
This family of solvers has been used in the CFD area and has proven especially useful when 
dealing with sharp discontinuities in the fields. It has also been employed successfully for 
CEM problems, and is meant to be our 'reference code', on which we can base further 
developments. 
We use a cell-centered approximation and a second-order scheme in the framework of a 
finite volume approach. To this end, we rewrite the weak formulation of (3) in the following 
form: 
At   r «(t + AO-u-W-j^F.nrfr + At*- (6) 
where tie denotes the element e, |fie| its volume, düe its boundary and n the outer unit 
normal on this boundary. The fluxes are evaluated by using any first-order upwind formula- 
tion. For the time being, we employ fluxes derived from Lax jump conditions on an interface 
between two adjacent cells ([12], [13]). To achieve second-order accuracy in both time and 
space, we employ a two step method and a MUSCL variable interpolation, respectively. 
With this cell-centered method, there is no need to treat the material interfaces in any 
particular way. The fluxes account for the jump in the material properties. 
4. Numerical Results 
4. a. Cylinder 
The RCS calculation for infinite circular cylinders is chosen as a test case. In this case, 
analytical results in the form of Bessel-functions exist [11], so that an accurate comparison 
is possible. The incident wave employed can be either a single frequency wave or a Gaussian 
pulse, allowing broadband response with a single transient calculation. 
• Conducting Cylinder 
On Figure 2, both codes are compared, and the results show very good agreement with 
the exact solution. 
• Dielectric Cylinder 
The case of a monochromatic wave (ka = 1.) impinging on a cylinder of permittivity 2. 
surrounded by the vacuum is chosen. Figures 3a and 3b show partial meshes used by the 
two codes and in particular the paths used for the RCS calculation: for the node-centered 
FCT code, we come up with a path connecting element sides, whereas an element-centered 
path is employed in order to process the results of the upwind code. The results of both 
codes are plotted on Figure 3c. 
4. b. Airfoil 
The RCS for a perfectly conducting airfoil has also been computed. This 'real-life' example 
shows in particular that a good accuracy can be obtained even with a rather coarse mesh: 
the mesh nr. 1 plotted on Figure 4a has only 10 points per wavelength in the areas close to 
the conducting boundary, and the results obtained with the further refined meshes (nr.  2 
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and 3) are not very different (Figure 4b). Thus, a good approximation of the RCS diagram 
can be obtained in less than 5 mn on a Cray YMP computer. 
Conclusions and Outlook 
Two Finite Element Solvers for the solution to Maxwell equations in the time domain 
have been presented. They allow the simulation of arbitrary geometries in 2-D and 3-D for 
multimaterial problems. By analyzing the response to a pulse, the RCS profile for a whole 
range of frequencies may be obtained in a single run. We have found this a very economical 
way to identify narrow regions of the spectrum where resonances may be present. The h- 
refinement capabilities of the FCT code allow optimal CPU requirements, since a fine grid 
is used only where necessary. 
Work is currently in progress to extend the present capabilities to include more various 
material properties and 3-D problems. We are also working on advanced data-structures to 
minimize both CPU times and indirect addressing for these unstructured-grid solvers. 
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FCT with limiting based on the magnetic field 
No limiting, full diffusion (first order) 
No limiting, no diffusion (second order) 
Full antidiffusion (fourth order) 
Figure 1 : TE wave for ka = 5. 
Various limitor options (FCT code). 
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Figure 2 : TE wave on conducting cylinder (ka = 5. 
Figure 3a : node-centered path 
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Figure 3b : element-centered path Figure 3c : RCS for ka = 1., e = 2. 
Dielectric cylinder 
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Figure 4a : Mesh nr. 1 (coarsest one) for the conducting airfoil. 
   Mesh nr. 1 
o o a a     Mesh nr. 2 
. . . .     Mesh nr. 3 
Figure 4b : RCS on airfoil (FCT code). 
TE wave, A = 0.03 m = L/10, normal incidence. 
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Abstract-This paper compares the radar cross-section(RCS) of perfectly-conducting targets cal- 
culated by the FDTD method with measured data. For a cube, excellent agreement is obtained 
over a 30 to 1 frequency range. The rod, strip and cylinder scatterers are used to explore the 
limitations of the FDTD model. It is demonstrated that the high-frequency scattered field is quite 
sensitive to the thickness of the free-space layer separating the scatterer surfaces from the Mur 
absorbing boundary. The measured RCS of the strip and cylinder, available to lengths of 4k, 
agrees excellently with the FDTD computation. The measured data for the rod extends up to a 
length of 10A., and agrees very well with the FDTD RCS. 
Introduction 
The "finite-difference time-domain" method solves Maxwell's Equations in the time 
domainfl], by replacing the partial derivatives with central-difference formulas, thus introducing 
a time step Ar, and introducing the sub-division of space into cells of size Ax by Ay by Az. A 
finite volume of space consisting of Nx,Ny,N, cells must contain both the scattering object and a 
sufficiently thick layer of free-space or "whitespace" separating the boundaries of the object on 
all sides from boundaries of the cell space. The total field is split into the incident field plus the 
scattered field[2]. The incident field is a plane wave of the Gaussian pulse waveshape shown in 
Fig. 1 and is analytically specified at each point at each time step, as if it were propagating in 
free space. The scattered field is computed by the Yee algorithm: E at the center of each cell 
face is determined from its previous value and from H on the edges of the face; time is stepped 
forward, then H on each edge is found from its previous value and E at the cell face centers; time 
is stepped, E found from H; time is stepped, H found from E; and the computation proceeds in 
leapfrog fashion. 
As time is stepped forward, the plane wave induces conduction and polarization currents in 
the scattering object, which in turn produce both "near fields" and "far fields" in the whitespace 
between the scattering object and the outer boundary. The near fields store energy in the white- 
space, whereas the far fields carry energy away into the far field. The outer boundary of the cell 
space is designed to absorb any energy incident upon it, by imposing the Mur second-order 
boundary condition on the electric field[3]. Since the scattered field is computed directly, there 
is no need to divide the FDTD cell space into scattered field and total field regions. 
The Yee algorithm determines the vector field components in each cell at each time step. 
To find the far-zone scattered field, the near-zone to far-zone transformation of Ref. [4] is used. 
A convenient closed "integration surface" is selected, usually 4 cells from the absorbing bound- 
ary. Knowledge of the fields on the integration surface at each time step allows the computation 
of the electric and magnetic surface-current "equivalent sources" on the surface at each time step, 
and then, by integration, the far-zone scattered field at each time step. To compute the 
frequency-domain radar cross-section(RCS), the Fourier Transform of the time domain far zone 
electric field is computed and divided by the Fourier transform of the incident pulsed plane wave 
at each frequency. This is considerably more efficient than making a separate computation for 
each frequency of interest, especially when broadband results such as presented in this paper are 
required.   Ref. [4] demonstrates excellent agreement between the RCS computed by FDTD in 
this way with moment-method computations for a square-plate scatterer. This paper compares 
FDTD RCS calculations with the measured RCS of a cube, a rod, a strip, and a cylinder. 
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This paper presents an impartial test of the FDTD method because the code development, 
the measurements, and the actual computations and comparisons were done by different people 
at different institutions. The code was developed by R.J. Luebbers and K.S. Kunz[4]. The meas- 
urements were done by S.R. Mishra and C. Larose in a cooperative effort with C.W. Trueman 
and S.J. Kubina aimed at obtaining excellent agreement with moment-method computations for 
simple targets smaller than 4A[5,6]. The FDTD method allowed comparisons with measure- 
ments for targets as large as 20A. Thus the FDTD validation presented in this paper is perhaps a 
more impartial test of FDTD performance than results obtained in situations where the same 
research group is developing an FDTD code, making the measurements and providing the com- 
parisons. 
4B 
Frequency   [MHz) 
Fig. 1 The Gaussian pulse excitation and its spectrum, for cells of size 0.5 m. 
FDTD Parameters This paper examines FDTD modelling from the user's vantage point. The user must 
choose the cell size, Ax, Ay, and Az, and the thickness of the whitespace, Nw cells. The size of 
the scattering object and the thickness of the whitespace determine the required extent of the 
FDTD cell space, N, by Ny by N, cells. Finally the user must choose a time-step Ar, and the total 
number of time-steps N, for which the calculation will be done. These choices are fundamentally 
determined by the frequency range over which the RCS is required, as discussed in the follow- 
ing. For stability of the Yee FDTD algorithm, the time step must be less than or equal to[7] 
Arm W(l/Ax)2 + (1/A}>)2 + (1/Az)2 
Though Ref. [4] demonstrates good agreement between FDTD and a moment method calculation 
with the maximum allowable time step, the time step in this paper will be set to 
Ar = (V3/2)ArBIX = 0.866Arm„ for an "ample safety margin"[7]. The velocity of propagation of 
waves in the FDTD cell space depends upon the direction of propagation through the grid. 
Waves travelling parallel to the grid axes propagate faster than waves travelling diagonally. 
With time step Ar = (J5/2)AtmR„ the error in the speed of propagation is 0.31% for A/20 cell size; 
1.3% for A/10 cells; and 5.7% for A/5 cells[7]. The frequency range of the calculation is usually 
limited to cells smaller than A/10 to keep the propagation velocity error within acceptable 
bounds. Indeed, cells smaller than A/20 are often used[7]. 
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The total number of time steps is estimated in terms of the number of end-to-end trips 
along the scatterer. In RCS computations using the FDTD algorithm with a sinusoidal time 
dependence of the plane wave, Ref. [7] allows sufficient time for two "front-to-back-to-front" 
interactions hence four end-to-end trips, for low-Q scatterers. 
The wave shape of the plane wave excitation is designed to limit the spectrum to frequen- 
cies where the cells are smaller than A/10. A Gaussian pulse is used here, given by 
f(t)    =   Ae -ait-dlc-P&I)2 
where, for PEC targets in free space, and for PEC targets in free-space, ß = 64 is a time delay 
such that the pulse starts at A e~u at I = 0, d = 0, die is the time-delay as the pulse travels to the 
FDTD cell, a = l/(16Az)2 is chosen to limit the frequency bandwidth to frequencies where the 
cell size At is less than A/10. Fig. 1(a) shows the Gaussian pulse for cells of size Ax = 0.5 m, 
with Ar = (V3/2)ArmlI = 0.833 ns, hence a = (75)2 (MHz)2. Fig. 1(b) shows that the spectrum of 
the pulse is limited to frequencies less than about 0.8Va = 60 MHz, at which frequency the 0.5 m 
cell size is A/10. 
The required thickness of the whitespace is a thomy problem. Ref. [5] uses 8 to 12 cells of 
free space between the scattering object's boundaries and the absorbing boundary. The plane 
wave induces surface current flow on the scatterer, with its associated "near" field in the white- 
space cells between the scatterer surface and the absorbing boundary. If the whitespace is too 
thin, then the near-field "runs into" the absorbing boundary, which may absorb some of its ener- 
gy, and the imperfect absorbing boundary may reflect some near-zone energy back to re- 
illuminate the target. Certainly the near field would not be realistically represented, and poor 
results would be expected. This paper explores the effect of making the whitespace too thin. 
The computation time for the FDTD calculation is directly proportional to the total number 
of time steps, and to the total number of cells that must be updated at each time step. Hence 
there is a desire to keep the whitespace thin. The following establishes agreement with measure- 
ments for the cube, then explores the consequences of a thin whitespace for the rod, strip and 
cylinder scatterers. 
i i i i i i i i i i i i i i i i 
FDTD  with  30  cslla,   15  uhttaopoci 
MEASURED 
a.s l.a 1.5 e.B s.s 
Side   Length    (wavelengths) 
Fig. 2 The measured and computed RCS of a PEC cube. 
Cube RCS 
Fig. 2 compares the mea- 
sured and computed RCS of a 
perfectly-conducting(PEC) cube 
with the plane wave incident 
normal to the face of the cube, 
and the electric field parallel to 
an edge. The scattered field was 
measured in a 6 m cubical 
anechoic chamber. For 6.35 cm 
targets, the target was mounted 
on a styrofoam support column 
1.2 m from a pair of horn anten- 
nas, which measure the scattered 
field with a bistatic angle of 
about 8.2 degrees. Longer tar- 
gets were measured at a range of 
4.7 m. AnHP8510oraWiltron 
360 network analyzer is used to 
determine the scattered field 
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amplitude and phase at 801 frequencies from 2 to 18 GHz. Time-gating is used with a gate 
width of 7.5 nanoseconds to remove the direct coupling between the horn antennas, and also 
residual reflections arriving from the walls and floor after the response of the target has subsided. 
The scattered field of the target is measured as the difference at each frequency between the 
response of the target, column and chamber and the response of the column and chamber alone. 
The scattered field of a reference sphere is measured in the same way. Then the exact Mie series 
for the backscattered field of the sphere[8], evaluated with the 8.2 degree bistatic angle, is used 
to find a calibration factor for the system at each frequency. The measured cube curve in Fig. 2 
is a composite of measured curves on four different sizes of cubes, and was verified against other 
measurements of cube RCS[9] and against a wire-grid model calculation for cube size less than 
1.5AJ5]. 
To model the cube with FDTD, its side length was arbitrarily set to a =15 m. The cell size 
Ax was chosen such that Ax = A/10 at cube size alX = 3, hence Ax = a/30, for a 30x30x30 cell 
model. The whitespace thickness was set to w = A/20 at the lowest frequency of the measured 
data, alX = 0.1, hence w = 15Ax. The number of time steps was set at 2048, allowing 34 trips 
along a cube edge, or about 8 
trips around the periphery of the 
cube. Plotting the scattered field 
as a function of time shows that 
there is little response after the 
time required for about 4 periph- 
eral trips. Fig. 2 shows excel- 
lent agreement between the RCS 
computed with this FDTD 
model and our measurement, 
over a 30 to 1 frequency range. 
Rod RCS 
The PEC rod target has a 
square cross-section, and its 
length is ten times its cross- 
sectional side length. The rod is 
illuminated by the plane wave 
"end-on", with the plane wave 
travelling along the length of the 
rod, and the electric field paral- 
lel to one side of the cross- 
section. The measured RCS in 
Fig. 3 is in excellent agreement 
with a moment-method wire- 
grid calculation shown in Ref. 
[6] up to the limiting frequency 
of the wire-grid, at LlX = 4. The 
FDTD model of the rod uses 
100 cells along its length, and 
10x10 cells for the cross- 
section, making the cell size 
A/10 at LlX = 10, where L is the 
rod length. Fig. 3(a) shows the 
rod RCS computed with a 
ra°-L"6 Rod  Length   (wowelengths) 
Fig. 3 The measured and computed RCS of a PEC rod, 
using 100 cells for the rod length. 
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Fig. 4 The RCS of the PEC rod using 200 cells for the 
rod length. 
whitespace of only 6 cells. It is 
remarkable that the computed 
RCS agrees as well as it does 
with the measurement between 
LA. = land4. BelowL/A=l, 
the peak in the computation is 
larger than that in the measure- 
ment, and the whitespace is thin- 
ner than A/20. AboveL/A = 4, 
the peaks are generally too large 
and the minima too deep in the 
computation compared to the 
measurement, and the agreement 
is poor. When the whitespace is 
increased to a generous 20 cells, 
the agreement is enormously 
improved over the whole fre- 
quency range. At low frequen- 
cies, the whitespace is thicker 
than A/20, and the peak near 
L/A = 0.75 aligns nicely with the 
measurement.   Above L/A = 1, 
the computed peaks are 1 or 2 
dB too large and the minima too 
deep, but the agreement is gen- 
erally quite good up to 
Lfk ~ 7.5. For longer rods the 
location of the peaks and mini- 
ma in the computation become 
shifted compared to those in the 
measurement, as the cell size 
approaches A/10. 
Fig. 4 compares the measure- 
ment with an FDTD computa- 
tion using 200 cells for the 
length of the rod, and 20x20 
cells for the cross-section, and seeks to improve the agreement at the high end of the frequency 
range. Fig. 4(a) uses a thin whitespace of only 8 cells. The RCS is poor at the low frequency 
end where the whitespace is thinner than A/20. Near L/A=5 and again near L/A=9 the computed 
peaks are too large. When the whitespace is increased to 20 cells, the agreement is again greatly 
improved, with quite good agreement across the whole frequency range. Now the cells are only 
A/20 in size for rods 10A in length. Note that the peaks nearL/A=4 agree less well than we 
would like. The 20 cell whitespace in Fig. 4(b) is physically only half as thick as that in Fig. 
3(b). 
The far-zone scattered field of the rod as a function of time was examined to determine 
whether the number of time steps was adequate. The 100 cell model with 2048 time-steps allows 
about 10 end-to-end trips. The time response shows an initial return from the front end, then 
after a delay of two end-to-end trip times, a large return from back end, then after a further two 
trip time delay a small third return. Time for five end-to-end trips would have been adequate. 
The 200 cell rod, with 2048 steps allows time for 5 end-to-end trips, just sufficient to pick up the 
third return. The 200 cell calculation was extended to 4096 steps, but no fourth return was 
found. 
Figs. 3 and 4 show that, for the rod scatterer, if the whitespace is too thin then the high 






\ Strip RCS 
"      Tbc strip target has its length 
 equal to ten times its height, and 
- the thickness of the strip equal 
 to about 2/41 of the height. The 
 RCS was measured for end-on 
: incidence of the plane wave, 
: with the electric field parallel to 
" the height dimension, and the 
t-K. -,   : measurement agrees excellently 
»M _egB«i»ee J»EC _.»rto_ M : vvith a wire-grid model calcula- 
: tion[6]. The measurement has 
: not as yet been completed for 
: strips longer than Lfk = 4. To 
J model the strip by FDTD, 200 
cells were used along the length, 
20 for the height and one for the 
thickness, making the thickness 
2/40 of the height. The precise 
thickness could be modelled by 
making the Ay cell dimension 
different from Ax or Az, but this 
was not done. The strip RCS 
was computed with a whitespace 
thickness of 8 cells, Fig. 5(a), 
and of 20 cells, Fig. 5(b). The 
low frequency RCS for the strip 
] is not sensitive to the whitespace 
: thickness, showing equally good 
: agreement with the measure- 
ment in both cases. With the 
thicker whitespace, the peaks in 
the size range from Lfk « 1.25 
up to Lfk « 4.25 are in better 
agreement with the measure- 
ment than those computed with 
the thinner whitespace. Fig. 5 
shows the high frequency 
scattered field changes with increased whitespace thickness. Thus forL/k>$, with 8 cells of 
whitespace the curve shows a strong upward trend, whereas with the 20 cell whitespace the level 
of the peaks is fairly constant. . The time dependence of the strip backscattered field was examined to see if enough time 
steps were used. The strip shows an initial return, then two end-to-end trip times later, a second 
return. No third return was seen, even when 4096 time steps were used for the 200 cell strip, 
enough time for 10 end-to-end trips. These observations are consistent with the time domain 
impulse response measured using the network analyzer. 
VE 




Strip  Length   (wavelengths) 
Fig. 5 The measured and computed RCS of a PEC strip 
using 200 cells for the strip length. 
Cylinder RCS J     ri      v,„ Fig. 6 compares the measured and computed RCS of a PEC circular cylinder of length 10 
times its diameter, for end-on incidence of the plane wave. The FDTD cylinder model uses 110 
cells for the length of the cylinder, and "builds" the cylinder out of blocks 3x1, 7x1,9x2,11x3, 
9x2, 7x1 and 3x1 cells in size. Fig. 6(a) shows that with 8 cells of whitespace, the peak at 0.75X 
is too large, whereas with 22 cells of whitespace, this peak agrees nicely with the computation. 
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The agreement between Lfk = 1 and Lfk =4 with 8 cells of whitespace is quite good, and surpris- 
ingly is poorer with the thicker whitespace. Comparing parts (a) and (b) of Fig. 6 between 
Lfk = 5 and 8 shows higher peaks and deeper minima with 8 cells of whitespace than with 22 
cells. 
Conclusions 
This paper has shown excel- 
lent agreement between the 
measured RCS and that com- 
puted by FDTD for a cube scat- 
terer over a 30 to 1 frequency 
range, and a rod scatterer over a 
10/0.6=17 to 1 frequency inter- 
val. Excellent agreement for a 
strip and a cylinder has been 
shown over the 4/0.6=7 to 1 fre- 
quency range for which mea- 
sured data are available. 
This paper has explored the 
effect of the thickness of the 
free-space layer or "whitespace" 
separating the scattering object 
from the absorbing boundary. It 
has been demonstrated that the 
high-frequency RCS computed 
by FDTD is compromised by a 
too-thin whitespace layer. Good 
agreement with the measured 
RCS for the cube was found as 
the cell size approaches A/10 
with a whitespace of 15 cells. 
Poor agreement was found for 
the 100 cell rod as the cell size 
approaches Ay 10 for 6 cells of 
whitespace, but good agreement 
was found for 20 cells of white- 
space. Poor agreement was 
found for the 200 cell rod as the 
cell size approaches A/20 for 8 
cells of whitespace, and good 
agreement for 20 cells of white- 
space. A whitespace 20 cells 
Cylinder Length   (wauelengthe) 
Fig. 6 The RCS of the PEC cylinder using 110 cells 
for the length. 
thick is two wavelengths in thickness at the top end of the bandwidth of the FDTD model, where 
the cell size is A/10. 
The rod and cylinder results, Figs. 3,4 and 6, suggest that a minimum whitespace of A/20 
is required at the lowest frequency for which the RCS is to be relied upon. However, the strip 
RCS of Fig. 5 is not sensitive to whitespace thickness at the low frequency end. 
Figs. 3 to 7 show that if the whitespace is too thin then the high frequency RCS is poorly 
predicted. The graphs presented here suggest that 20 cells of whitespace is "safe", but this may 
be too conservative a choice, leading to excessive computation time. Thus for the cube of Fig. 2, 
15 cells is enough. Ref. [7] recommends 8 to 12 cells-but Figs. 4 to 6 show that 8 cells is not 
enough for the rod, strip and cylinder scatterers. The 100 cell rod computation was repeated with 
10 and 12 cells of whitespace, showing that 10 cells is not adequate, but that the RCS with 12 
cells is little different from the RCS with 20 cells of whitespace. The 200 cell rod calculation 
was repeated with 12 and 16 cells of whitespace. With 12 cells, the large deviation from the 
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measurement above Lfk = 8 in Fig. 4(a) is corrected, but there are large differences between the 
measurement and the computation between Lfk = 4 and 8, and so 12 cells is clearly insufficient. 
With 16 cells of whitespace, the agreement between Lfk = 4 and 8 is considerably improved, but 
the peaks are still too large. Fig. 4(b) shows that with 20 cells of whitespace, the agreement 
above Lfk = 6 is good, but there is room for improvement between Lfk = 4 and 6. One is 
tempted to "run" the FDTD code with 24 or 28 cells of whitespace. 
The results presented in this paper are all for end-on incidence. Equally good agreement 
with measurements has been obtained for broadside incidence. For oblique incidence, the opti- 
mum whitespace size might be different. The computation time required for an FDTD "run" is 
heavily dependent upon the whitespace size: for a 200x20x20 cell rod with 20 cells of white- 
space, less than 10% of the cells model the rod itself. Thus with an improved absorbing bound- 
ary condition, it may be possible to substantially reduce running times. 
The cube and rod models presented here are "conformal" in the sense that they are precise- 
ly represented by the cubical cells of Yee's method. Thus if a "conformal" FDTD code were 
available such as that proposed in [10], no change in the results would be expected.   The cylin- 
der result might be improved with a conformal code. 
The FDTD computation of the RCS for the targets presented here has been shown to agree 
very well with measurements over a wide frequency range, and is a promising method for evalu- 
ating the RCS of targets too large for moment-method analysis on modest workstation comput- 
ers. 
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ABSTRACT 
The finite-difference time-domain (FDTD) method is used to solve the 
Maxwell equations in media which exhibit frequency dependant complex 
permittivity using two conceptually different approaches. The first 
approach uses a convolution integral to relate the electric field (E) to 
the electric flux density (D) while the second approach relates the two 
via an ordinary differential equation. It has been observed that the 
differential equation method is the more accurate technique. Several 
examples illustrating pulse propagation in both Debye and Lorentz 
dispersive media are presented and the results obtained with the FDTD 
method are in good agreement with other available data. While the 
present work addresses only the one dimensional problem of a dispersive 
half-space, the method itself is applicable to general two and three 
dimensional problems as well. 
INTRODUCTION 
The calculation of electromagnetic pulse propagation in dispersive 
media is of fundamental importance when investigating the effects of 
radiation on biological tissue. The existence of field precursors can 
lead to unexpected field levels in the material. The classic works of 
Sommerfeld [1] and Brillioun [2] address the problem using asymptotic 
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analyses. More recently Oughstun and Sherman [3] have made improvements 
on the original asymptotic analyses of Sommerfeld and Brillioun. 
Albanese, Perm and Medina [4] and Durney, Moten and Stockham [5] have 
applied a Fourier series analysis to investigate the formation of 
transients in media exhibiting Debye dispersion. In [6] Wyns, Foty and 
Oughstun used a Laplace transform analysis to calculate the Sommerfeld 
precursor. In all of these analyses the problems investigated have been 
one dimensional in nature. Due to the techniques used, the extension of 
these methods to the analysis of arbitrary three dimensional structures 
is not an easy task. 
More recently techniques have been proposed to analyze dispersive 
media in the time domain via direct discretization of the Maxwell 
equations. The well known finite-difference time-domain (FDTD) method 
developed by Yee [7] has been modified to account for dispersive media 
in the time domain [8,9]. The advantage of applying the FDTD method to 
this class of problems lies in its ability to handle complex three 
dimensional geometries. 
The purpose of the research being reported here has been to 
investigate the accuracy of using the FDTD method to model pulse 
propagation in linear dispersive media. Two different approaches to the 
problem have been investigated and the accuracy of each approach 
assessed. It has been found that accurate results in both Debye and 
Lorentz dispersive media can be obtained with the FDTD method. 
In this paper the formulation of the FDTD method in dispersive media 
is briefly outlined and the results for pulse propagation in a 
dispersive half-space are presented.  The data obtained with the FDTD 
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method is found to be in good agreement with data obtained from other 
techniques. 
While the present work addresses only the problem of one dimensional 
wave propagation, the FDTD method is a general three dimensional 
technique. The next logical step of this research is, of course, the 
development of two and three dimensional FDTD models for dispersive 
media. 
FORMULATION 
Two different approaches have been investigated. The first was 
developed by Leubbers et. al. [8] and uses a convolution integral to 
relate E to D. In [8], only a Debye material was investigated. 
Extension of this convolution integral technique to Lorentz media has 
been met with some difficulties. The second technique which was 
developed by Joseph, Hagness and Taflove [9] relates E to D using an 
ordinary differential equation. The latter approach has been applied to 
both Debye and Lorentz media and in the Debye case has been found to be 
more accurate than the convolution integral approach. 
In this section the formulation of the two approaches is briefly 
discussed and the pertinent time-stepping relations are presented. 
Convolution Integral Technique: We wish to find solutions to the 
Maxwell curl equations 
VxE = |2 (la) ot 
VxH = - I? (lb) at 
If we assume that there exists only a y-directed component of electric 
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field (E ) and a z-directed component of magnetic field (H ), and 
y z 
assuming field variation only in the x-direction, then (1) becomes 
*!- - ? (2a) ax   at 
ax" • ~ at (2b) 
We further assume that the media of interest is non-magnetic (i.e., ixr  = 
1.0) so that 
B = u  H (3) z    o z 
The relation between D and E is given in the time domain by 
D(t) » E E + e f *(T)E(t-r) dT 
y    <"> y  ° J0    y 
where 
(4) 
e = permittivity of free space o 
e « infinite frequency permittivity 
GO 
X(T)    -    time domain susceptibility function 
using central difference approximations for the derivatives in (2), and 
with (3), we obtain the following finite-difference equations: 
D?T5 - D?i>     H?f}02) - H?Ti0a> y      y    _    z z - - (5a) 
At Ax 
E?i+i) - E?i) 
y      y 
At Ax (5b) 
where the index n is for time and i is for space (see reference 6). 
By assuming all field components to be constant over each time step we 
can approximate (4) as 
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<m+l)At 
(6) D?i) = c E?i)  + e    I EW  I" Xi-r) dr 
Using   (6)   in   (5a)   and  solving  for  E?tJ   yields  a   time-stepping  relation 
for the electric field given by 
E-M   = -4—[ c £?> «V^to 





At   [tfdKhi  - H?tl&>)] (7) 
X    =   \   Z(T)  dx 
'mAt 
From 5(b) we obtain the following time-stepping relation for H : 
HftK?2>   = H?ll&)   - -^_   ( tffl)   - E?i>) (8) Z Z fiAXVy y  V 
O 
The FDTD algorithm is thus comprised of the repeated operation of 
equations (7) and (8). 
For a Debye media the frequency domain permittivity is given by 
c(ü) = c + !f Ü!L (9) 
00  1 + jut o 
where 
E = DC permittivity 
s 
t = relaxation time of media o 
o)  = radian frequency 
Using the inverse Fourier transform it is easy to show that the time 
domain susceptibility function is 
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X(T) «  e     u(x) (10) 
o 
where U(T) is the unit step function. 
For the Debye media the summation term appearing in (7) can be 
performed recursively. This eliminates the need to store all but one of 
the previous electric field values at each spatial point. The 
derivation of the recursion relation is given in detail in [8] and will 
not be repeated here. 
In a Lorentz media the permittivity is given by 
2   i \ u    (e - e ) 
c(u) = c - -? * = (11) 
U      + ZJ0>S   - U 
where 
u = resonant frequency of the media o 
8  = damping coefficient 
Attempts to implement the above FDTD formulation for the Lorentz media 
have presented problems due  to difficulties with  the  recursive 
evaluation of the convolution integral. 
Differential Equation Technique: The differential equation technique 
developed by Joseph, Hagness and Taflove [9] relies on being able to 
obtain an ordinary differential equation that relates E to D. For both 
Debye and Lorentz media this relation is relatively simple to derive. 
Consider first the Debye media with 
„, ,       (e - c ) i   i  D(w)     .  «  a» f1Q-, 
E(u)   oo   1 + jut 
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Cross multiplying and taking the inverse Fourier transform of (12) 
yields the differential equation 
D + t ^y - E E + t E §y (13) y    o at     8 y    o oo at 
applying a central difference to (13) we obtain the following which 
relates E at the current time step to D at the current and previous 
y y 
time steps and E at only previous time steps: 
y 
Ai „ 2TE -e At 
E?t! = , At+2T Af D?I? - At72T .  D?l» + ," ' t E?l)       (14) y    2TE t c it y    2TE + e At y    2TE +E At y co   s co   s co  s 
Thus, the new FDTD algorithm consists of finding the magnetic field from 
equation (8), calculating the electric flux density using 
DVt! = D?i) - £f H?ti02) - H?ti02>) (15) y      y     AX V  z z      ' 
and determining the electric field from (14). 
The procedure for the Lorentz media is very similar. Inverse Fourier 
transforming (11) as before and applying differencing yields 
E?i5 =  [(<A1 + 45At + 2)D?tl 
y    (e u2At2+ 45E At + 2E ) <° y SO CD CO 
+   (U2A!   -  45At   -  4)D?i>   +  2DVI} o y y 
-   (<Afe -  46AtE  -  4e   )E?D   2e E?i}| (16) OS CO     coy      coyl 
The algorithm is the same as for the Debye media except that (16) is 
used in place of (14) for calculating the electric field from the 
electric flux density at each time and space point. 
It should be pointed out that other types of dispersive media can be 
modeled using this technique provided the inverse Fourier transform of 
the permittivity function yields an ordinary differential equation 
relating D and E. 
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In the next section numerical results will be presented and compared 
to other available data in order to validate and assess the accuracy of 
the above dispersive FDTD formulations. 
NUMERICAL RESULTS 
Here results are presented for pulse propagation in dispersive media 
as calculated with the FDTD algorithms described above. For the Debye 
media it has been found that the differential equation approach is more 
accurate than the convolution integral approach under the same 
simulation conditions. Results from these algorithms will be compared 
to each other as well as results from a Fourier series analysis. 
Results obtained for the Lorentz media are presented and compared to 
data available in the literature. 
Debve Media Results:   For a Debye media the frequency dependant 
permittivity is given by (9).  In the following examples the material 
parameters are the same as those used in [4] for modeling water, namely 
E 78.2e    e = 5.5e    t - 8.1xl0"12 sec 
s o     oo        o     o 
The geometry is an infinite half-space. 
For the first example a Gaussian pulse of width 13.33 ps between -60dB 
points is taken to be normally incident on the half-space from free 
space. Using the FDTD algorithms, the complex reflection coefficient at 
the interface has been calculated by discrete Fourier transforming the 
reflected electric field and dividing by the spectrum of the incident 
Gaussian pulse. 
The results obtained using the convolution integral approach are shown 
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(b) 
Figure 1.      Reflection    coefficient    of    Debye    dispersive    half-space 
using    the    convolution    integral     FDTD    technique,     (a) 




"    40     _ 
0 6.00E+10 1.20E+11 1.806+11 2.406+11 
FREQUENCY (HZ) 
(b) 
Figure 2. Reflection coefficient of Debye dispersive half-space 
using the differential equation FDTD technique, (a) 
Magnitude and (b) phase. 
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results of the same problem obtained using the differential equation 
approach. 
We see that the accuracy for both methods is fairly good. It is 
interesting to observe that the convolution integral approach is less 
accurate than the differential equation approach at low frequencies for 
the parameters used in this test case, while both methods exhibit the 
same level of accuracy at the upper end of the frequency band. For both 
of these simulations the space and time increments were identical; Ax = 
40 fun and At = 133.33 fs. 
The next example demonstrates the propagation properties of the 
dispersive FDTD schemes. The same half-space as before is used with a 
normally incident plane wave with the incident electric field in the 
free space region being given by 
Ei(t) _ ( sin(20n x 109t) 
y     \ 0 t > 1ns 
The temporal variation of the electric field at various points within 
the dispersive media was observed. An example waveform is shown in 
Figure 3. As reported in [4], leading and trailing edge transients 
corresponding to the Brillioun precursor are observed and have 
magnitudes exceeding that of the carrier frequency component. 
In order to more quantitatively assess the accuracy of the two 
dispersive FDTD formulations, the maximum magnitude of the transient and 
the magnitude of the carrier frequency component are tabulated for 
observation points within the material at various distances from the 
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Figure 3.     Temporal    electric    field    behavior    in    Debye    dispersive 
half-space at a distance of 14.7mm from the interface. 
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given in reference 4 which were calculated using a Fourier series 
technique.  The results tabulated in Table 1 are for a mesh spacing of 
Ax = 30 fim  and time step At = 100 fs. 
From the data in Table 1 we see that the differential equation FDTD 
approach agrees with the Fourier series approach much better than the 
values obtained using the convolution integral approach. 
TABLE 1 
Electric field values in Debye dispersive material. D.E. is 
the differential equation approach and C.I. is the 




Maximum Transient Amp 
(V/m) 
Maximum Carrier Frequency Amp. 
D.E. C. I. Ref. 4 D.E. C. I. Theory 
1.2 0.1456 0.1343 0. 14 0.1364 0.1241 0.136 
2.7 0.1005 0.0902 0.10 0.0774 0.0662 0.077 
7.2 0.0483 0.0419 0.05 0.0141 0.0100 0.014 
10.2 0.0355 0.0307 0.038 0.0045 0.0029 0.0046 
14.7 0.0262 0.0209 0.033 0.0008 0.0004 0.0008 
In order to determine the reason for the differing accuracy between the 
two methods a propagation analysis of the two techniques must be 
performed. This task has been begun but more work is needed before 
definitive results can be presented. Numerical experimentation has 
demonstrated that both methods approach the Fourier series and 
theoretical results for successively finer grid resolutions. In view of 
the better convergence of the differential equation method it was 
decided to concentrate efforts on this approach rather than the 
convolution integral method. The differential equation approach also 
has the advantage of being easily adapted for the Lorentz media. 
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Now,  some results from a convergence study of the differential 
equation FDTD method will be presented.  The same problem as above 
was solved using several different mesh sizes.  Table 2 summarizes the 
results of this convergence study. 
TABLE 2 
Electric field values in Debye media for several mesh resolutions. 
Tran is the maximum amplitude of the transient and fc represents 
the amplitude of the carrier frequency component. 
Ax 
Distance from Interface (mm) 
1. 2 2.7 7.2 10.2   II    14.7 
Tran fc Tran fc Tran fc Tran fc | Tran fc 
30 .1456 .1364 .1005 .0774 .0483 .0141 .0355 .0045 .0262 .0008 
60 .1456 .1364 .1005 .0774 .0483 .0141 .0355 .0045 .0262 .0008 
ISO .1459 .1368 .1459 .0773 .0481 .0148 .0354 .0045 .0261 .0008 
250 .1437 .1350 .1437 .0756 .0474 .0141 .0350 .0042 .0260 .0007 
500 .1553 .1536 .1536 .0822 .0470 .0130 .0348 .0036 .0261 .0006 
We see from this data that reasonably accurate field values can be 
obtained using a mesh that is substantially coarser than the original 30 
Urn mesh. Thus, since coarser meshes can yield accurate results, larger 
problems can be solved with reasonable computer resource requirements, 
suggesting that extending the technique to solve two and three 
dimensional problems involving penetration into and scattering from 
dispersive bodies in the microwave frequency range can be accomplished 
without requiring unrealistic run time and memory requirements. 
Lorentz Media Results: To test the differential equation FDTD 
approach for the case of Lorentz media the material parameters 
originally used by Brillouin [2] have been used. These parameters are 
as follows: 
c = 2.25e ,  e - e ,  u - 4xl016,  3 - 0.28xl016 
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As before, the reflection coefficient for a plane wave normally 
incident on the interface has been computed. For this simulation Ax is 
taken to be 60x10" m resulting in a At of 200xl0"21 s. A Gaussian 
pulse narrow enough to provide data from DC up to 3xl016 Hz was used as 
the incident signal. Figure 4 plots the magnitude and phase of the 
reflection coefficient from the FDTD simulation along with the 
theoretical answer.  Excellent agreement is observed. 
Next, the observation point was moved to lum from the interface and 
the incident plane wave was changed from the Gaussian pulse to a unit 
step modulated sinusoid of frequency lxlO16 Hz. The purpose of this 
test case was to try and observe the formation of the first, or 
Sommerfeld, precursor in the dispersive media. 
Figure 5 plots the temporal variation of the electric field ljxm from 
the interface. For this simulation the modeling parameters were Ax = 
20xl0"12m and At = 66.67xl0"21s. Clearly this data displays the same 
behavior as associated with the Sommerfeld precursor as reported in [1], 
[3] and [6]. Before giving a more quantitative comparison to other data 
the convergence of the FDTD model for this problem will be addressed. 
To test the convergence of the FDTD algorithm three different cases 
were run.  The spatial increment (Ax) for these cases was 20xl0~12m, 
-12 -12 -21 30x10  m and 60x10  m with corresponding time steps of 66.67x10  s, 
-21 -21 100x10  s and 200x10  s,  respectively.   Figure 6 shows the early 
development of the Sommerfeld precursor for all of these cases.  It has 
been found that the zero crossing points converge faster than the 
amplitude.   Also, notice that the high frequency ripple on these 
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Figure 4.     Reflection coefficient for Lorentz 




Figure 5.      FDTD   computed      Sommerfeld   precursor   in   the   Lorentz 
half-space at a distance of lujn from the interface. 
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Figure 6. FDTD computed Sommerfeld precursor in Lorentz 
half-space at a distance of Ifim from the interface ,for 
Ax = 20xlCf12, 30xl0"12,  and 60xl0-12 m. 
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waveforms, which is due to the discrete sampling associated with the 
FDTD method, is reduced, as would be expected, for successively smaller 
mesh spacings. 
Due to the computational requirements of simulating the infinite 
half-space with such a fine mesh, no cases with Ax smaller than 
20xl0~12m were run. For more realistic problems such as a finite slab 
of material, it will be possible to use a finer mesh (thus obtaining 
better convergence) and still maintain reasonable computer run times. 
For comparison purposes Figure 7, taken from reference 6 shows the 
Sommerfeld precursor as calculated from a Laplace transform analysis. 
The trends certainly agree with the FDTD data. In Figure 8 the FDTD 
data for the early development of the precursor is plotted with data 
points taken from a graph in [6]. We observe agreement to be fairly 
good. We note again that the amplitude discrepancy can more than likely 
be decreased by using a finer mesh at the expense of increased computer 
resources. 
CONCLUSIONS 
In this paper the results of research aimed at applying the FDTD 
method to the analysis of electromagnetic penetration into dispersive 
materials has been reported. It has been found that the FDTD method is 
capable of predicting transients that are associated with propagation in 
dispersive media and whose prediction is very important when analyzing 
penetration into and propagation in biological tissues. The data 
obtained using the FDTD algorithms has compared favorably to theoretical 
solutions when available and to data obtained by other researchers using 
different analysis techniques.  The results obtained in this research 
512 
Figure 7.      Sommerfeld precursor from reference 6 for comparison to 




Figure 8.      FDTD  computed  Sommerfeld  precursor  in  early  time  with 
Laplace analysis values from [6] shown for comparison. 
(  - FDTD, o o o - from [6D 
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demonstrate the feasibility of using the FDTD method for the solution of 
electromagnetic scattering and penetration problems involving Debye and 
Lorentz dispersive media. The next logical step in this research is the 
development of two and three dimensional computer programs that will 
allow the simulation of more realistic problems. 
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Abstract 
The Finite Difference - Time Domain (FDTD) technique is a conceptually simple, yet 
powerful method for obtaining numerical solutions to electromagnetic propagation prob- 
lems. The application of FDTD methods to problems in ionospheric radiowave propagation 
is, however, complicated by the dispersive nature of the ionospheric plasma. In the time 
domain, the electric displacement is the convolution of the dielectric tensor with the elec- 
tric field, and this convolution is untractable in the nearest neighbor FDTD approach. 
This difficulty can be avoided by returning to the constitutive relations from which the 
dielectric tensor is derived. By integrating these differential equations simultaneously with 
the Maxwell equations, dispersion (and absorption) is fully incorporated. The method is 
shown to be accurate by comparing to a known analytic solution for a special case. 
Introduction 
The accurate characterization of ionospherically modified received signals is of para- 
mount importance in the performance assessment of communication and radar systems. 
During propagation, the RF signal is subject to dispersion (due to the frequency dependent 
ionospheric index of refraction), absorption, refraction and associated focusing/defocusing. 
In the disturbed ionosphere, these typical ionospheric propagation effects are augmented 
by scatter from geomagnetically aligned, small scale ionization structure. The RF signal 
can be diffracted broadly in angle, spreading the signal in delay and reducing its frequency 
and spatial coherence. Temporal variations in the structured medium or motion of the 
propagation path through the structure (moving transmitter or receiver) induce signal 
doppler spreading and loss of temporal signal coherence. Such structured ionization is 
typical of the natural polar and equatorial ionospheres, and the RF propagation problems 
associated with it are well known to, particularly, the HF community (e.g., OTH spread 
doppler clutter and HF communications fading). 
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Much effort over the past two decades has been devoted to the detailed understand- 
ing and prediction of these effects. These studies have been quite fruitful, and a good 
understanding of the important mechanisms now exists for many important propagation 
regimes. This progress has been made, in each case, by making use of a sequence of suit- 
able approximations for each problem of interest which render the propagation calculations 
tractable, at least numerically. However, regimes of interest exist for which the approxima- 
tion methods fail and suitable extensions cannot be found. An example is provided by the 
case of HF propagation through highly structured ionization. In this case the stochastic 
signal component is usually studied using the parabolic wave equation, an approximation 
to the scalar wave equation (in itself an approximation to the true vector wave equation) 
which is tractably soluble but which neglects terms which can be significant when the 
signal correlation length (£„) approaches or gets smaller than the signal wavelength. Yet 
measurements which imply £0 < A are typical of high latitude propagation. 
With the advent of high speed supercomputers and parallel architectures (the Connec- 
tion Machine or transputer networks), there now exists the potential to evaluate ionospheric 
propagation effects for a great many problems of interest without resorting to the usual 
approximations. The approach is to solve directly (by temporal integration) the Maxwell 
curl equations for the vector electric and magnetic fields using the Finite-Difference Time- 
Domain (FDTD) method. In this approach the propagation space is gridded to a resolution 
of several cells per wavelength (typically eight or sixteen) and the curl operator is applied 
in a finite difference sense and multiplied by the temporal step size. The procedure is 
repeated sequentially between the electric and magnetic field equations until the signal 
has propagated to the desired final state. 
With the FDTD method, no approximations need be made other than that implicitly 
inherent in the finite differencing. The accuracy of the resulting vector EM fields is limited 
only by the grid resolution employed. The scope of problems which can be treated is 
limited only by the speed and memory capability of the computing device and the total 
amount of cpu-time available for the calculation. The full vector field can be calculated, 
including the polarization coupling effects which are neglected in the typical scalar wave 
equation approach. Magneto-ionic wave splitting is retained. Arbitrary pulse shapes and 
electron density distributions can be used. 
FDTD application to the dispersive ionosphere 
With the exception of one important element, the FDTD methodology is well estab- 
lished (see the review article by Taflove and Umashankar [1988]). The important missing 
element is the treatment of dispersive media. This has not previously been a concern to 
those involved in FDTD calculations owing to the nature of their problems of interest. 
The considered problems have primarily dealt with determining the scattered field from 
dielectric bodies or field penetration through narrow slots, etc. Thus the propagation 
medium has always been treated as free space or, at best, non-dispersive. This is expressly 
516 
not the case in ionospheric propagation, where the dispersive nature of the medium is of 
paramount importance. 
The difficulty in treating dispersive media in the time domain stems from the relation 
of the electric displacement D to the electric field E. It is in the frequency domain that 
the relation D(w) = f(u) • E(w) holds. The corresponding expression in the time domain 
involves a convolution of the dielectric tensor with the field, and is numerically untractable 
in the nearest neighbor FDTD approach. The complication can be avoided, however, by 
returning to the constitutive relations from which the dielectric tensor is derived [Budden, 
1966], 
-.       1 dP      -.        me  (d2P        dP\ 
<E+N.*XB' = Jü[W + ''1H) (1) 
which relates the forces on a charged plasma (here assumed to be the ionospheric electrons) 
to the plasma acceleration. We have included in (1) the force on a charge due to the 
applied field of our wave of interest and the external geomagnetic field BE responsible 
for magneto-ionic splitting. The collisional forces responsible for signal absorption are 
incorporated through the electron collision frequency u in the last term. Equation (1) has 
been written in terms of the electric polarization P. Our approach is to discretize (l) on 
the FDTD grid and solve for the polarization P at time step n in terms of the polarization 
and field at previous time steps. We then use the relation D = t0E + P in the FDTD 
versions of the Maxwell curl equations (with B = fi„H) 
dB — + V x E = 0 (2) 
f-Vxff = 0 (3) 
The interlaced electric-magnetic grid of Yee is employed [Fee, 1966], providing excellent 
numerical stability. 
The above method for incorporating dispersion in the time domain solution of the 
Maxwell equations was developed by us a few years ago during initial investigations into 
the feasibility of using the Connection Machine to solve realistic ionospheric propagation 
problems [Nickisch and (Minthorn) Calvert, 1988; Minthorn, et al., 1989]. During these 
investigations we were surprised to discover that this fundamental problem of dispersion 
did not appear to have been seriously addressed in previous FDTD analysis. Our initial 
approach involved the use of the inverse dielectric tensor acting on the electric displace- 
ment, and analytical barriers which had previously prohibited time domain dispersion 
calculations were successfully removed. The resulting expressions, however, proved to be 
too cumbersome for efficient application. The elegant method described above seems fairly 
obvious in retrospect, and proves to be both efficient and accurate. 
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An alternative to the coupled Maxwell curl equations is found in the vector wave 
equation. This equation is obtained by applying the curl operator to Equation (2) and 
using Equation (3). The result is 
^§ = ^-V(V.£)-,o§ (4) 
Equation (4) can be discretized in the finite difference sense and solved in a manner 
similar to the coupled Maxwell curl equations. We have done so, and the results prove 
to be equivalent to the previously described method. There is some advantage to the use 
of the vector wave equation approach in that only one grid is required for the calculation 
rather than the two displaced grids used in the Maxwell curl equation approach. There is 
also a small advantage in the memory requirements in that magnetic field quantities are 
not computed, although this is partially offset by the need to retain two previous time steps 
of the electric field in memory so that the finite difference second temporal derivatives can 
be computed. 
Examples of FDTD propagation in ionospheric plasma 
We now show several examples of our FDTD method for treating the dispersive iono- 
sphere. While our code accurately incorporates a nonzero geomagnetic field strength 
(anisotropic effects) and nonzero electron collision frequency (absorption), space does not 
allow consideration of these effects here. Thus in the examples to follow, \BE\ = 0 and 
v = 0 in Equation (1). However both dispersion and polarization coupling will be mani- 
fested. 
The accuracy of the FDTD method for an ionospheric plasma is apparent in the example 
shown in Figure 1. Here a single frequency sinusoid has been introduced from the left into a 
region consisting of free space to the left and a linear ramp of electron density to the right. 
The FDTD code was allowed to run until the solution attained steady state. Extremely 
accurate boundary conditions were employed at the left edge of the grid to account for the 
field leaving the grid (to be expanded upon in a forthcoming publication). This special 
case provides an exact analytic solution in the frequency domain, expressed in terms of 
Airy functions. To compare to this frequency domain solution, the time domain field was 
demodulated. Figure 1 compares the FDTD result (dots) to the analytic result (solid 
curve). The agreement is rather impressive. 
The real efficiency of the FDTD method is, of course, for pulse propagation since a 
frequency domain solution requires a spectral decomposition, a solution for a sufficiently 
dense set of spectral components, and subsequent pulse reconstruction. Figure 2 shows a 
gaussian pulse at a carrier frequency of 9.375 MHz impinging from the left on a gaussian 
electron density distribution with peak plasma frequency 9.3 MHz. The pulse is partially 
reflected and significantly dispersed in accordance with expectations. In Figure 3, the 
same gaussian pulse is incident on a square plasma barrier of plasma frequency 9.3 MHz. 
518 
Dispersion is evident in the transmitted wave as a shortening of the wavelength with 
depth into the medium. The higher frequency components of a signal travel faster in the 
ionospheric plasma. Close inspection of Figure 3 reveals very low amplitude high frequency 
components well ahead of the main transmitted pulse. 
Figure 4 shows three snapshots of a two-dimensional gaussian pulse (predominantly y- 
polarized) impinging on a two-dimensional gaussian electron density enhancement. The y- 
component of the field is shown in the left hand column (symmetric about the propagation 
axis) and the x-component is shown in the right hand column (anti-symmetric about the 
propagation axis). Contours of plasma frequency are also shown (1, 3, 5, 7, 9 MHz), and 
the pulse width was chosen so that the center frequency of the pulse is just below that of 
the peak of the gaussian electron density bump. These figures were generated by a 2-D 
vector wave code. A similar 2-D code solving the coupled Maxwell curl equations produced 
similar results. Note the strong conversion of energy from the y-polarization to the x- 
polarization evident at the last time step displayed, caused by polarization coupling in the 
plasma. Figure 5 is similar to Figure 4, but with the medium replaced by a 1-dimensional 
gaussian ridge with superimposed random structure (a 2-component power-law spectrum 
of irregularities with parameters chosen to provide strong scatter within the space of the 
computational grid). The incident field in this case is a 1-dimensional y-polarized gaussian 
pulse (no x-component is required to maintain the incident pulse in this case). Once again, 
a strong conversion to the cross-polarization is evident. 
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Figure 1: Comparison of the steady state FDTD solution (dots) to the exact Airy function 
solution (solid curve) for single frequency sinusoidal propagation in a region with free space 





Figure 2: A 9.375 MHz gaussian pulse im- 
pinging on a gaussian electron density distri- 
bution of peak plasma frequency 9.3 MHz. 
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Figure 3: A 9.375 MHz gaussian pulse im- 
pinging on a square electron density barrier 
of plasma frequency 9.3 MHz. 
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Figure 4:   A two-dimensional gaussian pulse impinging on a two-dimensional gaussian 
electron density distribution. Contours of 1, 3, 5, 7, 9 MHz plasma frequency are shown. 
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Figure 5: A one-dimensional gaussian pulse impinging on a one-dimensional gaussian ridge 
with superimposed random structure (structure generated with a two-component power 
law PSD). Contours of 1, 3, 5, 7, 9 MHz plasma frequency are shown. 
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Abstract 
The transmission line modelling (TLM) method and its applications are described. Developments to the 
original symmetrical condensed node with stubs to increase efficiency and accuracy are presented. The 
manner in which wires and fine structures may be described by the hybrid variable mesh and, in 
particular, by the multigrid mesh are discussed. The effectiveness of these techniques in improving the 
description of open boundaries, increasing spatial resolution without significantly increasing the size of 
the computation and in describing lossy materials is demonstrated by simulation examples of antenna 
radiation patterns, radiation from equipment apertures and damping of screened room resonances. 
Introduction 
Electromagnetic simulation at high frequencies is becoming increasingly important since problems in 
microwave circuits, antenna and RCS studies and electromagnetic compatibility present many challenges 
to the designer. Practical problems are characterised by: 
• complexity eg. wire looms, tracks on printed circuit boards 
• large differences in spatial scale eg. thin wires in a large equipment cabinet or in free space 
• large differences in time scale eg. between propagation times in typical systems and the diffusion 
time through partially conducting panels 
• material non-uniformities eg. air-dielectric boundaries in microstrip circuits 
• coupling between different regions of space through apertures and conducting penetrations 
Numerical simulation in this environment therefore requires computer based tools which are versatile, 
easy to apply and can deal with general configurations of materials of different shapes and properties. 
Inevitably, simulation of complex systems necessitates the making of assumptions and simplifications 
and it always leads to better modelling if the models used are physically transparent. 
The purpose of this paper is to describe developments to transmission line modelling (TLM) and to 
present results illustrating its range of applications and accuracy. A brief introduction to the essential 
features of TLM is given below followed by sections giving details of recent improvements. 
In TLM, space is modelled by a network of transmission lines. The point at which transmission lines 
intersect is referred to as a node and the most commonly used node for three-dimensional simulation is 
the symmetrical condensed node first described by Johns 1987. A schematic diagram of this node is 
shown in fig. 1. There are twelve ports, two for each polarisation corresponding to the six surfaces of a 
cube. The structure of the node and the parameters of the twelve transmission lines are chosen so that 
the voltages and currents on them give information about the electric and magnetic field in each part of 
space. The TLM algorithm is particularly simple to implement. At each time step, k, voltage pulses [^'1 
are incident on the node from each of the twelve transmission lines. These are scattered to produce a set 
of scattered voltages [kVs] which become incident on adjacent nodes at the next time step. The processes 
of scattering [kVs] = [S][kV'] and connection lk+1V'] = [C][tVs] are repeated for as many time steps as 
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Fig. 1    The Symmetrical Condensed Node 
In 
required. The electric and magnetic fields at each node and at every time step may be obtained directly 
from the voltage pulses. The scattering matrix [S] is simple and may be obtained by imposing the usual 
conservation laws - namely by forcing [S] to be unitary. 
Further details may be found in the paper by Johns 1987. ^\    +-7 
The TLM algorithm is explicit, computationally simple 
and has a high degree of parallelism and hence has been 
identified as a powerful numerical tool in 
electromagnetics. The manner in which computation in 
TLM is implemented can lead to considerable 
improvements in efficiency as described by Tong and 
Fujino 1991. The TLM model is unconditionally stable 
since it is a passive network which is solved exactly. A 
further useful feature is that the transmission lines can 
be considered as distributed models of capacitors, 
inductors and resistors. The user therefore has a good 
grasp of the properties and behaviour of the model, the 
nature and significance of errors and the manner in 
which material properties may be introduced. In the 
next section recent improvements to the basic 
symmetrical condensed node with stubs are described. 
Variable mesh and multigrid techniques 
The regular TLM node shown in fig. 1 can model a cubic volume of space of any dimensions, 
electromagnetic simulation three additional features are often required: 
• It is desirable for a single node to represent non-cubic volumes eg. a long thin node for describing 
wire-like structures. However, in such a node propagation times are different in each direction 
and so pulses will arrive at adjacent nodes after different time intervals. Such loss of synchronism 
renders the technique impractical. 
• It is necessary in many problems to account for material non-uniformities. Nodes on either side of 
the boundary between two different materials must reflect the material properties. If the velocities 
of propagation are different then different space discretisation lengths must be used if synchronism 
is to be maintained. This leads to a lack of connectivity between nodes on each side of the 
boundary. Conversely, if space connectivity is enforced there will be a loss of synchronism. 
• In many practical problems there are regions in which fields vary rapidly and hence a fine spatial 
description is necessary. In regions of slow field variation a coarse description is adequate and 
desirable since, in a large three-dimensional problem, a fine spatial resolution cannot be applied 
throughout the problem space. Also, there are often regions of space in which an accurate 
knowledge of the field is not necessary eg. the space near numerical boundaries in open boundary 
problems. At the interface between a coarse and fine mesh issues of connectivity and synchronism 
arise as described earlier. 
The traditional approach to the modelling of irregular shapes and material non-uniformities is the stub 
loaded node described by Johns 1987. In this approach the twelve link transmission lines have the same 
impedance and propagation time irrespective of the shape of the node or the material properties. Free 
space parameters are normally chosen for these lines. Any deficiencies in capacitance or inductance 
needed to account for material properties or for an irregularly shaped node are added to the node in the 
form of capacitive and inductive stubs. A maximum of three capacitive and three inductive stubs are 
required to account for variations in each coordinate direction. In this manner synchronism and 
connectivity are maintained whilst a range of shapes and material properties can be described. To 
ensure unconditional stability, both the capacitive and inductive stubs must represent passive 
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Fig. la Uniform mesh Fig. 2b Variable mesh Fig. 2c Multigrid tnesh 
components. This condition imposes a limit on the maximum time step that may be employed. In many 
applications this value is too small resulting in a lengthy computation. 
An improved node leading to a hybrid variable mesh has been described recently by Scaramuzza and 
Lowery 1990. In this node all of the inductance is incorporated into the twelve link lines (which therefore 
have different impedances). The capacitance associated with the link lines is chosen to maintain 
synchronism and capacitive stubs are added at the node to make good any deficit. The hybrid node has 
the advantage over the stub loaded node of fewer stubs (three instead of six) and it can be operated with 
a much large time step. It also appears to have better dispersive properties and is much more efficient in 
run-time requirements. Further details may be found in papers by Scaramuzza and Christopoulos 1991 and 
Scaramuzza et al 1991. 
The division of space using a regular node is shown schematically in fig. 2a. One way of dividing space 
when a variable or graded mesh is used (stub loaded or hybrid) is shown in fig. 2b. A feature of the 
variable mesh is that the region of fine spatial description cannot be completely localised if connectivity 
between adjacent nodes is to be maintained. An alternative to the variable mesh is the multigrid mesh 
described by Herring and Christopoulos 1991. The division of space using this technique is shown in fig. 2c 
in which a well defined part of the space is described by a finer mesh. Across the interface separating the 
fine from the coarse mesh there is neither connectivity nor synchronism. It is therefore necessary to 
implement space and time approximations, subject to appropriate constraints, to pass information across 
the interface. The problems associated with the interface have been discussed by Naylor and Christopoulos 
1989 and Herring and Christopoulos 1991. 
Consider a multigrid model in which there is a 2:1 reduction between the fine and coarse regions. Each 
coarse mesh link line is connected to four fine mesh link lines (two in each direction). If the time step in 
the coarse mesh is twice that in the fine mesh then each voltage pulse incident upon the interface from 
the coarse mesh must be converted into eight fine mesh pulses and each group of eight pulses from the 
fine mesh must be converted into a single coarse mesh pulse. Ideally, the implementation of the 
conversion process should be subject to the following constraints: 
• pulses must pass through the interface without reflection 
• the field associated with a group of pulses must be constant across the interface 
• the energy associated with a group of pulses must be constant across the interface 
• the velocity of energy transport must be unaffected by the interface 
Obviously, when converting several pulses from the fine mesh into a single coarse mesh pulse it is not 
possible to satisfy all constraints. In the conversion method described below energy conservation has not 
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been enforced and the interface behaves as a low pass filter (when converting pulses from the fine mesh 
to the coarse mesh). Tests on a loss-less cavity in which one half of the volume is modelled using a 
coarse mesh and the other half with a fine mesh show that the loss of energy is not significant for 
frequencies within the working range of a uniform coarse mesh. The maximum frequency at which 
results from a uniform mesh are used is generally taken to be that corresponding to a wavelength of 10AL 
The multigrid technique, in this case, gives an increase in spatial resolution but no increase in the 
maximum working frequency. 
A general conversion formula may be derived in which pulses from an integral number of link lines from 
one region are converted into pulses travelling into an integral number of link lines in another region. 
Let /j lines from region 1 be connected to l2 lines from region 2, in each direction, and let n: and n2 be the 
total number of pulses to be converted in each region. Let A/ be a base value for the node spacing 
common to both regions. If the average electric field is to be constant across the interface then 
"        ,, _x      v IV     v"-       iv     (A///.)       "2JU  (Ai//2) 
i^i i* i 
For the conversion of pulses from region 2 to pulses in region 2 and if all pulses into region 1 are set to be 
equal then 
'.-&)£ 
For example, if region 2 is the coarse mesh then, for a 2:1 reduction ratio, /j=l, nx=\, h=2 and «2=8. Eight 
fine mesh pulses are converted into a single coarse mesh pulse, Vc=ViZVf, and a single coarse mesh pulse 
is converted into eight identical fine mesh pulses, Vf*ViVc. 
The points in the calculation at which the conversion between pulses in each region is performed are 
selected to rninimise the delay in transferring information across the interface in both directions. A plane 
wave propagating through a uniform coarse mesh will therefore be unaffected by the inclusion of a fine 
mesh region extending across the whole cross-section. If the fine mesh region only partly fuls the cross- 
section then some dispersion will occur. 
Open boundaries 
Open boundaries may be approximated by terminating the transmission lines adjacent to the boundary 
with a matched load. This method works perfectly when a plane wave is normally incident upon the 
boundary but works less well for waves incident at an angle. To minimise the effects of imperfect 
numerical boundaries the volume modelled may be increased so that the boundaries are distant from the 
region of interest. This approach is however limited due to computer storage and run-time restrictions. 
With the multigrid technique a layer of coarse mesh nodes may be placed between the region of interest 
and the numerical boundary. This allows the boundaries to be placed further away without a significant 
increase in computer resources. A more sophisticated approach to the open boundary problem, not 
considered here, is to use time-domain diakoptics as described by Eswarappa et al 1990. 
As an example, consider the field profile around a spherical dipole antenna in free space. The dipole 
consists of two hemispheres, 10 cm in diameter, separated by a small gap. It is convenient to use a 
cartesian coordinate system so that plane surfaces can be introduced into the model if required. For 
these simulations three symmetry planes were used and the dipole was modelled within a 20x20x20 
node fine mesh with a 0.5 cm node spacing. This was then placed within a 50x50x50 node mesh with a 
1 cm node spacing. The details of the feed arrangement inside the dipole significantly affect the 
frequency response but not the field profile.  In this model, two solid hemispheres were used with a 
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(a) 500 MHz, no border 
Fig. 3   Field profile around 
spherical dipole with 
various boundary layers 
(b) 1 GHz, no border (c) 1 GHz, 5 nodes, 2:1 reduction 
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(d) 1 GHz, 5 nodes, 3:1 reduction (e) 1 GHz, 803 node mesh 
short-circuit node at the centre. The field profile around the dipole, on a 50 cm2 plane, is shown in fig. 3 
at (a) 500 MHz and (b) 1 GHz. The dipole is in the bottom left corner and the contours, which should be a 
set of concentric circles, are lines of constant electric field magnitude spaced at intervals of 1 dB. The 
effect of the numerical boundaries can be seen in the top right corner, particularly at the higher 
frequency. The results obtained at 1 GHz when 5 node layers of (c) 2 cm and (d) 3 cm node spacings are 
introduced before the numerical boundary are also shown. Fig. 3e shows the field profile when a 
80x80x80 node mesh is substituted for the 50x50x50 node mesh. A comparison of the computer 
requirements is shown below. 
Boundary layer Relative storage Relative run-time 
(a),(W no border 1.00 1.00 
(c) 5 nodes, 2:1 reduction 1.20 1.04 
(d) 5 nodes, 3:1 reduction 1.14 1.08 
(e) 803 node mesh 3.91 3.76 
The field profiles obtained with the coarse node layers are similar to those obtained with a uniform mesh 
of the same spatial extent. The last example shows that boundary effects are apparent even in a problem 
employing in excess of 500,000 nodes. 
Fine features 
The modelling of fine features within a large space is difficult since a uniform fine mesh can rarely be 
employed throughout the entire problem space. As an example, consider a representative device under 
test (DUT) used for electromagnetic compatibility studies. The DUT measures 48x48x12 cm3 and is 
designed to imitate, in a simplified manner, the way in which a real electronic device would radiate into 
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either free space or a screened room. It consists of a closed box which can be made to radiate in a 
number of ways by removing panels to reveal slots (slot modes) or by adding panels parallel to the 
existing surfaces (gap modes). A signal is then applied either across the slot or between the DUT body 
and the raised panel. Fig. 4a shows the electric field at a distance of 1 m from the centre of the DUT in 
free space for the case when the front slot (measuring 16x4 cm2) is excited. For the first curve, a uniform 
mesh with a node spacing of 4 cm was used. The second curve was obtained when a fine mesh of 2 cm 
node spacing was used to describe the DUT. The physical volume of the fine mesh region was 1.3% of 
the coarse mesh volume. The curves are similar but features in the multigrid curve occur at higher 
frequencies and the central peak is resolved into two. Results obtained from a smaller physical volume 
indicate that the multigrid result is consistent with that obtained from a uniform fine mesh. The uniform 
coarse result might be expected to be inaccurate since the slot is only a single node across. Fig. 4b shows 
the corresponding curves for the case when an additional panel is placed 4 cm above the DUT. Again, 
higher frequencies are observed in the multigrid curve. The multigrid technique can also be used to 
model thin wires by describing them in fine mesh regions placed within a much larger coarse mesh. 
Losses 
Both electric and magnetic losses have been incorporated into the TLM model by Naylor and Desai 1990 
and German et al 1990. A node incorporating electric losses and an appropriate value of relative 
permittivity can be used to model radiation absorbing material (RAM). The addition of RAM inside a 
screened room results in a reduction of the Q-factor of resonances and therefore in a more uniform field 
distribution. Simulations have been performed to determine the optimum material properties of a RAM 
block, placed centrally inside a screened room, to damp a specific resonance. Consider a lm3 block 
placed within a screened room of dimensions 6.1 x4.8x2.4 m3. Fig. 5a shows the magnitude of the electric 
field for five values of resistivity and a relative permittivity of unity in the frequency range about the first 
resonance. Optimum damping occurs with a resistivity of about 60 £lm. If the resistivity is reduced 
further then a new resonance is established at a slightly lower frequency. The frequency range about the 
second resonance is shown in fig. 5b. This time the frequency is shifted up as the resistivity is reduced. 
60 ßm no longer produces the optimum damping although it is the best of the curves shown. 
When the electric field component parallel to the shortest side is excited in the above screened room four 
resonances are observed in the frequency range 0-100 MHz as shown by the first curve in fig. 6a. When 
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Fig. 6a Resonances in empty screened room Fig. 6b Resonances in screened room with RAM blocks 
lossy walls are introduced the second curve is obtained. The wall reflection coefficient was chosen so 
that the Q-factor of the first resonance was similar to that obtained experimentally, although this meant 
that the Q-factor of the second resonance differed somewhat from the experimental value. This 
discrepancy may be attributed to the simple model used to represent the room walls. Fig. 6b shows the 
curves obtained when one and then two RAM blocks measuring 3.0x0.6x0.6 m3 are inserted into the 
room. A comparison of the TLM and experimental results for resonant frequency and Q-factor are 
shown in the table below for the first two resonances. Some error may be attributed to the values of 
resistivity and permittivity used in the model which may not properly represent the actual material 
properties. The results show that placing one or more RAM blocks at strategic points inside a screened 
room can be effective in suppressing low frequency resonances. High frequency resonances can then be 
529 
suppressed by placing a modest amount of RAM on the walls of the room. 
No. Blocks TLM Freq (MHz) TLM Q-factor Expt Freq (MHz) Expt Q-factor 
0 39.8 76 39.6 70 
0 58.2 109 57.2 68 
1 37.6 25 37.0 31 
1 56.4 22 54.2 22 
2 36.6 23 36.2 28 
2 55.4 18 53.7 20 
Conclusions 
The description of open boundaries may be improved by inserting a layer of coarse nodes between the 
main mesh and the numerical boundary. Fine features can be described using the multigrid technique 
with an accuracy equivalent to that obtained from a uniform fine mesh. The incorporation of losses 
allows modelling of RAM so that optimum material properties and block location can be determined. 
The results shown demonstrate the effectiveness of TLM as a general simulation method. 
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Abstract 
This paper describes an X-Windows program, Xact, which 
graphically previews input files for the TLM code GTEC. In Xact 
a three-dimensional TLM mesh is displayed as a series of two- 
dimensional projections. Using two-dimensional slices through 
the mesh allows the user to obtain fine detail of even very com- 
plex structures. The salient features of the Xact user interface 
are described, along with the major limitations of the code. 
Introduction 
The TLM code GTEC has been developed at Auburn University over the past 
few years, and its application to electromagnetics has been described at previous 
ACES conferences [1, 2, 3]. The code is freely available and already a number 
of companies and organisations are using it. One of the main disadvantages of 
GTEC is the complex data input format which makes it very difficult to detect 
errors. Even for very simple structures it is often not possible to visualize whether 
parameters have been set correctly. 
This paper describes an X-Windows program, Xact, which graphically pre- 
views input files to GTEC. The program gives three two-dimensional views of the 
TLM mesh, one for each of the coordinate planes. A larger workspace window 
is available for expanded views of any one of the three coordinate planes. This 
workspace can also be used to display slices through the mesh of just one layer 
of cells to obtain fine detail of a structure. The properties of any cell within 
the TLM mesh can be displayed in a pop-up menu simply by pressing a mouse 
button on the appropriate cell. The properties which can be set for each node 
'Dr. Upton is supported by SERC/NATO Postdoctoral Fellowship no. B/90/ITF/307 
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1. Upper boundary reflection coefficients in each plane. 
2. The permittivity, permeability and conductivity of the node. 
3. The type and magnitude of any excitation. 
4. Whether the node is an output point. 
The user interface to Xact is totally mouse-driven making it very easy to use. 
The X-Windows interface uses only the standard Xlib function calls to maintain 
portability. The whole program is written in C under Unix and will run on 
most Unix-based workstations. The program is designed to be used on colour 
terminals, due to the complexity of information available at each mesh cell, but 
it will work satisfactorily on a monochrome terminal. 
In the rest of this paper, we will briefly describe how to execute Xact, along 
with specific details of all the elements of the user interface. The major limita- 
tions of Xact will also be described. 
The User Interface 
The command line for running Xact is; 
Xact 
in its simplest form. Two command line options are available to make it com- 
patible with other X-Windows applications; 
-geometry or -g to change the width, height and position of the application 
window. 
-display or -d to change the default display on which the window appears. 
See an X-Windows manual, such as [4] for a complete guide to these options. 
A third option, -f, changes the default input file. If no file name is specified, 
Xact attempts to display the input file tl«3d.in, which is the default input for 
GTEC. 
For example, to run Xact with display on a local machine called 'donald', 
with the geometry set to 900 pixels by 1000 and the input file set to test. in, 
would require the following command line: 
Xact -d donald:0 -g 900x1000 -f test.in 
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Figure 1: Overview of the Xact window. 
When Xact has been executed, the user will see the display given in fig.l. 
This consists of a number of elements: 
• A title bar giving the program name and the name of the file being viewed 
(in this case test. in). 
• A menu bar containing two options for pulldown menus; "File" and "Util- 
ities." 
• Three "plane" windows giving two-dimensional projections of the three 
coordinate planes. 
• Each plane window has an associated scroll bar to determine where slices 
are taken for projections in the workspace window. 
• A comment window, giving the comment that appears in the GTEC input 
file. 
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• A workspace to hold expanded views of one of the plane windows and 
display properties of the mesh. 
The use of the major elements is as given below. In each case, only brief 
details are given as more detail is available in the manual for Xact [5]. 
The Plane Windows 
In the plane windows, the third dimension of the mesh is represented as a depth. 
For example, in the x-y plane the z axis is away from the viewer into the page, 
with z = 1 closest to the observer. The mesh is drawn as a series of slices of 
constant z, starting from the highest value of z and dropping to z = 1, with mesh 
objects closer to the observer overlaying those behind. The following objects are 
drawn in a cell if they are present, otherwise the cell is left empty. 
• An x to show an excitation node, in the mesh. 
• An O *-° represent an output point. 
• A filled block to represent dielectric or lossy parameters. 
• Inverted or coloured lines to display boundaries along mesh lines. 
The x-y plane window from fig.l is shown in more detail in fig.2. All the basic 
elements can be seen here, with a line of excitations at x = 1, four output points 
and a mesh block. Boundaries are present around three sides of the overall mesh, 







Figure 2: Detail of the x-y plane window. 
Once drawn for a particular input file, the contents of the plane windows are 
fixed. Expanded views of the mesh, as well as slices through the mesh are drawn 
in the workspace (see below). 
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The Scrollbar 
Each plane window contains a scrollbar which is used to determine how much 
of a particular 2D projection is displayed in the workspace window. The user 
moves the arrow in the scrollbar by grabbing the arrow with the mouse. A read- 
out of the coordinate position of the arrow is given in the box at the left of the 
scrollbar. 
The Workspace 
The function of the workspace window is to display an expanded view of one 
of the plane windows, allowing the user to examine the properties of individual 
cells. Drawing in the workspace is updated by clicking the mouse button on a 
plane window. The view drawn in the workspace is controlled by the scrollbar 
setting in the plane window clicked on and the options selected in the "Utilities" 
menu. 
There are two modes of viewing the mesh in the workspace. Either a single 
layer of cells can be viewed, or the full depth of the mesh can be drawn. The 
latter is similar to the way the mesh is drawn in the plane windows. The switch 
between these two methods is enabled via an option in the "Utilities" menu. The 
"Single Plane" mode is useful for obtaining fine detail of a structure, whilst the 
"Full Depth" mode can be used to check the alignment of objects in the mesh. 
Once something has been drawn in the workspace, it is possible to display the 
properties of a given cell by pressing the mouse button on that cell. A pop-up 
information box will appear describing the properties as they are defined in the 
GTEC input file. An example is shown in fig.3. 
For all the cells the following information is displayed: 
• The mesh dimensions. 
• The coordinates of the current cell. 
• The upper boundary reflection coefficients. 
• The properties of the cell (permeability etc.). 
In addition, the following information is displayed if relevant: 
• The polarisation and magnitude of the cell excitation. 
• If the cell is an output point. 
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Mesh dimensions: (24,12,12) 
Current node: (5,4,1) 









Permittivity : 1.000000 
Conductance : 0.000000 
Node is output point 
Lower Z reflection coefft = -1.000000 
Figure 3: The workspace pop-up menu giving details of the cell properties. 
•  Lower boundary reflection coefficients if the cell is next to one of the coor- 
dinate planes. 
The Utilities Menu 
There are three options on the "Utilities" menu as shown in fig.4. Each option 
is a toggle option, whereby releasing the mouse button whilst the option is high- 
lighted will invert its value. For example, "Full Depth" becomes "Single Plane" 
but will revert to "Full Depth" if selected again. The "Facing Planes" option 
enables the drawing of boundaries in the mesh that lie in the plane of the screen. 
Normally, these are omitted as they clutter the picture. The "Offset" option is 
used to view facing planes when there is also a mesh block defined in the cell. In 
normal operation, the latter will overlay the former but this option suppresses 
mesh block drawing in the cell closest to the viewer. 
Utilities 
No Facing Planes 
No Offset 
Full Depth 
Figure 4: The "Utilities" menu. 
536 
The File Menu 
There are three options in this menu; "Open...", "Start Print" and "Quit". The 
"Quit" option terminates Xact and deletes the window. The "Open" option 
allows the user to read in another file using a pop-up menu to display the file 
name. The initial file name that appears in this menu is the same as the current 
file to allow the user to quickly view any changes in the current file. The "Start 
Print" option saves the next update of the workspace in PostScript format in 
a file xact.ps. Greyscales are used to represent the colours and the output is 
scaled to give a reasonable size on the standard A4/8.5"xll" paper. 
Limitations 
Xact is designed to be a general application viewer for GTEC input files. As such 
it is not necessarily capable of handling every conceivable input file combination. 
The main limitations are: 
1. It is not possible to view graded meshes with the present version of the 
code. 
2. Very large meshes may be slow to draw because the program stores the 
mesh as a four-dimensional array of data. If not enough memory is avail- 
able, the mesh has to be stored on disk which is very slow. Similar problems 
occur if other memory intensive programs are running at the same time as 
Xact. 
3. Meshes with any one dimension particularly large, say > 150, are difficult 
to draw because the individual mesh cells become less than one pixel wide 
on the screen. This is largely a problem in the plane windows. 
Conclusions 
The main features of the X-Windows program Xact have been described. Xact is 
used to graphically preview input files for the TLM program GTEC and allows 
the user to view just one layer of cells in the TLM mesh if such fine detail is 
necessary. The program overcomes one of the main disadvantages of GTEC 
which is its complex data input format. 
Xact is designed to be portable, using standard C and Xlib calls, and should 
run on most Unix based machines. The program performs extensive error check- 
ing on the GTEC input file (much more than GTEC itself) although these checks 
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have not been described in this paper due to space limitations. Although the 
program is designed to run with GTEC, the "input format" specific parts of the 
code are limited to one sub-program which should enable the user to adapt it to 
serve as a previewer for other TLM input data. Both the source code and the 
manual [5] are freely available from the authors. 
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Abstract 
A microwave heating system for use in a demanding environment in 
the nuclear industry is described. After describing the problem the time 
related heating profile of a phantom nuclear liquor suspension is 
analysed by means of a simple 2-D transmission line matrix (TLM) 
model which is used indirectly to obtain the temperature profile of the 
heated sample. The results of the modelling calculations are compared 
to measurements. The conclusion is made that useful qualitative data are 
possible using the technique and this is sufficient in this particular 
industrial application. It is noted however that to obtain more accurate 
data the modelling procedure is readily expandable to three dimensions. 
Introduction 
This paper attempts to outline the design and evaluation of a heating 
system for use in a demanding environment in the nuclear industry. 
In order to perform chemistry on small quantities of nuclear liquor use 
has been made of RF microwave heating. There are two main problems 
associated in applying the technique. The first is actually getting 
relatively high power RF energy into the highly active nuclear chamber 
used for experimentation and the second is in the design of the 
applicator itself. With the former the only practicable means to get 
energy into the chamber is to site the power generation outside the 
chamber and feed in the RF power via a special coaxial cable. The 
reason for this is that any items introduced into the system become 
forever afterward highly active and consequently very expensive to 
dispose of and in addition the physical size of items for disposal is 
severely limited. For practical reasons easy access to the heating area is 
required since relatively crude mechanical 'arms' are used to 
manipulate the highly active liquors into place. This means that heating 
applicator needs to be simple and unobstructed, it is not practical to 
simply introduce a microwave multimode or single mode cavity into the 
chamber. Thus the microwave power is supplied via a coaxial cable and 
a (nominally) dominant mode waveguide applicator. Due to the 
constraints within the nuclear chamber and the desire for calibratable 
and repeatable liquor heating close design of the fields applied is desired. 
It was therefore necessary to model the effects of the changing dielectric 
constant with temperature and find the distribution of liquor 
temperature with time. 
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TLM modelling is well developed e-8- (D.(3).(4),(5),(6) g^ was chosen for 
the modelling because in concept it relates nicely to the physical 
propagation process, it is simple enough that the writer thinks he 
understands it, it is unconditionally stable and the calculations required 
are relatively straighforward and lend themselves to a computer based 
calculation. TLM modelling has been applied here to describe the field 
and hence the resultant temperature distribution in the nuclear liquor 
suspension. The basic idea of TLM has been described elsewhere <e-S- 
(ID) very briefly the idea is that a Cartesian mesh is set up (in 1-D, 2-D 
or 3-Dimensions) to discretise space. Then transmission lines are used to 
model the media and to connect the mesh, The transmission lines meet 
at crossing points called nodes which communicate with immeadiate 
neighbours - 4 in the case of a 2-D mesh. In this application such a 
mesh is applied. The scattering from the adjacent nodes is illustrated in 
figure(l). 
System and modelling 
The dielectric constant of the nuclear liquor is to a first approximation 
similar to conductive water although no direct measurement has yet 
been made of the suspensions to be used. There remains the possibility 
of a positive de"eff /dT characteristics in the various liquors to be 
experimented upon and hence the need to predict the effect this could 
have, should this be the case, to avoid the possibility of thermal 
runaway. However it was assumed for the initial model that as with 
non-ionic water a negative variation of dielectric properties with 
temperature occurs, the real e'and imaginary part £"eff of the dielectric 
constant varies from about [80 - jl2] to [50 - j2] over a temperature 
range of 25 to 95 degrees centigrade^8-2). 
From the practical standpoint the frequency of operation of the system 
was chosen so that the dimensions of the heating applicator would be 
minimised, to allow disposal from the highly active chamber whilst, on 
the other hand, the lowest frequency was sought so that the special 
coaxial cable could handle the power and have tolerably low loss. 
Conveniently, the standard microwave heating frequency of 2.45GHz. 
at a wavelength of 12.25 cm was found to just meet both requirements. 
In this engineering project it was desired to minimise, as far as possible, 
the design effort for the applicator although it was specifically not 
intended to rely on a totally empirical design. The volumetric heating is 
the important quantity required viz: tn£0E"cff E2^ this is a 
straightforward quantity to calculate provided one has knowledge of the 
electric field magnitude within and throughout the sample. However as 
is well known from Maxwells equations s, u- and a are functions of 
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temperature and hence of the applied E and H fields. The nuclear liquor 
sample requires to be heated uniformly, as far as possible, and therefore 
it remains to examine whether a simple heater system used here will be 
adequate. By starting with a nominal (25°C) temperature for the liquor 
the E field distribution is found by a TLM model and hence the total 
power density is obtained. Then assuming for simplicity that no thermal 
radiation, convection or conductive loss occurs and that there is no 
significant mass transfer in the time interval considered, the total power 
absorbed can be used to obtain the new liquor temperature distribution 
by solving the standard heat transfer equation after a time period öt: 
öT/öt = cL. 2 6T/öx2 + öP/pK 
where P is the power, d^. is the temperature diffusivity constant, T is the 
temperature, t the time, p the density and K the specific heat. Hence the 
new dielectric constant etc. can be found (interpolated from data in ref. 
(8)). The time period is then incremented - in small enough periods that 
the parameters change little, and the new TLM nodes are recalculated. 
The process is then iterated so that the dynamic temperature profile 
may be derived. The problem thus amounts to the calculation of the 
electric fields at the matrix nodes which is done, parametrically, for the 
expected variation of dielectric constant with temperature. 
Starting the modelling from scratch the intention was to use, at least 
initially, just a two dimensional TLM mesh to try and get an intuitive 
'feel' for the heating process. In the initial evaluation this appeared 
justifiable since the system operates nominally in the TE10 mode and so 
the maximum field interaction is at the centre of the applicator. Since 
the sample is symmetric and of relatively small volume then to a first 
approximation a 2-dimensional TLM model is considered adequate to 
yield useful qualitative information., 
The TLM model employed follows that of Johns and Beurle^1) and 
employs a Cartesian mesh of 0.05X. (0.1X. is the minimum 
requirement^)) ~0.68mm spacing in the dielectric. The dielectric is 
accounted for in the mesh by a two dimensional transmission line 
network consisting of 'shunt' and 'series' nodes. The sample container 
is of square cross-section and of small enough 'x' dimension to allow a 
plane wave to be set up by applying a pulse to the adjacent leading edge 
matrix nodes with reasonable accuracy compared to the actual physical 
arrangement. The radiation and scattering from the nuclear liquor 
sample boundaries and the edges of the mesh are modelled as free space 
with zero reflection coefficients. The waveguide aperture is assumed 
perfectly matched to the surround by employing suitable transmission 
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lines at the matrix nodes. In fact measurements made using a 
reflectometer showed that the return loss from the surround (without 
the liquor absent) was about -23dB. Reflections from the nuclear liquor 
everywhere except directly back into the applicator are assumed to be 
perfectly absorbed. Measured reflections from the liquor directly back 
into the applicator were of course of interest. The resultant standing 
wave pattern can be calculated and compared to measured values 
although this has only so far been done at room temperature (~25°C). 
Results 
Each of the mesh nodes yields a value of the electric field which is in 
turn proportional to the square root of power density at that position, 
i.e. IEI =(P/a)1/2 thus the incident field and hence power along the space 
above the plate may be calculated and used in the procedure outlined. 
The calculations can be compared with measurements of the 
temperature of the sample after fixed periods of RF heating exposure at 
various positions on the support plate assuming that the mass heated is 
well mixed and that the average temperature is related to the integrated 
temperature distribution. In figure(2), which indicates the two 
dimensional x,z plane for a given y cut which in this case is modelled 
for the maximum field i.e. in the centre of the sample space, the 
calculated initial field and that after 20 seconds of heating is shown. In 
figure(3) the derived temperature distribution after 20 seconds is shown 
compared with the distribution obtained by linear calculation. 
Conclusions 
This investigation was essentially practical in that it was required to find 
the dynamic temperature profile for the heating of a nuclear liquor by 
microwaves. The modelled data were compared with measurements to 
confirm that a TLM model could be used to derive the volumetric 
temperature more accurately than a linear model. It turned out that 
after about 20 seconds of heating, mass transfer of the heat within the 
relatively small sample volume used in experimentation quickly 
produced a homogeneous temperature. The fact appears that some heat 
transfer due to the nuclear liquor suspension in (thermally induced) 
motion must be occurring after only a few seconds of heating. This 
meant that the direct comparison of the TLM derived temperature 
profile with actual measurements was not strictly possible. Nevertheless 
the trend of averaged temperatures so modelled agreed with actual 
measurements within about +/-15%. More accurate modelling would 
require a 3-D mesh and or a 
more detailed heat transfer model. 
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Figure(l) 
Transmission lines V 
The TLM scattering process. An incident wavefront can be constructed at adjacent 
nodes, as for example shown with the two large left side arrows. The transmitted 
pulse are scattered into four connected transmission lines routed to the next nodes. 
Kirchoffs laws are applied to describe the reflected and incident voltages and 
currents. A reflection coefficient of -0.5 results from the 1/3 Z impedance 'seen' by 
the pulse incident on a node. 
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Figure(2) shows the x,z plane, y amplitude plot of the calculated initial 







Field after 20 seconds 
0 10 20 
Propagation direction in 20mm section applicator 
644 
Figure(3) shows the derived temperature distribution after 20 seconds 
assuming a sinusoidal variation in the x direction of the field, compared 
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Abstract 
This study investigated increasing the speed of Finite-Difference Time Domain (FDTD) 
cell calculations through a special purpose, Very Large Scale Integration (VLSI) architecture. 
A VHSIC Hardware Description Language (VHDL) simulation of the proposed chip 
established design feasibility and provided performance estimates: 350 ns to generate the 
first cell value, 200 ns thereafter (30 MFLOPS maximum double-precision). This study also 
implemented boundary conditions in hardware as well. No new hardware was designed; 
instead, the algorithm was translated into microcode for use by the AFIT Floating-Point 
Application Specific Processor (FPASP). The first boundary value is computed in 850 ns, with 
successive results following every 300 ns (43 MFLOPS maximum double-precision). 
Execution times of standard FDTD FORTRAN codes were compared to times of modified 
codes simulating the presence of the above hardware. On a 66 cubic-cell, free-space 
computational domain, these chips reduced total FDTD code execution time by a factor of 4.9, 
and cell and boundary calculation time by a factor of 9.5 [1]. 
I. Study Definition 
The objective of this study was to speed up FDTD cell calculations through the use 
of VLSI. This paper presents a design of such a circuit and investigates how it might 
improve the run times of FDTD computer programs. Furthermore, the possibilities of 
speeding up the boundary value calculations are also presented. This study assumes that 
data is in IEEE 754-1985 double-precision format, and that suitable interface circuitry and 
high-speed RAM are available (1-Mbit 20-ns static RAM chips are already available for under 
$100, and 4-Mbit RAMs are soon to come [2]). 
II. FDTD Algorithm 
Maxwell's curl equations are approximated by centered differences, with H-field values 
offset by one-half intervals from E-field values in both space and time [3]. The method 
solves alternately for E and H as time is incremented in one-half time steps. Note that all 
of the FDTD cell equations can all be represented in the following form: 
Fieldnex.t'KlxFieldprev*K2x (1) Duali~Dual2 *Duals-Dual4 
The constants are defined for E-field calculations as follows: 
Kl(ij,kh     2z{iJ^ (2) 





where 8 is the lattice spacing increment, At is 
the time step increment, e is the real, 
dielectric permittivity of the material at a 
particular location, o is the conductivity of the 
material at a particular location , and Dual is 
the dual of the field being calculated [4] (see 
Figure 1). Constants for the H-field are 
similar expressions. This simplified form 
leads to a straightforward method to compute 
these fields in hardware. 
The second-order Mur radiation 
boundary condition equations require a total of 
sixteen adds and seven multiplies to generate 
a value (the leading terms of each multiply 
turn out to be constant for a particular 
problem) when computed as originally 
presented [5]. Combining terms to decrease 
the number of operations, gives (x=0 face): 
Figure 1  -- Modified Names 
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K3= {cAty (7) 28(cA£+8) 
This expression now contains only twelve adds and three multiplies. This equation was also 
simulated in hardware, laying the groundwork for a complete, single-board FDTD 
computational engine, capable of calculating cell and boundary field values. 
III. Design and Architecture of the FDTD Chip 
This is a single-chip design containing five registers, one multiplier, and one adder, 
all double-precision. Data enters the chip via a 64-bit data bus, which is multiplexed to 
output the calculated result when completed (multiplexing keeps the pin-count low). 
Numbers are read into the chip, one at time, instead of in parallel. This increases the 
amount of time it takes to input data, but keeps the data bandwidth at 320 Mbytes/sec. 
Since this chip would serve as an FDTD vector processor, care was exercised to ensure 
that maximum processing efficiency was obtained when calculating streams of data elements. 
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Even as computations are continuing on one set of data, new data is simultaneously being 
read in and processed. Operating in this capacity, the interface logic external to the chip 
must be capable of generating pointers to the addresses of at least eight different locations 
in memory to access all of the operands and specify a location to store the result (see 
Equation (1)). Also this logic must possess a counter that would signal the output of the last 
result and halt the FDTD chip. 
Figure 2 
shows the overall 
layout of the FDTD 
chip design . Two of 
the five 64-bit 
registers are the 
input registers to 
the multiplier 
(R1,R2), two are 
input registers to 
the adder (R3,R4), 
and the last holds 
the computed result 
until it is time for 
output (R5). Of the 
six bus switches, 
three are one bus to 
two bus selectors 
(S1,S2,S6) and three 
are two bus to one 
bus multiplexers 
(S3,S4,S5). A 
special   multiplexed 
bus    switch     (S7), 
connected to the input/output pins, is used to route incoming data into the chip and outgoing 
data from the result register. The multiplier (MUL) and adder (ADD) take two cycles to 
calculate results. There are a total of eighteen different 64-bit buses running between the 
switches, registers, and floating point units. An eight-state sequencer (Cl) controls the 
operation of the above hardware (signals omitted from the figure for clarity). A reset signal 
clears the registers and sets the sequencer to state zero. The only IEEE exception support 
provided is for overflow. This signal is made available outside the chip but has no effect on 
operation.   The signal is cleared by a non-overflowing calculation or a reset signal. 
The first data elements (the first two of the four dual-field components, the Eprev field 
value, the third dual-field component and the constant Kl) are sent into the chip during 
cycles t0 to t4 (and latched at the beginning of tx to t5> see Figure 3). During t5, the result 
is made available to the off-chip circuitry. No data is output during the first occurrence of 
t5, however, since all of the data is not yet entered and the calculations are not complete until 
the next occurrence of t5. During t6, the last dual-field component is entered and the last 
constant, K2, is loaded during tj, the final clock cycle in the sequence. A new data set is 
entered beginning with t0. During the next occurrence of t5, the result from the previous 
data set is output. Thus, the output of the first data result occurs after 14 clock cycles, with 
subsequent results following in 8 cycle intervals. 
The critical path involves the addition of the four dual-fields, their multiplication by 
K2 and addition to Kl*FieldPrev. Since each multiplication and addition lasts two clock 
cycles, the fastest time possible to achieve a result is ten clock cycles for the math operations, 
plus two to read in the first two operands, plus one to output the result or 13 cycles.  This 
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Figure 2 - FDTD Chip Architecture 
Dual, design arrives at the first result in fourteen    clock    cycles. The 
fourteenth clock cycle provides a 
gap in the sequence of operations 
to output a result from the 
previous data set. After the first 
result is output, the input/output 
bus is continuously transferring 
data and answers are generated 
every eight cycles. 
The VHDL timing results 
showed that the first output of the 
FDTD chip occurred at 350 ns 
when reset fell at the leading edge 
of the clock pulse, and at 375 ns 
when reset fell anywhere else 
within the clock pulse. Subsequent 
outputs occur at 200 ns intervals. 
These numbers correspond to 14 
cycles for the first output and eight 
cycles for every output thereafter, 
given a 25 ns clock. 
To characterize the impact 
an FDTD chip would have on 
electromagnetic analysis, it was 
necessary to obtain an FDTD 
FORTRAN code and make time 
measurements. (All measurements 
were made on SPARCstation 2 workstations). First, the code was run as provided, with no 
changes at all. Next, the code was modified to reflect the presence of a FDTD chip that 
would perform the FDTD cell equations. This was simulated by assignment statements 
specifying the locations of the vectors of data to be processed, as well as the number of sets 
of data and the location where the results were to be stored. Note that the FDTD chip 
calculation times are for double-precision while the FDTD code uses only single-precision. 
The original code configuration ran in 2 hours and 17 minutes. The vectorized code 
ran in 28 minutes. This time is increased by the estimated calculation time of the FDTD chip 
operating on the vectors. The run time of the FDTD chip can be expressed by the following 
(in ns): 
FDTD Chip Run Time = 71x200+150 (8) 
where n is the number of values (results) to be calculated. Each full time step requires 
12,545 calculations of vectors 64 elements in length and 12,416 calculations of vectors 65 
elements in length. With 1024 total time steps, the full calculation time of the FDTD chip 
is 5.56 minutes. Therefore, the total run time of the problem with the FDTD chip is 33.6 
minutes, a factor of four reduction in the original execution time of 137 minutes. 
In order to see the actual benefits of the FDTD chip with respect to just the 
calculation time of the FDTD problem (and not the problem setup, initialization, and data 
reduction time), the original code was modified to exclude all of the cell and boundary 
condition calculations. The run time for this "overhead" was 15 minutes. Subtracting this 
overhead from both configurations, the original possesses 122 minutes of single-precision 
FDTD calculations, while the FDTD chip configuration possesses only 18.6 minutes of double- 
Figure 3 - FDTD Chip Data Sequence Diagram 
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ny   precision FDTD calculations, a speed-up of a factor of over 6.5 in the actual FDTD 
algorithm calculation process. 
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Due to complexity of 
second-order Mur expression, it was 
decided to implement the boundary value 
algorithm in microcode using AFITs 
FPASP. The FPASP is, in its simplest 
form, a ROM-microcoded, high-speed 
floating-point processor design, capable of 
performing one double-precision 
multiplication and one double-precision 
addition every two clock cycles. (See 
Figure 4 for a simplified diagram of the 
FPASP [6].) Both of the floating point 
units are pipelined so that a maximum of 
two double-precision results are generated 
every clock cycle (80 MFLOPS with a 40 
MHz clock). The chip possesses several 
32-bit registers, including 25 general- 
purpose double-precision registers, four 
incrementable registers, and memory 
pointers. In contrast to the FDTD chip 
described earlier, the FPASP requires 
little outside logic since pointers, counters, 
and memory signal drivers are all located 
on the chip. Since the control resides in 
programmable read only memory, FPASPs 
can be cheaply produced in mass numbers 
and microprogrammed by the individual 
users, each according to his needs. , . ^— Figure 4 - FPASP Architecture 
As with the FDTD chip, this 
FPASP boundary condition evaluator microcode was designed to operate exclusively in 
double-precision. Care was taken to keep the floating-point adder as busy as possible since 
additions are the predominate operation in evaluating the expression (Equation (4)). 
Multiplies were worked into time slots during the additions. The microcoded algorithm was 
condensed down to a total of twelve additions and three multiplies. This result is available 
after 32 clock cycles. Thereafter, only ten additions and three multiplies are required. These 
results are available every ten cycles after the first (note that an addition is performed every 
clock cycle). This data is based on VHDL simulations of the FPASP using the developed 
microcode. 
In order to assess the impact of the FPASP boundary condition solver, the FDTD code 
was modified to simulate the ability of the chip to process vectors of data elements. Again, 
this was done by simulating the passing of a pointer to a data array with an assignment. 
Since the microcode for this study was completed before receipt of an actual FDTD code, it 
did not incorporate all pointers necessary to access all data structures as written in the 
FORTRAN. However, this necessitates, at most, the addition of two microcode lines. This 
means the first result is available after 34 clock cycles and following results are available at 
12 cycle intervals, and can be represented by the following relation: 
Boundary Condition Calc Time - rcx300+550 (9-> 
where n is the number of data sets in the vector and the time is in nanoseconds. 
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Main Memory (32 bit words) 
The FORTRAN code was modified by removing the innermost loop in the radiation 
subroutines. The remaining variables simply specify the location of the data vector. The 
data must be stored in the proper order to ensure that data is accessed correctly as the 
FPASP chip progresses down the vector of data. (This was not specifically accomplished in 
our simulations, but could be accomplished by re-indexing the equations which appear at the 
tail of each of the radiation subroutines in the FDTD code.) 
Recall, the time to run the original FDTD code was 2 hours and 17 minutes. The time 
to run the modified program simulating both the FPASP and FDTD chips was 22 minutes. 
To this is added the processing times of the FDTD chip (5.56 minutes) and the FPASP chip. 
The FPASP must compute 124 vectors of length 61, 370 vectors of length 62, and 248 vectors 
of length 63 every time step for 1024 time steps (an execution time of 14.6 seconds). The total 
execution time is therefore 27.8 minutes. Given the original code had a run time of 137 
minutes, this dual chip engine reduced execution time by a factor of 4.9. In order to isolate 
the actual effect of the chips on just FDTD calculations, the overhead is subtracted from both 
calculations, giving a calculation time of 122 for the original FDTD code calculations, and 
12.8 for the calculation time for the FDTD engine. These numbers reveal a speed-up of 9.5 
for just the calculation of the FDTD cell and radiation boundary condition equations alone. 
This is still conservative considering that problems involving magnetic or electric loss would 
slow down the FDTD code, but would have no effect on the calculation time of the FDTD 
chip. Figure 5 shows summary of the times discussed above (data in Table 1 of the 
Appendix). These comparisons are made for the different cases that were discussed earlier. 
These results apply to the speed-up that one might expect on a high-performance 
SPARC2 workstation. For a person running FDTD on a Macintosh or IBM PC, the speed-ups 
would most likely be even more substantial. Since the FDTD and FPASP chips would be 
performing the majority of the numerical operations, the total run times on these machines 
would compare favorably to those of the SPARC2/FDTD system. For an idea on the greatest 
possible improvements, the upper limits for the speed-up in overall run time is about 9.1, 
assuming zero calculation time, while the upper limit for the speed-up in calculation time 
alone is about 21, assuming the measured time is 15 minutes (all overhead, no "Code Time"). 
VI. Future Outlook 
A likely parallel architecture features several of the FDTD boards plugged into the bus 
of a host workstation. These would possess the same features of the board described in this 
study as well as a DMA communications controller. This controller would be used to connect 
all of the boards together in the form of a 2-D or 3-D grid, perhaps using optical fiber 
technology. The problem space would be allocated to the memory of each of the boards, 
perhaps through the system bus or through the DMA communications chip connected to 
dedicated disks. The geometry of the partitioning would depend on several factors, especially 
communication time. Directions on which operations to perform would come from the host. 
With sixteen nodes, one could expect to solve a problem with 132 cells by 132 cells by 264 
cells in about 27.8 minutes (as above) plus communication time. 
For comparison, increasing the number of iterations from 1024 to 1800 (a factor of 1.76 
times everything but the overhead) results in a run time of 37.5 minutes (plus communication 
time) to solve a problem with 27 million vector field unknowns. Cray Research reports 
solving a FDTD problem with 23 million vector unknowns after 1800 time steps on a Cray 
Y-MP/8 in 3 minutes and 40 seconds [7]. Assuming the FDTD boards could be produced 
for under $20,000 each, a sixteen node FDTD accelerator could solve Cray size problems for 
$320,000, less than 10 times slower but 100 times cheaper (assuming a $30 million Cray 
cost). Defining a performance metric as the cost of a computer, times the problem run-time 
(1800 time steps), divided by the number of cells in the problem (time cost per cell), we can 
see the performance of the FDTD engine versus other computers (including the Wavetracer, 
an FDTD-specific, massively parallel computer) in Figure 6 (data in Table 2 of the Appendix). 
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Figure 5 -- Total Times 
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As should be the case, the FDTD 
specific machines offer lower time 
costs per cell than the general- 
purpose machines. Note that the 
FDTD engine is better than the 
Cray by a factor of 10 and the 
Wavetracer by a factor of 3.5. The 
SPARC2 is limited by the 
relatively small problem size it can 
handle in main (RAM) memory 
and the Cray by the initial cost. 
The FDTD engine, on the other 
hand, is scalable in small dollar 
increments ($20,000) so that one 
could start small and upgrade as 
budget permits and problem 
demands. This scalability is 
virtually limitless since the grid 
communication scheme requires 
that each node communicate only 
with nearest neighbors during 
computations. (Of course, only a 
limited number of nodes can be 
controlled through a simple bus 
architecture, so some other means 
of control would be implemented 
for large numbers). 
VII.  Conclusions 
This study demonstrated 
the feasibility of a chip design 
which would directly and 
exclusively compute the FDTD cell 
field expressions. It also developed 
an FPASP microcode algorithm for 
the evaluation of second-order Mur 
radiation    conditions    at    FDTD 
problem space boundaries. This study sought to further demonstrate the impact of these 
designs on typical FDTD codes and problems. These designs appear to speed up 
computational time by factors of 9.5 and corresponding total run times by a factor of 4.9. 
Given these designs could be fully implemented for under $20,000, they form the basis of an 
FDTD machine running at the speed and power of ten fully parallel SPARC2s for the price 
of just over two. In the area of architecture, this research has demonstrated the ability of 
the FPASP to adeptly handle workloads other than those related to signal processing, the 
FPASP program's original design objective. It also appears to be quite possible that the 
FPASP could perform the FDTD cell calculations just as well as the dedicated architecture 
described in this study. Both algorithms could be microcoded in the FPASP and called by the 
host according to the computation to be performed at that time. Due to the ability of the 
FPASP to maintain and modify pointers to memory locations, much of the interface hardware 
required by the FDTD chip could be eliminated, simplifying board design, freeing valuable 
board area, and lowering costs. Given the FPASP would be produced in much larger 
numbers than the FDTD chip, the costs associated with a special purpose architecture would 
be eliminated, further lowering the price of the final product. 
CrayY-MP/8 SunSPARC2   Wavetracer   FDTD engine 
Machne 
Figure 6 - Relative Costs of Machines 
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Appendix -- Data for Performance Comparison 
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'FDTD CALCULATIONS OF MICROWAVE ABSORPTION IN 
THE HUMAN HEAD" 
P J Dimbylow 
National Radiological Protection Board, Chilton, Didcot, 
Oxon, 0X11 ORQ, United Kingdom 
Abstract 
This paper describes how the finite-difference time-domain (FDTD) method can be used to calculate 
the absorption of power in a fine-scaled, heterogeneous, realistic model of the head.  Exposure from plane 
wave and dipole sources are considered. 
1. Introduction 
All biological objects exhibit a resonant behaviour, marked by a significant increase in absorbed 
energy per unit incident energy when the wavelength of the incident radiation is comparable to the object 
dimensions.  A heterogeneous object such as the head can also undergo a layer resonance, a focusing effect 
which causes an enhanced power transmission through the surface layers. Hence, there is a concern with 
power deposition in the head, particularly, in the eyes and the brain at rf and microwave frequencies. 
This paper describes how the FDTD can be used to calculate the specific energy absorption rate 
(SAR) in a fine-scaled, heterogeneous, realistic model of the head for plane wave and dipole sources. The 
phantom has been derived from an atlas of cross-sectional anatomy.  The 126,000-celI head model comprises 
of brain, bone/fat, muscle skin, blood, air and eye humour, lens and sclera. 
2. Theory 
The Finite-Difference Time-Domain (FDTD) method is inherently suitable for and is being 
increasingly used in calculating the interaction of electromagnetic fields with complex, 3-D, lossy dielectric 
bodies (e.g. Chen and Gandhi, 1989; Dimbylow, 1990).  The underlying theory has been well documented 
(e.g. Taflove and Umashankar, 1990) and only a brief description is given here. 
The computational domain is divided into a three-dimensional lattice of cells which are assigned 
individual electrical properties. Time-stepping for the FDTD method is accomplished by an explicit finite- 
difference procedure due to Yee (1966). For a cubic-cell space lattice, this procedure involves positioning 
the components of E on the middle of the edges and the components of H at the centre of the faces on a unit 
cell of the lattice. The calculation then leap-frogs, evaluating E and H at alternate half-time steps. In this 
manner, centred difference expressions can be used for both the space and time derivatives to attain second- 
order accuracy.  To ensure the stability of the time-stepping algorithm At is chosen to be At = A/2c so as to 
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satisfy the inequality c At < A/yT where c is the speed of light.  Time-stepping proceeds until equilibrium 
has been reached. A domain enclosing the target and a boundary condition on the surface of the domain 
must be chosen to numerically mimic the unbounded region outside the domain by absorbing the outgoing 
scattered waves.  A finite difference scheme for a second order absorbing boundary condition has been 
devised by Mur (1981). The scheme does not work near edges where planes meet because it will require 
points outside the domain. To overcome this problem it was assumed that the scattered wave propagated 
from a point origin with a 1/r dependence, where r is the distance from the origin, and that the field at the 
edges was related to adjacent fields by a propagation delay (Taflove and Umashankar, 1990). A Faraday's 
Law contour path was used to derive the circumferential H fields immediately adjacent to the wire (Taflove 
et al., 1988) when a dipole source was modelled. This approach allows the incorporation of near-fields 
physics into the time-stepping relationships. The dipole was excited by driving a voltage across the central 
3. Head Model 
The model of the head was derived from the whole body phantom developed at the University of 
Utah (Sullivan et al, 1987). The anatomy of the human body was taken from Eycleshymer and Schoemaker 
(1911) which contains cross-sectional diagrams of horizontal sections with a spacing of about one inch in 
human cadavers. The data base consists of 6.35 mm QA") square grids for each horizontal section. Each 
cell of the grid is assigned a number corresponding to its tissue type. Since the sections are for somewhat 
variable separations, typically, 2.3-2.7 cm, a new set of equispaced layers at 6.35 mm intervals was defined 
to construct a head model with cubical cells.  As the frequency increases the cell size must decrease to 
remain less than a quarter of a wavelength. Taking a relative permittivity of er ~ 50 leads to a maximum 
frequency of 1.67 GHz for A = 6.35 mm.  Therefore, the cell size was halved to A = 3.17 mm to enable the 
exploration of higher frequencies. This results in an eight-fold increase in the number of cells in the head to 
1. Horizontal cross-section through the anatomical model of the head at the eye 
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126,000. This increased resolution has enabled a more detailed structure of the eye to be included. The eye 
is modelled as a sphere 8 cells in diameter and has 4 types of tissue. These are lens, humour, a composite 
lens/humour and a composite sclera/humour. Figure 1 is a horizontal section showing the model structure 
through the centre of the eye. 
4. Results 
The specific absorption rate, SAR is defined as 
a|E|2 
SAR =  
P 
where a is the electrical conductivity, p the density and E is the root-mean square (rms) electric field. 
Figure 2 shows a histogram of the SAR across the section through the eyes, depicted in figure 1, for 
AP irradiation of the adult at 800 MHz.  The front of the head faces the top righthand comer.  Energy is 
preferentially absorbed in the high conductivity tissues such as the eye, brain, muscle and skin.  The 
maximum absorption occurs in the eyes.  Bone has a low conductivity resulting in lower power deposition in 
the skull.  The absorption in the brain reveals a complex standing wave pattern with a strong local maximum 
in the centre.  A detailed description of these plane-wave exposure calculations can be found in Dimbylow 
and Gandhi (1991), where irradiation from the front and side of an adult and an infant are considered for 
frequencies ranging from 600 MHz to 3 GHz. 
Calculations have also been performed on the coupled head-dipole system. The absorbing boundary 
was placed 10 cells from the nearest anatomical feature or 20 cells from the dipole whichever was farthest. 
Figure 3 shows an example of the SAR distributions produced in an infant head for a 900 MHz resonant 
half-wave dipole. The adult steplength of 3.17 mm was linearly scaled by a factor of 0.7, derived from 
surface area data for a 1-year old compared with an adult from ICRP (1975), for the infant head model. The 
resultant steplength is 2.22 mm and the volume is a third of that for the adult.  The centre of the vertical 
dipole is in line with the middle of the left eye and the separation is 16 cells which is 3.5 cm. This position 
results in a total of 950,000 cells in the calculation domain. 
5. Prospectus 
Future work will concentrate on the development of more detailed phantoms from serial medical 
imagining data and their application to consider the energy deposition from portable communication 
equipment. 
556 
A histogram of the SAR across the section through the eyes, depicted in figure 1, for AP irradiation 
of the adult at 800 MHz. The front of the head faces the top right-hand corner. The heights are 
relative, normalised to the highest value in the section. 
The SAR across the section through the eyes for irradiation of the infant head by a 900 MHz dipole. 
The centre of the dipole is aligned with the middle of the left eye and the separation is 3.5 cm 
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Computational trade-offs associated with the use of higher-order 
interpolation functions in finite element modeling 
Andrew F. Peterson 
School of Electrical Engineering 
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Abstract: An appealing aspect of finite element modeling is the ease with which simple linear 
polynomial interpolation functions may be replaced with higher-order polynomials. The 
improvement in accuracy resulting from higher-order functions has been well documented for 
traditional scalar finite elements such as Lagrangian interpolation functions. Little has been 
published to date, however, on the vector interpolation functions recently proposed for 
electromagnetic applications. In addition, few studies have considered the computational trade-offs 
arising from the use of higher-order functions with a particular sparse matrix solution algorithm, 
even in the scalar case. In this paper, the accuracy and efficiency arising from the use of higher- 
order scalar and vector functions will be considered for resonant cavity and open-region scattering 
applications. The performance of a sparse matrix solver (Y12M) will also be reported. The results 
suggest that higher-order functions have much to offer and should be used whenever possible. 
1.    Introduction 
Finite element modeling has been used for static and quasi-static electromagnetic 
applications for more than 25 years, and during the last decade has become popular for high- 
frequency applications such as waveguide analysis and electromagnetic scattering. An appealing 
aspect of finite element modeling is the ease with which simple linear polynomial interpolation 
functions may be replaced with higher-order polynomials. The improvement in accuracy resulting 
from higher-order functions has been well documented [1-2] for traditional scalar finite elements 
such as Lagrangian interpolation functions, which are often used to discretize the scalar equations 
describing electrostatic or two-dimensional (2D) applications. Recently, vector finite elements 
have been proposed for use with more general applications [3-5]. Vector interpolation functions 
may also be extended in a systematic fashion to higher polynomial orders [6-7]. The purpose of 
this paper is to consider the computational trade-offs (accuracy, memory requirements, and 
computational efficiency) associated with the use of higher-order functions for resonant cavity and 
open-region scattering applications in 2D. For the scattering formulations, the performance of a 
particular sparse matrix solution algorithm (Y12M [8-9]) will be reported. 
2.   Scalar (Lagrangian) Finite Elements 
Scalar Lagrangian interpolation functions complete to polynomial order p on triangular cells 
are well-established and described in a number of texts [2]. If these functions are used to discretize 
Laplace's equation constrained by Dirichlet or Neumann boundary conditions, the error in the 
primary unknown is essentially proportional to the interpolation error, which is known to be [1] 
0(hP+1) (1) 
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as h-»0, where h is the length of the longest side of any triangle in the model. It has been shown 
that this same behavior is observed when using the scalar Helmholte equation with a local radiation 
boundary condition, even in regions containing inhomogeneous materials [10-11]. An increase in 
polynomial order is accompanied by a reduction in matrix sparsity, suggesting a computational 
trade-off which in turn depends on the specific matrix solution algorithm employed to solve the 
sparse system of equations. (In other words, more computation will be required to treat the denser 
matrices associated with higher-order polynomials.) However, it is fairly obvious from (1) that 
increasing the polynomial order p of the expansion functions will reduce the error more rapidly for 
a given computational effort than reducing the grid size. Furthermore, the matrix condition number 
arising from such a discretization typically behaves as [1] 
0(1T2) (2) 
Since the matrix condition number is primarily a function of grid size, increasing the polynomial 
order is a more stable approach for improved accuracy than reducing the grid size in practice [1]. 
To illustrate the relative accuracy of interpolation functions with different polynomial order, 
consider a lossy circular dielectric cylinder of size ka=2 and relative permittivity ^=2.56-^2.56 
illuminated by a plane wave having the electric field aligned parallel to the cylinder axis. We 
employ the formulation of Peterson and Castillo, which uses the scalar Heimholte equation 
V-jjJ-VE^ + k^E^O (3) 
in conjunction with the second-order Bayliss-Turkel radiation boundary condition [12]. Table 1 
shows the interior Ez-field obtained using linear and quadratic Lagrangian expansion functions, for 
a mesh containing 1480 triangular cells. The linear expansion involves one unknown for each of 
the 781 corner nodes in the mesh, yielding a density within the cylinder of 105 nodesA-d • For the 
quadratic expansion functions, the additional mid-side nodes bring the total to 3041 unknowns. 
The second-order Bayliss-Turkel RBC is imposed on a circular boundary having radius p=0.98 
Xfl, approximately three times the cylinder radius. Despite the fact that the RBC is approximate, 
excellent accuracy is obtained with quadratic functions. 
To illustrate the relative computational cost of linear and quadratic functions, Figure 1 
shows the number of nonzero entries in the sparse matrix after LU factorization was performed 
using a complex-valued adaptation of the program Y12M [8-9]. Although the matrix arising from 
the quadratic functions contains approximately three times as many nonzero entries prior to 
factorization, a similar degree of sparsity is present after factorization. These data suggest that the 
total memory requirements are comparable for an equal number of linear and quadratic basis 
functions, despite the initial loss of sparsity associated with the quadratic functions. This is a 
surprising result, and may be due in part to the specific cylinder models employed for these 
examples. Although the formulations are developed for completely unstructured triangular-cell 
models, those employed in this work are primarily semi-annular conforming meshes. In any case, 
these observations suggest that quadratic elements may require very little additional overhead 
compared to linear elements. 
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TfcUe 1 
Ez-field produced by an incident TM plane wave along a y=0 cut through 
the center of a circular, homogeneous dielectric cylinder having ka=2 and 
relative permittivity Er=2.56-j2.56. Results obtained from the scalar finite 
element formulation described in [12] using linear and quadratic expansion 
functions with the identical 1480-cell model are compared with the exact 
solution. The numerical solutions were obtained with the second-order 
Bayliss-Turkel RBC imposed at p=0.98 XQ. 
X linear                     quadratic                      exact 
-0.319 
magnitude of Ez 
0.7163                     0.7046                     0.7039 
-0.255 0.5683                     0.5568                      0.5566 
-0.191 0.4508                       0.4388                       0.4386 
-0.128 0.3568                       0.3445                       0.3443 
-0.064 0.2902                      0.2768                       0.2767 
0.0 0.2414                      0.2276                       0.2274 
0.064 0.1962                     0.1833                      0.1831 
0.128 0.1837                     0.1698                      0.1696 
0.191 0.2412                       0.2237                       0.2235 
0.255 0.3169                     0.2964                     0.2961 
0.319 0.3511                       0.3303                       0.3299 
-0.319 
phase of Ez 
123.75°                     123.28°                     123.32° 
-0.255 83.39                       82.32                       82.35 
-0.191 43.13                        41.62                        41.64 
-0.128 1.80                          0.05                          0.07 
-0.064 -40.65                     -42.66                     -42.63 
0.0 -82.36                     -84.81                      -84.78 
0.064 -126.16                   -129.01                    -128.98 
0.128 178.41                       178.09                       178.12 
0.191 139.68                      135.48                      135.50 
0.255 120.23                       116.14                       116.15 
0.319 115.98                       112.54                       112.57 
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Y12M performance for scalar bases 
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Figure 1. Number of nonzero entries in the finite element system after LU factorization, as a function of matrix order and the polynomial degree of the expansion functions. 
3.   Vector interpolation functions on triangular cells 
Recently, vector interpolation functions (also known as "edge elements") have been 
proposed for finite element implementation [3-7]. On triangular cells, these functions permit a 
systematic realization of the mixed-order function spaces introduced by Nedelec in 1980 [13], and 
prescribe the proper continuity of tangential field components at interfaces. When used to 
discretize the curl-curl form of the vector Helmholtz equation, these basis functions separate the 
nullspace of the operator from the desired solutions and therefore eliminate "spurious modes" in 
eigenvalue problems. Although the lowest-order tangential-edge vector basis functions have zero 
divergence, this is not a general property of the class of interpolation functions and is not directly 
related to the ability to eliminate spurious modes. The following comparisons will use the 
quadratic tangential-edge vector basis functions recently proposed by Lee, Sun and Cendes [6-7]. 
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To demonstrate that vector basis functions satisfying Nedelec's constraints can eliminate 
spurious modes, consider a 2D cavity with resonant frequencies described by the eigenvalue 
equation 
Vx[ — Vxi] = k2eIE (4) 
subject to the Dirichlet boundary condition EIan=0 on the perfect electric walls of the cavity. If 
discretized to form a generalized matrix eigenvalue equation, values of the eigenvalue k2 are readily 
determined using standard software libraries such as EISPACK. The relative accuracy possible 
with linear and quadratic edge elements can be inferred from Table 2, which compares numerical 
and exact results for the resonant TE wavenumbers of a homogeneous circular cavity. The lower- 
order wavenumbers produced by the quadratic expansion are accurate to 3-4 decimal places. There 
appear to be no spurious nonzero wavenumbers. 
TaMe 2 
Resonant TE wavenumbers for a homogeneous circular 
cavity of unit radius produced by a discretization of 
Equation (4). Linear and quadratic tangential-vector 
"edge" basis functions were used. The cavity model 
consisted of a triangular-cell mesh with 55 nodes and 138 
edges, yielding an order-114 system for the linear elements 
and a order-396 system for the quadratic elements. The 
resonant wavenumbers are listed in order of increasing 
values with their degree of multiplicity in parenthesis. 
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Linear vector basis functions have been previously used within a 2D scattering formulation 
combining the curl-curl form of the Helmholtz equation with a local radiation boundary condition 
[14-15]. Recently, this approach was extended to incorporate quadratic edge elements. To 
illustrate the accuracy possible with these basis functions, Figure 2 compares the magnitude and 
phase produced by the numerical formulation with the exact solution for a two-layer circular 
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Figure 2. Magnitude and phase of the electric field along a cut through a coated circular 
dielectric cylinder. The numerical result obtained using quadratic vector basis 
functions exhibits excellent agreement with the exact analytical solution. 
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while the dielectric cladding has outer radius 0.15 Xo and £r=6. A local RBC was imposed at a 
radius of 0=0.41 5^. iridds are. shown as a function of p along a <j>=90° cut, for an incident plane 
wave traveling in the q- =0° direction. Excellent agreement is observed between the exact and 
numerical re?uks. A potfiiuial drawback of these vector basis functions is that the normal 
component at ceil boundaries is discontinuous, and might produce fictitious discontinuities within 
homogeneous regions. However, as illustrated in Figure 2, our numerical solution appears to 
properly model the continuous field and accurately track the jump discontinuity at the interface 
between the two media. 
Figure 3 demonstrates the performance of Y12M when used to solve the sparse system of 
equations arising from the 2D vector scattering formulation. In common with the scalar 
formulation, the systems arising from linear and quadratic vector elements require a comparable 
amount of storage after LU factorization — again, suggesting that there is very little additional cost 
in using quadratic basis functions instead of linear. 
Y12M performance for vector bases 
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Figure 3. Number of nonzero entries in the finite element system after LU factorization, as a 
function of matrix order and the polynomial degree of the expansion functions. 
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4.    Conclusions 
Scalar (Lagrangian) interpolation functions and tangential-vector (edge) basis functions of 
various polynomial order can be systematically incorporated into finite element codes for 
electromagnetic applications. We have demonstrated that the use of quadratic basis functions can 
lead to substantial improvements in accuracy compared to linear functions, and with little additional 
computational cost in many cases. 
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Abstract 
In this paper we solve Maxwell's equations in microwave 
devices using edge elements . These finite elements whose degrees 
of freedom are associated with the edges of the mesh have two main 
advantages : they imply the right continuity for the fields and 
avoid "spurious modes", the non-physical numerical fields obtained 
from the solution of eigenvalue problems. The presented results 
involve the computation of cut-off frequencies in waveguides (2D 
problems) and the computation of resonant frequencies in microwave 
cavities (3D problems). Comparisons with analytical values or 
previously published results are performed. 
Introduction 
The finite element method is now found to be an efficient 
tool for electromagnetic computations in microwave structures such 
as waveguides and cavities. Solving Maxwell's equations leads to 
vector boundary value problems. Most current techniques are based 
on classical finite elements, obtained by interpolation (linear 
interpolation in the simplest case) from nodal values of vector 
components. This method can be easily extended from methods 
developed for scalar functions but has two serious drawbacks. The 
first drawback is that it has difficulties to account for 
particular physical properties of the fields : it implies full 
continuity at material interfaces whereas for example the electric 
field has tangential continuity but may have normal discontinuity. 
The second drawback is that nodal elements are known to give 
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»spurious" numerical fields (non-physical fields) when solving 
vectorial eigenvalue problems. Many attempts were performed to 
circumvent these unwanted solutions but none of them seems both 
satisfactory and straightforward [l]-[3]. 
In [4] Bossavit showed that the edge element is an efficient 
finite element for electromagnetic field computations in high 
frequency problems. In particular he explained the reason for 
which edge elements will not generate "spurious modes". 
A model based on edge elements has been recently studied and 
developed by the authors [5][6]. 
In this paper we show that this technique provides an 
efficient way for the analysis of both waveguides (2D) and 
cavities (3D) with complex geometries and containing dielectric 
material. 
Basic formulation 
We deal with Maxwell's time harmonic equations in a bounded 
domain fi surrounded by a perfect conductor and containing lossless 
materials : 
curl e = - i u M-0n '1' 
curl h = i u €0€r   e (2) 
where e and h are the complex electric and magnetic fields, £„ and 
n0  are respectively the permittivity and permeability of vacuum, 
er is the relative permittivity and u is the angular frequency. 
The condition on the boundary r of fi is : 
e A n = 0 (3) 
where n is the outward normal vector. 
substituting (1) into (2), we deduce the following 
eingenvalue problem expressed in terms of the electric field: 
curl (curl e) - €r€0n0 w2 
0 
(4) 
A weak formulation of   (4)   holds  in H0(curl)   : 
fn curl e.   curl e'  dx - k2   /n €r   e.e'  dx    = 0      V e'  e H0(curl) Jfi mi (5) 
where 
H0(curl)   - {e 6   [L2(fi)]3   ,   curl  e e   [L2(fi)]S   ,   e A n =0 on r} 
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and where the values of k ( k2 = e0 ^0 u2) are the wavenumbers. 
Finite element approximation 
Edge elements are used for the numerical approximation of 
(5). These particular finite elements are a class Whitney elements 
introduced by Bossavit [7] and correspond to a class of mixed 
finite elements introduced by Nedelec [8]. 
Let fih be a tetrahedral mesh of fi . For one edge "a" 
containing the two nodes "i" and "j" we have a vector field w -* a 
defined in terms of the barycentric functions as follows : 
wa (x) = \ (*) grad \} (x) - X  j  (x) grad \.  (x)       (6) 
Figure 1 shows the general shape of the function wa relevant 
to the edge "a". 
This vector field has two properties which can be verified 
with easy computations : 
- the circulation of wa along edge a (from node "i" to node 
"j") is egual to 1 , and to 0 along other edges. 
- w, 
continuous across facets of the mesh. This type of continuity is 
exactly what is needed to represent the electric field vector 
is not continuous over fih  but its tangential part is 
Let us call Ey, the space spanned by linear combinations of 
the wa's. This space E,,,, is imbedded in H0 (curl) . The electric 
field e will be expressed as : 
e(x) = £ ea wa (x) (7) 
where the degrees of freedom ea are the circulations of the field 
along the edges of the mesh. 
Rewriting (7) in (5) and taking the wa's as weighting vectors 
e', the approached problem leads to a generalized eigenvalue 
problem of the form : 
[A] [e] = k2 [B] [e] (8) 
where the dimension of A  ("stiffness matrix")  and B ("mass 
matrix") is the number of edges in fih. 
Spurious modes 
The searched resonant fields ( u > 0) are theoritically 
divergence free since e is a curl. The trouble arises when 
discretizing  (5)  with classical  (for example nodal)  vector 
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elements. The eigenvalue 0 is a highly degenerate eigenvalue whose 
eigenspaoe is spanned by the gradient fields. These gradient 
fields can't be approximated with nodal elements and the numerical 
approximation of k2= 0 are then difficult to distinguish from the 
meaningful lowest non-zero eigenvalues ( k2> 0) ; especially when 
the number of degrees of freedom increases. Most of them do not 
satisfy the divergence free condition and then are unacceptable as 
solutions of Maxwell's equations, the resulting set of solutions 
is a mixture of physical modes and numerical spurious ones. 
With edge elements such a situation doesn't occur since all 
the gradient fields can be chosen as admissible test fields [4]. 
Numerical results 
a) Waveguides 
Our numerical approach was first used in two dimensions. 
Solving Maxwell's equations in a waveguide using the transversal 
components of the electric field leads to an eigenvalue problem of 
the form (8). Hollow rectangular waveguides and hollow circular 
waveguides, whose analytical solutions are known, were first 
modelled to show the validity of the technique. Here two other 
examples are presented. 
A rectangular waveguide partially filled with dielectric 
material was studied (figure 2). Table 1 shows the 5 lowest 
computed values of kc (cut-off wavenumbers) for TE-mode. This 
table also shows previously published results [2] based on an 
indirect technique which needs a preliminary finite element 
calculation to determine a basis of divergence-free fields to 
solve the eigenvalue system. Direct solution is possible in our 
model due to edge elements and no spurious mode occured. Moreover 
dielectric discontinuity is exactly verified in the waveguide 
since edge elements allow the normal component of the electric 
field to be discontinuous at material interfaces. 
Waveguides with reentrant corners present difficulties to be 
treated with numerical methods ; a great number of spurious modes 
appears and a classical approach can't give reasonnable results . 
In such cases the field is concentrated in the corners and its 
normal component is discontinuous near the angular points. These 
geometrical particularity can easily be treated with "edge 
elements". As an example, a double ridged waveguide was considered 
(figure 3). One quarter of the problem was analyzed with the 
Neumann boundary condition on the two axis of symmetry. The first 
3 corresponding wavenumbers were computed and compared with [9] 
obtained with a nodal magnetic vector potential formulation ( 
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table  2) where  the geometrical difficulty is avoided for a price 
of a special treatment in the singular points. 
b) Cavities 
Several types of microwave cavities were analyzed with the 
presented model. Comparisons with analytical values for empty 
cavities of simple shapes have already shown the accuracy of the 
numerical approximation [5]. We present here two examples : the 
first one is a dielectrically-loaded cavity and the second one is 
a junction between the microwave cavity of a caesium beam 
frequency standard with a waveguide at cut-off. 
The dielectrically-loaded cavity is a rectangular one with a 
dielectric block (figure 4-a) . The quarter (figure 4-b) was 
modelled with 240 tetrahedra. No analytical result is available 
but comparison with already published computed values is possible 
; results for the dominant mode are listed on table 3.All these 
results agree within roughly 10%. However the use of edge elements 
avoided all spurious modes and exactly imply the continuity of the 
tangential component of the electric field at dielectric 
interfaces. Figure 5 shows the electric field vectors in the 
quarter of the cavity. 
The second resonator is a caesium beam frequency standard 
microwave cavity. The studied domain is the combination of a 
rectangular waveguide and a rectangular cavity (figure 6) . The 
computed resonant frequency is 9.174 GHz. This value is to be 
compared to the resonant frequency without the waveguide (9.192 
GHz) which is obtained analytically and numerically. The 
distribution of the electric field vectors is plotted on figure 7. 
Conclusion 
Edge elements have been used to model waveguides and 
cavities. It was shown that the method can accurately compute 
cut-off frequencies and resonant frequencies. It allowed to take 
dielectric discontinuities into account and numerical results do 
not include "spurious modes" which appear with conventional 
(nodal) elements. It allows a precise distribution of the field 
even in case of complicated geometries ( reentrant corners and 
irregular boundaries). 
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Figure 1 Shape function relevant to the edge {i,j} 
1. 
0.6 
0.2 Mode Edge Elements Ref [2] 
1 1.7652 1.7667 
2 2.3151 2.3056 
3 2.9580 2.9568 
4 3.2939 3.3036 
5 4.1239 4.1549 
Figure 2 Partially filled dielectric 
waveguide 
Table 1 Lowest values of kc 
( dielectric waveguide) 















Figure 3 Double ridged 
waveguide 




Figure 4 Cavity with dielectric block 




Edge Elements 5.102 
Table 3 Computed eigenvalue 
(dominant mode) 




Figure 6 Microwave cavity of a 
caesium beam frequency standard 
(half shown) 
Figure 7 Distribution of 
magnetic field vectors 
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ABSTRACT: 
The propagation characteristics of electromagnetic waves in dielectric 
slab waveguides containing arbitrarily nonlinear material are investigated 
numerically using variational methods and finite difference techniques, 
and relying on an iterative scheme to arrive at self-consistent and stable 
solutions. For both TE and TM polarizations, the fundamental and higher 
order modes are considered, for different types of nonlinearities. It is 
observed that, for either polarization, the fundamental mode can exhibit 
hysteresis and bistability at low power levels, depending mostly on the 
slab thickness. 
1. INTRODUCTION 
Dielectric waveguides, or thin films, with nonlinear material have 
attracted considerable interest in recent years due to their unique, 
fascinating features, and potential application to devices for an 
all-optical signal processor, as well as for optical computers [1]. The 
knowledge of the propagation characteristics of electromagnetic waves in 
such structures is necessary not only to determine the feasibility of the 
suggested devices, but also to further the understanding of the physical 
phenomena associated with nonlinear guided waves systems. Only for certain 
types of nonlinearities, e. g. the Kerr-type, is this problem of nonlinear 
waveguides amenable to analytical solution [2],[3], which depends on the 
polarization and also on the waveguide configuration. The numerical 
solution presented in this paper allows arbitrary nonlinearities to be 
considered, as well as any type of distribution of the linear refractive 
index. With respect to other numerical solutions found in the literature 
[4],[5], the present one has the advantage of simpler formulation, and 
requires smaller amount of computer memory and processing time. 
2. FORMULATION 
Figure 1 shows the waveguides considered, where the three layers can be of 
nonlinear material. 
For TE polarization, the nonlinear refractive index is written as [2]: 
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I > Z fi 
f 
fi s 
Figure 1: Nonlinear waveguide. 
f? =  n2 + a f(S)  ,   j = s, f, c (1) J    J   j 
where n represents the  low power refractive index,  which may be a 
function of y, a.  represents the nonlinear coefficient of medium j  (j«s, 
f, c) and f(S), Ja function of the signal  intensity S.  For Kerr-type 
nonlinearity, f(S) = |E|2, where E denotes the electric field.  In this 
case, each coefficient a is  then written  as n n e c , n being the 
nonlinear coefficient, cJ the free space permittivity, and° c the  velocity 
o o of light in vacuum. 
Assuming that the waveguide is composed of lossless media, and that 8/dX  « 
0, considering wave propagation along the Z-direction, a variational 




where E is the X-component of the electric field, k is the free space 
wavenumber, and the factor exp[j(wt-ßz)] is implicit. 
Next, the Y-axis is discretized, finite differences are used to evaluate 
the derivative in the expression for ß , and the integrals in (2) are 
approximated in terms of the discretized field. 
The stationary property of ß    is then used through the differentiation of 
(2) with respect to each of the variables E  , where E  is the value of 
E at y = y  , i = 1, 2   N,  E   andxlE    being set to zero. The 
following standard eigenvalue problem is arrived at: 
[A]-{E } = (ßh)2-{E } (3) 
X X 
where h is the distance between successive points along the Y-axis, [A] is 
a real, symmetrical and tridiagonal matrix, whose diagonal elements are 
given by: 
A  = (k h)2n2 - 2   (1=1,2 N) (4) 
1 i       o      1 
and the off-diagonal elements are all equal to unity. 
The total guided power per unit length along the X-axis is calculated as: 
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p = ^\E> (5) 
o o -I» 
where Z represents the intrinsic impedance of vacuum. 
o 
For TM polarization the nonlinear permittivity is written as [7]: 
2 c = n 
xj    J 
E = n2 = n2 + u f(E ) + v f(E ) (6) 
yj  yj  j   j  y    J  z 
c = n2 = n2 + v f(E ) + u f(E ) 
zj   zj   j   j   y    J   z 
where e , e , and c are diagonal elements of the permittivity tensor, 
n represents' the low power refractive index of medium j. E and E are, 
respectively, the Y- and Z-components of the electric field. For Kerr-type 
nonlinearity, the coefficients u is written as c c n _ , and v = yu., 
where y takes on different values, depending on the nonlinearity 
mechanism [7], and will here be fixed as 1. 
As in the case of TE polarization, a variational expression is first 
developed for the propagation constant ß   [61: 
| J_ (dH /dy)2dy -k2 | H2 dy   |j_ H2 dy 
Following the same steps as in the case of TE polarization,  a standard 
eigenvalue problem is obtained: 
[B]-{H >=(ßh)2-<H > (8) 
X X 
where H  is  the X-component of the magnetic field,  [B]  is a real 
tridiagonal matrix, whose elements are given by: 
k h -   -    • c o    c     e   I   y I 
zi-l   zi ' 
B     = e  ( e   )_1 .„. i , i +1      yi    zl (9) 
B       = C       ( C    )"' 
i-1 , i      yi   zi1 
The total guided power per unit length along the X-axis is calculated as: 
P- H2dy (10) _1 o'   f 1 „z, 2 '  k 
The solution of the eigenvalue problems yields the propagation constant ß 
and the electric field profile, in the case of TE waves, or the magnetic 
field profile, in the case of TM waves. 
As in the presence of nonlinearity the refractive index distribution 
depends on the local field intensity, an iterative scheme is used in the 
solution of the eigenvalue problems (3) and (8).  For each polarization, 
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the eigenvalue problem is initially solved assuming negligible power 
level. The resulting electric (or magnetic) field is then scaled to the 
required power level, and used to update the refractive index distribution 
due to the nonlinear contributions, and the eigenvalue problem is solved 
again. This iterative scheme continues until consistent solutions are 
obtained. The propagation mode to be considered is determined by selecting 
a particular eigenvalue among all that emerge from the solution of (3) or 
(8). For example, the highest order eigenvalue corresponds to the 
fundamental mode (TE or TM ), the next eigenvalue corresponds to the 
first higher order mode (TE or TM ), and so on. 
The discretization along the Y-axis has the extra advantage that no 
restriction is imposed on the type of the nonlinearity,  nor on the 
distribution of the linear (low power)  refractive index,  which can be 
either of the step- or the gradual-type, thus allowing a flexibility of 
analysis that is not matched by analytical solutions. 
3. RESULTS 
Initially, a waveguide with linear refractive index distribution of the 
step-type, in which both the substrate and cladding were nonlinear, with 
Kerr-type characteristics, was considered. 
Figure 2 shows the variation of the fundamental mode TE effective 
refractive index ß/k with the guided wave power for a structure composed 
of a linear film, whose thickness is 1.25/im and refractive index is 1.57, 
bounded by identical, semi-infinite nonlinear substrate and cladding, with 
a low power refractive index of 1.55, and nonlinear coefficient of 
l.OxlCf9m2/W. The wavelength is 0.515nm. 
Figure 2: Variation of the 
TE effective refractive 
inäex with guided wave 
power. 
Reference  (2) 
So so i'öo 40    ,  60        80
Power  (mW/mm) 
This fundamental mode presents two solutions: one, with a symmetrical 
electric field distribution with respect to the X-axis, that evolves from 
the corresponding solution in a similar, linear waveguide. This solution 
is represented by curve S in Figure 2. For power levels above a certain 
value, a second solution appears, in which the electric field distribution 
is asymmetrical with respect to the X-axis, curve A in Figure 2. It was 
observed that, for power levels where the asymmetrical solution exists, 
the symmetrical solution is unstable, i.e. it is not maintained along the 
iterative scheme. This behaviour is in accordance with the stability 
theory of reference [8]. The symmetrical solution could only be calculated 
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by the present algorithm enforcing symmetry boundary conditions. Figure 2 
also shows results as read from reference [2], which presents an 
analytical, stationary solution for the nonlinear, one-dimensional wave 
equation. The results are seen to agree very well. In Figure 2 it can be 
seen that hysteresis takes place, represented by a sudden change of the 
effective index as the guided wave power is increased, which is associated 
with a sudden change from guided to surface wave, i.e. the electric field 
maximum moves from the film to one of the nonlinear media. It was observed 
[6], that this effect is determined mainly by the film thickness, and that 
it can occur at low power levels. Such effect has potential application in 
fast optical switches or memory loops [1]. 
Figure 3 shows, for the TM mode, the variation of the 
effective refractive index with guided wave power in a structure with the 
same parameters as that of Figure 2, with the exception of the film 
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Figure 3: Variation of the 
TM effective refractive 
inäex with guided wave 
power. 
Again, as the structure is physically symmetrical,  two solutions are 
possible, one symmetrical and one asymmetrical. As in the case of  the TE 
mode, the symmetrical solution is unstable for power levels where the 
asymmetrical solution exists. 
In physically asymmetrical structures, only one solution exists, for both 
TE  and TM modes, which is stable for all power  levels  [2], [8].  In 
asymmetrical structures the occurrence of hysteresis  is also possible, 
determined mainly by the film thickness [6]. 
Next, saturable Kerr-like nonlinearity was considered for TE polarization, 
in which the nonlinear dielectric constant is written as [3]: 
Lj W^ -6XP(- 
c c e n o o Lj 2j 
jsat I] (11) 
where e  is the linear (low power) dielectric constant of medium j. 
Lj 
Figure 4 shows the variation of the effective refractive  index for both 
TE  and TE.  in a waveguide whose parameters are: n_ =1.57, n_. =0, n =n 
=1?55, n 
   .. 
1-92 f 2f    '   £ 2x10 m /U, n =0, t=2.0jim, and  the wavelength is 0.515jim. 
In Figure 4, the parameter n   is obtained from  (e +e   )  =n +n 
tne TE  mode,  the effect of the saturation It was observed that, for h  
was to decrease the area of the hysteresis loop when compared with the 
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Kerr-law nonlinearity (nsat=eo). Figure 4 also shows results for the TEj 
mode as read from reference [3], with good agreement. 
Figure 5 shows results for a waveguide with the same parameter as in 
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Figure 4: Variation of the 
effective index with 
guided wave power for a 
waveguide with linear film 
and cladding, and a 
saturable nonlinear 
substrate. 
the nonlinear dielectric constant is given by [3]: 
c = e  +cee n  E j    Lj    o o Lj 2ji    ' 
(12) 
1.60 
P - 1 
• •»»» Reference (3) 
'90'"' i'20 150 60   9  12
Power (mW/mm) 
Figure 5: Variation of the 
effective index with 
guided wave power for a 
waveguide with linear film 
and cladding, and a 
power-law nonlinear 
substrate. 
Again,  the results showed good agreement with other ones  in  the 
literature [3]. 
Next, a waveguide was considered, in which the linear medium had 
Gaussian-profile refractive index distribution, and the nonlinear medium 
was of the Kerr-type, the complete refractive index distribution being 
given by [9]: 
,2 y<0 
(13) n'(y) = 
n + c e n n  |E| c     o o c 2c 
n2 + (n2 - nz)exp[-(y/a)z], y>0 b      s     b 
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The following parameters were used, at a wavelength of 0.515fim: n =1.57, 
n =n =1.55, n =10 m /W, a=2.0(jm. Figure 6 shows the variation sof the 
effective index with guided power, for both TE and TE modes. Also shown 
are results as read from reference [9], with good agreement. 
Figure 6: Variation of the 
effective index with 
guided wave power in a 
gradual-index waveguide. 
10 20  30  40  50 Power (mW/mm) 60 
It is worth mentioning that the first higher order TE mode as calculated 
by the present algorithm showed a somewhat different behaviour than that 
obtained by the stationary solutions of references [2], [3], [9], as shown 
in Figures 4 to 6. According to these references, this mode propagates 
only for power levels below a certain value, with the effective index 
following a sort of u-turn curve, i.e., it exhibits a peak, near which two 
different values of effective index occur for the same power level. With 
the present solution and independent of the type of nonlinearity, it was 
observed that for power levels above a certain value the algorithm failed 
to converge to a single value of effective index (and electric field 
profile), but multiple values were obtained, which were periodic with 
respect to the iterations and the period doubled as the guided-wave power 
increased, until the periodicity disappeared, suggesting a transition to 
chaos through period doubling [10], [11]. The same behaviour was observed 
with TM mode. Investigations are being carried out in order to determine 
whether this is a physical phenomenon or induced by the numerical 
algorithm. 
4. CONCLUSION 
A numerical solution was developed and applied to the analysis of the 
fundamental and higher order TE and TM modes in waveguides containing 
arbitrarily nonlinear material. For the fundamental TE and TM modes it 
was observed that hysteresis can occur depending mainly on the film 
thickness. It was also observed that in physically symmetrical structures, 
the symmetrical solution is unstable. Results obtained for the first 
higher order TE mode indicate that it propagates in a stable manner only 
for limited values of power, but further investigations are required in 
order to determine its behaviour at higher power levels. 
The present solution can be applied to non Kerr-type nonlinearities, as 
well as to structures with a gradual low power refractive index 
distribution. It can also be applied to multilayered structures. 
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Although results were presented mostly for TE polarization calculations 
were also performed for TM polarization for different types of 
nonlinearitles, and the results showed good agreement with other ones in 
the literature, when available. 
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ELECTROMAGNETIC PIC MODELLING 
IN ARBITRARY GEOMETRY 
James W Eastwood and Wayne Arter 
AEA Technology, Culham Laboratory, 
Abingdon, Oxon. 0X14 3DB, England 
ABSTRACT 
A new rclativislic electromagnetic PIC algorithm for general three dimensional ge- 
ometries is described. Correct choice between co- and contravariant field components 
and of weighting yields simple coordinate 'invariant numerical prescriptions. The com- 
bination of isoparametric hexahcdral elements, generated by transfimte interpolation, 
and multiblock decomposition leads to algorithms ideally suited to MIMD computers. 
1     INTRODUCTION 
Virtual Particle (VP) particle-mesh algorithms are now established as an effective 
approach to obtaining numerical schemes for solving the relativistic Maxwell-Vlasov 
equations [1, 2, 3, 4]. Unlike conventional Particle-in-Cell (PIC) schemes, they are 
derived using finite elements in both space and time. Current is assigned from 'virtual 
particles' placed at points specially interpolated between positions at successive time 
levels, a procedure which automatically leads to charge conservation. Existing VP im- 
plementations use rectangular finite elements in two dimensional cartesian and polar 
geometries. Only a restricted class of device is well modelled in such circumstances, 
leading to the need to implement VP in more complex geometries. This paper shows 
how the VP method extends to general three dimensional body-fitted elements [5]. 
Section 2 shows that the derivation in general curvilinears is similar to that for 
orthogonal coordinate systems, differing only in that tensor components are used in 
the action integral expression for the Maxwell-Vlasov equations. The resulting ex- 
pressions for current assignment, charge assignment and particle motion are treated 
in Section 3, whilst Section 4 deals with the field equations and constitutive rela- 
tionships. Section 5 discusses finite element net generation and efficient usage of 
Distributed Memory MIMD architecture computers. 
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2    VARIATIONAL FORMULATION 
In general curvilinear coordinates (x\ x2, x3) the action integral may be written 





If we further assume that the distribution function is represented by a set of sample 
points (ie 'superparticles'), then the source terms in the field lagrangian become 
r = £ ^(x1 - xl)S(x2 - x2p)8(x3 - xl)i' (6) 
p = ^1^6(x^xl)6(x2-xl)S(x3-x3p) (7) 
v   v9 
and the kinetic lagrangian term becomes 
Mc2 
1P 





d<t>     8Ak 
~~dxk      dt 
= t0E? = eJ'E, 
= — = — giß3 
ßo         ßo 
7»-/*Z^ W 
The sums in p are over particles, each with charge qp-. The metric tensor elements g{j 
can be computed from the relationship between cartesian and the general curvilinear 
coordinates i.e. given ...... (9) 
(10) 
then _ dx^dx^ 
9,i ~ dx' dxi 
where g = ||ff,j|| and g^g* = 8*. 
Treating / as a functional of the vector potential Ai, the scalar potential 4> and 
particle coordinates {xp} leads to Euler-Lagrange equations representing Maxwell's 
equations and relativistic particle motion; the discrete approximations to these differ- 
ential equations are obtained by substituting test function approximations for <j>, Ai 
and xp and taking variations with respect to the nodal amplitudes. As will become 
apparent from the discussions below (Sections 3.1 and 4.1), it is advantageous to in- 
troduce weighted tensor flux and charge quantities, with the weighting factor Jg, ie 
we introduce 6"' = ^gB\ d{ = JgD\ J{ = y/gj' and Q = jgp. 
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3    PARTICLE EQUATIONS 
The use of sample points ('superparticles') reduces the velocity space integrals to 
sums over particles, and transforms the Vlasov equation to the relativistic equations 
of motion for the superparticles. Source terms, Eqs (6) and (7), arise from variations 
with respect to potentials in the differential limit. These variations give the charge 
and current assignment schemes in the finite element case, as illustrated in Section 
3.1. Section 3.2 shows that the assignment has the charge conserving property even 
for non-orthogonal element nets. In the differential limit, variation of the action 
with respect to particle coordinates gives the relativistic momentum equation. The 
treatment of the equations of motion is outlined in Section 3.3. 
3.1    Assignment and Interpolation 
(a) 
(b) 
NW i NE v .»-< P 
.-0-. 
•( >  -A I sw ,SE 
Figure 1: (a) Charge assignment from a single particle and (b) current assignment 
from a single particle trajectory segment for linear potential test functions. The 
figures at the left and right are respectively physical and curved space representations. 
The finite element test function approximations to the potentials may be written 
<t> = W and A; = A(,-)W(;), where # and A are nodal amplitudes, and sums are 
implied over element nodes (cf Ref [1]). 
Variations of Eq(l) yield: 
charge assignment :   Q   =   J dt^^U^, x2p, x3p)(t),t) (11) 
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current assignment :   J'   =    f dtJ2lp^p)w(i)((s^ ^ *,)(')>') (12) 
The integrals for Q and J' are evaluated in exactly the same manner as described 
in Ref [1]. For example, if in a general quadrilateral element U and W{ have the same 
linear / piecewise dependence as their cartesian counterpart [1, Section 4.3], then the 
fractions of the charge assigned from a unit charge at position (x\x2) (marked by 
open circles) to the four nodes at the corners of the element as shown in Figure 1(a) 
are given by 
!NW = (l-xl)x2 6QNE = x1x2                                         (13) 
8QSE = X\1-X2) 6Qsw = (l-x')(l-x2) 
Similarly, the contravariant current components from a trajectory segment from 
{x),x2) to (x],x2j) are 
SJN = X2Axl SJs = (1 - X^Ax1                                 (14) 
SJE^X'AX2 SJW = (1 - Xl)Ax2 
where Xk = {x) + xk)/2, Axk = x) - xk, where k=l or 2. Coordinates (xk,ih) and 
(x), x)) are respectively the start and end the trajectory segment (solid line in Figure 
1(b)) in the finite element. Trajectory segments are assumed to be straight lines in 
the curved {x\x2) space. Figure 1(b) shows the position of the virtual particle at 
(Xk,Xk) as a small open circle on the trajectory segment and labels the location of 
the current nodes referred to in Eq (14). 
The example given here generalises straightforwardly to three dimensions, but 
then requires assignment from two rather than one 'virtual particle' per segment per 
element to ensure exact charge conservation. 
3.2     Charge Conservation 
Charge and current assignment are linear operations, so by linear superposition, con- 
servation for one trajectory moving through a single time step implies the same for 
the sum of all trajectories. Summing all contributions to Eqs(14) from a single parti- 
cle, gives the same as the difference of Eqs(13) at start and end points, ie the linear 
quadrilateral (hexahedral in three dimensions) element case satisfies 
dtQ = -dkJk (15) 
w here the symbol d denotes a centred difference arising from assembling the finite 
element contributions, and Q and Jk are nodal amplitudes. Equations of the form 
(15) can be shown to be generally satisfied for VP algorithms. 
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3.3    Particle Motion 
The change in particle position is computed in exactly the same manner as the carte- 
sian case. The change of position is computed from the leapfrog approximation to 
£ = *' (16) 
The finite element approximation for the particle accelerations leads to unwieldy 
expressions; to avoid implicit formulae the time derivative of the momentum is 
lumped, which in effect replaces the time derivative by a finite difference. Treat- 
ing the momentum equation in curved space introduces the Christoffel symbol T[m 
in the quadratic centripetal term: 
l-rL.-^F^Ä + e^'n (17) 
A more straightforward generalisation of the cartesian leapfrog scheme for the momen- 
tum equation is obtained by reformulating Eq( 17) in terms of the cartesian momentum 
components: 
^ = DhFk = qDkt{Ek + eklmv'bm) (18) at 
where v1 = D\p'/-j = glmpm/~/ and D'j is the deformation gradient tensor: 
Equation (18) leads to an integration scheme with leapfrog for the electric forces and 
an implicit scheme for Lorentz forces. 
4    MAXWELL'S EQUATIONS 
The principal difference between the cartesian and general curvilinear derivations of 
the field equations from the action integral (1) is the need for approximations to 
evaluate Eqs (4),(5) and (10) in the latter case. Approximation of Eq(10) is treated 
in Section 5. Choices of approximations to Eqs (4) and (5) lead to implicitness in 
computing either E{ from d' for the circulation term in Faraday's Law or d1 from E{ 
in applying boundary conditions; the latter is favoured for computational simplicity. 
4.1     Field Equations 
Introducing the weighted fluxes b' and d' into Eq(l), taking variations with respect to 
the potential test function amplitude and assembling the element contributions gives, 
after a little algebra, approximations to Maxwell's Equations: 
dtW = -eiikdjEk,   öib* = 0 (20) 
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dlA' = tilkd1Hk-Ji,   8id' = Q (21) 
The precise relationship between quantities b',d', Ek,Hk and the nodal amplitudes 
depends on the approximations chosen for the constitutive relationships. In the lowest 
order lumped approximation they become the nodal amplitudes. 
The analysis leading to Eqs (20) and (21) shows that the discrete VP equations 
in the quantities b',d\ Et,Ht,J' and Q are identical in any coordinate system. Geo- 
metrical information appears, along with the permeability and permittivity tensors, 
only in the constitutive relations relating d' to E; and b' to H,. 
4.2     Constitutive Equations 
The weak approximations to Eqs (4) and (5), with lumped mass matrices give the sim- 
plest explicit expressions for E, and H;. If we denote the test function approximations 
Ei = E{i)V{i) and Ht = H{t)X(,h then Eqs (4) and (5) yield: 
(E,V(<), VM) = (-VÄ,^(.>> (=> E- = <%#) (22) 
(HiXu.Xu) = (-^-fgaVXa,X{,}) (=> H, = G$V) (23) 
where the inner product is defined by 
(a, b)=  I dt dx1 dx2 dx3a(x\ t)b{x\ t) (24) 
The integral forms of Eqs (22) and (23) are lumped to give the mesh forms shown in 
the brackets. Elements of the symmetric tensors Gg and G^ are sparse matrices. 
4.3     Boundary Conditions 
In orthogonal systems, boundary conditions are applied straightforwardly to the sur- 
face nodal values. In general curvilinears, there is the added complication that Eq 
(22) must be inverted to apply the conditions on E; to d' in Ampere's equation. 
Fortunately, the matrices involved are sparse and diagonally dominant, so a simple 
iterative scheme should be effective. 
5    MESH GENERATION AND MIMD 
A general curvilinear coordinate system arises naturally when we seek to represent 
awkwardly shaped devices. Transfinite interpolation [6] provides a coordinate system 
for any simply connected surface (in 2-D) or volume (in 3-D) provided the bounding 
curves or surfaces are not too convex or concave. Realistic microwave sources involve 
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Figure 2: An illustration of the meshing of the junction of a coaxial and rectangular 
guide.There are six blocks:the rectangular guide, the central cylinder and four in the 
annulus. 
cavities and waveguides of cylindrical and rectangular cross-section. Separate sub- 
domains are therefore introduced to handle the various components and also axial 
effects. Figure 2 shows the multiblock representation of a cylindrical device with an 
attached waveguide. Each block is subdivided into elements, and the same param- 
eterisation is used for the coordinate transformation as is employed for the scalar 
potential. 
The multiblock subdivision of the computational domain minimises the amount of 
global data and interprocessor message passing, and simplifies load balancing across 
processors. Each slave block only requires data from its neighbours, and the master 
control program only requires information about the block surfaces ('glue patches') 
which join the slave blocks together. This arrangement offers the prospects of large 
computational intensity and a weak Amdahl limit to speedup on distributed memory 
MIMD computers. Moreover, the simple logical cube addressing within each block 
leads to fast serial processing. 
Without compromising the subdivision of the spatial mesh into blocks to get 
efficient MIMD processing, one can further demand that boundary conditions only 
apply at the surfaces of blocks; this eliminates the addressing problems in embedding 
surfaces within blocks, and allows surface data to be passed to the control program 
through the 'glue patch' tables. Further saving of computer storage and time arise 
from keeping metric information and material property data only in those blocks 
where they are needed.   When many small blocks are used to describe a complex 
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object, load balancing is achieved by assigning several blocks to one processor. 
In summary, the efficient meshing strategy uses 
• A multiblock spatial decomposition where segments of target surfaces and other 
boundaries are coincident with block surfaces. 
• Indirect ('glue patch') addressing between blocks, and logical cube (i,j,k) ele- 
ment nets within blocks. 
• Transfinite interpolation to divide the curvilinear hexahedral multiblocks into 
finite elements 
6 FINAL REMARKS 
This paper has outlined the extension of the VP algorithms to general geometry. The 
result is a particularly simple coordinate invariant form for the field equations and 
a current assignment scheme which has the same charge conserving property as its 
orthogonal counterpart. 
The multiblock decomposition is ideal for distributed memory MIMD computers. 
The electromagnetic calculation can be statically load balanced, has little message 
passing between blocks and small scalar overheads. 
We are currently developing general geometry software based on the scheme de- 
scribed herein in order to extend our capability for microwave tube modelling. How- 
ever, the elegant body-fitting electromagnetic solver part of our PIC scheme can 
equally well be applied to the computationally simpler problems where free charges 
are absent; for example, to study waveguides and exterior scattering problems. 
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Abstract 
This paper presents a functional programming model for developing soft- 
ware which will run, unmodified, on any of the popular windowing systems 
or graphics terminals. This is accomplished by defining a fixed programming 
model with standardized entry points, and a standard library of functions for 
controlling the GUI constructs (such as menus, dialogs, etc.), and a device 
dependent Interface Layer which sits between the windowing system and the 
program. All callback functions are are handled by this interface layer or passed 
to the standardized entry points. Graphics operations are handled by a stan- 
dard graphics library such as GKS or PHIGS. 
1     Introduction 
In spite of all the talk of open systems, none of the three major windowing interfaces 
("X" Windows, Microsoft Windows, and the Macintosh) support the same applica- 
tion programming interface (API). Thus software developers are forced to port their 
programs from system to system. 
Programmers wishing to port electromagnetics codes to windowing systems must 
also deal with the language barrier. EM codes are generally written in FORTRAN, 
for a variety of good reasons. Standard FORTRAN 77, however, is ill suited to most 
window API's, where the language of choice is usually C. FORTRAN 90 has all of the 
capabilities needed to program for windows and is superior to C in most respects, but 
it will be some time before it is widely available. Thus most EM software developers 
will continue to use FORTRAN 77 for some time. Some FORTRAN compilers now 
allow programs to run in a pseudo terminal window, but this is clearly not the same as 
writing a FORTRAN program which makes use of the GUI functions of a windowing 
environment. 
This paper presents a library of functions and programming methodology which 
will allow a program to be written (or modified) so that it can be transported to 
any windowing or non-windowing system. There are some commercial products (e.g. 
Aspect from Open Inc.) and a standards committee (Posix 1201.1) working to solve 
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the transportability problems, but these efforts aimed at the C programmer and are 
much broader in scope than the work presented here. Any program or library designed 
for maximum transportability must sacrifice some functionality. The success or failure 
of these efforts often rides on careful selection of these sacrifices. 
The philosophy used in this paper is based on two requirements: (1) To employ a 
minimalist approach which will allow maximum functionality with minimum effort. 
(2) To generate a program which can be used on conventional graphics terminals as 
well as windowing systems. This is accomplished by distilling all of the features im- 
plied by the term "windowing system" into a few basic functions which capture the 
essence of a GUI. These functions constitute an interface layer as shown in figures 
2 and 3. This interface layer maps the system dependent features of the particular 
windowing system into a standard interface for the user program as shown in the 
figures. Of course the interface layer is very system dependent, and must be imple- 
mented for each different system, but once written it can be used by any program on 
that system. 
This is, of course, very similar to the way device independent graphics packages 
(such as GKS, PLOT10, DI3000, etc.) are written but with one important difference- 
programs written for windowing systems are based on an event driven model. Thus a 
standard programming interface must specify not only how the program will call the 
system, but how (and when) the system will call the program. 
2    Event Driven Programming 
"Conventional" programs are written on a procedural model. The operating system 
passes control to the program, which makes subroutine calls to the system or libraries. 
After each subroutine call, the system returns to the program at the point where the 
call occurred. When the program is finished it returns control to the system. 
Windowing systems require that programs be written using an event driven model. 
The operating system passes control to the program which begins by initializing 
variables, creating windows, and allocating resources. The program also declares the 
names and locations of the various subroutines which will be used to handle events, 
an event being just about any interaction between the user and the computer such as 
moving the mouse, pressing a key, releasing a key, pressing a mouse button, releasing 
a mouse button, etc. The program then return control to the system. When an event 
occurs, the system calls the particular subroutine declared by the program to handle 
that type of event (or events). 
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3    Layers 
As shown in figures 2 and 3, the programming environment consists of three layers: 
the system layer, the interface layer, and the user program layer. 
3.1 System Layer 
The system layer contains the operating system, the windowing system (if one exists), 
and any toolkits associated with the windowing system (such as MOTIF). For the 
purposes of this discussion, the hardware is also considered part of the system layer. 
3.2 Interface Layer 
The interface layer contains all of the system specific code necessary to implement 
the transportable interface. On most windowing systems it will be written in C, but 
all interactions between this layer and the user program layer must be compatible 
with FORTRAN. 
For a window system, this layer has 6 major components: the initialize routine, 
dialog functions, menu functions, miscellaneous system functions, the window proce- 
dure, and the graphics library 
3.2.1 The initialize routine 
This is the main windows program. It receives control from the system and allocates 
resources. The user's initialize routine is called as a subroutine. When initialization 
is completed, control returns to the system. (Note: This is a slightly simplified ex- 
planation, in a real environment the initialize routine would also contain the message 
loop.) 
3.2.2 Dialog Functions 
This is where the greatest sacrifices must be made. On any windowing system, the 
construction of a dialog box is not difficult and the programmer is often provided with 
special editors and programming tools make the task even easier. The problem with 
dialogs is the differences that exist between the various windowing systems. These 
differences can be dealt with, but not with the minimalist approach used here. The 
short term solution to this problem is to define a standard set of dialogs from which 
the programmer must choose, then all of the system dependencies of implementing 
each dialog are buried in the interface layer. Through creative use of menus and the 
standard dialogs, the program can do a reasonable job interacting with the user. For 
example, instead of creating a dialog with many pushbuttons to select options, the 
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Figu      I:   Me iige and input dialogs. 
programmer can use menu items (with and without checkmarks) to control options. 
Each dialog is callable as a subroutine from the user layer. The standard dialogs are: 
Function    Description 
message An output dialog which allows the programer to send a 
message to the user (figure 1) 
input An input dialog which allows the user to input a string 
(or press a button) in response to a prompt (figure 1). 
open A standard file "open" dialog.   The exact format is sys- 
tem dependent, but usually contains file filter, a list of 
files, and an input area where the user can type a file 
name. 
save as A standard file "save as" dialog, similar to the "open" 
dialog. 
3.2.3     Menu Functions 
Menus are much simpler to define than dialog boxes because their appearance is 
usually controlled entirely by the window manager. The only real restriction to be 
placed on menus is that they must contain simple text strings, no bitmaps, icons, or 













Create a new pull down menu. The new menu is either 
attached to the menu bar at the top of the window or to 
a line in an existing menu. 
Set the operational status of a pull down menu. 
Set the appearance of a pull down menu. 
Remove a pull down menu from the system. 
Insert a separator line between items in a pull down 
menu. 
Add a new line item to a pull down menu. 
Change the display appearance of an item in a pull down 
menu. 
Add or remove a checkmark next to an item in a pull 
down menu. 
Set the operational status of an item in a pull down menu. 
Remove a line item from the system. 
3.2.4    Miscellaneous System Functions 






return current system date and time 
return control to the operating system temporarily ( nec- 
essary for non-preemptive multitasking systems such as 
Microsoft windows and the Macintosh Multifinder) 
Switches mouse cursor to a different symbol (such as an 
hourglass) to indicate that the program is working hard. 
Interface layer releases all allocated resources, and termi- 
nates the program. 
3.2.5    The window procedure 
This routine is the "command center" for the interface layer. It coordinates all actions 
between the different libraries and the window system. Then the user picks a menu 
item, windows passes control to the window procedure which then passes control to 
the user program. 
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3.2.8    The graphics library 
For this discussion we will assume that the graphics library is GKS, although any 
transportable graphics library, such as PHIGS, would work just as well. 
GKS has many strengths and weaknesses but in this application it is appropriate, 
for the following reasons: 
• It has a fortran binding. 
• It provides a rich set of graphics primitives and operations. 
• It is widely used in workstation and mainframe graphics applications (the pop- 
ular NCAR graphics library is built on GKS). 
Because of it's size and complexity, GKS has found limited use in the world of the 
PC however, this should change with the increasing power of the PC and blurring 
of the Une between PC's and workstations. The Microsoft Windows and X windows 
API show strong GKS influences both in terminology and functions. In many cases 
there is a one to one correspondence between GKS routines the API routines. The 
main weakness of GKS for window applications is it's limited support for bitmap and 
pixel operations. 
3.3    User Program Layer 
The user program is, in many respects, just a typical FORTRAN program. This is 
possible because the interface layer hides most of the complexity of windows from the 
user layer. However, there are a few programming rules which must be absolutely 
followed for the system to function: 
• The program must have three entry points with specific names and arguments 
so that the interface layer can call the user program. The entry points are 
1. Initialize: This entry point is called by the init routine in the interface 
layer. 
2. Menu Select: This entry point is called by the window procedure whenever 
a menu item has been selected. An argument in the call window for this 
entry point specifies which item was chosen. 
3. Exit: This entry point is called by the window procedure whenever win- 
dows has determined that the program should be terminated. 
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• The program must never use the FORTRAN statements STOP or PAUSE. 
Both of these statements have unpredictable side effects on different windowing 
systems. Any use will seriously affect the transportability of the program. When 
the program is finished, it must call the appropriate interface layer routine to 
exit. 
• The program must never do any terminal 10. The only 10 operations permit- 
ted are those that go directly to and from a disk. Any attempt to perform 
non-disk 10, such as READ(*, ), WRITE(*, ), WRITE(6, ), READ(5, ), etc. 
will have disastrous consequences. All terminal 10 must be done through the 
dialog functions. This restriction will cause the greatest problems for those pro- 
grammers wishing to convert an existing program, but there is no other way to 
ensure portability. 
4     Styles 
Designers of a windowing system expect all program written for that system to have a 
similar look and feel, and all windowing systems have style documents which describe 
how programs are supposed to work [1],[2],[3]. These documents specify things like 
standard dialogs, menus, accelerator keys, etc. The appearance of dialogs is controlled 
by the interface layer. The menus are built by the user's program and it is the pro- 
grammers responsibility to ensure that the standard menus are properly constructed. 
Fortunately there is so little difference among the popular windowing systems that 
this is not a serious problem. 
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Figure 2: Programming model for a portable GUI based on a windowing system. 
 Interface   Layer - 





Figure 3: Programming model for a portable GUI based on a non-windowing system 
such as a graphics terminal. 
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ABSTRACT 
This paper presents a software tool for the input of geometrical data needed in 
numerical computations. Unlike the majority of similar tools, this one is not interactive. The 
basic concept is to program the structure using features such as parametrization, procedures, 
and control structures. The syntax of the particular language is first described and then it is 
illustrated by an example. 
INTRODUCTION 
Nowadays interactive graphical data input are very fashionable (Gardan 84). 
Nevertheless, if they are very convenient for the novice, they may be less attractive to a more 
skilled user at ease with programming and who needs to input several times the same 
structures with small modifications (e.g. for optimization purposes). The graphical language 
interpreter for the input of geometrical data in numerical modelling is aimed at this latter kind 
of users. 
Its characteristics and advantages are the following ones: 
- Its syntax is very close to that of classical structured languages and is consequentely very 
easy to learn for anyone already familiar with such a language. 
- The full parametrization together with the possibility of using variables, arrays, arithmetic 
expressions and classical functions (trigonometric and inverse trigonometric, log, exp ...) 
make data input and modification very easy. 
- The instructions generating graphics are: PT (point), DR (line segment), DT (tangent 
segment), CH (clockwise circle), CA (counterclockwise circle), CT (tangent circle). 
- There are some facilities for the definition of coordinates: tangency points may be 
automatically computed, relative and absolute coordinates may be mixed in any 
expression, rectangular and cylindrical coordinates, symmetries, rotations and translations 
may be used. 
GEOMETRICAL DATA INPUT SOFTWARE TOOL 
The geometry definition tool LIGS ( Langage Interpret GeneYateur de Structures ) has 
the following characteristics (Nicolet 91): 
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• the user first writes a file containing the instructions necessary to generate the 
geometry; this may be done using his usual text editor; those instructions constitute a 
program; 
• this file is then submitted to LIGS that interprets the program, i.e. verifies syntax, 
executes instructions and creates output files containing the description of the structure in the 
form of line segments and arcs of circle with numerical coordinates; those files may be easily 
used by drawing or meshing software tools (Bamps 91). 
Before examining the particular syntax of the language, some objects are described 
whose definitions are almost the same as in FORTRAN 77 (some differences are underlined): 
• a real: all the reals in LIGS correspond to double precision reals of FORTRAN; 
• an integer; 
• an array: the dimension must be declared, indices must be integer expressions 
between square brackets and separated by semicolon, e.g. a[ i ; j ; k ] ; 
• an expression: the four operations +, -, *, / are allowed, together with the 
functions LOG (natural logarithm), EXP (exponential), ABS (absolute value), SIN 
(sine), COS (cosine), ASIN (inverse sine), ACOS (inverse cosine), TAN (tangent), 
ATAN (inverse tangent), SQR (square), SQRT (square root); 
• a logical expression: the operators .LE. ( Less or Equal ), .LT. ( Less Than ), 
.GE. ( Greater or Equal ), .GT. ( Greater Than ), .EQ. ( EQual ), .ME. ( Not Equal) are 
allowed; 
• an identifier: the underscore ( _ ) is allowed, a block identifier has a maximum 
length of 12 characters, a parameter identifier has a maximum length of 4 characters 
(extra characters are allowed but are meaningless). 
Comments may be inserted in any line of the program: any text after an exclamation 
mark (!) is not taken into account in the interpretation. 
For the description of the syntax, the Backus-Naur notation (Graham 75) is used i.e. 
the following meta-symbols: 
I alternative 
[ ] option 
{ } possible repetition 
' ' litteral value (keyword ) 
:= partial or complete definition 
( ) comment 
Geometry definition 






head    :=        {global declaration} 
{initialization} 
global declaration      := 
initialization := 
Block definition 
block without parameter 
'glo real' parameter list 
'glo integer' parameter list 
parameter identifier -' expression 




block :=       block without parameter 




parameter list :=        parameter identifier 
[{ ',' parameter identifier}] 
declaration     :=        'par integer' parameter list 
: =        'par real' parameter list 
(all the local variables and transmitted parameters must 
be declared using this command) 
coordinates     := coord',' coord 
distance',' angle 
(rectangular coordinates ) 
(polar coordinates) 




angle              := expression (angle) 
distance         := coord 
segmentation :=       expression (element discretization) 
boundary condition :=       expression (boundary condition number) 
element data   := coordinates 
:= coordinates ',' segmentation [',' boundary condition ] coordinates '„' boundary condition 
instruction      := 'pt' coordinates 
'dr' element data 
'ch' element data 
(define a point) 
(define a line segment between the 
last point and the specified point) 
(define an arc of clockwise circle 
between two points. The specified 
coordinates are those of the 
center of the circle) 
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:=        'ca' element data        (define an arc of counterclockwise 
circle between two points. 
The specified coordinates are those 
of the center of the circle) 
:=       'dt' element data        (define a line segment tangent to the 
following and/or to the preceding 
circle and passing by the specified 
point) 
:=        'ct' real I 'ct' real',' segmentation [','boundary condition ] I 
'ct' real '„' boundary condition 
(tangent circle of given radius) 
(- Only the instructions dr, dt, ch, ca, ctlead to the creation of contour elements. 
- Only the instructions pt, dr, dt modify the definition of the current point, 
i.e. the point taken into account in the next instruction. 
- The succession order of the various instructions pt, dr, ch, ca, dt and ct is not 
completely free. It must lead to well-defined geometrical elements.) 
:=        'print' parameter identifier (print the value of the local 
parameter during the interpretation of the file) 
:=       parameter identifier *=' expression (allocation) 
:=        'if (' logical expression y (control structure : 




:=        'do C logical expression y (control structure: 
{instruction} while (condition) ... ) 
'od' 
:=        'call' block identifier 
'(' [expression [{',' expression }] ]")' 
[ *> (' parameter list")' ] 
(call a block (^subroutine), possibly recursively; 
possible modification of some parameters (=side effect) 
of the calling block ( option ">')) 
:=       'set' setparameter 
(define symmetries,rotations, etc ...) 
setparameter :=       'pol' I 'rec' (flag for polar or rectangular coordinates) 
:=       'order [' orderparameter T 






'rot [' expression',' expression ',' expression ']' 
(rotation: centre of rotation + angle of rotation) 
'sym [' expression ',' expression 
',' expression',' expression1]' 
(symmetry: two points of the axis) 
'tran [' expression',' expression ']' 




( no rotation) 
(no symmetry) 
( no translation ) 
'rot,sym,tran' I 'rot,tran,svm' I 
'tran,rot,syin' I tran,sym,rot' I 
'sym,rot,tran' I 'sym,tran,rot' 
(various orders for the evaluation of 
symmetries, rotations and translations) 
'dom' integer':' ['-' ]block identifier 
[{ V ['-' ]block identifier }]';' 
(Only blocks without parameter must be used in the 
definition of the domains. The minus sign in front of 
a block means that this block must be reversed) 
EXAMPLE 
As an example, consider the stator of an electric motor whose teeth are similar. The 
natural description of this structure consists of a procedure that gives a parametric description 
of the generic tooth. The set of teeth is generated by a loop calling the tooth procedure and 
performing a rotation. If a computation involving a similar stator must be done, it is very easy 
to change the structure by modifying the radius, the characteristics of the generic tooth or the 
number of teeth. 
Table 1 gives the example of a data file for LIGS describing a stepping motor. Figure 1 













































! rotor angular position 
! number of rotor poles 
! number of stator poles 
! rotor radius (m) 
! rotor pole height (%) 
! stator external radius (m) 
! stator internal radius (%) 
! parameters 
! of stator 
! teeth 
! polar coordinates 
! pole magnitude 
! pole height 
! for all the poles 
! rotate 
! define a pole 




par real           thO,beta,rad,p 
pt        rad      , thO 
ch       0.        ,0.      ,2 
pt        rad      , thO-beta/2. 
dr        rad+p , thO-beta/2.    , 2 
ch       0.        , 0.2 
pt        rad+p , thO-beta 
dr        rad      , thO-beta       ,2 
! initial point 
! clockwise circle 
! line segment 
Table 1: data file for the description of a stepping motor 
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bloc int_sta() 
par integer i 
par real b,rl,r2,r3 
b 360./nsta ! pole magnitude 
rl (l.-pl/100.)*sir ! pole 
r2 (l.-p2/100.)*sir 
r3 (l.-p3/100.)*sir ! depth 
set pol 
i          = 1 
do       (i.le nsta) ! for all the poles 
setrot[0.,0.,(l-i)*b] ! rotate 
call pole_stator(b,sir,rl ,r2 r3) ! define a pole 








Pt rad ,0. ca 0. ,0. ,5 
Pt rad ,3.*b ei- rad Pi ,3.*b ,3 ch 0. ,0. ,2 
Pt dr 
rad 
rad Pi P3 
,2.*b 
,2.*b ,2 




































Pt ser ,0. 
! counterclockwise circle 
end 
! back to rectangular coordinates 
Table 1: data Hie for the description of a stepping motor (continued) 
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dorn 1 : -ext Stator; 
dorn 2: int sta / ext_stator 
dorn 3 : -rotor / -int_sta; 
dorn 4: rotor; 
$ end geo 
Table 1: data file for the description of a stepping motor (continued) 
CONCLUSION 
The graphical interpreter is an alternative to common interactive geometrical data 
inputs. One interesting possibility is to describe the whole problem in only one file i.e. to use 
other fields than '$geo' to describe material properties, boundary conditions, electrical 
excitations ... Note that the definition of an element allows references to boundary condition 
and segmentation. 
The graphical interpreter may also be used to construct 3D structures. In this case, the 
elementary geometric building blocks are directly the finite elements. New keywords such as 
'crno' to create a node and 'crel' to create an element are introduced. 
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Using Commercial CAD Packages to Interface with 3D EM Modeling Codes 
T. H. Hubing and G. K. Bhat 
University of Missouri-Rolla 
Rolla, MO 65401 
Abstract 
Generating input files for three-dimensional EM modeling codes can be very difficult without the 
aid of a graphical user interface. This paper describes how an inexpensive commercial CAD 
program for PC's was used to provide a graphical user interface for a finite element modeling code. 
The same principles could be applied to other CAD programs and the procedure would work equally 
well with other three-dimensional EM modeling software including moment-method and finite-dif- 
ference time-domain codes. 
Introduction 
Many useful three-dimensional electromagnetic modeling codes are distributed in the form of 
source code. A single Fortran or C source listing can be compiled to run on a wide range of systems 
from PCs to supercomputers. Hence, source code is perhaps the most convenient way to distribute 
a program to a wide variety of users. 
Unfortunately graphical input/output procedures tend to vary considerably from one machine 
to another. Therefore, in order to compile a source code listing correctly on a variety of computers, 
input and output must generally be restricted to ASCII text. Simple three-dimensional configura- 
tions can usually be created using a text editor to build an input data file. Data files for large complex 
configurations however, can be difficult to build in this way and errors in such a data file are difficult 
to locate. 
In order to combat this problem, many EM modelers have developed graphical front-ends for 
their source code programs. Graphical representations of the configuration being modeled help the 
user to build complex, error-free inputs. Graphical front-ends tend to be machine dependent and 
are rarely distributed with the rest of the code. They are usually complex programs that are difficult 
to develop, and relatively few non-commercial graphical front-ends are available. 
This paper describes how an inexpensive, commercial CAD program (DesignCAD 3-D) is used 
to create input data files for a non-commercial finite element program. No modifications to the 
CAD program were necessary. Instead, rules were developed for identifying source parameters, 
material constants, and other non-geometric parameters within the CAD drawing. A simple utility 




DesignCAD 3-D is an inexpensive, relatively easy to learn, three-dimensional drawing program 
that runs on personal computers. It uses a mouse and/or the keyboard with built-in drawing tools 
for making lines, arcs, circles, rectangles, boxes, cones, cylinders, spheres, and hemispheres. All 
objects are drawn in color on a resizable grid. There is one main viewing window and three smaller 
views that are constantly displayed. The object can be easily rotated or shifted while it is being 
drawn. Text labels and shading are also features of the program. 
The Translation Code 
DesignCAD 3-D saves all of the information describing a particular drawing in an ASCII text 
file. It was a simple matter to write a short translation code that reads the DesignCAD text file and 
converts it to an input file for our finite element program. 
If a CAD drawing is going to be used to provide input to an EM modeling code, all of the 
necessary input information must be contained in the drawing. The geometry of the configuration 
is obtained from the dimensions of the drawing. Material properties, source fields, mesh densities, 
and other information can be stored in the drawing by taking advantage of color, special objects, 
text, or a combination of these features. The basic information required by our three-dimensional 
finite element code is 
• the location of every mesh node 
• the material coefficients at every mesh node 
• whether a node is a boundary node and the orientation of the boundary 
• the value of any source parameters at the node. 
Since our code employs a uniform rectangular grid, it is a simple matter to designate the CAD 
program's grid points to be the mesh nodes. The snap-to-grid feature of the CAD program helps 
to ensure that nodes lie on material boundaries as much as possible. 
A uniform rectangular grid is not a prerequisite for obtaining input from a CAD program. Finite 
element codes that employ more sophisticated mesh generating algorithms could still find all the 
input information they need in the CAD drawing. In this case, setting the grid points equal to mesh 
nodes was a matter of convenience. 
Colors are used to define the material coefficients at every mesh node. For example, green is 
defined by our translation code to represent a lossless dielectric with a relative permittivity, &• = 3. 
Other colors represent other materials with different properties. White is different from other colors 
in that white objects have perfectly conducting walls and hollow interiors. This is a convenient way 
of defining the outer boundary of many problems.  Although this particular finite element code 
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doesn't support infinite elements, representing infinite elements by a specific color would be a 
straight forward extension of the translation code. 
Arrows are used to set the electric field at a specific node to a fixed non-zero value. The base 
of the arrow is located on the node associated with that field value. The direction of the arrow 
indicates the direction of the field. The magnitude of the field is represented by the color of the 
arrow. The length of the arrow and the size of the arrow head can be used to convey additional 
information about the field. 
The translation code is relatively simple. The boundary of the configuration is specified in the 
first line of the CAD program's text file. Beginning with the first node (i.e. grid point), the code 
sets all electric field values to free and the material coefficients to free space values. Then the code 
checks to see if the node is on the boundary of a white object. If it is, the tangential components of 
electric field are set to zero. Next, the code checks to see if the node is within or on the boundary 
of a colored object. If so, the material coefficients are set to the values corresponding to that color. 
Finally, the code checks for the presence of an arrow at that node. If there is an arrow, the 
components of electric field corresponding to the arrow's direction are set to a fixed value based on 
the color of the arrow. The translation code cycles through every node in this manner until every 
node in the object has been described. The output of the translation code is an ASCII text file that 
can be read directly by the finite element code. 
Example 
The shorted rectangular waveguide illustrated in Figure 1 took only a few minutes to draw using 
the CAD program. The 4x11x16 node waveguide was drawn in white with the box tool. The 
dielectric block in the middle of the waveguide was drawn using the same tool in green. The arrows 
white 
white ^^s' 
jS                     QFtrUn               y^" 
green    y*"         flwn 
A * A *   s /         wh te 
t t t t\ 
f   f^T   \ ft  ft 
\y 
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Figure 1: Shorted waveguide with dielectric loading 
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on the front end represent the source field. In this case, the source was a field consistent with TEio 
mode propagation. The arrow colors change from red to blue moving from the innermost to 
outermost positions horizontally. 
The text file generated by the CAD program is 203 lines long. There are four types of lines in 
the file; a header line, command lines, point lines and system parameters. The header line gives the 
overall dimensions of the drawing in screen units. Command lines are used to describe individual 
parts of the drawing such as lines, planes, arrows, etc. Point lines locate individual points using 
screen coordinates. System parameter lines serve a number of purposes the most important of which 
is to state the user drawing size. The user drawing size is used to convert between screen coordinates 
and grid coordinates. 
The file generated by the translation code for input to the finite element program has a short 
header plus one line for each of the 704 nodes. Prior to developing the CAD interface, this input 
was generated by a number of subroutines. These subroutines had to be modified for each new 
configuration and there was no graphical feedback to alert the code user of an error in the input. 
The CAD interface has made it considerably easier to model new objects with fewer opportunities 
for mistakes. 
Summary 
By adopting an inexpensive commercial CAD program as our graphical user interface, we have 
greatly simplified the process of defining input for a three-dimensional finite element code. Writing 
a translation code to convert a DesignCAD 3-D output file into a finite element input file was a 
fairly straight forward task. 
A similar procedure could be used to translate DesignCAD 3-D files to input suitable for other 
three-dimensional electromagnetic modeling codes such as NEC or TSAR. We chose this CAD 
program because of its price, performance, ease of use, and because it runs on a PC. Any CAD 
program that creates a readable description file could have been used. 
In general, CAD programs are easier to use than code-specific graphical front-ends. CAD 
programs have a wider user base and there are usually a number to choose from for any given 
platform. The use of commercial CAD programs saves code developers from having to write then- 
own graphical front-ends. This saves time and allows them to write truly portable codes. It also 
gives code users a professional graphical interface well suited to their needs and their particular 
platform. 
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Parallelization of the Numerical Electromagnetic Code - Basic 
Scattering Code (NEC-BSC) for the Intel iPSC/2 and iPSC/860 
Hypercubes* 
Paul R Work, Scott Suhr, Gary B. Lamont, and Andrew J. Terzuoli 
Dept of Electrical and Computer Engineering 
Air Force Institute of Technology 
WPAFB, OH 45433 
Abstract 
This paper discusses the continuing development of parallelizing high frequency electromag- 
netic scattering code. The process of transforming serial computer codes for use in a concurrent 
processing environment is explained, and the results achieved through porting the NEC-BSC 
sequential FORTRAN source code to the Intel iPSC©/2 and iPSC©/860 hypercubes are pre- 
sented. The sequential code is examined and modified incrementally, attempting to minimize 
the changes to the program interface in both input and output while maximizing performance. 
The final application is very efficient for problems with a moderate amount of complexity, even 
with large numbers of processors. This effectiveness is compared to results from serial machines, 
namely VAX serial benchmarks. 
1    Introduction 
Government agencies and academic and industrial institutions are very interested in reducing the 
computer processing time required to perform computational simulations by using the power avail- 
able in the latest generation of parallel computers. Many applications in this field already exist 
for conventional serial computers, and most parallel computers cannot run unmodified off-the-shelf 
(dusty deck) serial programs. This research demonstrates the feasibility of modifying existing serial 
programs (whose data sets contain independent data items) for execution in a concurrent processing 
environment. An electromagnetic scattering prediction code known as NEC-BSC is incrementally 
modified to enable the code to execute on the Intel iPSC©series of hypercubes. NEC-BSC was 
originally developed for the VAX minicomputer and was written in F0RTRAN-77 for portability 
to most standard mainframe computers. 
"sponsored by the Target Recognition Branch, Avionics Directorate, Wright Laboratories, WPAFB, OH 
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2    Parallel Computers 
The term "parallel computer" encompasses a wide range of different architectures. Some computers 
have a single block of memory that all the processors can access. Such computers are called "shared 
memory" machines. Other architectures reserve a section of memory for an individual processor, 
and no other processor can directly access that memory. Machines which use this kind of memory 
scheme are referred to as "distributed memory" computers. 
Communication between processors is an important part of a parallel computer, and shared 
memory machines accomplish this through exchanging data through the common memory. Dis- 
tributed memory computers communicate by sending "messages" back and forth through ports 
on an interconnection network. Within the realm of distributed computing, several different inter- 
connection schemes have been developed. Two examples are a simple two-dimensional mesh, and 
a hypercube interconnect. 
In a generic two-dimensional mesh, each processor is connected to exactly four other processors, 
one in each "direction" (North, South, East, and West) [3]. Other interconnection schemes are 
possible and three-dimensional meshes have also been developed. With a mesh, however, the 
number of connections to one processor remains the same, no matter how many processors are in 
the machine. Recently, Intel announced the Paragon XP/S computer which uses a modification ol 
a mesh interconnect [1]. 
The hypercube interconnect is a compromise architecture with a high degree of flexibility. A 
hypercube of dimension d has 2« processors (or nodes), each of which is connected to d other 
processors (or neighbors) [3]. Parallel computers have been constructed with as many as 4,096 
processors (d = 12) using a hypercube interconnect. This research uses the Intel iPSC series 
parallel computers which employ a hypercube interconnect with distributed memory. 
3    Parallelization of Serial Code 
Computer programs written specifically for one parallel machine normally do not run on another 
similar machine, much less one with a different architecture. Serial programs, for the most part, 
also cannot be executed on the current generation of parallel computers without some modification. 
Therefore if an application is to be run on a parallel computer, it must be converted, or ported to the 
parallel machine in question. When converting a serial program to run on a parallel message passing 
architecture, two approaches are typically used: data decomposition and control decomposition. 
3.1     Data Decomposition 
In many programs, the individual items of data to be processed have, by design, a built in 
independence. This independence allows separate items of data to be processed simultaneously 
and eliminates side effects which data dependencies can cause. For example, consider a loop in a 
section of serial code where the results of the data processed in each pass do not depend on earlier 
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calculations or comparisons.  With a data decomposition, every processor could have a complete 
copy of the code to be executed and process only a portion of the entire data set. 
3.2    Control Decomposition 
Sometimes, data dependencies do not allow partitioning the data set among the processors since 
such a decomposition would result in side effects or prohibitive communication costs. In such cases 
it may be more advantageous to divide up the various tasks among the processors. In other words, 
distribute the different task modules in the program among the available processors. This kind of 
decomposition is similar to a task scheduling problem, and care must be taken to assign the modules 
in an efficient and effective manner. Communication is required to pass parameters back and forth, 
but this cost is normally less than that of a data decomposition of the same problem. Instead of 
sending messages about every item of data to be processed (to determine the effects other items of 
data have on the current item of data), only the important parameters need to be communicated. 
This type of implementation is called a control decomposition, when each node has a unique set 
of code to be executed. One example of control decomposition is task scheduling on multiple 
processors; each node has a unique set of code (its current task) and performs the processing that 
corresponds to that task. In more involved cases, the tasks become interrelated modules of the same 
program, and additional communication is required. This additional communication, however, is 
normally only a moderate amount. 
4    Load Balancing 
When converting a serial program to run in a distributed memory environment, it is very 
possible for some processors to finish before others complete their part of the data. The overall 
execution time is then controlled by the slowest processor, and all other processors wait until 
the last one finishes. Since this idle time can be very detrimental to the overall efficiency of an 
application, this should be avoided if at all possible. Theoretically, each processor should do exactly 
the same amount of work in order to achieve maximum efficiency and the best possible speedup. In 
other words, the work load needs to be balanced among the active processors. Static load balancing 
is a technique where the programmer hard codes the division of labor among the nodes, specifying 
exactly what each node will do before the program is executed. Dynamic load balancing occurs 
when the program itself divides up the work according to heuristics that have been written into 
the balancing routine. 
4.1     Static Load Balancing 
When a software engineer uses static load balancing in order to efficiently partition the work, 
some prior knowledge of the complexity of the data set is required in order to make a good estimate 
of the workload. A simple scheme for static load balancing (when the data is handled in a loop 
from 1 to N) is to let each node do x = N/n items of data; each node handling the items from 
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ix toix + x (i representing the current node number) in the data set where n is the number of 
nodes This approach may not yield an efficient implementation, however, if some of the data items 
require more processing than others. Another approach has each node iterate through the entire 
data set with an increment equal to the number of nodes. Thus each node would process data 
items i n + i,2n + i,3n + i,... , TV -n + i (where i is the individual node number). This approach 
attempts to compensate for an unequal amount of processing by assuming that neighboring items 
have a similar amount of complexity associated with their computation. By assigning neighboring 
items to different processors, those items with more complexity are spread out among the available 
processors, and similarly the less complex items are also spread out evenly among the nodes. 
4.2 Dynamic Load Balancing 
Dynamic load balancing occurs as the program is running and can compensate for differing 
levels'of complexity throughout the data set. One type of dynamic load balancing divides the 
available nodes into two groups by purpose: master and slave nodes, also known as controller and 
worker nodes. Each worker node receives a relatively small data set to operate on, and when done, 
it then notifies its controller node that it is ready to operate on another set of data. Here, the 
generic term "set of data" can be thought of as either individual data items, or possibly separate 
tasks that are to be executed. The master (or controller) node then determines the contents of 
the next set of data that the requesting slave (or worker) node should execute, and forwards that 
information to the requesting node. This process repeats itself until the global data set has been 
entirely processed. With a centralized list, one master controller (also known as a supervisor) 
maintains the global data set and distributes the work among the worker nodes. 
4.3 Efficient Dynamic Load Balancing 
Normally dynamic load balancing has some overhead associated with implementing the heuris- 
tics and message passing. The Direct Connect Module in the Intel iPSC/2 and iPSC/860 hyper- 
cubes however has an inherent feature that allows much of this overhead to be "hidden . Ihe 
DCM'uses a message-passing protocol which allows a short message (< 100 bytes) to be stored 
in a preallocated buffer at the receiving node [2]. The sending node then continues on with the 
next portion of its code. This happens even if the receiving node has not yet executed a receive 
instruction in its code. As long as the number of preallocated buffers has not been exhausted, the 
sending node is not blocked from further execution. This approach is a recent development and 
currently only two applications are known to use a some form of this technique [4] [8]. 
4.4 Implementation 
NEC-BSC [5] A ray tracing program in electromagnetic scattering simulation, was chosen to 
implement both a statically and a dynamically balanced, data decomposed, conversion to the Intel 
iPSC/2 and iPSC/860 hypercubes. NEC-BSC calculates the electric and magnetic field strengths 
as well as the total power in a given direction away from a target geometry (called the scene) and 
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can calculate these values at any angle up to the precision limitations of floating point arithmetic. 
It can also calculate these same values for a range of angles separated by a finite difference, again 
limited only by the precision of floating point arithmetic. In NEC-BSC each angle to be processed 
is treated as a final ray. Based on the position of one or more sources, each object or combination 
of objects in the scene is examined for many possible interactions which could result in a ray with 
the desired final direction. Possible interactions are a combination of up to three reflections and up 
to two diffractions. Each permutation (of three interactions) is called a UTD term, but the current 
set of UTD terms examined by NEC-BSC does not contain all possible permutations of size three 
or less. If an interaction (described by a UTD term) between a source and an object or group of 
objects results in a ray in the desired final direction, the contribution of that interaction is added 
to a running subtotal. Once all the objects have been processed for all angles and UTD terms, the 
final totals are written to disk for later use in either plotting or other analysis means. 
The parallel versions of NEC-BSC have more than 26,000 lines of code divided into several 
files. These versions have duplicate copies of some of the code with modifications as necessary to 
allow the necessary passing of messages. On the iPSC series hypercubes, a host computer controls 
what program the node processors execute and collects the data at the end. Accordingly, it needs 
a copy of some of the subroutines with its own unique functions inserted for its operation. The 
node processors also have a copy of the program with some functions added to allow execution and 
message passing. 
The initial parallel version of NEC-BSC used interleaved static load balancing to develop a data 
decomposed version [6], and the next version incorporated a dynamic load balancing algorithm. 
The dynamic load balanced version used the communications abilities of the DCM discussed earlier, 
resulting in a variation (of the node execution times) of less than 0.5%. In this adaptation, rays are 
dispatched for processing in groups of four, and the slave nodes send a message requesting the next 
group of rays after the third ray in the current set had been processed. This implementation runs 
on up to 64 nodes. The number of rays to be calculated must exceed four times the number of nodes 
so that each node has at least one data set to process. If the number of rays should be less than 
this amount, then a smaller cube must be used to process the data. The maximum number of rays 
that NEC-BSC can calculate is currently limited to 1801, representing a full 360 degree scan with 
a step of 0.2 degrees between the rays. The number of objects allowed in the scene geometry is also 
limited to 36. These limitations come from the original serial version and are based on the limited 
amount of memory available in earlier serial computers. Later parallel versions of NEC-BSC could 
easily expand this number further, taking advantage of the larger memory available in the current 
generation of parallel machines. As the number of nodes used to process a data set increases, the 
division of labor among the nodes can become less balanced as each node processes fewer rays. In 
the extreme case, using 128 nodes and 1801 rays, each node would process (on the average) about 
14 rays. This gives rise to a greater possibility of an uneven work load. 
5    Results 
Suhr [7] measured the execution time of the serial version of NEC-BSC for several platforms in- 
cluding the VAX 11/780, a microvax, the iPSC/2 (single node only, no communications), and the 
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iPSC/860 (also single node, no communications). This is used as a reference for the parallel ver- 
sions when comparing run times. Table 1 shows these values, indicating an improvement of the 
iPSC/860 over the VAX 11/780 of approximately 6.1. 
Table 1: Comparison of serial execution times 
Run time (sec) for a simple example (exlc) 











The execution time for NEC-BSC also varies with the number of angles calculated. Table 2 
indicates how this execution time varies as the number of rays increases. This shows that the 
increase in elapsed time is fairly linear, allowing for distribution among the nodes. 
Table 2: Execution time as a function of the number of rays 
iPSC/860, time for one node in msec 
Number of rays static dynamic 
10 18,068 26,247 
40 44,221 64,363 
160 155,120 257,877 
640 599,698 1,033,499 
Another factor that can influence the execution time of an application is the problem size. 
Table 3 shows that the execution time varies as the number of plates increases. This indicates 
that the execution time is not linear with respect to the number of objects in the scene geometry. 
Since NEC-BSC treats all objects in the same way, this means that the execution time can become 
exhorbitant if the number of objects is large. 
Another result shown by Tables 2 and 3 is that the dynamic version of NEC-BSC has considerably 
longer execution times than the static version. This may be the result of the increased overhead 
associated with dynamic load balancing. Current investigations indicated inconclusive results [8] 
Finally, Table 4 indicates that multiple processors can reduce the overall run time for an appli- 
cation. This table shows that both the static and dynamic versions of NEC-BSC performed well 
with respect to the execution time on one node. This means that reasonable gains can be expected 
if one wished to employ more processors than had been previously used. The reason for the differ- 
ence between the static and dynamic is unknown at present, but is being investigated. In spite of 
this handicap, the dynamic version ran on the greatest number of nodes, and showed an efficiency 
(versus its own one node time) slightly better than that of the static version. It is expected that 
the static version would show similar performance improvements on large numbers of nodes. 
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Table 3: Execution time as a function of the number of objects 
iPSC/860, time for one node in msec 
Number of plates static dynamic 
8 61,586 94,383 
16 213,364 337,313 
24 314,022 603,726 
32 674,686 1,186,464 
Table 4: Execution time versus number of nodes (32 plates) 
Static Load Balancing Dynamic Load Balancing 
Num Nodes Efficiency Speedup Time (msec) Efficiency Speedup Time (msec) 
1 100.00 1.00 1,035,545 100.00 1.00 2,363,036 
2 97.44 1.95 531,373 97.63 1.95 1,210,133 
4 92.42 3.70 280,112 93.35 3.73 632,812 
8 80.93 6.47 159,945 86.66 6.93 340,853 
16 67.41 10.79 96,011 73.96 11.83 199,694 
32   —  0 56.67 18.14 130,300 
64   —  0 36.64 23.45 100,767 
6    Conclusions 
Data decomposition lends itself well to problems that have a large data set of independent 
items. For this application, static load balancing has been shown to be more effective in performing 
the work to be done. Theoretically, the dynamically balanced version should have been similar to 
the static version in performance, but unknown factors have caused a large difference between the 
two. Assuming a similar performance improvement for the static version of NEC-BSC (to that 
achieved by the dynamic version), the iPSC/860 is capable of improving the execution time of a 
sample problem by a factor of approximately 143 (6.1 x 23.45) when compared to the VAX 11/780. 
This reduces a two-hour problem to less than one minute! Such performance improvements are 
possible with the current generation of parallel computers, and future generations promise even 
more computing power. 
Efficient parallelization of existing serial programs is possible by tailoring the parallel imple- 
mentation to the characteristics of both the target machine and the program's structure. A good 
match of load balancing, decomposition technique, and target machine performance characteristics 
can result in efficient applications. The iPSC version of NEC-BSC with dynamic load balancing and 
data decomposition showed overall efficiencies greater than 50% (on the iPSC/860) for moderately 
complex problems (far zone calculations for 32 plates). 
No performance data for the iPSC/2 was shown, but from the earlier comparison results some 
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inferences can be made. First, since the iPSC/2 (one node, no communication) demonstrated a 
longer execution time for the serial version than the iPSC/860, the run time for the iPSC/2 is also 
longer for both parallel versions with all other factors being the same. Since both the iPSC/2 and 
the iPSC/860 share the same interconnect and communications systems (with minor differences), 
the overall efficiencies for the iPSC/2 are greater than those of the iPSC/860 (with all other factors 
the same). This was also demonstrated by Suhr [6]. 
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ABSTRACT 
The use of Eddy currents in non-destructive examination of 
materials is a useful and proven technique. It has been 
successfully employed in identifying flaws in steam generator 
tubes. A 2-D Finite element based program (EDDY-2D) that allows 
the simulation of a tube/support plate using differential coils 
had been developed on mainframe computers by Lord and his 
associates [2-3] at Colorado State University. This code was 
developed to predict the resulting impedance of an Eddy current 
test probe, based on the presence of well defined system defects. 
In this paper, we describe the conversion of the EDDY-2D 
program to a PC (PCEDDY-2D) focusing on the virtual memory part. 
The virtual memory development on a PC was necessary to overcome 
the 640 Kbyte addressable memory limitation imposed by DOS. 
Without such a system, a finite element mesh size of only 2600 
elements (using less than 1400 nodes) is the maximum problem size 
possible. After virtual memory implementation, we have been able 
to successfully run Finite element mesh sizes of 10,680 elements 
with 5451 nodes. 
During the performance testing of the PCEDDY-2D program, 
many system parameters were analyzed in an attempt to decrease 
the overall execution time. These included; page replacement 
algorithms, organization of virtual storage, size of RAM page 
etc. The best scheme employing a pseudo random page replacement 
algorithm resulted in a hit ratio of 98.9%. 
1.0 Introduction 
Finite element analysis has been used in the development of 
the EDDY-2D (two dimensional Eddy Current) computer program [1- 
3]. This program was developed to predict the resulting impedance 
of an Eddy current test probe based on the presence of well- 
defined system defects. The basic governing equation used in the 
development of the Eddy current technique is the linear, two- 
dimensional (Eddy current) diffusion equation. 
im^\~3,j^ 
where: 
A = magnetic vector potential (Webers/m) 
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The finite element method can be used to solve the above 
differential equation for the vector potential A. The test space, 
made up of a pipe section, a coil and support plate are divided 
in two-dimensional space, into small triangular regions. Matrix 
equations are developed for each node and then combined into a 
global matrix equation of the form: 
[G] {A} = {Q} W 
where the global matrix [G] is of dimension NxN for a mesh 
comprised of N nodes and is symmetrically banded. {A} is an Nxl 
vector representing the unknown vector potential A. {Q} is an Nxl 
vector specifying the boundary conditions. This global matrix 
equation is solved for the vector potential {A} using the LU 
decomposition technique. Finally from this vector potential at 
each node, the normalized impedance of a test coil can be 
calculated. A more detailed analysis of the finite element eddy 
current model can be found in [1-3]. The PC-based version (PCEDDY-2D) of the EDDY-2D program was 
implemented by converting the FORTRAN code to "C" at Washington 
State University at Tri-cities [4]. In the development of the PC 
version, one of the important goals was to devise an efficient 
virtual memory scheme to allow the addressing of data beyond the 
640 Kbyte DOS limit such that large problems can be simulated. In 
the following section, we will describe the development and 
optimization of the virtual memory scheme for the PCEDDY-2D 
program. 
2.0 Virtual Memory Development for PCEDDY-2D 
The PC operating system DOS allows less than 640 Kbyte 
addressable RAM to the programs. This severely limits the size of 
Eddy current simulation problems that can be run on a PC. Thus a 
virtual memory system needs to be developed which also provides 
efficiency in terms of execution speed. In a virtual memory 
system, only part of the total data (and/or program code) resides 
in (DOS addressable) RAM at any given time. The remainder of the 
data is located on either the hard disk or the RAM disk if 
available. As new data is needed by the program which is not 
currently in RAM, a section known as a "page" of RAM data not 
currently needed is swapped with the desired data page on the 
disk. In the case of the EDDY-2D code, the storage of the global 
matrix data required a majority of the available memory space. 
The memory requirements for a 2600 element problem and a larger 
5280  element  (2745  nodes,  semi-bandwidth  46)  problem  are 
summarized below: 2600        5280 
Elements    Elements 
Available RAM (with DOS resident)       553 Kbytes 553 Kbytes 
Executable code (DIFFRNT.EXE)          171 Kbytes 171 Kbytes 
Proqram Data (excl. global matrix)       60 Kbytes 86 Kbytes 
Global Matrix Data                    313 Kbytes 988 Kbytes 
Table 1.  EDDY-2D Memory Requirements 
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Based on the above example, the virtual memory system for the 
EDDY-2D simulation program only needs to store the global matrix 
data on the hard disk. If program data in addition to the global 
matrix data were stored in the virtual memory, this would greatly 
increase program complexity as well as execution time, and thus 
is not implemented in our system. 
A specific function called VIRTUAL() was developed to handle 
all of the memory management tasks associated with reading and 
writing global matrix data elements. The basic tasks performed by 
VIRTUALO are shown in Figure 1 in the form of a flow chart. 
Program module requiring 
Global Matrix data. t 
Call to VIRTUAL() 
Determine page number and 
location on page of the requested 
matrix element. 
YES Return the desired data element to the 
calling routine. 
Write the replacement page of 
data to its corresponding 
location on disk.. 
Read the required page of data 
from disk storage and place in 
RAM in location previously vacated 
by the replacement page. 
Update appropriate lookup 
tables and recompute the new 
page to be replaced for the 
next page swap operation. 
Figure 1. Virtual Memory System Flowchart. 
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The program module VIRTUAL.C was written to replace a typical 
variable assignment as: 
Non-Virtual 
A(complex) - G[row][column];    READ G(x,y) 
G[row][column] = A(complex);    WRITE G(x,y) 
VIRTUALC'r", row,column,buffer address);  READ G(x,y) 
VIRTUAL("w",row,column,buffer address);   WRITE G(x,y) 
where "buffer address 
will be stored for a 
to G(x,y) for a write 
Therefore, throu 
of the global matrix 
is inserted to store 
A major conside 
the "page replacemen 
the program uses in 
to the disk to make 
three page replacemen 
Least recently used: 
Pseudo Random: 
1 points to a variable location where G(x,y) 
read, or points to the value to be written 
ghout the PCEDDY-2D program, when an element 
is required, a call to the function VIRTUAL 
or retrieve the necessary value, 
ration in the development of VIRTUAL.C was 
t" algorithm. This algorithm is the method 
determining which page in RAM will be moved 
room for the desired data page. There were 
t algorithms considered: 
This method keeps track of which page(s) 
have been stored in RAM the longest 
period of time since it was last 
requested. 
The replacement page is determined by 
some simple function such as a 
continuous counter which approximates a 
random selection. 
The replacement page is determined by 
some function which generates a random 
number between 0 and (number of pages in 
RAM - 1) . 
Further details of these algorithms can be found in [5]. In 
the case of PCEDDY-ZD, the pseudo-random replacement algorithm 
gave the best performance. The least recently used algorithm 
produced the best hit ratio but the added overhead of tracking 
the current replacement page made the overall execution time 
slower. The pseudo-random replacement algorithm used for the 
PCEDDY-2D program maintained a counter which stored a value 
between 0 and (number of pages in RAM - 1). Every time a miss 
occured, the counter was incremented until it reached (number of 
RAM pages - 1) at which point it was reset back to 0. The count 
indicated which page in RAM would be replaced upon the next miss. 
This technique required very little overhead and though it did 
not produce the best hit ratio, it provided the best overall 
executi on time. . 
The results of the different replacement algorithms are 
shown in figure 2. Figure 3 shows the hit ratio as the number of 
Random: 
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total pages in RAM is varied for a test case using 1680 elements, 
899 nodes, a semi -bandwidth of 32, a virtual page size of 200 
elements using a pseudo-random replacement algorithm. 
1000 \ i, 
w 900+ \\ 
860 
execution 
time (sec)  850" 
2 "t"1  To   20   30 
Number of pages in RAM 
144 
(100%) 
Figure 2.   Page Replacement Algorithm Program Performance 
Lt Ratio 
JAM hits/ 




-if" 30       20      10 
Number of pages in RAM 
5  2 
Figure 3. Effect of RAM Pages on Hit Ratio 
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Memory: To optimize the virtual 
Implementation, the following parameters were extensively 
2.1 Optimization of Virtual 
memory 
tested to yield the best performance: 
1) Virtual memory page size. 
2) Global matrix data organization on disk. 
The optimum page size for the PCEDDY-2D program was found to be 
400 elements or 3200 bytes per page. Smaller page sizes increased 
the execution time since virtual() is called many more times even 
though the time to read/write smaller page sizes is less. 
The global matrix data storage was examined for row-wise and 
a column-wise storage. After analyzing data from several 
different problem sizes using a column-wise storage, it was 
noticed that the execution time increased dramatically when a 
certain minimum number of pages in RAM were used. This minimum 
number of pages occurs near the semi -bandwidth of the problem. It 
then becomes clear due to the nature of the matrix solution 
program that if the data were organized in a row-wise format, the 
use of data by the matrix solution program results in very few 
RAM misses. Thus a row-wise storage of global matrix data was 
chosen . 
3.0 Conclusions 
The development of virtual memory for the PCEDDY-2D program 
allows a user to be able to run large simulation problems without 
having any additional RAM (extended memory) requirement in a PC. 
The virtual memory system was specially optimized for the eddy 
current simulation problem. A pseudo random algorithm with a page 
size of 3200 bytes, and a row-wise storage of the global matrix 
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Implementation of EM-WAVETRACER 
in the 
Data Transport Computer 
Check F. Lee and Robert L. Utzschneider 
Wavetracer, Inc. 
289 Great Road, Acton MA 01720 
January 16,1992 
Abstract - The implementation of EM-WAVETRACER software is discussed. EM- 
WAVETRACER is designed to analyze problems of electromagnetic scattering and 
radiation. Its implementation makes use of the architectural advantages of the Data 
Transport Computer (DTC), which is a single instruction, multiple data (SIMD) 3-D parallel 
computer. The maximum configuration of the DTC contains 16,384 processors and 512 
megabytes of memory. These processors are arranged in either a 3-D or a 2-D mesh. The 
methodologies behind EM-WAVETRACER are the finite-difference time-domain (FD-TD) 
technique and the method of moments (MOM). By taking advantage of the 3-D mesh and 
SIMD architecture, the implementation of the FD-TD algorithm greatly reduces the 
computational overhead associated with memory seeking and increases the parallelism 
of the computation. The implementation of the MOM algorithm is in block format, which 
uses the DTC-workstation hybrid configuration. With this approach, the degree of 
parallelism is high, while the number of floating operations remains unchanged as 
compared with known implementations. The application of these two algorithms to 
scattering and radiation problems achieves exceptional computational speed and price/ 
performance. 
I. Introduction 
The engineering requirements for computer memory and floating point operations in 
computational electromagnetics are enormous. In the FD-TD analysis, for example, the 
memory requirement and the number of floating point operations per time step are 
proportional to the number of discretization nodes in the computational volume. In the 
MOM analysis, the memory requirement is proportional to the square of the number of 
unknowns, and the number of floating point operations is proportional to the cube of the 
number of unknowns. Clearly, the applicabilities of the FD-TD and the MOM algorithms to 
engineering problems are determined by the performance and the capacity of computers. 
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Parallel computing technology is rapidly become the future technology of 
supercomputers. Because of their large memory bandwidth and peak MFLOPs, parallel 
computers have gained ground in many scientific applications. There are two major 
parallel computing architectures: the multiple instruction, multiple data (MIMD) computer 
and the single instruction, multiple data (SIMD) computer. MIMD computers usually 
contain from several to a few hundred processors; each of these processors may execute 
different instructions on different data. SIMD computers are usually massively parallel 
computers containing thousands of processors. Each processor executes an identical 
instruction on different data simultaneously. MIMD computers are more flexible in some 
applications, due to their multiple instruction programming. SIMD computers offer simpler 
programming in both the development and application environments. 
In this article, the parallel implementation of EM-WAVETRACER on the DTC is discussed. 
EM-WAVETRACER contains two algorithms: the FD-TD technique and the MOM. In 
section II, the architecture and the software technology of the DTC are discussed. In 
section III, the implementation of the FD-TD algorithm is discussed with focus on data 
communication and memory sharing. In section IV, the implementation of the MOM is 
discussed with focus on maximizing the parallelism using the DTC-workstation hybrid 
configuration. Finally, we will conclude this article with a brief note on applications in 
section V and a summary in section VI. 
II. Data Transport Computer 
The DTC is a 3-D SIMD massively parallel computer. It is supported by a data parallel C 
programming language (multiC). 
The DTC consists of control and array modules. The array modules are controlled by the 
control module which is controlled by the host workstation through the SCSI interface 
(Figure 1). The SCSI interface is used primarily for instructions and commands. DTC 
Models contain from 4,096 processors with 128 megabytes of memory (DTC-4) to 16,384 
processors with 512 megabytes of memory (DTC-16). Each of these processor elements 
is a single-bit computer with six data paths in x, y and z directions. These processors are 
arranged in a 3-D lattice, so that each processor has direct access to its six nearest 
neighbors. Alternatively, this 3-D lattice can be unfolded to 2-D for 2-D applications, so 
that each processor has direct access to its four nearest neighbors. The unfolding of the 
array is totally controlled by user software. 
This 3-D architecture eases the inefficiencies associated with mapping 3-D data into 
linear memory (conventional computers) or planar memory (2-D computers). At the same 
time, it maximizes memory bandwidth by providing every processor element with its own 
path to a neighboring processor or to its memory; hence, there is no need for data path 
multiplexing. The DTC provides very high I/O rates. As shown in Figure 2, the 3-D array 
allows data movement through the edge and face of the cube. With these, the DTC-16 
can achieve peak I/O throughputs of 1,024 megabytes/second. Because of these 
features, the DTC delivers a large percentage of its peak performance on complex 
multidimensional applications. 
The multiC programming language is an extension of ANSI C to provide instructions for 
parallel operations on 2-D and 3-D data structures. It thereby eliminates many of the loops 
found in traditional programming while retaining all the familiar features of the C language. 
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When a multiC program is being executed, the portions of the program which do not 
contain parallel data are executed in the workstation and the remaining portions are 
executed in the DTC. This hybrid configuration allows users to fully exploit the computing 
powers of both the DTC and the workstation. 
The DTC processor array can be configured dynamically to form a much larger 2-D or 3- 
D virtual processor array. The virtual array can be sized to fit a particular problem. Once 
the size is determined, the virtual processing occurs transparently to the user. It should 
be pointed out that although the size of the virtual array can be very large, the maximum 
distance between any two processors is limited by the physical size of the array. 
III. Implementation of the FD-TD Algorithm 
The FD-TD algorithm is a parallel version of the conventional FD-TD algorithm [4], and 
they share similar applicability, accuracy and limitations. This parallel FD-TD algorithm is 
implemented using the multiC language and optimized in the DTC environment to reduce 
memory related overhead and to obtain maximum parallelism. 
For homogeneous medium with relative permeability ur, dielectric constant e , and 
conductivity a, Maxwell's equations are ' r 
dH 
37 Vx£ = -^,lJ7 CD 
„    - - dE Vx// = a£ + ene -^ 0 rdt (2) 
where u0 and e0 are free space permeability and permittivity, respectively. For the 
purpose of illustration, let us focus on the xcomponent in Eq. (1): 
dE2    dEy dHx 
iy~~dI=-Wr-äT- (3) 
In order to apply the finite difference approximation, the 3-D computational volume is 
partitioned into many cells, represented by nodes. The discretized electric and magnetic 
fields of a node are placed in a staggered manner (Figure 3). Assuming the temporal 
discretization of the electric and magnetic fields are in half-integer (n+1/2) and integer (n) 
time steps, the difference equation corresponding to Eq. (3) is used to update HxaX all 
nodes, as shown below. 
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For (i=1 to I, j=1 to J , and k=1 to K): 
0(n+l)                         _  H(n) W;r(V+l/2,*+l/2)   ~ nxUj+l/2*+l/2) 
A, 
-_(n+l/2)                    p(n+l/2) bz(ij+\,k+\/2)      Clz(iJ,k +1/2) 
„(«+1/2)                   „(n+1/2) 
>(»V+ l/2,t+ 1)     cy{ij+l/2Jc) 
Wr L          A, \                            J (4) 
in which I J and K are the number of nodes along the x, y and z directions of the 
computational volume, respectively. A,, A, are the sizes of the cell along the yand z 
directions A, is the size of the time step. A close examination of Eq. (4) reveals that only 
neighboring data are needed for field updating. We represent each of these cells by a 
prccessor (virtual processor if necessary) in a 3-D array with address (uMh^f»'? 
Components of BSL^M Eyflj+iao, E*m+V2) and ^"^c fjeld wm^nerts of ^/ 
2K+1/2) Hy(i+i/2ik+i/2), Hz(i+i/2,j+i/2,k) are assigned and stored in the memory associated 
with processor (i,j,k). Using the multiC construct, the updating scheme of Hxbecomes: 
H- = 
r[0;l;0]£z-£z 
A L            y 
[0;0;1]£,-E/| (5) 
In this scheme, Ez, Eyand Hxrepresent all discretized values of the Respondent fields. 
Therefore Hxin the entire computational domain is updated in one DTC step, in tq.ja;, 
the square brackets imply communication. For example, [0;1;0]& implies moving & at 
(ij+1,k) node to (ij,k) node. Clearly the execution of Eq. (5) is very efficient in the DTC, 
and there is no need for memory seeking or mapping. 
The absorbing boundary condition [5] is implemented in a similar manner to thai: of Eq. 
(4) Since the data required to update the boundary field come from different directions 
depending on the face of the boundary, for parallel updating of the boundary fields 
appropriate fields are shifted according to their relative position with respect to he 
boundary face. The numerical operations to update the boundary fields are then executed 
in parallel. 
For scattering and radiation, the existence of the absorbing boundary condition creates 
imbalance in memory allocations between the interior and the boundary nodes. Roughly 
speaking there are three electric field and three magnetic field components associated 
with each interior node. For the boundary nodes, assuming the second order boundary 
condition is imposed, there are additionally six field variables (2 for each field component) 
Since a variable in the SIMD computer represents parallel data, this arrangement would 
potentially waste memory. There are a number of implementation techniques to resolve 
this problem. In EM-WAVETRACER the parallel data is shared. For regions within the 
scattered object, the excess memory is used to store material properties. For the region 
outside the scattered object and inside the boundary, the excess memory is used to store 
the complex tangential fields for post processing of the bistatic scattered fields. Eight 
floatinq point variables are needed for each frequency (4 complex tangential electric and 
maqnetic fields). As a result, the excess memory of every four layers are used to store 
complex fields of three frequencies (Figure 4). At every time step, the integrations for 
calculating the complex fields are evaluated in parallel. 
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IV. Implementation of the MOM Algorithm 
The MOM algorithm developed for the DTC is a parallel version of the MOM algorithm 
suggested in [6]. This MOM code analyzes the scattering of arbitrarily 3-D conducting 
objects. The surface geometries of these objects are described by triangular patches. The 
bi-triangular basis and testing functions are used. The parallel calculations of the matrix 
elements are implemented in a block manner. Matrix solutions are obtained by using the 
parallel block Gaussian elimination method. 
The electric field integral equation of conducting objects in free space is 
-£;(u.n) = jjdS /co|i0 G (?,?' )] {r')\(tan), (6) 
where co is the angular frequency, \iQ is the free space permeability, J is the unknown 
current distribution, and 5 is the dyadic Green's function 
G(r,r') = ,+7. 
ik\r-r'\ 
4Tt\r-~rV (7) 
with free space wave number k. Expanding the current distribution by the bi-triangular 
basis function /„ [6] and unknown coefficients, and following the MOM procedure, the 
EFIE is converted to a matrix form: 
Z-i = V, (8) 
where 
Zmn = \\ d^fm (rj jj dSn G Crn,rn)    /„ (rn). 
(9) 
ln Ecl- (9). ^and ^represent observation and source triangle pairs. Evaluating the 
matrix element is time consuming. A parallel implementation of the MOM would be based 
on the edge-to-edge pair. That is, each matrix element is evaluated by a processor 
element. An implementation based on the patch-to-patch pair, however, can reduce the 
number of floating point operations by 7 to 8 times. As a result, the patch-to-patch pair 
approach is used. In this approach, the DTC is configured as a 2-D array of number of 
patches by number of patches. The coordinates of the vertices of the patch are spread 
both vertically and horizontally into the array, and integrations corresponding to a pair of 
patches are calculated in one step. The matrix elements are obtained by combining the 
appropriate integrations; this is difficult since it requires complex interprocessor 
communication. We resolve this problem by using the workstation for the final matrix 
element assembly. It turns out that only an insignificant amount of calculations is needed 
for this step. There are approximately 72 complex floating point operations for each matrix 
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element. For a 2 complex MFLOP workstation, a 1,000 ^^f^^^^^l 
about a half of a minute, and a portion of this time is overlapped with the DTC computation 
time in block implementation. 
The idea of block implementation is based on the fact that special numaeric^°P^°^ 
are needed when the observation and source patches are the same. As seen from the 
dyadic Green s function, singularity appears when observation andI source^ pom s 
coincide. Numerical integration with a singular integrand demands significantly mo e 
ODerations than without singularity. In the block implementation, the DTC-16/DIG-ö is 
configured as a 128 by 128 array 64 by 64 for the DTC-4). That is, the entire integration 
is partitioned into blocks of 128 by 128. Since singularity appears only along) the, diagona 
blocks, special calculations are applied in those blocks (F.gure 5) An addit.onj 
advantage of this implementation is that, after integration of each block is finished, the 
matrix element assembly in the workstation and the DTC calculation on the next block 
proceed as if they are independent. 
Finding a solution for a matrix equation is a major task. In sequential computers LU 
decomposition is often used. For parallel computers, however, Gaussian-Jordan 
Knation is more suitable, but this algorithm requires more floating point opegons To 
avoid this shortcoming the block Gaussian elimination is used. As in the matrix 
genera, he enTematrix is partitioned into blocks of either 128 by 125 or 64 by 64 
depending on the DTC model. Each block is treated as a super matrix element hence 
Gaussian elimination is applied to eliminate the lower blocks (Figure 6). For the diagonal 
Socks GauS Jordan elimination is applied, since for these blocks there, is no timing 
difference between the two algorithms and Gaussian-Jordan elimination simplifies the 
back substitution. 
V. Brief Summary of the Application 
The parallel version of the FD-TD algorithm has been applied to a number of problems 
such as scattering radiation, microstrip line characterizations, and coplanar wave guide 
characterizalons The geometrical description for EM-WAVETRACER is in the form of a 
S^ar list which approximates the surface (conductor and coating) geometry of a 
taraet This list of triangles can easily be extracted from a number of CAD tools^ The 
con9verslo f om tie list to the rectangular cell description in the FD-TD aIgonthm «-based 
on the minimum distance criteria and is fully automated. The computational speed is 
application dependent. In general, about 1 to 2 seconds per time step of a rnjlion ode 
problem is achieved. For example, 0.85 second per time step per million node is obta ned 
for a three gridding zone FD-TD analysis of a print wire board through-hole problem. 
Furthermore the DTC can easily host problems with multimillion discretization nodes. 
The parallel MOM code has been applied to a number of geometries; accurate radar cross 
sections are obtained. The geometrical description has the same format as the FD-TD 
code This geometrical description (triangular list) is fed to a translation prograrrand is 
converted to a file suitable for the MOM code. Reasonable computation speeds are 
obtained in both the matrix fill and solution steps. For instance, for \£00 by 1,200 ma x 
fill the DTC-16 spends 5 minutes in quadruple integral mode and the workstation (Sun 
Sparc 2) spends about 1 minute. (The MOM code has both double and quadruple Integra 
modes; in some cases, the quadruple mode provides noticeably better results; than that 
of the double integral mode.) For the block Gaussian elimination, with 128 nght-hand- 
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sides of a 1,200 by 1,200 matrix, it takes about 5 minutes on a DTC-16 with double 
precision.The implementation of the block Gaussian elimination, as stated in section IV, 
is optimal for minimizing the number of operations, but it is not optimal for communication. 
The average communication distance, in the 2-D mode, is about 128/2 for DTC-16. 
Currently, a 3-D version of the block Gaussian elimination is being implemented; the 
average communication distance is about 16, and a very significant speed improvement 
is expected. 
VI. Summary 
This article summarizes the implementations of the FD-TD and MOM algorithms on the 
DTC. The DTC is a 3-D SIMD massively parallel computer. This computer is supported 
by the multiC language which extends the C language to include data-parallel 
programming. The implementation of the FD-TD algorithm uses the 3-D virtual processing 
and local connectivity features of the DTC, and parallel data is shared to minimize 
memory requirement. The block implementation technique is used for the MOM algorithm. 
For this approach, the 2-D unfolding feature and the workstation are used. These 
programs are applied to many scattering and radiation problems and very cost-effective 
performance is achieved. 
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