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1. Introduction 
Le contexte des especes lineaires et celui des especes ordinaires sont deux terrains 
ou l’on peut faire une etude fertile des equations differentielles combinatoires. Dans le 
premier cas, les ensembles ous-jacents aux structures ont prealablement munis d’un 
ordre total et une equation differentielle avec conditions initiales du type 
Y=F(X, Y), Y(O)=0 (1) 
possede toujours une solution unique (sous certaines conditions minimales [ll]). 
C’est une consequence du fait que toute espece lintaire posdde une indgrale unique 
a constante additive pres. Par exemple l’equation 
Y’=l+ Y2, Y(O)=0 (2) 
qui a pour solution analytique y(x) = tan x, fournit une interpretation combinatoire 
aux nombres d’Euler dam le contexte des especes lidaires (voir [ll]). Cette in- 
terpretation est like aux permutations alternantes de Andre (voir Cl]). 
La situation est differente dans le cas des espece ordinaires: le nombre de solutions 
nonisomorphes possibles pour (1) est 0, 1,2, . . . ou 2”0 selon le choix de F et de la 
condition initiale. Dans ce contexte, les ensembles finis sous-jacents aux structures 
sont tout-a-fait arbitraires et l’integration est en general definie de facon multiple, 
m&me a constante additive pres [7]. Nous verrons en particulier que le nombre de 
solutions a l’equation (2) est 0. 
Les especes virtuelles et les especes rationnelles nous serviront aussi de cadre pour 
rboudre des equations differentielles. Grace au theoreme de Yeh (voir [12]), les 
especes virtuelles (resp. rationnelles) sont en fait les elements de l’anneau des series 
formelles a coefficients dans Z (resp. Q) dont l’ensemble des variables est l’ensemble 
d des especes atomiques. On dtnotera l’anneau des especes virtuelles par Z[ [&]I et 
celui des especes rationnelles par Q[[&]]. Les esplces ordinaires, quant a elles, 
seront considertes comme elements du demi-anneau N[ [ d]]. Une espece FEQ [ 41 
sera dite polynomiale. Notons aussi que NcN[&‘] cN[ [sZ]], De m&me on 
a Z~ZC4~ZCC41 et Q~QCJ~~QCCJ~I 
Nous montrerons qu’en plus de (2), l’equation 
Y=1+2E,(Y), Y(O)=0 (3) 
n’a pas de solution dans N[[&]]. Pour ce faire nous utiliserons la technique des 
approximations successives [7]. Notons que la serie gentratrice de toute solution dans 
Q[ [&]I de (2) ou (3) satisfait necessairement l’equation y’(x)= 1 +Y(x)~, y(0) =0 et 
est done &gale a tanx. 
Nous exposerons aussi une methode systematique pour trouver dans Q[[&]] la 
solution get&ale d’tquations differentielles autonomes Y’=F( Y) avec condition 
initiale Y(O)=0 et satisfaisant F(O)#O. Cette mtthode est bade sur l’inversion dans 
Q[[&]] ([S, 6,8]) et sur l’integrale de Joyal dans Z[[aZ]] (voir [4]). Comme 
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application de cette methode, nous donnerons la solution gtnerale de (2) et (3) dans 
l’anneau Q [ [&]I. 
Notons que le programme de calcul symbolique Maple [2] est bien adapt6 au genre 
de calculs rencontres dans notre travail. Nous l’avons utilise pour en effectuer 
quelques-uns. 
2. GMralitCs 
Nous retrouvons ici des definitions et notions prtliminaires de la theorie combina- 
toire des especes de structures. Pour plus de details, on pourra consulter les travaux de 
Joyal, Labelle ou Yeh [3,9,12]. 
Si F est une espece et U un ensemble fini, la dtrivte de F, notee dF ou encore F’, est 
dCfiniepardF[U]=F’[U]‘%fF[C+{*}], od * $U. On d&nit l’integrale normalisee 
dans N[[d]],Z[[&]] ou Q[[&]] dune espece F de la man&e suivante 
JF={G: dG=F, G(O)=O}. 
Les elements de cet ensemble s’appellent les primitives ou intkgrales de F et si cet 
ensemble est vide, on dit que F n’est pas intbgrable. 
Remarque 2.1. Notons que cette definition depend de l’ensemble des coefficients. Par 
exemple, une espece F a toujours une integrale dans Z [ [ &]I (voir [4]). Nous verrons 
que 2XC3 n’est pas integrable dans N[ [-c4]]. Cette definition d’inttgrale d’une espe- 
ce est motivee par le fait que dans N[ [ &]I, Z [ [ A?‘]] ou Q [ [ &]I une espece peut 
avoir plus dune primitive normaliste. Par exemple, dans N[ [ JxI]], on a que 
SX3={Pt;iC, C,} (voir les tables dans 1’Appendice). Notons aussi que si M est une 
espece moltculaire sur IZ points alors chaque espece appartenant a j M vivra sur n + 1 
points lorsque l’on travaille dans N[ [&]I. 
Remarque 2.2. En general, l’integrale ne preserve pas la somme: 
XC3~S(C3+X3) mais XC34SC3+[X3. 
Par contre, si deux especes ordinaires F et G vivent sur des cardinalitts differentes 
alors f(F + G) = SF + JG. Cette observation nous servira a la Section 3. 
Soit m, le nombre d’especes moleculaires vivant sur la cardinalid n. Nous 
denoterons par Mf) la i’ espece moleculaire vivant sur n points. 11 est bien connu que 
toute espece T se decompose de la facon suivante: 
= “$0 
c:‘(T) Mt’. 
lCi<m, 
Cette somme est appelee dbcomposition molbculaire de T. Les coefficients c:‘(T) 
proviendront de N, Z ou Q respectivement selon que T est une espece ordinaire, 
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virtuelle ou rationnelle. Rappelons que la decomposition moleculaire d’une espece est 
unique et caracterise l’espece a isomorphisme prb (voir [12]). En ecrivant chaque 
espece moltculaire comme produit (unique a l’ordre des facteurs pres) d’especes 
atomiques, on obtient la decomposition dite atomique de l’espece don&e. L’espece est 
alors vue comme Clement de N[ [S]] (ou Z[ [at']], ou Q[ [Se]] selon le cas). 
DCfinition 2.3. Soit T= To + T1 + T2 + . . . une espece rationnelle oti T, est la restric- 
tion de TA la cardinalite n. On d&nit l’operation prendre la restriction aux cardinalitbs 
<n de T par [flcn= T,+T,+T,+...+T,,. On pose aussi [T]=,=T,,. 
On a Cvidemment 
T,= c c;‘(T)M;‘. 
1 <i<m, 
Les notations [TIC, et [ 77 =n sont &endues aux ensembles {T, S, . ..} d’especes 
comme suit: 
3. Les Cquations Y’=l+ Y* et Y’ =1+2E, (Y) 
On sait depuis [7] qu’il existe, dans Z[ [d]] et Q[ [&]I une infinite non- 
denombrable de solutions a chacun des deux problemes differentiels avec conditions 
initiales 
Y=1+Y2, Y(O)=O, Y=1+2&(Y), Y(O)=O. 
Ces solutions seront analysees a la Section 4. Cependant, la resolubilitt de ces 
equations dans N[ [J&‘]] Ctait demeurte ouverte. Nous montrons dans la presente 
section qu’elles sont en fait toutes les deux nonresolubles dans N [ [ &]I. 
La methode des approximations successives (voir [7]) est utilisee pour arriver 
a cette fin. Nous aurons besoin d’integrer des especes dans N[[d]]. Le lemme qui 
suit facilite la tache lorsque l’on desire integrer un multiple d’une espece moleculaire 
sur une petite cardinalite a partir des tables (voir l’appendice). Notons qu’il decoule de 
la definition de la dtrivee que si une espece moleculaire M vit sur n points, alors dM 
vivra sur n- 1 points. 
Lemme 3.1. Soit wN\(O} et M une espbce molbculaire vivant sur n points. Si on veut 
trouver l’intt?grale de ctM par coejicients indbterminhs dans N[[&‘]], il sz@t de 
considkrer les combinaisons linbaires des espkes M$,?+ 1 telles que dM$+ 1 est de la forme 
criM, avec Cli~N\{O) et ai<U. 
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Exemple 3.2. Supposons que l’on cherche toutes les primitives dans N[ [&]I de 
M = 2X3. D’apres la table donnte dans [lo], les especes sur la cardinalitt 4 qu’il suffit 
de considtrer sont E, 0 X2, C4 et Pyc, on pose alors 
2X3=d(aE2~X2+bC4+cP~‘)=2aX3+bX3+cX3. 
Done les coefficients doivent satisfaire 2 = 2a + b + c avec a, b, CEN. On en deduit 
IX3=(E2~X2,2C4,2P7C,Cq+Pbqic). 
Remarque 3.3. Ce lemme n’est plus vrai si on prend les coefficients dans Z. Par 
exemple, on a X2 = d(XE2 -E3) mais le coefficient de X2 dans dE3 est nul. 
La proposition suivante, inspirte de [Tj, est une version combinatoire de la 
methode d’iterations de Picard. Elle nous permet de trouver toutes les amorces de 
solutions potentielles a une equation differentielle. 
Proposition 3.4 (Approximations successives). Soient Yo~N et F(X, Y) une espkce 
h deux sortes polynomiale’ en Y. On suppose que le probkme dlferentiel combinatoire 
Y = F(X, Y), Y(0) = Yo (4) 
possbde au moins une solution dans N[ [&]I. Soit [H] dn la restriction d’une solution 
jusqu’b la cardinalitb n. Alors toutes les extensions de cette solution aux cardinalitbs 
<n + 1 sont obtenues en choisissant 
H,+,ECSF(X,CHI~~)I=~+~. 
Pour trouver les amorces A,,, de solutions Cventuelles a l’tquation (4) il suffit done 
d’utiliser la regle: 
l A,,,=H,= YO, 
. A<~+I)=A<,)+H,+I 06 H,+,ECSF(X,A(,,)I=.+~. 
On peut dtduire de cette regle une arborescence definie somme suit. 
DCfinition 3.5. &ant donnte une equation differentielle du type (4), on appelle 
arborescence des amorces de solutions de l’equation, l’arborescence construite de la 
maniere suivante: 
l Les sommets sont etiquetes par les amorces de solutions A<,). 
l La racine recoit l’etiquette Ace). 
l Le sommet correspondant a l’amorce A,,, aura pour descendant le sommet 
correspondant a l’amorce B,,, si et seulement si m = n + 1 et 
%,=A(,)+H avec HEC~WX,A~,,)I=.+~. 
’ La polynomialit en Y n’est pas nkessaire lorsque Y, = 0 (polynomiale en Y veut dire qu’il existe EN tel 
que F[U,Vj=@lorsque IV(>n). 
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l Par Cconomie d’ecriture, on remplacera parfois le sommet correspondant 
a l’amorce de solution B,,, par H, oti B,,, et H sont comme ci-dessus (il se peut que 
deux sommets recoivent la mCme etiquette). 
Le nombre n sera appele niveau d’un sommet Ctiquete A<,>. 
Remarque 3.6. En particulier, s’il n’y a qu’un seul sommet de niveau n et si son 
etiquette A,,, est telle que F(X, A,,,) ne soit pas integrable, alors l’equation (4) n’a pas 
de solution. En effet dans ce cas, l’arborescence est une chaine et l’equation n’admet 
alors aucune approximation de degrt n+ 1. 
Exemple 3.7. L’arborescence des amorces de solutions de l’equation differentielle 
Y(X)= 1 +x+ Y(X), Y(O)=0 
est representee par la Fig. 1. 
On en deduit deux solutions canoniques 
et 
Y(x)=x+xZ+ c E”(X) 
n83 
Y(X)=X+ 1 2&(X), 
nb2 
od E’ dtsigne I’espece des ensembles orient& et E l’espece des ensembles. 
Exemple 3.8. Considerons l’equation 
Y’(X) =E(X) + Y(X), Y(0) =O. 
La Fig. 2 represente l’arborescence des amorces de solutions. On utilise le symbole 
0 dans les illustrations lorsqu’une amorce ne peut Ctre prolong&e. 
En plus de la solution usuelle Y(X) = XE(X), qui est l’espece des ensembles point&, 
on voit que cette equation admet deux autres solutions trouvees par approximations 
successives. Ces solutions sont 
et 
Y(X)= C n&(X) 
n>l 
Y(X)=(E’(X)-l)+ C (n-2)&(X). 
nd3 
>&________ 
Fig. 1. Amorces de solutions de Y’= 1 +X+ Y, Y(O)=O. 
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Fig. 2. Amorces de solutions de Y’(X)=E(X)+ Y(X), Y(O)=O. 
Proposition 3.9. L’bquation Y’ = 1 + Y 2, Y(0) =0 n’a pas de solution duns N[ [sl]]. 
DCmonstration. Dans le cas qui nous occupe, F(X, Y)= F( Y)= 1 + Y2. Supposons 
que A est une solution. La condition initiale entraine que Acoj =O. La premihe 
approximation Acl> est donrke par 
A,,,=A,,,+H1 oti H,E[SF(A~,,)]=,=[Sl]=,={X}. 
Done A<,, - X. En poursuivant ainsi, on a (en utilisant les Remarques 2.1 et 2.2), 
C~~(~~,~)I=2=C~~(X)I=2=C~(1+X2)1=2=~O~~ 
CSF(A<,))I=5=CS(l+(X+Cg)‘)I=5=S2XC3. 
En consultant la table des d&iv&es des espkces molkculaires contenue 
dans l’appendice on constate qu’aucune n’est de la forme aXC3 avec CZEN. Done le 
Lemme 3.1 entraine que J 2XC3 = 8. Par conskquent l’tquation (2) n’a pas de solution 
dans N[[&]], puisque Ac5) est la seule approximation possible de cette Cquation 
(Fig. 3). 0 
Proposition 3.10. L’t?quation Y’ = 1 + 2E2( Y), Y(O)=0 n’a pas de solution duns 
NCC41. 
Dbmonstration. Dans ce cas-ci, en calculant les approximations, on constate qu’il 
nous faut une primitive de 4X_!?,(X). En utilisant le Lemme 3.1 on conclut que 
J4XE,(X) =& l’tquation diffkentielle n’a done pas de solution (Fig. 4). 0 
z lo) {G(X) z 0 
Fig. 3. Amorces de solutions de Y’ = 1 + Y*, Y(0) =O. 
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g lo: (2-w) 0 J-Q-0 
Fig. 4. Amorces de solutions de Y’ = 1 + 2E2( Y), Y(O)=O. 
4. kquations ditkentielles autonomes dans Z[[&]] et Q[ [JxZ]] 
Comme now l’avons soulignk dans ce qui pr&de, l’tquation diffkrentielle 
Y(X)=F(Y), Y(O)=O, F(O)#O (5) 
posskde toujours une infinitt de solutions dans Z[[G!]]. 11 en est de m&me dans 
l’anneau Q [ [_&]I. En fait nous verrons que toutes ces solutions dans Q [ [&]I sont 
de la forme A(X + W(X)), oti A(X) est une solution particulikre de (5) et W(X) est une 
solution (dans Q [ [ ._&]I) de l’tquation diffkrentielle Y’(X) = 0 et est telle que W(0) = 0. 
Avant d’exposer la mkthode systtmatique pour rtsoudre l’kquation (5), nous nous 
ktendrons d’abord sur l’kquation Y’(X) = 0. 
Dbfinition 4.1. On dtrnotera par s2 l’ensemble ( WEQ[ [a]]: W’=O}. De la m&me 
faGon, s20 dksignera { WEQ [ [ &‘]I: W’ = 0, W(0) = O}. 
Remarque 4.2. 11 est facile de vkifier que s2 et sZO sont des Q-algtibres. De plus, si 
FEQ[[&‘]] et W~52~, alors F(W’@S2. En effet, (F(W(X))‘=F’(w)W’(X)=O. 
constitue 
bijection G!&. 
logiciel calcul Maple a les suivantes 
l’tquation = Y, cl. rtsultats ktk en les 
d( rn,iMc’)=O n=1,...,5, r,,iEQ. 
que = 0 [ =,,) 0, tout Soit la 
g cardinalit& i de la solution trouvte avec Maple. Aprks avoir renommk les 
paramktres r,, i, on obtient une base de s2 restreinte aux cardinalitts 65: 
W0=c1, 
w, =o, 
wz=cz, 1(x2-2&(X)), 
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W,=c,,,(-P,(X)+E:(X)+p xI;c3 (X)-XE:(X)) 
2 
+c&-ES(X)+XE,(X)-2E:(X)+2XE$(X) 
-E,(X)E,(X)-2E,(X)C3(X)+XE,(X)2) 
+cs,3(2Es(X)-E:(X)+XE$(X)-E2(X)C3(X) 
+X2E3(X)-2XE4(X)) 
+c5,4(-2&(X)-h(X)+XEz(X’)) 
+cg,5(2E:(X)-C5(X)+X2C3(X)-2XEqf(X)) 
+cs,&3E2(X)C3(X)-3E:(X)-C5(X)+X3E2(X)+3XE$(X)) 
+c5,7 XC,(X)-9X)-C,(X) 
( 
+c5,*(X5-5C5(X)). 
2 ) 
Une espke FEQ [ [&]I est toujours inthgrable. En effet, l’intkgrale de Joyal (voir 
[4]) donne une primitive & toute espke rationnelle F. Cette intkgrale dirfinie par 
s 
F= c (-l)“E,+,F’“‘. (6) 
J ?I>0 
Comme le montre la proposition suivante, les solutions 21 l’tquation Y = 0 ont une 
importance fondamentale dans la r&solution gkkrale d’kquations diffkrentielles au- 
tonomes du type (5). 
Proposition 4.3. Soit FEQ [ [ &‘]I Me que F(0) # 0. La solution gbnh-ale de 
Y’=F(Y), Y(O)=0 
dam Q[[G!]] est de la forme Y(X)=A(X+ W(X)) o& A(X) est me solution par- 
ticulikre quelconque de l’kquation et WES~~. 
DC?monstration. Supposons que A = A(X) est une solution et soit B = E(X) une autre 
solution. On a A’ = F(A) et B’ = F(B). De plus F(0) #O, done F posdde un inverse 
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multiplicatif dans Q [ [ &]I et 
A’ B’ 
-=l=--- 
F(A) F(B)’ 
Posons Y(X)=f, l/F(X), alors Y’(A)= l/F(A). Done 
l= &=A~Y~(A)=(Y(A)~, 
&Oil 
Y(A(X))=X+ V(X) avec VEST,. 
De la meme faGon 
(7) 
Y(B(X))=X+ V*(X) avec V*EQ,. (8) 
Par ailleurs, on a V(0) = 0 done X + V(X) posdde un inverse substitutionnel. Une 
faGon de calculer cet inverse est d’utiliser l’opkrateur A introduit par Joyal (voir [S] 
ainsi que [6,8]). L’inverse d’une esphe 0 =X + ... est don& par 
@C-l)=X-A,X+A$X-A;X+...+(-l)nP~X+... (9) 
oti l’operateur A,: Q[[&]]-Q[[&]] est defini par 
AoG=GoO-G. (10) 
L’inverse de X+ V(X) est trouve en posant 0 =X+ V(X) dans l’equation (9). 
Soit Z:= (X+ V(X))(- ‘)o (X+ V*(X)), un calcul montre que Z est de la forme 
x+ W(X) oti WE&C&. 
En posant X:=Z dans (7), on trouve 
Y(A(Z))= Y(A(X+ W(X))) 
=(X+ UX))Ix:=z 
=(X+ V(X))lx:=,x+V)(-“~(X+Y*) 
=X+V* 
= Y(B(X)). 
Done il existe WEQ, tel que 
Y(A(X+ W(X))= Y(B(X)). (11) 
Puisque Y(X) = (l/F (0))X + . . . et que F(O)#O, on a que l’inverse Y(-l> de Y sous 
la substitution existe. Dans ce cas-ci, l’inverse est trouve en posant O(X)= F(0) Y(X) 
dans (9). On obtient alors UC-‘)(X)=Oc-‘)(F(O)X). 
En composant a gauche par Y<-‘) les deux membres de (ll), on obtient 
A(X + W(X))) = B(X). Done B est de la forme voulue. 
Inversement, pour tout WE&,, la rbgle de derivation en chaine montre que 
A(X + W) est une solution de Y’ = F( Y), Y(0) = 0. 0 
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Exemple 4.4. Soit E* = E - 1, l’espece des ensembles non-vides. On dtfinit [8] l’esptce 
des pseudo-singletons par 
X=log(l+E*) 
=E*-+(E*)2+$(E*)3+... 
=X+(Ez-+X2)+(E3-XE2++X3) 
On a done ,fzelog(l+E*)_ -l+E*=E(X). Or A=ex-l=CkzI(l/k!)Xk et 
B= E*(X) sont deux solutions dans Q[ [&]I de l’equation differentielle Y’ = Y+ 1, 
Y(0) = 0. Done la Proposition 4.3 nous permet de conclure qu’il existe WE& tel que 
E(X)=eX+W. En particulier X = X + W oti WE s2,, . C’est ce qu’on constate en exami- 
nant le dtveloppement de X ci-haut. 
La Proposition 4.3 nous permet d’enoncer un theoreme nous donnant une mtthode 
systematique pour trouver toutes les solutions a l’equation (5). 
ThCorkme 4.5. Soit FEQ [ [ -c4]] telle que F(0) # 0. Toutes les solutions de l’bquation 
Y=F(Y), Y(O)=0 (12) 
sont trouvees en appliquant la mkthode suivante: 
l On calcule l/F(Y). Soit @k( Y)g’[l/F( Y)] =k, alors 
1 
-= 
c 
F(Y) k20 
@k(Y). 
l Par suite, 1 = Y’/F(Y)=&,o @k(Y)Y. Soit y;+,(X) telle que ‘Y;+l(x)=@k(X) 
trouvee avec J, ou une autre integrale normalisee. Posons 
y(Y)= 1 yk+l(y). 
kk0 
l Finalement, { Y<-‘>(X + W): W~s2~) est l’ensemble des solutions de l’equation (5). 
Dbmonstration. La condition F(0) # 0 entraine que l’inverse multiplicatif de F existe. 
On a done successivement 
Y 
Y’=F(Y) o -= 
f’(Y) ’ 
0 (Y(Y))'= 1 
D’autre part, 
0 Y(Y)=X+ W (avec WEL?~). 
Y ( Y) = & Y + (termes d’ordres suptrieurs); 
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par consequent l’inverse substitutionnel Y(-i) existe et on obtient 
Y= Y’-1’(x+ W). 0 
Remarque 4.6. Les solutions de l’tquation (5) ont done pour parametres les solutions 
de Y’ = 0 avec Y(0) = 0. C’est ce que les exemples qui suivent illustreront. Notons que 
les solutions de Y’ = 0 ont elles-m&mes comme parametres les c,, i donnes ci-dessus. 
Corollaire 4.7. Duns l’anneau Q [ [ zzl]], I a solution gbnbrale de l’bquation diferentielle 
Y’ = 1 + Y2, Y(0) = 0 est don&e par 
Y(X) = 
tanX+ V 
l-VtanX 
+&x5+ v3x2+ v:x+ v5 
06 V= V2 + V3 + ..e parcourt l&. 
Dbmonstration. Soit F(Y)= 1 + Y2. On a P(0) = 1 #O. Le Thtoreme (4.5) s’applique 
done a l’equation (2). Ici on trouve 
1 1 
F(Y)=(1+=,,, c 
(- 1y Y2k. 
Done Qk( Y) = (- l)k YZk et alors on peut choisir les primitives 
yk+,(Y)=(-l)*g, k>O. 
On trouve X+ W= Y( Y)=arctan( Y) et on obtient finalement Y= tan(X+ W) 
avec WE&, comme solution. En effectuant la substitution tan W:= V dans l’identite 
tan(X+ W)= 
tanX+tan W 
1 - tan Wtan X (13) 
on obtient une forme plus pratique pour les solutions. Puisque la Q-espece tanX 
est inversible sous la substitution, la Remarque 4.2 s’applique et l’application 
W-V= tan W est done une bijection de C& sur lui-m&me. 
Si vk = [ u =k alOrS en developpant I’eqUatiOn (13) (en ayant pris SOin d’effectuer la 
substitution tan W:= V) on trouve 
Y=X+v,+v3+$X3+ v4+1/2X2+&X5+ v3X2+v$X+ v,+“’ q 
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Remarque 4.8. Un calcul montre que la condition necessaire et suffisante sous laquelle 
une solution T(X) = tan (X + IV), WE&,, satisfait la formule d’addition usuelle de la 
tangente 
T(X, +X2)= 
ml)+ TW2) 
l- nxl)m*)’ 
est que W(X1 +X2)= W(X1)+ W(X,). 11 est facile de voir que cette condition est 
satisfaite par une infinite de WE!&. 
Corollaire 4.9. Duns l’anneau Q [ [ S]], 1 a solution g&hale de l’iquation differentielle 
Y’= 1 +2Ez(X), Y(O)=0 est don&e par Y(X)= Y<-‘)(X+ V) oG Vparcourt QO et 
1 Y 
Y(Y)= 
$+2&(Y)- Y2 
arctan 
(J . 1+2&(Y)- Y2 1 
Demonstration. Posons F( Y) = 1 + 2E2( Y). Ici aussi on a F(0) # 0. Done le Thtoreme 
4.5 s’applique a l’equation (3). De plus 
1 1 
F(Y)= 1+2&(Y)=,,, c 
(-l)k2kE:(Y). 
Consequemment 
Y 
I=-= c F(Y) k>O (-l)k2kE;(Y)Y, (14) 
11 faut done inttgrer Ei( Y) Y’. 11 s’avere qu’il est difficile d’obtenir une formule 
elegante pour une primitive de cette espece avec s,. Nous allons plutot utiliser la 
formule d’integration suivante obtenue en appliquant de facon heuristique 
I’inttgration par parties’ : 
s 
FdY= YF- 
* s 
YgdY. 
* dY 
En utilisant ce procede avec F = YziEi-‘( Y), on trouve 
j* y2iE$idy= y2ifl Eiei_j* (2iy2iEk,-i+(k_i)y2i+2Ei-i-l)dy. 
Ce qui permet d’isoler le membre de gauche comme suit: 
s 1 y2'fydy=- k-i * 2iSl y2i+lEk-i 2 s 2i+l .+ y2i+2E;-i-1 dy, 
2 L’asttrisque sous le signe d’inttgration sert zi distinguer cette primitive de celle de Joyal. 
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D’oti, posant successivement i=O, 1,2,3, . . . , on conclut que s * Ek,dY= YE;-; Y3E:-‘+- k(k- 13. . 5 1) Y5E;-‘- 4k-l)(k-2) 1.3.5.7 y7Ek-3+ 2 . . . 
c (_l)“yz”+’ d”T“ = n>O 1.3.5...(2n+l) dT” r:+(Y)’ 
&ant donnC que Et = Tk 1 T:.E,, il est permis de se demander si la dkfinition suivante 
de primitive est valable: 
(15) 
C’est effectivement le cas, il suffit de dkriver le membre de droite pour le constater. 
Utilisons done (15) avec H(T)= l/(1 +2T). On trouve, par induction 
d”H(T) (- 1)“2”n! 
-=(l +zT)“+l’ dTn (16) 
Reportant (16) dans (15) et inttgrant par rapport B X, on obtient 
s * l+G*(Y)dX=z 1.3.Z”r,l,,,) (I+;($(;;)~+‘. 
Par suite, l’tquation (14) nous permet de conclure que 
s Y x+w= z+c 1+2&(Y) dX 
c 2”n! ,(x)2,+ 1 = nBO 1.3.5...(2n+l) (1+2E,(Y(X)))“+” 
avec WEQ,. Par ailleurs, si on pose 
alors on a 
X+ ,=_:A( 1 +zYE:cn)* 
Maintenant posons 
4x”) U(x)!c--- 
x ’ 
on vCrifie que cette fonction satisfait l’kquation diffkrentielle analytique 
(1 -xZ)U’(x)-xxu(x)- 1 =o, U(O)=O. 
(17) 
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En resolvant l’equation homogene (1 -x2) U’(x) - XV(X) = 0, on trouve comme 
solution: U,(x) = C/J-. Ensuite, on obtient U(x) = arcsin x/,/m en faisant 
varier le parametre C (posant C = C(x)). Finalement, A(x) = & arcsin(&) 
Par suite, 
1 
=Jl+2Ez(Y)-YZ arcSm &&j .( ) 
1 
(, 
Y 
=J1+2E,(Y)-YZ 
arctan 
) 1+2E,(Y)-Y2 . 
On conclut. 0 
Considerons maintenant l’tquation differentielle 
Y’=F(Y,t)~fl+2tE2(Y)+(1-t)Y2, Y(O)=0 avec teQ. (18) 
L’espece F( Y, t) generalise en quelque sorte les especes 1 + Y2 et 1 + 2E2( Y) puisque 
F( Y, 0) = 1 + Y2 et F( Y, 1) = 1 + 2E2( Y). Par ailleurs, F(0, t) = 1, done le Thtoreme 4.5 
s’applique. On constate que 
Yu,( Y)‘S 
1 Y 
Jl+ t(2E,( Y)- Y”) 
arctan 
l+t(2E,(Y)-Y2) 
est une primitive de Y’/F( Y, t). Done la solution gtntrale de l’bquation (18) est donnee 
par y’,(-‘)(X+ W) oti W parcourt Sz,,. 11 suffira de calculer (Y,(Y))’ en remarquant 
que (l/ 1 + t(2E2( Y)- Y2))’ =0 pour voir que Y’,(Y) est effectivement une primitive 
de Y’/F( Y, t). 
11 est facile de verifier que les mtthodes developpees plus haut peuvent &tre adapt&es 
au cas des equations differentielles a variables ‘s&parables’ de la forme 
Y’(X)=G(X)F(Y), Y(O)=O, F(O)#O. 
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Appendice. Dbrivkes des espkces mokculaires de degrCs <5 
Degri: 0 Degrk 4 
I II M M’ 
1 0 
Degrt: 1 
1 II M M’ 
X 1 
Degrt 2 
M 
Degri: 3 
M M’ 
E3 
c3 
;: 
XE2 E,+X2 
X3 3x2 
I II 
E4 
E4’ 
Ez”Ez 
XE3 
E; 
pbic 
c*, 
xc3 
X2E2 
E2(X2) 
X4 
E3 
c3 
XE2 
E3 +XE2 
2XE2 
X3 
r 
Degri: 5 
_ 
[ 
M II M’ 
- 
:; 
E, + XE3 
;: 
Xi4 
p5 
z I/ c4 
XE$ 
bE3 
p5 
XE2(E2) 
X’E, 
E2 C3 
x2c3 
z2 
c5 
: 
x”p”“ic 
xc”, 
x2c3 
X3E2 
XEz(X2) 
X5 
E$ + XC3 
XE3+E; 
E2(X2) 
E2@2)+X2E2 
2XE3+X2E2 
XC3+X2E2 
XC3 + E2(X2) 
X4 
E:+2X2E2 
x4+pp 
x4+c4 
X4+2XC3 
X4+ 3X2E2 
2X4+ E2(X2) 
5x4 
M M’ 
- 
- 
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