






КОНЦЕПЦИЯ УПРАВЛЕНИЯ КОРПОРАТИВНОЙ ИТ-ИНФРАСТРУКТУРОЙ 
 
Предложена концепция управления корпоративной ИТ-инфраструктурой, ориентированная на создание 
единой универсальной среды интегрированного управления разнообразными ИТ, распределенными прило-
жениями, ресурсами и сетевым оборудованием корпоративной информационно-телекоммуникационной 
системы. Разработана функциональная структура системы управления ИТ-инфраструктурой, а также функ-
циональные схемы подсистем мониторинга, анализа, оптимизации и планирования. 
 
Offered the management concept of a company's IT infrastructure, focused on the creation of a single universal 
environ of integrated management of various IT, allocated applications, resources, and networking equipment of 
corporate information and telecommunication system. Developed a functional structure of the IT management sys-
tem infrastructure, as well as functional diagrams of monitoring subsystem, analysis, optimization, and planning. 
 
Введение 
Для успешного ведения бизнеса предприятия 
используют широкий спектр информационных 
технологий (ИТ). Для функционирования ИТ 
создается ИТ-инфраструктура (ИТИ), представ-
ляющая собой организационно-техническую 
совокупность программных, вычислительных и 
коммуникационных средств и связей между 
ними, а также обслуживающего персонала, 
обеспечивающая надлежащее предоставление 
информационных, вычислительных и телеком-
муникационных ресурсов и услуг пользовате-
лям [1]. Пользователями являются сотрудники 
предприятия, а предоставляемые ИТ-услуги 
необходимы для выполнения процессов дея-
тельности и решения бизнес-задач. Для эффек-
тивного управления ИТИ создаются системы 
управления ИТИ (СУИ) [2–4], при этом под 
управлением ИТИ понимается совокупность 
действий, относящихся к планированию, по-
строению, эксплуатации и развитию ИТИ, поз-
воляющих эффективно использовать информа-
ционные и телекоммуникационные ресурсы 
ИТ-системы, увеличить производительность 
труда персонала ИТ-подразделений, повысить 
отдачу от капиталовложений в ИТИ при под-
держании качества услуг на заданном уровне. 
Для создания инструментария автоматиза-
ции процессов управления корпоративной ИТИ 
в виде СУИ необходимо определить концепцию 
управления ИТИ. Разработке такой концепции 
и посвящена данная работа. 
Постановка задачи исследования 
При рассмотрении вопросов управления 
ИТИ авторы чаще всего ограничиваются реше-
нием только отдельных вопросов ИТ-
управления, не охватывая весь спектр задач, 
которые необходимо решить при создании ин-
тегрированной СУИ, призванной автоматизи-
ровать все процессы управления ИТИ. Это объ-
ясняется прежде всего сложностью и большим 
количеством разнообразных функций, выпол-
няемых СУИ. 
В [5] рассматривается концепция, представ-
ляющая управление ИТ в виде совокупности 
трех слоев управления – сетями, системами и 
информационным сервисом. Эти слои управле-
ния включают в себя, соответственно, монито-
ринг и управление: сетевыми элементами; опе-
рационными системами, базами данных, про-
межуточным ПО, бизнес-приложениями, об-
служивающим персоналом и пользователями; 
ИТИ и предоставляемым сервисом с позиции 
важных бизнес-процессов. Концепция, изло-
женная в [5], ограничивается разделением задач 
управления по слоям и описанием функций 
слоев, а ее реализация осуществляется интегра-
цией ПО управления ИТ компании Hewlett-
Packard. Кроме того, современный подход к 
управлению ИТИ предполагает объединение 
функций управления сетевыми элементами и 
серверным оборудованием в едином инстру-
ментарии ввиду родственности функций и за-
дач управления этими элементами. Поэтому 
предлагаемая в [5] концепция неприемлема для 
использования в качестве методологической 
основы при создании перспективных СУИ. 
Перспективная концепция управления ИТИ 
должна: 
– выделять уровни иерархической структуры 
ИТИ; 
– определять и группировать функции 
управления ИТИ; 
32                                              Вісник НТУУ «КПІ» Інформатика, управління та обчислювальна техніка №56 
– выделять общие для всех функций управ-
ления процессы с целью создания универсаль-
ных программных модулей СУИ; 
– задавать иерархию команд и функций 
управления; 
– предлагать информационную модель объ-
ектов управления; 
– определять механизмы взаимодействия 
СУИ с объектами управления, 
– задавать технологию и принципы построе-
ния СУИ. 
Целью данной работы является разработка 
концепции управления ИТИ, удовлетворяющей 
данным требованиям. 
 
Суть предлагаемой концепции управления 
ИТ-инфраструктурой 
 
Предлагаемая концепция управления ИТИ 
ориентирована на создание единой универсаль-
ной среды интегрированного управления раз-
нообразными ИТ, распределенными приложе-
ниями, ресурсами и сетевым оборудованием 
корпоративной информационно-телекоммуни-
кационной системы (ИТС) и ИТ-подразделе-
нием. 
Предлагаемая концепция управления ИТИ, 
как система путей и методов решения задачи 
эффективного управления ИТИ, объединяет 
следующие принципы: 
1. Четырехуровневая архитектура ИТИ. 
2. Выделение трех категорий управления ИТ. 
3. Выделение пяти универсальных процессов 
при управлении ИТИ. 
4. Распределение функций, команд и мето-
дов управления по четырем иерархическим 
уровням. 
5. Представление СУИ в виде замкнутой 
многоконтурной системы. 
6. Интегрированное управление ИТИ. 
7. Учет требований бизнес-процессов. 
8. Универсальный объект мониторинга и 
управления (ОМУ) и работа СУИ не с реаль-
ными (РОУ), а логическими (ЛОУ) ОМУ. 
9. Применение DALL-функций для связи 
РОУ и ЛОУ. 
10. Использование шаблонов при отнесении 
ОМУ и ЛОУ к классам. 
11. Применение агентского подхода. 
12. Использование единого механизма взаи-
модействия СУИ с агентами и ОМУ. 
13. Универсальная схема кодирования оцен-
ки состояния ОМУ. 
Большинство этих принципов не являются 
новыми, но в предлагаемой концепции управ-
ления ИТИ они впервые применены в совокуп-
ности. Кроме того, здесь не только системати-
зированы известные методы и технологии с 
последующей интеграцией их в единую СУИ, 
но и предлагаются оригинальные методы и 
подходы. Реализация предлагаемой концепции 
происходит посредством СУИ, обеспечиваю-
щей централизованное управление ИТИ. 
Кроме систематизации известных и предла-
гаемых технологий одна из основных задач 
концепции заключается в изменении мышления 
разработчиков СУИ – отказ от фрагментарного 
подхода, ориентированного на интеграцию раз-
розненных систем управления (СУ), и принятие 
системного видения, рассматривающего СУИ 
как целостную систему, подчиненную целям 
бизнеса. 
1. Четырехуровневая архитектура ИТИ. 
За основу берется предложенная в [1] четырех-
уровневая архитектура ИТИ, когда в ИТС вы-
деляется четыре взаимосвязанных иерархиче-
ских уровня: бизнес-приложений, универсаль-
ных сервисов, вычислительных ресурсов и се-
тевого взаимодействия (см. рис. 1). Выделение 
уровней осуществлено, исходя из общности 
выполняемых функций и сервисов, предостав-
ляемых каждым из уровней. 
2. Выделение трех категорий управления 
ИТ. Предлагается группировать функции 
управления в соответствии с перспективной 
парадигмой ITMS2 (IT Management Software 
2.0), предложенной аналитиками Forrester [6] и 
описанной в [1]. ITMS2 вводит новые катего-
рии управления ИТ и предполагает конверген-
цию используемых в настоящее время катего-
рий управления ИТ в три группы, содержащих 
следующие базовые функции управления: 
– управление предоставлением и производи-
тельностью ИТ-сервисов: мониторинг ИТИ (се-
тей и серверов); информационные панели и 
аналитика (управление событиями и рабочими 
характеристиками); автоматизация процессов и 
рабочей нагрузки; управление производитель-
ностью, выделением ресурсов и виртуализаци-
ей; управление хранилищами данных; управле-
ние производительностью приложений (APM) и 
управление бизнес-транзакциями (BTM), вклю-
чая мониторинг особенностей поведения поль-
зователей и управление базами данных; иссле-
дование/управление конфигурациями (CMS); 
управление безопасностью; 
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– управление ИТ-сервисами и процессами: 
служба поддержки; управление выполнением 
потока операций; 
– поддержка ИТ-сервисов и управление ре-
сурсами: каталог сервисов; управление портфе-
лем услуг, ИТ-активами, персоналом ИТ-
подразделения, финансами и возвратом плате-
жей, ресурсами центров обработки данных 
(ЦОД), контрактами, уровнем обслуживания. 
3. Выделение пяти универсальных про-
цессов при управлении ИТИ. Предлагается 
при реализации базовых функций трех катего-
рий управления ИТ, сгруппированных в соот-
ветствии с ITMS2, выделять пять универсаль-
ных процессов: мониторинга, анализа, управле-
ния, оптимизации и планирования (МАУОП) 
[1]. Некоторые из процессов для ряда базовых 
функций могут иметь нулевую функциональ-
ность. Отобрав для каждого из процессов 
МАУОП набор методов и реализовав их в соот-
ветствующем универсальном инструментарии 
СУИ, можно автоматизировать выполнение 
процессов в различных категориях управления, 
используя одни и те же методы и инструменты. 
4. Распределение функций, команд и ме-
тодов управления по четырем иерархиче-
ским уровням. Ниже произведена стратифика-
ция функций, методов и команд управления 
ИТИ по четырем иерархическим уровням. 
5. Представление СУИ в виде замкнутой 
многоконтурной системы. Замкнутые систе-
мы управления ИТС с обратной связью не 
только повышают оперативность и качество 
управления, но и позволяют минимизировать 
влияние человеческого фактора. Построение 
математических моделей СУИ, соответствую-
щих моделям теории автоматического управле-
ния, когда в СУИ организуется множество кон-
туров управления, каждый из которых отвечает 
за отдельные аспекты функционирования ИТС, 
рассматривается в [7]. 
6. Интегрированное управление ИТИ. В 
настоящее время создание СУИ, как правило, 
осуществляется путем бессистемной интегра-
ции разрозненных приложений управления, не 
объединенных общими целями и задачами, в 
организационно-технический комплекс управ-
ления ИТИ из единого центра. При этом каждое 
ПО управления ИТ используется по своему 
функциональному назначению, а их совмест-
ную работу трудно подчинить главной цели – 
повышению эффективности бизнеса. 
Перспективным будет такой подход к по-
строению СУИ, когда все подсистемы СУИ 
объединяются в единую систему с общими це-
лями и задачами. В этом случае СУИ осу-
ществляет не только управление отдельными 
устройствами, программами или ресурсами, а 
производит интегрированное управление всеми 
компонентами и ИТИ в целом, исходя из еди-
ных целей. Под интегральным управлением 
ИТИ понимается общее управление различны-
ми информационно-коммуникационными тех-
нологиями, средствами вычислительной техни-
ки, управление распределенными приложения-
ми, ИТ-сервисами, ИТ-персоналом и пр., исхо-
дя из единых целей, определяемых значимо-
стью бизнес-процессов предприятия. 
7. Учет требований бизнес-процессов. Ав-
томатизацию управления ИТИ целесообразно 
начинать с автоматизации отдельных функций 
управления. На этом этапе формируется стек 
автоматизированных функций МАУОП на всех 
четырех уровнях ИТИ, приведенных на рис. 1. 
Следующая фаза – интеграция механизмов 
управления, которая требует системного под-
хода. Создание эффективных технологий биз-
нес-анализа с проекцией на управление ИТИ 
можно рассматривать, как организацию своеоб-
разной глобальной обратной связи [8]. Послед-
ней стадией становится организация интегри-
рованного управления ИТИ в комплексе с 
управлением выполнением бизнес-процессов. 
На этой стадии важнейшая роль отводится си-
стемам управления производительностью биз-
неса (BPM). Системы BPM призваны автомати-
зировать бизнес-процессы и анализировать 
метрики выполнения бизнеса с целью оптими-
зации производительности его выполнения пу-
тем эффективного использования всех финан-
совых, кадровых и материальных ресурсов [8]. 
Жизненный цикл управления состоит из фаз 
МАУОП. Процессами BPM обеспечивается 
обратная связь, когда в результате анализа зна-
чений ключевых показателей производительно-
сти (KPI) и качества (KQI), а также метрик, ха-
рактеризующих управление ИТ-услугами, ад-
министраторы СУИ и менеджеры бизнеса кор-
ректируют работу ИТИ и выполнение бизнес-
процессов. Для этого BPM осуществляет: мо-
ниторинг бизнес-процессов; бизнес-анализ для 
выявления несоответствия показателей бизнес-
процессов показателям эффективного выполне-
ния бизнеса; инициализацию управляющих 
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воздействий для коррекции результативности 
бизнес-процессов. 
Одна из основных задач, решаемых BPM, за-
ключается в координации целей и задач бизнеса 
со средствами выработки управляющих воздей-
ствий на всех иерархических уровнях системы 
управления предприятия. Инструментарий 
BPM дает возможность бизнесу ставить страте-
гические и тактические цели, после чего, изме-
ряя основные показатели, характеризующие 
выполнение бизнеса, производить менеджмент 
для достижения бизнес-целей. Для этого BPM 
использует технологии финансового и опера-
ционного планирования, моделирования биз-
нес-процессов, бизнес-аналитики, интеграции 
приложений, управления и автоматизации вы-
полнения бизнес-процессов. При изменении 
бизнес-целей или значимости бизнес-процессов 
СУИ должна оперативно реагировать на эти 
изменения, например, путем выделения допол-
нительных ресурсов наиболее важным бизнес-
процессам. Для этого средства BPM и СУИ 
должны тесно и оперативно взаимодействовать 
друг с другом. 
8. Универсальный ОМУ и работа СУИ не 
с реальными, а логическими ОМУ. В [3] вве-
дено понятие универсального ОМУ, которым 
могут быть все компоненты ИТИ. Ниже дока-
зано, что взаимодействие СУИ целесообразно 
осуществлять не с реальными, а с логическими 
ОМУ. Такой подход позволяет использовать 
общие универсальные методы работы СУИ с 
ЛОУ, а также единый метод или несколько 
универсальных методов для оценки состояния 
ЛОУ. 
9. Применение DALL-функций для связи 
РОУ с ЛОУ. Для связи ЛОУ и РОУ использу-
ется предлагаемый механизм DALL-функций, 
основанный на рефлексии типов. DALL-
функции являются передаточными звеньями 
при взаимодействии ЛОУ и РОУ. Путем вызова 
соответствующих DALL-функций мониторин-
га, производится синхронизация состояния 
ЛОУ с состоянием РОУ, а в случае оказания на 
ЛОУ управляющих воздействий, эти воздей-
ствия передаются РОУ путем вызова соответ-
ствующих управляющих DALL-функций. Ниже 
произведено описание механизма DALL-
функций.  
10. Использование шаблонов при отнесе-
нии ОМУ и ЛОУ к классам. При конфигура-
ции СУИ целесообразно использовать меха-
низм шаблонов ОМУ и ЛОУ, позволяющий 
настраивать поведение и структуру шаблонного 
ЛОУ, а при создании новых ЛОУ использовать 
настройки шаблона, при необходимости уточ-
няя и дополняя их. При этом можно легко ме-
нять поведение и структуру группы ЛОУ путем 
изменения настроек их шаблона.  
11. Применение агентского подхода. Для 
эффективного управления ИТС необходимо 
иметь достоверную информацию об управляе-
мой системе. Получение этой информации про-
изводится путем непрерывного сбора и обра-
ботки данных о функционировании ИТС. 
Сложность ИТС и большое количество предо-
ставляемых ею услуг требуют контроля боль-
шого числа различных параметров. Для переда-
чи значений параметров используется та же 
сеть, что и для передачи информации пользова-
телей. Передача большого количества значений 
параметров, необходимых для принятия реше-
ний управления, создает существенную нагруз-
ку на сеть, поэтому уменьшение объема пере-
даваемых данных о параметрах функциониро-
вания ИТС является важной задачей. Одним из 
кардинальных способов сокращения сетевого 
трафика является применение агентской техно-
логии. Это и другие преимущества, приведен-
ные в данной работе и в [9], делают целесооб-
разным управление ИТИ на основе агентского 
подхода. 
12. Использование единого механизма 
взаимодействия СУИ с агентами и ОМУ. Для 
взаимодействия СУИ с распределенными под-
системами СУИ, ОМУ и агентами целесообраз-
но использовать единые методы и протоколы. 
Для обмена информацией между модулями 
СУИ в среде Windows следует использовать 
компоненты .NET Remoting, использующие для 
транспорта данных потоки TCP. Кроме .NET 
Remoting в СУИ рационально использовать 
WCF, являющийся частью .NET Framework 3.0, 
пришедший на смену .NET Remoting. 
13. Универсальная схема кодирования 
оценки состояния ОМУ. В [10] предложен 
универсальный метод кодирования состояния 
ОМУ, позволяющий представлять эффектив-
ность, надежность, качество функционирования 
ОМУ и другие свойства символами кода, с це-
лью возможности измерения качественных 
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свойств ОМУ и упрощения последующей обра-
ботки при сведении метрик. 
Ниже приведены пояснения, раскрывающие 
или дополняющие суть предложенной концеп-
ции управления ИТИ. 
Общая постановка задачи управления   ИТ-
инфраструктурой 
В [1] ИТИ представляется в виде совокупно-
сти трех компонентов: ИТС, ИТ-подразделения 
и СУИ (рис. 1). Соответственно, можно выде-
лить три масштабных объекта управления: 
ИТС, ИТ-подразделение и СУИ. 
Управление ИТ-подразделением подразуме-
вает прежде всего организационные формы 
управления, которые хорошо проработаны в 
материалах ITIL, при этом СУИ предоставляет 
средства для автоматизации управления ИТ-
подразделением. 
Механизмы управления СУИ закладываются 
на этапе проектирования системы управления и 
в основном включают в себя изменение конфи-
гурации и самодиагностику. 
Управление ИТС совместно осуществляют 
ИТ-подразделение и СУИ с использованием 
методов автоматического, автоматизированного 
и ручного управления. 
 
Рис. 1. Обобщенная ИТ-инфраструктура предприятия 
Рассмотрим задачу управления ИТС. Пусть 
состояние ИТС описывается переменной sS , 
принадлежащей множеству S  возможных со-
стояний. 
Состояние ИТС в некоторый момент време-
ни зависит от управляющих воздействий 
: ( )u s F u UЖ . (1) 
Предположим, что на множестве U S  за-
дан функционал ( , )u s , определяющий эффек-
тивность функционирования ИТС. 
Величину 
( ) ( , ( ))u u F u         (2) 
назовем эффективностью управления uUЖ. 
Тогда задача СУИ заключается в выборе та-
кого допустимого управления, которое макси-
мизировало бы значение эффективности управ-
ления, при условии что известна реакция (1) 







.                (3) 
Необходимо отметить, что эффективность 
функционирования больших, многокомпонент-
ных и сложных систем, таких, какими являются 
ИТС и ИТИ, прежде всего определяется теку-
щим состоянием sS . Поэтому в моделях 
управления такими системами управляющие 
воздействия в явном виде не входят в функцио-
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нал эффективности. В данном случае функцио-
нал эффективности ( , )u s  рассматривается как 
отражающий влияние СУИ на эффективность 
функционирования ИТИ. 
Для технических систем, характеризующих-
ся детерминизмом реакции на управляющие 
воздействия, зависимость ( )s F u  является, 
фактически, моделью системы – управляемого 
объекта, отражающей законы и ограничения ее 
функционирования. 
Модель управления ИТИ можно задать со-
держанием следующих параметров: 
1. Состав ИТИ – совокупность объектов, яв-
ляющихся элементами ИТИ, распределенных 
по четырем иерархическим уровням. 
2. Структура ИТИ – совокупность информа-
ционных, управляющих и других связей между 
элементами ИТИ и СУИ, включая отношения 
подчиненности и разделение прав принятия 
решений в иерархической СУИ. 
3. Число итераций управления, отражающее 
однократность или многократность управляю-
щих воздействий в течение определенного пе-
риода времени для достижения (3). 
4. Целевые функции, функции полезности, 
выигрыша или предпочтения бизнеса, отобра-
женные на ИТ-процессы, на основании которых 
определяются целевые функции СУИ. Управ-
ление (1) должно осуществляться так, чтобы 
максимизировать значения этих целевых функ-
ций.  
5. Допустимые множества S  возможных 
состояний элементов ИТИ, их ограничения и 
влияние на состояния зависимых элементов, 
методы получения и оценки состояний элемен-
тов. Методы оценки состояния ОМУ ИТИ 
предложены в [11–16]. 
6. Порядок функционирования СУИ – после-
довательность получения данных мониторинга, 
анализ состояния и выбор управления, т. е. по-
рядок выполнения процессов МАУОП 
Спецификации этих параметров модели вли-
яют на механизмы управления ИТИ, поэтому 
данная последовательность принята в качестве 
последовательности логических действий при 
реализации управления ИТИ.  
 
Базовая модель управления                        
ИТ-инфраструктурой 
 
Базовая модель управления ИТИ представ-
лена на рис. 2, а называется базовой, потому 
что является простейшей, с точки зрения струк-
туры, описания и исследования. Эта модель не 
учитывает взаимозависимость элементов, 
иерархическую архитектуру ИТС, неопреде-
ленность состояний и многие другие факторы, 
которые учитываются в расширениях базовой 
модели. На примере модели на рис. 2 можно 
выявить многие проблемы управления ИТИ, 
отследить закономерности управления ИТС при 
дальнейшем исследовании более сложных мо-
делей. 
На вход ИТС поступает поток запросов Q , 
на который ИТС реагирует потоком результа-
тов R .  На ИТС воздействуют возмущающие воздействия  . В СУИ анализируется вектор 
1 2( , ,..., )nS s s s S  состояний ИТС и выбира-
ется вектор управления 1 2( , ,..., )mU u u u U , 






Рис. 2. Базовая модель управления ИТИ 
В этом случае выражение (3) эффективности 







.      (4) 
C точки зрения бизнеса критерием эффек-
тивности управления ИТИ может быть, напри-
мер, выбор такого управления U U , при ко-
тором достигается минимальное время обра-
ботки i-го запроса 
min( ( ))
i ii R Qi
t t t    ,     (5) 
где 
iQt  – время поступления i-го запроса от 
пользователей, 
iR
t  – время поступления ответа 
пользователю на i-й запрос. 
Выполнение (5) возможно путем приоритет-
ного прохождения данных приложения по сети 
и/или выделения критичным приложениям до-
полнительных ресурсов. 
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Анализ компонентов ИТ-инфраструктуры, 
как объектов управления 
 
К управлению ИТИ относится сбор и хране-
ние описаний компонентов ИТИ, мониторинг и 
контроль функционирования ИТИ, обеспечение 
надежного и эффективного функционирования 
ИТИ, организация закупок, ремонтов, обновле-
ний ПО и аппаратных средств, и решение мно-
жества других задач. 
Для формулирования требований к СУИ и 
определения принципов ее построения необхо-
димо произвести анализ ОМУ, которым в ИТИ 
выступают компоненты, представленные на 
обобщенной схеме ИТИ (см. рис. 1). 
Объекты управления IV-го иерархическо-
го уровня ИТИ. Объектами управления уровня 
бизнес-приложений являются все приложения, 
обеспечивающие поддержание и автоматиза-
цию выполнения бизнес-процессов предприя-
тия. 
Под управлением распределенными прило-
жениями, как правило, понимают мониторинг 
использования приложениями сетевых и вы-
числительных ресурсов и изменение парамет-
ров работы этих приложений для достижения 
наибольшей эффективности использования ре-
сурсов или эффективности функционирования 
приложений. 
При управлении распределенными приложе-
ниями решаются задачи: выделение, учет, мо-
ниторинг и перераспределение ресурсов, необ-
ходимых для эффективного функционирования 
приложений; управление распределенными 
приложениями через телекоммуникационную 
сеть (ТКС) путем изменения конфигурации, 
запуска, перезапуска или останова приложений 
и пр.; управление функциональными (ФПС) и 
технологическими подсистемами (ТПС) АСУ; 
управление доступом пользователей к прило-
жениям, правами пользователей, идентифика-
цией и аутентификацией; обеспечение взаимо-
действия идеологически и технологически раз-
розненных систем и средств управления от-
дельными приложениями, ФПС и ТПС АСУ, а 
также ТКС; управление безопасностью. 
Эффективность Ei, 1,i N  функционирова-
ния i-го распределенного приложения Ai, где 
N – количество приложений, можно оценить по 
среднему времени отклика it  серверной части 
приложения Ai на запрос пользователя, изме-
ренному на стороне пользователя, или по мак-
симальному количеству запросов max in , обслу-
живаемых серверной частью приложения Ai в 
единицу времени.  
Можно выделить два способа повышения 
эффективности функционирования распреде-
ленного приложения Ai, 1,i N : выделение 
дополнительных вычислительных ресурсов 
приложению Ai, 1,i N ; обеспечение приори-
тетной передачи данных, относящихся к при-
ложению Ai, 1,i N  по ТКС. Первый способ 
использует методы управления распределением 
и перераспределением ресурсов между прило-
жениями и пользователями. Реализация этих 
методов осуществляется на II-м уровне, а ре-
шению задач выделения приложению Ai, 
1,i N  дополнительных ресурсов посвящены 
работы [17–20]. Второй способ повышения эф-
фективности работы приложений заключается в 
обеспечении приоритетного прохождения за-
просов и ответов приложения Ai, 1,i N  по 
корпоративной сети. Методы управления тра-
фиком реализуются на I-м уровне и предлага-
ются в [21, 22]. 
Целесообразно управление приложениями в 
СУИ осуществлять через визуальный интер-
фейс, позволяющий администраторам с учетом 
данных базы управляющей информации, со-
держащей данные о клиентах, серверах и при-
ложениях, конфигурировать, отслеживать и 
управлять распределенными приложениями с 
единой консоли управления. Это позволит 
уменьшить стоимость эксплуатации ИТС, по-
высить доступность ИТС для конечных пользо-
вателей, предоставит возможность отслеживать 
функционирование приложений и изменять 
конфигурацию бизнес-приложений и компо-
нентов ресурсов II-го уровня, на которых функ-
ционируют приложения.  
Управление на IV-м уровне часто осуществ-
ляется с использованием принципа «подписка и 
публикация», позволяющего СУИ оперативно 
реагировать на бизнес-события путем проведе-
ния изменений в бизнес-операциях. При этом 
могут создаваться управляемые событиями 
присоединенные процедуры, используемые 
приложениями для совершения предопределен-
ных действий. 
Кроме того, используются традиционные 
методы, такие как: синхронный удаленный вы-
зов процедур; асинхронный запрос/ответ; пере-
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адресация запросов; обмен сообщениями; орга-
низация очередей; диалоги и т. д. 
Как правило, процесс управления начинается 
с получения сообщений о неполадках, после 
чего определяется место неисправности. Тра-
диционные решения СУИ собирают массу све-
дений о событиях в ИТИ, но при этом сложно 
определить приложения или транзакции, по-
страдавшие в результате неисправности. В 
масштабных ИТИ, содержащих тысячи серве-
ров, большое количество коммутаторов и БД, 
очень сложно определить причины невыполне-
ния отдельной транзакции. Непрохождение 
транзакции легко обнаруживается на стороне 
пользователя, а администратору необходимо 
связать события в ИТИ с проблемами конкрет-
ной транзакции. Пользователь должен связать-
ся с администратором и сообщить ему о про-
блемах с определенной транзакцией. Решение 
такой задачи традиционными методами пред-
ставляет собой достаточно трудоемкую задачу. 
В таких случаях весьма перспективным являет-
ся применение ПО управления производитель-
ностью приложений (APM) [23, 24], призванное 
обнаруживать и устранять проблемы до того, 
как они проявятся у конечного пользователя. 
Системы APM учитывают все аспекты кон-
троля работоспособности и эффективности 
приложений, в том числе следят за восприятием 
работы приложения конечным пользователем 
(QoE). В последнем случае отслеживаются 
транзакции и контролируется время отклика 
серверов приложений. Если оно абнормально, 
то предпринимаются действия по восстановле-
нию эффективности работы приложения. От-
слеживание отдельных транзакций позволяет 
уменьшить количество проверяемых элементов 
ИТС, ограничиваясь только компонентами, за-
действованными при выполнении транзакции. 
После определения задействованных элементов 
производится эффективный поиск причины 
неполадки. 
Отслеживание отдельных транзакций в APM 
является большим прогрессом в управлении 
приложениями [23]. Такой подход позволяет 
существенно сократить количество серверов и 
сетевого оборудования, работоспособность ко-
торого анализируется для выявления причины 
понижения эффективности работы бизнес-
приложения. Система APM, собирая данные из 
разных источников, может установить корреля-
цию между компонентами ИТС и бизнес-
сервисами [24]. 
Объекты управления III-го иерархическо-
го уровня ИТИ. К уровню универсальных сер-
висов отнесены интернет-сервисы, а также те-
лекоммуникационные сервисы, используемые 
внутри любого предприятия, независимо от 
характера бизнеса. Сильное различие функций, 
выполняемых этими сервисами, делает невоз-
можным создание единственного метода мони-
торинга работоспособности и управления каче-
ством предоставления этих сервисов. Особен-
ности каждого из сервисов и уникальность 
набора свойств и параметров качества затруд-
няют их классификацию для последующего 
выбора методов управления. Обычно сервисы 
III-го уровня разделяются на интерактивные, 
оперативного и отложенного прочтения.  
Наиболее распространенными и универсаль-
ными являются сервисы, которые можно отне-
сти к группе сервисов отложенного прочтения, 
отличающиеся достаточно высокой требова-
тельностью к ресурсам серверов и ТКС. Харак-
терной особенностью этих сервисов является 
то, что запрос и получение информации суще-
ственно разнесены во времени. Примером тако-
го типа сервисов является электронная почта – 
самый распространенный интернет-сервис. 
Задачи, которые решаются при управлении 
электронной почтой: создание учетной записи; 
фильтрация электронной почты для удаления 
нежелательной корреспонденции и вирусов; 
управление полномочиями; распределение ре-
сурсов электронной почты по нескольким фи-
зическим серверам; обеспечение надежности 
хранения данных на серверах путем синхрони-
зации; предотвращение перегрузки серверной 
инфраструктуры системы электронной почты. 
Основные задачи мониторинга электронной 
почты: обнаружение и предотвращение несанк-
ционированного доступа; выявление массовых 
рассылок рекламного и вирусного характера; 
мониторинг нагрузки серверов электронной 
почты; мониторинг трафика электронной по-
чты. 
Другим распространенным сервисом являет-
ся VoIP, обеспечивающий передачу голосовых 
сигналов в сетях с протоколом IP. Технология 
VoIP позволяет создавать системы корпоратив-
ной IP-телефонии без значительных финансо-
вых затрат с предоставлением большого коли-
чества сервисных функций. 
При управлении VoIP осуществляется: 
настройка и эффективное управление ресурса-
ми сети для работы с голосовыми вызовами; 
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контроль прохождения голосовых сообщений 
по разным маршрутам; управление трафиком; 
определение нагрузок в сети и решение про-
блем, например, путем увеличения полосы про-
пускания в конкретном сегменте сети; обработ-
ка прерванных вызовов; контроль параметров, 
влияющих на качество голосового обмена; 
оценка качества передачи данных; составление 
отчетов с данными анализа схем вызовов, обзо-
ра трафика и пр. Мониторинг VoIP включает в 
себя: получение подробной информации о каж-
дом вызове; контроль загруженности сети для 
контроля качества передачи голоса; накопление 
данных истории производительности для ана-
лиза причин ухудшения качества сервиса; от-
слеживание изменений параметров, влияющих 
на качество передачи данных; фиксация каче-
ства текущих разговоров.  
Сервис FTP обеспечивает обмен файлами 
между компьютерами, работающими в сетях 
TCP/IP. Управление сервисом FTP подразуме-
вает: распределение прав доступа к файлам; 
учет и контроль трафика по пользователям, 
группам, интерфейсам, блокам адресов, време-
ни и др. Мониторинг FTP включает в себя зада-
чи: получение детальной информации об от-
дельном соединении; составление отчетов о 
производительности; проверка готовности пор-
тов. 
Объекты управления II-го иерархическо-
го уровня ИТИ. Повысить эффективность вы-
полнения бизнес-процессов можно путем выде-
ления дополнительных вычислительных ресур-
сов критичным приложениям, что позволит 
выполнить критерий (5). Реализация управле-
ния, связанная с перераспределением ресурсов 
между приложениями, осуществляется на уров-
не вычислительных ресурсов. Модели и методы 
распределения ресурсов при дефиците и из-
лишке ресурсов рассмотрены в работах [18–20, 
25]. 
К объектам управления этого уровня отно-
сятся серверное оборудование, системы хране-
ния данных, ПК пользователей, вспомогатель-
ное оборудование и пр. 
При управлении вычислительными ресурса-
ми решаются следующие задачи: учет всех ре-
сурсов (программно-технического обеспечения 
серверов, включая информацию о технических 
характеристиках и учетных параметрах), а так-
же их администраторов и пользователей (как 
людей, так и приложений); мониторинг состоя-
ния распределенных ресурсов; мониторинг 
производительности серверов и систем хране-
ния, сбор статистики, генерация отчетов о 
функционировании ресурсов; анализ работы 
ресурсов; администрирование и управление 
отдельными ресурсами и их комбинациями, 
рассредоточенными ресурсами; контроль до-
ступа, распределение и перераспределение ре-
сурсов; учет использования ресурсов, а также 
расчет финансовых характеристик, например, 
вычисление стоимости хранения данных; про-
ведение технического обслуживания. 
Обычно администраторы управляют ресур-
сами, контролируя превышение пороговых зна-
чений таких показателей, как коэффициент за-
груженности сервера или время отклика на за-
просы конечного пользователя. 
Объекты управления I-го иерархического 
уровня ИТИ. Объектами управления этого 
уровня являются сетевые элементы и коммуни-
кационные технологии. 
При управлении на уровне сетевого взаимо-
действия обеспечивается: автоматическое по-
строение топологии сети; мониторинг событий 
и последующее определение работоспособно-
сти сетевых устройств; управление сетевыми 
ресурсами для повышения надежности работы 
сетевых компонентов, уменьшения времени 
простоя и улучшения производительности кор-
поративной сети; учет загруженности каналов 
связи c фиксацией перегрузок сети; сбор стати-
стики использования ресурсов ТКС и генерация 
отчетов; управление пользовательским трафи-
ком; управление гетерогенными сетями и теле-
коммуникационными сервисами, включающее 
в себя управление: производительностью, 
устранением неисправностей, конфигурацией, 
учетом и безопасностью. 
Управление ИТ-подразделением. Эффек-
тивное функционирование ИТС не может быть 
осуществлено без эффективного управления 
ИТ-подразделением. При управлении ИТ-
подразделением решаются следующие задачи: 
автоматизация управления ИТС; обработка за-
просов на ИТ-услуги; управление введением 
новых услуг; управление расчетами; поддержка 
пользователей и пр. 
Управление ИТС в целом. Для эффектив-
ной работы предприятия необходимо обеспе-
чить согласованную работу большого количе-
ства разнородных составляющих ИТС. Для ав-
томатизации управления ИТС требуется инте-
грация слабо связанных приложений, решение 
проблем перехода от управления отдельными 
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сетями, компьютерными системами и приложе-
ниями к комплексному, процессно-ориентиро-
ванному управлению ИТС в целом. Создание 
системы интегрированного управления, охва-
тывающей все четыре уровня ИТИ, требует 
решения множества сложных задач. 
При управлении ИТС решаются следующие 
задачи: интегрированное управление всеми 
приложениями, работой ФПС и ТПС АСУ, а 
также функционированием ТКС, адаптируемое 
к реальной ситуации в АСУ и учитывающее 
значимости приложений, доступность и объем 
ресурсов, сложившуюся ситуацию в ТКС и пр.; 
централизация управления с обеспечением вза-
имодействия между отдельными СУ; генерация 
отчетов о функционировании ИТС; поддержа-
ние и пополнение базы знаний СУИ для предо-
ставления данных, необходимых при выполне-
нии функций управления; управление каче-
ством услуг; организация сквозного процесса 
управления ИТИ от сбора информации о работе 
объектов управления I-го и II-го уровней до 
трансформации в качество услуг; корреляции 
событий, происходящих в ИТИ; анализ влияния 
сбоев на I–III-м уровнях на качество ИТ-услуг 
IV-го уровня для бизнес-процессов; прогноз 
параметров функционирования ИТС и качество 
предоставляемых ИТ-услуг; управление устра-
нением неисправностей; моделирование и ана-
лиз работы ИТС; автоматизация процессов вне-
сения изменений (с сохранением правил досту-
па к ресурсам), которые должны быть сделаны 
для достижения заданного качества предостав-
ляемых ИТ-услуг; управление модернизацией 
ИТС с решением задач автоматизации принятия 
решений по модернизации технического и про-
граммного обеспечения ИТС с учетом инфор-
мации о прогрессивных ИТ, данных о произво-
дителях и поставщиках, о сравнительных тех-
нических и экономических характеристиках 
решений; автоматизация процессов контроля, 
оптимизации и управления поставкой и вводом 
в эксплуатацию нового технического и про-
граммного обеспечения. 
Что касается существующего ПО управления 
ИТ на всех четырех уровнях и ИТИ в целом, то 
необходимо отметить следующее. Для управле-
ния объектами II-го уровня существует боль-
шое количество как фирменных, так и универ-
сальных решений управления. Вопросы управ-
ления элементами ИТС и сетью проработаны 
очень хорошо, вплоть до создания систем авто-
матического управления некоторыми сетями на 
канальном и физическом уровнях модели OSI. 
Кроме того, существует большое количество 
ПО, осуществляющего мониторинг и управле-
ния локальными и глобальными сетями. В тео-
рии и на практике хорошо проработаны вопро-
сы управления ИТ-подразделением как бизнес-
структурой с предложением большого количе-
ства метрик [26] для оценки эффективности 
работы ИТ-департамента. Плохо проработаны 
вопросы управления на IV-м уровне. Так, пер-
спективное APM находится в зачаточном со-
стоянии и на рынке представлено незначитель-
ное количество ПО этого сегмента с ограни-
ченным функционалом. Недостаточно детально 
проработан вопрос управления ограниченными 
ресурсами корпоративных ИТС с учетом важ-
ности бизнес-процессов и эффективного управ-
ления ресурсами ЦОД. Практически отсут-
ствуют работы и инструментарий управления 
всеми уровнями ИТИ в комплексе или осу-
ществляющие интеграцию механизмов и ин-
струментария управления отдельными уровня-
ми. 
 
Категории функций, команд и методов 
управления 
 
ИТИ имеет явно выраженную иерархиче-
скую структуру (см. рис. 1), поэтому для управ-
ления таким сложным и громоздким объектом 
управления соответствующие средства управ-
ления также целесообразно строить по иерар-
хическому принципу. Для этого необходимо 
рационально распределить функции управле-
ния и осуществить соответствующую диффе-
ренциацию команд управления, предварительно 
выделив иерархические уровни управления. 
Иерархических уровней управления может 
быть больше или меньше, чем уровней ИТИ, 
кроме того иерархические уровни управления 
могут не совпадать с иерархическими уровнями 
ИТИ. В настоящее время превалирует подход, 
рассматривающий в тесной взаимосвязи управ-
ления аппаратно-программными средствами 
компонентов уровня вычислительных ресурсов 
и уровня сетевого взаимодействия. Это подра-
зумевает, что команды управления сетевым 
оборудованием и серверами будут относится к 
одной категории, несмотря на то, что эти ком-
поненты относятся к разным уровням иерархи-
ческой структуры ИТИ. В системах сетевого 
управления принято использовать иерархиче-
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скую модель управления сетью в виде трех 
уровней управления – сервисами, сетью и сете-
выми элементами [27]. Однако, такого количе-
ства уровней недостаточно для управления 
ИТИ. 
Множество Uˆ  выполняемых СУИ команд 
управления, множество Mˆ  методов управле-
ния, а также все функции Fˆ  и сервисы управ-
ления, которые реализуются, предоставляются 
и используются в СУИ, целесообразно разде-
лить на четыре категории (см. табл. 1) – управ-
ления ИТС, приложениями, ресурсами и эле-
ментами. 
Иерархия, приведенная в табл. 1, создана с 
учетом иерархии ОМУ, в основе которой лежат 
базовые ОМУ, которыми являются ОМУ ИТИ, 
имеющие IP-адрес. Команды управления эле-
ментами ˆэU  предназначены прежде всего для 
управления базовыми ОМУ. Состояние базово-
го ОМУ оказывает влияние на состояние выше-
расположенных по иерархии ОМУ. В то же 
время ОМУ, составляющие базовые объекты, 
влияют на состояние только данного базового 
ОМУ, а команды управления этими составля-
ющими ОМУ относятся к категории команд 
управления элементами. 
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ФПС и ТПС, распреде-
ленные и сосредоточен-
ные приложения, ИТ-
сервисы, отдельные типы 
ИТ и ТКС 
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доточенными приложени-
ями и их взаимодействием, 
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Информационно-вычис-
лительные ресурсы, ТКС, 
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ных, фрагменты ФПС и 
ТПС, сетевой трафик, 
потоки 
Управление уровнями вы-
числительных ресурсов и 
сетевого взаимодействия в 
целом; компонентами ФПС 
и ТПС; доступом пользова-
телей к ресурсам и служ-
бам 
Управление распределени-
ем ресурсов ИТС, инициа-
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рация, поиск и устранение 
неисправностей 
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Все команды управления образуют множе-
ство Uˆ  команд управления 
 ˆ ˆ ˆ ˆ ˆ{ , , , }с п р эU U U UU , (6) 
где ˆ ˆ ˆ ˆ, , ,с п р эU U U U  – соответственно множества 
команд управления, соответственно, ИТС, при-
ложениями, ресурсами и элементами. 
Управление осуществляется с помощью ме-
тодов управления, которые образуют множе-
ство  
 ˆ ˆ ˆ ˆ ˆ{ , , , }с п р эM M M MM , (7) 
где ˆ ˆ ˆ ˆ, , ,с п р эM M M M  методы управления, соот-
ветственно, ИТС, приложениями, ресурсами и 
элементами 
К категории функций и команд управления 
ИТС относятся функции множества ˆcˆF F  и 
команды управления множества ˆсU , обеспечи-
вающие поддержание функционирования ИТС 
и АСУ в соответствии с заданным регламентом, 
и услуги СУИ, которые предоставляются адми-
нистраторам и пользователям ИТС. К этой ка-
тегории относятся команды управления бизнес-
процессами ИТ-подразделения и организаци-
онное управление ТКС, а также политики 
управления. Команды ˆсU  управляют крупными 
компонентами ИТС (например, ИТС централь-
ного офиса, региональными ИТС) и взаимодей-
ствием между этими компонентами. Функции 
управления cˆF  этой категории могут реализо-
вываться путем выработки соответствующих 
политик управления. Для управления исполь-
зуются методы из множества ˆ сM . 
Множество ˆпU  составляют команды управ-
ления: ФПС и ТПС; распределенными и сосре-
доточенными приложениями; ИТ-услугами 
уровней бизнес-приложений и универсальных 
сервисов с обеспечением требуемого качества 
обслуживания; взаимодействием между рас-
пределенными приложениями; услугами, 
предоставляемыми распределенными ресурса-
ми или сервисами; совместным функциониро-
ванием нескольких приложений; отдельными 
типами ТКС. 
Команды из множества ˆ рU  управляют: уров-
нями вычислительных ресурсов и сетевого вза-
имодействия в целом; компонентами ФПС и 
ТПС; доступом к информационным и телеком-
муникационных ресурсам, службам, телесерви-
сам. К этой категории относятся функции 
управления ˆрF  отдельными ЛВС и сервисы, 
которые предоставляются ЛВС или доступны 
через ЛВС. Команды управления ˆ рU  обеспечи-
вают взаимодействие распределенных компо-
нентов услуг и управляют удаленным доступом 
пользователей к ресурсам ИТС. 
Реализация функций ˆэF  осуществляется по-
средством команд множества ˆэU , управляющих 
такими элементами ИТИ, как серверы, рабочие 
станции пользователей, оборудование ТКС, 
вспомогательное оборудование, операционные 
системы. 
На каждом из уровней могут быть использо-
ваны различные методы из Mˆ , средства, про-
токолы и приложения управления. Реализация 
команд вышерасположенного уровня, как пра-
вило, осуществляется путем формирования 
наборов команд нижележащих уровней 
 ˆ ˆ ˆ ˆс п р эU U U U   . (8) 
Каждый уровень должен быть реализован не 
просто отдельной СУ, а представлять собой 
часть интегрированной платформы управления, 
позволяющей наращивать как собственные 
возможности, так и легко включать в себя дру-
гие СУ, разработанные специально для реше-
ния определенных задач. Например, на нижнем 
уровне может быть осуществлено подключение 
СУ сетевыми устройствами, разработанными 
производителями сетевого оборудования. На 
вышерасположенных уровнях может использо-
ваться ПО, специально созданное для управле-
ния конкретными СУБД, серверами приложе-
ний или СУ предприятием. 
Команды управления всех категорий приме-
няются для реализации общих процессов 
МАУОП. Команды могут вырабатываться уни-
версальными механизмами, алгоритмами и 
протоколами либо администраторами. Напри-
мер, функции управления, определенные для 
телекоммуникационных систем стандартом 
Х.700 и включающие управление: устранением 
неисправностей, учетом, конфигурацией, про-
изводительностью и безопасностью, могут быть 
реализованы командами управления всех четы-
рех уровней, но с учетом специфики управляе-
мых ОМУ. 
Для решения задач МАУОП может быть ис-
пользовано ПО СУ, номенклатура которого 
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определяется характером бизнеса, масштабом 
предприятия, используемым оборудованием, 
ИТ и пр. Так функции мониторинга и управле-
ния на I-II-м уровнях и ряд функций на III-м 
уровне иерархии ИТИ могут выполняться уни-
версальными СУ, такими как HP Operations 
Manager, IBM Tivoli, Microsoft System Center 
Operations Manager (SCOM) и др., или же СУ, 
разработанными и поставляемыми производи-
телями ресурсов, например, Oracle, или разра-
ботчиками решений в одной из функциональ-
ных областей ИТ. 
Самые сложные задачи управления решают-
ся посредством функций управления из мно-
жеств сˆF  и ˆпF , реализуемых путем выполнения 
команд управления ˆсU  и ˆпU . Централизация 
управления распределенными приложениями, 
ресурсами, функциональными и др. подсисте-
мами АСУ и ИТС с целью поддержания их 
корректной совместной работы, направленной 
на обеспечение максимальной эффективности 
бизнес-процессов предприятия, предполагает 
автоматизацию решения множества проблем из 
функциональных областей управления ИТИ. 
При этом фактически безграничная сфера при-
менения и деятельности АСУ и ИТС, а также 
многообразие используемых в них технологий, 
ресурсов, оборудования, приложений и пр., 
осуществляющих поддержку множества биз-
нес-процессов, делают невозможным создание 
единой универсальной СУ абсолютно всеми 
АСУ или ИТС. Поэтому целесообразно разра-
батывать СУИ, областью применения которых 
являются достаточно широкие классы АСУ и 
ИТС с родственной функциональностью, име-
ющие в своем арсенале средства, обеспечива-
ющие взаимодействие между отдельными СУ и 
характеризующиеся простотой наращивания 
функциональности. 
В настоящее время отсутствует ПО, покры-
вающее весь функционал управления Fˆ . Из 
такой ситуации возможны два выхода: разра-
ботка оригинального ПО управления ИТИ или 
закупка ПО, решающего отдельные задачи 
управления или части задач, с их последующей 
интеграцией в пакет ПО СУИ. 
Модель процесса управления ИТС 
Расширенная базовая модель ИТИ, раскры-
вающая модель на рис. 2 и иллюстрирующая 
процесс выбора команд управления, приведена 
на рис. 3. 
На вход ИТС поступает поток запросов Q , в 
результате которого на выходе ИТС создается 
поток результатов R . Информация о значениях 
параметров, характеризующих свойства потока 
запросов Q  и показателей потока результатов 
R , в виде потоков значений q  и r , соответ-
ственно, поступают в СУИ. На ИТС воздей-
ствуют возмущающие воздействия  , некото-
рые параметры которых могут фиксироваться 
СУИ (на рис. 3 не показано). В СУИ анализиру-
ется поток данных S  о состоянии ОМУ ИТС, а 
также потоки q  и r , в результате чего выраба-
тывается поток команд управления U , посту-
пающий на ИТС для поддержания параметров 
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Рис. 3. Расширенная базовая модель ИТИ 
Поскольку поток данных о состоянии ОМУ 
S  содержит сведения об ОМУ ,i jO , ∀ 1, ji I , 
1,j J , и в СУИ реализована иерархия команд, 
причем выработка команд верхних уровней 
влечет за собой выбор команд нижних уровней, 
поток команд управления U  будет состоять из 
суммы потоков команд в общем случае всех 
категорий управления 
 с п р эU U U U       U , (9) 
где , , ,с п р эU U U U     – соответственно, потоки 
команд управления ИТС, приложениями, ре-
сурсами и элементами. 
Каждый из потоков команд , , ,с п р эU U U U     
вырабатывается блоком формирования команд 
БФКc, БФКп, БФКр или БФКэ, каждый из кото-
рых ориентирован на реализацию соответству-
ющих функций управления ˆ ˆ ˆ, ,с п рF F F  или ˆэF  и 
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использует соответствующие методы управле-
ния ˆ ˆ ˆ, ,с п рM M M  или ˆ эM . 
Команды выбираются из множества Uˆ  ко-
манд управления (6). 
Команды управления, формирующие поток 
U , выбираются блоками БФКc, БФКп, БФКр и 
БФКэ из множества Uˆ  на основании анализа 
данных о состояния элементов ИТС, эти дан-
ные содержатся в потоке S , и с учетом значе-
ний параметров потоков q  и r  
{ , , }   U F S q r . (10) 
Потоки команд управления нижних уровней 
вырабатываются под воздействием потоков 
команд управления вышерасположенных уров-
ней (8) 
 с п р эU U U U      ,  
при этом дополнительно учитывается состоя-
ние всех ОМУ ,i jO  ∀ 1, ji I , 1,j J . 
Таким образом, поток команд вышерасполо-
женных уровней инициирует дополнительный 
поток команд нижерасположенных уровней 
иерархии. В то же время команды из множества 
ˆ эU  могут вырабатываться самостоятельно, как 
реакция СУИ на состояние ОМУ ИТИ.  
 
Понятие логического объекта мониторинга 
и управления 
Предлагаемую концепцию управления ИТИ 
с выделением общих процессов МАУОП мож-
но успешно и эффективно реализовать тогда, 
когда процессы МАУОП будут оперировать 
с универсальными ОМУ, не зависящими от ка-
тегории управления. В качестве таких ОМУ 
предлагается использовать логические ОМУ. 
ЛОУ – универсальное и обобщенное понятие, 
элемент логической модели ИТИ, основная 
функциональная единица представления эле-
ментов и ресурсов ИТИ в СУИ, в которой ин-
капсулированы те свойства и состояния эле-
ментов ИТИ, которые имеют отношение к про-
цессам управления ИТИ. Таким образом, 
ЛОУ – это абстрактное представление инфор-
мационно-вычислительных ресурсов и компо-
нентов ИТИ, которые проявляют свои свойства 
в целях и с точки зрения управления ИТИ. ЛОУ 
специфицируется в понятиях параметров, атри-
бутов и их принадлежности, выполняемых над 
ними действий, выдаваемых ими сообщений, 
их взаимосвязей и взаимоотношений с другими 
ЛОУ [3, 14]. Относительно ЛОУ определяются 
набор функций и параметры мониторинга, 
функции и команды управления, методы оцен-
ки состояния и механизмы выявления неис-
правностей. Свойства, наиболее значимые 
с точки зрения мониторинга и оценки элемен-
тов ИТИ, составляют набор параметров ЛОУ. 
В СУИ ЛОУ могут быть взаимосвязаны и ас-
социированы не только с РОУ, но и с функция-
ми, состояниями процессов деятельности, си-
стемами и подсистемами АСУ, процессами дея-
тельности, бизнес-процессами и пр. а также с 
взаимосвязями в ИТИ, физическими соедине-
ниями и людьми – администраторами и другим 
персоналом, принимающими участие 
в управлении ИТИ. В этом случае ЛОУ являет-
ся моделью РОУ, отражающей те его свойства, 
которые относятся к управлению ИТИ. Также в 
качестве ЛОУ могут выступать абстрактные 
объекты, не имеющие РОУ, введенные в ин-
формационную модель, например, для обобще-
ния информации мониторинга нескольких 
ЛОУ. 
Модель ИТИ имеет иерархическую структу-
ру, поэтому с точки зрения процессов МАУОП 
структуру ИТИ и связи ЛОУ удобно представ-
лять в виде иерархического графа или совокуп-
ности графов, узлами которого являются ЛОУ, 
а связи отображают функциональные зависи-
мости. При этом иерархических уровней ЛОУ 
может быть гораздо больше, чем уровней ИТИ, 
и каждому из уровней логической модели ИТИ 
может соответствовать несколько уровней 
иерархии ЛОУ. Каждый ЛОУ содержит сведе-
ния о конфигурации и текущем состоянии от-
дельного РОУ ИТИ. Свойства, наиболее значи-
мые с точки зрения мониторинга и оценки эле-
ментов ИТИ, составляют набор параметров 
ЛОУ. Классификацию ЛОУ целесообразно 
производить с учетом классификации РОУ, по-
скольку ЛОУ однозначно связаны с РОУ. 
Каждый компонент ИТИ всех уровней 
иерархии содержит собственное дерево ЛОУ, 
листья которого – сенсорная часть в виде раз-
личных датчиков, а остальные вершины – роди-
тельские ЛОУ (рис. 4). 
Только одна вершина ориентированного 
графа i-го, 11,i I  ЛОУ Li,j, j-го иерархического 
уровня, ассоциированного с РОУ Ri,j, имеет ну-
левую степень захода. Все дочерние ЛОУ дере-
ва ЛОУ Li,j являются самостоятельными объек-
тами, которые могут выступать родительскими 
для дочерних ЛОУ.  
Представление элементов ИТС в виде ЛОУ 
основывается на следующих основных положе-
ниях: 
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 Рис. 4. Пример дерева зависимостей между ЛОУ с корнем Li,j 
– любой составной элемент ИТС можно 
представить в виде ЛОУ. При этом ЛОУ инкап-
сулирует в себя основные свойства, характери-
стики и параметры этого элемента; 
– ЛОУ – единый объект, состоящий из мно-
жества связанных друг с другом элементов, 
представляющих собой определенное целост-
ное образование; 
– ЛОУ нижнего уровня является составной 
частью ЛОУ смежного вышерасположенного 
уровня; 
– все ЛОУ имеют единые интерфейсы мони-
торинга и управления; 
– добавление нового элемента в ИТС соот-
ветствует добавлению нового ЛОУ; 
– функционирование подсистем ИТС пред-
ставляется функционированием и взаимодей-
ствием составляющих их ЛОУ; 
– ЛОУ имеет набор функций и параметров, 
которые обеспечивают его связь с РОУ, свой-
ства которого он инкапсулирует; 
– для ЛОУ определяется набор функций мо-
ниторинга и управления и методы оценки со-
стояния; 
– ЛОУ имеет набор функций и параметров, 
которые обеспечивают его связь с другими 
ЛОУ. 
Такой подход позволяет использовать общие 
универсальные методы работы СУИ с ЛОУ, а 
также единый метод или несколько универ-
сальных методов для оценки состояния ЛОУ и, 
соответственно, РОУ. 
Использование ЛОУ в СУИ позволит расши-
рить сферу применения парадигмы объектно-
ориентированного управления, которое в 
настоящее время часто применяется для управ-
ления сетями, на управление элементами и под-
системами ИТИ. При этом под объектно-
ориентированным управлением ИТИ понимает-
ся управление, основанное на представлении 
ИТС в виде множества взаимосвязанных и вза-
имодействующих, адресуемых и управляемых 
ОМУ, характеризуемых: частотой опроса, по-
роговыми значениями параметров, совокупно-
стями событий, вызывающих сигнальные со-
общения. 
При работе СУИ с ЛОУ целесообразно за-
действовать агентскую технологию [3, 9]. 
Агенты устанавливаются на РОУ, но с РОУ или 
ЛОУ не ассоциированы. Агент собирает данные 
от одного или нескольких РОУ или ЛОУ, обра-
батывает их и передает обобщенную информа-
цию в сервер СУИ. Получая обобщенные ко-
манды от сервера СУИ, агент осуществляет 
управление ЛОУ или РОУ. Каждый агент рабо-
тает в отдельном регионе, принимает и испол-
няет команды от сервера СУИ. Независимо от 
расположения, каждый РОУ может обслужи-
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ваться только одним ЛОУ или агентом, а для 
удаленной работы с РОУ могут создаваться его 
копии на других агентах. В таких случаях ко-
пии выступают заместителями РОУ и переад-
ресовывают ему все обращения. 
При использовании агентской технологии 
совместно с ЛОУ существенно снижается сете-
вой трафик СУИ по сравнению с СУИ, которые 
непосредственно взаимодействуют с РОУ (см. 
рис. 5). 
Кроме уменьшения накладных сетевых рас-
ходов работа СУИ с ЛОУ имеет и другие пре-




Сравнение объемов потоков данных и управления при работе СУИ с РОУ и ЛОУ 













Для работы с РОУ разных типов СУИ долж-
на поддерживать большой набор протоколов и 
методов мониторинга и управления. При этом 
обработка данных осуществляется в сервере 
СУИ. При работе СУИ с ЛОУ может быть ис-
пользован универсальный инструментарий для  
широкого класса используемых типов РОУ, 
который можно будет задействовать для работы 
с новыми типами РОУ. 
Предлагаемая концепция управления ИТИ 
ориентирована на применение агентского под-
хода [28–32] при проведении мониторинга и 
дистанционного управления аппаратно-
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программными ОМУ ИТИ. В этом случае в 
РОУ встраиваются программные агенты СУИ. 
 
Механизм взаимосвязи РОУ и ЛОУ 
 
ЛОУ – это объект данных СУИ, который 
может быть сконструирован и сконфигуриро-
ван администратором посредством клиентского 
инструментария СУИ и сохранен в БД. ЛОУ 
фиксируют определенные части ИТС и позво-
ляют прикладывать к ним управляющие воз-
действия. РОУ могут иметь любую структуру, 
отличную от внутренних структур данных 
СУИ. ЛОУ не является моделью в чистом виде, 
используемой только для моделирования про-
цесса управления, скорее наоборот, ЛОУ сами 
по себе не позволяют проводить симуляцию 
реальных событий. ЛОУ является представле-
нием РОУ внутри СУИ, унифицированным ин-
терфейсом, с которым могут работать механиз-
мы оценки состояний и управления, а также 
администраторы СУИ. 
Для связи ЛОУ и РОУ целесообразно ис-
пользовать предлагаемый механизм DALL-
функций (Dynamic Auto Link Library – динами-
чески связываемые библиотеки), основанный 
на рефлексии типов. Посредством DALL-
функций производится мониторинг параметров 
и состояния РОУ и осуществляется воздействие 
на них. DALL-функции являются передаточ-
ными звеньями при взаимодействии ЛОУ и 
РОУ. Путем вызова соответствующих DALL-
функций мониторинга, производится синхрони-
зация состояния ЛОУ с состоянием РОУ, а в 
случае оказания на ЛОУ управляющих воздей-
ствий, эти воздействия передаются РОУ путем 
вызова соответствующих управляющих DALL-
функций. 
Механизм DALL-функций предоставляет 
инструментарий для расширения функционала 
и возможностей СУИ, а также интеграции с 
внешними СУ без внесения изменений в про-
граммную реализацию СУИ, что делает СУИ 
универсальной и позволяет применять ее для 
решения широкого спектра задач управления 
ИТИ. Кроме того, абстрактность DALL-
функций по отношению к СУИ является их 
главным достоинством, так как позволяет 
наращивать количество типов РОУ, с которыми 
может взаимодействовать СУИ, только путем 
добавления новых DALL-функций и соответ-
ствующего конфигурирования системы, без 
внесения изменений в программную реализа-
цию самой СУИ. Таким образом, посредством 
механизма DALL-функций можно осуществ-
лять взаимодействие СУИ с практически лю-
быми внешними ИТ-системами и объектами. 
Математически DALL-функция является 
функцией, которая принимает кортеж от ЛОУ 
из n параметров и возвращает кортеж из m зна-
чений от РОУ 
 1 2 1 2:( , , ..., ) ( , , ..., )n mf a a a b b b . (11) 
Таким образом, параметры, с которыми опе-
рирует каждый ЛОУ, можно разделить на две 
группы: параметры , 1,ha h n , которые пере-
даются в DALL-функции, и параметры 
, 1,zb z m , значения которых являются резуль-
татом выполнения DALL-функций. 
DALL-функции не являются чистыми функ-
циями, т. е. функциями, не обладающими по-
бочными эффектами и всегда возвращающими 
одинаковый результат для одинаковых пара-
метров, поскольку результат их работы зависит 
от времени выполнения и конкретного РОУ, с 
которым взаимодействует данная функция. 
Например, запустив функцию мониторинга в 
один момент времени на разных серверах мож-
но получить разные результаты. Поэтому 
функция (11) имеет вид 
 , 1 2 1 2:( , , , , ..., ) ( , , ..., )i j n mf t X a a a b b b , (12) 
где t – текущий момент времени, ,i jX  – состоя-
ние i-го РОУ Ri,j j-го уровня иерархии, для ко-торого производится вызов функции. 
Данные параметры можно определить во 
время выполнения функции, но невозможно 
указать явно. Повлиять на них можно только 
косвенно, указав РОУ, с которым функции сле-
дует взаимодействовать, а также указав время 
или частоту вызова функции. 
DALL-функции используются не только для 
мониторинга состояния РОУ Ri,j, но и для ока-зания управляющих воздействий, поэтому в 
механизм DALL-функций заложена возмож-
ность создания побочных эффектов [33]. 
DALL-функция (12), выполняющая функции 
управления, имеет вид 
 , 1 2
, 1 2
:( , , , , ..., )
( , , , , ..., )
i j n
i j m
f t X a a a
t X b b b

  , (13) 
где ∆t – время выполнения функции, ,i jX   – со-
стояние РОУ Ri,j после выполнения функции. 
Каждая DALL-функция kf  из множества 
функций { }kf  может осуществлять взаимодей-
ствие с определенным множеством РОУ { }lR , 
содержащим РОУ, соответствующие единому 
шаблону ОМУ, например, «коммутаторы». 
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DALL-функция выбирает конкретный РОУ из 
множества { }lR , доступного данному агенту А 
, , ,( , { }, )i j i j l i jR R R R A  , на основании значений 
входных параметров, идентифицирующих дан-
ный РОУ Ri,j. При выборе используются опре-деленные критерии, задаваемые разработчика-
ми конкретной DALL-функции. Кроме того, 
DALL-функция может одновременно взаимо-
действовать с несколькими разными РОУ. Каж-
дый ЛОУ посредством одной или нескольких 
DALL-функций может взаимодействовать с 
одним или несколькими РОУ, либо его взаимо-
действие будет ограничиваться только другими 
ЛОУ. 
Входные параметры , 1,ha h n  DALL-
функции делятся на конфигурационные 
, 1,lc l k  и управляющие , 1,pd p v . С помо-
щью конфигурационных параметров , 1,lc l k  
производится выбор РОУ для взаимодействия, 
они устанавливается на этапе конфигурирова-
ния СУИ и определяют привязку ЛОУ к РОУ. 
Управляющими параметрами задаются управ-
ляющие воздействия и их значения могут изме-
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и получим следующее описание DALL-
функции:  
 1 1: ( , , ,..., , ,..., ) ( , , ,..., ).k v i mf t X c c d d t X b b   (15) 
Например, если РОУ является сетевая карта 
сервера, а задача СУИ заключается в ограниче-
нии генерируемого трафика при возникновении 
перегрузок в сети, то при взаимодействии с 
РОУ соответствующий ЛОУ будет использо-
вать две DALL-функции: мониторинга – f1 и 
управления – f2. DALL-функции f1 и f2 могут 
взаимодействовать с множеством серверов, 
маршрутизаторов и ПК, поэтому для идентифи-
кации конкретного РОУ в качестве входного 
конфигурационного параметра с1 DALL-
функций f1 и f2 будет использоваться IP-адрес 
сервера. Функция f1 возвращает значение теку-
щей допустимой скорости передачи данных 
через сетевую карту (b1), а функция f2 принима-
ет значение максимальной скорости обмена 
данными (d1) и, соответственно, меняет состоя-
ние сетевой карты сервера на (ܺᇱ). Таким обра-






— текущее ограничение скорости;






DALL-функции ЛОУ с учетом параметров 
(16) будут иметь вид: 
 1 1 1
2 1 1
: ( , , ) ( , ),
: ( , , , ) ( , ).
f t X c t b
f t X c d t X
 
   (17) 
Основное преимущество применения DALL-
функций проявляется в том, что они предостав-
ляют открытую, модульную архитектуру, поз-
воляющую писать функционал управления но-
выми РОУ без внесения изменений в саму 
СУИ. 
Функциональная структура СУИ 
Функциональная структура СУИ, реализую-
щей вся пять процессов МАУОП, приведена на 
рис. 6. 
В СУИ каждый из процессов МАУОП реа-
лизуется подсистемой, выполняющей соответ-
ствующие функции. Модульность структуры 
позволяет легко наращивать функционал от-
дельных подсистем без внесения существенных 
изменений в другие подсистемы, а также созда-
вать облегченные версии СУИ, выполняющие 
только часть процессов МАУОП, например, 
мониторинга и управления или только монито-
ринга, с сокращенным функционалом. Цель 
такого подхода – превратить создание СУИ из 
трудно контролируемой совокупности хаотиче-
ских действий по закупке компонентов ИТ-
управления в управляемый бизнес-процесс со-
здания интегрированной СУИ.  
Исходя из пяти процессов МАУОП, жизнен-
ный цикл управления ИТИ целесообразно рас-
сматривать как последовательное прохождение 
пяти соответствующих фаз – мониторинга, ана-
лиза, управления, оптимизации и планирова-
ния. Управление жизненным циклом позволяет 
планировать развитие ИТС, выявляя и анализи-
руя тенденции, сопоставляя их с планом разви-
тия ИТИ для выявления отклонений. При этом 
осуществляется переход к непрерывному про-
цессу управления ИТИ. 
В соответствии с функциональной структу-
рой (рис. 6) подсистемы СУИ выполняют сле-
дующие основные функции. 
Подсистема мониторинга определяет состо-
яние элементов ИТС путем сбора, измерения и 
сравнения данных с пороговыми значениями, 
формирует отчетность путем ведения журналов 
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и составления различных отчетов о функцио-
нировании ИТС и работе ИТ-подразделения, 
отображает результаты мониторинга в виде 
карт, диаграмм, информационных панелей и пр. 
с предоставлением механизмов фильтрации для 
многовариантного выбора показателей. Кроме 
того, осуществляется идентификация ресурсов 
и проблем в ИТС. 
Подсистема анализа производит анализ ре-
зультатов мониторинга состояния ОМУ. Кроме 
того, подсистема анализа задействуется при 
управлении устранением неисправностей, осу-
ществляя оценку и анализ данных, необходи-
мые для выявления проблемных областей при 
определении первопричин возникновения не-
исправностей. 
Подсистема управления выбирает управля-
ющие воздействия из множества Uˆ  в соответ-
ствии с (4) на основе политик управления с 
учетом существующих ограничений. 
Подсистема оптимизации решает задачи оп-
тимального распределения и перераспределе-
ния информационно-вычислительных и теле-
коммуникационных ресурсов ИТС. 
Подсистема планирования решает задачи 
прогноза поведения ИТС, выявления тенденций 
использования всех ресурсов ИТИ, отслежива-
ние проведения регламентных работ, планиро-
вание развития: определение динамики роста 
ИТИ, оптимизация закупок при масштабирова-
нии или модернизации ИТС, выработки поли-
тики развития и пр. 
Каждая из подсистем реализует функции для 
всех уровней иерархической модели ИТИ и 
имеет внутреннюю иерархическую структуру. 
Кроме того, каждая подсистема может содер-
жать модули, реализуемые в виде отдельных 
приложений, решающих, например, такие зада-
чи, как управление распределением ресурсов, 




Рис. 6. Функциональная структура СУИ 
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Распределение функций между компонента-
ми рассредоточенной СУИ определяется топо-
логией и масштабами ИТИ. Так, применение 
централизованной подсистемы мониторинга 
может оказаться неприемлемым из-за большого 
объема генерируемого трафика, в то время как 
использование региональных серверов СУИ и 
агентской технологии позволяет сократить тра-
фик данных мониторинга. С другой стороны, 
централизация управления сетью, вычисли-
тельными ресурсами, сервисами и приложени-
ями позволяет существенно уменьшить эксплу-
атационные расходы. 
Все особенности построения СУИ учитыва-
ются на этапе проектирования СУИ с учетом 
топологии, масштаба и назначения ИТС. 
Функциональная схема подсистемы мо-
ниторинга. Для каждого i-го, 1, ji I  ОМУ ,i jO  
j-го уровня иерархии, 1,j J  определено мно-жество 
 ( , ) ( , ) ( , ) ( , )1 2{ , ,..., }
i j i j i j i j
nP p p p , (18) 
параметров ( , )i jlp , 1,l n , которые оказывают 
существенное влияние на состояние и качество 
функционирования ОМУ ,i jO , 1, ji I , 1,j J .  
Формирование множества ( , )i jP  производит-
ся на основе анализа функционального назна-
чения ОМУ ,i jO , условий его функционирова-
ния, статистических данных о функционирова-
нии ОМУ и других факторов. Эту задачу реша-
ет администратор с использованием функцио-
нала подсистемы анализа. 
Сбор значений параметров ( , )i jlp , 1,l n , 
,i j  осуществляет подсистема мониторинга, 
функциональная схема которой приведена на 
рис. 7. 
 
Рис. 7. Функциональная схема подсистемы мониторинга 
Подсистема собирает данные, измеряет зна-







P P  (19) 
данных мониторинга. 
Текущие массивы P  накапливаются в БД и 
формируют базу данных с результатами мони-
торинга ( )P t .  
Для каждого параметра ( , ) ( , )i j i jlp P , 
1, ji I  , 1,j J , 1,l n  должны быть опреде-
лены нормативные значения ( , ) ( , )i j i jlb B , 
1,l n , 1, ji I , 1,j J , где 
 ( , ) ( , ) ( , ) ( , )1 2{ , ,..., }
i j i j i j i j
nB b b b , (20) 
множество нормативных значений параметров 
ОМУ ,i jO , 1, ji I , 1,j J . 
Относительно нормативных значений ( , )i jB  
производится определение степени снижения 
значений параметров ( , )i jP , определяющих по-
казатели эффективности функционирования 
ОМУ ,i jO , 1, ji I , 1,j J . 
Можно предложить несколько вариантов 
определения нормативных или эталонных зна-
чений параметров множества ( , )i jB  в реальной 
среде эксплуатации ОМУ ,i jO , 1, ji I , 1,j J . 
В первом случае значения ( , ) ( , )i j i jlb B , 
1,l n  определяются по результатам выполне-
ния ряда тестов после установки ОС, инсталля-
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ции ПО и оптимизационной настройки вычис-
лительной системы. После чего вычисляется 
среднее значение параметра, которое и прини-
мается нормативным для (20). 
Во втором – для определения значений в те-
чение достаточно длительного времени, кото-
рое может измеряться неделями, модуль мони-
торинга собирает данные о работе ОМУ ,i jO , 
1, ,ji I  1,j J , которые после усреднения и 
коррекции в подсистеме анализа принимаются 
администратором за нормативные. В дальней-
шем сравнение значений параметров (18) про-
изводится относительно нормативных (20). 
В третьем – ОМУ ,i jO , 1, ji I , 1,j J  са-
мостоятельно периодически запускает тестовые 
задания, накапливает статистику, по шаблонам 
определяет нормативные значения и в случае 
существенных отклонений значений (18) от (20) 
информирует СУИ. Накопленные статистиче-
ские данные могут сбрасываться или корректи-
роваться администратором ИТС. 
Кроме того, нормативные значения могут не 
измеряться, а задаваться, например, админи-
стратором СУИ на основании документов, ре-
гламентирующих требования к функциониро-
ванию определенного класса ОМУ. 
В модуле первичной обработки производит-
ся преобразование и нормирование значений 
параметров массива P . Нормирование осу-
ществляется относительно ( , ) ( , )i j i jlb B , 1,l n , 
1, ji I , 1,j J , и в БД подсистемы монито-
ринга хранятся нормированные значения изме-
ряемых параметров ( , )i jlp , 1,l n , ОМУ ,i jO , 
1, ji I , 1,j J . 
Для каждого параметра ( , )i jlp , 1,l n  каждо-
го ОМУ ,i jO , 1, ji I , 1,j J  определены поро-
говые значения ( , )i jlh , 1,l n  нормального 
функционирования, нормированные относи-
тельно нормативных значений ( , ) ( , )i j i jlb B  па-
раметров ( , )i jlp , 1,l n  ОМУ ,i jO , 1, ji I , 
1,j J . Пересечение пороговых значений, 
свидетельствующее о нештатной работе ОМУ, 
инициирует соответствующее событие, о чем 
информируется администратор СУИ. 
Множество ( , )i jH  пороговых значений пара-
метров ( , )i jP  ОМУ ,i jO , 1, ji I , 1,j J  
 ( , ) ( , ) ( , ) ( , )1 2{ , ,..., }
i j i j i j i j
nH h h h  (21) 
хранится в БД мониторинга. 
В СУИ при определении критичности значе-
ний параметров и при вынесении решений о 
состоянии ОМУ ,i jO , ∀ 1, ji I , 1,j J  целесо-
образно использовать не обычные пороги (21), 
а пороги со свойством гистерезиса [34], когда 
каждому значению ( , ) ( , )i j i jlh H , 1,l n  сопо-
ставляются два значения ( , )i jlh  и ( , )i jlh , таких, 
что 
 
( , ) ( , ) ( , )
( , ) ( , ) ( , )
Δ
Δ
i j i j i j
l l l









где ( , )i jlh  и ( , )i jlh , соответственно, положи-
тельное и отрицательное значения гистерезис-
ного порога, а ( , )Δ i jlh  и ( , )Δ i jlh  – положитель-
ное и отрицательное приращения порогового 
значения ( , )i jlh . 
При использовании традиционного порога 
изменение состояния ,i jS  ОМУ ,i jO  фиксирует-
ся при каждом пересечении порогового значе-
ния. В случае девиации состояния в зоне поро-
говых значений происходит большое количе-
ство срабатываний на выходе модуля сравнения 
данных. Каждое изменение состояния вызывает 
необходимость включения механизмов реакции 
СУИ на аномальное состояние ОМУ ,i jO  и ин-
формирования администратора СУИ о появле-
нии критичных ситуаций. 
Применение в СУИ порогов (22) со свой-
ством гистерезиса позволяет существенно 
уменьшить количество срабатываний на выходе 
модуля сравнения данных, поскольку сообще-
ние об изменении состояния выдается только 
после того, когда изменение состояния надежно 
зафиксировано. 
Функциональная схема подсистемы ана-
лиза. Анализ состояний всех ОМУ ,i jO , 
1, ji I  , 1,j J  осуществляет подсистема 
анализа, функциональная схема которой приве-
дена на рис. 8. 
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Рис. 8. Функциональная схема подсистемы анализа 
На основании (18) значений параметров 
( , )i j
lp , 1,l n  массива (19) подсистема анализа 
посредством функционала ( , )0i j  определяет 
состояние ,i jS  ОМУ ,i jO , 1, ji I   и 1,j J  
 ( , ) ( , ) ( , ) ( , ), 0 1 2{ , ,..., }
i j i j i j i j
i j nS p p p  . (23) 
Вид функционала ( , )0i j , ∀ 1, ji I , 1,j J , 
определяется в результате статистического ана-
лиза массива ( )P t  данных мониторинга, выби-
рается из соответствующего шаблона и закреп-
ляется администратором за ОМУ ,i jO , 1, ji I , 
1,j J  
 ( , )0 0 0,{ }
i j
k  F , (24) 
где 0F  – множество шаблонов функционала 
( , )
0
i j , 1, ji I , 1,j J , 0,k  1,k K  – отдель-
ный шаблон функционала ( , )0i j , 1, ji I , 
1,j J . 
Кроме оценки состояния ,i jS  ОМУ ,i jO , 
1, ji I   и 1,j J  модуль анализа определяет 
состояние ,ˆi jS  ОМУ ,i jO , влияющее на каче-
ство функционирования ОМУ ,i jO , 1, ji I ,
1,j J . 
Состояние ,ˆi jS  ОМУ ,i jO , 1, ji I   и 1,j J  
определяется посредством функционала ( , )1i j  
 ( , ) ( , ) ( , ), 1 1 2ˆ { , ,..., }
i j i j i j
i j MS s s s  , (25) 
где ( , )i jms , 1,m M  – показатель, характеризую-
щий отдельное m-е, в общем случае, комплекс-
ное свойство ОМУ ,i jO , например, производи-
тельность, надежность и др. Вопросам кодиро-
вания состояния ,ˆi jS  ОМУ посвящена работа 
[10]. 
Для связи показателей отдельных свойств 
ОМУ ,i jO  с наиболее существенными парамет-




m , 1,m M  
 ( , ) ( , 1) ( , )2, { , }
i j i j i j
m m m ms E P
  , (26) 
где ( , 1) ( , 1){ }i j i jm mE s   – множество показателей 
m-го свойства ОМУ , 1i jO  , оказывающих влия-
ние на свойство ( , )i jms , ( , ) ( , )i j i jmP P  – множество 
оригинальных параметров ОМУ ,i jO , оказыва-
ющих влияние на m-е свойство ( , )i jms  ОМУ ,i jO . 
Выбор и закрепление функционала 2,m  за 
отдельным свойством осуществляется подобно 
(24).  
Функциональная схема подсистемы оп-
тимизации. Подсистема оптимизации призва-
на решать различные оптимизационные задачи, 
возникающие при выполнении процессов 
МАУОП, прежде всего, задачи оптимального 
распределения вычислительных ресурсов ИТС, 
постановке и решению которых посвящены 
работы [17–22]. Функциональная схема подси-
стемы оптимизации приведена на рис. 9. 
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Рис. 9. Функциональная схема подсистемы оптимизации 
Подсистема оптимизации использует два 
режима работы: автоматизированный и автома-
тический. 
Инициализация запуска решения задач про-
изводится по сигналам подсистемы анализа или 
инициируется администратором СУИ. В авто-
матизированном режиме администратор выби-
рает задачу оптимизации и задает исходные 
данные. Наблюдая за ходом решения задачи, он 
может корректировать процесс получения ре-
зультата, близкого к оптимальному. Реализация 
решения производится соответствующим изме-
нением конфигурации ИТС. 
Процесс решения задач оптимизации может 
запускаться и реализовываться автоматически 
при поступлении сведений, например, об изме-
нении приоритетов бизнес-процессов, возник-
новении критичных отказов и др. В этом случае 
от подсистемы анализа поступают сигналы о 
необходимости запуска задачи оптимизации, а 
в подсистему управления поступают команды 
на реализацию оптимального распределения 
вычислительных ресурсов. 
Функциональная схема подсистемы пла-
нирования. Подсистема планирования предна-
значена для автоматизации решения задач оп-
тимального развития ИТС. Функциональная 
схема подсистемы планирования приведена на 
рис. 10. 
Подсистема планирования производит от-
слеживание проведения регламентных работ, 
прогноз поведения ИТС, выявление тенденций 
по использованию ресурсов, определение ди-
намики роста, выработку политики и планиро-
вание развития, оптимизацию закупок при 
масштабировании или модернизации ИТС и пр. 
 
Рис. 10. Функциональная схема подсистемы планирования 
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Для решения задач планирования обычно 
используется фирменное ПО управления закуп-
ками, автоматизации проведения работ по об-
служиванию, пакеты прикладного анализа дан-
ных и др. 
Выводы. В данной работе предложена кон-
цепция управления корпоративной ИТИ. Сде-
лана общая постановка задачи управления, 
предложена базовая модель управления и мо-
дель процесса управления ИТС, произведен 
анализ компонентов ИТИ как объектов управ-
ления. Предложено команды, функции и мето-
ды управления ИТИ разделить на четыре кате-
гории – управления ИТС, приложениями, ре-
сурсами и элементами. Введено и определено 
понятие логического объекта мониторинга и 
управления. Разработана функциональная 
структура СУИ, а также функциональные схе-
мы подсистем мониторинга, анализа, оптими-
зации и планирования. 
Применение предложенной концепции 
управления при разработке систем управления 
ИТ-инфраструктурой позволит увеличить эф-
фективность и надежность использования ин-
формационно-коммуникационных технологий 
и ресурсов, а также повысить производитель-
ность ИТ-инфраструктуры, что положительно 
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