One-dimensional adaptive Fourier decomposition, abbreviated as 1-D AFD, is a sparse representation of signals of finite energy into finite linear combinations of the parameterized Szegö kernels of the context. It has a number of variations. A sparse representation implies fast convergence that has potential applications to various practical problems including system identification and signal analysis. In this note we introduce three models of two-dimensional adaptive Fourier decomposition (2-D AFDs). In the 1-D AFD case, thanks to the availability of a generalized backward shift operation that, together with a maximal selection principle, enables a recursive algorithm process. In the 2-D and higher multi-dimensional cases in general, a backward shift operation as in the 1-D case, however, is unavailable. The multi-dimensional theory is based on several complex variables and product complex Hardy spaces.
Preparation
We will give a brief introduction to the related knowledge and the existing 1-D AFD with the unit disc D context in the complex plane C . With the upper-half plane context there is a counterpart AFD theory ( [16] , [17] ). The space L 2 (∂D) can be decomposed into the direct sum of the two relevant Hardy spaces, namely,
where H 2 + (∂D) (H 2 − (∂D)) consists of, respectively, the non-tangential boundary limits of the complex Hardy H 2 -functions inside (outside the unit disc). The last mentioned complex Hardy spaces of holomorphic functions defined inside and outside the unit disc are respectively denoted H 2 ± (D). The non-tangential boundary limit mappings from H 2 ± (D) to their boundary limit spaces H 2 ± (∂D) are isometric isomorphisms. The closed subspaces H 2 ± (∂D) consist of, respectively, the functions of the form f ± iHf, where H is the Hilbert transformation of the context. Signals of the form f + iHf are called analytic signals ( [6] ).
In relation to the Plemelj formula, the Hilbert transformation operator for a simply-connected region Ω can be illustrated as follows ( [1] ). Let f be a holomorphic function in Ω such that it has non-tangential boundary limits almost everywhere on the boundary ∂Ω. Denoting the boundary limit function byf = u+iv, where u and v are real-valued, then we call v the Hilbert transform of u. Note that both u and v are defined on ∂Ω. Usually, functions in the Hardy spaces can be guaranteed to have boundary limits almost everywhere. Adopting this definition, the Hilbert transformation for the unit disc is formally ( [7] ) Hu(t) = 1 2π lim ǫ→0 |t−s|>ǫ cot t − s 2 u(e is )ds, where u is considered as a 2π-periodic function on the real line. The Hilbert transform of a square-integrable function on the unit circle has an alternative representation in terms of Fourier multiple:
Hu(t) = From now on we assume that functions to be studies are in L 2 (∂D) and real-valued. Under such assumptions the boundary Hardy space functions f + iHf are complex-valued, while both f and Hf are real-valued. Denote f + = 1 2 (f + iHf ) . In such case the fact c −n = c n implies
The last relation shows that a decomposition of f + induces a decomposition of f. AFD is an adaptive decomposition of f + into a linear combination of the parameterized and normalized Szegö kernels. Such Szegö kernels constitute the dictionary D = {e a } a∈D , e a (z) = 1 − |a| 2 1 − az .
Not only AFD is a sparse decomposition that converges fast ( [17] ), but also it gives rise to positive-frequency decompositions of signals ( [12] , [16] ). In rational approximation of one complex variable one cannot avoid the so called rational orthogonal systems, or alternatively, the Takenaka-Malmquist (TM) systems ( [24] ). The system functions are obtained, in fact, from the Gram-Schmidt (G-S) orthogonalization process applied to the partial fractions E k defined as follows. Let {a 1 , ..., a n } be an n-tuple in D. We say that an entry a k of the n-tuple {a 1 , . . . , a n } has multiplicity m k , if there are exactly m k entries a n 1 , . . . , a nm k with 1 ≤ n 1 < · · · < n m k = k such that a n 1 = · · · = a nm k = a k . By this terminology up to the entry a k the number a k altogether appears m k times. Thus the multiplicity m k of an entry a k of the n-tuple is not only determined by its value, but also determined by its position in the n-tuple. We accordingly define the n-system E 1 , E 2 , . . . , E n associated with the n-tuple {a 1 , . . . , a n } by
where m k is the multiplicity of a k , k = 1, ..., n. The above defined n-system, phrased as the partial sum system associated with the n-tuple {a 1 , . . . , a n }, is usually not orthogonal. A TM system, as denoted by {B k } n k=1 in the sequel, is the result of the G-S orthogonalization process being applied to a partial fraction system {E k } n k=1 . In both the upper-half plane and the unit disc contexts there exist TM systems. In the two contexts the corresponding theories are analogous. We will be concentrating in the unit disc and the related poly-disc cases that can be the natural setting of, for instance, image processing topics.
In the unit disc context, a TM system is a collection of consecutively parameterized rational functions
where a 1 , ..., a k , ... are in the open unit disc. It is noted that the multiple product part of B k is a Blaschke product with k − 1 zeros, while the rest part is a parameterized and normalized Szegö kernel which is an element of the dictionary D. Such systems have been well studied. In particular, when all the a k 's are identical with zero, the system {B k } reduces to a half of the Fourier system, viz., {z k−1 } ∞ k=1 . For general parameters a k 's the system {B k } is a basis in the Hardy spaces H p , 1 ≤ p ≤ ∞, if and only if the hyperbolic non-separability condition is met, viz.,
( 1.3)
The case when (1.3) is not met corresponds to a remarkable decomposition of the Hardy spaces. It is noted that the case is exactly one while a Blaschke product φ(z) may be defined with a 1 , ..., a k , ... being all its zeros including the multiples ( [7] ). In such case, for the Hardy H 2 space, that is what we will most concentrate to, we have the space decomposition
where span{B k } is a backward-shift invariant subspace, and φH 2 is a shift invariant subspace of the H 2 space. Backward shift invariant subspaces have significant applications to phase and amplitude retrieval problems and solutions of the Bedrosian equations. It is noted that writing in the form
. A decomposition into a linear combination of such B k 's is a positive-frequency decomposition ( [12] , [2] , [16] , [21] , [22] , [25] ). In fact, it is the seeking for positive analytic frequency decompositions that originally motivated 1-D AFD. Now we give an exposition for the existing 1-D AFD ( [16] , [17] ). Let f belong to the Hardy space H 2 (D) and let f 1 = f. For any complex a 1 in the unit disc we have the identity
We call the transformation from f 1 to f 2 the generalized backward shift via a 1 , and, accordingly, f 2 , the reduced remainder, is the generalized backward shift transform of f 1 via a 1 . The terminology was motivated by the classical backward shift operator
Recognizing that f (0) = f, e 0 e 0 (z), the operator S corresponds to our generalized backward shift operator via 0. Due to the obvious orthogonality between the two terms on the right hand side of (1.4) and the unimodular property of Möbius transforms on the boundary, we have
We are to extract the maximal energy portion from the term f 1 , e a 1 e a 1 (z). Due to the reproducing kernel property of e a , we have 
The existence of such maximal selection is called the Maximal Selection Criterion. Under a maximal selection of a 1 we call the decomposition (1.4) a maximal sifting. Having selected such a 1 , repeating the same process for f 2 , and so on, we obtain, after n steps,
and, for k = 2, ..., n + 1,
It can be shown that lim
). Thus we have
The following relations are noted:
where g k is the orthogonal standard remainder :
To deal with the convergence rate issue we define the subclass of functions ( [17] )
We have ( [17] ) Theorem 1.1 Let D be the dictionary of normalized Cauchy kernels in H 2 (D). Then for each f ∈ H 2 (D, M ), decomposed by Adaptive Fourier Decomposition, we have
We note that functions in the class H 2 (D, M ) may not be smooth on the unit circle. The above estimation in the energy sense reflects the tolerance to non-smoothness. Remark 2 1-D AFD and its variations have significant relations with pure analysis, including shift and backward shift invariant subspaces, and effective applications in practical problems including system identification and signal analysis ( [9] , [11] , [10] , [15] ).
Remark 3 1-D AFD has been extended to higher dimensions in the quaternions and the Clifford algebra settings. The first paper along this line is [19] generalizing this topic to quaternions. The second paper is [20] generalizing this idea to R n with the Clifford algebra setting. Due to the non-communicative obstacle what we can achieve in this case is an optimal greedy algorithm. The third paper is [26] that introduces a scalar-valued phase and its derivative to analyze signals of several real variables. The success of the generalizations to the quaternionic and the Clifford settings lays on the fact that those settings treat higher dimensional vectors in ways like complex numbers to which one can perform algebraic computations.
Remark 4
The same treatment is not valid for several complex variables. For instance, if an analytic function f (z, w) in two complex variables satisfies f (a, b) = 0, then there does not allow a relation like
, where g is any analytic function in two complex variables. This suggests that a shift-operator-like process is not available. The present paper offers alternative approaches to several complex variables.
Remark 5 As mentioned in the previous text that AFD was originally motivated by the tendency of positive frequency decomposition of 1-D signals. To give frequency characterization of a signal we need stability of the decomposition that leads to some idea similar to the matching pursuit one. 1-D AFD, as a matter of fact, is not a matching pursuit algorithm. It, instead, is incorporated with a generalized backward shift process to give rise what is called reduced remainders. A parameter value a n in such process can be repeatedly selected to guarantee the maximal gain in the energy at each step. As result we are led to an expansion into an rational orthoonormal system, viz., a TM system. On the other hand, a matching pursuit algorithm does not allow repeating selections of parameters. In the Hardy space context a matching pursuit algorithm generates projections of a given function into linear spans of
where all the a n 's are distinct. In contrast, 1-D AFD, in accordance with (1.2), gives rise to projections into linear spans of
where all the a n are distinct and m n are the respective multiples. The latter is with the full strength of the related partial fractions and thus the decomposition converges faster. AFD automatically arrives at an orthogonal and positive-frequency expansion without applying the G-S orthogonalization process.
2-D AFD of the Product Basis Type
One can similarly raise a rational approximation concept in several complex variables. Below we will be working with the two complex variables. For more complex variables we have a parallel theory.
Let a denote a finite or infinite sequence {a n } of complex numbers a 1 , a 2 , ... in the unit disc D, and B a the finite or infinite TM system defined by the sequence a , ie.
When a is a finite sequence, a = {a 1 , ..., a N }, we sometimes denote B a by B a N . Let T denote the boundary of the unit disc ∂D, and L 2 (T 2 ) the space of complex-valued functions with finite energy, where the energy is defined via the inner product 
Denote
c kl e i(kt+ls) }.
In the sequel we will denote L 2 (T 2 ) and H 2 (T 2 ), briefly and respectively, by H 2 and L 2 . It can be easily shown that H 2 is a closed subspace of L 2 . Denote by H 2 (D 2 ) the class of complex analytic functions in the poly-disc D × D satisfying sup 0<r,s<1
It may be shown that for any function f ∈ H 2 (D 2 ) there holds lim z→e it ;w→e is f (z, w) exist for almost all e it e is ∈ T 2 , where both the limits z → e it and w → e is are in the non-tangential sense in their respective unit discs, and the limit function on T 2 belongs to H 2 (T 2 ). The mapping that maps functions in f ∈ H 2 (D 2 ) to their boundary limit functions in H 2 (T 2 ) is one to one and onto, and, as a matter of fact, an isometric isomorphism. For this reason we, with a little abuse of notation, can use H 2 for both the spaces H 2 (D 2 ) and H 2 (T 2 ).
In the sequel we assume that f is real-valued, and f ∈ L 2 . Define
c lk e i(kt+ls) ,
c lk e i(kt+ls) .
Similarly to (1.1), we have the following The proof is complete.
The above result shows that decomposition of a function f ∈ L 2 may be reduced to decompositions of a number of functions in Hardy spaces.
It may be easily shown that the product TM system is complete in the product space, if the two 1-D TM systems both are complete in the respective factor spaces. Proof The first assertion is obvious. To show the second, we note that analytic functions in two complex variables of the type
. In fact, finite sums of multiple trigonometric series are dense in H 2 (T 2 ). If B a and B b are two bases of H 2 (T), then finite linear combinations of functions in B a B b are dense in the function class consisting of functions of the type K k=1 f k (z)g k (w), and therefore also dense in H 2 (T 2 ). The proof is complete.
Note that D n (f ) is called the n-partial sum difference having 2n − 1 entries. Theorem 2.3 (Maximal Selection Criterion for Product Basis) For any f ∈ H 2 and previously fixed a 1 , ..., a n−1 and b 1 , ..., b n−1 in D there exist a n , b n in D such that the associated
attains its maximal value among all possible selections of a n , b n inside the unit disc.
Proof Let f ∈ H 2 be given and fixed. It suffices to show that when |a n | → 1 and |b n | → 1, with a 1 , ..., a n−1 and b 1 , ..., b n−1 being previously fixed, one has, uniformly in a 1 , ..., a n−1 and b 1 , ..., b n−1 ,
Owing to the Cauchy-Schwarz inequality, for any ǫ > 0, we can find a polynomial P such that
uniformly in a 1 , ..., a n−1 , a n and b 1 , ..., b n−1 , b n . It is, therefore reduced to show that for any polynomial P,
In accordance with the notation E k = E a 1 ,...,a k in (1.2) we introduce the self-explanatory notations E a
Note that E a k , E b l are either the Cauchy kernels or derivatives of the Cauchy kernels at a 1 , ..., a n , ; b 1 , ..., b n . Since P is a polynomial, the inner product parts of the above three types of entries are all uniformly bounded in a 1 , ..., a n , ; b 1 , ..., b n . Therefore, we have lim |an|→1,|bn|→1
The proof is complete.
Thanks to orthogonality between distinct B a k B b l 's, there follows
As consequence, we have
This, in particular, is valid with maximal selections of a n and b n in accordance with Theorem 2.3. Moreover, under maximal selections of the pairs a n and b n , we have Theorem 2.4 For any given f ∈ H 2 (T 2 ), starting from any k 0 to select the parameters a k 0 , b k 0 ; a k 0 +1 , b k 0 +1 ; ..., according to the Maximal Selection Principle (MSP), we have
In other words, in the L 2 convergence sense,
Proof We prove this by contradiction. Assume that this is not true. Then
where h is in H 2 , and orthogonal with each D k (f ). This implies
By using the Cauchy formula for two complex variables of the tensor type we have for anyã,b in D,
h, e {ã} ⊗ e {b} = 1 − |ã| 2 1 − |b| 2 h(ã,b)
Therefore, there existã,b in the unit disc such that h, e {ã} ⊗ e {b} = 0. Denote bỹ
whereB a is the TM system generalized by {ã, a 1 , ..., a n , ...} under the given order; and similarly for the notationB b . The corresponding n-partial sum difference is denotedD n .
Denote by h/X the orthogonal projection of h into the subspaceX. In the sequel we will continue to adopt this notation for orthogonal projections. It is easy to show that h/X 2 = δ > 0.
In fact, 
we have lim
For such M, on one hand,
This shows that the choicesã,b are better than the choices a M +1 , b M +1 , being contradictory to the maximality of the pair a M +1 and b M +1 . The proof of Theorem 2.4 is, therefore, complete.
The approximation procedure in Theorem 2.4 is called two dimensional AFD (2D-AFD) of the product basis type.
2-D AFDs of the Non-product Basis Type: Matching Pursuit
We, in general, call all types of sparse approximation by parameterized Szegö kernels AFDs. Indeed, Hardy spaces have intimate relations with power series that originate Fourier expansions. We denote by
It is easy to show that D 2 is a dictionary of H 2 of the poly-disc. We first implement the pure matching pursuit with the dictionary D 2 to approximate a function f ∈ H 2 . Write
We note that the standard remainders g n defined above are different from what are defined in (1.6), the latter defining the standard remainders with respect to an orthogonal system. Since g k+1 is orthogonal with e a k ⊗ e b k , we have the relation
The associated energy rule is
that is obtained through recursive application of (3.8).
We show that for each k the pair a k , b k can be selected such that The proof of Theorem 2.3 can be easily adapted to give a proof of Theorem 3.1. We, however, give an alternative proof that, by the author's opinion, may have advantages in proving existence of the maximum under simultaneous selections of several parameters (see [14] ). The idea of the proof was originated by Temlyakov (see [23] , [16] ).
Proof Due to the orthogonality it suffices to show lim |a|→1−;|b|→1− g − g, e a ⊗ e b e a ⊗ e b = g .
(3.9)
Let P r ⊗ P s be the tensor type Poisson kernel on the poly-disc, r, s ∈ [0, 1). For ǫ > 0, we can choose r and s sufficiently close to 1 so that owing to the L 2 approximation property of the Poisson kernel we have
Now, with the fixed r and s, since e a ⊗ e b ∈ H 2 , there follows, for z = re it , w = se iu , (P r ⊗ P s ) * (e a ⊗ e b )(e it , e iu ) = e a (z)e b (w).
Then we have explicit computation
When |a| → 1, |b| → 1, the inequality (3.10) gives
This shows that the limit (3.9) holds. The proof is complete. By implementing the Maximal Selection Principle for the Szegö Kernels, as well as the existing matching pursuit theory ( [8] , [5] , [4] ), one has, in the energy sense,
One rather wishes to incorporate an orthogonalization process when doing the optimal selections of dictionary elements that motivates the so called orthogonal matching pursuit ([5] , [4] ).
The following is a re-formulation of orthogonal matching pursuit that is slightly different from what is given in the existing literature ( [4] , [5] , [8] ). We accordingly give fundamental and explicit proofs of the convergence theorem and the convergence rate estimation. Such modified orthogonal matching pursuit, in fact, converges faster.
Let H be a complex Hilbert space and A a dictionary consisting of elements a ∈ A satisfying e a = 1, spanA = H. Let
where {B 1 , ..., B k } is the result of the Gram-Schmidt orthogonalization process applied to the system {a 1 , ..., a k }, where a k satisfies the New ρ-Maximal Selection Criterion
where {B 1 , ..., B k−1 , B a k } is the orthogonalization of {a 1 , ..., a k−1 , a}. Due to the orthogonality we have
We note that, like in (1.6), now g n is defined in relation to the orthogonal system {B 1 , ..., B n−1 }. Due to the slight change of maximal selection criterion we call it modified orthogonal matching pursuit. The corresponding energy rule is
The above implies the Bessel type inequality
Theorem 3.2 For any f ∈ H 2 , with a sequence of consecutively selected a 1 , ..., a n , ... under the New Maximal Selection Criterion and the associated orthonormal system B 1 , ..., B n , ..., we have
Proof We prove the theorem by contradiction. Assume that f = ∞ k=1 f, B k B k + h, h = 0, h ⊥ spanB, where B = span{a 1 , ..., a n , ...}. Since spanA = H, there exists b ∈ A such that h, e b = 0. Denote B b = {b, a 1 , ..., a n , ...}. Obviously, h/spanB b = 0. Let h/spanB b = δ (> 0). Denote B n = {a 1 , ..., a n }, B b n+1 = {b, a 1 , ..., a n }. We have, by a similar reason as before,
Fix N large enough so that h/spanB b n+1 > δ/2, and
where m will be determined later. Now write
On one hand, due to the orthogonality,
On the other hand, since {B 1 , ..., B N , B b N +1 } is the orthogonalization of {a 1 , ..., a N , b}, we have
Therefore,
Now choosing m large enough so that
< ρ, we arrive at a contradiction. The proof is complete.
To obtain the convergence rate estimation we first make some remarks. Assume that we have {B 1 , ..., B n−1 } as the orthogonalization of {a 1 , ..., a n−1 }. When we have the next element a n to be added and to be made orthogonalized with the former B 1 , ..., B n−1 what we do is to expand a n into the linear expansion n−1 k=1 a n , B k B k , and then find the (n − 1)th orthogonal standard remainder a n − n−1 k=1 a n , B k B k given by (1.6 ). This process is, in fact, the projection into span{a 1 , ..., a n−1 }. We denote it by P {a 1 ,...,a n−1 } . In other words, we have P {a 1 ,...,a n−1 } (a n ) = a n − n−1 k=1 a n , B k B k , B n = P {a 1 ,...,a n−1 } (a n ) P {a 1 ,...,a n−1 } (a n ) .
Coincidentally, we also have g n = P {a 1 ,...,a n−1 } (f ), where g n is the n-th orthogonal standard remainder with respect to the orthonormal system {B 1 , ..., B n−1 } defined through (1.6). The relation we want to cite is that for any two functions f and g in the Hardy space we have f, P {a 1 ,...,a n−1 } (g) = g, P {a 1 ,...,e n−1 } (f ) due to the fact that both the left and right hands are identical with n−1 k=1 f, B k g, B k . The second is to compare the New ρ-Maximal Selection Criterion with the Old ρ-Maximal Selection Criterion, the latter being to find a n = ρ arg sup{| g n , a | : a ∈ A}.
We note that | g n , B a n | = 1 P {a 1 ,...,a n−1 } (a) | P {a 1 ,...,a n−1 } (f ), P a 1 ,...,a n−1 (a) | = 1 P {a 1 ,...,a n−1 } (a) | P 2 {a 1 ,...,a n−1 } (f ), a | = 1 P {a 1 ,...,a n−1 } (a) | P {a 1 ,...,a n−1 } (f ), a | = 1 P {a 1 ,...,a n−1 } (a) | g n , a |, with r n = P {a 1 ,...,a n−1 } (a) ≤ 1.
Therefore, | g n , B a n | = 1 r n | g n , a | ≥ | g n , a |,
showing that the modified orthogonal matching pursuit should in generally converges faster than the old one. Now, as in [5] (also see [17] ), we introduce
We have We also need the following result (see [5] )
Lemma 3.4 Let {d n } m n=1 be an m-tuple of nonnegative numbers satisfying
Then there holds d m ≤ A m m .
When the above relations hold for all integers m and all n ≤ m, and A m ≤ A, then we have, for all m,
