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Abstract
Wind energy has witnessed a consistent expansion over the past decade, especially
with the move to offshore generation. There is an increasing need to further exploit
superior offshore wind resources, which is pushing multi-megawatt wind turbines
into deeper water locations where the current popular horizontal axis wind turbine
configuration is not entirely suitable. In particular, there has been a renewed interest
in the vertical axis wind turbine (VAWT) configuration due to its inherent design
attributes for an offshore floating application and also its potential to provide a
significant reduction in the system cost of energy. However, challenges still remain as
the current offshore VAWT technology status lags greatly behind its horizontal axis
counterpart. This research concentrates on the aerodynamic design and simulation
of a large-scale stall-regulated H-type VAWT for this offshore application.
At this large-scale, the VAWT’s blades will operate at high Reynolds numbers
and encounter dynamic stall at low tip-speed ratios (TSRs). A validated computational fluid dynamics (CFD) method was developed to simulate the unsteady
aerodynamics experienced by a VAWT at this scale. The performance of Unsteady
Reynolds-Averaged Navier-Stokes (URANS) and Detached Eddy Simulation (DES)
modelling methods are compared in simulating the aerodynamics of an isolated
NACA 0018 blade experiencing Darrieus pitching motion. The URANS turbulence
models employed were the Spalart-Allmaras (S-A) model and the k − ω SST model.
Investigations were conducted to ensure satisfactory independency of the solution
for both spatial and temporal discretisations, respectively. A quantitative assessment identified the S-A model as the most applicable for a VAWT design study, as
it showed the most desirable compromise between model fidelity and computational
requirement. A qualitative analysis revealed that the thick VAWT blade creates a
dynamic stall vortex topology highly concentrated at the trailing edge region. Increasing the Reynolds number showed to be beneficial to the blade’s aerodynamic
performance as a higher maximum tangential force coefficient is attained, owing
to the delay in flow separation to much higher angles of attack. Increasing the
freestream turbulence intensity similarly delayed the dynamic stall onset and the
blade flow reattachment feature following the dynamic stall event. Investigation of
the blade mounting point position during dynamic stall showed the chordwise range
x/c = 0.2 − 0.3 resulted in the lowest blade pitching moments.
A low-order model (LOM) was developed to provide a rapid calculation of the
VAWT performance and improve the design process efficiency. The LOM incorporates different sub-models for various aerodynamic effects, including a BeddoesLeishman (B-L) dynamic stall model to account for unsteady dynamic stall efi

fects. To provide enhanced numerical efficiency and stability, an iterative timeadvancement scheme with adaptive under-relaxation has been integrated into the
developed LOM. A comparative study of the LOM and the CFD model was undertaken to assess predictive accuracy with actual VAWT aerodynamic blade force
experimental data and power coefficient measurements. The LOM showed good
agreement with the CFD model and the measurements with a low computational
cost requirement. The CFD results identified that as the TSR was increased, the
rotating tower downwind wake region became increasingly more skewed and more
influential over a wider range of downwind azimuthal angles. The 2D CFD model
captured the qualitative shape of the VAWT performance curve but greatly overestimated efficiency at all the simulated TSRs. An approach for computing the B-L
dynamic stall model steady and unsteady airfoil parameters using CFD was investigated to extend its applicability for VAWTs. This method permits the calculation of
the blade dynamic stall characteristics over a range of reduced pitch rate by employing a user-defined sliding mesh motion. This technique was shown to be successful
and can be employed where the required B-L model input empirical coefficients are
not readily available and particularly useful for new airfoils. The variation in the
blade Reynolds number over the VAWT operating envelope is also considered by
this approach.
The geometrical and operating specifications for a variable-speed 5 MW VAWT
were identified. The VAWT solidity, blade orientation, blade aspect ratio and the
support strut design were investigated. A VAWT solidity of 0.263 maximised the
aerodynamic efficiency and ensured blade dynamic stall was avoided at the optimum TSR functioning regime. Results showed the concave-out configuration for
the cambered blade increased the peak torque coefficient by 4.5% compared to the
concave-in arrangement. It was observed that the blade aerodynamic forces were
more sensitive to the blade orientation at low TSRs than at high TSRs. A nonprismatic tapered strut design was utilised and created a 6.5% reduction in the
peak efficiency. Structural analysis of the blade structure subject to a critical load
case was investigated with two methods, an analytical model and a finite element
(FE) model. It was shown that the utilisation of a composite blade topology can
resist the induced flapwise loading and the material strains were contained within
their allowable limits. The analytical approach was demonstrated to be a quick
and accurate technique to compute the composite blade strain distribution when
compared to the FE model results.
A 3D CFD model was employed to examine the 5 MW VAWT aerodynamic
phenomena and wake evolution. Dynamic stall causes the VAWT streamwise wake
to become increasingly asymmetrical as the TSR is reduced. The impact of the
blade tip vortex varies with the azimuthal angle and the upwind tip vortex is more
intense compared to the downwind tip vortex. Blade end plates were investigated,
displaying a 4.71% increase and a 23.1% decrease in the mean torque coefficient for
the upwind and downwind phases, respectively. A 0.73% reduction in peak efficiency
was realised by utilising blade end plates. A tower fairing was also examined and
was demonstrated to be an effective device to eliminate the vortex shedding created
by the rotating VAWT tower.
ii
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Chapter 1
Thesis introduction and outline
1.1

Introduction

1.1.1

Offshore wind energy
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Figure 1.1: Cumulative and annual offshore wind installations in Europe [2].
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The increasing fossil fuel prices and the demand for energy combined with the general
acceptance that man made global warming is occurring commands the development
of renewable energy solutions [1]. Wind energy is a clean and indigenous alternative,
and has the potential for considerable expansion in the foreseeable future [2]. In
particular, offshore wind energy is generally regarded as a very attractive option
due to the huge energy resources associated with the vast areas available offshore
[1]. Over the last decade, offshore wind energy generation has experienced strong
growth as shown in Figure 1.1 and it is expected investments into offshore wind
power generation will surpass onshore investments after 2020 [3].

1.1. Introduction
Offshore wind energy presents some important advantages over its onshore counterpart, such as:
• Offshore wind farms experience wind speeds which are on average 90% greater
than over land and are more consistent [4].
• Offshore wind turbines are less noticeable than onshore turbines, as their size
and noise is mitigated by the distance to shore [5, 6].
• Onshore has the difficulty of transporting large turbine components and can face
opposition from local communities. While the less restrictive nature of offshore
transportation allows the installation of larger wind turbines [7, 8].
• Offshore wind has lower turbulence, which allows the turbine to harvest energy
more effectively and reduce the associated fatigue damage effects [5].

Water depth (m)

Currently, Europe has a total energy capacity of 15.78 GW from 4,149 offshore
wind turbines and is projected to increase to 25 GW by 2020 [2]. These offshore
wind turbines are predominately situated near the shore on fixed-bottom foundation structures in relatively shallow waters. Figure 1.2 shows the water depth and
distance to shore for offshore wind farms completed in 2017.

Online

Distance to shore (km)

Figure 1.2: Average water depth and distance to shore of bottom-fixed offshore wind
turbines, organised by development status (bubble size represents the total capacity
of the wind farm) [2].
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The average water depth was 27.5 m and the average distance to the shore
was 41 km [2]. It is clearly apparent the desire to harness superior wind energy
resources is pushing wind farms further offshore and has been increasing since the
first offshore wind turbine was commissioned in the year 1991 [9]. As the water
depth increases, the cost of an offshore wind turbine also increases and impedes the
deployment to deep water sites (> 50 m) [10, 11]. Especially, the cost of the wind
turbine foundation rises depending on the water depth as depicted in Figure 1.3.

Figure 1.3: Cost breakdown of offshore wind farm over water depth [10].
As the availability of shallow water locations declines, floating foundation structures will provide the opportunity to access much deeper water locations and decrease the cost of energy (COE) [12]. Figure 1.4 illustrates the current fixed and
floating foundation types used for offshore wind turbines.

Figure 1.4: Offshore wind turbine foundation design options [3].
This is especially encouraging for many countries worldwide, which have a limited number of suitable sites in sufficiently shallow water to economically allow
viable fixed substructures. Within Europe, much of the Mediterranean and Atlantic
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bathymetry faces this difficulty, where a transition from fixed to floating foundations
is essential [9, 13]. Based on decades of experience gained from the offshore oil &
gas industry, it has demonstrated the long-term survivability of floating platforms
and also provide other key benefits for this application, such as:
• Superior flexibility regarding installation at previously inaccessible high-yield
sites in deep waters (in particular countries with a limited shallow continental
shelf e.g. USA and Japan). Developers have greater freedom to place turbines at
locations which can accommodate better offshore commercial, fishery, environmental and military activities [9, 11].
• The wind turbine assembly and commissioning can be primarily coordinated
at the quayside, thus eliminating the need for heavy-lift jack-up or dynamic
positioning vessels. The floating system can be towed from the dry-dock to the
desired installation location and anchored to the seabed [9].
• Piling activities are not required during installation and subsequently allows a
more straightforward decommissioning process [9]. This reduces greatly the pervasive anthropogenic underwater noise generated with minimal impact on the
marine ecosystem and eliminates the threat posed by scour erosion [14, 15]. Furthermore, floating platforms can provide artificial reefs to promote marine life
and biodiversity at the installation site [15, 16].
• A large variety of floating platform design solutions exist and are available to
suit different installation scenarios [11]. The floating platform motion introduces
compliance to alleviate the turbine’s structural resonance, which would be exacerbated by using a fixed monopile foundation [12]. The floating platform can
help mitigate the fatigue damages that are suffered by onshore turbines [17].

1.1.2

Wind turbine configurations

The wind turbine is the mechanical device specifically designed to convert part of the
wind’s kinetic energy into useful electrical energy. The wind turbine is undoubtedly
the most critical component of a wind energy system. Modern wind turbines can be
classified into two distinct types as shown in Figure 1.5, based on the orientation of
the rotating axis, (1) horizontal axis wind turbines (HAWTs) and (2) vertical axis
wind turbines (VAWTs) [18].
The onshore wind industry has reached a matured level with the majority of
all large-scale wind turbines sharing the same industry-accepted “Danish design”
configuration (i.e the upwind three-bladed horizontal axis wind turbine with integrated variable pitch and variable speed capability) [12]. This has been the result
of an extensive research and development campaign over several decades which converged on an optimum techno-economic configuration for the onshore wind industry
[13, 20]. The same research process did not take place for the offshore wind market, but rather the trusted onshore HAWT configuration was adopted for offshore
applications [12]. Notwithstanding the different operating conditions experienced
4
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Figure 1.5: Visual comparison between the two primary wind turbine types [19].
offshore (winds, waves, and water currents), the HAWT was implicitly assumed to
be the most optimum configuration for fixed-bottom offshore installations and also
for floating systems [13, 19]. However, the expansion of offshore wind energy has
been notably impeded by the high COE associated with the HAWT configuration
[11]. The HAWT is top-heavy, with its machinery (i.e. generator, gearbox and brake
assembly) positioned at the top of a tall tower. For instance, the latest generation of
offshore wind turbines, the 8 MW Adwen AD 8-180 has a nacelle mass of 550 tonne
and a tower height of approximately 100 m [21]. This creates a large overturning
moment and would require a large floatation device and a copious amount of ballast
to retain stability, which greatly increases the balance of station (BOS) cost [13, 22].
A recent assessment by the National Renewable Energy Laboratory (NREL) calculated the onshore HAWT wind farm BOS cost to be 20% of the capital expenditure,
while for a floating offshore wind farm, the BOS cost rises to 62.4% of the capital
expenditure as illustrated in Figure 1.6 [23].

Turbine costs
22 %

Balance of System
20%

Financial costs
9%

Balance of system
62.4%
Turbine costs
71%

(a) Onshore

Financial costs
15.6%

(b) Floating offshore

Figure 1.6: Capital expenditure breakdown for a HAWT installation placed (a)
onshore (b) floating offshore [23].
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Hence after careful thought and considering the HAWT’s inherent limitations
for floating installations, it is rational to pose the question:
Is the modern HAWT still the most suitable and economical wind turbine
configuration for this novel offshore floating deep bathymetry environment?
Among the global wind energy research community it seems not to be, with the
growing impetus to develop new cost-effective large-scale wind energy conversion
technologies, which can overcome the design challenges facing floating HAWT installations [12, 13]. In particular and chiefly, there has been a strong resurgence
of interest in the VAWT configuration due to its magnified design attributes for
offshore floating conditions [22, 24, 25]. Unlike the HAWT, the VAWT experiences
a substantially lower overturning moment with its machinery positioned at sea level
or even under water and subsequently requires a smaller less expensive floatation
device to ensure stability [12, 22, 26]. While, it is generally believed the HAWT
is more efficient compared to the VAWT [27, 28], such a generalisation must be
used carefully, as some experimental findings contradict this belief [29, 30]. Indeed,
aerodynamic efficiency is a critical performance consideration, but it should not be
viewed as the supreme deciding factor between these two distinct configurations for
this floating application as other factors also dictate the final COE [12, 13].

1.1.3

Floating vertical axis wind turbines

Design simplicity: Simplicity is a prerequisite for reliability. With the conventional HAWT, the drivetrain gearbox, the pitch and yaw system represent a substantial portion of the downtime experienced [31]. One of the primary incentives for
pursuing VAWT technology is to attain a higher level of reliability by reducing undesired mechanical complexity and optimising robustness for the harsh offshore environment [32]. It can be observed in Figure 1.7 that the VAWT can be equipped with
blades of uniform untwisted cross-section permitting simple manufacture [33, 34].
The VAWT by design, has an omni-directional nature, making it insensitive to
wind direction and allowing a simpler mechanical design as a yaw mechanism is not
needed [36, 37]. This design attribute is especially beneficial for offshore, as the
yawing system is one of the primary sources of failure in the HAWT mechanical system [38, 39]. The yawing of this massive rotating structure induces large gyroscopic
loads, which must be accounted for in the HAWT design. Moreover, the floating
HAWT yaw control system will also have to consider the platform hydrodynamic
motions and therefore will be more complex compared to bottom-fixed HAWTs.
There is no requirement for a blade pitch mechanism with the VAWT architecture
to control the blade angle of attack, as the VAWT is self-governing at high wind
speeds by exploiting aerodynamic dynamic stall to passively control and manage
power absorption [40, 41]. Above all, this offers an important safety advantage
during extreme stochastic wind gusts [32].
High reliability is imperative for an offshore environment, owing to the additional difficulties for access and maintenance compared with onshore turbines [28].
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Figure 1.7: An artist’s impression of offshore floating VAWTs [35].
According to turbine failure statistics, the drivetrain gearbox was determined to be
the most critical component with over 20% of HAWT breakdowns attributed to gearbox failure and was predominately as a result of excessive wear [31]. By employing
a direct-drive generator (DDG), the complex speed increasing multi-stage gearbox
is eliminated and all associated potential failures [22, 42]. The direct coupling of
the driveshaft to the generator also ensures the energy loss during the mechanical
to electrical energy conversion is minimal [32, 33]. Although, a DDG is larger and
heavier than a conventional geared generator, this is not an obstacle for a VAWT,
since the generator is positioned at the base of the turbine, where its mass and volume are of little concern on the structural mechanics [33]. Moreover, in comparison
to a HAWT, the VAWT allows greater design freedom for the DDG to be optimised
with a focus on cost and robustness rather than on the low mass constraint [43].
Offshore floating suitability: In an offshore HAWT array, the wake created
by upstream turbines adversely affects the performance of downstream turbines
through a velocity deficit and an increase in freestream turbulence. This occurrence
has been observed in the Danish Horns Rev 1 offshore wind farm which was found
to have an overall efficiency of 89% [9]. It is clear downstream HAWTs operate
less efficiently than in isolation due to the turbulent wake produced by upstream
turbines. Consequently, a very large HAWT spacing in the order of twenty turbine
diameters D is required to allow the flow to re-energise sufficiently for downstream
turbines to achieve performance levels comparable to those in isolation. Despite
this, a trade-off is usually taken between the wind farm efficiency and its footprint,
whereby HAWTs are positioned 6-10D in the streamwise direction and 3-5D in
cross-streamwise direction [44].
On the other hand, investigations have identified when VAWTs are positioned
in counter-rotating array formations, synergistic aerodynamic interactions increase
wind farm efficiency and can dissipate their wake more rapidly (analogous to the
biomimetic fish-schooling formation) [44–46]. As a result, the wind farm power
7
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density of counter-rotating VAWTs has the potential to be an order of magnitude
higher than that of an equivalent HAWT array and thus demand less stringent
spacing of offshore turbines [44, 47]. Field experiments show the energy deficit in
the VAWT wake can recover in only 4-6D [45]. Furthermore, the VAWT floating
platform yawing motions (a consequence of the generator reaction torque) can be
alleviated by mounting two counter-rotating VAWTs mounted on a shared single
floating platform, therefore reducing the mooring and cabling system cost for each
installation.
By its nature, a floating offshore wind turbine will experience oscillation (roll
and/or pitch) due to the floating platform six degrees of freedom motion under
metocean conditions [20]. The wind turbine will operate inclined toward the wind
or from the wind in skewed inflow, or in other words where the wind vector is not
perpendicular to the axis of rotation [12]. In this environment, a HAWT experiences
a reduction in aerodynamic performance [48], while conversely certain VAWT configurations have been shown to achieve higher efficiencies [49–51]. Consequently, in
order to keep the floating HAWT at a constant upright position an expensive high
compliance mooring system will be required, compounding its cost further. Lastly,
the VAWT inherently operates at a lower optimum tip-speed ratio when compared
to a HAWT with an equivalent solidity, as the VAWT derives more power from
torque rather than rotational speed [52]. From an ecological perspective it is expected an offshore VAWT will be less hazardous to migrating birds, since its blades
move at a slower pace and will decrease the probability of fatal collisions [14, 33].
Operation & Maintenance (O&M): For current offshore HAWT wind farms,
O&M accounts for between 14%-30% of the total offshore wind farm lifecycle costs
and is expected to increase considerably for deep water installations [53]. These
costs are higher for HAWTs, as the machinery is located at the top of its tower and
requires repair technicians to ascend the tower to the nacelle to inspect the machinery. Furthermore, in some situations, maintenance requirements need specialised
cranes which can lead to prolonged periods of downtime due to inclement weather,
reduced revenue and increased costs [54]. It is anticipated offshore VAWTs will have
substantially lower O&M costs associated with a more accessible drivetrain at sea
level and this is particularly more important for larger scale machines [24].
Scalability: One of the primary advantages of moving offshore, is the potential to
scale the wind turbine to a large rated power. There is a growing trend towards
the development of large-scale offshore wind turbines as the system becomes more
cost-effective with increasing scale [13]. The VAWT structure encounters no major
obstacle in up-scaling and can be constructed considerably larger than a HAWT
[22, 33, 55, 56]. The latter however, suffers from blade cyclically reversing gravitational loads, which relies on continuous technology improvements concerning blade
materials and manufacturing processes to achieve cost reduction for large turbines
[22]. On the other hand, the former experiences varying aerodynamic forces, which
has a more favourable scaling behaviour than gravitational loads (i.e. the squarecube law) [56]. At present, offshore HAWTs are commercially available up to 8 MW,
(the largest with a 180 m rotor diameter) [21]. Conversely, it is calculated that the
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upper structural limit of a VAWT is in the region of 30 MW [56], which highlights
the huge potential to achieve large power outputs using VAWTs. The pertinent
differences between an offshore VAWT and HAWT are summarised in Table 1.1.
Table 1.1: Summary of the key differences between an offshore VAWT and HAWT.
Characteristic
Orientation
Pitch mechanism needed
Torque ripple
Blade profile
Machinery position
Integrate DDG technology
Up-scaling potential
Turbine spacing requirement
Obstruction for birds
O&M costs
Technology maturity

VAWT

HAWT

Omni-directional
No
Large
Simple
At sea-level
Simple
High
Low
Low
Low
Low

Uni-directional
Yes
Small
Complex
On top of tower
Complex
Low
High
High
High
High

It is evident floating VAWT technology (as depicted in Figure 1.8) is a very
promising solution to unlock the vast potential of the offshore wind resource available
at deep water sites.

Figure 1.8: An illustration of a floating vertical axis wind turbine for offshore
wind energy generation.
Above all, a floating VAWT employed with an effective mooring system, can
provide a COE reduction of over 20% compared to a current shallow water HAWT
installation [57]. Nevertheless, challenges still remain in terms of technological maturity, as the VAWT currently lags behind its horizontal axis counterpart [12, 13].
In particular, the design and analysis of large-scale VAWTs has received very limited attention thus far, despite the benefits of this technology being well-established
in the literature. In a retrospective study by Sutherland et al. [24] examining the
lessons learned on VAWT development, it was concluded the most optimal VAWT
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offshore design still remains an open question. It is emphasised that further investigation is needed as the VAWT is starting from an inferior technological position to
the HAWT due to the lack of development especially over the past two decades.

1.2

Aim and objectives

The main goal of this thesis is the aerodynamic design and simulation of a large-scale
VAWT for this offshore floating application. To accomplish this aim, the following
objectives are stated and achieved:
• To develop an unsteady computational fluid dynamics (CFD) method for largescale VAWT aerodynamics and validate it with wind tunnel experimental data.
• To establish a low-order model (LOM) to allow the time-efficient computation
of VAWT aerodynamic performance.
• Compare the modelling aspects of the LOM and the CFD model with real
large-scale VAWT test data including the blade aerodynamic forces and power
coefficient characteristics over a range of tip-speed ratios. To reveal the merits
and disadvantages of both modelling strategies.
• Conduct the aerodynamic design and analysis of a multi-megawatt VAWT
system. Specify the geometrical, operational and structural requirements for
the VAWT design.
• Utilising the capabilities of 3D CFD, provide a comprehensive insight into the
VAWT unsteady flow field at this large-scale. Improvements to the VAWT
design will be investigated based on the analysis results.

1.3

Thesis outline

The structure of the thesis is provided to give the reader a brief introduction to each
chapter, its content and the overall direction of the project.
Chapter 1 includes the background, motivation, aim and objectives of this thesis.
Chapter 2 presents the literature review of floating VAWTs. The first two sections
introduce the VAWT background and terminology associated with its aerodynamic
performance. After, the methods available for the modelling of VAWT aerodynamics
are discussed and the dynamic stall models also. The final section gives a thorough
overview of the pertinent design parameters and features which influence the VAWT
aerodynamic performance.
Chapter 3 details the steps in the development of an unsteady CFD simulation
methodology for multi-megawatt VAWT aerodynamics. The performance of various
turbulence modelling methods are compared with wind tunnel experimental force
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and pressure data in simulating the aerodynamics of an isolated VAWT blade undergoing Darrieus oscillating motion in a high Reynolds number flow regime. The
first section presents the CFD method foundation including the solver theory, sliding
mesh formulation, grid topology, computational domain, boundary conditions and
numerical procedure. The grid spatial and temporal requirements are outlined to
attain reliable unsteady performance predictions. The final part of this chapter provides a comprehensive insight into the dynamic stall flow physics by concentrating
on the instantaneous velocity and pressure evolution during the blade pitching cycle.
In addition, the influence of increasing the blade Reynolds number, the inlet turbulence intensity and the blade mounting chord point location on the blade dynamic
stall characteristics are also investigated with important observations noted.
Chapter 4 outlines the development of a low-order model (LOM) for the rapid
computation of VAWT aerodynamic performance. This chapter presents the LOM
theory, which includes different sub-models utilised to consider various VAWT aerodynamic effects. The integration, coupling and overall computational framework for
each of these sub-models incorporated within the LOM is illustrated and discussed.
Chapter 5 describes the results of a comparative study of the two modelling techniques developed in the previous chapters with real large-scale VAWT experimental
measurements. The first section deals with the simulation of the VAWT blade aerodynamic forces over a complete range of operational tip-speed ratios. Particular
attention is given to the VAWT experiment description, problem setup, model prerequisites, boundary conditions, time step determination and model convergence
monitoring. Statistical analysis is reported to characterise the accuracy of the LOM
and CFD model with the experimental data. The second section describes the
simulation of the global aerodynamic performance of a large H-type VAWT. This
chapter is concluded by outlining findings in relation to the two employed modelling
strategies when simulating VAWT performance.
Chapter 6 demonstrates an approach employing CFD to derive the airfoil dependent parameters for the dynamic stall model over a range of Reynolds numbers. The
deduction of both the steady and unsteady airfoil parameters is described in detail
with the automation of this process specified also.
Chapter 7 describes the aerodynamic design process of a rated 5 MW VAWT utilising the LOM design tool. The first section examines the relevant VAWT design
parameters including the solidity, blade orientation, blade aspect ratio and the strut
configuration and arrangement. After, the VAWT geometrical and operational details are outlined. The second section describes the structural design of the blade
structure using both an analytical technique and a finite element model.
Chapter 8 outlines the 3D CFD simulation of the 5 MW VAWT flow field. A
detailed insight is provided into the VAWT 3D flow effects, including the blade
spanwise flow and the blade tip vortex generation. The final part of this chapter
investigates the aerodynamic improvement of the VAWT design.
Chapter 9 summarises the work in this thesis with the main contributions, conclusions and recommendations for future work.
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Chapter 2
Literature review
2.1

Introduction

This chapter sets out to discuss the VAWT. The first section gives a brief overview
of the historical development of the VAWT, from the very first vertical windmills
through to the latest developments in offshore floating VAWT technology. This
is followed by the method of operation and a discussion of both traditional and
modern aerodynamic modelling approaches for VAWTs. The last section provides
a detailed review of the design parameters which influence the VAWT aerodynamic
performance and the recommended values from the literature are identified.

2.2

Background

Harnessing the energy of the wind has been a quest of man for many centuries.
Vertical axis windmills were the very first type of windmill developed and were built
by the Persians in the 10th century AD to automate the tasks of grinding grain
and irrigation [52, 58]. The simplicity of their construction and operation can be
appreciated from Figure 2.1. These primitive windmills used drag forces to drive the

(a)

(b)

(c)

Figure 2.1: Persian vertical windmill views (a) elevation (b) plan (c) actual [58].
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mill. A vertical axle was connected to either six or twelve radially-mounted vertical
wooden sails [59]. In particular, the millstone was connected directly to the vertical
axle, without the need for an intermediate gear to redirect the axis of rotation [60].
For nearly all of the 20th century, wind turbine development experienced steady
advancement, attributed primarily to improvements in the scientific understanding
of aerodynamic lift from the aircraft industry [58]. In 1931, the French aeronautical
and military engineer Georges Jean Marie Darrieus patented the lift-driven VAWT,
which consisted of vertically orientated airfoil-shaped blades which rotated around
an axis orthogonal to the flow direction [61]. The patent describes a multi-bladed
rotor with either fixed curved or straight blades as depicted in Figure 2.2. The
design philosophy behind the curve-bladed Darrieus configuration was to form the
blades into a Troposkien1 shape and would theoretically be free of bending stresses
induced by centrifugal loads [62, 63].

(a)

(b)

Figure 2.2: Images from Darrieus’s patent showing the turbine with (a) curved
blades (b) straight blades. Annotations refer to (a) blades (e) support structure (f)
hub (g) shaft [61].

2.2.1

The rise of the VAWT

It is apparent VAWT technology lay inactive and unexplored until the late 1960s,
when engineers at the National Aeronautical Establishment of the National Research
Council of Canada (NRC) discovered the patent by Darrieus [52, 64]. The first
exploratory experiments of the Darrieus turbine were conducted at the NRC in 1972
with the objective of elucidating the turbine’s fundamental operating performance
as shown in Figure 2.3a [65, 66]. The shock of the 1973 Arab oil embargo allowed
interest in VAWT technology to grow substantially as many governments intensively
investigated alternative energy sources to imported oil [58]. In 1977, the NRC
constructed the first grid-connected large-scale Darrieus turbine rated at 230 kW
and was installed at Magdalen Islands, Qúebec, Canada as shown in Figure 2.3b
[36, 64, 67]. This Canadian research programme culminated with the world’s largest
VAWT ever built in 1988, the 110 m tall, 64 m diameter (swept area of 4000 m2 )
1
Troposkien (from the Greek for “turning rope”) is the curve of idealised flexible uniform density
cable assumes when fixed at its extremities and rotated about its longitudinal axis at constant
angular velocity and under the action of centripetal acceleration only.
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(a)

(b)

Figure 2.3: VAWT development milestones (a) the first wind tunnel test (b) the
first grid-connected turbine [58, 69].
3.8 MW Éole 2 at Cap-Chat, Qúebec with a 880 tonne rotating steel structure as
shown in Figure 2.4a [36, 68]. However, due to concerns regarding blade fatigue, the
Éole’s power output was limited to 2.5 MW to extend its service life. The turbine
operated for just five years due to the premature failure of its bottom bearing in
1993, although its design life was stated to be thirty years [33].

(a)

(b)

(c)

Figure 2.4: (a) The world’s largest VAWT, the Éole (b) the SNL/DOE 34-m Test
bed (c) Commercial FloWind wind farm in California [70, 71].
In the USA, VAWT research was initially undertaken at the National Aeronautics
and Space Administration (NASA) Langley Research Centre in the early 1970s [72,
73]. After, the US Department of Energy (DOE) (the successor to the Atomic
Energy Commission) funded research programmes at Sandia National Laboratories3
(SNL), Albuquerque, New Mexico [71, 74]. The SNL wind energy research division
was one of the early pioneers in the development of the Darrieus turbine and still
2

Éole - French for Aeolus, the master and steward of the winds in Greek mythology.
Best known for their research within the US nuclear weapons programme and the design of
non-nuclear components for thermonuclear weapons.
3
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remains today a rich source of experience on the many aspects of VAWT technology
[24]. Over the course of two decades, SNL constructed and rigorously tested a range
of Darrieus VAWTs in both wind tunnel and open-site using a “build and test”
approach, while an extensive suite of design codes were validated [36, 75]. Initially,
a small 2-m [76, 77] and 5-m [78, 79] turbine was tested, albeit soon after superseded
by a larger 17-m [29, 80] experimental VAWT. In the late 1980s, the SNL research
programme reached its zenith with the installation of a much larger 34-m 500 kW
turbine [81, 82] at Bushland, Texas as can be seen in Figure 2.4b. This VAWT
was heavily instrumented and introduced many technological innovations, such as
tailored airfoils, variable-speed control and regenerative braking [24]. The SNL 17-m
turbine became the focus of the only commercially successful VAWT activity. Under
the technical guidance of SNL, FloWind Ltd. (1982-1997) designed, manufactured,
installed and operated over 500 Darrieus VAWTs at two wind farms in California’s
Altamont and Tehachapi Passes with a rated capacity of over 90 MW as shown in
Figure 2.4c [83].
In a separate activity funded by the US DOE, the aerospace manufacturer McDonnell Aircraft Corporation4 (MCAIR) (now McDonnell Douglas) developed an
alternative straight-bladed VAWT configuration which incorporated variable-pitch
control and was coined the “Giromill” (amalgamation of cyclogiro5 and windmill)
[85]. Contrary to Darrieus’s design, the Giromill’s blades were permitted to pivot
continuously as they orbited the turbine axis of rotation to maximise energy extraction from the wind [86, 87]. Figure 2.5a displays a 40 kW prototype which was built
by MCAIR in 1980.

(a)

(b)

(c)

Figure 2.5: (a) The MCAIR 40 kW Giromill (b) the Musgrove VAWT 450 (blades
shown in feathered position “arrowhead mode”) (c) Vertical Wind AB 200 kW Hrotor [32, 70, 88].
Although, the Giromill was able to achieve a remarkably higher aerodynamic
efficiency compared to any fixed-pitch VAWT and similar to a modern HAWT
(CPmax ≈ 0.5), it proved to be too expensive and technically unreliable for large-scale
4

Best known for its design of military fighter jets and manned spacecraft including the Gemini
capsule.
5
Cyclogiro (also called a cyclogyro) - is an aircraft equipped with variable pitch rotor blades
designed to generate propulsion by rotating about an axis perpendicular to the longitudinal axis
of the aircraft (an example: the Kirsten-Boeing Propeller) [84].
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systems [58, 68]. At the same time in the UK, a more comprehensive investigation
of the straight-bladed VAWT was taking place and was spearheaded by British aeronautical engineer Prof. Peter Musgrove of the University of Reading, who initially
postulated the utilisation of large-scale VAWTs for offshore locations [55, 89]. Musgrove’s most innovative prototype was the variable-geometry VAWT 450 shown in
Figure 2.5b which incorporated a blade reefing mechanism to feather the blades and
control power output at high wind speeds [55, 90]. However, this design did have a
fundamental weakness, as when the blades were in their feathered or horizontal position, high lift forces induced large bending moments on the support arms [91]. After,
the experience gained from the VAWT 450 led to the construction of a larger 500 kW
turbine, the VAWT 850 in 1990. Conversely, this turbine exploited passive dynamic
stall regulation rather than using the unduly complex and elaborate blade reefing
system from its predecessor [88, 92]. This fixed-geometry straight-bladed VAWT
achieved a 20% cost reduction and became popularly known as the “H-rotor” configuration [68, 93]. The VAWT 850 was extensively tested and demonstrated the
simplicity of H-rotor technology was practical [93].
More recently in Falkenberg, Sweden, a 200 kW H-rotor was installed by Vertical Wind AB in collaboration with Uppsala University as shown in Figure 2.5c.
This turbine has been fully operational since 2010 and features a unique electrically
controlled passive-stall control system to regulate power output (substituting mechanical pitch control). In other words, the turbine’s rotational velocity and hence
efficiency is controlled by the applied electrical load [40, 94]. This installation greatly
improved the design of the H-rotor introduced earlier by Musgrove and is regarded
as an important stepping stone in the construction of large-scale offshore H-rotors
[32, 68]. The turbine is stated to have only one moving component and utilises a
variable-speed direct-drive generator located at ground level [32]. The H-rotor is
motor started by using an auxiliary stator winding in its generator. Table. 2.1
provides a concise summary of the primary large-scale onshore VAWTs constructed
since its inception in the late 1970s.
Table 2.1: Chronological summary of large-scale VAWTs (by year commissioned).
Name

Source(s)

Year

Type

Rating

No. of

Diameter Region

(kW)

Blades

(m)

NRC 24-m

[95]

1977

Darrieus

230

2

24

Canada

SNL 5-m

[78, 96]

1977

Darrieus

3

2-3

5

USA

SNL 17-m

[29, 80]

1977

Darrieus

80

2-3

17

USA

NRC 11.2-m

[64, 97]

1978

Darrieus

50

2

11.2

Canada

Vestas Bi-blade

[36]

1978

Darrieus

9

2

8

Denmark

Fokker 5.3-m

[98]

1979

Darrieus

15

2

5.3

MCAIR

[87]

1980

Giromill

40

3

17.7

Fokker Pioneer I

[99]

1982

Darrieus

100

2

15

FloWind

[83]

1985

Darrieus

250

2

19.2

USA

Tema 2

[88]

1986

H-rotor

40

2

14

Italy

16

Netherlands
USA
Netherlands
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VAWT 450

[55, 100]

1986

Variable

130

2

25

UK

geometry
VAWT 260

[101]

1987

H-rotor

105

2

19.5

UK

NRC Éole

[64]

1988

Darrieus

3,800

2

64

Canada

SNL 34-m

[81, 82]

1988

Darrieus

500

2

34

USA

VAWT 850

[92]

1990

H-rotor

500

2

35

UK

Heidelberg 300

[36, 102]

1991

H-rotor

300

2

32

Germany

Vertical Wind I

[103, 104]

2006

H-rotor

12

3

6

Sweden

Vertical Wind II

[56, 105]

2010

H-rotor

200

3

26

Sweden

2.2.2

The decline of the VAWT

The VAWT received considerable support and engineering development during the
1970s and 1980s [52], but interest began to wane into the 1990s as depicted in Figure
2.6 (observe the plateau region between 1990-2005).
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Figure 2.6: Published journal and conference papers on the topic of VAWTs (data
obtained from Scopus, keywords: Vertical axis wind turbine, VAWT, Darrieus) (Total papers = 2763).
Gradually, the emphasis began to shift in favour of the HAWT, as it was deemed
to be more competitive than the VAWT and has since dominated the wind turbine
market [22]. It is apparent a string of early accidents certainly delayed the deployment of the VAWT and was put on the back foot when compared to the HAWT
[63, 68, 88]. Indeed, possibly the most famous accident was the crash of the NRC
Magdalen Islands VAWT in 1978, where during unscheduled maintenance the turbine unexpectedly self-started by itself with no brakes and eventually corkscrewed
into the ground after reaching a “run-away” condition [67, 106]. At that time it was
believed the VAWT was inherently not self-starting (hence the decision to remove
the mechanical brakes), while it is now known the VAWT can self-start if gusty
wind conditions exist [107]. The successes achieved by the HAWT and coupled
with the reduction in oil prices allowed the VAWT to become sidelined, as most research programmes were terminated and subsequently very little government funding
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was allocated to VAWT research [22, 75]. Particularly after FloWind Ltd. became
bankrupt in mid-1990s, VAWTs were out of favour with the wind energy community
[24]. These early VAWTs primarily utilised multi-celled aluminium blades produced
by an extrusion process to minimise manufacturing costs as depicted in Figure 2.7
[108].

(a)

(b)

Figure 2.7: (a) Fabrication of the SNL 17-m Darrieus turbine blade (b) assembly
of the SNL 17-m Darrieus turbine [63].
At that time, the effect of fatigue loading on wind turbines was not well understood and the poor fatigue properties of the extruded aluminium material (grade
6063-T5) led to many premature VAWT failures6 [36]. This material was particularly susceptible to crack propagation at the blade connections and created the
misconception that VAWTs had inherent problems with fatigue failure [24]. While
in reality, as emphasised by Sutherland et al. [24] “VAWTs are no more prone to
fatigue failure than are HAWTs.” It is therefore not surprising the VAWT technical
development lags significantly behind that of its horizontal axis counterpart.

2.2.3

The VAWT renaissance

Fortunately, VAWT research was partially continued through the 1990s in parallel
with HAWT development and focused primarily on small-scale VAWTs (< 10 kW)
for the peri-urban environment [109–111]. The VAWT represents the most suitable
option for this niche installation area [112], due to its superior performance in highly
unstable misaligned flows [50, 113], with low noise emissions (a consequence to its
operation at low TSRs) [114] and aesthetically more appealing [115]. As a result, a
large variety of small commercial VAWT designs are available for the built environment, such as Turby (Netherlands), Quiet Revolution (UK) and Cleanfield Energy
(Canada); See Figure 2.8.
6

Forensic analysis conducted after by SNL engineers identified the extrusion process aligned
large grains in the aluminium microstructure, which allowed intergranular fractures to develop in
the blade material. Moreover, the blades were observed to shatter on impact and hence were brittle
in nature [24, 108].
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(a)

(b)

(c)

Figure 2.8: Examples of small-scale VAWTs for the urban environment (a) Turby
(b) Quite Revolution (c) Cleanfield Energy [70, 118].
A recent application, is the utilisation of VAWTs to recover energy from the wakes
produced by high-speed vehicles on transport highways [116] Interestingly, VAWTs
have even been designed for the Martian environment [117]. Vertical axis turbines
have been used to harness hydropower from low-head rivers and other underwater
currents without the need for dams. These devices which are also known as crossflow turbines, have the same operating principle as the VAWT but instead are
installed in rivers and estuaries [60]. The inventor Professor Alexander M. Gorlov
of Northeastern University, developed a hydraulic cross-flow turbine known as the
“Gorlov turbine” [119]. The Gorlov turbine evolved from the Darrieus turbine, but
uniquely has blades which are swept azimuthally along their span or in other words,
each blade has a helical geometry as portrayed in Figure 2.9a [120, 121].

(a)

(b)

Figure 2.9: (a) The Gorlov helical turbine (b) commercial Gorlov turbine installation [68, 122].
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A commercial Gorlov cross-flow system by the Ocean Renewable Power Company
in the USA is shown in Figure 2.9b. A primary advantage of the cross-flow turbine
is it can be packed more efficiently in arrays (rectangular form factor) compared to
axial flow turbines and are less prone to cavitation [123]. The Gorlov turbine was
originally developed as a hydro turbine, but its helical blade design has been also
adopted for VAWTs as can be observed in Figure 2.8a and Figure 2.8b [68].
The renewed interest in multi-megawatt VAWTs reappeared in the mid 2000s
after a twenty year hiatus (observe the growing upward trend in Figure 2.6), fuelled
by the emergence of unprecedented design challenges and the high COE facing the
offshore floating HAWT systems [13, 22]. Indeed, where floating foundations become
a necessity, the VAWT has clear advantages over the HAWT [24]. The fatigue
issue which hindered the early VAWT installations, can now be remedied with the
technological advanced composite materials and production techniques available [13,
68], the better understanding of fatigue loads [24, 33], a floating substructure with a
compliant catenary mooring system [17] and the employed control strategy [124]. It
is clear the development of floating VAWTs is still at an infancy stage and is vastly
unexplored in the literature. So far, several different concepts have been proposed
by various research organisations as illustrated in Figure 2.10 which indicates the
relative novelty of this area and the need to expand this field.

Figure 2.10: Offshore floating VAWT concepts (a) DeepWind (b, c) INFLOW (d)
Gwind (e) SeaTwirl (f) SKWID (g) Aerogenerator X (h) Spinfloat (images obtained
from [125–132]).
It can be easily observed from Figure 2.10 that there exists a large disparity
between the designs proposed. In some cases, onshore and early-stage floating prototypes have been tested and will be discussed shortly. It is expected the VAWT
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market will develop commercially in the near future as these machines are suitable
for deep offshore implementation [26, 133].
The DeepWind concept [125, 134] was proposed by the DeepWind consortium
(2010-2014) which consisted of 13 international organisations and was funded by
the European Union (EU) 7th Framework Programme (FP7) for future emerging
technologies [135, 136]. The project was led by the Technical University of Denmark
and its aim was to develop a novel 5 MW floating VAWT which could reduce the
cost of offshore wind energy generation. The concept consists of a Darrieus rotor
with two blades mounted on a deep draft rotating spar platform and is anchored to
the seabed using a catenary mooring system as shown in Figure 2.10a [20, 137]. A
wind tunnel test campaign of a 1 kW scale model investigated the sensitivity of the
turbine’s performance to platform tilting during operation as shown in Figure 2.11a
[133, 138].

(a)

(b)

(c)

Figure 2.11: DeepWind 1 kW scale model (a) wind tunnel test (b) ocean laboratory
test (c) open sea test [133, 135, 139].
As well, a floating Froude-scaled model was tested at the Maritime Research Institute Netherlands ocean laboratory under a controlled environment and was also
tested in real site conditions at Roskilde Fjord as shown in Figure 2.11b and Figure
2.11c, respectively [139]. A shortcoming of these experimental studies was the inability to attain Reynolds number similitude with the full-scale DeepWind turbine
due to incongruous scaling issues. As a result, it is expected the aerodynamic performance is likely to suffer greatly from scale effects due to the low Reynolds numbers
experienced during the model testing (i.e. dissimilar viscous effects). Moreover,
this incompatibility between the Froude and Reynolds number scaling does produce
inaccurate modelling of the fluid-structure interaction (FSI) behaviour [12]. The
lateral force created by the rotating spar and subsea generator (a consequence of
the Magnus effect) does impose some technical challenges for this concept. Furthermore, the viscous drag losses as a result of the rotating spar in contact with seawater
will deteriorate the overall power output [140].
The EU FP7 also funded a separate project investigated by INFLOW [35], with
the aim to demonstrate an innovative and cost-effective solution to exploit offshore
wind resources. The first INFLOW concept also known as the VertiWind concept
was a 2 MW three helical-bladed rotor mounted on a semi-submersible platform as
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illustrated in Figure 2.10b. A 35 kW onshore prototype was also tested [22, 126].
Over time, this concept evolved to an optimised solution with two counter-rotating
turbines on a single platform, each turbine with two straight blades as shown in
Figure 2.10c [35]. Nénuphar-Wind an INFLOW project partner, tested a 600 kW
onshore prototype with helical blades and also with straight blades at Fos-sur-Mer,
France, as displayed in Figure 2.12a and Figure 2.12b, respectively.

(a)

(b)

(c)

Figure 2.12: Nénuphar-Wind onshore 600 kW prototype at Fos-sur-Mer equipped
with (a) three helical blades (b) three straight blades (c) two straight blades [127].
At present, this prototype is the largest H-rotor ever built (swept area of 1250
m ), a record formally held by the UK VAWT 850 (swept area of 850 m2 ) from 1990
[88, 127]. Since October 2016, Nénuphar have been testing a third configuration
with two straight blades as shown in Figure 2.12c. The Norwegian company Gwind
introduced a concept which utilises a helical blade configuration as shown in Figure
2.10d [128]. This design employs a gyro-stabilised floating VAWT for offshore and
near-shore applications. SeaTwirl AB, a Swedish renewable energy company also
proposed a helical turbine design concept (Figure 2.10e) [129]. Both Gwind and
SeaTwirl AB have experimented with preliminary near-shore floating prototypes as
can be observed in Figure 2.13a and Figure 2.13b, respectively.
2

(a)

(b)

(c)

Figure 2.13: Floating VAWT prototypes by (a) Gwind (b) SeaTwirl AB (c)
MODEC Inc. [128–130].
The Savonius Keel and Wind Turbine Darrieus (SKWID) concept is a hybrid
concept proposed by the Japanese industrial firm Mitsui Ocean Development and
Engineering Company (MODEC Inc.) and is illustrated in Figure 2.10f [130]. It
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features a straight-bladed VAWT and a coupled submerged Savonius water turbine
to allow energy to be produced simultaneously by wind and water currents [141].
The Savonius turbine provides starting torque for the Darrieus turbine and also
reduces the reaction torque of the floating system, thus alleviating the tension in
the mooring cables. The platform supports the 500 kW wind turbine and is stabilised by the ballast created by the Savonius water turbine [141]. In 2013, MODEC
manufactured a full-scale SKWID as shown in Figure 2.13c to be situated at Saga
Prefecture, Japan. Unfortunately, due to unforeseen complications during installation the turbine capsized and subsequently sank. This research activity was later
abandoned by MODEC Inc..
The UK-based NOVA (Novel Offshore Vertical Axis) project at Cranfield University presented the Aerogenerator X concept depicted in Figure 2.10g [131]. This
10 MW VAWT has a radical V-shaped configuration with two connected sail-wings
and is half the height of an equivalent HAWT [26, 142]. The wind turbine has two
extended arms to form a V-shape with airfoils mounted on their ends, where the
incident wind interacts with the airfoils. Its design philosophy was not necessarily to
maximise aerodynamic performance but instead provide a stable and cost-effective
design solution [20, 143]. The Spinfloat [132] is a floating VAWT concept introduced
by the French consortium EOLFI (shown in Figure 2.10h). The concept is comprised
of a straight-bladed vertical axis rotor on a tri-floater designed by GustoMSC [144].
Table 2.2 gives a summary of the proposed offshore VAWT concepts with reference
to their expected rated output, configuration, development status and region.
Table 2.2: Summary of floating VAWT concepts.
Concept
DeepWind

Source(s) Rating
[134,

5 MW

135]
INFLOW I

Configuration

Developer

Status

Region

Darrieus curved

DeepWind

Prototype EU/USA

blades

[35, 126]

2 MW

Helical blades

INFLOW

Prototype

EU

[35]

2 MW

Two rotors with

INFLOW

Concept

EU

(VertiWind)
INFLOW II

straight blades
Gwind

[128]

-

Helical blades

Gwind

Prototype

Norway

SeaTwirl

[129]

1 MW

Helical blades

SeaTwirl AB

Prototype

Sweden

SKWID

[130,

0.5 MW

Hybrid Dar-

MODEC

Prototype

Japan

rieus/Savonius

Inc.

V-shaped

Wind Power

141]
Aerogenerator

[142,

X

143]

Spinfloat

[132]

10 MW

Concept

UK

Concept

France

Ltd.
6 MW

Straight blades
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2.3

Terminology

Before the methods for modelling the VAWT aerodynamics are discussed, a brief
description of how the VAWT functions is warranted here. Common terminology
will be defined to assist in the discussion of the VAWT operation and negate any
possible ambiguity throughout the rest of this work.

2.3.1

System of reference and conventions

Firstly, it is convenient to establish a Cartesian system with its origin fixed at the
VAWT center as displayed in Figure 2.14.

D
R

c

H

Strut
Shaft

Blade

Figure 2.14: Isometric view of a typical VAWT with stationary Cartesian system
at the VAWT center and pertinent geometrical features also shown.
The x-axis corresponds to the direction of the unperturbed wind freestream U∞
and is perpendicular to the z-axis (i.e. the axis of rotation). The y-axis is the crossstreamwise direction and is the cross-product of the z and x-axes. With the adopted
convention, the positive rotation of the VAWT is anti-clockwise when observed in
plan view.

2.3.2

Operating principle

Assuming a steady uniform flow field, the forces and velocity vectors acting on the
blades of a VAWT rotating at a constant rotational velocity Ω are shown in Figure
2.15. Each blade experiences a tangential velocity component due to the turbine
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rotation V = ΩR and a local wind velocity vector U . The relative velocity vector
W which is seen by the blade is given by:
W =U +V

(2.1)
Downwind

Upwind

Figure 2.15: 2D plane at the VAWT center showing the aerodynamic forces, velocities and incident angles.
An important assumption with this simplistic description is that the wind velocity is assumed to remain constant through the turbine and is herein termed the
geometrical assumption (i.e. neglect the turbine induction and the induced velocity
is zero). The relative velocity is incident on the blade at an angle of attack α. During rotation, the blade experiences a temporal variation in the angle of attack as
shown in Figure 2.16a. As well, the relative velocity varies constantly with the blade
azimuthal position, from a maximum of U∞ (λ + 1) to a minimum of U∞ (λ − 1) as
depicted in Figure 2.16b. The tip-speed ratio (TSR or λ) defines the ratio between
the blade tangential velocity and the freestream velocity and is stated as:
λ=

ΩR
U∞

(2.2)

where R is the turbine radius. The geometrical values of the tangential velocity
UT and the normal velocity UN blade components are given as:
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Figure 2.16: Geometric calculation of the variation in the (a) angle of attack and
(b) blade relative velocity for varying TSR.

UT = ΩR + U∞ cos θ

(2.3)

UN = U∞ sin θ

(2.4)

where θ is the azimuthal angle and is measured from the y-axis in the anticlockwise direction. The magnitudes of the geometrical relative velocity and the
angle of attack are given by:
q
√
(2.5)
W = UT2 + UN2 = U∞ λ2 + 2λ cos θ + 1
α = tan

−1



UN
UT



= tan

−1



sin θ
λ + cos θ



(2.6)

The maximum geometrical angle of attack αmax a blade experiences during a
revolution is a function of the TSR and is expressed as:


1
−1
√
αmax = tan
(2.7)
λ2 − 1
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The average blade Reynolds number Reavg and the average Mach number M aavg
during one revolution at a particular TSR are computed by:
Reavg =

ΩRc
ν

(2.8)

M aavg =

ΩR
a

(2.9)

where c is the blade chord length, ν is the kinematic viscosity and a is the speed
of sound at a particular fluid temperature. The Reynolds number range and Mach
number range at a certain TSR are computed by:


1
1
Reavg 1 −
≤ Re ≤ Reavg 1 +
(2.10)
λ
λ


1
1
≤ M a ≤ M aavg 1 +
M aavg 1 −
λ
λ

(2.11)

The rotating blade sweeps a volume which is symmetrical about the axis of
rotation and is referred to as the swept volume. The area common to both the axis of
rotation and the swept volume is called the swept area. The swept volume is divided
into two regions, the upwind (0◦ < θ < 180◦ ) and the downwind (180◦ < θ < 360◦ )
as shown in Figure 2.15. The angle of attack leads to the generation of aerodynamic
lift force FL and drag force FD as may be observed clearly in Figure 2.17.

Figure 2.17: Aerodynamic forces acting on a VAWT blade.
The lift force acts perpendicular to the relative velocity vector while the drag
force is parallel to the relative velocity vector. The variation of the blade angle of
attack with the azimuthal angle implies a varying relation between the blade lift
and drag forces. The blade will generate a positive torque, only as long as the
magnitude of lift force is greater than the drag force. At low TSRs, the VAWT
rotates slowly relative to the freestream wind and its blades encounter very high
angles of attack. While by convention at high TSRs, the turbine rotates much faster
than the freestream wind and its blades experience smaller angles of attack. One
can then expect to achieve optimum aerodynamic performance at an intermediate
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TSR, where the blade angle of attack becomes neither too high nor too low. It must
also be noted as the blade proceeds from the upwind to the downwind region, the
blade angle of attack changes from positive to negative values and vice versa (where
the blade has a neutral pitch (i.e. β = 0◦ )). Accordingly, the blade suction surface
changes for the upwind and downwind phases, but the direction of the blade lift
force will always generate a positive torque as shown in Figure 2.15. The creation of
torque can be expressed more explicitly by decomposing the forces into their normal
FN (Eq. 2.12) and tangential FT (Eq. 2.13) force components.
FN = FL cos α + FD sin α

(2.12)

FT = FL sin α − FD cos α

(2.13)

The averaged tangential force FT a over one revolution is given as:
FT a

1
=
2π

Z2π

FT (θ) dθ

(2.14)

0

A VAWT with N blades will create a torque Q (Eq. 2.15) by the tangential force
and produce a power output P (Eq. 2.16).
Q = N FT a R

(2.15)

P = ΩQ

(2.16)

The VAWT aerodynamic efficiency is expressed as a power coefficient CP (Eq.
2.17), which defines the ratio between the mechanical shaft power produced by the
turbine and the power available in the freestream wind P∞ enclosed by a streamtube
with a cross-sectional area equal to the VAWT frontal swept area A. The power
coefficient provides a convenient metric of the VAWT’s aerodynamic performance
as it is independent of the turbine instantaneous torque. In essence, this value
represents the overall aerodynamic efficiency of the VAWT [145].
CP =

P
P
= 1
3
P∞
ρAU∞
2

(2.17)

where ρ is the fluid density. A related performance metric is the VAWT torque
coefficient CQ which is expressed as:
CQ =

Q
1
2 AR
ρU∞
2

(2.18)

and the torque coefficient can also be expressed simply as:
CQ =

28

CP
λ

(2.19)
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2.4

Aerodynamic models

Since the 1970s, several aerodynamic models have been developed to predict and
analyse the aerodynamic performance of VAWTs. An overview of these aerodynamic
models used to examine VAWT performance is presented in this section.

2.4.1

Blade element momentum models

The earliest models were based on the classical blade element momentum (BEM)
theory by Glauert [146], which is a combination of blade element theory and blade
momentum theory [147]. The momentum theory assumes a steady, isothermal, incompressible, inviscid and rotationless quasi-one dimensional flow. Together the
BEM model assumes all spanwise blade elements are independent and treated separately [148]. These models can also be referred to as streamtube models which
employ the conservation of momentum principle through the turbine to equate the
blade aerodynamic forces. The first VAWT momentum model was developed by
Templin [149] in 1974 at the NRC and was an adjusted version of the Glauert’s
BEM theory [146] used for the design of aircraft propellers. The turbine is represented as a single actuator disk enclosed in a streamtube and is called the single
streamtube (SST) model [13]. The actuator disk concept represents the turbine
as forces distributed on a permeable volume perpendicular to the flow direction as
shown in Figure 2.18.

U∞

Uw

Ue

Figure 2.18: Single streamtube model.
A more sophisticated form of the SST model, is the multiple streamtube (MST)
model by Wilson and Lissaman [150]. In this case, the actuator disk is divided
into a series of virtual aerodynamically independent and adjacent streamtubes (i.e
noninteracting streamlines) as can be seen in Figure 2.19 [13, 34].
U∞

Ue

Uw

U∞

Ue

Uw

U∞

Ue

Uw

U∞

Ue

Uw

Figure 2.19: Multiple streamtube model.
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A drawback of this early model by Wilson and Lissaman [150] is it did not
consider the effect of the blade drag forces, but this shortcoming was later rectified
by Strickland [151]. The MST model computer code created by Strickland at SNL
is referred to as DART; an acronym for DARieus Turbine [151]. A comparison of
DART (MST model) and the SST model with experimental data is shown in Figure
2.20.

(a) Three-blade VAWT

(b) Two-blade VAWT

Figure 2.20: Comparison of the multiple streamtube model (DART) and the single
streamtube model with experimental data from the SNL 2-m turbine [151].
The MST model provides a more accurate solution compared to the SST model
[152]. However, as both models rely on a single actuator disk to represent the turbine, the overall performance and in particular the downwind aerodynamic loading
will be overestimated. In other words, the inherent assumption of velocity field
symmetry between the upwind blade and downwind blade is unrealistic [52]. A flow
streamline travelling through the VAWT encounters the turbine twice and therefore
a two-stage velocity retardation occurs. The upwind blade phase inevitably reduces
the flow velocity experienced on the downwind blade phase. To overcome this limitation and improve accuracy, Lapin [153] and Healey [154, 155] initially developed
the concept of representing a VAWT as two actuator disks in tandem, rather than
just as a single actuator disk. An inviscid analysis of two uniformly loaded actuator disks in series by Newman [156] showed the theoretical Betz-Lanchester limit
(CPmax = 0.593) is unsuitable and a new limit of CPmax = 0.64 was defined to be more
appropriate for VAWTs [157]. It can be seen that a double actuator disk turbine is
capable of achieving a maximum efficiency approximately 8% higher than a single
actuator disk turbine. The single actuator disk is the well-known limitation case for
the HAWT. Newman [158] showed the power coefficient modelled with n actuator
disks is:
CP =

8n(n + 1)
3(2n + 1)2

(2.20)

The double-multiple streamtube (DMS) model was later developed by Paraschivoiu
[159, 160], which is an amalgamation of the MST model with the double actuator
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disk theory. This model breaks down the calculation into upwind and downwind
zones as shown in Figure 2.21.
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U∞

Uau

Ue

Uad

Uw

Figure 2.21: Double multiple streamtube model.
The two disks are considered independent, in that the upwind disk has no influence on the downwind disk [155]. Compared to the previous two momentum
models, the DMS model computes the velocity variation through the turbine more
accurately and provides an improved correlation with experimental results as exemplified in Figure 2.22 [161].

Figure 2.22: Comparison of MST model and DMS model with experimental data
from the SNL 5-m turbine [159].
Later, the DMS model was further improved by Paraschivoiu [162] by including the effect of dynamic stall [163] and other secondary effects [164, 165]. Some
researchers have adapted the DMS model to simulate variable pitch systems used
in giromills [166, 167]. However, it is important to highlight these BEM models do encounter convergence difficulties when simulating high turbine solidities
(σ > 0.25) and also during the downwind calculation at high operational tip-speed
ratios (λ > 4) where low air velocities (high induction factors) are experienced
[13, 34, 36, 147, 168]. McIntosh et al. [152] investigated this limitation and found the
reason to be an inflection in the momentum theory which produces a non-physical
erratic solution at the aforementioned operating regimes.
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2.4.2

Actuator type models

Actuator methods have been developed for VAWTs, which use blade element theory
to compute the turbine performance and can also simulate the turbine wake. There
are two primary types (1) the actuator cylinder (AC) model (also known as the
actuator swept-surface model) and (2) the actuator line (AL) model [169]. The
earliest implementation of the AC model was by Madsen [170, 171] and is a 2D
quasi-steady Eulerian model. This model extends the disk actuator concept to a
cylinder which coincides with the swept cylindrical area of an actual VAWT [172]
as shown in Figure 2.23.

(a)

(b)

(c)

Figure 2.23: (a) The AC model representation of a VAWT (b) discretised flow
field (c) AC model calculated streamlines [171].
The blade forces are distributed onto a cylinder based on blade element theory
performed using the local flow field as shown in Figure 2.23a [173]. This model
computes the flow field (Figure 2.23c) surrounding the turbine by discretising its
area as shown in Figure 2.23b. The Euler equations and the continuity equation
are then applied to determine the velocities in the streamwise and cross-streamwise
directions [171]. Rajagopalan et al. [174] used a similar approach to Madsen but
instead solved the time-averaged, viscous, Navier-Stokes equations to simulate the
VAWT. The AL model was introduced by Sorensen and Shen [175] for simulating
HAWTs but has also been adopted for VAWT analysis [176]. The AL model is
similar to the AC model, but is an unsteady model and hence the blade forces are
not time-averaged [169].

2.4.3

Cascade models

The cascade theory is used extensively in turbomachinery design to calculate the
dynamic forces induced by the airflow over blades in turbines and compressors [177,
178]. The periodic equidistant arrangement of several turbomachine blades or vanes
is called a cascade [34]. Hirsch and Mandal [179] first applied the cascade theory
to VAWTs. The cascade model represents the VAWT as a turbomachine without a
casing and its blades are assumed to be positioned in a linear cascade of length 2πR
as illustrated in Figure 2.24 [34].
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Figure 2.24: VAWT cascade model [34].
The aerodynamic coefficients for each blade element are attained independently
and is analogous to the DMS model for the upwind and downstream calculation
of the turbine [13]. The cascade theory accounts for the turbine solidity and the
aerodynamic interactions between its blades [145, 179]. The cascade model was later
improved by Mandal and Burton by including the effects of dynamic stall and flow
curvature [180]. Although, the cascade model has a slightly higher computational
time than the DMS model, it provides better results overall [13, 145]. Moreover
in comparison to the conventional momentum theory, the cascade theory does not
encounter convergence issues with high solidity turbines or at high tip-speed ratios
[13, 34, 179–181].

2.4.4

Vortex models

Vortex models are potential flow models which compute the turbine’s velocity flow
field through the impact of vorticity in the wake of the turbine’s blades [13]. An
advantage of vortex models is their capability to simulate the velocity field without
any knowledge of the pressure field [36]. The blades are firstly divided into a discrete
series of spanwise elements, with each element being represented by a bound vortex
filament or a lifting line positioned along the blade camber line as shown in Figure
2.25a.
The strength of each shed bound vortex is determined using known airfoil aerodynamic coefficients, the relative wind velocity and the angle of attack at each instant
during the rotation (i.e. using the Kutta-Joukowski law) [34]. The strength of the
free vortices present in the turbine wake are defined in terms of the spatial and
temporal variation of the circulation by Helmholtz’s and Kelvin’s theorems [36]. To
determine the induced velocity at a point in the flow field, the Biot-Savart law is
applied, which relates the induced velocity to the vortex filament strength [34]. Figure 2.25b shows an example of the wake trajectory computed by the vortex model.
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(a)

(b)

Figure 2.25: (a) Vortex wake emanating from a single blade element (b) Vortex
wake trajectory [34, 182].
Larsen [183] is credited with developing the first vortex model for VAWT analysis. After, early vortex models were also introduced by Fanucci and Walters [184],
Wilson [185] and Holme [186], with similar underlying limitations and assumptions:
• High turbine height-diameter ratios to allow two-dimensional models to be
applicable.
• Only a small range of blade angle of attack are considered and dynamic stall
was ignored.
• The turbine only operates at high TSRs and is lightly loaded.
A more sophisticated form of the vortex model was pioneered by Strickland
et al. [168, 187] which included three-dimensional effects, dynamic stall and free
wake effects. The model was implemented in the SNL computer code VDART
(Vortex model for the DARieus Turbine) by Strickland [187]. In comparison to
the momentum based models, the vortex model improves the prediction accuracy of
VAWT performance as can observed in Figure 2.26, but the computational cost is
also greatly increased [36, 182].

Figure 2.26: Comparison of vortex model and momentum model [188].
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Recently, new 3D vortex type models have been developed with the aim of providing a high fidelity representation of the VAWT wake dynamics. Scheurich and
Brown [189] employed the vorticity-transport model (VTM) to investigate the performance of various VAWT geometries in both steady and unsteady inlet velocities.
The VTM was originally developed for the simulation of helicopter rotor wakes and
blade interactions but can also be applied to wind turbine applications [13]. In contrast to the traditional CFD codes based on the pressure-velocity coupling of the
Navier-Stokes equations, the VTM is based on the vorticity-velocity formulation
of the Navier-Stokes equations. Compared to the BEM models, the vortex model
requires more computational resources and can experience divergence due to the
intrinsic singularities of the vortex panels in the developing VAWT wake [147, 175].

2.4.5

Panel models

The panel method (also known as the boundary element method) is another approach which has been used to study VAWT aerodynamic performance and is an
extension of the vortex method. The panel method assumes an incompressible and
potential flow regime. The panel model discretises the blade surface into a series of
linear body conforming panel elements as shown in Figure 2.27, instead of the single
blade element delineation which is used with the vortex model.

Figure 2.27: Panel method discretisation of a VAWT blade [190].
An advantage of the panel method is that the actual turbine geometry is modelled
and can calculate the blade aerodynamic characteristics without being obtained from
an external source [13]. Since the model assumes an inviscid flow, it is necessary to
include viscous effects with a boundary layer model (such as the Lag-Entrainment
method by Green et al. [191]) to calculate the airfoil aerodynamic coefficients. The
literature is extensive concerning panel models, therefore the most notable studies
are stated here; such as by Zanon et al [192], Vezza and Galbraith [193] and Riziotis
and Voutsinas [194]. The panel method can give accurate results at low angles of
attack in steady attached flow regimes, but cannot predict reliably the unsteady stall
aerodynamic characteristics [18, 195, 196]. The integral boundary layer equations
are invalid when flow separation occurs (owing to a coupling problem related to the
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viscid and inviscid calculations) and therefore the post stall characteristics are not
accurate [18, 196]. Dixon et al. [197] presented the first 3D panel model for VAWTs
and was validated using particle image velocimetry (PIV) experimental results. This
model was later utilised by Tescione et al. [190] to investigate the three-dimensional
near wake dynamics of a small-scale VAWT.

2.4.6

Hybrid models

Hybrid models have also been developed to analyse VAWT aerodynamic performance, where the goal is to acquire the favourable modelling advantages from different methods. Wilson and Walker [198] initially demonstrated this technique by
combining both vortex and momentum theories to create the fixed or “prescribed”
wake model. Contrary to Strickland’s classical free wake vortex model, the fixed
wake model has two important differences [199]:
• The wake is rigid and is independent of time.
• The wake structure is generated at the start of computation and not by the
incorporated time advancement scheme.
Basuno et al. [199] reported the hybrid model was approximately two orders
of magnitude more efficient than the free-wake vortex model. This hybrid model
was further advanced by Coton et al. [201, 202] with the inclusion of unsteady
dynamic stall effects. To improve prediction accuracy and maintain a relatively low
computational cost, some authors have replaced the region around the blade with
a sophisticated “micro-model” as shown in Figure 2.28a. Ponta and Jacovkis [200]
proposed the idea of combining the classical free wake vortex model with a finite
element (FE) model. The flow area surrounding each blade is computed using a FE
technique (Figure 2.28b), while the remaining flow field is calculated using the vortex
model. In essence, the vortex model is used to supply the boundary conditions on
the boundary of the micro-model. However, these micro-model based methods were
unable to predict the dynamic stall phenomenon accurately.

(a)

(b)

Figure 2.28: (a) Finite element analysis area and macro-model area (b) finite
element mesh used in micro-model [182, 200].
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2.4.7

Computational fluid dynamics

With the advancement of computing hardware, the utilisation of computational
fluid dynamics (CFD) has become increasingly popular in the numerical modelling
of wind turbine aerodynamics by solving the Navier-Stokes equations [203]. The
CFD simulation of VAWT aerodynamics has received considerable attention with
most studies to date employing 2D models due to the excessive computational cost of
3D models [204]. The earliest attempts to simulate the VAWT unsteady flow effects
using CFD were performed by Tchon and Paraschivoiu [205] and also by Allet et
al. [206]. In both of these cases, the Navier-Stokes equations were solved using
a streamline upwind Petrov-Galerkin FE turbulent solver. The first real effort to
improve the efficiency of a VAWT with the emerging CFD capabilities was performed
by Vassberg et al. [207] in 2005. As one may notice, the topic of modelling VAWTs
by utilising CFD is still quite new and has been receiving increasing attention ever
since as depicted in Figure 2.29.
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Figure 2.29: The increasing utilisation of CFD in the analysis of VAWTs (data
obtained from Scopus).
Many researchers have outlined approaches and recommended guidelines to attain trustworthy CFD simulations of VAWTs. Primarily, these works have focused
on the crucial aspects such as the employed numerical formulation, turbulence models, boundary conditions, and the grid and time step requirements. Castelli et al.
[208] conceived the CFD-based method using sliding meshes for the evaluation of
the efficiency and aerodynamic forces of a straight-bladed VAWT using the commercial code ANSYS® Fluent® . Balduzzi et al. [203] and Bianchini et al. [209]
presented an approach detailing suitable simulation settings to model the aerodynamic behaviour of a small-scale VAWT. This investigation was further extended
by defining optimum temporal and spatial requirements in order to achieve a highly
accurate solution and was validated with experimental data [210]. In related studies, Rezaeiha et al. [211, 212] extended these guidelines for a wider range of VAWT
solidities and operational TSRs. An alternative CFD approach was presented by
Campobasso et al. [213, 214] using a density-based Navier-Stokes solver with lowspeed preconditioning implemented in the research code COSA (CFD Optimized
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Structured multi-block Algorithm). A comparative study of the Fluent and COSA
methodologies showed an excellent agreement with each other in the prediction of
VAWT performance and therefore demonstrates confidence in their utilisation [215].
The Courant-Friedrichs-Lewy (CFL) criterion was applied by Trivellato and
Castelli [216] to examine the numerical stability of VAWT simulations using rotating grids. It was established that small azimuthal increments in the region of 1/15◦
or 1/30◦ are advised to minimise numerical errors to an acceptable level. Mâitre
et al. [217] demonstrated the importance of a refined near-wall grid density during
stall as it was found that an overly coarse grid leads to early and overestimated stall
performance. Grid independence techniques were investigated by Almohammadi et
al. [218], where it was shown that the fitting method is suitable to predict grid
independent behaviour without the need for a high number of grids to be generated.
Largely, these computational researches have utilised the unsteady ReynoldsAveraged Navier-Stokes (URANS) approach with an array of turbulence models
being employed for closure [18]. Alternative elaborate methods such as Direct Numerical Simulation and Large Eddy Simulation (LES) have been found to be mainly
unsuitable due to the very high computational resources demanded by these methods
[215, 219]. Although, a limited number of LES studies do exist within the literature
such as by Elkhoury et al. [220], Posa and Balaras [221] and Peng and Lam [222].
To improve algorithmic efficiency, Spalart et al. [223] introduced the theory of Detached Eddy Simulation (DES) which essentially represents a hybrid of RANS and
LES methods within a single framework. Simão Ferreira et al. [224] compared two
URANS turbulence models (k−ε model and Spalart-Allmaras (S-A) model) the LES
and DES methods with experimental particle image velocimetry (PIV) visualisation
of a VAWT with a single NACA 0015 airfoil. It was qualitatively determined that
the DES approach gave the most accurate representation of the vortex development
and shedding during stall. In a subsequent study, Buchner et al. [225] replicated
this PIV experiment by Simão Ferreira et al. at the same chordal Reynolds number
of 70,000 and conducted computations using the k −ω Shear Stress Transport (SST)
model [226]. It was determined that this model predicted the dynamic stall features
well but did show evidence of delayed flow separation. Daróczy et al. [227] performed a systematic comparison of a range of URANS turbulence models to identify
the most suitable model for VAWT optimisation. The models were assessed against
four different VAWT experiments and it was identified that the k − ε Realizable
model and k − ω SST model gave the best agreement with the experiments. Almohammadi et al. [228] investigated VAWT dynamic stall at a Reynolds number of
2.83 ×105 using two turbulence models, namely the k − ω SST and the Transitional
SST models. It was established that the formation of laminar separation bubbles on
the airfoil’s leading edge has a significant influence on the stall development at this
flow regime and can only be accurately predicted by considering the effect of flow
transition in the employed CFD model. Similarly, this observation has also been indicated by other studies performed at these low Reynolds numbers with small-scale
turbines [209, 224, 229–231].
While these studies, have largely employed the 2D modelling approach, the proliferation in computing power, hardware resources and versatility of numerical al38
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gorithms has enabled the realisation of 3D CFD studies. Lam and Peng [204] investigated the near and far wake development of a H-type VAWT using 2D and
3D CFD simulations. It was demonstrated the 2D CFD model overestimated the
turbine performance and this was similarly observed by Howell et al. [232] and by
Marsh et al. [231]. The 2D CFD approach assumes the VAWT’s blades have an
infinite span. A 3D URANS study of a H-type VAWT operating in skewed flow was
conducted by Orlandi et al. [49] and showed a performance improvement due to the
reduced wake velocity effects on the turbine’s downwind region. Lei et al. [51, 233]
examined the effect of the pitch and surge degrees of freedom on the aerodynamics
of a floating VAWT using Improved Delayed Detached Eddy Simulations (IDDES).
Balduzzi et al. [234] simulated the 3D unsteady aerodynamic effects experienced
by a single VAWT blade using a computing cluster consisting of more than 16,000
processor cores with a grid containing 64 million elements. The study elucidated
the generation of the blade tip vortices, dynamic stall phenomenon and blade/wake
interaction.
Table 2.3 provides a review of the most prominent CFD literature studies and
the range of chordal Reynolds numbers is included to indicate the scale of VAWTs
examined thus far.
Table 2.3: Summary of previous VAWT CFD studies at various Reynolds numbers.
Author(s)

Allet et al. [206]

Dimension Turbulence model(s)

2D

Chordal Reynolds number

employed

range

Cebeci-Smith,

Re = 6.7 × 104

Johnson-King
Simão Ferreira et al. [224]

2D

S-A, k − ε, DES,

6.42 × 103 ≤ Re ≤ 1.93 × 104

LES
Amet et al. [235]

2D

k−ω

1.97 × 104 ≤ Re ≤ 5.90 × 104

Wang et al. [229]

2D

k − ω, k − ω SST

Re < 105

Maître et al. [217]

2D

k − ω SST

6.00 × 104 ≤ Re ≤ 1.80 × 105

Almohammadi et al.

2D

k − ω SST,

2.16 × 105 ≤ Re ≤ 7.91 × 105

[218]

Transitional SST

McNaughton et al. [230]

2D

k − ω SST

5.04 × 103 ≤ Re ≤ 1.51 × 104

Campobasso et al. [214]

2D

k − ω SST

1.27 × 105 ≤ Re ≤ 2.27 × 105

Buchner et al. [225]

2D

k − ω SST

8.05 × 104 ≤ Re ≤ 1.51 × 105

Bianchini et al. [209]

2D

k − ω SST, γ − Reθ

4.00 × 105 ≤ Re ≤ 6.80 × 105

Zanforlin and Nishino

2D

k − ω SST

9.82 × 104 ≤ Re ≤ 3.29 × 105

Li et al. [219]

2D, 2.5D

k − ω SST, LES

2.76 × 105 ≤ Re ≤ 8.51 × 105

Rezaeiha et al. [211, 212]

2D, 2.5D

k − ω SST,

1.00 × 105 ≤ Re ≤ 2.00 × 105

[236]

Transitional SST
Castelli et al. [208, 216]

2D, 3D

k − ε realizable

1.22 × 105 ≤ Re ≤ 2.27 × 105

Rossetti and Pavesi [237]

2D, 3D

SST-SAS

1.7 × 104 ≤ Re ≤ 8.52 × 104
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Balduzzi et al.

2D, 3D

k − ω SST

1.10 × 105 ≤ Re ≤ 2.06 × 105

2D, 3D

Transitional SST,

1.34 × 105 ≤ Re ≤ 2.10 × 105

[203, 215, 234]
Lam and Peng [204]

SST-IDDES
Howell et al. [232]

2D, 3D

k − ε RNG

3.97 × 104 ≤ Re ≤ 1.39 × 105

Marsh et al. [231]

2D, 3D

k − ω SST,

5.00 × 104 ≤ Re ≤ 5.00 × 105

Transitional SST
Orlandi et al. [49]

2D, 3D

k − ω SST, k − ε

3.95 × 103 ≤ Re ≤ 8.29 × 104

RNG
Bachant et al. [238]

2D, 3D

k − ω SST, S-A

1.26 × 105 ≤ Re ≤ 4.05 × 105

Chowdhury et al. [239]

3D

k − ω SST, k − ε

3.95 × 103 ≤ Re ≤ 8.29 × 104

RNG, S-A
Li et al. [240, 241]

3D

k − ω SST

6.37 × 104 ≤ Re ≤ 2.14 × 105

Scheurich et al. [242]

3D

VTM

3.2 × 104 ≤ Re ≤ 4.8 × 104

Lei et al. [51, 233]

3D

k − ω SST-IDDES

1.18 × 105 ≤ Re ≤ 4.71 × 105

Elkhoury et al. [220]

3D

LES

1.06 × 105 ≤ Re ≤ 1.67 × 105

Peng and Lam [222]

3D

LES

5.06 × 103 ≤ Re ≤ 6.46 × 104

Posa and Balaras [221]

3D

LES

3.97 × 104 ≤ Re ≤ 1.39 × 105

2.4.8

Comparison of models

In the previous subsections various VAWT aerodynamic models have been introduced and discussed. This section will elaborate on the model capabilities and limitations, and give the rationale for the aerodynamic modelling methodology utilised
in this work. Table 2.4 summaries the primary characteristics of the different aerodynamic models, for use in the design of an offshore VAWT.
Table 2.4: Comparison of VAWT aerodynamic models.
BEM

Actuator Cascade

Vortex

Panel

Hybrid

CFD

Complexity

Low

LowMedium

LowMedium

Medium

MediumHigh

MediumHigh

High

Implementation

Easy

EasyMedium

EasyMedium

Medium

MediumHard

MediumHard

Hard

Accuracy

Low

Medium

Medium

Medium

MediumHigh

MediumHigh

High

Computational
cost

Low

Low

Low

Medium

MediumHigh

MediumHigh

High

Restricted to
known airfoils

Yes

Yes

Yes

Yes

No

No/limited

No

Dynamic stall
effects incl.

No

No

No

No

No

Yes/limited

Yes

Wake flow
field simulated

No

Yes

No

Yes

Yes
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2.5. The dynamic stall phenomenon
Especially in the initial design phase, low cost aerodynamic models are very
useful. In comparison to more advanced design tools such as CFD, they are a
quick and economical approach to assess the VAWT performance. At present, these
mathematical models represent the industry standard in the analysis of wind turbine
aerodynamics [13]. More importantly, they are used ahead of more advanced analyses due to their robustness and speed [243]. Due to the considerations of accuracy
and computational cost, the cascade model was determined to be a suitable model
for the conceptual design of a VAWT. The cascade model has the advantage that it
considers the turbine solidity which is not explicitly accounted for in the momentum
and vortex models. Furthermore, Islam et al. [34] shows the cascade model has an
accuracy level comparable to the more complex vortex model. A drawback of these
mathematical models is the need for blade aerodynamic data (e.g. experimental lift
and drag coefficients) which must be obtained from an external source.
In comparison, CFD simulations do not need any external data and have the
ability to reproduce the physical unsteady flow effects. Furthermore, CFD has the
advantage of resolving the full transient flow field, allowing a better understanding of
the flow at the VAWT surfaces and its wake characteristics also. The main drawback
of CFD is the very high computational effort needed to obtain a solution and also the
CFD grid generation is a time consuming process [147]. The VAWT dynamic stall
effects are considered in the CFD simulation, but for the lower fidelity aerodynamic
models, a dynamic stall model must be included as will be highlighted in the next
section.

2.5
2.5.1

The dynamic stall phenomenon
Physical description

Dynamic stall is an incredibly rich fluid dynamics phenomenon that manifests on an
airfoil or any other lifting surface during unsteady motion where the effective angle
of attack exceeds its static stall angle [244, 245]. The dynamic stall phenomenon
delays the onset of flow separation to a higher angle of attack than would occur
statically. The stages of the dynamic stall event are shown schematically in Figure
2.30.
Dynamic stall is characterised by the formation of large vortical structures on
the suction surface of an airfoil which initially creates lift augmentation but consequently results in a sudden loss of lift generation in an immensely non-linear manner
[246]. The VAWT is especially susceptible to blade dynamic stall at low TSRs during
starting or stopping and in sudden gusts [247]. This flow phenomenon is an important consideration, as most large-scale fixed-pitch VAWTs are passively controlled at
high wind speeds by inducing blade dynamic stall to prevent the turbine from overspeeding [40, 92]. Extensive experimental studies have been undertaken to elucidate
the factors that influence this complex phenomenon on VAWTs [224, 248, 249], as
well as utilising oscillating airfoils for aeronautical applications [244, 250].
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Figure 2.30: Schematic showing the stages of the dynamic stall process on an
oscillating 2D airfoil [245].
These studies have shown that dynamic stall is more difficult to predict and analyse compared to static stall. Furthermore, dynamic stall is dependent on a higher
number of parameters, which include the airfoil shape, amplitude of oscillation, reduced frequency, Reynolds number and the Mach number. To accurately model the
VAWT performance the effects of dynamic stall must be included in the employed
aerodynamic modelling approach. This is exemplified in the work by Schuerich and
Brown [247], where a VAWT was simulated using static airfoil data and separately
using a dynamic stall model as depicted in Figure 2.31.
It is clearly apparent performance estimations based on static airfoil coefficients
disregard the dynamic effects and would lead to erroneous conclusions. Furthermore,
it is emphasised by Coton et al. [202] that differences of up to 100% can exist between
the actual turbine blade loads and those estimated using static airfoil data.
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Figure 2.31: Comparison of model predictions with experimental measurements by
Schuerich and Brown using (a) static airfoil data (b) a dynamic stall model [247].

2.5.2

VAWT engineering dynamic stall models

There exists a plethora of dynamic stall engineering models which have mainly
developed for the helicopter design community. These dynamic stall models can be
placed into two categories, theoretical and semi-empirical methods. The theoretical
models utilise a form of resynthesis to simply rebuild the dynamic stall observations
from experimental tests (for example the Boeing-Vertol method and the Beddoes
time delay method). On the other hand, there are semi-empirical models which
contain simplified representations of the dynamic stall physical process by using sets
of linear and non-linear equations to simulate the aerodynamic loads (for example
Johnson’s method and the ONERA method). These non-linear equations require
a number of empirical coefficients, usually derived both from steady and unsteady
experimental tests. Therefore, their application is limited to the airfoil profile and
the flow regime for which they are developed [245].
For a VAWT, the characteristic airflow is significantly different compared to a helicopter, since the normal functioning regime Mach number and rotational frequency
are considerably lower. Furthermore, the employed VAWT blade airfoils are much
thicker to provide superior aeroelastic stiffness to resist blade flexure. As a result,
some dynamic stall models have been adapted for the modelling of wind turbine
dynamic stall aerodynamics. Historically, the Gormont model [251] with its various
adaptions has been widely utilised for VAWTs and was used by SNL engineers [36].
However, in the interests of computational simplicity this model sacrifices physical
realism and does not capture critical flow features of the dynamic stall phenomenon
[36, 252]. In particular, it is speculated the Gormont model overpredicts the effects
of dynamic stall since the maximum angle of attack reached is generally higher than
is typical for helicopter blades [13].
Alternatively, the Beddoes-Leishman (B-L) dynamic stall model [253] is a more
complete semi-empirical model that considers each individual component of the dynamic stall process. The B-L model treats both unsteady attached and separated
flow. Trailing edge separation and the effects of vortex shedding are included in
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the B-L model. In 1993, a new representation of the vortex shedding process was
included by Beddoes [254]. The B-L model was extended for incompressible flows by
Sheng et al. [255] and by Niven and Galbraith [256], making it appropriate for the
VAWT flow environment. A modification was included which takes into account the
negative tangential force coefficient under deep stall conditions [255]. Furthermore,
an improved dynamic stall onset criterion was incorporated into the modified B-L
model to enhance stall onset prediction [257, 258]. Figure 2.32 highlights the prediction difference between the original and the modified B-L model for an oscillating
NACA 0012 airfoil in an incompressible flow regime. The improved correlation of
the modified B-L model is clearly apparent.

(a)

(b)

Figure 2.32: Comparison of the orginal Beddoes-Leishman model and the modified
version by Sheng et al. for a NACA 0012 oscillatory test (Ma = 0.12) (a) normal
force coefficient (b) chordwise force coefficient [255].
Recently, Dyachuk et al. [259] compared three versions of the B-L model with
the Gormont model against experimental measurements where it was found the
model by Sheng et al. gave the best agreement with experimental data. Indeed, a
shortcoming with the B-L model is the significant number of empirical coefficients
which need to be derived from unsteady and steady airfoil measurements. Generally,
a set of coefficients for the model must be derived for each airfoil and also over the
appropriate range of Reynolds numbers and Mach numbers [260].

2.6

VAWT design parameters

There are many design parameters which affect the aerodynamic performance of the
VAWT. In this section, a detailed review of these design parameters shown in Figure
2.33 will be given.

44

2.6. VAWT design parameters

Configuration
Blade airfoil
Solidity
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Figure 2.33: Design parameters affecting the performance of the VAWT.
Initially, it is necessary to highlight a means of displaying the VAWT aerodynamic efficiency. Figure 2.34 shows the characteristic performance curve for a
VAWT, which is also known as the CP (λ) curve.
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Figure 2.34: The performance curve of a VAWT.
This curve depicts some important performance information, such as the maximum power coefficient, CP max , and the corresponding optimal TSR, λopt . At this
set point, the VAWT blades are experiencing optimum flow conditions and are extracting the most energy from the flow. Beyond the λopt , the efficiency decreases
as the TSR is increased. This is due to a blockage effect which impedes the flow
going through the VAWT and instead the flow tends to go around the turbine as
portrayed in Figure 2.35b.
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Blade

Blade

Blade

Blade

(a)

(b)

Figure 2.35: Insight into the difference between the flow fields at a (a) low TSR
and a (b) high TSR.
Furthermore, the low blade angles of attack produce little torque and viscous
friction eventually prevails. Conversely, below the λopt there is little impedance and
the flow can go through the turbine. However, the blades experience dynamic stall
leading to vortices detaching from the blades and are transported into the wake as
shown in Figure 2.35a. It is apparent, that the VAWT performance and flow field
is strongly dependent on the TSR value.

2.6.1

Configuration variants

There are many different types of VAWT geometries as shown in Figure 2.36.

(a)

(b)

(c)

Figure 2.36: Different VAWT configurations (a) straight-blade “Musgrove Hrotor” (b) curved-blade “Darrieus” (c) helical-blade “Gorlov” [261].
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These include the:
• straight-bladed turbine (Musgrove)
• curved-bladed turbine (Darrieus)
• helical-bladed turbine (Gorlov)
In the early development of the VAWT, the blades primarily adopted the curved
shape (e.g. parabola, catenary, ideal troposkien and SNL shape) to resist the high
centrifugal forces encountered during operation and to reduce the blade bending
moments (see Figure 2.37a) [36].

(a)

(b)

(c)

Figure 2.37: (a) Schematic of the curved-bladed Darrieus turbine (b) low-angle
camera shot of the SNL 34-m Darrieus turbine (c) effect of curvature ratio on Darrieus turbine aerodynamic efficiency [36, 68, 71].
The SNL shape was a simplified form of the troposkien shape with an arc in
the center and two ends connected by uniform straight sections. As a result, this
permitted the utilisation of slender blades which were connected to the center tower
and loaded primarily in tension [24]. It is important to note the curved blades do
experience gravitational-induced bending stresses when the turbine is static. However, as the turbine begins to rotate these bending stresses become dynamic and
are eventually overcome by the blade centrifugal forces which are dependent on the
turbine’s rotational velocity [68]. An important aerodynamic disadvantage of this
architecture is the reducing diameter close to the top and bottom of the turbine
(shown clearly in Figure 2.37b), where little torque is produced at these regions
[261]. Therefore, it can be observed that the performance of the Darrieus turbine
varies depending on the blade curvature as shown in Figure 2.37c [151]. In particular, the turbine efficiency is influenced greatly by the length of the relatively straight
section at the turbine mid-span relative to the turbine’s height, which is denoted
here as ze /H [68].
It is emphasised by Musgrove [262] that the blades should ideally be straight and
upright to maximise the aerodynamic efficiency, or in other words have a straightbladed geometry. Moreover, the straight-bladed turbine is the simplest geometry
47

2.6. VAWT design parameters
available and is therefore inexpensive and more straightforward to manufacture compared to the Darrieus turbine [32, 89]. The straight-bladed turbine has also better
self-starting ability than the Darrieus turbine [33]. However, a disadvantage of the
straight-bladed turbine is the need for horizontal struts to support the turbine’s
blades as depicted in Figure 2.38, which are not usually required for the Darrieus
configuration.

Struts

Struts

(a)

(b)

Figure 2.38: (a) Aerial view of the VAWT 850 H-rotor (b) the VAWT blade
support struts (note the rotor is pitched 90◦ during assembly) [13, 41].
In comparison, the Darrieus turbine’s blades tend to be considerably longer than
equivalent straight blades and the Darrieus turbine also requires guy cables to support the top of the turbine. In particular for an offshore installation, it may be
impractical for guy cables to be utilised effectively and would greatly increase the
system’s cost [24]. Scheurich et al. [263] compared the aerodynamics of the straightbladed and curved-bladed VAWT using the VTM at λ = 5 as displayed in Figure
2.39.
It is observed the curved-blade local angle of attack varies significantly relative to
its spanwise blade section and when compared to the straight-blade angle of attack
in Figure 2.39b. As the curvature of curved-blade results in a reduced radius towards
the blade’s tips, a lower tangential velocity is encountered and the blade angle of
attack greatly increases (i.e. lower effective tip speed ratios). This indicates that
the regions near the blade tips can be subjected to dynamic stall even at tip-speed
ratios experienced frequently during the operating envelope. As a result, the curvedblade configuration has challenging passive controlled stall regulation characteristics
when compared to the more simplistic straight-bladed configuration [28]. Both of
these turbine configurations generate a fluctuating torque output due to the discrete
circumferential spacing between the blades. The interaction of the rotating blades
with the incident wind produces time periodic aerodynamic forces and subsequently
gives rise to time dependent torque variations, known as the torque ripple expressed
in Eq. (2.21) [264]:
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Figure 2.39: (a) Straight-bladed and curved blade turbines with spanwise locations
(b) blade angle of attack variation (c) blade section non-dimensional torque [263].

Torque ripple = (Qmax − Qavg )/Qavg

(2.21)

To reduce the magnitude of the torque ripple, helical blades can be utilised
where the blade geometry is swept along the turbine’s circumference of rotation
[120]. The blade helical angle, Φ (Eq. 2.22) is defined as the angle between the
blade’s longitudinal axis and the horizontal plane as illustrated in Figure 2.40a.

(a)

(b)

Figure 2.40: (a) Blade helical angle (b) effect of helical angle on efficiency [265].
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Φ=

NH
πD

(2.22)

where H is the turbine height.
To fully eliminate the torque ripple, all the helical blades must overlap the entire
circumference of the turbine. In other words, the geometric projection of the blades
on the plane perpendicular to the turbine’s vertical axis must create a solid ring
[266]. This feature spreads the torque output evenly over the entire revolution, although some torque fluctuation is always likely to occur from localised perturbations
in the blade aerodynamic loading [263]. Shiono et al. [265] conducted a series of hydrodynamic experiments to investigate the influence of blade helical angle variation.
It was identified the maximum efficiency was obtained at Φ = 90◦ (i.e. equivalent
to a straight-bladed turbine) and inclining the blades reduces performance as shown
in Figure 2.40b. The results also proved the helical turbine had better self-starting
ability and a lower torque ripple than the straight-bladed turbine. It was ultimately
concluded by Shiono et al. that “the helical blade water turbine is better at starting,
while the straight blade water turbine is better in energy production” [265]. Niblick
[267] also performed experimental tests which confirmed that the power output decreased as the helical angle was reduced from Φ = 90◦ . Marsh et al. [268] used a 3D
URANS model to simulate the performance of a VAWT at various blade helical angles. The results again indicated the helical blade improves starting characteristics
albeit with a reduced peak efficiency. It was qualitatively identified that as the blade
helical angle was decreased, the magnitude of the spanwise flow over the turbine’s
blades increased and consequently the power losses increased also. Furthermore, the
blades experienced dynamic stall earlier and maximum efficiency point was shifted
to higher TSRs. Similar findings were reported also by Castelli and Benni [269] and
also by Alaimo et al. [270] concerning the helical turbine configuration. In a FSI
analysis study by Marsh et al. [271] a straight-bladed configuration is finally recommended as only 13% increase in the turbine structural stress is established compared
to the helical turbine. Despite the self-starting benefits gained from utilising a helical turbine, its blades are complex and inevitably more expensive to manufacture
compared to a straight-bladed turbine [68].
Considering an offshore environment, a floating VAWT is expected to tilt during
operation and will inescapably experience skewed inflow velocities. It is therefore
important to consider how each configuration performs in a skewed inflow environment. The effect of inflow velocity at different skew angles γ on a straight-bladed
turbine was investigated experimentally by Mertens et al. [50] as shown in Figure
2.41. It was established that the turbine’s performance increased for a limited range
of skew angles as depicted in Figure 2.41b.
At a skew angle of γ = 25◦ , Mertens et al. found the power coefficient increased
to a maximum of 1.3 times the value in perpendicular flow. There are two factors
which elucidate this improved efficiency of the straight-bladed turbine in skewed
flow [49–51]:
1. The turbine’s effective swept area is increased as demonstrated in Figure 2.41a.
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Figure 2.41: (a) The projected swept area of a straight-bladed turbine in skewed
flow (b) efficiency measurements at different skew angles (data from Mertens et al.
[50]).
The swept area with respect to the skew angle can be calculated by:
Aγ = 2RH cos γ + πR2 sin γ

(2.23)

2. In perpendicular flow, the streamtube interacts with the turbine’s blades twice,
the downwind phase being penalised by the energy extraction from the upwind
phase. In skewed flow, a significant portion of the flow passes only once through
the turbine, thereby allowing the downwind blade to experience undisturbed
flow and thus increase aerodynamic efficiency.
Battisti et al. [133] performed wind tunnel testing of a scaled DeepWind Darrieus
turbine to quantify the effect of a 15◦ tilt angle as depicted in Figure 2.42a.

(a)

(b)

Figure 2.42: (a) Upright and tilted Darrieus VAWT (b) efficiency difference [133].
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Contrary to the power increases observed for the straight-bladed turbine by
Mertens et al., the tilting has a negative impact on the performance of the curvedbladed turbine as shown in Figure 2.42b. The specific geometry of the curved-bladed
turbine means the unperturbed downwind velocity region is not established. In other
words, the streamtube crosses the turbine twice even in skewed flow conditions,
unlike the straight-bladed turbine [133]. Niblick [267] also found the efficiency of the
helical turbine decreased with increasing tilt angle from a sequence of hydrodynamic
flume tests. A series of comparisons of the three possible VAWT configurations is
detailed in Table 2.5.
Table 2.5: Comparison of the turbine configurations.
Characteristic

Straightbladed

Curvedbladed

Helicalbladed

Peak aerodynamic efficiency

∗ ∗ ∗∗

∗∗∗

∗∗

Manufacturability and cost

∗ ∗ ∗∗

∗∗

∗

Self-starting ability

∗∗

∗

∗ ∗ ∗∗

Structural stress

∗

∗∗∗

∗∗

Stall regulation control

∗∗∗

∗

∗

Shaft torque ripple

∗

∗

∗∗∗

Skewed inflow effect

Positive

Negative

Negative

Blade tip vortices created

Yes

No

Yes

Support struts required

Yes

Optional

Yes

Guy cables required

No

Yes

No

Note: A higher number of stars (∗) is desirable

It is apparent that each configuration has their own respective advantages and
drawbacks, with no one configuration offering the complete solution. It is clear however that the straight-bladed turbine is proven to exhibit the highest aerodynamic
efficiency and is the most cost-effective solution for an offshore floating installation.
While this turbine geometry does have drawbacks such as a low starting torque
and a shaft torque ripple, these characteristics can be successfully overcome by incorporating some technological features. The inability to self-start is not a critical
problem, as offshore wind turbines are primarily grid-connected and therefore grid
power can be used to start the turbine by using the generator as a motor [33]. Once
the turbine’s operating speed is reached, the generator can then return to its power
production role [107]. Moreover, after the turbine speed exceeds the freestream velocity (λ > 1) significant lift is produced by the turbine’s blades and this allows a
fast and well controlled starting of the turbine [272]. The torque ripple is an inherent property of the VAWT and can be attenuated efficiently by adding compliance
to the drivetrain [24]. For instance, the two-bladed SNL 34-m Darrieus turbine (see
Figure 2.37b) integrated a pair of inexpensive elastomeric couplings to its drive system to dampen the torque ripple to allowable levels [273]. The compliance was able
to be adjusted to alter the drive shaft stiffness and affect the drivetrain torsional
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frequencies (also known as a soft drivetrain) [82]. A soft drivetrain can dampen out
torque variations at high frequencies [80]. The average torque ripple was about 11%
and the power ripple was approximately 2% for the SNL 34-m turbine which allowed
the generator to operate reliably [82]. The generated power variation can also be
reduced by utilising power electronic interfaces and filtering techniques following
the generator phase [274, 275]. Furthermore, with variable speed operation, the
generator torque can be isolated from the fluctuations in the aerodynamic torque
[276].

2.6.2

Solidity

The VAWT solidity represents the ratio of the total blade planform area N cH to
the turbine’s swept area DH. This parameter has been defined in two forms, either
σ = N c/D or σ = N c/R by various researchers. The latter definition was suggested
by Strickland [151], which is used predominately in the literature and will be adopted
in this work. The solidity has a profound effect on the aerodynamic performance of
a VAWT, both the CP max and the λopt as shown in Figure 2.43.

Figure 2.43: Effect of VAWT solidity on efficiency [277].
It is apparent from the definition of solidity that both the turbine mass and
manufacturing costs will increase with greater solidity. It is therefore imperative to
select an appropriate solidity which maximises efficiency without requiring excessive
blade material [278]. High and low solidities can be characterised by values of
σ = 1 and σ = 0.1, respectively [279]. The most discernible impact of increasing
the solidity is that the entire performance curve is shifted to lower TSRs and the
range of turbine operation is also reduced. A high solidity turbine is not preferred
from a power generation standpoint, due to its low efficiency and narrow “peaky”
performance curve. The operation at low TSRs implies a slow rotating turbine
producing high torque and an increased prevalence of dynamic stall due to the high
range of angles of attack encountered by its blades [280]. On the other hand, very low
solidities are undesirable due to the high rotational velocities (i.e. high centrifugal
loads) and the low peak efficiencies obtained.
The solidity can be varied by altering the number of blades or the chord-to-radius
ratio c/R. Strickland et al. [168] conducted tow tank experiments to qualitatively
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investigate the effect of increasing solidity on the VAWT near-wake structure. The
straight-blade turbine had solidity values of 0.15, 0.30, and 0.45 for a one, two and
three-bladed configurations, respectively. Blade streaklines were formed by injecting
dye through the trailing edge of the blades to visualise the blade vortex sheet as
shown in the negatives in Figure 2.44.
N=1

N=2

(a)

(b)

N=3

(c)

Figure 2.44: Tow tank visualisation of the effect of increased solidity on the VAWT
wake (Note - image negatives are shown in plan view (i.e. x-y plane)) (λ = 5, c/R
= 0.15, Re = 40,000) (a) σ = 0.15 (b) σ = 0.30 (c) σ = 0.45 [168].
It can be observed that increasing turbine solidity increases the mutual bladewake interactions, and creates a blockage effect which deteriorates the turbine’s
efficiency [281]. Thus, to maximise efficiency, a balance between the solidity, the
operational TSR and the magnitude of the flow blockage effect must be achieved.
Blackwell et al. [77]. conducted a series of wind tunnel experiments to assess the
impact of solidity (σ = 0.13 ⇒ 0.30) on the SNL 2-m Darrieus turbine as shown in
Figure 2.45.

Figure 2.45: Experimental measurements showing the effect of solidity on the
efficiency of the SNL 2-m turbine [77].
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The solidity was varied by changing the blade chord length and/or the number of
blades, while all other parameters remained unchanged. To maximise aerodynamic
efficiency, it was recommended a solidity in the range σ = 0.2 − 0.25 should be
chosen [52, 76]. Similarly, other researchers such as Strickland et al [151], Roh and
Kang [282], Kumar et al. [117], McIntosh and Babinsky [283], Kirke and Lazauskas
[284], Rezaeiha et al. [212], Meana-Fernández et al. [285] and Cheng et al. [17]
determined the optimum solidity to be in the range σ = 0.2 − 0.3. This relatively
low solidity can maximise efficiency and reduce the material costs for large-scale
turbines since the size of blades is small relative to the overall size of the turbine
[280]. Furthermore, the optimum TSR for most practical VAWTs is in the range of
λ = 3 − 4, which negates the risk of the blades experiencing dynamic stall at the
optimum efficiency [28, 40, 211, 227, 285, 286].

2.6.3

Number of blades

The choice of blade number is a critical design consideration and is ultimately a
compromise between the blade stiffness, aerodynamic efficiency and cost considerations [24]. By convention, the number of blades is directly proportional to the
turbine solidity. For a VAWT, as the number of blades increases the c/R ratio must
be reduced accordingly to maintain a desired solidity as portrayed in Figure 2.46.

Isometric
projection

Plan view

(a)

(b)

(c)

(d)

Figure 2.46: Visual representation of a constant solidity VAWT with different
number of blades (a) one (b) two (c) three (d) four.
Blackwell et al. [77] investigated the effect of blade number (N = [2, 3]) on the
performance of the SNL 2-m turbine. The two turbines were tested in a low speed
wind tunnel with identical solidity and similar Reynolds number as detailed in Table
2.6.
To maintain the same Reynolds number for the two turbines, the three-bladed
turbine was tested at a rotational velocity approximately 1.5 times higher than the
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Table 2.6: Details of the wind tunnel testing of the SNL 2-m turbine with two and
three blades [76].
No. of
Blades

Blade
profile

Solidity

Rotational
speed (RPM)

Wind velocity
(m/s)

Blade
chord (m)

Reynolds
number

3

NACA0012

0.20

400

Variable

0.05877

154,000

2

NACA0012

0.20

267

Variable

0.08815

156,000

two-bladed turbine. The TSR was increased in increments of 0.25 and data was
recorded using punched cards. The peak aerodynamic efficiency was matched by
both configurations as shown in Figure 2.47.

Figure 2.47: Effect of blade number on the performance of the SNL 2-m turbine
(σ = 0.20, Re = 1.55 × 105 ) [77].
There is a slight variation between the two datasets, but this difference is within
the experimental uncertainty bounds of the data [76]. It is interesting to note from
this study, the rotational velocity and by convention the wind velocity had to be
increased in order to achieve the same performance from the three-bladed turbine
compared to the two-bladed turbine. It was concluded the Reynolds number should
be kept high as possible and this suggests the number of blades should be small
as feasibly possible [52]. Indeed, from a structural standpoint, the higher turbine
rotational velocity is undesirable due to the increase in centrifugal loading. Shiono
et al. [287] conducted tow tank experiments to study the performance of a straightbladed turbine with a varied number of blades (N = [1, 3]). This study confirmed
even with the same solidity, the turbine’s performance is effected by a different
number of blades. Contrary, to the experiments by Blackwell et al. [77], Shiono et
al. maintained the same turbine rotational and freestream flow velocities for each
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turbine tested. The one and two-bladed turbine exhibited very similar values for
torque and efficiency as shown in Figure 2.48a and Figure 2.48b, respectively.

(a)

(b)

Figure 2.48: Effect of blade number (constant solidity) on the (a) shaft torque (b)
turbine efficiency [287]
In comparison to the one and two bladed turbine, the three-bladed turbine had
a much lower efficiency. The authors indicate the reduced efficiency is due to detrimental interference between the blades and increases with the number of blades
utilised. Shiono et al. showed the turbine starting torque improved with a greater
number of blades and this agrees with the assertions made by Dominy et al. [288].
Sun et al. [289] utilised 2D URANS simulations to investigate turbine performance
variation with blade number (N = [2, 4]) at σ = 0.10 (Figure 2.49a) and at σ = 0.30
(Figure 2.49b).

(a)

(b)

Figure 2.49: Relationship between efficiency with varied number of blade at constant solidity (a) σ = 0.10 (b) σ = 0.30 [289]
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It was demonstrated the two-bladed turbine performed better than the threebladed turbine and the four-bladed turbine showed inferior performance compared
to the latter. A qualitative analysis by Sun et al. [290] showed the blade vortex
shedding frequency increases as the number of blades is increased and especially at
low TSRs. Bedon et al. [137] used the DMS model to investigate the effect of blade
number on the performance of the DeepWind turbine. The instantaneous power
coefficient over one turbine revolution with a varied number of blades (N = [1, 4]) is
displayed in Figure 2.50, both for a single turbine blade and also the whole turbine
(i.e net power).
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Figure 2.50: Instantaneous power coefficient with respect to varied number of
blades at constant turbine solidity for (a) a single blade (b) the whole turbine [137]
The number of blades has a significant effect on the global torque, whereby more
blades creates a less variable instantaneous shaft torque. Obviously, a turbine with
a single blade is not technically feasible as it presents a severe balancing problem
and would require a counterweight to operate effectively, while also increasing the
parasitic drag [36]. It appears a low number of blades (i.e. two or three) is the
most agreeable solution. The addition of a third blade would reduce the torque ripple, however this increases considerably the turbine cost and ultimately the system
COE [137]. The large-scale VAWTs constructed by SNL established the two-bladed
turbine was considerably more cost-effective in comparison to a three-bladed turbine from their experience [24]. It was concluded by Hyun et al. [291] and by
Li et al. [292] that efficiency increases with less blades but the fluctuation in the
instantaneous power becomes greater. From a structural design perspective, it is
advantageous to have fewer blades of large chord rather than more blades of smaller
chord. This is logical as the blade bending stiffness increases by the square of the
blade chord, while aerodynamic loads increase proportionally [36]. In addition, the
three-blade configuration is more vulnerable to dynamic aeroelastic instability or
blade flutter compared to the two-bladed configuration [52]. Consequently, more
support structure or struts are required to reinforce the blades for the three-bladed
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configuration which is costly and moreover reduces the overall efficiency by increasing parasitic drag [293]. The majority of these previous works considered the number
of blades solely from a performance standpoint. Recently, Cheng et al. [17] used a
coupled aero-hydro-servo-elastic transient model to simulate the effect of blade number (N = [2, 4]) on the dynamic responses of a floating VAWT system as depicted
in Figure 2.51.

Blade

3 blades

2 blades
Tower
Semi

4 bl ades

Mooring lines

Figure 2.51: A floating VAWT with varied number of blades by Cheng et al. [17].
These dynamic responses included the platform motions, structural loads and
mooring line tension. It was identified a floating substructure with a compliant
catenary mooring system can alleviate considerably the variation in structural responses experienced by the two-bladed turbine. Table 2.7 systematically compares
the design characteristics of a VAWT with two or three blades. It was decided the
two-bladed system considering its efficiency and superior attributes was the most
preferable design choice.
Table 2.7: Design characteristics comparison of a turbine with two and three
blades.
Characteristic

Two blades

Three blades

Blade Reynolds number

Higher

Lower

Manufacture cost

Lower

Higher

Assembly cost

Lower

Higher

Blade strength/weight ratio

Higher

Lower

Rotational moment of inertia

Lower

Higher

Aeroelastic instability resistance

Higher

Lower

Shaft torque ripple amplitude

Higher

Lower

Starting torque

Lower

Higher

Blade vortex shedding intensity

Lower

Higher

Floating platform dynamics

Higher

lower

Number of support struts required

Lower

Higher
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2.6.4

Chord-to-radius ratio

Another parameter which can be used to vary the solidity is the chord-to-radius
ratio c/R which is simply the blade chord length normalised by the turbine radius
and can also be referred to as the curvature index. The cycloidal motion of the
VAWT means its blades experience curvilinear flow. A simple kinematic analysis
illustrated in Figure 2.52 reveals the relative velocity and subsequently the angle
of attack are unique along the blade chord, as the radial distance from center of
rotation to the blade chord line varies along the chord line itself.

Figure 2.52: Variation of the relative velocity and angle of attack along a VAWT
airfoil chord.
This variation in the relative velocity along the blade chord is referred to as the
flow curvature effect [294]. This effect was first investigated by Migliore et al. [294]
who theorised that the curved trajectory of the VAWT blades imparts both a virtual
camber and virtual incidence angle on the blades. In other words, a symmetrical
VAWT blade immersed in a curvilinear flow is analogous to the performance of a
cambered blade at incidence in rectilinear flow as depicted in Figure 2.53.

Figure 2.53: Flow curvature effects on a VAWT airfoil [294].
This theoretical analysis by Migliore et al. was further investigated by Rainbird
et al. [243] and by Bianchini et al. [295], who focused on the virtual camber
and virtual incidence flow curvature effects, separately. Utilising a NACA 0018
airfoil, conformal transformations were performed to fit the airfoil camber line to
the turbine pitch circle so the c/R ratio was 0.114 and 0.25 as shown in Figure
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2.54a. It must be noted here the c/R ratio is a measure of this virtual camber
introduced during the VAWT motion. Therefore, according to Migliore’s theory,
the transformed airfoils perform as the untransformed NACA 0018 airfoil in the
VAWT motion at each respective c/R ratio. Inversely, the unmodified NACA 0018
performs as the transformed airfoil in the VAWT motion at each respective c/R ratio
[243]. For both c/R ratios (the NACA 0018 and transformed equivalents), Rainbird
et al. conducted 2D URANS simulations to elucidate the effect of the c/R ratio on
VAWT performance as shown in Figure 2.54b.

(a)

(b)

Figure 2.54: (a) NACA 0018 and conformally transformed equalivalents based on
c/R ratio (b) effect of virtual camber on VAWT efficiency at c/R = 0.114 and c/R
= 0.25 by Rainbird et al. [243]
The most discernible impact of the higher c/R ratio is the shift of the performance
peak to lower TSRs. In addition, the virtual camber shows to be a small influence
at c/R = 0.114 while it is more pronounced at c/R = 0.25 [243]. The 2D URANS
simulations performed by Bianchini et al. showed the following conclusions regarding
the virtual incidence:
• Virtual incidence increases as the c/R ratio is increased.
• At a fixed c/R ratio, there is a slight increase in virtual incidence with increasing
TSR.
It is apparent that these flow curvature effects are strongly dependent on the
c/R ratio and degrade the blade aerodynamic efficiency [278]. Furthermore, these
effects are more influential at high c/R ratios and it is therefore desirable to utilise
a low c/R ratio.

2.6.5

Height-to-radius ratio and blade aspect ratio

The height-to-radius H/R ratio is one the most important design parameters for the
straight-bladed VAWT. The H/R ratio is equal to the product of the blade aspect
ratio H/c and the c/R ratio:
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H
H
c
=
×
(2.24)
R
c
R
At a certain operational TSR with a fixed VAWT swept area, it may initially
seem desirable to select a low H/R ratio in order to maximise the chordal Reynolds
number. Indeed, increasing the VAWT radius will allow the blade chord to become
larger and subsequently increase the chordal Reynolds number as portrayed in Figure
2.55 [277].
High H/R

Low H/R

Figure 2.55: Two VAWTs with the same swept area but different H/R ratios [277].
However, this also entails the utilisation of low aspect ratio blades which will
inevitably lead to higher blade tip losses. A systematic investigation by Zanforlin
and Deluca [296] identified that the blade tip loss effects are more dominant than the
Reynolds number effects. It is therefore more important to adopt a large turbine
H/R ratio with long blades. According to the theory of finite wings, blade tip
vortices are generated by the pressure difference between the sides of any finite wing
[297]. Figure 2.56 shows the smoke flow visualisation of a H-rotor blade tip vortex
performed by Simão Ferreira [298].
Blade

Blade

Tip vortex

(a) Before streamline interaction

(b) After streamline interaction

Figure 2.56: Flow visualisation of a H-rotor blade tip vortex after interacting with
a smoke streamline injection by Simão Ferreira [298] (Note: the VAWT is tilted by
30◦ respect to the vertical plane).
Early experimental studies of straight-bladed VAWTs with low aspect ratio
blades resulted in low peak aerodynamic efficiencies. Howell et al. [232] conducted
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wind tunnel tests of a high-solidity small-scale VAWT with a blade aspect ratio of
four. This low blade aspect ratio produced rather large three-dimensional blade tip
vortices and deteriorated the turbine efficiency considerably, relative to an ideal 2D
or infinite blade length (i.e where 3D blade tip effects are zero) as depicted in Figure
2.57.

Figure 2.57: Comparison of 2D and 3D CFD prediction of a H-rotor performance
(H/c = 4)[232].
Similarly, from tests undertaken by Kirke [91], it is recommended that small
blade aspect ratios should be avoided and must be considerably larger than 7.5
to achieve respectable performance. Some studies have employed 3D URANS to
investigate the effect of the blade aspect ratio on performance. Gosselin et al. [299]
compared a VAWT with blades of H/c = 7 and H/c = 15. The results showed a
large blade aspect ratio is necessary for high efficiency. For H/c = 15, almost 70%
of the ideal 2D infinite blade length efficiency was achieved. While for H/c = 7, a
60% reduction in efficiency was found compared to an ideal blade [299]. The effect
of the blade tip vortex is strongest when close to the blade tip. It can be observed in
Figure 2.58a that the local spanwise instantaneous power coefficient reduces towards
the blade tip.

H/R = 6.00
H/R = 3.80
H/R = 1.90
H/R = 0.72
H/R = 0.50

(a)

(b)

Figure 2.58: (a) Instantaneous power coefficient at different spanwise positions
along a blade semispan (b) normalised power coefficient along the blade semispan
for various H/R ratios (constant c/R ratio) [296].
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In addition, the location of the local maximum power coefficient occurs later
in the revolution as one moves closer to the blade tip. This is a consequence of
the reduction in the instantaneous angle of attack due to the spanwise vertical flow
component (also known as downwash) [234, 240, 296]. The blade induced drag
component is reduced as the H/R is made larger as displayed in Figure 2.58b. Li et
al. [300] used a 3D panel model to investigate the effect of the H/R ratio. Similarly,
it was shown the peak efficiency increases with the H/R ratio and it was noted the
optimum TSR value increases also as shown in Figure 2.59.
H/R = 0.8
H/R = 1.2
H/R = 1.8
H/R = 2.4

Figure 2.59: Effect of varied H/R ratio on VAWT efficiency with constant c/R
ratio [300] (Note: the legend has been adapted to be consistent with this work).
Li et al. [301] showed that both blade failure probability and efficiency increased
with the H/R ratio. For the particular turbine studied, the structural limit of the
blades was reached at a H/R ratio of three as shown in Figure 2.60. Therefore, while
increasing H/R ratio improves the aerodynamic performance, a practical limit was
reached beforehand due to structural limitations regarding blade flapwise strength.
These aforementioned works agree with the analyses by Paraschivoiu [36], who recommends the optimum H/R ratio is between 2.6 and 3.

Figure 2.60: Relationship between the H/R ratio and turbine characteristics [301].
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One further consideration is the occurrence of dynamic stall on a finite blade.
Both experimental [302] and numerical [303] studies of finite wings have demonstrated that the blade tip vortices influence the generation and evolution of the
dynamic stall vortex. The interaction between the dynamic stall vortex and tip
vortices combine to create the so-called Ω-shaped vortex, which spans the wing
as illustrated in Figure 2.61 [302]. Spentzos et al. [303] identified the Ω-shaped
is formed regardless of the wing planform shape, provided that the conditions for
dynamic stall are achieved.

Figure 2.61: Illustration of the Ω-shaped vortex formation [302].

2.6.6

Fixed-pitch vs variable-pitch systems

The straight-bladed turbine may have its blades mounted rigidly to the support
struts (i.e. fixed pitch) or incorporate a variable-pitch system to allow the blades to
rotate around a feathering axis that is parallel to the axis of rotation. Variable-pitch
systems can be categorised as either active or passive types. Active systems develop
a blade pitch variation by means other than the action of the blade aerodynamic
forces [304]. A variety of mechanisms can be used to control the blades. The giromill
developed by MCAIR used push rods connected to a bellcrank about the blade pivot
point as shown in Figure 2.62. The blade modulation was achieved by using a central
cam and follower to produce a preset schedule of pitch angle variation as a function
of the azimuth angle [305].
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Figure 2.62: Schematic of a blade modulation push rod assembly for a variablepitch VAWT used by MCAIR on their 40 kW machine [305].
Schönborn and Chantzidakis [306] developed a variable-pitch marine current turbine, whereby blade actuation was achieved by using a swashplate mechanism in
conjunction with a hydraulic circuit for each blade. Tow tank experiments showed
the variable-pitch turbine had a considerably higher starting torque compared to
a fixed-pitch turbine. Apart from improving self-starting ability, the variable-pitch
mechanism commonly achieves a comparatively higher efficiency whereby the blades
experience more favourable angles of attack and have the ability to maximise the
blade lift-to-drag ratio during operation. For instance, Paraschivoiu et al. [304]
showed a gain of almost 30% in the annual energy production with a polynomial
optimal pitch control system. Elkhoury et al. [220] compared a fixed-pitch and
variable-pitch system as shown in Figure 2.63b by experimental measurements and
3D LES computations.

(a)

(b)

Figure 2.63: (a) Four-bar linkage mechanism used for variable-pitch turbine (b)
comparison of fixed- and variable-pitch system performance by Elkhoury et al. [220].
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The variable-pitch turbine utilised a four-bar linkage mechanism as illustrated in
Figure 2.63a and achieved better aerodynamic performance overall. The utilisation
of variable-pitch is shown to be the most efficient solution, however a substantial
increase in design complexity occurs as well, thus eliminating two of the primary benefits of the fixed-pitch VAWT technology, its technological simplicity and reliability.
The higher maintenance requirements has prevented the utilisation of variable-pitch
systems for commercial VAWTs so far and such a mechanism also presents an undesired source of potential mechanical failure. Furthermore, variable-pitch systems
require knowledge of the wind direction and therefore removes the indifference to
wind direction as sensory equipment needs to be incorporated in order to pitch the
blades properly. The control logic would have to be greatly enhanced [307]. Indeed,
the implementation of variable-pitch is substantially more complicated for a VAWT,
when compared to a HAWT, due to the necessity to continuously pitch the blades
during the complete orbit. The HAWT design only requires blade pitch adjustments on a time scale related to the variation of the relative flow velocity. Table
2.8 compares the relative design characteristics of a fixed-pitch and a variable-pitch
system.
Table 2.8: Comparison of a fixed-pitch and variable-pitch system.
Characteristic

Fixed-pitch

Variable-pitch

Peak aerodynamic efficiency

Lower

Higher

Starting torque

Lower

Higher

Simplicity

Better

Poorer

Robustness

Better

Poorer

Reliability

Better

Poorer

Maintainability

Better

Poorer

Manufacturability and installation

Better

Poorer

System cost

Lower

Higher

Wind direction sensor needed

No

Yes

Power regulation

Passive

Active

It was identified the simplicity of the fixed-pitch system is more practical for the
extreme unforgiving offshore environment where reliability and low maintenance requirements are imperative [24]. The fixed-pitch blades can operate both unstalled
and then permitting aerodynamic stall to provide the turbine’s inherent power regulation. The primary advantage of stall over pitch control is that it takes effect
automatically, which is important in gusty conditions and thus eliminates the need
for sophisticated safety systems concerned with start-up at high wind speeds.

2.6.7

Blade-strut connection point and pitch angle

The chordwise location x/c where the blade is rigidly fixed to the strut is called the
blade-strut connection (BSC) point. This point is measured relative to the blade
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leading edge as illustrated in Figure 2.64.

-

+

(a)

(b)

Figure 2.64: Types of fixed blade pitch angles (a) postive “toe-in” (b) negative
“toe-out”.
A preset blade pitch angle β is defined as the angle subtended between the blade
chord and the line tangent to the pitch circle at the BSC point. A neutral blade
pitch (i.e. β = 0◦ ) occurs where the blade chord and the tangent line are collinear.
Fixed blade pitch angles can be either positive “toe-in” or negative “toe-out” as
depicted in Figure 2.64. Positive pitch angles are defined as an inward rotation of
the blade leading edge towards the axis of rotation of the turbine as shown in Figure
2.64a. In the other case, negative pitch angles face the blade’s leading edge away
from the axis of rotation as shown in Figure 2.64b.
Klimas and Worstell [308] were the first to examine the influence of the blade
pitch angle on the VAWT performance. This parametric study was conducted using
the SNL 5-m turbine (σ = 0.22) in an open-field test environment. The blade pitch
angle was varied by adjusting the blade chordwise mounting point to the shaft as
displayed in Figure 2.65a.

Blade

Ch

tment

jus
se ad
i
w
d
r
o

(a)

(b)

Figure 2.65: (a) Pitch angle adjustment method used on the SNL 5-m turbine (b)
effect of varied pitch angle on aerodynamic efficiency [308].
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It was identified that small negative pitch angles improved performance with
the maximum power coefficient achieved at β = −2◦ as shown in Figure 2.65b. On
the other hand, positive pitch angles were found to deteriorate the overall efficiency
[308]. It is important to note that large pitch angles (β = ±6◦ ) are detrimental
to performance and can cause a severe loading imbalance between the blades [202].
Similarly, experiments by Fiedler and Tullis [309] using a high solidity VAWT (σ =
0.96) found performance to dramatically decrease with positive pitch angles, whereas
negative pitch angles improved the overall performance. Implementing a negative
blade pitch is advantageous as it reduces the potentially excessive angles of attack on
the upwind phase while increasing too low angles of attack on the downwind phase
[309]. Furthermore, a small blade toe-out pitch angle of about −3◦ ≤ β ≤ −1.5◦
can provide a more rapid approach to the optimum TSR with a 30% reduction in
the turbine start-up time [310].
From the schematic shown in Figure 2.66, it is apparent that a variation of the
BSC point from the aerodynamic center (AC) is very similar to imposing a blade
pitch angle.

cL

L

(a)

(b)

Figure 2.66: The creation of a blade pitch angle due to the shifted location of the
BSC point from the AC (a) BSC = AC (b) BSC 6= AC (adapted from Bianchini et
al. [311]).
The AC for subsonic airfoils is located at one quarter of the chord length from the
airfoil leading edge (i.e. 0.25c) [245]. It is worth noting a small geometric variation
also occurs due to the different radial distance of the AC, as the BSC lies on the same
chord but on a different orbit as shown in Figure 2.66b [312]. It was demonstrated
by Bianchini et al. [311] that the VAWT performance is approximately the same for
a blade connected at the AC and pitched by an angle equal to the arc subtended
between the BSC and the AC case. This observation was also verified by the early
experiments by Takamatsu et al. [312]. However, when the BSC does not coincide
with the AC, a significant aerodynamic pitching moment is created by the blade
normal force and introduces a cyclic load on the blade connection point. Therefore,
it is recommended the blade be connected at the AC (or as close as possible to the
blade center of pressure), in order to reduce the cyclic stresses on the connection
point and implement a preset pitch to maximise aerodynamic efficiency [309, 311].
In many cases in the manufacture of VAWTs the BSC point is assumed best at the
mid-chord position. Experimental tests by Jacobs [313] at the National Advisory
Committee for Aeronautics (NACA), show the pitching moment remains relatively
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constant, until the stall angle of attack is reached as shown in Figure 2.67.
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Figure 2.67: Pitching moment coefficient about the aerodynamic center for NACA
4-digit airfoils [314].
Furthermore, the blades should be mass balanced about the AC, in order to eliminate pitching moments or twisting originating from the centrifugal loads. Several
researchers have investigated the effect of incorporating a preset pitch on VAWT
performance with BSC = 0.25c as reviewed in Table 2.9.
Table 2.9: Summary of literature studies investigating the effect of preset blade
pitch angle (BSC = 0.25c).
Author(s)

Method utilised

σ

Angles studied

∆β

McAdam et al. [315]

Experiment

0.785

−4◦ ≤ β ≤ 0◦

1◦

−2◦

Takamatsu et al. [312]

Experiment

0.30

−10◦ , −5◦ , −2.5◦ ,
0◦ , +5◦ , +10◦

-

−2.5◦

Kranner and Persson
[316]

2D Implicit LES

0.30

−5◦ ≤ β ≤ +5◦

1◦

−2◦

Rezaeiha et al. [281]

2D URANS

0.345

−8◦ ≤ β ≤ +4◦

1◦

−2◦

Chen and Zhou [317]

2D URANS

0.321

−5◦ ≤ β ≤ +5◦

1◦

−2◦

◦

−2◦

◦

◦

β (Cpmax )

Coton et al. [202]

Vortex model

0.20

−4 ≤ β ≤ +4

2

Paraschivoiu [36]

DMS model

0.20

−2◦ ≤ β ≤ +2◦

1◦

−2◦

Bianchini et al. [318]

DMS model

0.20

−5◦ ≤ β ≤ +5◦

0.01◦

−1.52◦

McAdam et al. [315] performed hydrodynamic experiments on a cross-flow turbine with varied negative pitch angles. A pitch angle of β = −2◦ was found to be
optimum, which increased the peak efficiency by approximately 10% over the neutral
case and aligns with the assertions made by Kranner and Persson [316]. Along with
the rise in power output, implementation of a negative blade pitch also favourably
reduces the optimum TSR without instigating blade dynamic stall [315]. Coton et
al. [202] emphasises that a negative pitch angle delays the occurrence of dynamic
stall, while conversely a positive pitch angle forces stall to occur earlier. Rezaeiha et
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al. [281] showed the power coefficient increased by 6.6% for a pitch angle of β = −2◦
and performance is considerably more sensitive to positive pitch angles rather than
negative pitch angles as shown in Figure 2.68a.

(a)

(b)

Figure 2.68: (a) Change in the power coefficient relative to a neutral pitch (β = 0◦ )
for varied pitch angles (b) instantaneous moment coefficient for one blade at varied
pitch angles [281].
Furthermore, varying the blade pitch angle shifts the instantaneous blade torque
between the upwind and downwind halves of the revolution as portrayed in Figure
2.68b [202, 281]. This trend was initially observed in the experiments performed by
Takamatsu et al. [312]. It is apparent from the literature that changing the fixed
blade pitch angle has a pronounced effect on the peak VAWT efficiency and must be
considered. In comparison to other VAWT design parameters, fixing a proper blade
pitch angle offers a simple yet effective VAWT performance enhancement which
does not introduce high manufacturing, installation or maintenance costs. A review
of previous literature has highlighted a pitch angle of β = −2◦ provides optimal
performance and the blade should be connected at BSC = 0.25c to minimise fatigue
stresses due to the aerodynamic loads at the blade-strut attachment point.

2.6.8

Blade taper and coning angle

The influence of blade taper was investigated by Coton et al. [202] with a blade
of fixed wetted area. The blade was tapered from the blade mid-span to its tip as
illustrated in Figure 2.69a.
The effect of blade taper on VAWT efficiency is shown in Figure 2.69b and is
compared to an un-tapered blade (i.e. CT IP /CCR = 1). A modest increase in
efficiency was achieved by the tapered blade especially at the higher TSRs. Coton
et al. indicates that blade taper is incorporated primarily to improve the turbine’s
structural design rather than its aerodynamic performance. In particular, the larger
blade chord at the blade mid-span allows for a reduction in bending stress at this
region. However, the disadvantage of a linear taper is an increase in the cost of
manufacture, since the blade internal structure will have different chordwise sizes
at various spanwise blade stations. The blade coning angle ξ is defined as the
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(a)

(b)

Figure 2.69: (a) Blade taper ratio definition (b) effect of taper ratio on VAWT
efficiency [202].
inclination angle subtended between the blade longitudinal axis and the vertical
plane as illustrated in Figure 2.70a.

(a)

(b)

Figure 2.70: (a) Blade coning angle definition (b) effect of coning angle on VAWT
efficiency [319].
Willmer [319] experimentally examined the effect of the blade coning angle on
the performance of straight-bladed turbine with two blades. It is demonstrated
in Figure 2.70b that increasing the blade coning angle greatly reduces the VAWT’s
performance. This technique was exploited by Musgrove’s variable-geometry VAWT,
as a method of reducing power output at high wind speeds [55].

2.6.9

Blade airfoil design

The blade airfoil has a huge impact on the VAWT COE. Moreover, the aerodynamic
efficiency and structural integrity of each blade depends on the airfoil selection. The
unsteady operation of the VAWT, with the continuous change in the angle of attack
and the relative velocity greatly complicates the airfoil choice. It is simply not
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enough to choose an airfoil with a high lift-to-drag ratio and a low drag coefficient
bucket, instead the entire range of angle of attack must be considered [111]. The
airfoil design parameters include the chord length, leading edge radius, trailing edge
profile, thickness-to-chord ratio, maximum thickness location, and the percentage
camber. The airfoil camber refers to the position of the mean thickness along its
chord as illustrated in Figure 2.71. A symmetrical airfoil has no camber, or in other
words the camber line and the chord line are collinear.

Figure 2.71: Airfoil nomenclature.
The earliest VAWT prototypes primarily used the symmetrical NACA 4-digit airfoils from the aviation industry, with thickness-to-chord ratios between 12% (NACA
0012) and 21% (NACA 0021) [68]. These symmetrical airfoils were chosen mainly
due to the operational nature of the VAWT, as the low and high pressure regions
of the airfoil change during each revolution [232]. Furthermore, the availability of
extensive steady airfoil experimental data from NACA bulletins at various Reynolds
numbers was also an important factor, as it gave engineers confidence in their aerodynamic loads and performance calculations [314]. The research initially focused on
the relatively thin NACA 0012 and NACA 0015 airfoils [96]. After, the construction
of larger VAWTs required higher structural stiffness and researchers switched to the
thicker NACA 0018 airfoil [286]. Utilising thicker NACA 4-digit airfoils than the
NACA 0018 has a detrimental effect on the VAWT performance as portrayed in
Figure 2.72 and Figure 2.73 [137].
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Figure 2.73: Performance comparison of various NACA 4-digit airfoils [137]
SNL developed a family of airfoils (SAND) specifically tailored for VAWTs [320].
The desirable characteristics of these airfoils were:
• Modest value of maximum lift coefficient Clmax .
• Sharp stall behaviour.
• Low shear stress drag coefficient Cdz .
• Wide drag coefficient buckets.
The first two points were beneficial for the power regulation of the turbine at high
wind speeds. The moderate lift coefficient reduced peak loads and the sharp stall
was advantageous in decreasing the turbine’s rotational velocity [321]. A sensible
point raised by Migliore [322] is that large values of Clmax are not very useful as
they occur at high angles of attack where low TSRs occur and happen infrequently.
Low and wide drag buckets were also deemed to be important to ensure efficient
operation over a large range of incidence. These symmetric airfoils were designed to
produce natural laminar flow (NLF) over the majority of the blade chord due to the
aft location of the maximum thickness (x/c > 40%), thus permitting a favourable
surface pressure gradient [320]. Figure 2.74 shows a visual comparison between some
of the SAND airfoils with the traditional NACA 4-digit airfoils.

Figure 2.74: Comparison of SAND and NACA 4-digit airfoils [321]
It is worth noting that SNL found laminar flow was difficult to achieve during
operation (i.e. outside the wind tunnel) due to erosion and fouling of the blade’s
sharp leading edge which produced an effective boundary layer trip mechanism, thus
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destroying the laminar flow and causing premature transition to turbulent flow [24].
The SAND airfoils are geometrically very similar to the laminar NACA 6-series
airfoils [68] which were developed approximately forty years previously. Migliore
[322] compared the NACA 4-digit and the NACA 6-series airfoils for VAWTs in
order to identify any potential improvements. It was determined the NACA 6series airfoils perform better than the NACA 4-digit airfoils irrespective of the blade
surface roughness with performance improvement in the order of 17-27% depending
on the VAWT solidity. Galbraith et al. [286] developed the GUVA 10 airfoil for stall
regulated VAWTs at the University of Glasgow. The GUVA 10 is a symmetrical,
sharp-nosed, 18% thick airfoil and gives similar performance to the NACA 0018 but
with a lower stalling angle of attack [202]. The GUVA 10 airfoil was the end product
of an iterative design process and retains the rear portion (70% aft) of the NACA
0018 airfoil as shown in Figure 2.75 [258].
NACA 0018
data4 10
GUVA
NACA 0018
data4
NACA 0018

0.1

y/c [ ]

0.05
0
0.05
0.1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

x/c [ ]

Figure 2.75: The GUVA 10 airfoil compared to the NACA 0018 airfoil (airfoil
coordinates from [286]).
The early studies by Kadlec [323] and Klimas [320] suggested that the VAWT
efficiency can be increased by using blades with cambered airfoils. Introducing
camber has a profound effect on an airfoil’s aerodynamic characteristics. A positive
camber will shift the airfoil lift curve upwards and to the left as shown in Figure
2.76.

Figure 2.76: The effect of camber on an airfoil’s aerodynamic coefficients [324].
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The opposite happens if a negative camber is employed. The camber will also
change the drag coefficient by shifting its curve as shown also in Figure 2.76. The
studies by Danao et al. [325] and Hyun et al. [291] demonstrated that giving
the airfoil a slight camber improves the overall performance of the VAWT. When
camber is added to an airfoil, the upwind part of the VAWT rotation benefits from
improved lift at smaller angles of attack, Although, on the downwind the blade
performance becomes worse. Therefore, too much camber results in a poorer turbine
performance. It is recommended to use low-camber airfoils (less than 3%) as those
produce the highest power coefficients [285]. From an airfoil optimisation study,
Claessens [326] developed the DU 06-W200, which is a cambered airfoil especially
developed for VAWTs. The motive was to design an airfoil which performed better
than the NACA 0018, both aerodynamically and structurally. The DU 06-W200 is
a laminar, 20% thick airfoil with a 0.8% camber and is shown in Figure 2.77.
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Figure 2.77: The DU 06-W200 airfoil compared to the NACA 0018 airfoil (airfoil
coordinates from [326]).
Similarly to the SAND airfoils, the DU 06-W200 features NLF to reduce the
profile drag. Wind tunnel tests of the DU 06-W200 showed the airfoil behaves
approximately the same as the NACA 0018 at negative angles of attack. While at
positive angles of attack, performance is superior due to a higher lift curve slope Clα
and a wider drag bucket as exhibited in Figure 2.78.
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Figure 2.78: Performance comparison of the NACA 0018 airfoil and DU 06-W200
airfoil by Claessens [326].
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Table 2.10 outlines the research conducted on VAWT airfoil design in chronological order to date.
Table 2.10: Chronological summary of VAWT airfoil development.
Year

Author(s)

Airfoil(s)

Main objective or subject

1978

Healy [327, 328]

NACA 00xx, Gö

The influence of airfoil thickness and
camber on VAWT performance.

1978

Kaldlec [323]

NACA 00xx

VAWT airfoil design characteristics.

1981

Sheldahl & Klimas

NACA 00xx

Full 360◦ airfoil angle of attack wind

[329]
1983

1984

1990

Migliore [322]

Klimas [320]

Berg [321]

1992 Galbraith et al. [286]

tunnel tests.
NACA 00xx, NACA

Natural laminar flow type airfoils were

6-series, WSU 0015

investigated.

SAND 0015/47, SAND

Design and analysis of the SNL SAND

0018/50, SAND 0021/50

airfoil family

SAND 0015/47, SAND

Robustness of SAND airfoils to

0018/50, SAND 0021/50

roughness

GUVA 10

Stall regulated VAWT airfoil design

1998

Kirke [91]

∗

Airfoils to improve VAWT self-starting

2006

Claessens [326]

DU 06-W-200

VAWT airfoil optimisation

2007

Islam et al. [111]

∗

Self-starting small-scale VAWTs

2012

Danao et al. [325]

NACA 0012, NACA 0021,

Effect of airfoil thickness and camber

NACA 5522, LS0421
2014 Simão Ferreira et al.

DU 12-W-262

[330]
2016

Bedon et al. [331]

Genetic optimisation of airfoil design
with focus on lift-to-drag ratio

WUP 1615

Genetic performance optimisation of a
VAWT airfoil by 2D URANS

2016

Zamani et al. [332]

J-DU 06-W-200

J-shaped airfoil to improve VAWT
starting torque

2016

Lin et al. [333]

NACA 0015

Performance improvement with
tubercle trailing edge

2017

Wang & Zhaung

NACA 0018

[334]

Leading-edge serrations for
performance improvement at low TSRs

∗ This study examined a large number of airfoils which cannot all be mentioned here.
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2.6.10

Blade orientation

For a VAWT with a symmetric airfoil blade profile, there exists no issue regarding the blade orientation on connection to the support struts. However, where an
asymmetrical airfoil is considered, due to the concave nature of the camber line,
there exists two possible options regarding the blade orientation. The blade camber
can be positioned either facing toward or away from the axis of rotation. In other
words, the blade can have a concave-out or a concave-in configuration as portrayed
in Figure 2.79a and Figure 2.79b, respectively [111].

(a)

(b)

Figure 2.79: Possible orientations of blade camber relative to the center of rotation
(a) concave-out (b) concave-in.
From the literature, a degree of controversy exists over whether the blade should
be mounted with the camber facing radially inward or outward. It is recommended
by Kirke [91] for maximum energy extraction that cambered blades should have
a concave-out configuration. For this arrangement, the camber creates a positive
angle of attack for the blade upwind region. This upwind flow field is relatively
undisturbed and produces the highest relative wind velocities. The power in the
wind is a function of U 3 and therefore optimal power extraction at the upwind side is
preferable. When installed in this orientation, the blade suction region coincides with
the cambered side of the blade and gives superior performance [111]. Conversely, it
is recommended by Danao et al. [325] that a concave-in layout is better.

2.6.11

Blade Reynolds number

The Reynolds number is one of the most important parameters in aerodynamics and
must be considered in the design of wind turbines [245]. The effects of the Reynolds
number on aircraft airfoils is well-documented, with one of the most notable studies by Jacobs and Sherman [314], who experimented with various NACA airfoils.
Typically, the higher the Reynolds number, the larger the airfoil static stall angle of
attack and the point at which the lift curve slope becomes non-linear as exhibited
in Figure 2.80.
Increasing the Reynolds number, enhances the airfoil’s lift-to-drag ratio as the
boundary layer transitions to turbulence closer to the airfoil leading edge. A turbu78
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Figure 2.80: Reynolds number effects on the steady aerodynamic charactersitics
of a NACA 0018 airfoil [314].
lent boundary layer is less susceptible to adverse pressure gradients (dp/dx > 0) due
to the higher momentum transfer and subsequently remains attached for a larger
range of angle of attack as depicted in Figure 2.81 [245, 314].

Separation point
Separation point
(a) Laminar separation

(b) Turbulent separation

Figure 2.81: Laminar and turbulent boundary layer separation due to an adverse
pressure gradient.
Blackwell et al. [77] investigated its effects on the performance of the 2-m SNL
turbine. As expected, increasing the Reynolds number improves the turbine’s aerodynamic efficiency for all TSRs as shown in Figure 2.82a and Figure 2.82b.
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Figure 2.82: Effect of Reynolds number on the VAWT performance [77, 138].
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The optimum TSR was found to decrease with increasing Reynolds number.
This is caused by the stall delay from a more turbulent boundary layer present on
the blade’s low pressure surface and was similarly noted by Battisti et al. [138] and
Bachant et al. [335]. Lohry and Martinelli [336] identified that once the VAWT
operates in a turbulent flow regime, the maximum power coefficient occurs at approximately the same TSR irrespective of the Reynolds number magnitude. Their
simulations showed the maximum power coefficient asymptotically approaches a
maximum as the Reynolds number is increased as shown in Figure 2.83.
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Figure 2.83: (a) Increase in maximum power coefficient as a function of Reynolds
number (b) Effect of increasing turbine radius at constant solidity [336].
This suggests that a wind farm with large-scale VAWTs is more efficient than a
farm of small-scale turbines covering the same area. Also a high Reynolds number
has positive effects on the VAWT’s self starting capabilities which has encouraged
the use of larger chord lengths in the design of VAWTs [237].

2.6.12

Strut effects

The straight-bladed VAWT uses struts to connect the central tower to its blades.
The struts are imperative in transferring torque to the tower, stabilising the turbine during extreme wind speeds and increasing the structure’s resonant frequency.
Moreover, the struts are needed to give structural support by resisting the aerodynamic, gravitational and inertial loads experienced by the blades. Apart from the
structural merits, the struts introduce an aerodynamic disadvantage whereby they
disturb the flow and create a resistant or parasitic torque [36]. The struts introduce two types of parasitic drag into the VAWT system: the profile drag from the
struts themselves and the interference drag at the interface between the strut and
blade [24]. From an aerodynamicist’s perspective, the struts are a necessary evil.
Experimental comparisons were conducted using the SNL 17-m Darrieus turbine
with and without struts. In this case, the struts formed an “X-brace” at the center
of the turbine. It was found the struts decreased the maximum power output by
26% compared the same turbine without struts [29]. Figure 2.84 shows the effect of
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struts, where it is apparent the turbine performance is very sensitive to the addition
of support structure, particularly at high TSRs.
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Figure 2.84: The effect of struts on the performance of the SNL 17-m turbine
[29, 63].
The strut profile drag can be reduced by using a strut section which is aerodynamically streamlined. Recently, Bachant et al. [335] investigated strut profile
losses using hydraulic tow tank experiments whereby the strut drag was measured
independently by rotating the turbine without blades. A streamlined NACA 0021
airfoil and a cylindrical strut cross section were investigated. The cylindrical struts
created high drag and prevented the turbine from producing any mechanical power
at each TSR. The losses for the NACA 0021 strut airfoil were found to be much
lower, but still significant at high TSRs, where a 5 percentage point decrease in
the maximum efficiency was found at λ = 5. The strut drag losses were found to
increase with the TSR to a power between 2 and 3 as depicted in Figure 2.85. It
is concluded streamlined struts should be used especially for low solidity turbines,
given the inverse nature between solidity and the TSR [335].

(a) NACA 0021

(b) Cylinder

Figure 2.85: Performance measurements of strut drag losses for (a) NACA 0021
and (b) cylindrical cross section [335].
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Experiments by NACA show that the airfoil profile drag coefficient progressively
increases with thickness as shown in Figure 2.86. It is clear the strut cross-section
utilised is both a structural and an aerodynamic concern.
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Figure 2.86: NACA airfoil profile drag coefficient variation with the Reynolds
number (measurements by Jacobs and Sherman [314]).

2.6.13

Blade-strut connection fairing

Interference drag is inevitably created when the flow around an object is changed
by the presence of one or more nearby bodies [324]. The flow field at the VAWT
blade-strut connection will lead to the undesired formation of a horseshoe vortex at
this junction as portrayed in Figure 2.87a.

(a)

(b)

Figure 2.87: (a) Creation of a horseshoe vortex at the connection of two streamlined bodies (b) Nénuphar-Wind 600 kW turbine blade-strut fairings [127].
This vortex causes interference drag by interacting with the junction with an
attendant energy loss [204]. From an aerodynamic standpoint, the management
of this interference drag is an important consideration for the VAWT design. The
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most effective means of alleviating interference drag is by using a fairing. A fairing
is essentially a streamlined structure placed at the intersection between two joining
bodies to merge their respective boundary layers smoothly and reduce flow separation, as highlighted in Figure 2.87b [324]. To improve the aerodynamic performance
of the SNL 34-m VAWT, fairings were added to its blade connections [36]. Similarly, the VAWT measurements by Willmer [319] noted there was an improvement in
performance at high TSRs with blade-strut connection fairings. Although, the literature concerning the design of VAWT fairings is quite limited. The most detailed
description of methodologies to minimise interference drag are given by Hoerner
[337] for aircraft design principles. It is recommended the optimum fairing radius is
in the order of 4 - 8% of the blade chord length.

2.6.14

Strut orientation and arrangement

The struts are usually horizontal and are connected to the blades perpendicularly
(i.e. T-joint configuration) [278]. Although in some cases, the struts may be inclined
relative to the horizontal plane at an angle, denoted as ς in Figure 2.88a.

(a)

(b)

Figure 2.88: (a) strut angle ς definition (b) struts connected normal to the blades.
This design configuration presents benefits such as a reduction in the tower
height and also a lower VAWT center of gravity. However, from aeronautical design
principles it is advised that acute angles between joining bodies should be avoided
as the interference drag is at its minimum when connected in a normal orientation
(i.e. ς = 0◦ ) as shown in Figure 2.88b [337]. A study by Gudmundsson [324]
showed the interference drag of a strut attached to a body doubles as the angle
increases from 0◦ to approximately 30◦ . Moreover, assuming a steady flow field, the
blade aerodynamic normal loads will be transferred to the struts in pure tension
or compression without imparting a bending moment about the strut connection to
the tower. Therefore, it is clear that the struts should be connected to the blades
perpendicularly as depicted in Figure 2.88b.
The blades can be supported with horizontal struts in different ways as depicted
in Figure 2.89. The three main types are: (a) cantilever supported (b) simple83
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(a) Cantilever-supported

(b) Simple-supported

(c) Overhang-supported

Figure 2.89: Three different types of strut arrangements with bending moment
diagrams also shown.
supported and (c) overhang-supported [278]. To minimise parasitic drag losses, the
cantilever-support type is preferred. However, to reduce the blade bending moments
it is necessary to utilise two struts [91, 109]. The position of the two struts along
the blade is critical and must be arranged to minimise the blade bending moment.
Assuming the blade to be a beam with an uniform distributed load, the minimum
bending moment occurs when the struts are positioned at 20.7% of the blade span
from each blade tip [279]. This is known as an overhang supported configuration as
illustrated in Figure 2.89c.

2.6.15

Flow augmentation devices

Augmentation systems utilise the Venturi effect to increase the wind velocity interacting with the turbine’s blades and subsequently improve the turbine aerodynamic
efficiency. This is achieved by converging the wind flow from a larger area to a smaller
area. These augmentation devices can be broadly classified as uni-directional and
omni-directional devices [338]. Uni-directional devices include the following:
• Diffusers and ducts
• Deflectors
• Guide vane row
Ponta and Jacovkis [340] tested shrouded turbines experimentally with different
mechanisms including deflectors, nozzles and diffusers. de Santoli et al. [339] utilised
experiments and CFD simulations to examine the performance of a VAWT with a
convergent duct as illustrated in Figure 2.90. The integration of the duct allowed
more power to be generated by the turbine. The power was increased by 125%
and 30% for wind speeds at 8 m/s and 15 m/s, respectively. Similarly, a numerical
investigation by Malipeddi et al. [341] found the power coefficient is higher in the
case of the ducted turbine as depicted in Figure 2.91a. Furthermore, the power
coefficient is maximum when the turbine center coincides with the throat of the
duct as depicted in Figure 2.91b.
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(a)

(b)

Figure 2.90: (a) Top view and (b) isometric view of the duct and VAWT [339].

(a)

(b)

Figure 2.91: (a) Comparison of turbine power coeffcient with and without a duct
(b) variation of power coefficent and ripple factor with the turbine position [341].
Placing a deflector plate in front of a wind turbine is one of the simplest modifications to improve turbine performance [338]. Kim and Gharib [342] conducted
experiments to examine the impact of an upwind deflector of two counter-rotating
H-type VAWTs as illustrated in Figure 2.92a.
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Figure 2.92: (a) Top and side view of VAWT arrangement with upstream deflector
(b) effect of deflector width on the power coefficient [342].
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The study found the installation location and deflector size has a large influence
on the performance of the VAWTs. Moreover, if the deflector is placed too close
to the VAWT, the performance is worse than without the deflector. Takao et al.
[343, 344] proposed and tested a directed guide vane row to increase the performance
of a straight-bladed VAWT as displayed in Figure 2.93a.
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Figure 2.93: (a) VAWT with directed guide vane row (b) effect of guide vane
number on VAWT perfomance [343, 344].
The guide vane row rotates around the turbine and is directed into the wind by
the aerodynamic force generated by tail vanes, so the guide vanes are always maintained upstream of the turbine. The guide vane generates a downstream wake which
increases the whirl velocity and improves the turbine performance. The influence
of distance between guide vanes and the number of guide vanes were investigated
[344]. Figure 2.93b shows the effect of the guide vane number. It was found that
the maximum efficiency was increased by about 1.5 times compared to the turbine
without the guide vane row [338].
An important limitation of the aforementioned augmentation devices is their
applicability to a single wind direction. As the wind flow direction is naturally
inconsistent, these devices ultimately require a yaw mechanism to operate effectively
or otherwise will degrade the advantage of the VAWT’s omni-directional nature.
However, some researchers have developed omni-directional augmentation devices
to overcome this obstacle. Chong et al. [345] designed the omni-direction-guidevane (ODGV) which surrounds the VAWT to enhance its performance. As shown
in Figure 2.94, the ODGV consists of upper and lower wall ducts with four pairs of
guide vanes around the VAWT.
Each pair of guide vanes has setting angles to be positioned evenly around the
VAWT pitch circle circumference. The ODGV directs the wind to an optimum
angle of attack with the VAWT blade and improve the self-starting capability [338].
Wind tunnel tests were performed to assess the performance of a five-bladed H-type
VAWT with and without the integration of an ODGV. The experimental results
confirmed an improvement in the VAWT’s self-starting performance and efficiency
[345].
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V1

w1

w2

V2

(a)

(b)

Figure 2.94: The ODGV by Chong et al. (a) 2D plan view schematic of steady
flow entering the ODGV (b) 3D view [338].
Although, Chong et al. [345] is credited with introducing the ODGV, a very
similar design was used on an augmented VAWT approximately twenty five years
previously. In 1985, Balfour Beatty Power Construction Ltd. installed an augmented
VAWT, dubbed the “mushroom” as shown in Figure 2.95a [88].
Top View

Front View

30°
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Figure 2.95: (a) The Balfour Beatty Power Construction Ltd. 10 kW “mushroom”
VAWT (b) elevation and plan views of the ODGV [88, 338].
Similar to the design proposed by Chong et al., the VAWT featured a concentric
omni-directional guide vane structure as depicted in Figure 2.95b. The VAWT was
6 m in diameter and was equipped with five blades. However, after nearly two years
of field tests, it was concluded this turbine design was “non-cost effective” and an
“economic analysis indicated that a cost effective machine could be achieved by a
reduction in material content and careful design” [88].

2.6.16

Control strategy

VAWTs can be classified as fixed-speed or variable-speed machines. As the name
suggests, the fixed-speed VAWT rotates at a constant rotational velocity, which is
determined by the drivetrain and generator design. The maximum power coefficient
can only be obtained at one wind speed and the aerodynamic efficiency degrades
at other wind speeds [346]. On the other hand, a variable-speed VAWT allows the
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maximum efficiency to be achieved over a wide range of wind speeds. The VAWT
can continually adjust its rotational velocity to maintain the optimal TSR value.
Variable-speed operation allows the following advantages:
• Harness highest possible energy from the wind
• Lower mechanical stress
• Less variation in electrical power
The main disadvantage is the additional manufacturing cost and the power losses
associated with the use of power converters. Nonetheless, these drawbacks are compensated by the superior energy production and increased revenue generated [346].
Moreover, variable-speed reduces excessive power output at high wind speeds and
can prevent a “run-away” condition [24]. VAWT prototypes such as the Éole and
the SNL 34-m turbine used variable-speed drivetrains and were found to operate
successfully [64, 82]. These turbines used anemometer wind speed measurements
to select the target rotational speed. However, this approach does not provide an
accurate estimate of the local wind speed experienced by the turbine [276]. Eriksson
et al. [94] proposed a tip speed ratio control method which was implemented and
tested on the Uppsala 200 kW VAWT as displayed in Figure 2.96.

Figure 2.96: 200 kW Uppsala VAWT with DC voltage control system [94].
The measured power output and the rotational velocity of the generator, together
with a database for aerodynamic efficiency, are used to predict the wind speed
experienced by the turbine. The primary advantage of this method is that the
control is independent of wind speed measurements and the VAWT itself acts as an
anemometer. Tip speed ratio control is achieved by comparing the predicted TSR
to the reference optimum value and subsequently adjusting the DC voltage level
accordingly [94].

2.6.17

Summary of design parameters

Following the review of the literature concerning VAWT design parameters, it is
appropriate here to summarise the optimum values and recommendations as outlined
in Table 2.11.
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Table 2.11: Recommended VAWT parameter values based on literature review.
Parameter

Recommended value(s)

Configuration

Straight-bladed (i.e. Φ = 90◦ )

Solidity (N c/R)

0.2 - 0.3

λopt

3-4

Number of blades

2

H/R

2.6 - 3.0

Blade pitch system

Fixed-pitch

BSC

2.7

0.25c
◦

β

−2 (toe-out)

ξ

0◦

Blade airfoil profile

DU 06-W-200

Strut cross section

Streamlined airfoil

Struts per blade

2

Strut arrangement type

Overhang supported

ς

0◦

Strut positions

0.207H (from each blade tip)

Blade-strut connection design

Faired joint

Fairing fillet radius

0.06c

Rotational speed

Variable

Drive-train/generator

Direct-drive with auxiliary winding

Control system

Tip-speed ratio control

Aerodynamic regulation

Passive stall

Chapter conclusions

Following a review of the literature, the following conclusions were drawn:
• Many onshore VAWT prototypes have been tested and were shown to be successful in generating electrical power. At present a number of research organisations
are actively investigating the development of offshore floating VAWTs. Some
early-stage small-scale prototypes have been tested, but the analysis of largescale VAWT aerodynamics is limited within the literature.
• The simplicity of the VAWT’s structural design does not extend to its aerodynamics and is a highly unsteady problem with many complex interdependent
flow effects. The VAWT blade experiences a continuous variation in both the
Reynolds number and the angle of attack during each cycle. In particular, the
turbine’s blades experience dynamic stall at low TSRs due to the high angles of
attack and reduced frequencies encountered.
• A variety of low and high fidelity aerodynamic models are available to analyse
the VAWT aerodynamics. A low cost computational model is particularly useful
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to perform time efficient iterative design cycle calculations of the VAWT performance. The cascade model was found to be a suitable model selection for this
task.
• A dynamic stall model must be included in the employed modelling methodology
to predict accurately the VAWT performance at low TSRs. The B-L dynamic
stall model has been demonstrated to be an appropriate model choice. Although,
this model requires a high number of empirically derived parameters which at
present exist for a limited number of traditional airfoils. An approach to compute
these airfoil parameters for a range of Reynolds number would indeed be very
useful when utilised with low order models.
• The proliferation in computational power has allowed CFD to be utilised to simulate the VAWT flow field physics. CFD has the advantage in its ability to compute
the blade non-linear aerodynamic characteristics and also give a detailed insight
into the fluid dynamic mechanisms created. Primarily these CFD simulations
have been 2D studies with a very limited number of 3D analyses available.
• To date, CFD studies have been concentrated exclusively on small-scale VAWTs.
There is however very limited CFD analyses conducted on large-scale VAWTs,
where a much higher blade Reynolds number and a turbulent boundary layer are
encountered. Furthermore, there exists no validated solution methodology for
the CFD simulation of large-scale VAWT aerodynamics. This particular CFD
modelling aspect will be explored in the next chapter.
• The fixed-pitch straight-bladed VAWT configuration (i.e H-rotor) with integrated
tip-speed ratio control is the most suitable design and operational arrangement
for a large-scale offshore floating VAWT. The passive stall-regulation of the Hrotor has been shown to be a reliable approach to control the power output at
high wind speeds.
• Optimum values for certain VAWT aerodynamic design parameters have been
defined including the number of blades, blade airfoil geometry, the number of
struts and their orientation. While it is recommended each blade has a toe-out
pitch angle of 2◦ and be connected to the struts at their aerodynamic center.
• For some design parameters only recommendations could be obtained from the
literature. These include the turbine solidity, the blade aspect ratio, the blade
orientation and inevitably the optimum operational TSR. These VAWT design
aspects require further investigation and will be studied in this thesis.
• The VAWT is very sensitive to drag losses, especially at high TSRs. Therefore,
the blade struts must have a streamlined profile section and have faired bladestrut connections to minimise the impact of the parasitic torque losses.
• The incorporation of a flow augmentation device can produce a higher aerodynamic efficiency. However, these devices are accompanied with some significant
drawbacks such as a high initial cost and complex construction which have so-far
prevented their commercial implementation.
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Chapter 3
An unsteady CFD-based method
for VAWTs at high Reynolds
numbers
3.1

Introduction

After a review of the literature it was identified that CFD has only been applied to
study small-scale VAWT aerodynamics and has not yet been utilised in the analysis
of large-scale VAWTs. There exists no validated CFD-based method for VAWTs
operating at high Reynolds numbers. Therefore, the aim of this chapter is to close
this literature gap, by presenting an unsteady CFD simulation methodology which
can be used to model a large-scale VAWT for an offshore application and critiquing
its performance as a potential design tool. In other words, this chapter will provide
guidelines for the most effective set-up of these simulations and ultimately answer
the question;
What is the most suitable CFD modelling approach for a large-scale VAWT?
CFD is a useful design tool, which has the ability to a provide a meticulous
insight into the spatial and temporal flow physics experienced by a VAWT. In particular an important advantage of CFD is it allows the analysis of a full-scale system,
where controlled wind tunnel tests are too expensive and challenging to perform.
The CFD method background is firstly described which includes the solver theory,
moving mesh model, computational grid and domain, boundary conditions and the
numerical procedure. The performance of URANS and DES modelling methods are
compared in simulating the aerodynamics of an isolated NACA 0018 airfoil experiencing Darrieus pitching motion with wind tunnel measurements. The URANS
turbulence models employed were the S-A model and the k − ω SST model. Investigations were conducted to ensure the solution was independent of both spatial and
temporal discretisations, respectively. A detailed description of the dynamic stall
91

3.2. Utilisation of CFD for large-scale VAWTs
flow physics is provided by examining the instantaneous velocity and pressure during
one cycle. A final section investigates the effect of the Reynolds number, freestream
turbulence and blade mounting position on the airfoil aerodynamic characteristics.

3.2

Utilisation of CFD for large-scale VAWTs

The existing literature CFD studies are all concentrated on the simulation of VAWTs
for the urban environment due to their popularity for this niche environment. These
small-scale VAWTs experience low chordal Reynolds numbers and are generally in
the order of 5 × 103 and 5 × 105 as can be inferred from Table 2.3 in chapter 2.
At these flow scales, the blade’s localised flow regime is influenced greatly by laminar and transitional flow effects [347]. On the contrary, the current development
of multi-megawatt offshore VAWTs will operate at much higher Reynolds numbers
(Re > 106 ) where the flow regime becomes fully turbulent [17, 245]. It is apparent
that little work has been conducted to simulate large-scale VAWTs using CFD. In
particular, a simulation technique which may be accurately predicting the unsteady
aerodynamics at a certain Reynolds number may not do so at another, due to a
change in the properties of the fluid flow. Therefore, an investigation into suitable CFD turbulence modelling techniques is undertaken, which can be utilised to
simulate the unsteady aerodynamics of a large-scale offshore VAWT blade. The
presented work is also an attempt to predict and resolve the flow physics experienced by a VAWT blade at this scale during dynamic stall, not yet investigated
by CFD methods. The experimental validation of a VAWT CFD simulation is indispensable and at this scale introduces intrinsic challenges due to the scarcity of
suitable experimental measurements [36]. In particular, numerical models should be
validated with physical data obtained at the same scale as the intended prototype,
to fully capture the associated dynamics [348]. However, the wind tunnel testing
of large VAWTs is normally not practical due to the physical size of the turbine’s
blades and subsequently would incur unacceptable high wind tunnel blockage effects [347]. Indeed, large-scale wind tunnel testing is also prohibitory expensive.
Therefore, mainly all large VAWT experimental studies have been confined to atmospheric conditions where the local wind velocity seldom remains constant for any
considerable length of time and consequently has increased uncertainty with regard
to the effect of extraneous variables [349]. Moreover, field measurements are subject
to various terrain effects, the stochastic nature of wind and meteorological conditions; making the repetition of the observations improbable if not impossible [350].
It is worth mentioning that no large-scale wind tunnel measurement campaigns have
been undertaken for the VAWT. In comparison, a number of detailed full-scale wind
tunnel tests are available for the HAWT (e.g. MEXICO [351] or NREL/NASA
Phase VI experiments [352]), which again highlights the lack of analysis on VAWT
aerodynamics at this large-scale. Table 3.1 provides a concise summary of the available experimental studies from the open literature, which meet the requirement
of Reavg > 106 . For each VAWT listed in Table 3.1, the corresponding available
experimental measurement dataset types are also stated.
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Table 3.1: Review of VAWT experimental measurements available in the literature
at high Reynolds numbers (Reavg > 106 ).
No.

VAWT name

VAWT

Test

type

domain

D [m]

Reavg

Measurements

6

(×10 )

1

NRC 24-m [64, 95]

Darrieus

Open-site

24

1.54

CP (λ)

2

SNL 17-m

Darrieus

Open-site

16.7

1.29

CP (λ), Q(θ, λ),
CN (θ, λ) and CT (θ, λ)

[29, 80, 353]
3

Éole [36, 64]

Darrieus

Open-site

64

5.51

CP (λ)

4

SNL 34-m [82]

Darrieus

Open-site

34

5.06

CP (λ)

5

VAWT 260 [101]

H-rotor

Open-site

19.5

2.35

CP (λ)

6

VAWT 850 [92]

H-rotor

Open-site

35

2.99

CP (λ)

7

Vertical Wind

H-rotor

Open-site

6.5

> 0.50

CP (λ) and CN (θ, λ)

[103, 104]

One cannot fail to notice that the VAWT power coefficient measurements (i.e.
Cp (λ)) dominate at this scale and the availability of blade normal and tangential
force coefficient measurements (i.e. CN (θ, λ) and CT (θ, λ)) are scarce. The power
coefficient has limitations for validation as being an integral performance value and
can suppress important data variation for investigating the VAWT dynamic stall
phenomenon [18, 227]. Furthermore, important details regarding the VAWT generator efficiency, strut geometry and blade-strut connection design are often not
available and do affect the aerodynamic performance [227, 354]. The power coefficient reflects the average aerodynamic conditions experienced by a VAWT over a
cycle and these results are susceptible to error cancellation, therefore instantaneous
blade force measurements are desirable [18, 279]. The blade aerodynamic forces
provide a more detailed insight into the turbine’s aerodynamic performance. In
consideration of these experimental limitations, it was determined that the wind
tunnel measurements of an isolated VAWT blade by Wickens [69] would give the
closest representation of VAWT dynamic stall under controlled laboratory test conditions while still preserving flow similarity to a large-scale turbine. In this case
the VAWT blade’s rotational frame of reference is represented in an alternative stationary frame of reference [229]. The experiment was devised to emulate the time
histories of the VAWT blade geometrical angle of attack according to the function
given in Eq. (2.6) in chapter 2. Examining the blade aerodynamics in this arrangement isolates the dynamic stall effects from the complications associated with the
rotor flow field environment.
It is important to mention here the limitation that there is no suitable experimental rig available in the CIT Mechanical Engineering Department to test a VAWT
airfoil which can achieve sufficiently high Reynolds numbers for this work. The available wind tunnel has a working test section of 300mm × 300mm with a maximum
flow velocity of approximately 20 m/s from a 1.7 kW fan. Hence, to overcome this
limitation, experimental measurements had to be obtained from literature sources.
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3.3
3.3.1

Numerical modelling
Governing equations

The dynamics of a Newtonian fluid can be described by the Navier-Stokes equations.
These are derived from the physical principles of mass, momentum and energy interchange. As the VAWT functions at low Mach numbers, the effects of compressibility
are negligible and the flow field is incompressible. Thus, the unsteady incompressible
Navier-Stokes equations are stated in primitive variable formulation as:
∇· u = 0

(3.1)

∂u
+ ρu· ∇u = −∇p + µ∇2 u + f
(3.2)
∂t
where u is the flow velocity, p is the pressure, µ is the dynamic viscosity and f
represents the body forces per unit volume.
ρ

The finite volume method is used to realise the discretisation of the governing equations [355]. The integral form of the governing equation for a general scalar value φ
on an arbitrary control volume V can be written as:

Z

Z

Z

Z

d
ρφdV + ρφu· dS = Γ∇φ · dS + sφ dV
dt V
| {z } | S {z } | S {z
} | V {z }
Unsteady

Convection

Diffusion

(3.3)

Generation

where Γ is the diffusion coefficient, S is the boundary of the control volume V
and sφ is the source term. The partial differential equations are discretised into a
system of algebraic equations and are solved numerically to resolve the flow field.

3.3.2

CFD solver

The commercial CFD code ANSYS® Fluent® 16.0 [355] is used for all simulations.
Fluent is a finite volume solver which uses the cell centered collocated variable
arrangement, whereby solution variables are stored at the center of each grid element
as illustrated in Figure 3.1.
Node
Element values
stored at center

Figure 3.1: Computational element and surrounding nodes.
The Fluent code is highly suitable for this work as it permits parallel processing.
Furthermore, the Fluent package employs a dynamic load balancing algorithm to
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optimise the parallel solve efficiency by evenly distributing the load between available multiple processor cores. The METIS package is used to automatically partition
the grid and the data communications between the multiple processor cores is performed by using the MPI-library [355]. The double precision solver is used for all
computations to minimise round-off error.

3.3.3

Experimental study case

Numerical simulations are undertaken of an experimental case of Darrieus pitching
motion of a NACA 0018 airfoil [69]. This experiment was conducted in the 2 × 3 m
low-speed wind tunnel at the Low Speed Aerodynamics Laboratory of the NRC in
1985. The airfoil was mounted vertically in the wind tunnel and allowed to rotate
freely about its aerodynamic center as illustrated in Figure 3.2.

Figure 3.2: Darrieus pitching motion of the airfoil (plan view).
The airfoil’s lower connection point consisted of a bearing located beneath the
wind tunnel floor. An upper bearing was located on the wind tunnel roof turntable
and supported a lever mechanism that was connected to a hydraulic drive. A hydraulic servo actuator and a control system was used to oscillate the airfoil at TSRs
between 2 and 5, which corresponds to the primary performance regions of VAWTs.
The linear motion of the actuator was converted to rotary motion by the lever and
the angular position of the airfoil was recorded by a rotary encoder. The airfoil
chord length was 0.61 m and had an oscillation frequency 0.55 Hz. It is reported
that the generated airfoil motion was within 1% of the desired motion [69]. Figure
3.3 and Figure 3.4 show the normalised change of the airfoil’s angle of attack and
its angular velocity, respectively during one time period T .
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Figure 3.3: Normalised variation in airfoil angle of attack.
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Figure 3.4: Normalised variation of airfoil angular velocity.
These normalised values are with respect to the maximum absolute value in
each case. Notably at high TSRs (λ > 5) there is a close resemblance to a periodic
function [229]. However, as the TSR is reduced the difference within this relationship
is augmented. The rates of change in the angle of attack are significantly different
from that of the sine wave with more defined periods of higher and lower angular
acceleration with decreasing TSR as shown in Figure 3.4.
The wind tunnel freestream air velocity was maintained at 45.72 m/s with an
equivalent Reynolds number of 1.91 × 106 and Mach number of 0.134. The wind
tunnel had a smooth turbulence intensity (TI) of 0.14%. At the airfoil mid-span,
45 surface pressure measurements were obtained as shown schematically in Figure
3.5 and were connected to the header of a Scanivalve pressure transducer within the
model.
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Figure 3.5: Pressure measurement locations on the NACA 0018 airfoil (adapted
from Wickens [69]).
At the wind tunnel walls, 21 pressure measurements were also made using a
Scanivalve pressure transducer to investigate any potential tunnel blockage effects.
The electrical signals from the pressure transducers and the rotary encoder were
transcribed using a RACAL FM data recorder. A sampling frequency of 250 Hz
was employed and a sampling time of approximately ten airfoil oscillations were
acquired. The pressure transducer data were collected simultaneously with the airfoil
angle of attack, resulting in detailed transient surface pressure data. The airfoil’s
normal and tangential force coefficients were obtained by the integration of these
pressures [69]. The wind tunnel wall pressure measurements showed that the effects
of tunnel blockage were minor and the airfoil’s blockage ratio was always less than
the recommended limit of 10% for experimental studies [204, 347].

3.3.4

Simulation of rotational motion

In the CFD simulation of VAWTs, the flow domain entails the rotation of blades
and the stationary outer boundaries. There are several techniques which can be
used to consider these rotational effects [355]. The multiple reference frame (MRF)
method which is often referred to as the frozen-rotor approach, is a steady-state
approximation that includes additional rotational source terms in the governing
equations expressed in the rotating zone. The MRF model is computationally efficient, but is inappropriate for the simulation of a VAWT due to the variation of
blade angle of attack, relative velocity and inevitably the Reynolds number with
time [203, 224]. Another available steady-state model is the mixing plane model,
but is limited to axial and radial turbomachinery problems, and is subsequently not
applicable to this study [355]. The inherent unsteadiness of the VAWT flow field
demands a time-accurate CFD model, which adds the additional dimension of time
to the problem [18]. The pseudo-transient calculation procedure is also not suitable
for this case. Furthermore, simplifications such as circumferential symmetry (i.e.
invoking periodic boundary conditions in Figure 3.6) cannot be exploited like in
many turbomachinery or HAWT applications to allow “lighter” simulations, as the
VAWT flow field is not periodic with respect to the axis of rotation [18, 203, 224].
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pr

pl
ul

ur

Figure 3.6: Commonly utilised rotationally periodic boundary conditions for a
HAWT rotor CFD simulation [356].
Consequently, this greatly increases the computational cost of conducting VAWT
CFD simulations and is clearly more demanding than horizontal axis turbines [203,
234]. The Fluent code provides three different moving mesh options to simulate the
unsteady flow experienced by a VAWT [355]. These include the:
1. Overset Mesh Model
2. Sliding Mesh Model
3. Dynamic Mesh Model
Figure 3.7 illustrates the difference between the overset (also known as Chimera)
mesh model and the sliding mesh model.

(a) Overset mesh

(b) Sliding mesh

Figure 3.7: (a) overset mesh model and (b) sliding mesh model [18].
The overset mesh model shown in Figure 3.7a uses two distinct grids for the
background and the body of interest, where the two are then superimposed. At each
time step, interpolation of the flow field is performed between the first overlapping
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cell layers of the background mesh and the moving mesh regions [233]. The overset
grid method is used extensively in the simulation of helicopter aerodynamics [357],
which shares many geometric similarities with VAWTs, such as their axis of rotation
relative to the incident flow. On the other hand, the sliding mesh model shown in
Figure 3.7b divides the grid into moving and stationary fixed volume sub-domains,
which are joined by interfaces. During the computation, the sub-domains rotate
or slide relative to one another along the common mesh interface in discrete steps
[358]. Each approach has its own strength and weakness. In a comparative study
by Francois et al. [359], it was found both methods give very similar accuracy. The
sliding mesh model was found to have a lower computational time and required
almost two times less memory than the overset mesh approach. The transfer of
information across the mesh regions is more complex in the case of the overset
mesh, than for the sliding meshes, but the grid generation is simpler [18].
The dynamic (or deforming) mesh model can also be used, whereby the mesh
elements actively change volume with the blade rotation. However, according to
Kinsey and Dumas [360] this approach requires the use of first-order temporal integration as well as local remeshing during the computation and therefore requires a
very small time step to control numerical diffusion. Moreover, the mesh quality can
degrade and more computational time is needed for the mesh regeneration phase at
each time step. An important advantage of the sliding mesh model in this regard,
is that it allows better control of the grid density approaching the blade surface
which is important to capture the salient flows features in the vicinity of the airfoil.
Therefore, the sliding mesh model is chosen and an illustration of the sliding mesh
concept is shown in Figure 3.8. Note the movement of the grid for one time step in
Figure 3.8.
sliding mesh zone

t + Δt

t

Figure 3.8: Illustration of the sliding mesh method (note the non-conformal grid
interface) [356].
For the sliding mesh method, the integral form of the governing equation from
Eq. (3.3) is written as:
d
dt

Z

V

ρφdV +

Z

ρφ(u − ug )· dS =
S

Z

S

Γ∇φ · dS +

Z

sφ dV

(3.4)

V

where ug is the grid velocity of the moving mesh. Using a first-order backward
difference formula, the time derivative term in Eq. (3.4) is expressed as:
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d
dt

Z

ρφdV =

V

h
i
n+1
n
(ρφ)
− (ρφ) V

(3.5)

∆t

where n and n + 1 denote the respective quantities at the current and next time
steps. There is no change in the mesh control volume with time so:
nf
X

ug·j · Sj = 0

(3.6)

j

3.3.5

Boundary conditions and computational domain

A 2D computational domain was created and the dimensions of the domain are
illustrated in Figure 3.9.

Sliding interfaces

Chord (c)

Velocity
inlet

Pressure
outlet
Rotating zone

6c

Stationary zone

40c

Figure 3.9: Airfoil computational domain.
The airfoil’s aerodynamic center was placed at the center of the domain, acting
as the origin of the non-inertial frame of reference and the axis of rotation. A no-slip
condition is imposed at the airfoil surface. A velocity inlet condition is prescribed
to the left region of the domain and a pressure outlet condition to the right region
of the domain. An O-grid topology has been employed in this study and to ensure
that the outer boundary location does not influence the numerical solution the outer
domain diameter was set to 40c [361, 362]. The computational domain was separated
into two primary concentric zones, a stationary zone and a rotating zone as shown
in Figure 3.9. The two regions are implicitly coupled by a non-conformal interface
separating the two zones, which takes into account the relative motion between the
two sub-domains and performs the required interpolation of flux [358].
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3.3.6

User Defined Function

The motion of the rotating zone is controlled by a developed User Defined Function
(UDF) compiled efficiently within the CFD solver. The UDF computes the rotating
zone’s angular velocity by acquiring the time derivative of Eq. (2.6) and gives the
following expression Eq. (3.7).

ω λ cos(ωt) + 1
dα

= 2
(3.7)
dt
λ + 2λ cos(ωt) + 1

where ω is the angular frequency of oscillation and f is the oscillation frequency.
ω = 2πf

(3.8)

An example of the UDF is shown in Figure 3.10 and was written in C programming language. The macro DEFINE_ZONE_MOTION is utilised to allow the user define
the rigid body motion for the domain rotating zone and changes as a function of
time. The two dependent variables are the tip-speed ratio value TSR and the oscillation frequency freq. The TSR value defines the angle of attack amplitude during
the oscillation cycle.
#include "udf.h"
DEFINE_ZONE_MOTION(VAWT_function,omega,axis,origin,velocity,time,dtime)
{
real TSR,freq,ang_freq, pi; /* Declare dependent variables */
pi = 3.14159265; /* Define pi */
/* Define dependent variables */
TSR = 2; /* Tip-speed ratio (-) */
freq = 0.55 /* Oscillation frequency (Hz) */
ang_freq = 2*pi*freq; /* Angular frequency (rad/s) */
/* Define grid motion (rad/s) */
*omega = -(ang_freq*TSR*cos(ang_freq*time) + ang_freq)/(pow(TSR,2) +
(2*TSR*cos(ang_freq*time)) + 1);
return;
}

Figure 3.10: User Defined Function (UDF) for mesh motion (VAWT-function.c).

3.4
3.4.1

Computational grid
Meshing strategy

Meshing strategy is a very important part of the numerical simulation whereby high
quality meshes significantly improve computational accuracy and convergence rate.
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In this study, a hybrid mesh is utilised to allow efficient use of different element types
in various locations in the computational domain. The objective was to increase the
accuracy of the simulation while reducing the computational cost by decreasing the
number of elements required. As can be observed in Figure 3.11a the topology of
the stationary zone is relatively consistent and a structured quadrilateral mesh was
utilised to reduce cell numerical diffusion [218].

(a) Stationary zone grid.

(b) Rotating zone grid.

(c) Near-wall grid resolution.

Figure 3.11: Computational grid containing stationary and rotating grid zones
(G2).
Conversely, the rotating zone in Figure 3.11b has intricate curvature related to
the airfoil’s geometry and an unstructured triangular mesh was employed except
for the boundary layer region where structured quadrilateral elements were concentrated as shown in Figure 3.11c. The airfoil’s sharp trailing edge topology was
modified to a rounded edge with a radius/chord ratio of 0.3% to prevent numerical
instabilities within the solution. To ensure this transformation had a negligible effect on the results of the computation it was determined from experiments by the
NACA show that a rounded edge of radius less than 1% of the chord length showed
essentially the same lift and drag as a maximally sharp edge [363]. At the sliding
interface the triangular and quadrilateral elements have the same elemental spacing
(∆I) to minimise interpolation error between the two zones, as during zone rotation
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the nodes will coincide with each other [358]. In particular, the airfoil’s near-wall
region has strict requirements regarding spatial discretisation in order to correctly
resolve the high flow gradients. The utilisation of empirical-based wall functions
have been shown to give unreliable results concerning flow separation prediction
and are therefore not suitable for this application [203, 217, 227, 231, 364]. Flow
separation refers to the detachment of the free shear layer from the airfoil surface.
Indeed, flow separation is a purely viscous process and therefore the flow field is
resolved to the airfoil’s thin-viscous sub-layer using the enhanced wall treatment
approach by ensuring that the first computational grid node normal to the airfoil
surface must satisfy the condition of y + ≈ 1. Where y + is the dimensionless wall
distance:
Uτ y
(3.9)
ν
where y is the normal distance from the wall and Uτ is the friction velocity.
y+ =

The computational expense associated with this approach is significant, as for
a high Reynolds numbers flow regime, the viscous sub-layer is very thin. A high
quality grid enhances the robustness of convergence, the efficiency of calculation
and the accuracy of the solution [204]. Two important mesh quality metrics are
the element skewness and the aspect ratio. The skewness value indicates how close
the element face is to ideal (i.e. equilateral or equiangular). A skewness value of 0
represents a perfect element while it is recommended element skewness should not
be greater than 0.85 [358]. Highly skewed elements lead to ill-conditioned matrices
and subsequently create convergence difficulties [365]. It can be observed in Figure
3.12a that the mesh skewness is well below this maximum skewness threshold.
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Figure 3.12: Mesh quality metrics (a) skewness (b) aspect ratio (G2).
The aspect ratio is defined as the ratio of the element’s longest edge to its shortest
edge and is a measure of the element stretching [358]. Element aspect ratios close
to 1 are desirable and must be less than 10. Furthermore, aspect ratios up to 100
are acceptable to resolve the boundary layer where transverse velocity gradients are
weak [366]. Figure 3.12b and Figure 3.11c show the presence of these high aspect
ratio quadrilateral elements in the boundary layer mesh.
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3.4.2

Spatial resolution study

Four grids (G1 - G4) with different cell densities were developed in order to explore
the effect of spatial resolution on the numerical solution as detailed in Table 3.2.
Table 3.2: Grid sensitivity study.
Grid

NR

NS

G1
G2
G3
G4

686622
385840
219064
105962

20160
10000
5040
2800

y/c (10−6 ) NBL
4.988
7.125
11.401
17.101

60
45
35
25

NN

GRBL

GR

∆I/c

6436
2726
2041
1401

1.100
1.150
1.175
1.220

1.030
1.047
1.065
1.100

0.067
0.094
0.135
0.188

The objective was to select the most appropriate grid that could guarantee the
lowest computational effort with minimal discretisational error. The growth rate
of the quadrilateral layers was progressively reduced to keep the thickness of the
boundary layer mesh constant for each grid. The boundary layer thickness δ is
approximated by the expression [366]:
c
δ=√
Re

(3.10)

The main parameters used to control the mesh were the first layer element thickness y/c, the number of quadrilateral element layers in the boundary layer NBL , the
number of nodes on the airfoil contour NN , the boundary layer mesh growth rate
GRBL , the global mesh growth rate GR and the elemental size increment at the sliding interface ∆I/c. Figure 3.13 shows the average y + values on the airfoil surface
for each grid density.
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Figure 3.13: Average y + values on the airfoil surface for each grid density.
To examine the dependence of the grid density on the numerical results, the
k −ω SST turbulence model was employed. The full details of the numerical method
utilised in this computation is outlined in Section 3.6. An optimal computational
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time step was not known a priori and therefore recommendations were used from
the open literature. To permit computational scalability, a non-dimensional time
step τ is utilised in the form of:
τ=

∆tU∞
c

(3.11)

A τ value of 0.01 was determined to be sufficient [219, 367], and corresponds to a
discrete time step of ∆t = 1.33 × 10−4 s and an azimuthal increment of ∆θ = 0.026◦ ,
respectively. The complexity of the VAWT flow field is highly dependent on the TSR,
where at low values dynamic stall is prevalent. Accordingly, to examine fully the
effect of spatial grid resolution, two TSRs were considered which correspond to an
unsteady case (λ = 2) with dynamic stall and a case (λ = 5) absent of dynamic
stall. Figure 3.14 shows the airfoil lift coefficient during one time period for the two
selected TSRs computed with the four developed grids.
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Figure 3.14: Airfoil lift coefficient spatial sensitivity at (a) λ = 2 (b) λ = 5.
It is evident, that the increased grid density has little influence on the prediction
accuracy at the steady case as shown in Figure 3.14b where the flow remains attached
to the airfoil surface. On the contrary, the highly unsteady case demonstrated in
Figure 3.14a experiences repeated separation and reattachment of flow with the
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occurrence of dynamic stall and is especially reliant on the grid density at these
phases. It should be noted that the airfoil motion experiences dynamic stall twice
in one time period as shown in Figure 3.14b. To provide clarity on this matter
these two separate events will be referred to as the primary and secondary stall
hereafter. Particularly, the occurrence of the secondary dynamic stall during the
airfoil’s downstroke (0.6 < t/T < 0.82) shows a high sensitivity to the grid resolution
with more oscillation in the lift coefficient noted. It was observed by Richter et al.
[362] that the boundary layer grid resolution has a large effect on the prediction of
the secondary stall event and to a lesser extent on the primary stall which is evidently
seen here. The two coarsest grids G3 and G4 show a considerable deviation from the
finest grid G1 during the secondary dynamic stall especially when the first vortex
is shed (t/T ≈ 0.63) as shown in Figure 3.14a. It is qualitatively observed that
G1 and G2 have an overall very similar representation of the secondary stall event
irrespective of the significant increase in spatial resolution between these two grids.
To quantify the differences between the lift profiles with respect to the most refined
grid G1, the coefficient of determination R2 [210, 368] was computed using Eq.
(3.12) and G1 was taken as a reference case.

R2 = 1 −

T 
X

CL (t) − CLref (t)

t=0
T 
X

CL (t) − CLave

t=0

2

2

(3.12)

2

The computed R values are detailed in Table. 3.3.
Table 3.3: Coefficient of determination (R2 ) with respect to refined grid G1 (λ =
2).

R2

G4

G3

G2

0.972

0.965

0.994

The R2 value between G2 and G1 was determined to be 99.4% which shows a
satisfactory low level of variance between the performance of these two grids, while
there was an almost 80% increase in the number grid elements. Therefore, it was
established that G2 with 45 nodes in the structured boundary layer with an element
growth rate of 15% gave adequate resolution of the secondary stall event and the
overall flow physics. Subsequently, G2 was chosen to be used for all computations in
this study as using a grid with a higher resolution did not have a significant impact
on the solution obtained.

3.4.3

Temporal resolution study

Sufficient temporal resolution is required for the accurate prediction of VAWT dynamic stall and therefore a successive study was conducted to understand the effect
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of the numerical time step size on the solution. Critically, Wang et al. [361] showed
that the optimum time step size is strongly dependent on the grid density utilised.
Therefore, the temporal sensitivity study conducted was undertaken by halving each
consecutive non-dimensional time step as outlined in Table 3.4 and τ was investigated in the range of between 0.02-0.0025 (T1-T4).
Table 3.4: Temporal sensitivity study (λ = 2).
Reference

τ

∆t (10−5 ) (s)

T /∆t

T1
T2
T3
T4

0.020
0.010
0.005
0.0025

26.68
13.34
6.67
3.34

6814
13627
27255
54510

To understand completely the influence of temporal effects on the VAWT dynamic stall, two cases were examined with a similar methodology to the spatial
investigation with λ = 2 and λ = 5. At the low TSR, as shown in Figure 3.15a,
the highly unsteady flow associated with dynamic stall requires a very fine temporal
resolution.
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Figure 3.15: Airfoil lift coefficient temporal sensitivity at (a) λ = 2 (b) λ = 5.
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It is observed that when the value of τ is increased above T2 there is a significant
deviation in the boundary layer reattachment flow feature following the first dynamic
stall and it was seen that the flow separated earlier prior to the secondary stall with
respect to the other employed time step sizes as displayed in Figure 3.15a. It is
observed also that T1 shows a notable underestimation of the peak lift coefficient
before the airfoil experiences stall. It appears that the time step size does not have a
considerable effect on the primary dynamic stall where there is an almost consistent
level of vortex shedding visible. Conversely, the prediction of the secondary stall
is particularly more demanding where the highly unsteady flow creates substantial
variation in the transient airfoil forces. In contrast, at the higher TSR as indicated
in Figure 3.15b the aerodynamic forces are more steady and are not eminently
dependent on the time step size as the flow remains fully attached.
The solution was marched in time using the bounded second-order implicit
scheme that provides superior robustness compared to explicit schemes for the stiff
equations encountered due to the presence of high aspect ratio grid cells in the turbulent boundary layer [364]. The Courant number Co is an important numerical
parameter for unsteady simulations and is used to describe the quality of the numerical modelling [203]. The Courant number is physically interpreted as the ratio
between the relative flow convective distance during one time step, W ∆t and the
local spatial discretisation ∆x [216]:
W ∆t
(3.13)
∆x
Notwithstanding the unconditional stable nature of this implicit scheme, it is
desirable to have low cell Courant number values due to the high temporal sensitivity
of the dynamic stall flow features [228, 303]. For an implicit solver, it is recommended
to have a Courant number in the range 5 < Co < 10, as it yields the most desirable
error damping properties and this criterion is used for viscous turbomachinery flow
simulations [369]. Once the Courant number is satisfied it ensures insignificant
temporal discretisation error in the solution [18]. Figure 3.16 displays the average
values of the Courant number employed with each different time step size value.
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Figure 3.16: Average Courant number for each non-dimensional time step.
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It was determined that the two lowest time step sizes (T3 and T4) satisfy this
Courant number recommendation, while the two largest time step sizes (T1 and
T2) are excessive. The maximum Courant number occurred predominately at the
airfoil’s leading edge boundary layer where high velocity gradients are observed
particularly at high angles of attack as displayed in Figure 3.17.

Figure 3.17: Contour plot showing Courant number at maximum positive incidence (λ = 2) with T3 (i.e. τ = 0.005).
In this region the Courant number can exceed the advised limits as the grid
elemental spacing is very fine (due to high velocity gradients), however these high
values are localised to a limited number of grid elements and are still acceptable
[203]. Initially, simulations were attempted using a 3.50 GHz dual-core Intel i3 processor with 8 GB of RAM. However, this resulted in excessively long simulation run
times and an alternative more efficient computing hardware was needed. Therefore,
computations were performed on Ireland’s national primary supercomputer “Fionn”
at the Irish Centre for High-End Computing1 (ICHEC) [371]. Simulations were performed in parallel across 2 dual socket Intel Xeon E5-2695 v2 Ivy Bridge processors
with 2.66 GB of RAM per core on a SGI ICE X system. Each processor had a clock
speed of 2.40 GHz with 12 individual cores. The interconnect was achieved using
FDR InfiniBand and used a bandwidth of 56 GB/s. The computational time associated with each employed time step size is an important consideration to justify its
selection [216]. For each time step the required wall clock time (WCT) to compute
one periodic time period was recorded within the solver and is detailed in Table 3.5.
1

This is a national service which provides high performance computing (HPC) resources based
on a project application [370]. Each application was reviewed by an independent panel of scientists
and each project allocation was 60,000 core hours.
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Table 3.5: Simulation wall-clock times for each time step (λ = 2).

WCT per period (hrs)

T1

T2

T3

T4

12.43

25.56

48.82

65.34

It was established that employing a time step size smaller than T3 did not
warrant the increased computational cost as this time step value T3 satisfied the
optimum Courant number threshold.

3.5

Numerical method

The coupled algorithm is used for the pressure-velocity coupling as it provides superior robustness and requires less iterations compared to the segregated solver
[203, 227]. This coupled algorithm solves the governing equations of continuity and
momentum simultaneously. The simulations were started with the computation of
the steady-state flow around the airfoil at its αmax , in order to provide good initial
conditions for the transient simulation. As the governing equations are non-linear,
a number of iterations must be performed before a converged solution is achieved
as portrayed in Figure 3.18.

Figure 3.18: The iterative pressure-based coupled algorithm.
The implemented pressure-based solver uses under-relaxation to control the update of the computed variables at each iteration. The under-relaxation factor ω
changes the weight of the difference in the solution variable φ.
φnew = φold + ω φcalculated − φold



(3.14)

For the steady-state simulation, the default under-relaxation factors were retained and iterative convergence was achieved when all the variable residuals reduced
to 10−5 in magnitude [203]. Figure 3.19a shows an example of the steady-state convergence of the variable residuals and Figure 3.19b displays the convergence of an
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airfoil drag coefficient solution monitor.
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Figure 3.19: Steady-state convergence of (a) solution residuals (b) airfoil drag
coefficient monitor.
From this initial condition, the transient simulation begins with first-order discretisation schemes in space and time to ease convergence. A desirable property
of these initial schemes is their boundness and stability [365]. After two simulated
cycles, the discretisation schemes are switched to more accurate schemes and the
under-relaxation factors were set to unity to maximise the convergence rate. A
second-order pressure interpolation scheme is employed with cell gradients computed by the Green-Gauss Node Based method which is recommended for hybrid
grids [355]. Convective terms were discretised using a formally third-order MUSCL
scheme (Monotone Upstream-centred Schemes for Conservation Laws) by Van Leer
[372] which shows better accuracy than second-order schemes (by reducing numerical diffusion) [355, 365] and has been employed also by [219, 235, 246]. In the case
where the DES method was utilised, the bounded central differencing scheme was
adopted for spatial discretisation of momentum due to its desirable non-dissipative
and energy-conserving properties [365]. The iterative time-advancement scheme was
employed with a maximum of 30 iterations per time step [203, 212] and a sample of
the transient variable residual convergence is depicted in Figure 3.20. Each reverse
sawtooth waveform shown in Figure 3.20 represents the convergence of one time step
during the solution.
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Figure 3.20: Sample of the solution transient residual convergence.
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A converged periodic quasi-steady state solution was determined when the mean
airfoil lift coefficient between two successive cycles did not change by more than 0.1%
[203, 210, 243]. After, this point data is sampled from the computed simulation.
Figure 3.21a and Figure 3.21b shows an example of the transient response of the lift
and drag coefficients, respectively.
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Figure 3.21: Transient computation convergence monitors (a) lift coefficient (b)
drag coefficient (λ = 2).

3.6

Turbulence modelling

The turbulence modelling approach implemented should introduce the least amount
of complexity while still providing a satisfactory representation of the important
dynamic stall flow physics [364]. Where high Reynolds numbers flows are encountered the model selection will be important for predicting the turbulent boundary
layer separation point and producing time-accurate predictions of airfoil forces when
vortex shedding occurs [367]. A concise overview of relevant approaches for both
URANS and DES methods is undertaken hereafter. For brevity, the full equations
for each model are not given here and therefore the reader is referred to [355].

3.6.1

Unsteady Reynolds-Averaged Navier-Stokes

Two first order RANS based models are compared in this study, which from a literature survey show desirable predictive characteristics. These models are the S-A
[373] model and the k − ω SST model [226]. The S-A model is a one equation
eddy-viscosity model that was designed for high Reynolds number flow applications
in the aeronautics industry [355]. The S-A model requires the solution of a single
transport equation for the eddy-viscosity and gives a reasonable prediction of adverse pressure gradients. It is reported that the model is numerically robust and
has better predictive capability of separating and reattaching flows than some of
the two-equation models. The modified version of the S-A model is implemented
with the strain/vorticity based production term in this work which keeps the model
Galilean invariant [355]. As emphasised by Kinsey and Dumas [367], this modification provides a reduced production of eddy-viscosity in regions where the vorticity
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exceeds the strain rate. The ε-based turbulence models are not considered due to
their poor prediction capability of separated flows affected by adverse pressure gradients [203]. The k − ω SST two-equation model is applied also as it has shown to
have superior predictive qualities than other two-equation models for the type of
flow physics experienced. Distinctly, this model is particularly advantageous as it
modifies the turbulent eddy function to improve the prediction of separated flows
[355].

3.6.2

Detached Eddy Simulation

The Navier-Stokes equations were solved also with the DES method. In this case, the
S-A turbulence model is used to resolve the RANS attached boundary layer mainly
due to the lower computational overhead. To sustain the RANS model throughout
the boundary layer, the recommended Delayed Detached Eddy Simulation (DDES)
approach by Spalart et al. [374] is employed. This advanced version of DES rectifies
associated shortcomings of the original DES approach (DES97) [223]. The sub-grid
model used for the LES region was the standard isochoric Smagorinsky model. In
the DDES formulation, a model length scale, d˜ is used to trigger the transition
between the RANS mode and the LES mode as follows:
d˜ = d − fd max(0, d − CDES ∆max )

3.7

(3.15)

Results

The turbulence modelling approaches discussed in Section 3.6 are applied to assess
their predictive capability of the airfoil forces at different TSRs (λ = 2 ⇒ 4) and
are compared with the experimental measurements by Wickens [69] as displayed in
Figure 3.22a to Figure 3.24a. These forces are the normal FN and tangential FT
forces which represent the VAWT airfoil’s structural and power generating components, respectively. The ability to predict these integral forces is paramount for the
aerodynamic design and analysis of offshore VAWTs. The discussions of the airfoil
forces undertaken in this section will be given in the dimensionless form, namely the
normal CN and tangential CT force coefficients where,
CN,T =

FN,T
1
2 c
ρU∞
2

(3.16)

In each case, the predicted model results will be independently examined at each
TSR.

3.7.1

Model performance evaluation

At TSR = 2, the airfoil forces are very unsteady especially as high angles of attack are
experienced, where a deep dynamic stall behaviour is developed as shown in Figure
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3.22a and Figure 3.22b. The three employed models show a consistent prediction
of the airfoil’s normal Figure 3.22a and tangential Figure 3.22b coefficients while
the flow remains attached to the airfoil surface. However, as anticipated there is
considerably more variation among the models in the prediction of the separated
flow characteristics and this is clearly observed in Figure 3.22b.
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Figure 3.22: (a) normal (b) tangential force coefficients at λ = 2.
Firstly, considering the RANS models there is a near-identical representation
by both models of the airfoil force coefficients during the periods of attached flow
at low angles of attack. Although, as the airfoil begins to stall during its upstroke
(α ≈ 22◦ ↑), it can be observed that k−ω SST model shows a slightly lower maximum
value for the airfoil normal and tangential coefficient when compared to the same
region predicted by the S-A model as displayed in Figure 3.22a and Figure 3.22b,
respectively. The location where the boundary layer finally separates was found to
be predicted similarly by both models during the upstroke (α = 25.9◦ ↑) and during
the downstroke (α = −28.6◦ ↓). Furthermore, it is noted during the airfoil’s motion
that the S-A model predicts the flow to reattach moderately later in comparison
to the k − ω SST model which can be clearly seen in Figure 3.22a. The DDES
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model on the other hand, provides a similar prediction of the airfoil forces during
the attached flow regime when compared with the RANS-based models. However, at
high angular incidences, large fluctuations in the airfoil force response are witnessed
as a consequence of the shedding of vortices from the airfoil’s surface as distinctly
shown in Figure 3.22b. At this low TSR, the model predictions were found to have
a better agreement with the experimental normal coefficients displayed in Figure
3.22a in comparison to the associated tangential coefficient shown in Figure 3.22b.
At TSR = 3, the model predictions are in good agreement with the experimental
normal coefficient presented in Figure 3.23a.
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Figure 3.23: (a) normal (b) tangential force coefficients at λ = 3.
It can be observed that the predicted results follow the same trend as the experimental data with small fluctuations in the unsteady forces by the DDES model
at maximum and minimum airfoil incidences. The bounded airfoil flow does not
separate completely at this TSR and subsequently periodic vortex shedding does
not develop. Notably, it is observed that the two RANS models have a similar prediction of the airfoil force coefficients shown in Figure 3.23a and Figure 3.23b with
small differences being identified during the airfoil’s return-stroke from its maximum
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(8.2◦ < α < 19◦ ) and minimum (−18.9◦ < α < −8.7◦ ) incidence angles. The CFD
models overpredict the airfoil tangential coefficient as shown in Figure 3.23b but
however the generation of the force hysteresis loops is well captured by the models.
At TSR = 4, as displayed in Figure 3.24a and Figure 3.24b, the flow remains
permanently attached to the airfoil as low angular incidences are encountered and
as a result the aerodynamic forces are particularly less challenging to simulate.
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Figure 3.24: (a) normal (b) tangential force coefficients at λ = 4.
The model predictions show good association with the experimental normal and
tangential force coefficients shown in Figure 3.24a and Figure 3.24b, respectively. In
Figure 3.24a it is noted that the experimental normal coefficient values appear to
be offset when compared to the predicted values, however it is clear that the airfoil
normal force response is well represented. Figure 3.24b shows that the employed
models show a better prediction of the tangential coefficient at positive angles of
attack rather than at negative angle of attack. It is observed that the two RANS
models slightly overpredict the positive maximum tangential coefficient whereas the
DDES model predicts well this value. On the other hand, all the models overestimate
116

3.7. Results
the maximum tangential coefficient at the minimum negative angle of attack with
the most pronounced by both of the RANS models as displayed in Figure 3.24b.
The performance of each of the employed models has been examined by quantifying the prediction error of both the airfoil’s normal and tangential coefficients.
The normalised root-mean-square-error (NRMSE) Eq. (3.17) was obtained for each
model with respect to the experimental data for each TSR.
RMSE
(3.17)
maxi (oi ) − mini (oi )
v
n
uP
u (pi − oi )2
t
RMSE = i=1
(3.18)
n
where pi and oi are the observed value and the measured value at a period i, respectively. While, n is the number of experimental measurements taken during one
VAWT revolution at each respective TSR. The benefit of using the NRMSE for this
assessment is that it allows the comparison of each model’s prediction capability
independent of the scale utilised. Figure 3.25a and Figure 3.25b show the computed
NRMSE for the airfoil’s respective normal and tangential coefficients.
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Figure 3.25: NRMSE for the predicted (a) normal (b) tangential force coefficients.
Significantly, the error magnitude for the tangential coefficient is considerably
higher than the corresponding normal coefficient error. At low TSRs (λ = 2, 3),
the DDES model produces a significantly larger deviation of the airfoil’s normal
coefficient when compared with the results of the RANS models as shown in Figure
3.25a. The k − ω SST model and the S-A model show a similar level of prediction
capability of the airfoil force coefficients with the most notable difference between
the models shown at TSR = 2 in Figure 3.25a. Despite the potential accuracy
of each model, another important performance consideration is the computational
effort required to obtain a solution. This effort can be severely exacerbated in
situations where repeated solutions are needed for multidisciplinary design studies
and it is therefore imperative to obtain a favourable compromise. Table 3.6 displays
the WCT for each model to compute one periodic time period at TSR = 2.
In particular, the DDES model had by far the largest computational overhead
where it is approximately two to three times higher than the considered RANS
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Table 3.6: Model computational time (λ = 2).

WCT (hrs)

S-A

k − ω SST

DDES-SA

26.95

48.82

71.68

models. This substantially higher requirement by the DDES model is not reflected
in its prediction capability from the quantitative analysis and is accordingly found
not to be suitable for modelling the unsteady aerodynamics of a large-scale VAWT.
The RANS models on the other hand, show to be more pragmatic in terms of
their computational requirements. Interestingly, the k − ω SST model was found to
have approximately 80% higher run time in comparison to the S-A model. During
attached flow, it has been shown that both models have a very similar prediction
of the airfoil aerodynamics forces and is reaffirmed by the airfoil pressure coefficient
Cp (Eq. (3.19)) distribution as exemplified in Figure 3.26.
Cp =

p − p∞
1
2
ρU∞
2

(3.19)

where p is the pressure at a point and p∞ is the freestream pressure.
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Figure 3.26: Pressure coefficient during attached flow predicted.
The distinguishing flow feature between the S-A model and the k − ω SST model
remains the representation of dynamic stall and subsequent flow separation. To
justify the higher computational time associated with the k−ω SST model a superior
prediction of the dynamic stall event must be attained. To assist in the quantitative
comparison between these two models, the airfoil’s pressure coefficient at high angles
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of attack (α ≥ 20◦ ) during the primary dynamic stall was examined as shown in
Figure 3.27.
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Figure 3.27: Pressure coefficient during separated flow.
It is observed that the predictions by the S-A model and the k − ω SST models show a high level of similarity and good association with the measurements as
shown in Figure 3.27a. At the maximum angle of attack displayed in Figure 3.27b,
the greatest variation between the models is recognised. Notably, the S-A model
captures the sharp leading edge suction peak pressure at x/c = 0.013 and also represents well the near-constant pressure distribution over the aft section of the airfoil
(0.1 ≤ x/c ≤ 0.95). Therefore, it was tentatively concluded that the S-A model
was the most suitable model for the aerodynamic study of large-scale VAWTs as it
achieved the most desired balance between accuracy and computational demand.

3.7.2
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Dynamic stall flow topology

For the most part, the aerodynamic research of dynamic stall has been concentrated towards helicopter and agile aircraft applications where thin airfoil profiles
(t/c = 6 − 12%) are normally employed [246, 375, 376]. In contrast, VAWTs require thicker airfoils (t/c > 15%) for improved aeroelastic stiffness and subsequently
exhibit inherently different dynamic stall characteristics where there is a lack of
detailed explanations [377]. In this section, the numerically simulated development
of this complex behaviour is presented to provide a better overall understanding of
its flow physics. The evolution of the unsteady flow structures during one cycle are
described using contours of instantaneous velocity and pressure as shown in Figure
3.28 and Figure 3.29, respectively.
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Figure 3.28: Normalised velocity flow field with respect to the freestream velocity
(U/U∞ ) during dynamic stall.

Figure 3.29: Contours showing pressure normalised by the dynamic pressure.

120

3.7. Results
The instantaneous velocity results are normalised with respect to the freestream
velocity, i.e. U/U∞ . The corresponding flow streamlines have been superimposed
for better interpretation of the results. In addition, each consecutive contour plot
can be related to Figure 3.30 which shows the airfoil aerodynamic coefficients at
TSR = 2.
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Figure 3.30: (a) Normal, (b) tangential and (c) moment coefficients at λ = 2.
The markers specified on these plots correspond to the contours in Figure 3.28 and
Figure 3.29.
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Figure 3.30c shows the airfoil pitching moment coefficient, CM :
CM =

M
1
ρU∞ c
2

(3.20)

where M is the pitching moment.
From the angles of attack α = 0 − 11.2◦ ↑, the flow remains fully attached
to the airfoil. As the angle of attack is increased beyond the static stall angle a
reversed flow region develops at the trailing edge due to an adverse pressure gradient
shown clearly in Figure 3.28c. The airfoil pressure distribution shows a high suction
pressure develop at the leading edge and correspondingly produces a rapid increase
in the tangential coefficient displayed in Figure 3.30b, while the normal coefficient
exhibits an almost linear response. Increasing the angle of attack further, shows the
reversed flow region to grow in size substantially and the boundary layer separation
point propagates progressively towards the airfoil nose. A counter-rotating trailing
edge vortex (TEV) is created and remains situated behind the larger vortex as
distinctly shown in Figure 3.28e. The airfoil pitching moment coefficient in Figure
3.30c experiences considerable change as the TEV imposes large torsional effects
on the airfoil. Then until α = 27.1◦ ↑, the two vortices dramatically increase in
size and intensity, covering almost the entire suction side of the airfoil. Between
27.1◦ < α < 28.2◦ , the TEV becomes unstable and detaches before the airfoil
reaches its maximum angle of attack as shown in Figure 3.28g. The shedding of the
TEV is observed to compact the size of the larger vortex, where its core strength
is augmented and consequently the airfoil suction pressure distribution increases as
displayed in Figure 3.29h. The continuous formation and convection of vortices into
the airfoil’s wake produces a highly variable pressure distribution over the airfoil
suction surface and is responsible for the large fluctuations in the aerodynamic
coefficients. The shedding of counter-clockwise rotating TEVs from the trailing
edge proceeds during the airfoil’s downstroke and eventually the oscillation in the
aerodynamic coefficients is dampened by the reattachment of the flow as shown
in Figure 3.30. The flow separation point retreats rapidly aftward as the angle of
attack is reduced towards zero incidence and Figure 3.28j shows that the reversed
flow concentrated at the trailing edge diminishes in size accordingly.
Similarly to the airfoil’s upstroke motion, a recirculating flow region develops and
expands from the trailing edge during its downstroke as shown evidently in Figure
3.28l. Notably, it is apparent that this reversed flow region is more compact when
compared to the upstroke phase due to the higher angular acceleration experienced
during the downstroke. At α = −27.3◦ ↓, the flow separation point has advanced
forward to the airfoil’s leading edge and the flow separates completely with a complex series of vortices being released from the airfoil surface. Initially, the larger
counter-clockwise rotating vortex is firstly shed as shown in Figure 3.28n. Then, the
clockwise rotating TEV substantially grows in strength producing a very low pressure core as shown in Figure 3.29o and is also released. The shedding of the TEV
inevitably generates sizeable fluctuations in the corresponding aerodynamic coefficients and in particular the pitching moment coefficient as shown in Figure 3.30c.
This vortex shedding sequence continues as the airfoil returns on its upstroke, but
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with a declining intensity as the boundary layer regains stability through the reattachment of the flow at the leading edge as shown in Figure 3.28q. The last TEV
is convected from the suction surface at α = −16.6◦ ↑ and the flow has almost
completely reattached to the airfoil at α = −10.4◦ ↑ as shown in Figure 3.28r.

3.7.3

Turbulence intensity effects

It is of great interest to consider the influence of the freestream turbulence intensity on the airfoil aerodynamic performance. The computations conducted hitherto
have employed a smooth turbulence intensity (TI = 0.14%) that was utilised in the
wind tunnel experiment. Therefore, it is necessary to investigate the effects of a
freestream turbulence level that is more representative of the operational environment of offshore wind turbines. Turbulence intensity (TI) is a measure of the wind
turbulence and also the wind’s tendency to alter its velocity [378]. The turbulence
intensity is expressed in Eq. (3.21):
σv
(3.21)
v̄
where σν is the standard deviation of the wind speed for a time period and v̄ is
the mean wind speed for the same period.
Generally, offshore wind turbines experience lower turbulence intensities when
compared to their onshore counterparts [379]. Offshore measurements have shown
that the average turbulence intensity is about 10%. Although, for wind turbines
operating in a wind farm, this turbulence intensity can increase up to 20% due
to the wake effects generated upwind by other turbines positioned in the array
[380]. Therefore, computations were conducted at these two freestream turbulence
intensities of 10% and 20%. Figure 3.31 shows the effect of these turbulence levels
on the aerodynamic coefficients.
It is apparent that the increase in the freestream turbulence level does not significantly change the airfoil’s aerodynamic response. The most discernible impact of
the higher turbulence intensity is the reduced fluctuations in the aerodynamic coefficients at high positive angles of attack (20◦ < α < 30◦ ) and is exhibited clearly in
the moment coefficient shown in Figure 3.31c. Another evident effect of the greater
inlet turbulence intensity is that the maximum tangential coefficient is reduced as
highlighted in Figure 3.31b. As the freestream turbulence intensity is increased to
10% and 20%, there is a 11.5% and 16.6% drop in the maximum tangential coefficient, respectively. Consequently, it is observed that as the turbulence intensity is
increased the tangential coefficient decrement is reduced. Notably, it is witnessed
that the increase in the freestream turbulence intensity delays flow separation and
also initiates flow reattachment earlier when compared to the low turbulence case.
Examination of the normal coefficient in Figure 3.31a shows that its oscillatory behaviour during the downstroke ceases at α = 14.4◦ ↓ and α = 16.7◦ ↓ for the low
and high turbulence intensities, respectively. Similarly in a numerical study by Peng
and Lam [222], freestream turbulence was found to suppress the occurrence of flow
separation by energizing the boundary layer and was also shown by Baloutaki [381].
TI =
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Figure 3.31: The effect of freestream turbulence intensity on the (a) normal (b)
tangential (c) and moment coefficients.

3.7.4

Effect of higher Reynolds number

The operation of a large offshore VAWT will introduce high Reynolds number flow as
a result of the larger airfoil chord lengths employed for a specific turbine solidity. The
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effect of increasing the chordal Reynolds numbers on the dynamic stall behaviour
is investigated by considering a Reynolds number of Re = 5 × 106 . To increase the
Reynolds number to this value, the airfoil and its computational domain were scaled
as outlined in Table 3.7.
Table 3.7: Computation parameters for the effect of Reynolds number on dynamic
stall.
Re (106 )

Λ

y/c (10−6 )

∆t (10−5 )
(s)

1.91
5.00

1.00
2.62

7.13
3.30

6.67
17.47

Particularly, as the Reynolds number is increased, the wall-bounded viscous sublayer becomes decreasingly thinner [365] and therefore the height of the first computational node was modified to satisfy near-wall grid requirements. The experimental
freestream velocity was maintained to ensure the flow field remained incompressible
(M a < 0.2) [235] and the computational time step was scaled according to Eq.
(3.11). It is observed that the level of unsteadiness in the response of the aerodynamic coefficients is considerably reduced at the higher Reynolds number with
reduced vortex shedding evident. In particular, it is apparent that the complete
flow separation is suppressed to higher angles of attack and this is illustrated clearly
in Figure 3.32.

A

B

Figure 3.32: Normalised velocity contours with respect to the freestream velocity
(U/U∞ ) at positive angles of attack for (A) Re = 1.91×106 and (B) Re = 5.00×106 .
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The effect of the increased Reynolds number on the airfoil’s aerodynamic performance is displayed in Figure 3.33.
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Figure 3.33: The effect of Reynolds number on the (a) normal (b) tangential (c)
and moment coefficients.
It is interesting to note that at α = 21◦ ↑ in Figure 3.32, the higher Reynolds
number is still completely attached to the airfoil while the lower Reynolds number
develops a reversed flow region at its trailing edge as shown in Figure 3.32e and
Figure 3.32a, respectively. Indeed, from the standpoint of VAWT aerodynamic
efficiency and self-start ability, a considerable increase in the maximum tangential
coefficient is achieved with the higher Reynolds number as shown in Figure 3.33b.
On the other hand concerning the airfoil’s structural loading, the maximum normal
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force coefficient experiences a modest increase in its value as displayed in Figure
3.33a. An investigation into the airfoil’s pressure distribution at high angles of
attack in Figure 3.34 shows a significant increase in the leading edge pressure at the
higher Reynolds number which subsequently enhances the aerodynamic efficiency.
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Figure 3.34: Effect of Reynolds number on the airfoil pressure distribution at high
angles of attack.
However, a larger more pronounced pitching moment stall is observed for the
higher Reynolds number as shown in Figure 3.33c owing to the intensity of the TEVs
being shed near the maximum angle of attack (see Figure 3.32g). It is desirable that
the pitching moment is kept to a minimum throughout the oscillation cycle [311].
Figure 3.35 shows the variation in the airfoil pitching moment as the moment center
(x/c) is changed along the airfoil chord at Re = 5 × 106 .

Figure 3.35: Moment coefficient at varied chordwise mounting positions.
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It can be observed that placing the moment center between x/c = 0.2 − 0.3 leads
to the lowest induced pitching moments and is therefore recommended. It is also
apparent in Figure 3.35 that placing the moment center between x/c = 0.5 − 1.0 is
not advised as this would create unnecessarily high cyclic moments on the bladestrut connection point.

3.8

Chapter conclusions

In this chapter, the numerical simulation of a large-scale VAWT airfoil experiencing
dynamic stall at high Reynolds numbers is presented. The ability to reliably predict
the unsteady aerodynamic forces created during stall is of the utmost importance
for the design and indeed the aerodynamic optimisation of an offshore VAWT. The
requirement for a suitable modelling strategy was twofold: provide a satisfactory
level of accuracy of the important dynamic stall flow physics while secondly having
a practical computational overhead where numerous design degrees of freedom may
have to be considered.
Three different techniques are available for the unsteady CFD simulation of
VAWT blade aerodynamics, but the sliding mesh model was deemed to be most
suitable for this study. Utilising this unsteady model, a UDF was developed to
produce the airfoil Darrieus motion and instigate the effects of dynamic stall. Investigations into the spatial and temporal computational requirements were conducted.
Notably, the grid sensitivity study highlighted that the discretisation requirements
for an accurate simulation of the VAWT airfoil’s forces is highly dependent on the
TSR operational parameter, where much coarser grids are sufficient at high TSRs
in the absence of dynamic stall. Similarly, lower time step sizes were observed to
have insignificant effect on the transient airfoil forces generated at high TSRs in
the temporal resolution study. Therefore, the computational effort required can be
greatly reduced by utilising higher time step sizes at high TSR values where the flow
remains permanently attached to the airfoil’s surface at high Reynolds numbers.
This chapter considered both URANS and DES modelling techniques where their
prediction ability was assessed against wind tunnel measurements of a single VAWT
airfoil. The study determined primarily that the DDES approach did not provide
any particular advantages over the conventional RANS methods. It was found that
the DDES method was about two to three times more computationally expensive
compared to the RANS models and consequently would inhibit expeditious iterative design studies. The results predicted by the k − ω SST model and the S-A
model showed a high degree of similarity particularly during the periods of attached
flow. At high angles of attack, both RANS models were compared with transient
experimental pressure measurements and showed very good agreement.
In particular, the S-A model was shown to provide a quantitatively accurate
representation of the dynamic stall event just as well as the more complex twoequation k − ω SST model but with approximately 80% lower CPU execution time.
In the interests of computational economics and simulation fidelity, the S-A model
was identified to be the most suitable turbulence model for large-scale VAWT aero128
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dynamics. Indeed, this finding is of particular importance for conducting full-scale
3D CFD models of VAWTs which can require computational resources up to three
orders of magnitude higher than that of a 2D CFD model [209, 238]. Table 3.8
provides a synopsis of the developed CFD simulation methodology developed in this
chapter.
Table 3.8: Unsteady VAWT CFD simulation methodology for high Reynnolds numbers flow regime.
Solver type
Mesh motion
Turbulence model
Cell gradients
Pressure
Convective terms
Time-marching
Convergence criteria

Iterative pressure-based coupled algorithm
Sliding mesh model
Spalart-Allmaras (S-A)
Green-Gauss node based method
Second-order interpolation
Third-order MUSCL
Bounded second-order implicit
Iterative: All residuals < 10−5
Quasi-steady solution: Dependent variable change < 0.1%

A detailed description of the unsteady flow structures is provided by examining both the transient velocity and pressure contours during dynamic stall. It is
observed that the stall development on thick airfoils shows a significantly different flow phenomena compared to thin airfoils that have been extensively examined
for aeronautical and helicopter applications. This investigation identified that the
stall region was highly concentrated at the airfoil’s trailing edge and subsequently
generates appreciable torsional effects that need to be considered for fluid-structure
interaction/aeroelastic problems. The operational freestream turbulence levels of
an offshore wind turbine were investigated and showed the following effects on the
dynamic stall behaviour:
• The maximum airfoil tangential coefficient was found to decrease as the freestream
turbulence intensity was increased. Furthermore, it is apparent this reduction decreases with increasing turbulence intensity.
• The increase in the freestream turbulence provides better resistance to flow separation and also displays evidence of earlier flow reattachment following stall.
The influence of increasing the Reynolds number was investigated, where it was
established that dynamic stall effects are delayed to higher angles of attack and subsequently a higher maximum tangential force coefficient is attained. The variation
in the airfoil pitching moment due to the changing chordwise mounting point was
investigated also. It was established that having the airfoil mounting point between
x/c = 0.2 − 0.3 contained the pitching moment magnitudes to their lowest levels.
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Chapter 4
Low-order model for VAWT
aerodynamic design
4.1

Introduction

An offshore VAWT has a large variety of possible operating conditions with many
interdependent design variables that require investigation to provide an optimised
solution. A low-cost computational design tool that provides an efficient and relatively accurate prediction is particularly appealing as these turbines remain at an
early design stage. In particular, low-order models (LOMs) are still required in the
VAWT design stage for providing the overall rotor dimensions and power output
where a significant reduction in the computational cost is required [13, 243]. In this
chapter, the development of the LOM design tool for this purpose is outlined. The
next chapter will compare the LOM predictions with both experimental and CFD
results of large-scale VAWTs.

4.2

Description and computational procedure

The aim of this LOM is to simulate the aerodynamic performance of a VAWT in
a time efficient manner. From a literature review of VAWT aerodynamic models
in chapter 2, it was identified that the cascade model is a suitable selection and
therefore forms the basis for this LOM. To improve the cascade model prediction
capability, sub-models have been incorporated which account for the influence of
dynamic stall, tower shadow, strut parasitic drag, flow curvature and finite blade
length effects. It is worth mentioning that in many VAWT studies using mathematical models, these important aerodynamic effects are not considered and are
disregarded [13, 285]. Figure 4.1 illustrates a high-level schematic of the actions
undertaken by the LOM utilised in this work.
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Figure 4.1: Flowchart showing the LOM computational operations.

4.2. Description and computational procedure

131

4.3. Cascade model theory
The VAWT geometry and operating conditions are specified initially. Also, the
LOM’s solver settings and blade empirical constants are defined. A number of model
inputs are dependent on the respective Reynolds number for the blade & tower and
are subsequently interpolated from stored databases. The LOM was developed using
the software application MATLAB R2015a and the program source code is available
in Appendix B.

4.3

Cascade model theory

The model utilised in this work is based on the cascade model developed by Hirsch
and Mandal [179] as outlined earlier in chapter 2. It consists of equidistantly placing
the VAWT blades one behind the other in a rectilinear cascade as depicted in Figure
4.2. The cascade configuration is considered in a plane normal to the axis of rotation
and the cascade length is equal to the VAWT circumference.

Upwind

Downwind

TRANSLATED
Control surface

Figure 4.2: VAWT translated to a rectilinear cascade configuration.
The model is used to compute the VAWT blade aerodynamic forces and can
be used to simulate the VAWT aerodynamic performance. Applying the cascade
theory, a reference blade is selected where it is assumed that the flow conditions will
be the same on the other turbine blades.
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The reference blade angle of attack α0 and the relative velocity W0 in rectilinear
flow are computed by:
#
"
sin
θ
cos
φ
+β
(4.1)
α0 = tan−1
/ Ua ) + cos θ
µ( UΩR
∞ U∞
r
 ΩR Ua 
W0 = Ua µ
/
+ cos θ]2 + sin2 θ cos2 φ
(4.2)
U∞ U∞

where µ is the non-dimensional blade radius (i.e. µ = r/R), φ is the angle
subtended between the blade normal vector and the horizontal plane, Ua is the
blade induced flow velocity and β is the preset blade pitch angle.
Control surface
Reference
blade

(a)

(b)

Figure 4.3: (a) Control surface around the reference blade (b) combined velocity
diagram of the cascade.
A control surface is created around the reference blade as displayed in Figure
4.3a. The cascade inlet and outlet relative velocities and angles of attack shown in
the velocity diagram in Figure 4.3b are determined as:
q
(4.3)
W1 = (Wx2 + (Wy − dUΓ )2 )
W2 =

q

(Wx2 + (Wy + dUΓ )2 )

α1 = tan

−1

α2 = tan−1

(4.4)

Wx
Wy − dUΓ

!

(4.5)

Wx
Wy + dUΓ

!

(4.6)

where Wx and Wy are the components of the relative flow velocity in the x and
y directions, respectively (Figure 4.3b).
Wx = W0 sin α0

(4.7)
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Wy = W0 cos α0

(4.8)

4.3. Cascade model theory
where dUΓ is the velocity contributed by the circulation about the airfoil and is
expressed as:
dUΓ
1  N c  W0
=
Cl
/µ
(1 −  cot α0 ) dz
U∞
8π
R
U∞

(4.9)

where  is the blade drag to lift ratio (i.e.  = Cd /Cl ).

The total cascade pressure loss ∆p0v using Bernoulli’s equation between the
cascade inlet and outlet one obtains.

 ρ 2
2
(4.10)
p1 − p2 =
W2 − W1 + ∆p0v
2
The pressure loss term can be expressed as:
1 Cd  N c  W02
∆p0v
/µ 2
=
2
ρU∞
4π sin α0 R
U∞

(4.11)

Applying Bernoulli’s equation with the absolute velocities in front of and behind
the cascade, gives the following expression:

 ρ 2
U∞ − Ue2
(4.12)
p1u − p2u =
2
The flow velocities on the upwind and downwind sides of the VAWT are not
constant. The flow is assumed to maintain a linear streamline direction, so the wake
velocity from the upwind blade behaves as the freestream velocity on the downwind
blade. Therefore, subscripting the variable parameters in Eq. (4.10) and Eq. (4.11)
by u for the upwind side and substituting into Eq. (4.12), the wake velocity ratio
for the upwind can be expressed as:
s
W 2
2 
2
W1u
1  N c  Cdu W0u
Ue
2u
= 1−
−
−
/µ
(4.13)
2
2
2
U∞
U∞
U∞
2π R
sin α0u U∞
and similarly the downwind wake velocity ratio can be expressed as:
s
W 2
2 
2
Uw
W1d
1  N c  Cdd W0d
2d
= 1−
−
−
/µ
Ue
Ue2
Ue2
2π R
sin α0d Ue2

(4.14)

where Ue and Uw are the wake velocities on the upwind and downwind sides,
respectively (see Figure 4.2 for visual description).
To obtain the blade induced velocity Ua , a relationship is used between the wake
velocity and its corresponding freestream velocity. This relationship is expressed
here for the upwind (Eq. (4.15)) and downwind (Eq. (4.16)) zones respectively as:
Uau  Ue ki
=
U∞
U∞

(4.15)
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Uad  Uw ki
=
Ue
Ue

(4.16)

4.3. Cascade model theory
The exponent ki is an empirically determined constant [179] which scales with
the VAWT solidity and is expressed as:
0.332N c
(4.17)
R
Integrated into the model is an operation that assesses the blade relative localised
flow. If the flow velocity is found to be greater than the lower acceptable limit for flow
compressibility (M a ≥ 0.2) a message is outputted to the user and the computation
is ceased. It is established by experimental investigations that compressibility effects
become important for wind speeds where M a ≥ 0.2 [375]. This is needed to maintain
the requirement of incompressible flow in the model. The Mach number represents
the ratio of the relative velocity to the sonic velocity and is computed based on the
ideal gas law within the model. Initially, at each azimuthal increment ∆θ during
the computation the value of Ua is unknown and must be determined by iteration.
ki = 0.425 +

4.3.1

Iterative time-marching scheme

The equations are solved iteratively within this model for a given time step until
the predefined convergence tolerance ε is achieved. Therefore, advancing the aerodynamic solution in time requires a number of inner iterations to achieve convergence
of the blade induced velocity as shown in Figure 4.4.

Figure 4.4: Iterative time-advancment scheme.
To ensure computational expedience and numerical stability, the model utilises
under-relaxation to improve its convergence rate. The technique used for computing
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the relaxation parameter ωi is Aitken’s ∆2 acceleration scheme for vector sequences
according to the method outlined by Irons and Tuck [382]. Aitken’s ∆2 method
can be applied to linearly convergent sequences and improves the model’s order of
convergence. This method provides the most optimal relaxation parameter for each
iteration and hence negates the need for user manipulation as the relaxation factor
is updated after every iteration. The central idea of Aitken’s ∆2 method is to use
values from two previous iterations to improve the current solution [383].
To attain ωi , the induced velocity difference is computed as:
= Uan+1
− Ũan+1
∆Uan+1
,i+1
,i
,i+1

(4.18)

The Aitken factor is obtained from:
µn+1
i

=

µn+1
i−1

+

(µn+1
i−1

− 1)

∆Uan+1
− ∆Uan+1
,i
,i+1

T

∆Uan+1
,i+1

∆Uan+1
− ∆Uan+1
)2
,i
,i+1

(4.19)

and yields the relaxation parameter
ωi = 1 − µn+1
i

(4.20)

where the subscript i denotes the current iteration.
Figure 4.4 shows the model uses a time advancement scheme to advance the
reference blade azimuthal position Eq. (4.21) relative to its starting location of
θ = 0◦ (where the reference blade is heading directly into the freestream wind).
tn+1 = tn + ∆t

(4.21)

At each discrete time step the model computes the VAWT’s primary performance
parameters through a series of numerical operations and the converged scalar values
are saved to file for post-processing. To improve model computational efficiency
good initial conditions are provided for each time step, whereby the subsequent
converged value for Ua from the previous time step is utilised for each new time
step. To guarantee complete solver stability the following criterion Eq. (4.22) must
be satisfied.
U∞ > Ue > Uw

4.4

(4.22)

Flow curvature correction

A kinematic analysis of the orbital motion of a VAWT blade shows that the angle
of attack is not constant along the blade’s chord. In effect, the flow over the blade
has a curvilinear nature producing flow curvature effects and is strongly dependent
on the blade chord to turbine radius ratio (c/R) [294]. In this model, the blade’s
aerodynamic coefficients are modified to account for the influence of flow curvature
by the method defined by Hirsch and Mandal [384]. The effects of flow curvature are
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activated in this model when the c/R ≥ 0.1. It has been shown by Migliore et al.
[294] that flow curvature effects become more pronounced with increasing c/R ratio
and are significant at this magnitude. To account for the curvilinear nature of the
flow, the angle of attack is corrected by incorporating an incidence angle correction
as expressed in Eq. (4.23).
αc = α0 + αf c

(4.23)

The flow curvature incidence correction angle αf c is obtained from Eq. (4.24).


1 − cos ψ2
−1

αf c = tan
(4.24)
sin ψ2

Where ψ (Eq. (4.25)) is the difference between the blade angle of attack at the
leading and trailing edges.
ψ = αte − αle

4.5

(4.25)

Finite blade length effects

Where 3D models are utilised, the blade’s aerodynamic coefficients are corrected for
finite blade effects using Prandtl’s lifting-line method [297]. A finite blade experiences a distinct induced drag component and there is also a reduction in the blade
lift curve slope [337]. The finite lift CL and drag CD blade coefficients are computed
by:
Cl −1
CL = Cl 1 +
π AR e


(4.26)

CL2
(4.27)
π AR e
where Cl and Cd are the 2D lift and drag blade aerodynamic coefficients at the
corrected angle of attack αc , respectively. Where e is the blade span efficiency factor
and accounts for the deviation from an ideal elliptical lift distribution [297]. The
blade aspect ratio AR is expressed in Eq. (4.28), where H is the blade height and
S is the blade planform area.
CD = Cd +

H2
S
The effective angle of attack α is then computed by:
AR =

α = αc − αi

(4.28)

(4.29)

where αi is the induced angle of attack due to the effect of downwash and is
expressed as:
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αi =

4.6

CL
π AR e

(4.30)

Dynamic stall model

The cascade theory does not consider the effects of dynamic stall and therefore
a dynamic stall model must be incorporated. From a review of the literature on
dynamic stall models for incompressible flow regimes in chapter 2, the modified B-L
dynamic stall model by Sheng et al. [255] was determined to be the most suitable for
the VAWT environment. Therefore, this B-L dynamic stall model is implemented in
this LOM and consists of three primary modules: unsteady attached flow, unsteady
trailing edge flow separation and the creation of a dynamic stall vortex. Each of
these modules are sequentially shown in Figure 4.5.

Figure 4.5: Dynamic stall model flowchart.

4.6.1

Unsteady attached flow

The aerodynamic forces produced during the unsteady attached flow are computed
based on the superposition of indicial response functions. These indicial responses
are composed of two parts namely, the impulsive and circulatory loading effects.
138

4.6. Dynamic stall model
The circulatory normal force coefficient CNC produced from an angle of attack step
change is given as:
CNCn = CNα αEn

(4.31)

where CNα is the slope of the normal force coefficient in attached flow and αEn
is the equivalent angle of attack:
αEn = αn − Xn − Yn − Zn

(4.32)

where Xn , Yn and Zn are deficiency functions which are dependent on the flow
state and airfoil pitch rate at a particular instance in time [259].





βc ∆s
βc ∆s


+ A1 (ηLn − ηLn−1 ) exp −

Xn = Xn−1 exp −


T1
2T1











βc ∆s
βc ∆s
+ A2 (ηLn − ηLn−1 ) exp −
Yn = Yn−1 exp −

T2
2T2












βc ∆s
βc ∆s


+ A3 (ηLn − ηLn−1 ) exp −
Zn = Zn−1 exp −
T3
2T3

(4.33)

The attached flow deficiency function coefficients A1−3 and T1−3 are given in
Table 4.1.
Table 4.1: Attached flow deficiency function coefficients [259].
A1 = 0.165

A2 = 0.335

A3 = 0.5

T1 = 20

T2 = 4.5

T3 = 1.25M a

where βc is expressed as:
βc = 1 − M a 2

(4.34)

The circulatory forcing term ηL for the pitching motion around the airfoil aerodynamic center is:
ηLn = αn +

c
α̇n
2W0

(4.35)

∆s is the non-dimensional time-step expressed in semi-chords:
∆s =

2W0 ∆t
c
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(4.36)

4.6. Dynamic stall model
The corresponding impulsive normal force coefficient CNI is given as:
CNI n =

4
Hn
Ma

where the deficiency function Hn is:




∆t
∆t
+ (λLn − λLn−1 ) exp −
Hn = Hn−1 exp −
T1
2T1

(4.37)

(4.38)

where the impulsive forcing term λL for the pitching motion around the airfoil
aerodynamic center is:


c
π
αn +
α̇n
(4.39)
λLn =
4
4W0
and the non-circulatory time parameter TI is:


c 1 + 3M a
TI =
a
4

4.6.2

(4.40)

Separated flow

Trailing edge separation
For separated flow conditions, the effects of trailing edge separation and leading
edge vortex convection are considered. There exists a modified separation point
location due to the transient effects of the airfoil pressure response and also from
the boundary layer response [253]. Firstly, the pressure response is computed by a
delayed angle of attack α0 given as:
αn0 = αn − Dαn

(4.41)

 ∆s 
 ∆s 
+ (αn − αn−1 ) exp −
Dαn = Dαn−1 exp −
Tα
2Tα

(4.42)

where Tα is an empirical time constant for the stall onset.

The trailing edge separation point is approximated using the Kirchhoff-Helmholtz
solution to model the non-linear normal forces. The delayed flow separation point
is obtained from the following relation by Sheng et al. [255].

 |α0 | − α 
b
n

1 − 0.4 exp
|αn0 | < αb
0
S
fn =
(4.43)
1
0 

0.02 + 0.58 exp αb − |αn |
|αn0 | ≥ αb
S2
The constants S1 and S2 fit the equation of the Kirchhoff flow approximation in
its exponential form (Eq. (4.43)) at a certain Reynolds number and are obtained
from steady airfoil aerodynamic data.
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The normal force coefficient is:
√ 2

1+ f
CN = CNα (α − αz )
2

(4.44)

where αz is the airfoil zero lift angle of attack.
By inverting the Kirchhoff relation in Eq. (4.44) and using the steady airfoil
characteristics, the separation point f as a function of the angle of attack can be
obtained:
s
!2
CN
−1
f= 2
(4.45)
CNα (α − αz )
where f = x/c and x is the point of flow separation measured from the airfoil
leading edge as depicted in Figure 4.6. The flow is fully attached at f = 1 and fully
separated at f = 0.

Figure 4.6: Trailing edge separation in the Kirchhoff flow past a flat plate.
The angle of attack (αb ) defines the break point between the attached flow and
the dynamic stall model corresponding to f = 0.6 [259].
Secondly, the temporal effects of the unsteady boundary layer response are superimposed on the pressure response delay. This provides the final value for the
unsteady trailing edge separation point f 00 and is given in the following expression
Eq. (4.46), where the viscous lag time constant Tf = 3 [259].
fn00 = fn0 − Dfn

(4.46)

 ∆s 
 ∆s 
0
+ (fn0 − fn−1
) exp −
Dfn = Dfn−1 exp −
Tf
2Tf

(4.47)

The non-linear normal force coefficient CNf due to the effects of trailing edge
separation is given by the Kirchhoff flow approximation, where the impulsive loading
effect (CNI ) is superimposed.
p !2
1 + fn00
f
(4.48)
CNn = CNα (αEn − αz )
+ CNI n
2
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4.6.3

Condition for dynamic stall

Dynamic stall occurs with the formation of a vortex at the airfoil leading edge and
consequently separates from the airfoil surface and is convected downstream [253].
Sheng et al. [257, 385] introduced a dynamic stall onset condition (see Figure 4.7)
which was found to be more appropriate for low Mach numbers than the Evans-Mort
criterion used in the original B-L model for higher Mach numbers [253].

αds0
|rn | ≥ r0
(4.49)
αcr =
|r |
αss + (αds0 − αss ) n
|rn | < r0
r0
where αcr is the critical stall onset angle of attack, αds0 is the constant critical
stall onset angle of attack, αss is the static stall angle of attack, r0 = 0.01 and r is
the reduced pitch rate which is expressed as:
rn =

α̇c
2W0

(4.50)

Therefore, the dynamic stall condition is triggered when:
|α0 | > αcr ⇒ stall

(4.51)

The reduced pitch rate of 0.01 defines the boundary between quasi-steady and
dynamic stall. Beyond this limit, a linear relationship exists between the dynamic
stall onset angle and the reduced pitch rate as shown in Figure 4.7 [385], given by:
αds = D1 r + αds0

(4.52)

where D1 is the linear slope and is proportional to the time constant Tα , where:
Tα =

π
D1
180

(4.53)

Figure 4.7: Dynamic stall onset criterion for low Mach numbers [255].
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Vortex shedding
The dynamic stall process witnesses a substantial increase in the normal force due
to the influence of the shed leading edge vortex and is expressed as:
CNv n = B1 (fn00 − fn )Vx
where the vortex modulation parameter Vx is given by


 32

πτ

v

 sin
0 < τv ≤ Tv
Vx = 
2Tv
2


 cos π(τv − Tv )
τv > Tv

Tvl

(4.54)

(4.55)

where B1 is a constant and Tv & Tvl are time constants for the vortex shedding
process.
A non-dimensional time parameter τv (expressed in semi-chords) tracks the position of the vortex progressing across the airfoil. The non-dimensional time parameter
τv is given by
∆s
(4.56)
3
As the vortex reaches the trailing edge, the vortex strength is allowed to decay.
At the onset of vortex lift, τv = 0 and when the vortex reaches the trailing edge
τv = Tvl . The rate at which the dynamic stall vortex travels downstream has been
determined from experimental studies to be approximately 1/3 the relative wind
velocity [244, 248]. Green et al. [386] found the same vortex convection velocity for
a variety of airfoils, showing the vortex velocity is independent of the airfoil profile
shape and also the employed airfoil motion type.
τvn = τvn−1 +

Finally, the total airfoil normal force coefficient can be found from Eq. (4.57)
and the corresponding tangential force coefficient is obtained from Eq. (4.58).
CNn = CNf n + CNv n
p
CTn = ηCNα (αEn − αz )αEn ( fn00 − E0 )

(4.57)
(4.58)

where η is an efficiency factor for the tangential coefficient and E0 is a nondimensional constant for the tangential force coefficient [255].
The lift and drag coefficients are determined using Eq. (4.59) and Eq. (4.60),
respectively, where viscous effects are included through the viscous drag coefficient
Cdz at zero angle of attack.
CLn = CNn cos α + CTn sin α

(4.59)

CDn = CNn sin α − CTn cos α + Cdz

(4.60)
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as:

The elemental normal and tangential forces created by a rotor blade are defined
dz
1
dFNn ,Tn = ρcW02 CNn ,Tn
2
cos φ

(4.61)

The average torque generated by the VAWT’s blades QB is expressed as:
Z Z
Nb ρc H 2π rCT W02
QB =
dθ dz
(4.62)
4π 0 0
cos φ
where Nb is the number of turbine blades.

4.7

Tower shadow model

A VAWT experiences a disturbance as its blades pass through the wake or shadow
created by its tower. This effect manifests as a velocity deficit on its downwind zone
and can be shown to produce a decaying Gaussian profile as illustrated in Figure
4.8.

Figure 4.8: Schematic of the tower shadow model. The tower wake decays in
strength and grows in width as the distance from the tower is increased.
In this LOM for simplicity, the tower is treated as a smooth stationary cylinder in the freestream flow, where the effects of frictional drag have been omitted.
Considering this, the experimental measurements by Achenbach [387] show that
the contribution of the friction drag to the total drag does not exceed 2-3%. A
semi-empirical static wake formulation to spatially model the wake behind a fixed
cylinder by Huse [388] is employed. This wake field formulation is based on the turbulent wake expressions by Schlichting [389], but this model provides an improved
representation of the velocity deficit in the near-wake field. The deficit velocity Ud
field in the wake of a circular cylinder is given as:
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Ud (x, y) = k2 Ue

s

where xs and b are defined as:


 y 2 
Cdcyl DT
exp −0.693
xs
b

(4.63)

q
b = k1 Cdcyl DT xs

4DT
xs = x +
Cdcyl

(4.64)

where DT is the tower diameter and the empirical constants, k1 = 0.25 and
k2 = 1.0.
The deficit velocity is given in local coordinates with the x-axis in the flow
direction and the origin taken as the center of the cylinder [388]. The cylinder drag
coefficient Cdcyl is dependent on its Reynolds number (see Figure 4.9) and is obtained
continuously during the computation from a designated database with the results
from Schlichting [389]. This sub-model is only activated in the downwind zone and
the subsequent wake velocity is given as:
Uw = Ue − Ud

(4.65)

Cdcyl [-]
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Figure 4.9: Cylinder drag coefficient with respect to the Reynolds number (obtained
from Schlichting [389]).

4.8

Strut parasitic drag model

The design of VAWTs normally employ struts to connect the blades to the central
tower and improve the rotor’s stiffness. However, these struts introduce undesired
parasitic drag which creates a resistant torque and reduces the VAWT aerodynamic
efficiency. This strut resistant torque QS is composed of the strut profile drag and
the interference drag created at the blade-strut connection [390]. The strut drag
model is based on the empirical relations for drag on a streamlined strut section
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derived by Hoerner [337]. The strut member is discretised into a finite number
of elements where the elemental drag force is computed for each strut element as
illustrated in Figure 4.10. It is assumed that each strut rotates at small angles of
attack (i.e. zero-lift drag coefficient) relative to the localised incident flow velocity.

Blade-strut
connection

Blade

Strut

Tower

Figure 4.10: Computation of the strut resistant torque.
Below the critical Reynolds number associated with the transition of the boundary layer from laminar to turbulent flow, the strut section drag coefficient is given
by:

ts   ts 2
+
Cdl = 2Cfl 1 +
(4.66)
cs
cs
where Cfl is the laminar skin friction force coefficient on a flat plate:
1.328
C fl = √
Res

(4.67)

where ts /cs is the strut section thickness-to-chord ratio and Res is the Reynolds
number based on section chord length cs .
Above the critical Reynolds number, the sectional profile drag is estimated by:

t 
 t 4 
s
s
+ 60
(4.68)
Cdt = 2Cft 1 + 2
cs
cs
where Cft is the turbulent skin friction force coefficient on a flat plate:
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Cf t =

0.0576
1

(Res ) 5

(4.69)

The strut profile drag coefficient Cds for a specific Reynolds number is computed
using a blending function f (Res ) for laminar and turbulent flows [390].

Cds = 1 − f (Res ) Cdl + f (Res )Cdt

where




log10 (Res ) − log10 (Recrit )
1
1 + tanh
f (Res ) =
2
0.2

(4.70)

(4.71)

where Recrit is the critical Reynolds number.

The average parasitic torque produced by the turbine’s struts is determined by:

Nb Ns ρcs
QS =
4π

Z

0

2π

Z

R

DT /2

 
!
Z 2π
rs Cds W 2
dr dθ + RCdj cs
W 2 dθ
cos γ
0

(4.72)

where Ns is the number of struts per turbine blade.
The last term in Eq. (4.72) accounts for the interference drag created at the
junction of the blade and strut. The junction interference drag coefficient CDj is
calculated using the empirical expression Eq. (4.73) for the T-junction of two airfoils
[337]. The negative component in Eq. (4.73) considers the reduced dynamic pressure
within the boundary layers of the strut and blade.

 t 2   t 2
CDj =
17
− 0.05
(4.73)
c
c
Here, t/c is the average thickness-to-chord ratio of the two intersecting airfoil
sections. The reference area for this junction drag coefficient is the square of the
chord at the intersection [337].
Using perturbation theory [391], the overall torque generated by a VAWT can
be expressed as follows:
Q = QB + QS + QI

(4.74)

The last term in Eq. (4.74) considers the complex aerodynamic interactions
among the blades, struts and tower. This is a higher-order term and is considerably
less than the first-order terms [391]. Therefore, Eq. (4.74) can be represented as:
Q ≈ QB + QS
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4.9. Chapter conclusions

4.9

Chapter conclusions

The following conclusions are stated here:
• A low-order simulation model for VAWT aerodynamic design has been outlined.
• The VAWT cascade model by Hirsch and Mandal [179] has been improved by
integrating an iterative method with adaptive under-relaxation to improve the
model’s rate of convergence.
• The latest version of the B-L dynamic stall model for low Mach numbers has
been included in the LOM to consider unsteady blade dynamic stall effects.
This is the first time the B-L dynamic model has been coupled with the cascade
model.
• Furthermore, additional sub-models have been incorporated to consider other
important effects, namely, streamline flow curvature, finite blade length, tower
shadow and torque losses created by the VAWT struts.
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Chapter 5
LOM comparison with VAWT
experimental measurements and
CFD results
5.1

Introduction

The two previous chapters have outlined the development of an unsteady CFD model
and a LOM simulation tool for VAWT aerodynamic analysis. In this chapter, these
two modelling methodologies are compared with VAWT experimental measurements
in order to assess the accuracy of the predicted results. A two-stage approach
is adopted to investigate 2D and 3D VAWT aerodynamics separately with largescale VAWT experimental data. Firstly, 2D blade instantaneous force measurements
from the SNL 17-m VAWT are examined by both models over a complete range of
operational TSRs. After, both the LOM and the CFD model are employed in
predicting the aerodynamic efficiency of the VAWT 850 machine.

5.2
5.2.1

Blade aerodynamic forces experiment (2D)
Experiment description

A 2D analysis is undertaken initially to examine the aerodynamic forces generated
by a VAWT with experimental measurements from the SNL 17-m VAWT [353] as
shown in Figure 5.1.
For conciseness, a short overview of the experiment is given here and the reader
is directed to the relevant technical literature by Akins [80, 353] for a more detailed
description of the experiment. The VAWT had a H/R ratio of 2 and a swept area
of 187 m2 [80, 353]. The VAWT diameter at mid-span was 16.73 m and the tower
diameter was 0.984 m [74]. The VAWT consisted of two curved Darrieus-shaped
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(a)

(b)

Figure 5.1: The SNL 17-m experimental Darrieus VAWT (a) front view (b) side
view [74, 264].
blades, each with a NACA 0015 airfoil profile and a chord length of 0.61 m. The
aerodynamic forces on one of these blades at the turbine mid-span was measured at
a constant rotational velocity of 38.7 RPM as depicted in Figure 5.2.

Figure 5.2: An illustration of the 2D VAWT measurement plane at the SNL 17-m
VAWT mid-span (i.e. the maximum turbine radius).
The 17-m VAWT was located at the SNL research and test facility in Albuquerque, New Mexico, USA at an altitude of 1658 m MSL [392]. The air properties
at this location were measured and are stated in Table. 5.1. To replicate the experimental measurements, these air properties are utilised.
The 2D blade aerodynamic loads were obtained utilising flush-mounted piezoresistive pressure transducers distributed along the blade chord as shown schematically
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Table 5.1: Measured air properties at the SNL VAWT test facility [29, 392].
Density [kg. m−3 ]
Temperature [K]
Kinematic viscosity [m2 . s−1 ]

1.00
288.75
1.60 × 10−5

in Figure 5.3. An important attribute of these pressure transducers was their insensitivity to the blade centrifugal loads [353]. After, the aerodynamic blade normal
and tangential force coefficients were acquired by the integration of the measured
pressures.
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Figure 5.3: SNL 17-m NACA 0015 blade pressure transducer locations (adapted
from Akins [353]).
A cup-vane anemometer system was mounted on the top of the VAWT tower in
order to measure the wind velocity and its direction. A synchro system was incorporated into the VAWT drivetrain to monitor the reference turbine blade absolute
azimuthal position [80]. A flow angularity probe was mounted on the reference
blade leading edge at the mid-span plane and was used to measure the blade relative wind velocity. Experimental measurements were recorded for operational eight
TSRs (λ = [2.20, 4.60]) with an average chordal Reynolds number of 1.29 × 106 at
the turbine mid-span as displayed in Figure 5.4.
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Figure 5.4: Reynolds number variation with the TSR for the SNL 17-m VAWT.
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5.3

LOM prerequisites

The LOM described in chapter 4 is employed to predict the SNL 17-m blade aerodynamic forces. It is necessary here to define the input parameters required for the
LOM and an initial sensitivity study of the LOM time stepping scheme.

5.3.1

Beddoes-Leishman model parameters

The B-L dynamic stall model requires empirical parameters derived from both steady
and unsteady airfoil test conditions. The steady NACA 0015 airfoil experimental
data was obtained from the seminal NACA variable density wind tunnel tests by
Jacobs and Sherman [314]. The aforementioned reference is one of the only sources
which provides experimental data with sufficiently high Reynolds numbers for this
case and to satisfy the Reynolds number range for the SNL 17-m VAWT. Table 5.2
outlines the steady derived parameters used in the LOM at the respective Reynolds
numbers. Figure 5.5a displays the NACA 0015 airfoil normal force coefficient at
the available Reynolds numbers. In addition, Figure 5.5b shows the flow separation
point curve fitting using the Beddoes method [254].
Table 5.2: Steady B-L model NACA 0015 airfoil parameters with respect to the
Reynolds number obtained from Ref. [314].
Re

CNα

Cdz

αss
[deg]

αb
[deg]

S1
[deg]

S2
[deg]

166000
655000
1270000
2270000

5.545
5.534
5.627
5.722

0.011
0.014
0.015
0.020

11.110
14.576
15.960
16.834

11.724
15.200
15.897
17.387

2.029
2.669
2.443
2.691

2.950
2.769
3.239
2.671

The unsteady NACA 0015 empirical parameters were obtained from the University of Glasgow dynamic stall database test facility [393]. Unsteady data was
gathered from 13 airfoils at the University of Glasgow [255, 394]. The NACA 0015
airfoil was tested at a Reynolds number of 1.5 × 106 and a Mach number of 0.12 during unsteady motion [395]. Table 5.3 outlines the required NACA 0015 B-L model
unsteady parameters.
Table 5.3: Unsteady B-L model NACA0015 airfoil parameters obtained from [255,
259].
Tα

αds0
[deg]

Tυ

Tυl

B1

η

E0

5.78

17.81

8

5

0.50

1

0.25
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Figure 5.5: Steady NACA 0015 experimental data from [314] (a) normal force
coefficient (b) Beddoes flow separation point exponential fitting.

5.3.2

LOM step size sensitivity

A sensitivity analysis was conducted to analyse the effect of the azimuthal angle-step
size utilised in the LOM as displayed in Figure 5.6.
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Figure 5.6: LOM step size sensitivity showing the blade normal force coefficient
at the VAWT mid-span.
An iterative convergence tolerance of 10−5 was employed and a periodic solution
was achieved after three turbine revolutions. Four different azimuthal step sizes
were investigated namely ∆θ = 10◦ , 5◦ , 3◦ and 1◦ . The highest angular increment of
∆θ = 10◦ was found to give an inadequate resolution of the normal force coefficient
at its maximum and minimum peaks as shown in Figure 5.6. While it is observed
that an azimuthal step of ∆θ = 3◦ gave a more defined resolution than a step of
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∆θ = 5◦ with a small increase in computational time. Since there was no significant
solution difference between ∆θ = 3◦ and ∆θ = 1◦ , while there is a notable increase
in the computational cost by almost three times, an azimuthal increment of ∆θ = 3◦
was used for all LOM computations.

5.4
5.4.1

CFD solver details
Methodology

The unsteady CFD simulation methodology outlined in chapter 3 is employed here
to simulate the aerodynamics of the SNL 17-m VAWT. The 2D CFD model is an
appropriate selection here, as the region at the VAWT mid-span is characterised by
a predominately 2D flow regime with a negligible impact from 3D flow effects (i.e.
blade tip vortices and downwash) [49, 212, 396]. As emphasised by Balduzzi et al.
[234], the flow streamlines at this region are contained in a plane which is orthogonal
to the turbine vertical axis. Furthermore, from 2D and 3D simulations undertaken
by Spentzos et al. [246] of a wing undergoing dynamic stall demonstrated that the
fluid dynamics by both simulations are very similar at the wing mid-span due to its
isolation from the flow disturbances at the wing tip.
Concerning the simulation procedure, the steady MRF model was employed
firstly to provide good initial starting conditions for the unsteady sliding mesh model
computation. Figure 5.7a shows an example of the MRF model steady-state solution
residuals and Figure 5.7b displays the convergence of the VAWT torque coefficient
CQz . The torque coefficient (Eq. 8.11) is expressed here in terms of the torque Qz
per blade span unit length [234].
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Y - velocity
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Figure 5.7: MRF steady-state convergence monitors (a) MRF residual convergence
(b) torque coefficient.
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5.4.2

Computational domain

Figure 5.8 shows a schematic of the computational domain where the VAWT is
situated at its origin. A uniform air velocity inlet condition is imposed on the
left side of the domain. The velocity magnitude is varied to simulate the VAWT
performance at different TSRs.
16 D

Interfaces

(A)
Stationary
zone

Control
region

Velocity
inlet

0.5 D

(C)

(D)

(B)

Pressure
outlet

(B)

Tower

(C)
Airfoil

1.2 D

Figure 5.8: SNL 17-m VAWT computational domain schematic (not to scale).
A pressure outlet condition is implemented on the right-hand side of the domain
as shown in Figure 5.8. A no-slip condition is specified on both of the VAWT’s
blades and also its tower. An O-grid type topology is utilised and has a maximum
outer dimension of 16D, where D is the turbine diameter.
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Figure 5.9: CFD model domain size sensitivity showing the instantaneous VAWT
torque coefficient at various outer domain diameters (λ = 2.20).
For high accuracy, it is necessary to demonstrate the interior solution is unaffected by the choice of location of the flow field boundaries [18]. Figure 5.9 shows
the influence of changing the outer boundary diameter on the VAWT instantaneous
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torque coefficient. It was determined from this domain size sensitivity study that
this dimension was sufficiently far from the turbine to allow full wake development
and avoid spurious blockage/reflection effects [397].
The computational domain is divided into two primary sub-domains, which consist of a stationary (Figure 5.10a) and a rotating (Figure 5.10b) sub-domain. The
rotating sub-domain contains the turbine and is separated into five zones which are
joined by means of non-conformal interfaces. This sub-domain rotates at the experimental value of 38.7 RPM which includes the tower. The grid is highly refined
in the regions surrounding both of the blades to resolve the complex vortical flow
features developed at low TSRs [210]. The grid requirements were defined based on
the findings of the previous grid independence study reported in chapter 3 and are
summarised in Table 5.4.

(a) Full computational grid.

(b) Rotating grid zone.

(c) Control region placed around the blade.

(d) Near-wall grid.

Figure 5.10: Details of the SNL 17-m 2D CFD computational grid.
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Table 5.4: Reference grid requirements for the near blade region.
Number of boundary layer quadrilateral element layers (NBL )
Number of nodes on the blade profile (NN )
Growth rate of boundary layer quadrilateral elements (GRBL )
Growth rate of local triangular elements (GR)
Dimensionless wall distance of first element node (y + )

45
2800
1.150
1.047
≈1

The total grid size is approximately 830,000 elements and Table. 5.5 provides the
grid element details for each zone within the computational domain. The reference
column in Table 5.5 corresponds to the regions displayed in Figure 5.8.
Table 5.5: Grid zone element details.
Reference

Zone

Quantity

Element Type

Elements

A
B
C
D

Outer
Median
Control
Inner

1
2
2
1

Quadrilateral
Quadrilateral
Quadrilateral/triangular
Quadrilateral

30212
7316
380521
25256

In chapter 3 it was demonstrated that a non-dimensional time step of τ = 0.005 is
sufficient to resolve the highly complex vortex shedding flow phenomena experienced
during blade dynamic stall. Here, the discrete time step value ∆t is computed by
Eq. (5.2), as the relative velocity varies during the blade revolution:
∆t =

τc
Wmax

(5.2)

where Wmax is the maximum blade relative velocity for a certain operating TSR
and is calculated by the expression Eq. (5.3):
Wmax = U∞ (λ + 1)

(5.3)

Table 5.6 details the time step values used for each simulated TSR.
Table 5.6: CFD simulation settings for each SNL 17-m TSR value (τ = 0.005).
λ

U∞ [m.s−1 ]

Wmax [m.s−1 ]

∆θ [◦ ] (10−2 )

∆t [s] (10−5 )

T /∆t

2.20

15.407

49.302

1.436

6.186

25061

2.33

14.547

48.442

1.462

6.296

24624

2.49

13.613

47.508

1.491

6.420

24149

2.66

12.743

46.638

1.519

6.540

23707

2.86

11.851

45.747

1.548

6.667

23254

3.09

10.969

44.865

1.579

6.798

22806

3.70

9.161

43.056

1.645

7.084

21886

4.60

7.369

41.264

1.716

7.391

20975
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The average and maximum Courant number values were monitored on the blade
surface during the VAWT revolution. Figure 5.11 reports these values at λ = 2.20,
where the most unsteady flow behaviour occurs. An examination of Figure 5.11,
shows that the criterion Co < 10 was satisfied to ensure adequate temporal discretisation during the solution.
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Figure 5.11: Maximum and average Courant number values on the blade surface
over one VAWT revolution (λ = 2.20).
At each time step, the total turbine torque generated was computed and a periodic quasi-steady solution was attained when the mean torque coefficient between
two consecutive turbine rotations became less than 0.1% [210], as exemplified in
Figure 5.12. It was found that the CFD model computational time was highly dependent on the VAWT TSR value. The computational run times varied between
a minimum of 40 hours to a maximum of 75 hours using 24 processor cores. The
simulations were conducted on the ICHEC system with the Fluent code executed
in batch mode using a portable batch script (PBS). With this, the simulations were
completed non-iteratively using the incorporated journal file system through the
text user interface [358]. Appendix C provides a sample of the Fluent execution
files used to complete this task.
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Figure 5.12: Periodic convergence of the VAWT instantaneous torque coefficient
(λ = 2.20).
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5.4.3

Sensitivity to site freestream turbulence

As the SNL 17-m VAWT was tested in an open-site environment, the freestream
wind turbulence intensity was found to fluctuate with the wind direction. Akins
[392] measured the wind turbulence intensity at the SNL test facility and was found
to vary between 16% and 25% at the VAWT mid-span. This location coincides with
the position where the pressure transducers were mounted on the reference VAWT
blade [353]. These turbulence levels can be categorised as a high turbulence intensity
(TI > 15%) [378]. To understand the impact of the freestream turbulence intensity,
a sensitivity study was undertaken. Three CFD simulations were conducted to study
the effect of this turbulence intensity variation on the SNL VAWT performance at
λ = 2.20. These simulations were performed with inlet turbulence intensities of TI
= 16%, 20.5% and 25% which correspond to the minimum, median and maximum
range values measured, respectively [392]. Figure 5.13 shows the effect of the varied
turbulence intensity on the VAWT instantaneous torque coefficient.
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Figure 5.13: The effect of varied freestream turbulence intensity on the VAWT
instantaneous torque coefficient (λ = 2.20).
Figure 5.13 demonstrates that increasing the freestream turbulence intensity reduces the torque coefficient at most azimuthal angles, however there is a slight
improvement in performance at the upwind region 93.9◦ < θ < 118.4◦ and similarly
during the downwind region 274.8◦ < θ < 298.5◦ . The maximum torque coefficient
is achieved at TI = 16% for the both the upwind and downwind regions respective peaks in Figure 5.13. Table 5.7 reports the mean torque coefficient for each
Table 5.7: Mean torque coefficient for varied turbulence intensities at the SNL test
facility (λ = 2.20).
Freestream turbulence intensity

Mean CQz

Minimum 16.0%

21.255

Median 20.5%

21.064

Maximum 25.0%

20.678
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investigated freestream turbulence intensity value. There is a 2.72% decrease in
the mean torque coefficient when the freestream turbulence intensity was increased
from 16% to 25%. This agrees with the findings by Paraschivoiu [36] who found
the maximum blade tangential force coefficient decreased as the freestream turbulence intensity was increased. This sensitivity analysis determined that the variation
in the freestream turbulence intensity (TI = 16-25%) has a small influence on the
VAWT performance. Subsequently, all CFD computations for this VAWT employed
the median turbulence intensity value of 20.5%.

5.5

2D model comparsion

The SNL 17-m VAWT blade aerodynamic forces were simulated using the LOM
and CFD model for eight TSRs (2.2 → 4.6) that were measured by the SNL 17-m
VAWT [353]. Figure 5.14 shows the comparison of the tangential and normal force
coefficients for four of these TSRs, namely, λ = 2.20, 2.49, 3.09, and 3.70. Furthermore, the predictions using a DMS model by Dyachuk [398] from the literature are
included in this comparison. The DMS model was developed by Paraschivoiu [36]
and a B-L dynamic stall model was incorporated [398]. In general, it is observed
that the numerical predictions by these methods show a similar qualitative nature
with the experimental data.
Notably, at the lowest TSR (i.e. λ = 2.20) the influence of dynamic stall is clearly
apparent due to the highly non-linear regions in the generated force coefficients as
shown in Figure 5.14a and Figure 5.14b. Although, it is observed in the normal
force coefficient measurements at λ = 2.20 (Figure 5.14a) there is a sudden drop
at 210◦ < θ < 255◦ . It was speculated by Akins [353] that this occurrence was
the result of the instrumented blade interacting with a vortex region produced by
the preceding blade. This decrease in the normal force coefficient is not predicted
by the models in Figure 5.14a. The CFD model does show a highly non-linear
response at 110◦ < θ < 150◦ in Figure 5.14a which indicates the presence of a
dynamic stall vortex being shed from the upwind blade. In Figure 5.15, the CFD
flow field visualisation shows the vortex shedding at this azimuthal range, but it
is apparent that this shed vortex region is transported downwind into the turbine
wake before the blade is able to interact with this flow disturbance. Significantly, as
the TSR increases the agreement between the LOM and CFD model with normal
force experiments measurements improves greatly (Figure 5.14e and Figure 5.14g).
In contrast, it is observed that the DMS model shows a larger deviation from the
experimental measurements compared to the LOM and the CFD model for Figure
5.14e and Figure 5.14g. At λ = 3.09 and λ = 3.70 shown in Figure 5.14e and
Figure 5.14g respectively, there is an excellent agreement between the LOM and
CFD model predictions with the experimental measurements albeit due to the more
steady nature of the VAWT aerodynamics.
The CFD model and the LOM predict the two defined peaks in the blade tangential force coefficients for the upwind and downwind regions as shown in Figure
5.14. In comparison, the DMS model does not exhibit a defined peak in the blade
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Figure 5.14: Predicted blade normal and tangential force coefficients with SNL
17-m VAWT experimental measurements.
tangential force during the downwind zone. At the low TSRs, the CFD model overpredicts the tangential force coefficient for the upwind zone. While at the downwind
side the CFD model shows a better agreement with the measurements whereby this
overestimation is reduced as shown clearly in Figure 5.14d. In particular at λ = 2.20,
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A

B

Figure 5.15: Normalised SNL VAWT velocity CFD flow field with respect to the
freestream velocity for (A) λ = 2.20 and (B) λ = 4.60.
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the maximum tangential force coefficient is predicted later by the CFD model compared to the LOM and the experimental measurements. In Figure 5.14b, the CFD
model predicts the maximum tangential coefficient at θ = 86.5◦ which is later than
the LOM prediction of θ = 69.2◦ , while the measured tangential coefficient value
corresponds to θ = 63◦ . This maximum tangential force coefficient indicates the
onset of blade dynamic stall [385] in Figure 5.14b. The simulated development of
the near blade flow field is depicted in Figure 5.16 for one VAWT revolution with an
azimuthal increment of ∆θ = 30◦ . It can be observed the flow is highly separated on
the blade’s suction side between θ = 90◦ and θ = 150◦ as displayed in Figure 5.16d
to Figure 5.16f. This is testified by the dramatic reduction in the CFD tangential
force coefficient between 86.5◦ < θ < 112.9◦ in Figure 5.14b, which indicates a rapid
increase in the blade’s drag force due to dynamic stall. During the VAWT downwind
region shown in Figure 5.16g to Figure 5.16l, the blade does not experience dynamic
stall but there is still a large trailing edge separation region present particularly
between 240◦ < θ < 270◦ . It is apparent the CFD model overpredicts the peak
tangential force coefficient during the upwind region due to a prolonged period of
vortex lift prior to the commencement of the vortex shedding process.

Figure 5.16: Normalised velocity contour plots (with respect to the freestream
(U/U∞ )) showing the SNL VAWT reference blade at various azimuthal positions
during one rotation (λ = 2.20).
At λ = 3.70 (i.e. Figure 5.14h), the qualitative nature of the tangential force coefficient curve is predicted similarly by CFD model and the LOM, but the predicted
tangential force coefficients are lower than the experimentally measured values. The
DMS model appears to shows an azimuthal increment offset in comparison to the
CFD and LOM in Figure 5.14h. It must be noted that the experimental pressure
transducers do not account for the blade viscous drag component and therefore it is
expected the tangential force experimental measurements to be moderately higher
than the actual forces. It is important to highlight the experimental measurements
of the tangential force component do not become null near θ = 180◦ , where the
blade approaches the downwind zone and its angle of attack subsequently becomes
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zero. This has been reported by Akins [353] to be a localised error in the pressure
measurements recorded at this azimuthal region and is observed at all the recorded
turbine functioning regimes. A similar observation is made by Dyachuk [398] and
also by Orlandi et al. [49]; therefore the model predictions should not be considered incorrect within this region. Furthermore, it is also worth mentioning that
the VAWT blade tangential force coefficients are generally an order of magnitude
lower than the normal force coefficients and do pose challenges in obtaining reliable
measurements as emphasised by Strickland et al. [168]. In particular, the recorded
tangential force coefficient value has a high dependence on the single pressure transducer located at the instrumented blade’s leading edge utilised in this experiment
(refer to Figure 5.3).
To provide a comprehensive insight into the predictive capability of the models,
a quantitative comparison was conducted. Figure 5.17 and Figure 5.18 show the
computed normalised mean absolute error, (NMAE) Eq. (5.4) for the normal and
tangential force coefficients, respectively.
NMAE =

MAE
maxi (oi ) − mini (oi )

MAE =

n
P

(5.4)

pi − oi

i=1

(5.5)
n
Firstly, examining the normal force component in Figure 5.17 shows similar
NMAE values for the models at the low TSRs (2.20 → 2.66).
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Figure 5.17: The NMAE for the model predicted blade normal force coefficient.
As the TSR is increased the DMS model shows a larger deviation compared with
the CFD model and the LOM. In particular at λ = 4.60, the DMS model NMAE
value in Figure 5.17 is more than double the CFD model and the LOM NMAE
value. The LOM and CFD model show a similar trend for the NMAE values over
the simulated TSRs in Figure 5.17.
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Figure 5.18: The NMAE for the model predicted blade tangential force coefficient.
Figure 5.18 displays the NMAE values for the tangential force component for
the three models. It can be observed that the CFD model and LOM again show a
similar trend for the NMAE values. The DMS model results are in close association
with the LOM and CFD model NMAE values. An advantage of the CFD model
is its inherent capability to model the full wake effects produced by the VAWT’s
geometrical features, such as its tower.

5.5.1

Tower wake effects

The VAWT’s rotating tower produces an asymmetrical wake where the Magnus
effect is visible in Figure 5.15. A von Kármán vortex street is observed with vortices
periodically alternating from left to right behind the tower and being shed into
the VAWT’s downwind zone. In the research of rotating cylinders, a dimensionless
spin ratio (a = UU∞θ ) is utilised to characterise this flow instability, where Uθ is the
tower’s circumferential velocity [399]. Figure 5.15 chronologically shows the VAWT’s
velocity flow field at two TSRs, namely λ = 2.20 and λ = 4.60. The velocity results
are normalised with respect to the freestream velocity, i.e. (U/U∞ ). As the TSR
is increased, the tower’s wake becomes significantly more skewed. Consequently, at
high TSRs the tower’s wake is influential over a wider range of downwind azimuthal
angles as it expands rapidly downstream. Figure 5.19 shows the influence of the
tower wake velocity on the VAWT blade located directly downwind, or in other
words positioned at θ = 270◦ by the CFD model for a low and high TSR regime.
Karabelas et al. [399] highlights that cylindrical drag increases with the spin
ratio and subsequently creates this high wake skewness. This effect appears on the
predicted blade force coefficients as an intense ripple shown clearly in Figure 5.14f
at θ = 290◦ by the CFD model. However, this ripple does not manifest itself in
the experimental force measurements and a similar observation was made from the
2D CFD simulations by Bianchini et al. [209]. Furthermore, Lam and Peng [204]
indicate that the 2D CFD model amplifies the velocity deficit in the wake of the
tower.
Figure 5.20 shows a comparison of the LOM simulations with and without the
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Blade

Blade

(a)

(b)

Figure 5.19: Influence of the tower wake velocity on downwind blade (θ = 270◦ ) for
(a) λ = 2.20 and (b) λ = 4.60 (Velocity is normalised with respect to the freestream
velocity).
tower present and the CFD results are also included. At λ = 2.20 (Figure 5.20a),
a decrease in the normal force coefficient due to the tower wake is predicted by the
CFD model at θ = 281◦ . While at λ = 4.60 (Figure 5.20b) the decrease in the
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Figure 5.20: Comparison of CFD and LOM simulations with & without the tower
model at (a) λ = 2.20 and (b) λ = 4.60.
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normal force coefficient due to the tower predicted by the CFD model has shifted to
θ = 304◦ . On the other hand, the LOM assumes a symmetrical wake development
behind the tower, with a maximum velocity deficit fixed at θ = 270◦ which can be
seen to be a reasonable approximation at low TSRs due to the low degree of wake
skewness. However, at higher TSRs this assumption can give a misrepresentation
to the tower wake effective region, but nonetheless it provides a reasonably similar
force decrement with respect to the CFD model. Overall, it can be observed that
the impact of the tower wake is small on the VAWT blade normal and tangential
force components.

5.6
5.6.1

VAWT power coefficient experiment (3D)
Experiment description

The effect of 3D aerodynamics and parasitic drag losses are examined with power
efficiency measurements from the 500 kW straight-bladed VAWT 850 machine [92]
as shown in Figure 5.21.

Figure 5.21: The rated 500 kW VAWT 850 experimental H-type VAWT [28, 92].
The VAWT was located at the Carmarthen Bay test site in the south of Wales
and was constructed by VAWT Ltd. The turbine consists of two blades, connected at
the mid-span with a horizontal strut, which joins the blades to the central drive shaft
[92]. The VAWT geometrical details are specified in Table 5.8 where the turbine
had a constant rotational velocity of 13.62 RPM with an average blade Reynolds
number of 2.99 × 106 .
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Table 5.8: Geometrical features and dimensions of the VAWT 850 [92].
Blade airfoil profile
Number of blades
Strut airfoil profile
Struts per blade
Blade taper
Blade span
Blade mean chord
Turbine diameter
Tower diameter

5.7

NACA 0018
2
NACA 0030
1
25%
24.3 m
1.75 m
35 m
3.5 m

Model comparsion

The LOM has been employed in its 2D form and also with the inclusion of 3D
aerodynamic effects, namely its struts and finite blade effects (i.e. 3D form). As
expected, at the low TSRs (λ < 3) the impact of the VAWT 3D aerodynamic
effects is relatively small as shown by the difference between the 2D and 3D LOM
predictions in Figure 5.22.
0.4
Experiment
2D CFD
2D LOM
3D LOM
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Figure 5.22: Predicted power coefficient using the 2D CFD model and the LOM
(both 2D & 3D) with experimental data from the VAWT 850 test.
At these low TSRs, the LOM shows good agreement with the experimental
measurements where unsteady dynamic stall effects are dominant. Significantly, as
the VAWT TSR increases, the difference between the 2D and 3D LOM prediction
grows accordingly where 3D parasitic drag losses prevail. The VAWT maximum
power coefficient (CP = 0.308) is well predicted by the 2D LOM although there is a
small under-prediction by the 3D LOM. In the performance region 3.58 < λ < 5.13,
the 2D LOM shows a considerably higher CP value than the measurements, while
there is a better agreement by the 3D LOM with the consideration of the secondary
and 3D aerodynamic effects. Notably, in the range 4.67 < λ < 5.13 in Figure 5.22,
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there is a sharp drop in the experimental power coefficient from 0.253 to 0.109.
This decrease in the VAWT efficiency appears inconsistent in relation to the other
experimental data points and is subsequently over-predicted by the 3D LOM as it
simulates an ideal condition. It is important to highlight the VAWT is very sensitive
to drag losses at these high TSRs [235]. Overall, the prediction by the 3D LOM
is observed to have the best agreement with the experimental measurements with
discrepancies possibly being created by the stochastic nature of the freestream wind
and intricate VAWT geometrical features not considered in the 3D LOM.
The 2D CFD methodology described in Section 5.4 is also employed here to
predict the VAWT 850 aerodynamic efficiency. In all a total of seven CFD simulations were conducted and are displayed in Figure 5.22. This 2D CFD model
represents the aerodynamic performance at the mid-span plane of the VAWT 850
and its computational grid is shown in Figure 5.23.

(a)

(b)

(c)

Figure 5.23: Details of the mid-span VAWT 850 2D CFD computational grid (a)
rotating blades and stationary tower (b) NACA 0018 blade profile grid (c) blade
leading edge grid.
In comparison to the SNL 17-m VAWT, the tower used for the VAWT 850 is
fixed and is defined as a stationary zone within the CFD model. The 2D CFD model
correctly predicts the shape of the VAWT experimental power coefficient curve in
Figure 5.22, but however overestimates considerably the VAWT aerodynamic efficiency at all the simulated TSRs. This over-prediction is created by the incapability
of the 2D CFD model to capture the blade tip vortices and also the parasitic drag
from the blade support struts [227]. In other words, the 2D CFD model excludes
the 3D VAWT effects which are important to predict reliably the VAWT aerodynamic efficiency [203]. The 2D CFD instantaneous torque coefficient produced by
the VAWT’s blades is displayed in Figure 5.24, relative to the absolute azimuthal
angle and the operational TSR. For clarity in Figure 5.24, the red regions correspond to instances where positive torque is produced, while the blue regions denote
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a negative torque. It is interesting to observe the fluctuations in the blade torque
coefficient due to the effect of the tower.

(a) Blade 1

(b) Blade 2

Figure 5.24: 2D CFD instantaneous blade torque coefficient with respect to the
azimuthal angle and the TSR for (a) blade 1 (b) blade 2.
It is important to emphasise that there is no noteworthy increase in the LOM
CPU run time by incorporating the 3D aerodynamic effects. The VAWT characteristic efficiency curve can be computed on a desktop computer in a matter of minutes
which reflects the computational efficiency of the 3D LOM. This low computational
run time permits the utilisation of a small tip-speed ratio increment value ∆λ to
generate the characteristic performance curve and negates the need for interpolation
between the computed CP (λ) data points. In comparison, each converged 2D CFD
simulation is represented as a discrete operating TSR value in Figure 5.22 and does
require a large ∆λ value to produce the performance curve in order to contain the
overall computational resources needed. After, usually either linear or polynomial
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interpolation is employed between the computed CFD data points. This has implications in VAWT design parameter studies, as the maximum power coefficient CPmax
and the corresponding optimum TSR λopt are not known a priori when evaluating a
VAWT design. Therefore, it is necessary that the entire performance curve is simulated initially and the λopt point is identified thereafter. In particular, the accurate
prediction of the CPmax and the corresponding λopt is imperative in the design of
variable-speed VAWTs, as the VAWT will most frequently function at this optimal
λopt operating regime [94].

5.8

Chapter conclusions

Firstly, a 2D analysis compared the predictions from a LOM and a higher-order CFD
model with the azimuthal blade force measurements from the SNL 17-m VAWT experiment. The SNL VAWT blade force measurements consisted of the normal and
tangential components. It was shown that the CFD model and LOM attained similar predictions for the blade normal force coefficients at the simulated TSRs. In
particular, the CFD model and the LOM showed excellent agreement with the normal force measurements at the moderate to high TSR range (i.e. 3.09 ≤ λ ≤ 4.60).
A DMS model from the open literature was examined and showed higher deviations
compared to the CFD model and LOM for the blade normal forces in the aforementioned TSR range. The LOM and CFD model predictions were also compared with
the SNL VAWT tangential blade force measurements. From a qualitative analysis,
it was showed the LOM and the CFD model predicted the occurrence of the upwind and downwind peaks in the blade tangential force coefficient. It was noted
the CFD model predicted the onset of dynamic stall later compared to the LOM
and the experimental measurements. Subsequently, the CFD model upwind maximum tangential coefficient was larger than the experimental measurements when
dynamic stall occurred. A qualitative analysis of the VAWT blade flow field during
one rotation identified this increase in the tangential force was due to a prolonged
period of vortex lift prior to the blade flow becoming completely separated due to
dynamic stall. Above all, it was demonstrated the developed LOM had good association with the higher-order CFD model and with experimental measurements
also. This finding highlights that the LOM can be used to simulate different VAWT
design scenarios and obtain accurate details with regard to the optimum operating
aerodynamic efficiency. Obtaining a periodic quasi-steady solution required a lower
number of computed revolutions by the LOM compared to the CFD model, greatly
reducing the computational time needed. The 2D CFD results did show the presence of a von Kármán vortex street wake formation behind the VAWT’s rotating
tower. It is interesting to note, that the tower wake becomes increasingly skewed as
the TSR is increased and its wake expands more swiftly downwind compared to the
lower TSRs.
The LOM’s ability to model the VAWT’s 3D aerodynamic effects was investigated and shown to have good agreement with VAWT performance data. The 2D
CFD model was able to predict the shape of the VAWT’s characteristic performance
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curve. However, the 2D CFD model overestimates the power coefficient at each TSR,
as the induced drag from the blade tip vortices and parasitic drag from the struts are
not incorporated. Furthermore, it is substantially more computationally expensive
to produce the VAWT performance curve using the CFD model compared to the
LOM. For VAWT design analysts in the conceptual design stage, it is recommended
the 3D LOM is necessary to correctly predict turbine efficiency and in particular at
high TSRs (λ > 4) where drag losses are significant. Additionally, due to the high
computational times demanded by 3D CFD models and where numerous design solutions may need consideration it is recommended also that the 3D LOM presented
here is a suitable engineering model choice as it can expedite the turbine design
process.
The LOM can deliver results with sufficient accuracy for initial analysis from a
large number of potential designs quickly in the early design stage, while not requiring severe computational resources and making it a valuable tool for the analysis of
multi-megawatt offshore VAWTs. The level of user experience required for utilising
the LOM is considerably lower than using some commercial CFD codes, especially
as the meticulous discretisation of the turbine’s fluid domain is not required. In the
latter design stages where more detailed information is needed about the flow fluctuation through the turbine a 3D CFD model can be utilised especially for analysing
spanwise flow and for detailed design circumstances only. This methodology leads
to an overall reduction in resources needed and more efficient design process for this
application.
Naturally, the LOM has modelling limitations which originate primarily from its
dependence on airfoil experimental data and the need for empirically derived parameters from experiments. To provide an accurate representation of the VAWT’s
performance reliable pre-conditioned static airfoil aerodynamic data must be provided initially. For the range of Reynolds numbers developed by a large-scale VAWT
there is limited wind tunnel data available for common VAWT airfoils. The modified B-L dynamic stall model by Sheng et al. [255] has shown to be suitable for
the simulation of unsteady effects but however a limitation of using this model is
the high number of empirical-based airfoil constants to be inputted into the LOM.
These empirical parameters currently exist only for a number of well-known airfoils extracted experimentally by Sheng et al. Therefore, to overcome restrictions in
the analysis of new tailored VAWT airfoils further empirical parameters need to be
obtained accordingly.
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Chapter 6
Employing CFD to derive
Beddoes-Leishman model airfoil
parameters
6.1

Introduction

As outlined in the preceding chapter, a limitation of the B-L dynamic stall model
is the need for a number of empirical parameters derived from both steady and
unsteady airfoil experimental measurements. Ultimately, this means an experimental test rig capable of instigating airfoil dynamic stall is required to perform this
task. A review of the literature shows that suitable experimental measurements
are available only for a limited number of airfoils at varied flow regimes (i.e. both
incompressible and compressible flows). The availability of experimental data at
certain Reynolds numbers is limited by the wind tunnel test section dimensions.
It was shown in chapter 3 that the Reynolds number influences the dynamic stall
angle of attack and data should therefore be available for the VAWT operational
envelope considered. However, for the large-scale VAWTs considered in this work,
there are only a handful of wind tunnels worldwide (e.g. NASA Ames) capable of
producing the required Reynolds numbers. While experimental measurements are
always desired, they are often quite difficult and expensive to attain. On the other
hand, CFD is versatile and can predict the unsteady dynamic stall flow physics.
Importantly, CFD can simulate very high Reynolds numbers which are restricted
by the availability of large wind tunnels. Furthermore, concerns over the adverse
effects of wind tunnel blockage are eliminated.
In this chapter, the derivation of the B-L model airfoil parameters by employing both steady and unsteady CFD computations is demonstrated. This approach
combines the primary advantages of the LOM and CFD methodologies, which can
be concisely stated as:
1. CFD can predict the aerodynamic characteristics of airfoils experiencing dy173
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namic stall.
2. The LOM is computational efficient and allows rapid generation of the VAWT
characteristic performance curve (i.e. CP (λ)) once the airfoil B-L dynamic
stall model parameters are available.

6.2

SNL NACA 0015 airfoil

As a test case for this proposition, the SNL 17-m VAWT with its NACA 0015
blade airfoil profile (c = 0.61 m) is initially examined. The CFD methodology
and grid design outlined in chapter 3 are employed here. At the VAWT’s lowest
operational TSR (i.e. λ = 2.20), the blade Reynolds number has a maximum and
minimum of Remax = 1.88 × 106 and Remin = 7.05 × 105 , respectively. To consider
the variation in the blade Reynolds number effects, two computational grids are
created with different first element heights from the blade surface, in order to capture
the boundary layer effectively. As it is not practical to simulate every Reynolds
number value. Table 6.1 outlines the CFD grid and time step requirements utilised.
Table 6.1: Near-wall grid resolution for maximum and minimum Reynolds number.
Reference

Re (106 )

y/c (10−6 )

∆t (10−5 )
(s)

Remax
Remin

1.880
0.705

3.484
20.036

6.186
16.497

The same computational grid is utilised to compute steady and unsteady B-L
model parameters. Figure 6.1 shows an example of the computational grid utilised.

(a) Full computational grid.

(b) Rotating grid zone with NACA 0015 airfoil.

Figure 6.1: NACA 0015 airfoil computational grid.
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6.3

Steady parameters

The steady NACA 0015 airfoil aerodynamic coefficients were computed using the
Fluent code for a range of angles of attack (0◦ ≤ α ≤ 30◦ ) with an angular increment
of 0.1◦ . This procedure was automated within the Fluent solver using a journal file
which contains the instructions to rotate the grid by the required angular increment.
This calculation procedure is outlined in Figure 6.2. The sliding mesh model is used
to rotate the airfoil at each angular increment and subsequently the steady flow
solver is employed to compute the airfoil steady aerodynamic force coefficients. The
flow field is initialised at the beginning of each steady flow computation.
; ##---CHANGE THE BLADE ANGLE OF ATTACK (statically)---##
; Activate the unsteady flow solver
/define/models/unsteady-1st-order yes
; Set angular velocity units to deg/s
/define/units/angular-velocity deg/s
; Activate the sliding mesh model model and specify rotational velocity as 0.1 deg/s
/define/boundary-conditions/fluid/ rotating_region-src no no no no
no 0 no 0 yes 8 no 0.1 no 0 no 0 no 0 no 0 none no no no
; Using mesh motion capability, move the mesh one time step (0.1 degree in this case)
/solve/mesh-motion 1 1 no no no
; Turn off the sliding mesh model
/define/boundary-conditions/fluid/ rotating_region-src no no no no no no no no
; Activate the steady flow solver
/define/models/steady yes
; ##---COMPUTE THE SOLUTION---##
; Set the iterative convergence criteria.
/solve/monitors/residual/convergence-criteria 0.00001 0.00001 0.00001 0.00001
; Firstly, initialise the solution
/solve/initialize/hyb-initialization ok
; Perform iterations until convergence is acheived.
/solve/iterate 100000
; ##---WRITE THE BLADE FORCES---##
; Write the blade drag force into file
/report/forces/wall-forces yes 1 0 yes
; Write the blade lift force into file
/report/forces/wall-forces yes 0 1 yes

x1.
"x1"
y1.
"y1"

; Repeat above sequence for next blade angle of attack.

Figure 6.2: Fluent journal file used to calculate the airfoil steady lift and drag
aerodynamic forces.
The blade lift and drag coefficients are computed at each angle of attack and
are stored for post-processing. Figure 6.3a and Figure 6.3b show the steady NACA
0015 normal and tangential force coefficients, respectively.
Utilising the Beddoes exponential curve fitting technique, the parameters concerning the flow separation are determined. The steady B-L model constants are
now defined in Table 6.2. As the VAWT blade experiences a continuously changing
Reynolds number, the parameter values are interpolated with respect to the known
maximum and minimum Reynolds number operating envelope bounds (i.e. Remax
and Remin ).
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Figure 6.3: Steady CFD calculation of NACA 0015 airfoil (a) normal force coefficient (b) tangential force coefficient.
Table 6.2: CFD steady B-L model parameters for the NACA 0015.
Reference Re (106 )
Remax
Remin

6.4
6.4.1

1.880
0.705

CN α

Cdz

αss
[deg]

αb
[deg]

S1
[deg]

S2
[deg]

5.361
5.064

0.019
0.021

16.6
17.2

15.984
16.119

3.384
4.325

4.539
4.398

Unsteady parameters
Airfoil motion and the reduced pitch rate

Dynamic stall experimental measurements have shown that beyond a reduced pitch
rate of r = 0.01, the dynamic stall onset angle αds changes linearly with respect to
the reduced pitch rate [257, 400] and can be expressed as:
αds = D1 r + αds0

(6.1)

where αds and D1 are obtained by a linear fit of the measurements by the least
squares method [257]. The slope of this line D1 corresponds to the non-dimensional
time constant Tα .
αds − αds0
αds − αds0 2U
=
= D1
(6.2)
α̇
c
r
Therefore, the dynamic stall onset criterion requires two stall onset parameters
(Tα and αds0 ) derived from unsteady data [395]. For a wider use of this stall onset
criterion, Sheng et al. [395] extended its application by obtaining parameters from
oscillating airfoils. This motion type ensures the dynamic stall onset angle of attack
Tα =
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is only a function of the reduced pitch rate.
For oscillating airfoil motion there are three primary variables, namely, the mean
angle αm , the oscillation amplitude A and the reduced frequency κ. The reduced
frequency is used to describe the degree of unsteadiness in the considered problem
[245]. For an oscillatory motion, a sinusoidal function can be used to represent the
airfoil angle of attack and is expressed as:
α = αm + A sin ωt

(6.3)

The airfoil pitch rate is given by its time derivative:
α̇ = Aω cos ωt

(6.4)

The reduced pitch rate is also time dependent and given as:
α̇c
= κA cos ωt
2U
where the reduced frequency κ is expressed as:
r=

κ=
An equivalent reduced pitch rate req
pitch rate:

(6.5)

ωc
(6.6)
2U
can be defined as the maximum reduced

req = κA

(6.7)

It was shown by Sheng et al. [395], that the equivalent reduced pitch rate, allows
the three variables (αm , A and κ) to be combined into the single parameter, req .
Combining Eq. (6.7) and Eq. (6.6), the airfoil angular frequency of oscillation can
be defined as:
ω=

6.4.2

2U req
Ac

(6.8)

User Defined Function

To simulate the effect of the airfoil sinusoidal motion, a UDF was created and was
compiled within the Fluent solver. The mean and the maximum airfoil angle of
attack are defined as 0◦ and 30◦ , respectively. Figure 6.4 shows the C programming
code used to develop this UDF. Simulations are conducted at equivalent reduced
pitch rates in the range req = [0.01, 0.04] for the respective maximum and minimum
Reynolds number. Table 6.3 outlines the CFD simulation settings used for each
case.
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#include "udf.h"
DEFINE_ZONE_MOTION(airfoil_oscillate,omega,axis,origin,velocity,time,dtime)
{
real alpha_max,A,freq, pi; /* Declare dependent variables */
pi = 3.14159265359; /* Define pi */
/* Define dependent variables */
alpha_max = 30; /* Maximum angle of attack (degrees) */
freq = 0.054091586; /* Oscillation frequency (Hz) */
ang_freq = 2* pi * freq; /* Angular frequency (rad/s)*/
A = alpha_max * 0.0174532925; /* Amplitude of oscillation (rad) */
/* Define grid motion (rad/s) */
*omega = -ang_freq * A * cos(ang_freq * time);
return;
}

Figure 6.4: UDF used for sinusoidal mesh motion (airfoil-oscillate.c).

Table 6.3: The unsteady CFD calculation settings used for each equilvalent reduced
pitch rate, req .
req

0.01

0.02

0.03

0.04

ω [rad/s]
f [Hz]
T [s]

3.087
0.491
2.035

6.174
0.983
1.018

9.262
1.474
0.678

12.349
1.965
0.509

req

0.01

0.02

0.03

0.04

ω [rad/s]
f [Hz]
T [s]

1.158
0.184
5.427

2.315
0.369
2.714

3.473
0.553
1.809

4.631
0.737
1.357

Remax

Remin

6.4.3

Results

Figure 6.5 shows the computed unsteady NACA 0015 airfoil normal and tangential
force coefficients relative to the Reynolds number for two req values (req = 0.01 and
req = 0.04). The dynamic stall angle of attack αds is determined by the maximum
tangential force coefficient value as it provides a clearly defined unambiguous result
[385].
Similar to the experimental observations by Sheng et al. [395], the dynamic stall
angle of attack has a linear relationship relative to the equivalent reduced pitch rate
(req > 0.01) as shown in Figure 6.6. It can be observed also from Figure 6.6, that
the Reynolds number affects the position of the dynamic stall angle of attack, but
its influence appears to decrease as the reduced pitch rate value is increased.
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Figure 6.5: Unsteady NACA 0015 airfoil normal and tangential force coefficients
with respect to the Reynolds number and the equivalent reduced pitch rate (sinusoidal
motion).
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Figure 6.6: Variation in the dynamic stall angle of attack with respect to the
Reynolds number and the equivalent reduced pitch rate.
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Figure 6.7 shows the approach to determine the unsteady parameters (αds0 and
Tα ). A linear fitting of the computed dynamic stall angles with the least squares
method is firstly undertaken. The fitted line intercept at req = 0 (i.e. static stall)
defines the constant critical stall onset angle of attack αds0 . While, the fitted line
slope corresponds to the time delay constant for angle of attack Tα .
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αds (Lagged)

r0
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Figure 6.7: Deduction of the dynamic stall onset angle of attack, αds0 and the lag
time constant Tα at Remax using CFD.
Table 6.4 states the derived unsteady parameters with respect to the Reynolds
number for the NACA 0015 airfoil.
Table 6.4: CFD derived unsteady B-L model parameters for the NACA 0015.

6.4.4

Reference

Re (106 )

Tα

αds0
[deg]

Remax
Remin

1.880
0.705

3.401
3.722

19.739
18.657

Benchmark analysis

To examine the difference between the predicted results obtained using the LOM
with parameters acquired from experiment and those derived from CFD, the SNL
17-m validation test case is utilised. Figure 6.8 shows a comparison of blade forces at
a select number of TSRs. The legend notation CFD and LOM (EXP) correspond to
the methods which were discussed in the chapter 5. The LOM (CFD) method utilises
the LOM with the B-L model parameters derived from the steady and unsteady CFD
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Figure 6.8: Predicted SNL 17-m VAWT blade force coefficients by LOM using
derived parameters from both experiment and CFD.
computations presented in this chapter. It can be observed from Figure 6.8 that the
LOM (CFD) approach shows good agreement with other presented methods and
the blade experimental measurements.

6.5

Large-scale VAWT airfoil parameters

In the literature review of suitable airfoils in chapter 2 for large-scale VAWTs, it
was identified that the DU 06-W-200 airfoil was an appropriate selection.
In this section, the B-L model parameters for this airfoil are acquired using
the same approach outlined previously for the NACA 0015 airfoil. The minimum
and maximum operating envelope Reynolds number have been determined to be
Remin = 3.115 × 106 and Remax = 24.875 × 106 , respectively. As this airfoil profile is
asymmetrical, it is necessary to consider the aerodynamic force coefficients at both
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Figure 6.9: Steady CFD calculation of DU 06-W-200 airfoil (a) normal force
coefficient (b) tangential force coefficient.
positive and negative angles of attack. Figure 6.9 and Figure 6.10 display the steady
and unsteady DU 06-W-200 airfoil normal and tangential force coefficients at the
maximum and minimum Reynolds number bounds, respectively.
From Figure 6.10 the dynamic stall angles of attack with respect to the reduced
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Figure 6.10: Unsteady DU 06-W-200 airfoil normal and tangential force coefficients with respect to the Reynolds number and the equivalent reduced pitch rate.
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pitch rate are identified for the positive and negative angles of attack.
Figure 6.11 shows the linear fitting, considering the change both positive and
negative angles of attack.
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Figure 6.11: Deduction of the unsteady parameters for the DU 06-W-200 airfoil
at Remax for (a) α > 0◦ and (b) α < 0◦ .
The complete derived steady and unsteady B-L model parameters are stated in
Table 6.5 and Table 6.6 for both positive and negative angles of attack, respectively.
Table 6.5: Steady and unsteady DU 06-W-200 airfoil B-L parameters at positive
angles of attack (α > 0◦ ) derived from CFD.
Re
(106 )

CN α

24.875
3.115

6.105
5.947

Cdz

αz
[deg]

αss
[deg]

αb
[deg]

S1
[deg]

S2
[deg]

Tα

αds0
[deg]

0.0135 -0.742
0.0180 -0.696

17.3
16.4

15.604
14.130

3.806
3.539

5.025
4.917

3.482
3.851

20.299
18.127
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Table 6.6: Steady and unsteady DU 06-W-200 airfoil B-L parameters at negative
angles of attack (α > 0◦ ) derived from CFD.
Re
(106 )

CN α

24.875
3.115

6.105
5.947

6.6

Cdz

αz
[deg]

αss
[deg]

αb
[deg]

S1
[deg]

S2
[deg]

Tα

αds0
[deg]

0.0135 -0.742
0.0180 -0.696

-19.0
-18.1

15.843
14.535

4.631
4.616

5.108
5.049

-2.975
-3.406

-21.379
-19.277

Chapter conclusions

The following conclusions are made from this study:
• CFD can be utilised to predict the B-L dynamic stall model airfoil parameters,
where experimental test facilities are not readily available. Moreover, in this
case CFD can guarantee flow similitude to a large-scale VAWT and negate the
uncertainties associated with wind tunnel test blockage effects.
• Obtaining the steady and unsteady airfoil aerodynamic performance characteristics can be largely automated using modern CFD codes.
• Utilising the sliding mesh model an approach was described to calculate the
airfoil steady aerodynamic coefficients over a range of incidence with a small
increment. Incorporating the sliding mesh model with a UDF allows the dynamic airfoil aerodynamic characteristics to be studied over a range of reduced
pitch rate values.
• The Reynolds number has an influence on the airfoil dynamic stall angle of
attack and must be considered. This effect was found to become smaller as
the airfoil reduced pitch rate was increased.
• The approach described in this chapter is applied to blades on a rotating
VAWT and maybe useful for other thematic blade types experiencing similar
unsteady flow regimes e.g. helicopter blades, Wells turbines (often referred to
as hysteresis).
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Chapter 7
5 MW VAWT conceptual design
and specification
7.1

Introduction

In this chapter, the conceptual design of a rated 5 MW VAWT for an offshore
installation is described. The LOM design tool is employed to investigate important aerodynamic design VAWT parameters with its inherent rapid execution time.
These design aspects include the VAWT solidity, blade orientation, blade aspect
ratio and the strut support design. Once an optimal design was achieved, the geometrical details for the 5 MW VAWT were identified and the operating strategy for
the VAWT has been defined also using a tip-speed ratio control scheme.
The second part of this chapter concerns the structural design of the VAWT’s
blade utilising composite materials subjected to a critical wind load design case. In
the first part of this structural design, an analytical model is employed to determine
the flapwise strain distribution along the blade spar caps. The strain distributions
from this analysis are then compared with a detailed FE model of the blade structure.
Important blade structural properties are defined and an insight into the blade
performance under this high flapwise loading is discussed.

7.2

Aerodynamic design

The main design constraints include the desired rated power of the turbine, the
number of turbine blades and the blade airfoil. In this case, the rated power output
of the VAWT was chosen to be 5 MW, with a two-bladed rotor configuration. This
is in keeping with the typical power output of current wind turbines and with what
was deemed to be a commercially viable design. The blade section will consist of
a DU 06-W-200 airfoil profile which has a maximum thickness of t/c = 20% and a
0.8% camber as highlighted in chapter 2.
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7.2.1

VAWT solidity

The effect of altering the turbine solidity on the power coefficient and the torque
coefficient is shown in Figure 7.1 and Figure 7.2, respectively. The solidity was
increased from 0.1 to 0.4 by varying the turbine radius, while the turbine swept area
remained constant. The TSR at which the power coefficient is maximum increases
with decreasing solidity.
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Figure 7.1: Influence of the VAWT solidity on the power coefficient.
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Figure 7.2: Influence of the VAWT solidity on the torque coefficient.
It can be observed from Figure 7.3 that the turbine maximum efficiency increases
considerably from an initial solidity of σ = 0.1 to the maximum obtainable efficiency
at σ = 0.263.
Increasing the solidity further shows a steady decrement in the maximum attainable efficiency as the optimal turbine TSR is restricted to regions influenced by the
occurrence of dynamic stall (λ < 3). It is apparent that a low solidity turbine can
generate a higher power efficiency and indeed provide a more controllable turbine
(i.e. the performance curve plateau region at maximum efficiency) in Figure 7.1
compared to a high solidity turbine. From a VAWT structural design standpoint, a
low solidity turbine will experience greater centrifugal loads as a consequence of its
higher optimal TSR (i.e. increases as a square of the rotational velocity). Although,
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Figure 7.3: Variation in the maximum power coefficient and optimum tip-speed
ratio with respect to the VAWT solidity.
these loads can be contained with the utilisation of modern high strength-to-weight
ratio composite materials which have been employed extensively for HAWT blades
and will be discussed later in this chapter. Therefore, a solidity of σ = 0.263 was
chosen for this VAWT design as it achieved the highest aerodynamic efficiency. In
chapter 2, from previous design studies it was identified that an optimum VAWT
solidity was in the range of σ = 0.2 − 0.3. In particular, experimental tests by
Blackwell and Sheldahl [76] showed the power coefficient was maximum at σ = 0.25,
but this study used a sizeable solidity increase increment of 0.05 between the tested
turbines. The present analysis converged to a more defined optimal solidity limit of
σ = 0.263 from numerous repeated design cycles using a considerable lower solidity
increment than in the aforementioned reference and the previous studies highlighted
in chapter 2.

7.2.2

Blade orientation

The review of the literature, identified a general disagreement concerning the blade
orientation for maximum power extraction. As discussed in chapter 2, there are two
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Figure 7.4: Effect of blade orientation on the VAWT torque coefficient.
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possible options for attaching an asymmetrical blade to the support struts, namely a
concave-in or concave-out configuration. Both Kirke [91] and Islam et al. [278] recommend the concave-out arrangement, while Danao et al. [325] suggest a concave-in
layout is better. The DU 06-W-200 airfoil is cambered and must therefore be positioned correctly to maximise the VAWT aerodynamic efficiency. Figure 7.4 shows
the VAWT torque coefficient with its blades simulated in the two aforementioned
design configurations. It can be observed that the concave-out arrangement provides a modest improvement in the performance compared to the concave-in layout
with a difference of 4.49% in the peak torque coefficient. To further elucidate the
change in the blade performance during one VAWT revolution, the blade normal
and tangential force coefficients are shown in Figure 7.5. The blade force coefficients
are presented at low, moderate and high TSRs, namely λ = 2, 3, 4.
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Figure 7.5: Blade (DU 06-W-200 profile) concave-out and concave-in normal and
tangential force coefficients at low, moderate and high TSRs.
Regarding the blade connection to the struts, each blade is connected to the
support struts at the aerodynamic center (i.e. 0.25c from the leading edge). From a
perusal of Figure 7.5, it can be readily observed that the concave-out configuration
performs better in the upwind region compared to the concave-in arrangement. In
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contrast, the concave-in layout shows a higher tangential force coefficient during
the downwind region in comparison to the concave-out configuration. An overall
performance gain is achieved using the concave-out configuration and is therefore
employed for this VAWT design. From an examination of the tangential force coefficients plots in Figure 7.5, it is apparent also that the effect of the blade orientation
is more pronounced as the TSR value is reduced. At λ = 4, the tangential force
coefficient profiles are almost superimposed, while at λ = 2 more variation in the
force coefficient during the cycle is noted.

7.2.3

Blade aspect ratio

The VAWT blade aspect ratio is defined as the ratio of the blade span to its chord
length (i.e. H/c). The blade will experience 3D aerodynamics, whereby the airflow
can escape around the blade tip from the high pressure region to the low pressure
region. This circulation creates blade tip vortices and consequently this energy
loss produces induced drag. Figure 7.6 shows the effect of increasing the blade
aspect ratio on the VAWT’s maximum power coefficient. It is apparent that as the
blade aspect ratio is increased, the VAWT performance improves as it asymptotically
approaches the 2D result (i.e. infinite blade length). More importantly, it is observed
from Figure 7.6 that the optimum aspect ratio is the range of 10 ≤ H/c ≤ 20 as the
rate of increase in the power coefficient decreases after an aspect ratio of 20.
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Figure 7.6: Effect of blade aspect ratio on the maximum power coefficient.

7.2.4

Support strut design

Struts are employed to connect the turbine’s blades to its tower and also improve
the structural rigidity. In particular for large-scale VAWTs, struts reduce blade
deflection and also increase the structure rigidity [24]. Figure 7.7 show the effect of
increasing the strut thickness on the turbine performance. It can be observed the
strut drag losses increase with the strut thickness and this effect is most prevalent
at the high TSRs.
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Figure 7.7: VAWT performance curves at various strut thickness.
This VAWT design uses an over-hang support strut configuration to attach each
blade to the central tower. Figure 7.8 shows the strut planform, where there is a
linear taper from the strut tip to the maximum chord location at r/R = 0.28.
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Figure 7.8: Strut planform.
At the inboard strut sections, thin streamlined profiles are inefficient at carrying
the structural loads. Therefore, it is necessary to utilise a thick circular section that
is more robust under omni-directional loading and also provides a suitable connection
to the turbine tower. The strut’s circular root is located at r/R = 0.09 and remains
circular until r/R = 0.11, where it begins transition into an airfoil shape. Between
0.11 < r/R < 0.28 the strut airfoil section has a flatback to increase its bending
stiffness. In contrast, the outboard sections of the strut have thinner airfoil sections
to minimise parasitic torque losses as illustrated in Figure 7.9.
A fairing is added at the blade-strut junction to reduce vortex development at
this connection and reduce the interference drag produced. Figure 7.10 shows the
impact of the blade-strut connection fairing on the VAWT performance curve. A
slight improvement in the maximum power coefficient can be observed in Figure
7.10.
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Figure 7.9: Strut cross sections at various radial stations.
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Figure 7.10: VAWT performance curve with and without blade/strut connection
fairings.
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7.2.5

5 MW VAWT design

Geometrical details
Table 7.1 outlines the geometrical details of the 5 MW VAWT computed by the
LOM and the 3D computer-aided design (CAD) representation of the turbine is
shown in Figure 7.11.

(a)

(c)

Flange
joints
Tower

Strut
Blade

Elevation view
Rotor
shaft

(b)

Isometric view

Plan view

Figure 7.11: 5 MW VAWT 3D CAD views (a) elevation (b) plan (c) isometric
with blade tip highlighted.

Table 7.1: 5 MW VAWT specification and characteristics.
Characteristic

Specification

Configuration

H-rotor

Solidity (N c/R)

0.263

VAWT aspect ratio (H/R)

2.625

Blade aspect ratio (H/c)

20

Number of blades (Nb )

2

Struts per blade (Ns )

2

Blade-strut connection

0.25c

Blade orientation

Concave-out

Strut arrangement

T-joint and overhang supported

Blade profile

DU 06-W-200
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Rotational direction

Anti-clockwise

Blade preset pitch (β)

2◦ (toe-out)

Blade chord (c)

6.357 m

Diameter (D)

97.872 m

Blade height (H)

127.144 m

Strut positions

26.319 m (from each blade tip)

Tower diameter (DT )

3.179 m

Blade/strut connection fairing radius

0.381 m

Cut in, cut out wind speed

3.5, 25 m/s

Swept area (A)

12,316.71 m2

Rotor rotational velocity range (Ω)

2.167 - 6.810 RPM

Input generator torque range (Q)

0.430 - 7.551 MN.m

Figure 7.12 shows a detailed view of some of the turbine features including the
blade-strut connection point and the strut-hub connection.
(a)

(b)

Figure 7.12: VAWT feature details (a) blade-strut connection point (b) strut-hub
connections.

Operational strategy
A VAWT must be equipped with a control system to ensure the proper functioning
of the turbine under all operational conditions. The turbine specification outlined
in Table 7.1 has a CPmax = 0.308 and is achieved at λ = 3.140 as depicted in Figure
7.13.
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Figure 7.13: The 5 MW VAWT efficiency curve with the various operating regimes
highlighted.
The VAWT will exploit tip-speed ratio control [94] and utilise a variable-speed
generator to manage the rotational velocity of the turbine. The relationship between
the VAWT power output and the rotational velocity with respect to the freestream
wind velocity is shown in Figure 7.14.
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Figure 7.14: 5 MW VAWT power output and rotational velocity as a function of
wind speed.
At wind velocities below the rated wind velocity, the turbine rotational velocity is
specified to maximise the power generation as depicted in Figure 7.14. The VAWT
operates at its optimum TSR (λopt ) of 3.140 for wind velocities between 3.5 m/s
and 11 m/s by adjusting its rotational velocity in the range of 2.167 - 6.810 RPM
accordingly. For wind velocities between 11 m/s and 14 m/s the turbine rotational
velocity is maintained at the rated value of 6.810 RPM until the operating point of
λ = 2.467 is met in Figure 7.13. The power output is maintained constant above
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the rated wind velocity by allowing the TSR value to decrease, which permits the
passive stall regulation of the VAWT. The cut out wind speed is 25 m/s and occurs
at λ = 1.286 in Figure 7.13. A mechanical brake or an aerodynamic brake can be
used to assist in stopping the turbine. The mechanical brake is conveniently placed
at the bottom of the turbine tower. By allowing the operational TSR to decrease, the
maximum blade angle of attack increases considerably as depicted in Figure 7.15. As
well, the upper and lower bounds of the chordal Reynolds number envelope become
wider by implementing this tip-speed ratio control scheme as shown in Figure 7.16.
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Figure 7.15: Change in the blade maximum angle of attack with respect to the
freestream wind velocity using tip-speed ratio control.
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Figure 7.16: 5 MW VAWT maximum and minimum Reynolds number bounds
with respect to the freestream wind velocity.
This control strategy allows the VAWT to operate at the low to moderate TSR
range (λ = 1.286 ↔ 3.140) and therefore negate operation at high TSRs (λ >
3.140) where drag losses are more severe as can be inferred from Figure 7.13. To
provide a comprehensive insight into the VAWT aerodynamic performance in this
range, Figure 7.17 shows the blade instantaneous torque coefficient, tangential force
coefficient and the normal force coefficient at various simulated TSRs pertinent to
this unique VAWT design.
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Figure 7.17: Blade instantaneous (a) torque coefficient (b) tangential force coefficient and (c) normal force coefficient with respect to the TSR and the azimuthal
position.
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Examination of the dimensionless blade performance coefficients in Figure 7.17
allows some notable observations to be made:
• The upwind peak torque coefficient occurs later in the cycle as the TSR value
is increased.
• The initial negative peak in the torque coefficient profile becomes more pronounced as the TSR value is increased.
• The reduction in the torque coefficient due to the tower on the downwind cycle
becomes greater with increasing TSR.
• The maximum and minimum peaks in the tangential and normal force coefficients become larger with increasing TSR value.
Figure 7.18 gives an insight into the assembly of the 5 MW VAWT’s components.

A
A. Blade
B. Top hub
C. Strut
D. Tower section
E. Bottom hub
F. Generator shaft

B
C

D

E
F
Figure 7.18: Exploded view drawing highlighting the assembly of the 5 MW VAWT.
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7.3

Blade structural design

An important requirement for a wind turbine blade is that it must withstand loads
experienced during normal operation and the extreme loads that occur infrequently
[147]. In this sense, an analysis into the VAWT blade structural design is undertaken. Modern wind turbine blades generally have complex composite sandwich
structures including several layers of composite materials with shear webs, making
the structural design and analysis a very challenging task. An appraisal of the literature shows the modelling of the VAWT blade structure has received considerably
less attention compared to the aerodynamic design aspect.
In particular only a handful of studies exist considering the VAWT structural
blade design. In most of these studies, the VAWT blade structure is greatly simplified compared to that which would be utilised in reality. For instance, Marsh et
al. [271] compared the structural performance of straight-bladed and helical bladed
VAWTs using a FSI approach. However, the VAWT structure including its blades
were assumed to be made completely from solid steel and it is unknown how practical this material and design selection would be. In a similar study, Li et al. [301]
studied the structural performance of a solid aluminium VAWT blade. However,
based on the earliest research endeavours by SNL, it was shown that metallic materials should be avoided for the VAWT structural design, due to fatigue life and
blade mass concerns [24, 108]. From the plethora of research conducted on HAWT
blades, it has been demonstrated that a composite blade structure is needed [147].
The next section will discuss and describe the structural design of the composite
VAWT blade.

7.3.1

Blade structural layout

The blade internal structure consists of a three-cell section with a box-spar as shown
in Figure 7.19.
3

Gelcoat & Nexus
Bi-directional cross ply
Unidirectional

1

2
Core

Leading edge

Shear webs
Spar caps
Trailing edge

Figure 7.19: Blade internal structure and materials schematic.
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The blade is primarily composed of glass fiber reinforced polymer (GFRP) material, with sandwich structures in the shear webs, spar caps and trailing edge panels.
It is known that an internal box-beam structure provides better resistance to torsion
in comparison to an I-beam and is therefore utilised. The box-spar is the primary
load carrying element of the blade and requires sufficient global stiffness to prevent
large deflections of the blade. The spar caps are mainly composed of unidirectional
material, which provide the most of the flexure strength due to their good axial
loading properties. Shear webs are placed at 15% and 50% of the blade chord.
In the unsupported parts of the blade, sandwich structures are utilised to ensure
its stability during loading. In particular, composites offer many advantages over
traditional materials such as their high strength, light weight, flexibility in design,
high dielectric strength, dimensional stability and corrosion resistance [324]. The
following gives a description of each of the materials utilised in the VAWT blade
structure.
• Gelcoat: is a synthetic resin used to provide a high-quality aerodynamic
surface for a fibre-reinforced composite. The material used to reinforce the
blade surface against environmental degradations such as moisture absorption,
ultraviolet rays and erosion. Even though it is not a structural material, it
does contribute to the blade mass.
• Nexus: is a soft absorbent layer of material to allow the application of the
gelcoat.
• Bi-directional cross ply (BIAX): 45◦ oriented unidirectional plies of glass
fiber used to improve torsional stiffness. These fibres are important to improve
shear strength, prevent splaying of the unidirectional material and increase the
blade buckling strength.
• Core: low density material which is used to fill in between faces of highstrength material in selected regions to increase local inertia.
• Unidirectional (UD) ply: glass fibres are orientated in one direction. The
UD fibres give longitudinal strength and resistance to flapwise loads.

7.3.2

Composite material properties

The blade structure is composed of five different materials which include gelcoat,
nexus, core, unidirectional GFRP (UD) and bi-directional cross ply GFRP (BIAX).
The properties of the GFRP are obtained from experimental measurements by Leong
et al. [401]. The blade structure sandwich material is DIAB Divinycell H200 core
material and its properties are acquired from the manufacturer’s test data sheet
[402]. The properties of the gelcoat and nexus materials are obtained from Ref.
[403]. Table 7.2 outlines the mechanical properties of each material utilised in the
blade structure,
where tply is the individual ply thickness, E is the Young’s modulus, G is the
shear modulus and ν is Poisson’s ratio. The material coordinate system (1, 2, 3)
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Table 7.2: Mechanical properties of blade materials (obtained from [401–403]).
Material

ρ
tply
(kg.m−3 ) (mm)

UD
BIAX
Core
Nexus
Gelcoat

1900
1900
200
1678
1235

0.53
0.53
3.125
0.381
0.381

E1
E2
E3
G12
G13
G23
(GPa) (GPa) (GPa) (GPa) (GPa) (GPa)

ν12

ν13

ν23

43
13
0.25
7.58
3.44

0.3
0.6
0.35
0.3
0.3

0.1
0.2
0.35
0.3
0.3

0.1
0.2
0.35
0.3
0.3

14
12
0.25
7.58
3.44

14
11
0.25
7.58
3.44

4.5
9.5
0.085
4
1.38

4.3
2
0.085
4
1.38

2
2
0.085
4
1.38

shown in Figure 7.19, defines direction 1 as the longitudinal direction while direction
2 and 3 are noted as the traverse and normal directions, respectively. The tensile
St , compressive Sc and shear strengths of the GFRP and core materials are defined
in Table 7.3, which were obtained from Refs. [401, 402].
Table 7.3: Utlimate strength properties of the GFRP and core materials (obtained
from [401, 402]).
Material

St,1
(MPa)

Sc,1
(MPa)

St,2
(MPa)

Sc,2
(MPa)

St,3
(MPa)

Sc,3
(MPa)

S12
(MPa)

S13
(MPa)

S23
(MPa)

UD
BIAX
Core

914
150
7.1

525
150
4.8

42
150
7.1

121
150
4.8

42
40
7.1

123
570
4.8

36
144
3.5

35
38
3.5

10
39
3.5

7.3.3

Allowable material strains

The tensile and compressive strains created by the induced loads must not surpass
the material allowable strains, whereby:
εt,max ≤ εt,allow

(7.1)

εc,max ≤ εc,allow

(7.2)

where εt,allow and εc,allow are the allowable material tensile and compressive
strains, respectively.
εt,allow =

εt,ulti
fs

(7.3)

εc,allow =

εc,ulti
fs

(7.4)

where εt,ulti and εc,ulti are the ultimate material tensile and compressive strains,
respectively. fs is the material factor of safety.
Germanischer Lloyd (GL), one of the leading certification organisations in the
wind energy industry specifies material safety factors for wind turbine blades [404].
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The GL partial safety factors used in this work for ultimate strength analysis are
listed in Table 7.4.
Table 7.4: Partial material safety factors for strength analysis [404].
Factors Ciα
Aging effect
Temperature effect
Manufacturing method
Laminate curing

Symbol
C1α
C2α
C3α
C4α

Value
1.35
1.1
1.1
1.0

The partial safety factors for the ultimate strength design are derived from the
formula of the form:
Y
γM x = γM 0
Cix
(7.5)
i

where γM 0 = 1.35 for all conditions and Cix are factors which are dependent on
effects of aging and temperature, automated layup and a post-cured laminate. Each
of the partial factors accounts for one effect. By using partial factors, the differences
between one manufacturing method or another can be taken into account more
accurately than with a simple global factor [405]. It is determined that a material
safety factor fs of 2.205 is required for a composite wind turbine blade [403, 404].
Therefore the allowable tensile and compressive strains for the materials are stated
in Table 7.5.
Table 7.5: Allowable tensile and compressive material strains.

7.4

Material

εt,1
(10−3 )

εc,1
(10−3 )

εt,2
(10−3 )

εt,2
(10−3 )

εt,3
(10−3 )

εc,3
(10−3 )

UD
BIAX
Core

9.640
5.233
12.880

-5.537
-5.233
-8.707

1.361
5.669
12.880

-3.920
-5.669
-8.707

1.361
1.649
12.880

-3.984
-23.624
-8.707

Extreme wind load

The VAWT will be classified according to the IEC 61400-01 design standard and
the Class IA [406]. The International Electrotechnical Commission (IEC) is a nongovernmental organisation that establishes safety requirements for wind turbines.
The IEC standard defines a 50 year extreme wind condition as one of the most
critical load cases where the wind turbine is parked (i.e. Ω = 0). Table 7.6 outlines
IEC wind turbine design classes. The IEC 61400-01 standard states the 50 year
return gust value, as 1.4 times the 50 year return 10 min mean wind speed of 50
m/s. In other words, the turbine must be able to withstand a maximum wind
velocity of 70 m/s.
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Table 7.6: IEC wind turbine design classes [406].
Parameters (m/s)

Class I

Class II

Class III

Class IV

Average wind velocity
Reference wind velocity
50 year return gust wind velocity

10
50
70

8.5
42.5
59.5

7.5
37.5
52.5

6
30
42

A load safety factor of 1.35 is specified by the IEC [406] and therefore the combined safety factor for materials and loads is 2.977. The extreme load case represents
the maximum wind velocity that a wind turbine blade is expected to encounter during its life and where the largest blade flapwise bending is experienced [407]. In this
design case, the VAWT blade experiences a cross-wind (i.e. α = 90◦ ) where the
flapwise bending load is at its maximum as depicted in Figure 7.20.
Fixed
support

Strut

Blade

F

wind

Fixed
support

Strut

Figure 7.20: Illustration of the extreme wind load on the VAWT blade.
As the blade angle of attack statically approaches 90◦ the lift force coefficient
reduces and the drag force coefficient will approach that of a flat plate. Since, very
little experimental data is available for this high angle of attack (α = 90◦ ) for airfoils,
the blade drag coefficient is approximated for a flat plate. Montgomerie [408] fitted
an empirical relation for the drag coefficient of an airfoil at α = 90◦ at a given aspect
ratio based on the measurements by Hoerner [337]. For a blade aspect ratio H/c of
20, the drag coefficient was determined to be 1.468. The calculated blade drag force
is 4.808 MN and corresponds to a uniformly distributed load of 37.811 kN/m along
the blade span. The drag force is applied to the outward surface of the blade.
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7.5

Analytical model

In the first stage of this structural analysis, an analytical model is utilised to determine the number of material plies required for the blade stiffness in order to contain
the strain from the extreme wind load. For this approach, the cross sectional properties of the blade section need to be determined. As can be seen earlier in Figure
7.19, each cell of the blade structure is made up of different materials and plies
of different thickness, resulting in a complex structural topology. Therefore, the
design code PreComp (Pre-Processor for Computing Composite Blade Properties)
is employed here to compute the blade section properties. Bir [409] at the NREL
developed the Fortran based PreComp program which utilises a combination of classical lamination theory and shear-flow theory to calculate the anisotropic section
properties of wind turbine blades. Although, initially utilised for the development
of HAWT blades, the PreComp code lends itself to the analysis of VAWT blades
with little modification needed to the code. The incentive to use PreComp is that
it allows the rapid modification of the blade lay-up and effects on the structural
integrity of the design. Thus, before beginning a detailed and costly finite element
analysis (FEA) study, it is possible to develop a coherent and efficient lay-up for the
blade and to predict various blade structural properties with reasonable accuracy
[147, 407]. A number of underlying assumptions are made by using PreComp [409]:
• The blade structure is thin-walled, closed and a multi-cellular section. This
implies a constant shear flow around each cell.
• There are no hoop stresses in any wall of a section.
• The blade is straight and no built-in curvature.
• Transverse shear is neglected.
• Each blade section is free to wrap out of its plane.

Figure 7.21: Flowchart showing the process of the structural analytical model.
A flowchart of the analytical model is displayed in Figure 7.21 and the steps
involved in the model process are described in the next section.
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7.5.1

Methodology

Step 1: Compute the blade bending moment distribution
The blade is treated as a beam and the beading moment distribution over the blade
span is computed.
Step 2: Blade geometry, materials and lay-up schedule
The blade profile shape coordinates and the blade materials are declared. The
number of each material ply is also defined to create the blade structure. Appendix
D shows the input files for the PreComp program used for this analysis.
Step 3: Blade cross-sectional properties
The PreComp program is used to compute the blade bending stiffness, torsion stiffness, mass, and moments of inertia.
Step 4: Calculate maximum material strains
Knowing the blade stiffness and using the flapwise bending moment distribution, it is
possible to calculate the maximum strains. Using the computed bending moments,
the strain can be calculated using Euler-Bernoulli beam theory by:
My
(7.6)
EI
where M is the blade bending moment, EI is the blade section stiffness computed
by PreComp and y is the distance between the blade shear centre and outer most
fibre of the blade contour profile. It must be noted here that since the blade section
is asymmetrical, this distance on the sides of the blade chord is different. The blade
spar caps being the primary load bearing members and furthest from the neutral
axis in the flapwise direction tend to be subjected to the highest strains [407].
ε=

Step 5: Iterative design cycle computation
This computational process is repeated until the maximum allowable flapwise strain
is not exceeded. Once convergence is achieved, an optimum composite structure
lay-up has been determined.
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Figure 7.22: Blade bending moment diagram.
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7.5.2

Results

The blade bending moment diagram is shown in Figure 7.22 and the maximum
flapwise bending moment acting on the blade was found to be 13.142 MNm. To
contain the lowest allowable material strain value, a blade section flapwise stiffness
of EIflap = 1.65 × 109 Nm2 was required. A number of design iterations are needed
before a suitable composition lay-up topology is achieved as shown in Figure 7.23. At
iteration 3, the blade flapwise stiffness requirement (i.e. EI/EIreq = 1) was achieved.
Table 7.7 outlines the blade material lay-up and wall thickness details for the final
blade design.
2

1500
EI/EIreq

1.5

1000

1

0.5

500

0

1

2

3

4

5

Mass [kg/m]

EI/EIreq [-]

Mass

0

Design iteration [-]

Figure 7.23: Blade structural design iterations.

Table 7.7: Section lay-up details and wall thickness for each blade structural element.
Section
Material
Number of plies
Wall thickness (mm)

LE
BIAX
15
8.712

Spar cap
BIAX UD Core
16
36
5
43.947

TE
BIAX Core
16
5
24.867

Shear web
UD Core
36
5
16.823

In addition, Table 7.8 states the primary blade structural properties computed
using PreComp.
Table 7.8: Final blade design structural properties computed using PreComp.
Property

Value

EIflap (Nm2 )
EIedge (Nm2 )
GJ (Nm2 )
EA (N)
Mass per unit length (kgm−1 )

1.68 × 109
1.05 × 1010
6.97 × 108
6.99 × 109
5.074 × 102

It is worth noting from Table 7.8 that the blade edgewise stiffness is over six
times larger than the blade flapwise stiffness.
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7.6

Finite element analysis

With a preliminary composite lay-up design achieved using PreComp, a detailed FEA
model is now undertaken to provide a more accurate strain analysis. FEA is used in
the final design stage of the VAWT blade, as it provides a more detailed structural
analysis than PreComp, but with a considerably higher computational cost.

7.6.1

Geometry and boundary conditions

The first stage in the FEA involved using Autodesk Inventor, a parametric modelling
tool, to create a 3D shell model of the blade. To halve the computational requirement, a symmetry boundary condition is used at the blade mid-plane as depicted
in Figure 7.24.

Figure 7.24: Blade geometry and boundary conditions.
The 3D shell model was then imported into the ANSYS Mechanical FEA program, where the necessary load and boundary conditions were applied to the blade.
A fixed boundary condition is applied at the blade-strut connection point at 20.7%
of the blade span. In essence, the blade performs as a beam with a symmetric overhang. The computed drag force is applied to the cambered side of the blade shown
in Figure 7.24.
The blade was modelled using the SHELL281 element, which is a layered shell
element based on the first order shear-deformation theory with 8 nodes and 6 degrees
of freedom at each node [410]. The SHELL281 element is suitable for the analysis
of thin to moderately thick shell structures such as wind turbine blades [403]. The
structural shell mesh contained 16,848 elements and 49,750 nodes. Figure 7.25a displays a close-up image of the blade tip mesh. The design module ANSYS Composite
PrepPost [411] was used to develop the blade lay-up composite topology for the
FEA model which was obtained from the analytical analysis in the preceding section. Figure 7.25b shows the thickness of each of the blade’s structural sections used
in this analysis.
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(a)

(b)

Figure 7.25: (a) VAWT blade tip shell mesh (b) wall thickness of the blade sections.

7.6.2

Results and discussion

The longitudinal strain was recorded at defined intervals along the blade span as
shown in Figure 7.26.

Figure 7.26: Monitors positioned on the blade surface to record longitudinal strain
values.
These monitor points are situated on the blade spar caps normal to the blade
shear center. A comparison of the computed longitudinal flapwise strain distribution
by the analytical model and the FEA model is displayed in Figure 7.27.
Figure 7.27a shows the strain on the blade camber side (outward face) and is
compressive in nature at the blade mid-span (i.e z/H = 0.50). Figure 7.27b shows
the strain on the blade strut side (inward face) and is tensile in nature at the blade
mid-span. The highest strains calculated are less than the allowable strains determined for the blade materials earlier in Table 7.5 and therefore the blade structure
is considered stable under high loading. Good agreement between the models is
observed in Figure 7.27, with the analytical approach overestimating the tensile and
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Figure 7.27: Comparison of the predicted longitudinal strain distribution on the
blade spar cap surface by FEA and the analytical model (a) camber side and (b) strut
side.
compressive strains values by 17.47% and 8.71%, respectively at the blade mid-span.
To some extent, this can be attributed to the approach that PreComp uses to compute the stiffness of the blade section, which involves lumping all the blade parts
together to produce an equivalent beam [409]. On the other hand, the FEA analysis
is able to model with higher fidelity the geometrical complexity of the blade structure and its unique material composition. The FEA model had a computational
time in the region of 103 − 104 s, while the PreComp code required less than 10 s
to obtain the blade structural properties. With this, it is demonstrated that the
analytical method can be used as a precursor to the costly FEA, with the ability to
acquire principal VAWT blade structural properties with good accuracy.
An important VAWT design value is the blade mass and can be calculated by
the analytical model. A difference of only 0.444% for the blade mass was found
between the FEA model and the analytical model as stated in Table 7.9.
Table 7.9: Blade mass computed by PreComp and FEA model.

Blade mass (kg)

Analytical model

FEA model

Difference

64,513.05

64,227.20

0.444%

Figure 7.28 illustrates the portion that each part of the blade contributes to the
overall mass. It can be readily observed that the blade spar caps are approximately
half of the blade’s mass. The spar caps are the stiffest blade components and it
is therefore expected that most of the blade material is concentrated in this blade
region and has the greatest distance from the blade neutral axis in the flapwise
direction.
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Figure 7.28: Pie chart showing contribution of each blade section to the overall
blade mass.
Figure 7.29a presents the total deflection of the blade. The un-deformed model
is also displayed in this figure to facilitate the illustration. As can be seen in Figure
7.29a, the maximum deflection is 2.9 m, observed at the blade mid-span. This value
is 2.28% of the total blade span, which indicates the present blade design is quite
stiff under the extreme wind load and not likely to experience large deformations.
Figure 7.29b shows the blade longitudinal flapwise strains on the blade surface. The
compressive strain region present at the blade mid-span on the camber side is clearly
apparent in this figure.

(a)

(b)

Figure 7.29: (a) Flapwise deflection (b) longitudinal strain distribution of the blade
due to an extreme wind load (scale is increased by 220% to highlight the deflection).
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7.7

Chapter conclusions

The following conclusions can be made from this study:
• A VAWT solidity of σ = 0.263 produced the highest aerodynamic efficiency
and its optimal TSR occurs at λ = 3.140, which does not experience dynamic
stall effects at this functioning regime.
• A lack of consensus regarding the asymmetrical blade orientation motivated an
investigation into the optimal blade positioning to the strut attachment. Comparison of the performance curves for the respective concave-in and concaveout layouts, showed the concave-out configuration attained a higher maximum
power coefficient. Although, this improvement was quite small, it can be attributed to the relatively low 0.8% camber of the chosen DU 06-W-200 blade
airfoil. A detailed examination of the blade force coefficients showed the influence of the blade orientation was more prominent at the low TSR regime.
• A blade aspect ratio in the range 10 ≤ H/c ≤ 20 was shown to give a favourable
compromise between performance and 3D aerodynamic losses. This work presented a unique multi-celled, non-prismatic strut structure for VAWTs to reduce parasitic drag losses during operation.
• The maximum power coefficient is CPmax = 0.308 and the corresponding TSR
is attained at λ = 3.140. Having determined these essential performance metrics, the geometrical and operational details for a new large-scale rated 5 MW
VAWT have now been defined. Utilising the distinct turbine performance
curve, an operating strategy employing variable-speed control is outlined and
principal TSR functioning regimes are also highlighted. With this, some noteworthy trends in blade performance coefficients have been observed.
• The effectiveness of PreComp as a structural analysis tool for the early iterative
design of VAWT composite blade structures has been demonstrated through
the computation of strains with a maximum difference of 18% compared to
detailed 3D FEA predictions. Furthermore, for VAWT structural FEA, it
is recommended hexahedral shell elements are utilised to model the blade
structure.
• The FEA provides a more detailed structural analysis than PreComp, but with
a much greater computational time, in the order of 103 − 104 s compared to
less than 10 s needed for PreComp. Furthermore, the time required to create
a 3D blade shell model, means that PreComp is an attractive tool for initial
design iterations.
• The material and structural properties of the VAWT blade have been defined
based on the extreme load design case. The results show the blade can resist
this critical loading, with allowable material strain levels and the mid-span
deflection is less than 3% of the blade span.
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Chapter 8
3D CFD simulation of the 5 MW
VAWT unsteady aerodynamics
and wake evolution
8.1

Introduction

Ever since, the very first VAWT CFD studies were attempted over a decade ago,
engineers and aerodynamicists have strived to perform 3D CFD investigations of
these machines in order to understand in greater detail the generated complex flow
physics. The 3D CFD unsteady simulation of the VAWT aerodynamics is seen as
the most complete high fidelity analysis method, but also the most computationally
demanding and is therefore reserved to the final analysis stage. In the last few
years, thanks to the growth in computational resources (analogous to Moore’s law),
an increasing number of 3D studies have been published, as reviewed earlier in
chapter 2. So far, the limited number of 3D simulation studies have concentrated
solely on small-scale VAWT aerodynamics and usually include only the VAWT’s
blades in their simulations, therefore disregarding the inherent parasitic structural
elements (i.e. the support struts and the tower). In the current chapter, the 3D
CFD simulation of the 5 MW VAWT presented in the preceding chapter is described.
It is worth noting here, that this is the first 3D CFD simulation study of a multimegawatt scale VAWT to be conducted.
Moreover, a thorough exploration of the literature, reveals that the majority of
existing studies have predominately focused on the VAWT performance (i.e. key
metrics such as efficiency and torque come to the fore), with little known about the
immediate wake flow field developed by the VAWT at various operating regimes under tip-speed ratio control. The evolution of a VAWT wake contributes significantly
to its operation and performance, as well as the VAWTs installed in the vicinity.
The inherent unsteady and three-dimensional aerodynamics of VAWTs have hitherto limited the research on wake evolution. In particular, a good understanding
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of the VAWT wake is imperative in the design of a VAWT offshore floating wind
farm, where downstream turbines can potentially be located in the wake of the upstream turbines and subsequently influence the performance of the whole wind farm.
Furthermore, research on the VAWT blade tip vortex dynamics is limited.
Concerning the existing literature on VAWT wakes, Brochier et al. [412] conducted one of the first experimental studies on the wake flow downstream of a
VAWT with measurements from a H-rotor in a water channel. Bergeles et al. [413]
undertook wind tunnel experiments using a hot wire in the near-wake region of
a Darrieus turbine. The mean wake velocity and turbulence level profiles at two
downstream positions (x/D = 0.55 and x/D = 1) were reported for TSRs between
4 and 7. Tescoine et al. [414] examined the near-wake of a low solidity H-rotor
using stereoscopic PIV technique. Besides experimental methods, some numerical
studies have been used to investigate the wakes behind VAWTs. Lam and Peng
[204] demonstrated that the 3D blade tip vortices have a critical role in the VAWT’s
rapid wake recovery and thus the 3D CFD approach is required for VAWT wake
analysis, in order to capture the complete flow field physics. More recently, Balduzzi et al. [415] utilised high fidelity 3D CFD computations performed on a high
performance computing cluster to examine the flow field of a VAWT prototype for
an urban off-the-grid installation. Table 8.1 provides a concise overview of previous
VAWT wakes studies undertaken to date.
Table 8.1: Previous studies undertaken to investigate the VAWT wake flow field.
Authors

Research
method

VAWT type

σ

D [m]

λ

Wake region
studied

Bergeles et
al. [413]

Experiment

Darrieus

0.159

1.68

4-7

x/D = [0,1]

Peng and
Lam [416]

Experiment

H-rotor

1.5

0.30

4.5

x/D = [1,10]

Brochier et
al. [412]

Experiment

H-rotor

0.33

0.240

1-8

x/D = [-1,6]

Simão
Ferreira
[298]

Experiment

H-rotor

0.427

0.75

3.11

x/D = [-1,1]

Tescione et
al. [414]

PIV

H-rotor

0.24

1.0

4.5

x/D = [0,3]

Lam and
Peng [204]

2D & 3D
URANS

H-rotor

0.251

1.0

4.5

x/D = [1,10]

Balduzzi et
al. [415]

3D URANS

H-rotor

0.50

1.03

3.3

x/D = [0,1.5]

Energised by the growing availability of HPC, the results of a unique set of 3D
CFD simulations conducted on a cluster of multi-core processors are reported. This
chapter will elucidate the wake flow field developed and important aerodynamic
phenomena created by the 5 MW VAWT at selected TSR regimes principal to its
operating procedure described in chapter 7. In particular, attention is given to
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the optimum and stalled regulated functioning cases. This chapter also provides a
detailed description of the main 3D aerodynamic effects associated with the VAWT
performance, including blade dynamic stall and the tip vortex generation, with
important observations highlighted. To the best of the author’s knowledge, the
present study represents the most detailed numerical solution of the flow field past
a utility-scale VAWT undertaken to date.

8.2

3D CFD simulation

In this section, the 3D CFD simulation of the 5 MW VAWT design presented in
chapter 7 is described. The CFD solver is used to solve the URANS equations in
their 3D form.

8.2.1

Computational domain and boundary conditions

In order to simulate the rotation of the VAWT, a 3D computational domain is
created. Figure 8.1 shows a schematic of the computational domain where the 5
MW VAWT is situated at the domain origin.

16D
Free-slip
wall
Stationary
domain

1.2D
Rotating
domain

0.85D

2.5D

Turbine

Interfaces

Velocity
inlet

Pressure
outlet

Symmetry

Figure 8.1: The 3D computational domain and boundary conditions (not to scale).
The computational domain is separated into two principal parts, namely a stationary sub-domain and a rotating sub-domain. The computational domain is a
three-dimensional extension of the CFD domain specified in chapter 5, with an outer
dimension of 16D. The height of the computational domain is set to 2.5D which is
sufficient to have a negligible effect on the turbine performance [417]. The turbine is
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encapsulated inside the rotating sub-domain and the contact surfaces between the
two sub-domains are linked together by non-conformal sliding interfaces. A uniform
air velocity inlet condition is imposed on the left-hand side of the domain. The
inlet air turbulence intensity was defined as 10%, which was found to be the average
turbulence intensity from offshore wind measurements [379]. A pressure outlet condition is implemented on the right-hand side of the domain as shown in Figure 8.1.
The top of the domain is defined as a free-slip wall, where the wall shear stress is
zero [204, 417]. The bottom side of the domain is specified as a symmetry boundary
condition which represents the mid-span plane of the turbine. Domain symmetry
was employed to halve the computation resources required for the simulation. Previous numerical [204, 234, 417] and experimental [414] studies have demonstrated
that the wake asymmetry about the turbine mid-span plane is very small.

8.2.2

Mesh dependency study

Figure 8.2 displays some details of the computational mesh utilised in this present
investigation.

(a) Computational domain grid.

(b) Mesh at the turbine symmetry plane.

(c) Rotating sub-domain grid.

(d) Grid in proximity to the blade surface.

Figure 8.2: Details of the VAWT 3D computational grid.
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An O-grid type mesh topology is used for the stationary sub-domain which consists of structured hexahedral mesh elements as shown in Figure 8.2a. The rotating
sub-domain utilises a hybrid mesh which is predominately composed of unstructured
tetrahedral elements to capture the intricate curvature of the turbine geometry as
shown in Figure 8.2b and also in Figure 8.2c. A tetrahedral mesh has been implemented around the turbine geometry due to the complex nature of its design. The
mesh topology in the vicinity of the blade is highly refined as is displayed in Figure
8.2d. On the surfaces of the turbine, inflated prismatic boundary layer elements are
concentrated to resolve the viscous-affected sub layer region. Hence, the first layer
element node height was defined to satisfy the requirement of y + ≈ 1 [355]. A total
of 45 prismatic layers are used to capture the boundary layer and the element layer
growth rate in the normal direction from the turbine surface is limited to 1.15. After
post-processing the flow field, a plot of the y + value is shown in Figure 8.3.

(a)

(b)

Figure 8.3: The instantaneous computed y + values distributed on the VAWT surface at (a) θ = 0◦ and (b) θ = 90◦ .
It can be observed the y + values are approximately a value of 1 on the VAWT
surfaces. Furthermore, Figure 8.4a and Figure 8.4b displays the average y + values
on the turbine and on a single blade during one revolution, respectively.
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Figure 8.4: Average y + values on the (a) entire turbine (b) single blade.
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A mesh sensitivity study is conducted to ensure the mesh is adequately refined
to correctly resolve the flow field around the turbine. The domain mesh density was
increased to evaluate its effect on the turbine performance. A total of six different
levels of mesh refinement (M1-M6) were created, with the element and node number
details stated in Table. 8.2.
Table 8.2: Details of the mesh analysis study and computational resources required.
Mesh

Elements

Nodes

Number of
cores

Wall-clock
time/revolution (hrs)

File size
(GB)

M1

2,997,273

1,254,920

24

8.349

0.969

M2

5,834,726

2,494,815

24

14.397

1.840

M3

11,183,098

5,369,276

48

13.742

3.550

M4

18,561,108

8,973,867

48

16.126

5.960

M5

23,982,540

10,599,866

48

36.907

8.040

M6

30,501,068

12,981,656

48

73.814

10.186

Furthermore, the employed number of processor cores, the wall-clock time needed
per turbine revolution and the file storage size for each simulation are stated in Table.
8.2. The file size refers to the combined size of the Fluent binary case and data
file. The number of processor cores had to be increased as the mesh density was
refined to allow sufficient RAM to conduct the simulations. Figure 8.5 shows the
instantaneous torque coefficient and Table. 8.3 states the power coefficient for each
mesh created.
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Figure 8.5: Impact of mesh density on the instantaneous turbine torque coefficient
(λ = 3.140).
The percentage difference in the turbine power coefficient for each mesh with
respect to the most refined mesh (i.e. M6) is displayed in Figure 8.6. A percentage
difference of 3.83% in the power coefficient was noted between the solution from M5
and M6, which is less than the allowable difference used by Marsh et al. (i.e. ∆Cp <
5%) [231, 417]. Simulation times increased greatly due to the large increase in the
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grid size. Therefore, considering the most suitable compromise between prediction
accuracy and computational effort, the mesh density M5 was determined to be
adequate and is used in this study.
Cp Percentage difference

100
80
60
40
Cp = 3.83%

20
0

0

0.5

1

1.5

2

2.5

3

3.5
107

Number of elements

Figure 8.6: Percentage difference in the power coefficient with respect to the most
refined mesh solution (M6).

Table 8.3: The computed power coefficient for each CFD mesh density.

CP

M1

M2

M3

M4

M5

M6

0.150

0.228

0.277

0.321

0.347

0.360

A time step size equal to an azimuthal increment of ∆θ = 0.5◦ for the turbine
rotation was employed and was reported to be sufficient from the previous 3D CFD
studies by Lam and Peng [204] and Balduzzi et al. [234]. At each time step, the
instantaneous turbine torque coefficient was computed as shown in Figure 8.7.
A fully periodic solution was attained when the difference in the mean torque
coefficient between two consecutive turbine rotations became less than 0.1% [234]
as exhibited in Figure 8.8. It can be observed from the results in Figure 8.8, that
this requirement was satisfied after 14 turbine rotations, which is slightly more than
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Figure 8.7: Instantaneous turbine torque coefficient as a function of the turbine
rotations.
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the 12 rotations reported in the recent 3D CFD study by Balduzzi et al. [234]. The
total wall-clock time required for this single simulation (at λ = 3.14) was 517 hours
(approximately 22 days) using a cluster of 48 processor cores. It is worth mentioning
that this duration does not include the instances of starting, stopping, saving and
queuing time required for the cluster Moab PBS job scheduler. The processor core
architecture was the same type mentioned earlier in chapter 3.
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Figure 8.8: Periodic convergence of the turbine mean torque coefficient (λ =
3.140).

8.3
8.3.1

Results and discussion
VAWT aerodynamic efficiency

Figure 8.9 displays the 5 MW VAWT characteristic performance curve. It can be
observed that the results computed by the 3D CFD model have a good correlation
with the LOM results, especially at the lower TSRs in Figure 8.9. The results of

Figure 8.9: 5 MW VAWT performance curve predicted by CFD and the LOM.
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a 2D CFD model are also included in Figure 8.9. It is evident that the qualitative
shape of the performance curve is predicted by the 2D CFD, but however it overestimates considerably the aerodynamic efficiency values at all the simulated TSRs,
with respect to the 3D CFD model and the LOM. Figure 8.10 displays the variation
in the instantaneous turbine torque coefficient with the TSR. It can be observed that
as the TSR is increased the regions of the negative torque become more pronounced
and the peak torque coefficient is reduced.

Figure 8.10: The instantaneous VAWT torque coefficient with respect to the azimuthal angle and the TSR.
There are two important functioning TSR regimes which are of most particular
interest in the operation of this turbine. These two TSRs are stated below:
1. The optimum TSR (λ = 3.140):
This TSR corresponds to where the VAWT achieves its maximum aerodynamic
efficiency. The VAWT will operate most frequently at this stable TSR by
exploiting tip-speed ratio control through the variable-speed generator. To
simulate this TSR value, the freestream wind is set to 11 m/s and the VAWT
rotational velocity is 6.810 RPM. The blade Reynolds number is in the range
1.024 × 107 < Re < 1.982 × 107 .
2. The rated TSR (λ = 2.467):
This TSR corresponds to the point where the VAWT reaches its rated 5 MW
power output. The freestream wind velocity is 14 m/s and the VAWT rotational velocity is maintained constant at 6.810 RPM. This TSR is located in
the unstable part of the characteristic performance curve and will be influenced by the effects of blade dynamic stall. The blade Reynolds number is in
the range 8.939 × 106 < Re < 2.113 × 107 .
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Figure 8.11 shows the instantaneous blade torque coefficient for the two aforementioned TSRs.
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Figure 8.11: Instantaneous blade torque coefficient at the principal operating
regimes, the optimum, rated and stall tip-speed ratios.
In addition, the blade torque coefficient for the stalled TSR at λ = 1.286 is
included, where the VAWT reaches the cut out wind velocity and ceases power
generation. The maximum instantaneous torque coefficient is achieved at θ = 92.5◦
and θ = 80.5◦ for λ = 3.140 and λ = 2.467, respectively. The instantaneous torque
coefficient is more unsteady as the TSR is reduced. In particular, after the peak
torque coefficient is reached for λ = 2.467, the decrease in the torque coefficient is
quite sharp due to the pronounced effects of blade dynamic stall. A similar reduction
in the blade torque coefficient is encountered at the stall TSR (λ = 1.286) with the
maximum torque coefficient reached much earlier at θ = 54◦ . It is also worth noting
that the blade torque coefficient remains close to zero for the most of the blade orbit
at this TSR, which exhibits the desired passive stall regulation of the VAWT.

8.3.2

Instantaneous turbine torque components

The turbine instantaneous torque coefficient for the functioning regime λ = 3.140
is displayed in Figure 8.12. The total instantaneous torque coefficient is the sum
0.3
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Figure 8.12: Components of the total turbine torque (λ = 3.140).
220

8.3. Results and discussion
of the torque contributed by its blades and also its support structure. The support
structure creates a resistant or a negative torque, while its blades primarily produce
a positive torque as can be observed in Figure 8.12. The resistant torque generated
by the support structure reduces the turbine power coefficient by 6.54% at this TSR
when compared to the power coefficient obtained from the blades only. Figure 8.13
shows the components which contribute to the support structure parasitic torque.
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Figure 8.13: Components of the support structure torque (λ = 3.140).
The resistant torque created by the rotating tower is very small and appears to be
negligible. Each of the turbine’s struts generates a fluctuating resistant torque which
can be seen in Figure 8.13. The individual strut resistant torque is maximum when
advancing directly into the oncoming flow at θ = 0◦ for the first strut and similarly
for the second strut at θ = 180◦ during the turbine revolution. To investigate this
occurrence in greater detail, Figure 8.14 shows the instantaneous velocity at the
strut horizontal plane (z/H = 0.293) for θ = 0◦ .

Blade 1
Low wake
velocity region

Blade 2

Strut 1

Figure 8.14: Velocity contour plot (normalised with respect to the freestream velocity) at the strut slice plane (z/H = 0.293) for θ = 0◦ (λ = 3.140).
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The VAWT blades are shown in black, while the struts are highlighted in grey
colour. It can be observed in Figure 8.14 that the wake velocities behind the strut
are much lower when compared with the rest of the turbine near wake flow field
and indicates the generation of the high parasitic strut torque at this instant of the
cycle. It is noted there is a series of ripples in the strut torque profiles between
100◦ < θ < 140◦ for strut 1 and similarly between 275◦ < θ < 315◦ for strut 2 in
Figure 8.13. Examining the instantaneous velocity contours at θ = 120◦ in Figure
8.15, it can be observed that a high velocity region is formed at the blade-strut
connection.

Blade 1

High velocity
region

Blade 2

Strut 1
Figure 8.15: Velocity contour plot (normalised with respect to the freestream velocity) at the strut slice plane (z/H = 0.293) for θ = 120◦ (λ = 3.140).
It is expected these ripples are caused by vortices being created and shed at
the blade-strut connection junction. The total support structure resistant torque
has an oscillating nature during the turbine rotation and becomes maximum at
approximately θ = 30◦ and θ = 210◦ in Figure 8.13 for λ = 3.140.
Figure 8.16 shows the turbine instantaneous torque coefficient for λ = 2.467 and
Figure 8.17 shows the torque components for the support structure.
In comparison to λ = 3.140, the support structure resistant torque causes a 5.08%
decrease in the turbine power coefficient at λ = 2.467. While the strut parasitic
torque losses are less at this TSR, it is observed in Figure 8.17 that the ripples in
the strut torque coefficient are more pronounced. Furthermore, at this operating
regime the support structure resistant torque becomes maximum at approximately
θ = 15◦ and θ = 195◦ in Figure 8.13, which is a shift of approximately 15◦ earlier
compared to the λ = 3.140 case.
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Figure 8.16: Components of the total turbine torque (λ = 2.467).
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Figure 8.17: Components of the support structure torque (λ = 2.467).

8.3.3

Simulation of the VAWT forces

The VAWT forces in the inline and lateral directions were simulated. The turbine
vertical force was not simulated due to the symmetry boundary condition specified
at the turbine midspan. The inline force FI corresponds to the turbine force in the xdirection according to the Cartesian coordinate system shown in Figure 8.1. While,
the lateral force FL corresponds to the turbine force in the y-direction. The inline
force coefficient CFI and the lateral force coefficient CFL are defined respectively as:
CFI =

FI
1
2 A
ρU∞
2

(8.1)

CFL =

FL
1
2 A
ρU∞
2

(8.2)

Figure 8.18a displays the turbine inline force coefficient for λ = 3.140 and λ =
2.467.
It is observed for the lower TSR, the inline force profile is skewed compared to
the force coefficient at the higher TSR. It is apparent that the effects of dynamic stall
cause this skewness at λ = 2.467. For λ = 3.140, the turbine inline force becomes
maximum and at θ = 86◦ and θ = 266◦ . While, for λ = 2.467, the inline force has
maxima at θ = 70◦ and θ = 250◦ . In comparison to the inline force coefficients, the
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Figure 8.18: The VAWT (a) inline and (b) lateral force coefficients during one
rotation at different operational TSRs.
turbine lateral force coefficients shown in Figure 8.18b show maxima and minima
values at the same azimuthal angles for the two studied TSRs. Table 8.4 outlines
the maximum inline and lateral force coefficients for each TSR.
Table 8.4: The maximum inline and lateral turbine force coefficients for each
considered TSR.
λ = 3.140

λ = 2.467

CFImax

1.479

1.123

CFLmax

0.846

0.749

At λ = 3.140, the maximum inline force coefficient CFImax is 74.8% higher than
the maximum lateral force coefficient CFLmax . While at λ = 2.467, the inline force
coefficient was 50% higher than the lateral force coefficient.

224

8.3. Results and discussion

8.3.4

VAWT wake velocity field

The VAWT wake velocities at six downstream distances (1D-6D) were obtained
from the computed flow field. The numerical results were extracted using virtual
rakes at the defined locations in the computational domain and the wake velocity
results were time-averaged within the CFD solver for the last turbine revolution.
Horizontal virtual rakes were positioned at the VAWT mid-span plane (z = 0) and
vertical virtual rakes were situated at the tower centerline (y = 0).
Wake velocities at the VAWT mid-span
Figure 8.19a and Figure 8.19b show the wake streamwise velocity at the symmetry
plane (z = 0) for λ = 3.140 and λ = 2.467, respectively.
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Figure 8.19: Time-averaged streamwise wake velocities at the symmetry plane (z
= 0) for (a) λ = 3.140 and (b) λ = 2.467.
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The wake streamwise velocity is normalised with respect to the freestream velocity (Ux /U∞ ) and the y-axis is normalised with respect to the turbine diameter
(y/D). At λ = 3.140, the wake velocity profiles appear almost symmetrical about
the tower centerline or the x-z plane as shown in Figure 8.19a. Although, there is a
distinct asymmetry region observed in the velocity profiles at Ux /U∞ < 0.435. It is
expected the rotating tower wake causes this asymmetry region due to the Mangus
effect. The wake velocity deficit increases from 1D to 3D where it reaches a maximum of 70.3% at a downstream distance of 3D. From 4D to 6D the velocity deficit
steadily decreases to a maximum of 67% at 6D. This high wake velocity deficit encountered is due to the high energy extraction by the VAWT at this TSR. It is also
worth highlighting, there is a blockage effect observed at Ux /U∞ > 1 and this effect
decreases as the streamwise distance from the turbine is increased.
In comparison to the results shown in Figure 8.19a, the streamwise wake velocity
is more asymmetrical about the x-z plane at λ = 2.467 in Figure 8.19b. As the turbine is operating at a lower TSR, this wake asymmetry is the result of the non-linear
dynamic stall effects experienced by the turbine blades and this subsequently affects
the wake velocities produced downstream. This development was not observed in
the simulations by Lam and Peng [204] and also in the experiments by Tescione et
al. [414] as their studies were concentrated on a high operational TSR of λ = 4.5,
where dynamic stall effects were not encountered. The streamwise wake velocity
deficit increases from 1D to 6D to a maximum of 50.3% as shown in Figure 8.19b.
The maximum velocity deficit is not as high as λ = 3.140, due to lower energy extraction by the VAWT at this TSR. In addition, the aforementioned blockage effect
at this TSR is reduced substantially compared to λ = 3.140 in Figure 8.19a.
Wake velocities at the tower centerline
Figure 8.20a and Figure 8.20a show the wake streamwise velocity at the tower centerline (y = 0) for λ = 3.140 and λ = 2.467, respectively.
The wake streamwise velocity is normalised with respect to the freestream velocity (Ux /U∞ ) and the z-axis is normalised with respect to the turbine height (z/H).
At λ = 3.140 in Figure 8.20a, it can be observed that the streamwise wake velocity
decreases in height as the downstream distance is increased. For example, the wake
velocity profile at 1D decreases from z/H = 0.59 at Ux /U∞ = 1.05 to z/H = 0.42 at
Ux /U∞ = 0.38. This height reduction is more pronounced between 4D-6D compared
to 1D-3D. It is observed the struts cause a noticeable ripple in the wake profiles between 0.23 < z/H < 0.40 for 1D-3D as shown in Figure 8.20a. It is noted this strut
wake effect does not transpire for the velocity profiles between 4D-6D. It is worth
mentioning in the 3D CFD simulations by Lam and Peng [204], the turbine struts
were not modelled and this strut wake effect was not observed. At λ = 2.467 in
Figure 8.20b, the height reduction in the turbine wake at the tower centerline is
not as large as λ = 3.140 due to the lower wake velocity deficit experienced at this
operating regime. The most discernible difference noted at the lower TSR, is the
ripple in the wake profiles is more pronounced compared to λ = 3.140.
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Figure 8.20: Time-averaged streamwise wake velocities at the tower centerline (y
= 0) for (a) λ = 3.140 and (b) λ = 2.467.

8.3.5

Flow field visualisation

To gain an in-depth insight into the VAWT flow field wake, slice planes are employed
to visualise the turbine wake at λ = 3.140 as depicted in Figure 8.21.
Slice planes are used in the following positions:
• Horizontal x-y planes: positioned at the turbine mid-span plane (z/H = 0),
the strut plane (z/H = 0.293) and the blade tip plane (z/H = 0.5). Shown in
blue colour in Figure 8.21.
• Vertical x-z planes: positioned at traverse distances between y/D = −0.5
and y/D = 0.5 with an increment of y/D = 0.25. Shown in red colour in
Figure 8.21.
• Vertical y-z planes: positioned at downstream distances between x/D = 0
and x/D = 7 with an increment of x/D = 1. Shown in black in Figure 8.21.
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Figure 8.21: Schematic of the slice planes used to examine the VAWT flow field.
Spanwise planes
Figure 8.22 chronologically shows the instantaneous velocity flow field on the horizontal x-y planes for three turbine spanwise locations.
Figure 8.22a shows the velocity contours at the turbine mid-span, while Figure
8.22b and Figure 8.22c display the velocity contours on the strut plane and on
the blade tip plane, respectively. The velocity flow field at the turbine mid-span
plane is observed to be organised and subsequently leads to the development of a
symmetrical near wake. The wake region produced behind the rotating tower diffuses
rapidly as the flow is transported downwind in Figure 8.22a. As highlighted earlier in
Section 8.3.4, the rotating tower wake will eventually lead to the development of an
asymmetrical region in the downstream wake velocity profiles where the maximum
velocity deficit is achieved for this moderate TSR. The inclusion of the turbine
struts is shown to decrease the turbine near wake velocity at the slice plane shown
in Figure 8.22b. More importantly, an accelerated flow region develops at the bladestrut junction which is clearly visible at θ = 150◦ (in dark red colour) in Figure
8.22b. This region of strong accelerated flow is due to the creation of a horseshoe
vortex at the blade-strut junction and is eventually shed into the turbine near-wake
in Figure 8.22b. For the velocity contours at the blade tip plane shown in Figure
8.22c, a notable reduction in the blockage flow velocity upwind of the turbine is
observed when compared to the flow field at the mid-span plane displayed in Figure
8.22a. There is also an attenuation in the deficit wake velocity at this spanwise
position in Figure 8.22c due to the turbine blade elements extracting far less energy
from the oncoming flow when compared to the blade elements at the mid-span
plane. In comparison to the wake velocity contours on the mid-span plane, the
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Symmetry plane
(z/H = 0.0)

Strut plane
(z/H = 0.293)

Blade tip plane
(z/H = 0.5)

Figure 8.22: Normalised velocity contours from θ = 0◦ to θ = 150◦ at various
hortizontal planes (a) symmetry plane (z/H = 0.0) (b) strut plane (z/H = 0.293)
(c) blade tip plane (z/H = 0.50) (λ = 3.140).
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turbine wake velocity at the blade tip in Figure 8.22c is asymmetrical in shape.
Moreover, the downwind wake velocities at the turbine windward side (y > 0)
are lower compared to the downwind wake velocities experienced at the turbine
leeward side (y < 0). This phenomenon is a consequence of the creation of blade
tip vortices, whereby the flow is able to leak around the blade tips. In particular,
between θ = 60◦ and θ = 150◦ in Figure 8.22c, the rapid acceleration of the flow at
the upwind blade tip is clearly seen. As a result, the blade tip section extracts very
little energy in this azimuthal region of the cycle and subsequently produces the
notable wake asymmetry at this spanwise blade location. The strongest blade tip
vortex is created at approximately θ = 90◦ , which corresponds to the location where
the largest blade angles of attack are encountered during the turbine revolution
[36, 298]. To investigate in greater detail the structure of the blade tip vortex, a 3D
flow visualisation is depicted in Figure 8.23 at θ = 90◦ .

Upwind blade
tip vortex

Downwind blade
tip vortex

Blade-strut
interference

(a)

(b)

Figure 8.23: (a) vorticity iso-surface visualisation (b) turbine surface pressure
distribution (θ = 90◦ ) (λ = 3.140).
This isosurface plot displays the generated vorticity by the turbine blades and
also by its support structure. The close-up plot in Figure 8.24, reveals that the
upwind blade tip vortex is considerably larger in size compared to the blade tip
vortex created by the downwind blade at this instant.
Moreover, the downwind blade experiences a lower effective angle of attack compared to the upwind blade, as it experiences lower incident flow velocities due to
operating in the wake region produced by the preceding blade. Consequently, the
pressure differential between the suction and pressure side of the downwind blade
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Downwind blade

Upwind blade

(a)

(b)

Figure 8.24: Comparison of the blade tip vortex size at θ = 90◦ (a) upwind blade
(b) downwind blade (λ = 3.140).
is lower compared to the upwind blade, which inevitably creates a smaller blade tip
vortex structure, as can be observed in Figure 8.24.
Streamwise planes
Figure 8.25 displays the instantaneous velocity contours at various vertical traverse
planes at θ = 0◦ .

y/D = 0.50

y/D = 0.25

y/D = 0.00

y/D = -0.25

y/D = -0.50

Figure 8.25: Normalised velocity contours at various vertical x-z planes at θ = 0◦ .
Half of the turbine height is shown in these contour plots and the turbine is
highlighted in a black colour to improve clarity. It is observed the turbine wake
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velocity varies considerably in the traverse direction and is asymmetric about the
turbine center plane (i.e. the y/D = 0 plane). The minimum wake velocity is clearly
seen to occur behind the tower at y/D = 0. Furthermore, the transportation of the
blade tip vortex downstream is visible at y/D = 0 and also at y/D = −0.25 in
Figure 8.25. This vortex flow region corresponds to the blade tip flow formation
evident at θ = 0◦ displayed earlier in Figure 8.22c. It is interesting to observe the
effect of the strut on the downstream wake development at the positions y/D = 0.5
and y/D = −0.5 in Figure 8.25. At position y/D = 0.5, the strut is proceeding
directly into the oncoming flow and subsequently produces a large wake region which
diffuses in the wake horizontal and vertical directions downstream. In comparison,
at position y/D = −0.5, the strut has a lower impact on the downwind wake, as it
is operating in the wake produced by the preceding blade and subsequently creates
a much lower parasitic torque at this instant.
Downstream planes
The contour plots in Figure 8.26 display the evolution of instantaneous wake velocity
at various downstream distances (x/D = 1 → 7) with θ = 0◦ .

x/D = 0

x/D = 1

x/D = 2

x/D = 3

x/D = 4

x/D = 5

x/D = 6

x/D = 7

Figure 8.26: Normalised velocity contours at downstream y-z planes at θ = 0◦ .
Half of the turbine structure is superimposed on the contour plots to assist this
description of the downwind flow field. The wake velocity asymmetry about the
x-z plane at the tower centerline is clearly apparent at each downstream plane.
The minimum deficit wake velocity region appears to veer progressively towards the
turbine windward side as the downstream distance is increased and this agrees with
observation made by Lam and Peng [204] and Simão Ferreira [298]. Furthermore,
the windward wake region expands substantially more than in the horizontal and
vertical directions compared to the leeward wake region as the downstream distance
is increased in Figure 8.26. Beyond the downstream distance of x/D = 3, the wake
region close to the center of the turbine begins to shrink in size. Subsequently,
the windward and leeward wake regions appear to become less connected as the
downstream distance is increased.
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8.3.6

Insight into the VAWT dynamic stall regulation

Figure 8.27 displays the instantaneous torque coefficient produced by both of the
VAWT blades at the stall TSR, λ = 1.286.
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Figure 8.27: Instantaneous torque coefficient profiles for both VAWT blades at the
stall TSR (λ = 1.286).
To explain in greater detail the stall regulation of the VAWT, Figure 8.28 shows
the velocity flow field at the VAWT mid-span at an instant equivalent to an azimuthal angle of θ = 60◦ and is also highlighted in Figure 8.27.
Blade 1
(a)

Blade 1

Blade 2

Dynamic stall
vortex

(b)
Blade 2

Complete
flow separation

Figure 8.28: Velocity contour plot of the VAWT symmetry plane at θ = 60◦ with
(a) upwind blade (b) downwind blade (λ = 1.286).
The localised flow regime in the vicinity of the individual VAWT blades is also
shown in Figure 8.28a and Figure 8.28b, respectively. These highlighted plots correspond to markers labelled on the instantaneous torque coefficient profiles in Figure
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8.27. It can be readily observed in Figure 8.28a, that there is a dynamic stall vortex present on the upwind blade suction surface. It can also be noticed that the
suction surface flow is not completely separated at this moment. In comparison,
the downwind blade (blade 2 in this case) the flow is completely separated and this
demonstrates why the blade produces such a low torque coefficient at this position in Figure 8.27 during the VAWT cycle. In comparison, to the optimum TSR
flow regime (i.e. λ = 3.140) seen earlier in Figure 8.24a, the blade tip vortices are
smaller in size at this low TSR and there is no clearly defined tip vortex present on
the downwind blade tip shown in Figure 8.29a.

Upwind blade
tip vortex

Low suction
pressure

Dynamic stall
vortex structure

Separated
flow structure
Tower vortex
shedding

(a)

(b)

Figure 8.29: (a) vorticity iso-surface visualisation (b) turbine surface pressure
distribution (θ = 60◦ ) (λ = 1.286).
A low uniform pressure distribution is observed on the downwind blade surface,
as the flow is entirely separated along the blade span as shown in Figure 8.29b and
this explains the lack of the tip vortex structure. Upon further examination of Figure
8.29, it can be seen that the upwind blade does not experience a uniform dynamic
stall vortex formation along its span. In other words, it is apparent that the size
of the dynamic stall vortex decreases from the VAWT mid-span to the blade tip.
To explain further, various blade spanwise sections are considered in Figure 8.30,
to illustrate the reduction of the dynamic stall vortex magnitude from the VAWT
mid-span (z/H = 0.0) to the blade tip (z/H = 0.50).
Comparing Figure 8.30a and Figure 8.30b, it can be clearly seen that the latter
experiences a flatter and less prominent vortex compared to the former over the aft
portion of the blade. At the blade tip in Figure 8.30c, the downwash due to the
blade tip vortex greatly reduces the blade angle of attack relative to the VAWT midspan and consequently no dynamic stall vortex is present at the blade tip spanwise
section. The flow streamlines are unable to follow the blade profile in Figure 8.30c
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z/H = 0.0

z/H = 0.397

(a)

z/H = 0.50

(b)

(c)

Figure 8.30: Various upwind blade spanwise section locations showing the dynamic
stall vortex structure shape reduction (θ = 60◦ ) (λ = 1.286).
and from further inspection, it is apparent that the flow instead travels over the
blade tip from the pressure side to the suction side. Subsequently, this produces
a circulatory fluid motion which forms the blade tip vortex and trails the upwind
blade downstream as displayed in Figure 8.29a. As highlighted in previous works
by Zanforlin and Deluca [296] and by Balduzzi et al. [234], the blade tip vortex
is responsible for the production of downwash and the subsequent variation in the
angle of attack along the blade span, following the theory of finite wings [297].

8.3.7

Design enhancement investigation

Blade end plates
In this section, an investigation is undertaken to examine the impact of blade end
plates on the performance of the VAWT. The end plates are positioned at the blade
tips, in an attempt to reduce the power losses sustained from the creation of the
blade tip vortices. A conservative end plate design is utilised and is similar to the
design used by Kinsey and Dumas [418] for an oscillating foil hydrokinetic turbine.
Figure 8.31 presents the geometry of the blade end plate employed in this analysis.
End plate

0.275c

0.075c
Blade

0.275c

(a)

(b)

Figure 8.31: (a) End plate geometry with respect to the blade chord (b) 3D CAD
representation of the blade end plate (shown in yellow).
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The VAWT with the attached end plates was simulated at the optimum TSR
λ = 3.140. A comparison of the blade instantaneous torque coefficient generated
with and without the end plates is displayed in Figure 8.32.

UPWIND
+4.71%

DOWNWIND
-23.1%

Figure 8.32: Effect of end-plates on the blade instantaneous torque coefficient with
percentage difference in the mean torque coefficient for the upwind and downwind
phases (λ = 3.140).
Firstly, examining the blade upwind phase in Figure 8.32 shows an improvement
in the efficiency, with a 4.71% increase in the mean torque coefficient for this period.
It can be observed the greatest increase in the upwind instantaneous torque occurs
at θ ≈ 90◦ where the highest angle of attack is experienced. Moreover, the pressure
differential between the blade suction and pressure sides is at its largest magnitude
at this instant during the cycle. To investigate in greater detail this efficiency
improvement, Figure 8.33 shows the pressure distribution near the blade tip with
and without the end plates attached at θ = 90◦ . The VAWT is shown in Figure 8.33
with the blade leading edge facing forward.

No end plate

With end plate

Strut

Strut

(a)

(b)

Figure 8.33: Pressure contour comparison of the upwind blade tip region with (a)
no end plate and (b) with end plate at θ = 90◦ (λ = 3.140).
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The blade without the end plate has a lower pressure difference between the two
sides of the blade especially with a weaker pressure difference noted near the blade
tip compared to the blade with the end plate.
Examination of the downwind phase in Figure 8.32 shows the blade instantaneous
torque coefficient with the end plates is smaller compared with the blade without the
end plates. The blade mean torque coefficient is reduced by 23.1% for this period. It
is clear the end plates are more effective during the upwind phase compared to the
downwind phase and overall decrease the global aerodynamic efficiency by 0.73%
(i.e. over the complete revolution). The blade experiences a much lower pressure
differential during the downwind compared to the upwind phase. The end plate
introduces additional drag through an increase in the wetted area and interference
drag [324], which causes this reduction in performance to be dominant during the
downwind phase. From this analysis, it is important to state the design of the end
plate is critical and their size should be reduced in order to decrease the added drag.
Tower fairing
It was shown in chapter 5 that the VAWT’s rotating tower creates vortices which
are shed and subsequently influence the performance of the blade over a range of
downwind azimuthal angles producing a shadow effect. In this section, a tower fairing is investigated in order to reduce the effects of the tower wake on the downwind
blade phase. The tower fairing structure is allowed to rotate freely around the tower
as shown in Figure 8.34 and be aligned with the wind direction.
Fairing
Tower

Fairing
rotation axis

Figure 8.34: Schematic of the tower and rotating fairing.
An Eppler E863 strut symmetrical airfoil was chosen for the tower fairing shape.
This airfoil has a maximum thickness of 35.7% at 28.5% chord [324]. Employing the
2D CFD approach, the VAWT was simulated with and without the tower fairing.
Figure 8.35 shows the blade torque profiles for both configurations.
It is evident there is a reduction in the blade torque ripple at θ ≈ 270◦ in Figure
8.35 by utilising the tower fairing. An examination of the flow field at the VAWT
mid-span plane in Figure 8.36 shows the tower fairing suppresses the vortex shedding
created by the rotating tower.
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Figure 8.35: Influence of the tower fairing on the instantanous blade torque profiles.
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Figure 8.36: Influence of the tower fairing on the downwind flow field (θ = 0◦ ).

8.4

Chapter conclusions

The following conclusions were made for this chapter:
• The 3D CFD simulation of the 5 MW VAWT over a range of operational TSRs
was conducted. The 3D CFD approach requires vast computational resources
and parallel processing on a HPC architecture must be employed to contain
the simulation run times.
• The predicted characteristic performance curve by the 3D CFD model and the
LOM showed good agreement with each other, but with the latter requiring a
small fraction of the computational resources needed by the former. For completeness, the results of a 2D CFD model were included. The 2D CFD model
predicted a 39.60% higher power coefficient at the optimum TSR, compared to
its 3D counterpart. At the stalled TSR, a 31.83% higher power coefficient with
238

8.4. Chapter conclusions
respect to the 3D CFD model results was found. All the computational methods showed a similar value for the optimum TSR and the overall shape of the
characteristic performance curves were qualitatively similar for the employed
methods.
• It was identified that the VAWT support structure reduced the turbine power
coefficient by 5.1% and 6.6% for the rated and optimum TSRs, respectively.
In particular, the strut creates a fluctuating resistant torque which becomes
maximum when the strut proceeds directly into the oncoming flow and this
is confirmed by visualisation of the VAWT flow field. The maximum support
structure instantaneous resistant torque does not coincide with this azimuthal
location and was found to shift azimuthally with the TSR value.
• The resistant torque produced by the rotating VAWT tower is inappreciable
and it can be inferred that its shadow effect on the downstream VAWT blade
is a more important performance consideration.
• A vortex is formed at the blade-strut connection point in the azimuthal range
between θ = 90◦ and θ = 180◦ . Also, there is evidence that the strength of
this vortex becomes more pronounced when the TSR is decreased due to the
greater non-linearity observed in the strut torque response.
• The turbine lateral force was found to become maximum and minimum at the
same azimuthal angles irrespective of the TSR value. Moreover, the turbine
inline force is considerably larger than the lateral turbine force and was found
to be between 50% and 75% higher for the TSRs examined. The prediction of
these turbine forces has an important impact on the floating platform design
and the associated connected mooring system design.
• At the optimum turbine TSR, the time-averaged streamwise wake velocity
profile is weakly asymmetrical on the turbine mid-span plane. Although for
the rated TSR, the influence of blade dynamic stall causes the wake velocity
profile to become increasingly asymmetrical. Furthermore, the creation of the
blade tip vortices leads to the development of an asymmetrical wake profile on
the blade tip plane.
• While the 3D CFD simulation is resource intensive, it did allow the flow visualisation of some important 3D aerodynamic phenomena at this large-scale,
which is not possible with the 2D CFD model or the LOM. In particular, the
capture of the blade tip vortex is a significant feature of the 3D simulation.
A qualitative analysis identified that the blade tip vortex varies in size and
impact relative to the VAWT operational conditions. The upwind blade tip
vortex is more intense compared to the downwind blade tip vortex. The magnitude of the tip vortex is dependent on the azimuthal position in response to
the continuously changing blade suction pressure differential. It was observed
the blade tip vortex is asymmetrical with respect to the vertical y-z plane.
The tip vortex is strongest in the azimuthal range of 60◦ < θ < 150◦ due to
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the high angles of attack encountered. Furthermore, the size of the blade tip
vortex was found to decrease as the TSR value is reduced.
• The dynamic stall vortex flow topology is not continuous over the blade span
and it is apparent the vortex strength reduces towards the blade tip. Flow visualisation showed the vortex size reduction is not proportional to the distance
from the VAWT mid-span and is influenced by the blade tip vortex circulation.
• The addition of blade end plates was found to have a negative impact on the
VAWT performance. The blade end plates reduced the VAWT efficiency by
0.73%, with contrasting performances found for the blade upwind and downwind phases. The mean torque coefficient was increased by 4.71% during the
upwind phase. Flow visualisation showed the end plate produced a higher
pressure difference between the blade surfaces for the upwind region. Over the
downwind phase the mean torque coefficient was reduced by 23.1% compared
to the case without end plates.
• The tower fairing device was shown to reduce the effect of the VAWT tower
wake on the downwind blade. The tower vortex shedding was prevented by
using the fairing.
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Chapter 9
Conclusions and future work
9.1

Research summary

A review of the literature identified that a large-scale floating VAWT is a suitable
wind turbine design configuration to harness the superior wind resources available
offshore in deep water locations. In particular, the aerodynamic design of offshore
VAWTs has received very little attention compared to their horizontal axis counterpart and require further research. For this reason, the presented thesis investigates
the aerodynamic design of a 5 MW VAWT for this offshore application. To examine
the VAWT aerodynamic performance, modelling tools were needed. The methodology adopted in this work utilised a LOM to undertake the initial VAWT design
analysis due to its low inherent computational requirements and secondly more detailed analysis of the VAWT performance was achieved using a CFD model.
CFD has been identified as being a very effective and useful tool for computing
the VAWT blade aerodynamic characteristics at various operating regimes and particularly during dynamic stall. Upon a detailed examination of previous VAWT CFD
literature studies, it became apparent that there was no established CFD procedure
for modelling the flow past large-scale VAWT blades. A study was undertaken with
the aim of identifying the most practical and effective unsteady simulation method
for VAWTs experiencing a high Reynolds number flow regime. The critical numerical modelling aspects including the computational domain, boundary conditions
and grid topology were all outlined. The grid and time step requirements to obtain
reliable prediction of the dynamic stall event were investigated and defined. An
examination of the URANS and DES modelling methods was conducted and compared with experimental measurements of a NACA 0018 blade experiencing Darrieus
motion. A comprehensive insight into the blade dynamic stall fluid dynamics was
provided with the evolution of the dynamic stall vortex over a complete oscillation
cycle described. Utilising the developed CFD simulation methodology, the effect of
increasing the blade Reynolds number and the freestream turbulence intensity on
the dynamic stall event were investigated. Furthermore, the influence of the blade
chordwise mounting position on the generated pitching moments during dynamic
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stall was also examined.
The LOM theory and computational procedure were outlined. The LOM incorporates a number of sub-models to consider various VAWT aerodynamic effects,
including a B-L dynamic stall model to account for the different unsteady effects
produced during dynamic stall. After this step, a comparative study was conducted
to compare the prediction accuracy of the LOM and the CFD model with VAWT
experimental data. The blade aerodynamic force measurements from the SNL 17-m
VAWT and the power measurements from the VAWT 850 were utilised for this task.
Key findings related to the utilisation of each model were outlined and variations in
the VAWT flow field with varying TSRs were highlighted. Utilising the CFD model,
an approach was developed for the computation of the steady and unsteady airfoil
coefficients required by the B-L dynamic stall model incorporated within the LOM.
The next step involved the aerodynamic design of the 5 MW VAWT system using
the LOM design tool. The aerodynamic design parameters examined included the
VAWT solidity, blade orientation, blade aspect ratio and the support strut topology.
Following this, the VAWT geometrical and operational specifications were outlined.
The structural design of the VAWT blade structure under a large flapwise wind
load was investigated using an analytical model and a FE model. The longitudinal
strain distribution in the blade spar caps were compared using the aforementioned
structural design codes. Properties related to the VAWT blade structural design
were defined and an insight into the blade response to this loading was described.
3D CFD simulations undertaken on a HPC cluster were utilised to examine in
detail the 5 MW VAWT aerodynamics and wake flow field. The VAWT unsteady
velocity flow field was examined in the spanwise, streamwise and downstream directions. The 3D CFD model provided a unique insight into VAWT 3D aerodynamics
including the dynamic stall vortex distribution along the blade span, blade tip vortex evolution and the local strut effects. The influence of blade end plates and a
tower fairing on the VAWT performance were also described.

9.2

Research conclusions

The following conclusions are stated from this research:
• The CFD model grid and time step requirements are dependent on the TSR
value. At low TSRs, where large variations in the blade angle of attack occur,
it is necessary to use a fine grid and a sufficiently small time step to capture
the VAWT blade dynamic stall flow effects. It was identified that a nondimensional time step of τ = 0.005 was required to adequately resolve these
flow physics. At high TSRs where flow regime remains primarily attached and
is stable, this grid density is superfluous and a larger time step can be utilised
to ease the computational requirement.
• The DES method was between two and three times more computationally
expensive than the employed URANS turbulence models. There was no clear
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improvement in the prediction of the blade transient aerodynamic forces by
using the DES method when compared to the URANS models.
• The k − ω SST model was found to have a 80% higher computational requirement than the S-A turbulence model. Examination of the blade instantaneous
pressure coefficient showed no discernible difference between the aforementioned models during the attached flow regime. At high angles of attack during
separated flow, it was found the S-A model captured the blade leading edge
suction pressure peak better than the more complex k − ω SST model. The
CFD simulation methodology was validated with wind tunnel test data at a
high Reynolds number regime, where good agreement between the measurements and predictions was established.
• Flow visualisation showed the dynamic stall region is primarily concentrated
at the thick blade’s trailing edge and creates significant torsional effects on
the blade. To contain these blade pitching moments to their lowest levels,
it is recommended that the blade be attached to the support strut between
x/c = 0.2 − 0.3 from the blade leading edge.
• Increasing the freestream turbulence intensity led to a reduction in the blade
tangential force coefficient. Compared to a low freestream turbulence case
(TI ≈ 0.1%), there was a 16.6% reduction in the maximum tangential force
coefficient when the turbulence level was increased to TI = 20% at a blade
oscillating motion corresponding to λ = 2. It was observed that increasing
turbulence intensity delays the onset of dynamic stall and the commencement
of flow reattachment feature occurs earlier after dynamic stall. Furthermore,
simulations of the SNL 17-m VAWT showed a similar result with a reduction in
the mean turbine torque coefficient with increasing site freestream turbulence
intensity.
• Increasing the blade Reynolds number delays the dynamic stall angle of attack
to greater incidence. This effect was found to decrease as the blade equivalent reduced pitch rate was increased. It was determined that the level of
unsteadiness in the blade’s aerodynamic characteristics was reduced at the
higher blade Reynolds number regime. Furthermore, a larger blade tangential
force coefficient is produced at the higher Reynolds number regime due to a
significant increase in the blade leading edge peak pressure coefficient.
• CFD allows the flow visualisation of the VAWT flow field, which is not possible with the LOM tool. An important CFD disadvantage is the much higher
computational cost. In particular, a high number of computed VAWT revolutions are needed by CFD to achieve a periodic solution when compared to the
LOM.
• The CFD simulation of the VAWT showed an outer circular domain of diameter 16D was sufficient to have a negligible effect on the solution obtained.
The number of computed turbine revolutions required to achieve a periodic
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steady-state solution is dependent on the TSR value and was found to increase
with the TSR value.
• The CFD analysis showed the presence of a von Kármán vortex street formation behind the VAWT’s rotating tower and affects blade performance during
the downwind cycle phase. As the TSR was increased, the rotating tower wake
becomes increasingly skewed and influences the downwind blade over a wider
range of downwind azimuthal angles.
• The LOM has been shown to be an accurate and efficient design tool for
computing the VAWT efficiency and blade aerodynamic forces over a range
of operational TSRs. Due to the LOM’s low computational requirement, the
VAWT performance curve can be simulated without the need for interpolation
between known computed efficiency data points. This has important implications for variable-speed VAWT design, which operate most frequently at the
optimum TSR and this value must be determined in advance for the VAWT
sizing.
• The 2D CFD approach predicts the qualitative shape of the VAWT performance curve but will always overestimate the VAWT global efficiency. Therefore, the 2D CFD model cannot be used reliably for the VAWT dimensioning stage, in order to produce a desired rated power output at a particular
freestream wind velocity. A comparison of the 2D and 3D CFD models, showed
the 2D CFD model predicted the maximum efficiency to be 39.6% higher than
the 3D CFD model. This over-prediction is due to the inability of the 2D CFD
model to simulate the finite blade tip effects, blade spanwise flow (downwash)
and the power losses associated with the blade’s support struts.
• The CFD model can be used to predict the steady and unsteady airfoil parameters required by the B-L dynamic stall model incorporated within the LOM.
This is particularly useful where experimental data is not available and to ensure flow similarity to that of a large-scale VAWT. The sliding mesh method
is very effective, as it can be utilised to compute both the steady and unsteady
blade airfoil aerodynamic characteristics.
• A VAWT solidity of 0.263 was shown to produce the highest aerodynamic efficiency and the optimum TSR occurs at λ = 3.140. From an operational perspective, this TSR value does not encounter dynamic stall effects and negates
the high TSR region where viscous drag losses are more pronounced. This is a
more refined optimum solidity definition compared to previous VAWT design
studies.
• To maximise VAWT performance, a cambered VAWT blade should be connected to the support strut in a concave-out configuration. A difference of
4.5% in the peak torque coefficient was established between the two possible
blade orientation configurations.
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• The utilisation of a composite VAWT blade structure can resist the high induced flapwise wind loads and the blade material strains are contained within
their specified allowable limits based on international wind turbine design standards. Examination of the blade deflection, showed the maximum blade deflection at mid-span was less than 3% of the blade length and did not experience
large deformation.
• The PreComp program is an expeditious and accurate structural design tool
that can be utilised for the preliminary structural design of the VAWT’s blades.
A comparison of the predicted blade longitudinal material strains by the analytical approach and from a FEA study showed a maximum difference of 18%
in the results.
• At the optimum TSR, the VAWT maximum inline force was 75% larger than
the maximum lateral force. Reducing the TSR to its rated value, the difference
between maximum inline and lateral forces decreased to 50% and this is a result
of the reduction in the turbine efficiency.
• At the optimum TSR, the streamwise wake flow field is almost symmetrical
on the VAWT mid-span plane. The dynamic stall effects cause the VAWT
flow field to become increasingly asymmetrical at the mid-span plane, when
the TSR is reduced.
• 3D CFD analysis demonstrated that the blade tip vortex strength and magnitude varies with the blade azimuthal position. The downwind blade tip vortex
is smaller than the corresponding upwind blade tip vortex. Furthermore, the
qualitative analysis of the VAWT flow field, showed the blade tip vortex is most
vigorous during revolution range 60◦ < θ < 150◦ when at the optimum TSR.
This analysis also showed the presence of a vortex formation at the blade-strut
connection point and this vortex appears to become more influential as the
TSR is reduced.
• The attachment of end plates to the blade tips, resulted in a performance improvement during the upwind phase with the average blade torque coefficient
in this range being increased by 4.71%. Conversely, during the blade downwind phase a reduction in performance was found due to the increase in drag
from the end plates and the average blade torque coefficient in this phase was
reduced by 23.1%. Overall, the end plates reduced the global peak VAWT
aerodynamic efficiency by 0.73% and require further investigation to achieve
an improvement in performance.

9.3

Original contributions

This thesis presents novel contributions to the literature and these are described as
follows:
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• An unsteady CFD simulation approach has been developed for modelling largescale VAWT aerodynamics, where a high Reynolds number turbulent flow
regime is encountered. All previous CFD VAWT studies have concentrated on
much lower Reynold numbers flow regimes than the presented study. The CFD
approach was validated using wind tunnel data of a VAWT blade experiencing
Darrieus motion under controlled test conditions. This work is the first CFD
study to simulate the flow physics of a VAWT blade experiencing dynamic
stall at this large-scale.
• A low-order model for the rapid calculation of VAWT performance is presented
and validated with both real large-scale VAWT force and power experimental
measurements. Comparison between the LOM and the CFD model results
have been made, highlighting the capability of the LOM to predict the VAWT
aerodynamic performance accurately.
• A methodology has been defined to compute the B-L dynamic stall model
airfoil dependent coefficients utilising the CFD model needed by the LOM.
This method permits the calculation of the blade dynamic stall characteristics
over a range of reduced pitch rates by employing a user-defined mesh motion.
Furthermore, the variation in the VAWT blade Reynolds number is accounted
for by conducting simulations at the known maximum and minimum envelope
operating limits. This approach expands the applicability of the B-L dynamic
stall model for VAWTs where the required unsteady experimental data is not
always readily available.
• The aerodynamic design of a unique 5 MW VAWT has been presented. Utilising the LOM design tool, the VAWT dimensions for the required power output
were identified. The system uses a variable-speed generator to control the turbine efficiency and negates undesired sources of mechanical complexity. This
is the most comprehensive design and analysis of an offshore VAWT design
undertaken to date compared to previous works on this topic.
• A composite VAWT blade structural design has been developed. Previous
limited VAWT structural design studies have been mainly limited to blade
topologies consisting of a single material and do not consider the recent advances in wind turbine blade composite design.
• The first 3D CFD study of a multi-megawatt scale VAWT has now been conducted. In particular, this analysis permitted a thorough insight into the
VAWT unsteady aerodynamics and wake flow field at various TSR functioning regimes at this large turbine scale.
• The utilisation of a tower fairing device suppresses the development of the
vortices from the rotating tower and also reduces the subsequent wake deficit
produced on the VAWT downwind phase. A small increase in the VAWT
efficiency is also achieved by incorporating this simple design modification.
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9.4

Dissemination of research

Sections of this thesis have been published in the following journal and conference
publications. The published papers are available in Appendix A.

9.4.1

Journal papers

Hand, B., Cashman, A., Kelly, G. (2016). “A low-order model for offshore floating
vertical axis wind turbine aerodynamics”. IEEE Transactions on Industry Applications, Vol. 53, pp. 512-520. DOI:10.1109/TIA.2016.2606088.
Hand, B., Kelly, G., Cashman, A. (2017). “Numerical simulation of a vertical axis
wind turbine airfoil experiencing dynamic stall at high Reynolds numbers”. Computers and Fluids, Vol. 149. pp 12-30. DOI: 10.1016/j.compfluid.2017.02.021.
Hand, B., Cashman, A. (2018). “Aerodynamic modeling methods for a large-scale
vertical axis wind turbine: A comparative study”. Renewable Energy, Vol. 129. pp
12-31. DOI: 10.1016/j.renene.2018.05.078.
Hand, B., Cashman, A. (2018). “Aerodynamic design and simulation of a largescale H-type vertical axis wind turbine for an offshore installation”. Applied Energy.
(Under review).
Hand, B., Cashman, A. (2018). “Aerodynamic design and performance parameters
for a lift-type vertical axis wind turbine: a comprehensive review”. Renewable and
Sustainable Energy Reviews. (To be submitted).

9.4.2

Conference proceedings

Hand, B., Cashman, A., Kelly, G. (2015). “A floating vertical axis wind turbine
for a deep offshore application”. The 32nd International Manufacturing Conference,
Queens University Belfast, UK.
Hand, B., Cashman, A., Kelly, G. (2015). “An aerodynamic modelling methodology
for an offshore floating vertical axis wind turbine”. The 4th International Conference
on Renewable Energy Research and Applications. pp. 273-277. Palermo, Italy. DOI:
10.1109/ICRERA.2015.7418708.
Hand, B., Cashman, A. (2017). “Conceptual design of a large-scale floating offshore vertical axis wind turbine”. The 9th International Conference on Applied
Energy. Energy Procedia. Vol. 142. pp. 83-88. Cardiff University, Wales, UK.
DOI:10.1016/j.egypro.2017.12.014
Hand, B., Cashman, A., Kelly, G. (2018). “Aerodynamic analysis of a 5 MW stallregulated offshore vertical axis wind turbine using computational fluid dynamics”.
Energy and Geotechnics. The 1st Vietnam Symposium on Advances in Offshore
Engineering. Hanoi, Vietnam. (Accepted).
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9.5

Recommendations for future research

The following are the recommendations for future work:
• The manufacture and experimental testing of the VAWT design outlined in this
work is seen as an important next step in progressing the technology readiness
level of the developed turbine. This would involve the testing of a scaled
VAWT model within a large wind tunnel test section to achieve sufficiently
high Reynolds numbers and also have allowable flow blockage effects. This
type of experimentation could not be facilitated by author in this work. The
results of this testing can be compared with the performance predictions by
the LOM and the CFD model. In particular, the VAWT operational strategy
outlined in chapter 7 can be validated using the experimental model and also
establish possible improvements to the VAWT operation from this testing.
• The integration of a geometrical spanwise twist to the VAWT’s blades could
be beneficial to the VAWT performance. The blade twist can be seen as the
spanwise distribution of preset blade pitch angle. From the 3D CFD analysis
in chapter 8, it was shown the blade downwash reduces the angle of attack
towards the blade tip as a result of the flow circulation produced at the blade
tip vortex. Using a larger preset pitch angle at the blade tip than at the blade
mid-span, could improve the efficiency by overcoming the reduction in the
angle of attack experienced due to downwash.
• In this work, the CFD simulations utilised a constant wind velocity at the computational domain inlet. It is desirable to consider a more realistic boundary
condition at this location to account for the unsteady freestream wind conditions or in other words the wind gusts. This could be achieved by utilising a
UDF to vary the domain inlet freestream wind velocity and how it affects the
VAWT performance could be studied.
• Utilising the LOM and the structural analytical model, the longitudinal strains
experienced by the VAWT’s blade during operation can now be studied. The
LOM can be utilised to compute the blade normal aerodynamic loads and
the blade centrifugal load can also be calculated, as the turbine rotational
velocity and the blade mass are now known. Using this approach, the blade
material strain distribution change with respect to the azimuthal angle can
be examined. It is important to remember that the aerodynamic normal load
changes direction for each half revolution and the point of maximum blade
normal load can now be identified. After, it would be interesting to conduct
a FSI analysis of the presented VAWT design, therefore combining the CFD
and FEA modelling strategies outlined in this work.
• Employing the 3D CFD model, the effects of the floating platform hydrodynamic motions (i.e. pitch and roll) on the VAWT aerodynamic performance
could be investigated. The dynamic mesh or overset mesh methods can be
applied to produce the desired VAWT motion with a UDF in the Fluent CFD
code.
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Vertical axis wind turbines (VAWTs) are experiencing a renewed interest for large-scale offshore wind
energy generation. However, the three-dimensional (3D) modeling of VAWT aerodynamics is a challenging task using computational ﬂuid dynamics (CFD), owing to the high computational costs entailed.
To alleviate this computational burden and improve design process efﬁciency, an alternative low-order
model (LOM) is presented that incorporates key VAWT aerodynamic effects. These coupled submodels account for the inﬂuence of dynamic stall, tower shadow, parasitic drag, ﬂow curvature and
ﬁnite blade effects.
A two-step approach is adopted to investigate two-dimensional (2D) and 3D VAWT aerodynamics
separately with experimental data. A CFD model was created and both modeling strategies were
compared. The LOM showed good agreement with the CFD model and the measurements with a low
computational cost requirement. The CFD results identiﬁed that as the tip-speed ratio (TSR) was
increased, the tower's downwind wake became increasingly more skewed.
Finally, both the LOM and the CFD model were employed in predicting the VAWT aerodynamic efﬁciency. It was established 3D effects must be included to provide an accurate prediction of VAWT performance especially at high TSRs. For VAWT analysts, modeling recommendations and limitations are
discussed regarding the LOM.
© 2018 Elsevier Ltd. All rights reserved.
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1. Introduction
1.1. Background
In recent years, there has been a growing interest in the
development and commercialisation of offshore ﬂoating wind
turbine technology. Floating wind turbines are a viable design solution for deep water sites (>50 m) and can provide the opportunity
to exploit superior offshore wind resources. These turbines can be
separated into two primary conﬁgurations, the horizontal axis
wind turbine (HAWT) and the vertical axis wind turbine (VAWT)
[1]. The former has received an abundance of research reinforced by
its considerable success for onshore installations and subsequently
has been selected to be most suitable for a ﬂoating dynamic system
[2]. Although, the latter remains highly underdeveloped, it has the
potential to provide a more practical low-cost alternative due to its
desirable offshore design attributes. The VAWT has considerable

* Corresponding author.
E-mail address: Andrew.Cashman@cit.ie (A. Cashman).
https://doi.org/10.1016/j.renene.2018.05.078
0960-1481/© 2018 Elsevier Ltd. All rights reserved.

advantages over its horizontal axis counterpart such as its omnidirectionality and its higher range of structural scalability [3,4].
Furthermore, the placement of the turbine's generator at sea level
improves the system's stability and therefore can reduce the size of
the ﬂoating foundation structure required considerably. An
important requirement for a ﬂoating VAWT is to restrain the
ﬂoating platform from the yaw moment such that the aerodynamic
torque is neutralised sufﬁciently [5,6]. The resurgence of interest in
VAWT technology has recently led to studies investigating aerodynamic performance in an offshore environment [1,4,7e12].
Despite the VAWT's simplistic structural design, its aerodynamics are very complex and pose an analyst with signiﬁcant
modeling challenges. Particularly, at low tip-speed ratios (TSRs), a
VAWT blade experiences dynamic stall due to the continuous high
variation in its angle of attack. These large angular excursions
produce highly unsteady coherent structures on the blade's lifting
surface and are subsequently shed into its wake [13]. As the turbine's TSR increases its efﬁciency is dictated primarily by parasitic
drag losses created by the VAWT's structural elements, while dynamic stall effects are mitigated. Furthermore, the rotor encounters
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vortex interactions whereby the retreating blade impinges on its
own wake and the wakes of other preceding blades [14]. Fig. 1
shows a typical performance curve for a VAWT depicting its
pertinent aerodynamic performance regions. The net result indicates that VAWTs operate in an adverse, unsteady aerodynamic
environment with many complex interdependent ﬂow features
that must be captured to accurately model the turbine's performance [15].
1.2. Aerodynamic modeling
It is widely perceived that current VAWT designs are not as
efﬁcient as HAWTs and a strong contributing factor to this supposition is the deﬁciency of suitable models available for design
optimisation. Many simplistic low-ﬁdelity models utilised for
HAWTs have been modiﬁed for VAWTs without taking into
consideration their inherent differences and can lead to poor predictions [16]. A literature survey of numerical models can be found
from Borg et al. [2] which can be broadly placed into three categories (1) Momentum model, (2) Vortex model and (3) Cascade
model. At the other end of modeling spectrum exist computational
ﬂuid dynamics (CFD) methods that numerically solve the NavierStokes equations. These higher-order approaches have shown
good success as reﬂected in the studies by Refs. [13,17e22].
Furthermore, its ability to give a very detailed insight into the
VAWT's ﬂow ﬁeld and inherent versatility shows this approach
gaining popularity for future VAWT aerodynamic investigations.
However, the high computational run-times, large memory requirements and the user prowess required for CFD methods has so
far delayed its regular application in the wind turbine industry [23].
Notwithstanding the major advancements in distributed
computing, numerical simulations of wind turbine aerodynamics
are still demanding, possibly requiring several days on powerful
sophisticated parallel hardware architectures [24]. Moreover, this
requirement can be severely exacerbated in cases where repeated
solutions are needed for multidisciplinary design studies. Subsequently, at present the utilisation of CFD remains a topic of much
debate and discussion within the offshore VAWT design
community.
In most cases, researchers resort to two-dimensional (2D) CFD
models rather than three-dimensional (3D) models as the
computational cost can be three orders of magnitude higher than
that of a 2D CFD model [25]. However, 2D models have shown to
overestimate the VAWT's efﬁciency as parasitic drag losses and
ﬁnite blade effects are not simulated [18,19,25]. Interestingly, Siddiqui et al. [20] showed that a 2D simulation over-predicted VAWT
performance by 32% in comparison to a full 3D simulation. In
addition, Maître et al. [26] found that the blade tip vortices and the
interference drag produced at the blade/strut junction were

Fig. 1. Typical VAWT aerodynamic performance curve.
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responsible for a 22% loss in the aerodynamic efﬁciency. Kinsey and
Dumas [27] showed that the drop in performance relative to a 2D
study can be limited to nearly 10% when endplates are used on
blades with aspect ratios greater than ten. Balduzzi et al. [17]
examined the important CFD modeling aspects regarding VAWTs
and initially speciﬁes that a 3D model is required when investigating the turbine power output. These studies highlight that care
must be taken when making conclusions purely based on 2D
models and Lam and Peng [19] conﬁrm this by stating that “a fullscale three-dimensional CFD model is undoubtedly necessary to capture realistic ﬂow behaviors around VAWTs”.

1.3. Aim of the present study
It is clear a 3D CFD model can provide better accuracy than a 2D
model, but the CPU run-times involved are impractical and
currently not affordable at the conceptual design stage. Therefore,
in the interests of computational efﬁciency an alternative modeling
strategy is needed to negate these high computational demands
and accelerate the industrial design process. This paper presents
designers with a low-order model (LOM) that can be utilised for
simulating large-scale VAWT aerodynamic performance in a
computational efﬁcient manner. The objective of this design tool is
to permit rapid design iteration to allow for the development of
optimal turbines designs. The LOM incorporates salient characteristics of higher-order methods and is compared with a CFD model
in predicting 2D VAWT aerodynamics. Additionally, the LOM's
predictive ability is examined with the addition of 3D aerodynamic
effects in comparison with experimental measurements and also
CFD results.

2. Experiments
2.1. Survey of experiments
A multi-megawatt offshore VAWT will operate at high Reynolds
numbers and its blades will experience a turbulent boundary layer
during operation [11,13]. Table 1 provides a summary of the available experimental studies from the open literature, which meet the
requirement of Reavg > 106. As the VAWT's blades experience a
continuously varying relative velocity during the turbine operation,
the average Reynolds number (Reavg) is used here to characterise
each turbine and is expressed in Eq. (1).

Reavg ¼

URc
n

(1)

where U is the VAWT rotational velocity, R is the radius at the
VAWT midspan, c is the blade chord length and n is the air kinematic viscosity.
It is necessary to ensure the ﬂow similarity to that of a largescale offshore VAWT. This is important, as the blades of smallscale VAWTs experience a low Reynolds number ﬂow regime and
the boundary layer separates more readily from the blade's surface
[13,28]. Moreover, as emphasised by Bachant and Wosnik [29],
numerical models should be validated with physical data obtained
at the same scale as the intended prototype. For each VAWT listed
in Table 1, the corresponding available experimental dataset types
are also stated. One cannot fail to notice that the VAWT power
coefﬁcient measurements (i.e. Cp(l)) dominate at this scale and the
availability of blade normal and tangential force coefﬁcient measurements (i.e. CN(q,l) and CT(q,l)) are scarce. Where q is the blade
azimuthal angle and l is the tip-speed ratio deﬁned as:
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Table 1
Review of VAWT experimental measurements at high Reynolds numbers (Reavg > 106).
VAWT name

VAWT type

D [m]

Reavg(106)

Measurements

NRC 24-m [30,31]
SNL 17-m [32e34]

Eole
[31,35]
SNL 34-m [36]
VAWT 260 [37]
VAWT 850 [38]
Vertical Wind [39,40]

Darrieus
Darrieus
Darrieus
Darrieus
H-rotor
H-rotor
H-rotor

24
16.7
64
34
19.5
35
6.5

1.54
1.29
5.51
5.06
2.35
2.99
>0.50

Cp(l)
Cp(l), Q(q,l), CN(q,l) and CT(q,l)
Cp(l)
Cp(l)
Cp(l)
Cp(l)
Cp(l) and CN(q,l)

NRC: National Research Council Canada.
SNL: Sandia National Laboratories.

l¼

UR
V∞

(2)

where V∞ is the freestream wind velocity.
It is worth mentioning here that the power coefﬁcient has
limitations for validation as being an integral performance
parameter [41]. While, the VAWT's blade aerodynamic forces provide a more detailed insight into the turbine's aerodynamic performance [13]. To provide a robust validation of the LOM, two of
these experimental studies from Table 1 are utilised to independently examine the VAWT aerodynamics in 2D and 3D domains as
shown in Fig. 2.

2.2. 2D study case
A 2D analysis is undertaken initially to examine the aerodynamic forces generated by a VAWT with experimental measurements from the Sandia National Laboratories (SNL) 17-m VAWT
[34] shown in Fig. 2a. For conciseness, a short overview of this
experiment is given here and the reader is directed to [34] for a
more detailed description of the experiment. The VAWT consists of
two curved blades, each with a NACA 0015 airfoil proﬁle and a
chord length of 0.61 m. The aerodynamic forces on one of these
blades at the turbine's midspan was measured at a constant rotational velocity of 38.7 RPM as depicted in Fig. 3. An azimuthal angle

Fig. 3. 2D VAWT measurement plane at midspan.

Fig. 2. Experimental studies (a) SNL 17 m VAWT installation [42] (b) VAWT 850 installation [38].
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of q ¼ 0 corresponds to the instrumented blade heading directly
into the freestream wind. The blade's aerodynamic loads were
obtained utilising ﬂush-mounted pressure transducers distributed
along the blade chord as shown schematically in Fig. 4 [34]. After,
the blade normal (CN) and tangential (CT) force coefﬁcients were
acquired by the integration of these measured pressures and is
expressed in Eq. (3)

CN;T ¼ 1

dFN;T

2 rW

2 c dz
cos f

(3)

where dFN is the blade elemental normal force, dFT is the blade
elemental tangential force, r is the air density, W is the relative
wind velocity and f is the angle between the blade normal and the
horizontal plane.
2.3. 3D study case
The effect of 3D aerodynamics and parasitic drag losses are
examined with performance measurements of the 500 kW
straight-bladed VAWT 850 machine [38] as shown in Fig. 2b. The
turbine consists of two blades, connected at the midspan with a
horizontal strut, which joins the blades to the central tower. The
VAWT's geometrical details are speciﬁed in Table 2 where the
turbine had a constant rotational velocity of 13.62 RPM.
3. Methods
3.1. Low-order model
An offshore VAWT has a large variety of possible operating
conditions with many interdependent design variables that require
investigation to provide an optimised solution. A low-cost
computational design tool that provides an efﬁcient and relatively accurate prediction is particularly appealing as these turbines
remain at an early design stage. In previous work [43,44], the
cascade model has been employed as the basis of this LOM which
treats the VAWT as a turbomachine whereby its blades are positioned in a linear cascade and the aerodynamic forces computed
using blade element theory [43]. The cascade theory was adapted
for VAWTs by Hirsch and Mandal [45].
Fig. 5 illustrates a schematic of the operations conducted by the
LOM where sub-models have been incorporated to consider
different aerodynamic effects. The VAWT's geometry and operating
conditions are speciﬁed initially by an in-built graphical user
interface. Also, the model's solver settings and blade empirical
constants are deﬁned. A number of model inputs are dependent on
the respective Reynolds number (Re) for the blade & tower and are
subsequently interpolated from stored databases. The static airfoil
experimental datasets are obtained from the National Advisory
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Committee for Aeronautics (NACA) at high Reynolds numbers
(Re > 106) [46,47]. The tower drag coefﬁcients are based on cylindrical drag data and are obtained from Schlichting [48]. The blade
angle of attack a0 and the relative velocity W0 in rectilinear ﬂow at
the upwind region are expressed as:

2

3
sin
q
cos
f
5þb
a0 ¼ tan1 4  . 
m UV∞R VV∞a þ cos q
sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
   
2
UR Va
þ cos q þ sin2 q cos2 f
m
W0 ¼ Va
V∞ V∞

(4)

(5)

where m is the non-dimensional blade radius (i.e. r/R), Va is the
induced ﬂow velocity and b is the preset blade pitch angle.
At the VAWT downwind region, similar expressions are
employed to compute the angle of attack and the relative velocity in
rectilinear ﬂow, but utilise the upwind wake velocity (Ve) instead of
the freestream velocity (V∞) [43].
3.1.1. Flow curvature model
A kinematic analysis of the orbital motion of a VAWT blade
shows that the angle of attack is not constant along the blade's
chord. In effect, the ﬂow over the blade has a curvilinear nature
producing ﬂow curvature effects and is strongly dependent on the
blade chord to turbine radius ratio (c/R) [49]. In this model, the
blade's aerodynamic coefﬁcients are modiﬁed to account for the
inﬂuence of ﬂow curvature by the method deﬁned by Hirsch and
Mandal [50]. The effects of ﬂow curvature are activated in this
model when the c/R  0.1. It has been shown by Migliore et al. [49]
that ﬂow curvature effects become more pronounced with
increasing c/R ratio and is signiﬁcant at this magnitude. To account
for the curvilinear nature of the ﬂow, the angle of attack is corrected
by incorporating an incidence angle correction as expressed in Eq.
(6).

ac ¼ a0 þ afc

(6)

The ﬂow curvature incidence correction angle (afc) is obtained
from Eq. (7).

 1
0
1  cos j2
  A
afc ¼ tan1 @
sin j2

(7)

Where j (Eq. (8)) is the difference between in the blade angle of
attack at the leading and trailing edges.

j ¼ ate  ale

Fig. 4. SNL 17-m blade pressure transducer locations (adapted from Akins [34]).

(8)
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Table 2
Geometrical features of the VAWT 850 conﬁguration [38].
Blade proﬁle
Strut proﬁle
Blade taper
Blade length
Blade mean chord
Turbine diameter
Tower diameter

NACA 0018
NACA 0030
25%
24.3 m
1.75 m
35 m
3.5 m

Fig. 5. Flowchart showing LOM computational operations.

3.1.2. Finite blade length effects
Where 3D models are utilised, the blade's aerodynamic coefﬁcients are corrected for ﬁnite blade effects using Prandtl's
lifting-line method [51]. A ﬁnite blade experiences a distinct
induced drag component and there is also a reduction in the blade
lift curve slope [52]. The ﬁnite lift (CL) and drag (CD) blade coefﬁcients are computed by:


CL ¼ Cl 1 þ

CD ¼ Cd þ

1
Cl
p AR e

CL2
p AR e

(9)

(10)

where Cl and Cd are the 2D lift and drag blade aerodynamic coefﬁcients at the corrected angle of attack (ac), respectively. Where e
is the blade span efﬁciency factor and accounts for the deviation
from an ideal elliptical lift distribution [51]. The blade aspect ratio
AR is expressed in Eq. (11), where H is the blade height and S is the
blade planform area.

AR ¼

H2
S

(11)

The effective angle of attack (ae) is then computed by:

ae ¼ ac  ai

(12)

where ai is the induced angle of attack due to the effect of downwash and is expressed as:

ai ¼

CL

p AR e

(13)

3.1.3. Dynamic stall model
Dynamic stall represents the most challenging aspect of VAWT
aerodynamics to model and is a very important consideration as
most large-scale VAWTs are passively controlled at high wind
speeds by this complex event [38,53]. The process commences with
an initial rapid increase in the blade lift but consequently ceases
with full ﬂow separation and loss of lift in a highly non-linear
manner as the vortex disturbance convects past the blade's trailing edge [1,13]. The cascade theory does not consider the effects of
dynamic stall and therefore a dynamic stall model must be incorporated. There exists a plethora of dynamic stall engineering
models that have been developed primarily for the helicopter
community [28]. Although for VAWTs, the characteristic airﬂow is
notably different whereby lower Mach numbers are experienced
and furthermore thicker airfoils are employed to provide superior
aeroelastic stiffness. Historically, the Gormont model [35] with its
various adaptions has been widely utilised for VAWTs. However, in
the interests of computational simplicity this model sacriﬁces
physical realism and does not capture the critical ﬂow features of
the dynamic stall phenomenon [54]. Alternatively, the BeddoesLeishman (B-L) model [55] is a more complex semi-empirical
model that considers each individual component of the dynamic
stall process. This model has been modiﬁed for incompressible
ﬂows by Sheng et al. [56] making it appropriate for VAWT ﬂow
conditions. Dyachuk et al. [53] compared three versions of the B-L
model with the Gormont model against experimental measurements where it was found that the model by Sheng et al. [56] gave
the best accuracy and is subsequently used within this LOM. The BL model by Sheng et al. [56] consists of three primary modules:
unsteady attached ﬂow, unsteady trailing edge ﬂow separation and
creation of a dynamic stall vortex.
The aerodynamic forces produced during the unsteady attached
ﬂow are computed based on the superposition of indicial response
functions. These indicial responses are composed of two parts
namely, the impulsive and circulatory loading effects. The
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circulatory normal force coefﬁcient produced from an angle of
attack step change is given as:

CNC n ¼ CNa aEn

(14)

The index n denotes the current time step, CNa is the normal
force coefﬁcient slope and aEn is the equivalent angle of attack given
in Eq. (15).

aEn ¼ aen  Xn  Yn  Zn

(15)

where Xn, Yn and Zn are deﬁciency functions which are dependent
on the ﬂow state and the blade pitch rate at a particular instance in
time [53]. The corresponding impulsive normal force coefﬁcient
(CNI n ) is given as:

CNI n ¼

Fig. 6. Tower shadow effect.

4
Hn
Ma

(16)

where Ma is the ﬂow Mach number and Hn is a deﬁciency function
for the impulsive force coefﬁcient. The non-linear normal force
coefﬁcient due to the effects of trailing edge separation is given by
the Kirchhoff ﬂow approximation (Eq. (17)), where the impulsive
loading effect is superimposed.

f
CNn

qﬃﬃﬃﬃﬃ12
0
00
1 þ fn
A þ CI
¼ CNa aEn @
Nn
2

(17)

The total normal force coefﬁcient can be found from Eq. (18) and
the corresponding tangential force coefﬁcient is obtained from Eq.
(19).

CNv n

CN ¼

f
CNn

CT ¼

hCNa a2E

þ

(18)

pﬃﬃﬃﬃ

00
f  E0

(19)
00

where CNv is the normal force coefﬁcient for vortex shedding, f is
the delayed ﬂow separation point, h and E0 are an efﬁciency factor
and a non-dimensional constant for the tangential force coefﬁcient,
respectively.
The elemental normal and tangential forces created by a VAWT
blade are computed as:

dFN;T

1
dz
¼ rcW 2 CN;T
2
cosf

model the wake behind a ﬁxed cylinder by Huse [57] is employed.
This wake ﬁeld formulation is based on the turbulent wake expressions by Schlichting [48], but this model provides an improved
representation of the velocity deﬁcit in the near-wake ﬁeld. The
deﬁcit velocity (Vd) ﬁeld in the wake of a circular cylinder is given
as:

sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
CDcyl DT 0:693ðyÞ2
b
Vd ðx; yÞ ¼ k2 Ve
e
xs

(22)

where xs and b are deﬁned as:

xs ¼ x þ

4DT
CDcyl

b ¼ k1

qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
CDcyl DT xs

(23)

where DT is the tower diameter and k1 & k2 are empirical constants.
For a smooth cylinder k1 ¼ 0.25 and k2 ¼ 1.0. The deﬁcit velocity is
given in local coordinates with the x-axis in the ﬂow direction and
the origin taken as the center of the cylinder [57]. The cylinder drag
coefﬁcient CDcyl is dependent on its Reynolds number and is obtained continuously during the computation from a designated
database as illustrated in Fig. 5. This sub-model is activated only in
the downwind zone and the subsequent wake velocity is given as:

Vw ¼ Ve  Vd

(24)

(20)

The average torque produced by the VAWT's blades (QB) is given
as:

QB ¼

Nb rc
4p

ZH Z2p
0

W2

rCT
dqdz
cos f

(21)

0

where Nb is the number of blades and r is the radius from the VAWT
axis to the local blade element.

3.1.4. Tower shadow model
A VAWT experiences a disturbance as its blades pass through the
wake or shadow created by its tower. This effect manifests as a
velocity deﬁcit on its downwind zone and can be shown to produce
a decaying Gaussian proﬁle as displayed in Fig. 6. In this LOM for
simplicity, the tower is treated as a smooth stationary cylinder in
the freestream where the effects of frictional drag have been
omitted. A semi-empirical static wake formulation to spatially

3.1.5. Strut parasitic drag model
The design of VAWTs normally employ struts to connect the
blades to the central tower and improve the rotor's stiffness.
However, these struts introduce undesired parasitic drag which
creates a resistant torque and reduces the VAWT's aerodynamic
efﬁciency. This strut resistant torque (QS) is composed of the strut
proﬁle drag and the interference drag created at the blade-strut
connection [58]. The strut drag model is based on the empirical
relations for drag on a streamlined strut section derived by Hoerner
[52]. The strut member is discretised into a ﬁnite number of elements where the elemental drag force is computed for each strut
element as illustrated in Fig. 7. It is assumed that each strut rotates
at small angles of attack (i.e. zero-lift drag coefﬁcient) relative to the
localised incident ﬂow. The strut proﬁle drag coefﬁcient (CDs ) for a
speciﬁc Reynolds number is computed using a blending function
for laminar and turbulent ﬂows [58]. The average parasitic torque
produced by the VAWT's struts (QS) is determined by:
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was found to give an inadequate resolution of the normal force
coefﬁcient at its maximum and minimum peaks as shown in Fig. 8.
While, it is observed for an azimuthal step of dq ¼ 3 gave a more
deﬁned resolution than a step of dq ¼ 5 with a small increase in
computational time. Since, there was no signiﬁcant solution difference between dq ¼ 3 and dq ¼ 1, while there is a increase in the
computational cost by almost three times, an azimuthal increment
of dq ¼ 3 was used for all LOM computations.
3.2. CFD solver

Fig. 7. Computation of strut resistant torque.

00
N Ns rcs BB
QS ¼ b
@@
4p

Z2p ZR
0

DT =2

1 0
11
Z2p
rs CDs W 2
C
C
dr dqA þ @RCDj cs
W 2 dqAA
cos g
0

(25)
where Ns is the number of struts per VAWT blade, cs is the strut
chord length, rs is the radius from the VAWT axis to the local strut
element and g is the strut angle relative to the horizontal plane. The
last term in Eq. (25) accounts for the interference drag created at
the junction of the blade and strut. The interference drag coefﬁcient
(CDj ) is calculated using the empirical expression Eq. (26) for the Tjunction of two airfoils by Hoerner [52]. The negative component in
Eq. (26) accounts for the reduced dynamic pressure within the
boundary layers of the strut and blade.

CDj

!
 2
 2
t
t
¼
 0:05
17
c
c

(26)

Using perturbation theory [59], the overall torque generated by
a VAWT can be expressed as follows:

Q ¼ QB þ QS þ QI

(27)

The last term in Eq. (27) considers the complex aerodynamic
interactions among the blades, struts and tower. This is a higherorder term and is considerably less than the ﬁrst-order terms
[60]. Therefore, Eq. (27) can be represented as:

Q zQB þ QS

(28)

3.1.6. LOM sensitivity analysis
A sensitivity analysis was conducted to analyse the effect of the
azimuthal angle-step size utilised in the LOM as displayed in Fig. 8.
An iterative convergence tolerance of 105 was employed and a
periodic solution was achieved after three turbine revolutions. Four
different azimuthal step sizes were investigated namely
dq ¼ 10 ,5 ,3 and 1. The highest angular increment of dq ¼ 10

3.2.1. Methodology
The software ANSYS® Fluent® 16.0 is utilised to solve the unsteady Reynolds-Averaged Navier-Stokes (U-RANS) equations in
their 2D form of the SNL 17-m VAWT as outlined in Section 2.2. The
2D CFD model is suitable here as the region at the VAWT midspan is
characterised by a predominately 2D ﬂow regime with negligible
impact from 3D ﬂow effects (i.e. blade tip vortices and downwash)
[9,61,62]. As emphasised by Balduzzi et al. [24], the ﬂow streamlines at this region are contained in a plane which is orthogonal to
the turbine's vertical axis. Furthermore, 2D and 3D simulations by
Spentzos et al. [63] of a wing undergoing dynamic stall demonstrated that the ﬂuid dynamics by both simulations are very similar
for the wing midspan due to its isolation from the ﬂow disturbances at the wing tip.
In previous work [13], a 2D approach to numerically model the
unsteady aerodynamics of a large-scale VAWT blade at high Reynolds numbers is outlined and its simulation methodology is
adopted in this study. The aforementioned investigation extensively examined the most optimum CFD modeling approach by a
series of sensitivity analyses and the validity of this method was
assessed with wind tunnel experimental data. In particular, it was
demonstrated the Spalart-Allmaras (S-A) turbulence model gave a
representation of the VAWT dynamic stall event very similar to the
more complex ku SST model, but with a 80% reduction in the
simulation time needed [13]. Therefore, the S-A turbulence model
is used in this study, as it has been demonstrated to provide the
most desirable compromise between model ﬁdelity and computational requirement. Furthermore, Bachant and Wosnik [25]
showed the S-A model had better agreement with VAWT performance measurements compared to the ku SST model. Table 3
provides an overview of the employed CFD simulation
methodology.
3.2.2. Computational domain
Fig. 9 shows a schematic of the computational domain where
the VAWT is situated at its origin. A uniform air velocity inlet
condition is imposed on the left side of the domain. The velocity
magnitude is varied to simulate the rotor's performance at different
TSRs.
The SNL 17-m VAWT was located at a high altitude (1660 m)
open ﬁeld test facility with the air properties listed in Table 4 [32].
To replicate the experimental measurements, these air properties
are deﬁned within the CFD model and also the LOM.
A pressure outlet condition is implemented on the right-hand
side of the domain as shown in Fig. 9. A no-slip condition is speciﬁed on both of the VAWT's blades and also its tower. The VAWT at
its midspan has a diameter (D) of 16.73 m and a tower diameter (DT)
of 0.984 m [42]. An O-grid type topology is utilised and has a
maximum outer dimension of 16D. It was determined from a
domain size sensitivity study that this dimension was sufﬁciently
far from the turbine to allow full wake development and avoid
spurious blockage/reﬂection effects [65].
The domain is divided into two primary sub-domains, which
consist of a stationary (Fig. 10a) and a rotating (Fig. 10b) sub-
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Fig. 8. LOM step size sensitivity showing the blade normal force coefﬁcient at the VAWT mid-span.

Table 3
CFD simulation methodology.
Solver type
Turbulence model
Cell gradients
Pressure
Convective terms
Time-marching

Pressure-based with coupled method
Spalart-Allmaras
Green-Gauss node based
Second-order interpolation
Third-order MUSCL
Bounded second-order implicit

each of the blades, a control region is strategically placed to allow
precise spatial management over the grid elements in proximity to
the blade's surface as shown in Fig. 10c. The grid is highly reﬁned in
these regions surrounding both of the blades to resolve the complex vortical ﬂow features developed at low TSRs [67]. The grid
requirements were deﬁned based on the ﬁndings of a previous grid
independence study reported in Ref. [13] denoted as “Reference
grid” in Fig. 11 and are detailed in Table 5.
To examine the grid independence of the CFD results, the grid
density was increased by a grid reﬁnement factor of 2 with respect
to the reference grid [41]. Fig. 11 shows the effect of the mesh
reﬁnement on the VAWT instantaneous torque coefﬁcient (CQz).
The instantaneous torque coefﬁcient (Eq. (29)) is expressed here in
terms of the torque Qz per blade unit length [24].

CQz ¼ 1

Qz

2 2
2 rV∞ c

Fig. 9. Computational domain schematic.

Table 4
Measured air properties at the SNL VAWT test facility [32,64].
Density [kg m3]
Temperature [K]
Kinematic viscosity [m2 s1]

1.00
288.75
1.60  105

domain. The rotating sub-domain contains the turbine and is
separated into ﬁve zones which are joined by means of nonconformal interfaces. This sub-domain rotates at the experimental value of 38.7 RPM which includes the rotating tower. The
stationary and rotating sub-domains are implicitly coupled by
sliding interfaces to permit mesh motion. The rotating sub-domain
employs a hybrid grid and is primarily composed of structured
quadrilateral elements to minimise false diffusion and also to
provide better computational efﬁciency [66]. In the areas close to

(29)

A difference of 0.61% in the mean torque from the two grids was
determined and a coefﬁcient of determination of 98.6% between
the two torques proﬁles was found. In consideration of this small
change in the VAWT torque coefﬁcient, while there was a substantial increase in computational time, the reference grid was
employed for the simulations used in this study.
Two important grid quality metrics are the element skewness
and the aspect ratio. A skewness value of 0 represents a prefect
element while it is recommended element skewness should not be
greater than 0.85 [68]. Fig. 12a shows that the grid skewness is well
below this maximum skewness threshold. Element aspect ratios
close to 1 are desirable and must be less than 10 [68]. Furthermore,
aspect ratios up to 100 are acceptable to resolve the boundary layer
where transverse velocity gradients are weak [69] (see Fig. 12b).
The airfoil boundary layer was resolved to the viscous-affected sublayer region using structured quadrilateral elements concentrated
on the airfoil's surface by ensuring that the ﬁrst computational grid
node satisﬁed the condition of yþz1 for all TSRs [70]. The average
and maximum yþ values were monitored on the airfoil surface
during the VAWT revolution. Fig. 13 reports these values at l ¼ 2.20,
where the most unsteady ﬂow behaviour occurs. Upon examination of Fig. 13, it is noted the prescribed limit was satisﬁed to ensure
suitable spatial discretisation normal to the airfoil surface. The total
grid size is approximately 830  103 elements and Table 6 provides
the grid element details for each zone within the computational
domain. The reference column in Table 6 corresponds to the regions
displayed in Fig. 9.
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Fig. 10. Details of the computational grid.

Fig. 11. Impact of mesh reﬁnement on reference grid instantaneous torque coefﬁcient (l ¼ 2.20).

The study Ref. [13] demonstrated that a non-dimensional time
step of t ¼ 0.005 is sufﬁcient to resolve the highly complex vortex
shedding ﬂow phenomena experienced during dynamic stall.
Moreover, this time step value contains the Courant number (Co) to

the recommended limits set for implicit temporal discretisation
schemes (i.e. Co < 10) [17,67]. Once the Courant number requirement is satisﬁed it ensures insigniﬁcant temporal discretisation
error in the solution [41]. The discrete time step value (Dt) is
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Table 5
Reference grid requirements for blade region [13].
Number of boundary layer quadrilateral element layers
Number of nodes on blade proﬁle
Growth rate of boundary layer quadrilateral elements
Growth rate of local triangular elements
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Table 6
Grid zone element details.
45
2800
1.150
1.047

Reference

Zone

Quantity

Element Type

Elements

A
B
C
D

Outer
Median
Control
Inner

1
2
2
1

Quadrilateral
Quadrilateral
Quadrilateral/triangular
Quadrilateral

30212
7316
380521
25256

computed by Eq. (30):

Dt ¼

tc
Wmax

(30)

where Wmax is the maximum relative velocity for a certain operating TSR and is calculated by the expression Eq. (31):

Wmax ¼ V∞ ðl þ 1Þ

(31)

Table 7 details the time step values used for each TSR simulated.
The average and maximum Courant number values were monitored on the airfoil surface during the VAWT revolution. Fig. 14
reports these values at l ¼ 2.20. An examination of Fig. 14, shows
the prescribed limit was satisﬁed to ensure adequate temporal
discretisation during the solution as Co < 10.
Time step convergence was achieved when all the solution residuals reduced below 105 with a maximum of 30 iterations per
time step [17]. At each time step, the total turbine torque generated
was computed and a periodic solution was attained when the mean
torque between two consecutive turbine rotations became less
than 0.1% [67] as exhibited in Fig. 15. Simulations were performed
in parallel across 2 dual socket Intel Xeon E5-2695 v2 Ivy Bridge

processors with 64 GB of RAM on a SGI ICE X system at the Irish
Center for High End Computing (ICHEC). Each processor had a clock
speed of 2.40 GHz with 12 individual cores and were interconnected via FDR InﬁniBand. It was found that the CFD model's
computational time was highly dependent on the VAWT TSR value.
The computational run times varied between a minimum of 40 h to
a maximum of 75 h.
3.2.3. Turbulence intensity at the SNL test facility
Turbulence intensity (TI) is a measure of the wind turbulence
and also the wind's tendency to alter its velocity [71]. The turbulence intensity is expressed in Eq. (32)

TI ¼

sv
v

(32)

where sn is the standard deviation of the wind speed for a time
period and v is the mean wind speed for the same period. Akins [64]
measured the freestream wind turbulence intensity at the SNL test
facility and was found to vary between 16% and 25% at the VAWT
midspan. This location coincides with the position where the

Fig. 12. Grid quality metrics (a) skewness (b) aspect ratio.

Fig. 13. Maximum and average yþ values on blade surface over one VAWT revolution (l ¼ 2.20).
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Table 7
CFD simulation settings for each TSR.

l

Wmax [m s1]

dq [ ] (102)

Dt [s] (105)

T/Dt

2.20
2.33
2.49
2.66
2.86
3.09
3.70
4.60

49.302
48.442
47.508
46.638
45.747
44.865
43.056
41.264

1.436
1.462
1.491
1.519
1.548
1.579
1.645
1.716

6.186
6.296
6.420
6.540
6.667
6.798
7.084
7.391

25061
24624
24149
23707
23254
22806
21886
20975

pressure transducers were mounted on the one of the VAWT's
blades [34]. These turbulence levels can be categorised as a high
turbulence intensity (TI > 15%) [71]. Three CFD simulations were
conducted to study the effect of this turbulence intensity variation
on the SNL VAWT's performance at l ¼ 2.20. These simulations
were performed with inlet turbulence intensities of TI ¼ 16%, 20.5%
and 25% which correspond to the minimum, median and maximum
range values measured, respectively [64]. Fig. 16 shows the effect of
the varied turbulence intensity on the VAWT instantaneous torque
coefﬁcient.
Fig. 16 demonstrates that increasing the freestream turbulence
intensity reduces the torque coefﬁcient at most azimuthal angles,
however there is a slight improvement in performance at the upwind region 93.9 <q < 118.4 and similarly during the downwind
region 274.8 <q < 298.5 . The maximum torque coefﬁcient is achieved at TI ¼ 16% for the both the upwind and downwind regions
respective peaks in Fig. 16. Table 8 reports the mean torque coefﬁcient for each investigated freestream turbulence intensity value.
There is a 2.72% decrease in the mean torque coefﬁcient when the
freestream turbulence intensity was increased from 16% to 25%.
This agrees with the results by Hand et al. [13] and Paraschivoiu
[35] who found the maximum blade tangential coefﬁcient
decreased as the freestream turbulence intensity was increased.
This sensitivity analysis determined that the variation in the freestream turbulence intensity (TI ¼ 16e25%) has a small inﬂuence on
the VAWT's performance. Subsequently, all CFD computations
employed the median turbulence intensity value of 20.5%.

4. Model comparsion
The VAWT's aerodynamic forces were simulated using the LOM
and CFD model for eight TSRs (2.2 / 4.6) that were investigated by
the SNL 17-m VAWT [34]. Fig. 17 shows the comparison of the

tangential and normal force coefﬁcients for four of these TSRs,
namely, l ¼ 2.20, 2.49, 3.09, and 3.70. Furthermore, the predictions
using a double multiple streamtube (DMS) model by Dyachuk [72]
are included in this comparison. The DMS model was developed by
Paraschivoiu [35] and a B-L dynamic stall model was incorporated
[72]. In general, it is observed that the numerical predictions by the
methods show a similar qualitative nature with the experimental
data.
Notably, at the lowest TSR (i.e. l ¼ 2.20) the inﬂuence of dynamic stall is clearly apparent due to the highly non-linear regions
in the generated force coefﬁcients as shown in Fig. 17a and b.
Although, it is observed in the normal force coefﬁcient measurements at l ¼ 2.20 (Fig. 17a) there is a sudden drop at 210 <q < 255 .
It was speculated by Akins [34] that this occurrence was the result
of the instrumented blade interacting with a vortex region produced by the preceding blade. This decrease in the normal force
coefﬁcient is not predicted by the models in Fig. 17a. The CFD model
does show a highly non-linear response at 110 <q < 150 in Fig. 17a
which indicates the presence of a dynamic stall vortex being shed
from the upwind blade. In Fig. 18, the CFD ﬂow ﬁeld visualisation
shows the vortex shedding at this azimuthal range, but it is
apparent that this shed vortex region is transported downwind into
the turbine wake before the blade is able to interact with this ﬂow
disturbance. Signiﬁcantly, as the TSR increases the agreement between the LOM and CFD model with normal force experiments
measurements improves greatly (Fig. 17e and g). In contrast, it is
observed that the DMS model shows a larger deviation from the
experimental measurements compared to the LOM and the CFD
model for Fig. 17e and g. At l ¼ 3.09 and l ¼ 3.70 shown in Fig. 17e
and g respectively, there is an excellent agreement between the
LOM and CFD model predictions with the experimental measurements albeit due to the more steady nature of the VAWT's
aerodynamics.
The CFD model and the LOM predict the two deﬁned peaks in
the blade tangential force coefﬁcients for the upwind and downwind regions as shown in Fig. 17. In comparison, the DMS model
does not exhibit a deﬁned peak in the blade tangential force during
the downwind zone. At the low TSRs, the CFD model over-predicts
the tangential force coefﬁcient for the upwind zone. While, at the
downwind side the CFD model shows a better agreement with the
measurements whereby this overestimation is reduced as shown
clearly in Fig. 17d. In particular at l ¼ 2.20, the maximum tangential
force coefﬁcient is predicted later by the CFD model compared to
the LOM and the experimental measurements. In Fig. 17b, the CFD
model predicts the maximum tangential coefﬁcient at q ¼ 86.5
which is later than the LOM prediction of q ¼ 69.2 , while the

Fig. 14. Maximum and average Courant number values on blade surface over one VAWT revolution (l ¼ 2.20).
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Fig. 15. Periodic convergence of the VAWT torque coefﬁcient (l ¼ 2.20).

Fig. 16. The effect of varied freestream turbulence intensity on the VAWT's instantaneous torque coefﬁcient (l ¼ 2.20).

Table 8
Mean torque coefﬁcient for varied turbulence intensities at the SNL test
facility (l ¼ 2.20).
Freestream turbulence intensity

Mean CQz

16.0%
20.5%
25.0%

21.255
21.064
20.678

measured tangential coefﬁcient value corresponds to q ¼ 63 . This
maximum tangential force coefﬁcient indicates the onset of blade
dynamic stall [73] in Fig. 17b. The simulated development of the
near blade ﬂow ﬁeld is depicted in Fig. 19 for one VAWT revolution
with an azimuthal increment of Dq ¼ 30 . It can be observed the
ﬂow is highly separated on the blade's suction side between q ¼ 90
and q ¼ 150 as displayed in Fig. 19d to f. This is testiﬁed by the
dramatic reduction in the CFD tangential force coefﬁcient between
86.5 <q < 112.9 in Fig. 17b, which indicates a rapid increase in the
blade's drag due to dynamic stall. During the VAWT downwind
region shown in Fig. 19g to l, the blade does not experience dynamic
stall but there is still a large trailing edge separation region present
particularly between 240 <q < 270 . It is apparent the CFD model
overpredicts the peak tangential force coefﬁcient during the upwind region due to a prolonged period of vortex lift prior to the
commencement of the vortex shedding process.
At l ¼ 3.70 (i.e. Fig. 17h), the qualitative nature of the tangential
force coefﬁcient curve is predicted similarly by CFD model and the
LOM, but the predicted tangential force coefﬁcients are lower than
the experimentally measured values. The DMS model appears to
shows an azimuthal increment offset in comparison to the CFD and

LOM in Fig. 17h. It must he noted that the experimental pressure
transducers do not account for the blade viscous drag component
and therefore it is expected the tangential force experimental
measurements to be moderately higher than the actual forces. It is
important to highlight the experimental measurements of the
tangential force component do not become null near q ¼ 180 ,
where the blade approaches the downwind zone and its angle of
attack subsequently becomes zero. This has been reported by Akins
[34] to be a localised error in the pressure measurements recorded
at this azimuthal region and is observed at all the recorded turbine
functioning regimes. A similar observation is made by Dyachuk [72]
and also by Orlandi et al. [9]; therefore the model predictions
should not be considered incorrect within this region. Furthermore,
it is also worth mentioning that the VAWT blade tangential force
coefﬁcients are generally an order of magnitude lower than the
normal force coefﬁcients and do pose challenges in obtaining
reliable measurements as emphasised by Strickland et al. [74]. In
particular, the recorded tangential force coefﬁcient value has a high
dependence on the single pressure transducer located at the
instrumented blade's leading edge utilised in this experiment (refer
to Fig. 4).
To provide a comprehensive insight into the predictive capability of the models, a quantitative comparison was conducted.
Fig. 20a and Fig. 20b shows the computed normalized mean absolute error, (NMAE) Eq. (33) for the normal and tangential force
coefﬁcients, respectively.

NMAE ¼

MAE
maxi ðoi Þ  mini ðoi Þ

(33)
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Fig. 17. Predicted normal and tangential force coefﬁcients with experimental measurements.

Pn
MAE ¼

i¼1 jpi

n

 oi j

(34)

where pi and oi are the observed value and the measured value at a
period i, respectively. While, n is the number of experimental
measurements taken during one VAWT revolution at each respective TSR.
Firstly, examining the normal force component in Fig. 20a shows
similar NMAE values for the models at the low TSRs (2.20 / 2.66).

As the TSR is increased the DMS model shows a larger deviation
compared with the CFD model and the LOM. In particular at
l ¼ 4.60, the DMS model NMAE value in Fig. 20a is more than
double the CFD model and the LOM NMAE value. The LOM and CFD
model show a similar trend for the NMAE values over the simulated
TSRs in Fig. 20a. Fig. 20b displays the NMAE values for the
tangential force component for the three models. It can be observed
that the CFD model and LOM again show a similar trend for the
NMAE values. The DMS model results are in close association with
the LOM and CFD model NMAE values. An advantage of the CFD
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Fig. 18. Normalized SNL VAWT velocity ﬂow ﬁeld with respect to the freestream velocity for (A) l ¼ 2.20 and (B) l ¼ 4.60.
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Fig. 19. Normalized velocity contour plots (with respect to the freestream (V/V∞)) showing the SNL VAWT blade at various azimuthal positions during one rotation (l ¼ 2.20).

model is its inherent capability to model the full wake effects
produced by the VAWT's geometrical features such as its tower.
4.1. Tower wake effects
The VAWT's rotating tower produces an asymmetrical wake
n vortex
where the Magnus effect is visible in Fig. 18. A von K
arma

Fig. 20. The NMAE for the model predicted airfoil (a) normal (b) tangential force
coefﬁcients.

street is observed with vortices periodically alternating from left to
right behind the tower and being shed into the VAWT's downwind
zone. In the research of rotating cylinders, a dimensionless spin
ratio (a ¼ VV∞q ) is utilised to characterise this ﬂow instability, where
Vq is the tower's circumferential velocity [75]. Fig. 18 chronologically shows the VAWT's velocity ﬂow ﬁeld at two TSRs, namely
l ¼ 2.20 and l ¼ 4.60. The velocity results are normalized with
respect to the freestream velocity, i.e. (V/V∞). As the TSR is
increased, the tower's wake becomes signiﬁcantly more skewed.
Consequently, at high TSRs the tower's wake is inﬂuential over a
wider range of downwind azimuthal angles as it expands rapidly
downstream. Fig. 21 shows the inﬂuence of the tower wake velocity
on the VAWT blade located directly downwind, or in other words
positioned at q ¼ 270 by the CFD model.
Karabelas et al. [75] highlights that cylindrical drag increases
with the spin ratio and subsequently creates this high wake
skewness. This effect appears on the predicted blade force coefﬁcients as an intense ripple shown clearly in Fig. 17f at q ¼ 290 by
the CFD model. However, this ripple does not manifest itself in the
experimental force measurements and a similar observation was
made from the 2D CFD simulations by Bianchini et al. [76].
Furthermore, Lam and Peng [19] indicate that the 2D CFD model
ampliﬁes the velocity deﬁcit in the wake of the tower.
Fig. 22 shows a comparison of the LOM simulations with and
without the tower present and the CFD results are also included. At
l ¼ 2.20 (Fig. 22a), a decrease in the normal force coefﬁcient due to
the tower wake is predicted by the CFD model at q ¼ 281. While at
l ¼ 4.60 (Fig. 22b) the decrease in the normal force coefﬁcient due
to the tower predicted by the CFD model has shifted to q ¼ 304 . On
the other hand, the LOM assumes a symmetrical wake development behind the tower, with a maximum velocity deﬁcit ﬁxed at
q ¼ 270 which can be seen to be a reasonable approximation at low
TSRs due to the low degree of wake skewness. However, at higher
TSRs this assumption can give a misrepresentation to the tower
wake effective region, but nonetheless it provides a reasonably
similar force decrement with respect to the CFD model. Overall, it
can be observed that the impact of the tower wake is small on the
VAWT blade normal and tangential force components.
4.2. 3D aerodynamic effects
To assess the impact of 3D aerodynamic effects on modelling the
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VAWT's efﬁciency, the VAWT 850 power measurements [38] are
utilised here as described earlier in Section 2.3. The power coefﬁcient (Cp) is expressed in Eq. (35), where A is the VAWT swept area.

UQ
3
r
2 V∞ A

Cp ¼ 1

(35)

The LOM has been employed in its 2D form and also with the
inclusion of 3D aerodynamic effects, namely its struts and ﬁnite
blade effects (i.e. 3D form). As expected, at the low TSRs (l < 3) the
impact of the VAWT's 3D aerodynamic effects is relatively small as
shown by the difference between the 2D and 3D LOM predictions in
Fig. 23. At these low TSRs the LOM shows good agreement with the
experimental measurements where unsteady dynamic stall effects
are dominant. Signiﬁcantly, as the VAWT TSR increases, the difference between the 2D and 3D LOM prediction grows accordingly
where 3D parasitic drag losses prevail. The VAWT's maximum power coefﬁcient (Cp ¼ 0.308) is well predicted by the 2D LOM
although there is a small under-prediction by the 3D LOM. In the
performance region 3.58<l < 5.13 the 2D LOM shows a considerably higher Cp value than the measurements, while there is a better
agreement by the 3D LOM with the consideration of the secondary
and 3D aerodynamic effects.
The 2D CFD methodology described in Section 3.2 is employed
here to predict the VAWT's aerodynamic efﬁciency and is displayed
in Fig. 23. This 2D CFD model represents the aerodynamic performance at the midspan plane of the VAWT 850 and its computational grid is shown in Fig. 24. The tower of the VAWT 850 is ﬁxed
and is deﬁned as a stationary zone within the CFD model. The
instantaneous power coefﬁcient for a single blade and for the
complete VAWT at various TSRs is depicted in Fig. 25a and Fig. 25b,
respectively. The 2D CFD model predicts the shape of the VAWT's
experimental power coefﬁcient curve in Fig. 23, but overestimates
considerably the VAWT efﬁciency at all the simulated TSRs. This
over-prediction is created by the incapability of the 2D CFD model
to capture the blade tip vortices and also the parasitic drag from the
struts [77]. In other words, the 2D CFD model excludes the 3D
VAWT effects which are important to predict reliably the VAWT's
aerodynamic efﬁciency [17].
Notably, between 4.67<l < 5.13 in Fig. 23, there is a sharp drop
in the experimental power coefﬁcient from 0.253 to 0.109. This
decrease in the VAWT's efﬁciency appears inconsistent in relation
to the other experimental data points and is subsequently overpredicted by the 3D LOM as it simulates an ideal condition. It is
important to highlight the VAWT is very sensitive to drag losses at

Fig. 22. Comparison of CFD and LOM simulations with & without the tower model at
(a) l ¼ 2.20 and (b) l ¼ 4.60.

these high TSRs [15]. Overall, the prediction by the 3D LOM is
observed to have the best agreement with the experimental measurements with discrepancies possibly being created by the stochastic nature of the freestream wind and intricate VAWT
geometrical features not considered in the 3D LOM.
It is important to highlight that there is no noteworthy increase
in the LOM's CPU run time by incorporating the 3D aerodynamic
effects. The VAWT's characteristic performance curve can be
computed on a desktop computer in a matter of minutes which
reﬂects the computational efﬁciency of the 3D LOM. This low
computational run time permits the utilisation of a small tip-speed
ratio increment value (Dl) to generate the characteristic performance curve and negates the need for interpolation between the

Fig. 21. Inﬂuence of the tower wake velocity on downwind blade (q ¼ 270 ) for (a) l ¼ 2.20 and (b) l ¼ 4.60 (Velocity is normalized with respect to the freestream velocity).
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Fig. 23. Predicted power coefﬁcient using the 2D CFD model and the LOM (both 2D &
3D) with experimental data from the VAWT 850.

computed Cp(l) data points. In comparison, each converged 2D CFD
simulation is represented as a single operating TSR value in Fig. 23
and does require a large Dl value to produce the performance curve
in order to minimise the overall computational resources needed.
After, either linear or polynomial interpolation is employed between the computed CFD data points. This has implications in
VAWT design parameter studies, as the maximum power coefﬁcient Cpmax and the corresponding optimum TSR lopt are not known
a priori. Therefore, it is desirable that the entire performance curve
is simulated initially and the lopt point is deﬁned afterwards.
Moreover, the reliable prediction of the Cpmax and the corresponding
lopt is imperative in the design of variable-speed VAWTs, as the
VAWT will predominately function at this optimal operating
regime [78].

5. Conclusions
A low-cost model for the aerodynamic design of large-scale
offshore VAWTs has been presented and validated with 2D and
3D experimental measurements.
Firstly, a 2D analysis compared the predictions from a LOM and a
higher-order CFD model with the azimuthal blade force measurements from the SNL 17-m VAWT experiment. The SNL VAWT blade
force measurements consisted of the normal and tangential components. It was shown the CFD model and LOM attained similar
predictions for the blade normal force coefﬁcients at the simulated
TSRs. In particular, the CFD model and the LOM showed excellent
agreement with the normal force measurements at the moderate to
high TSR range (i.e. 3.09l  4.60). A DMS model from the open

Fig. 25. 2D CFD model computation of the (a) single blade instantaneous power coefﬁcient (b) total VAWT instantaneous power coefﬁcient.

literature was examined and showed higher deviations compared
to the CFD model and LOM for the blade normal forces in the
aforementioned TSR range. The LOM and CFD model predictions
were also compared with the SNL VAWT tangential blade force
measurements. From an qualitative analysis, it was showed the
LOM and the CFD model predicted the occurrence of the upwind
and downwind peaks in the blade tangential force coefﬁcient. It
was noted the CFD model predicted the onset of dynamic stall later
compared to the LOM and the experimental measurements. Subsequently, the CFD model upwind maximum tangential coefﬁcient
was larger than the experimental measurements when dynamic
stall occurred. A qualitative analysis of the VAWT blade ﬂowﬁeld
during one rotation identiﬁed this increase in the tangential force

Fig. 24. Details of the midspan VAWT 850 2D CFD computational grid (a) rotating blades and stationary tower (b) NACA 0018 blade proﬁle grid (c) blade leading edge grid.
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was due to a prolonged period of vortex lift prior to the blade ﬂow
becoming completely separated due to dynamic stall. Above all, it
was demonstrated the developed LOM had good association with
the higher-order CFD model and with experimental measurements
also. This ﬁnding highlights that the LOM can be used to simulate
different VAWT design scenarios and obtain accurate details with
regard to the optimum operating aerodynamic efﬁciency. The 2D
rm
CFD results did show the presence of a von Ka
an vortex street
wake formation behind the VAWT's rotating tower. It is interesting
to note, that the tower wake becomes increasingly skewed as the
TSR is increased and its wake expands more swiftly downwind
compared to the lower TSRs.
The LOM's ability to model the VAWT's 3D aerodynamic effects
was investigated and shown to have good agreement with VAWT
performance data. The 2D CFD model was able to predict the shape
of the VAWT's characteristic performance curve. However, the 2D
CFD model overestimates the power coefﬁcient at each TSR, as the
induced drag from the blade tip vortices and parasitic drag from the
struts are not incorporated. Furthermore, it is substantially more
computational expensive to produce the VAWT performance curve
using the CFD model compared to the LOM. For VAWT design analysts in the conceptual design stage, it is recommended the 3D
LOM is necessary to correctly predict turbine efﬁciency and in
particular at high TSRs (l > 4) where drag losses are signiﬁcant.
Additionally, due to the high computational times demanded by 3D
CFD models and where numerous design solutions may need
consideration it is recommended also that the 3D LOM presented
here is a suitable engineering model choice as it can expedite the
turbine design process.
The LOM can deliver results with sufﬁcient accuracy for initial
analysis from a large number of potential designs quickly in the
early design stage, while not requiring severe computational resources and making it a valuable tool for the analysis of multimegawatt offshore VAWTs. The level of user experience required
for utilising the LOM is considerably lower than using some commercial CFD codes, especially as the meticulous discretisation of the
turbine's ﬂuid domain is not required. In the latter design stages
where more detailed information is needed about the ﬂow ﬂuctuation through the turbine a 3D CFD model can be utilised especially for analysing spanwise ﬂow and for detailed design
circumstances only. This methodology leads to an overall reduction
in resources needed and more efﬁcient design process for this
application.
Naturally, the LOM has modeling limitations which originate
primarily from its dependence on airfoil experimental data and
empirically derived parameters. To provide an accurate representation of the VAWT's performance reliable pre-conditioned static
airfoil aerodynamic data must be provided initially. For the range of
Reynolds numbers developed by a large-scale VAWT there is
limited wind tunnel data available for common VAWT airfoils. The
modiﬁed B-L dynamic stall model by Sheng et al. [56] has shown to
be suitable for the simulation of unsteady effects but however a
limitation of using this model is the number of empirical-based
airfoil constants to be inputted into the LOM. These empirical parameters currently exist only for a number of well-known airfoils
extracted experimentally by Sheng et al. Therefore, to overcome
restrictions in the analysis of new tailored VAWT airfoils further
empirical parameters need to be obtained accordingly at the relevant Reynolds numbers. Future work will concentrate on obtaining
these airfoil parameters to allow the design and performance
evaluation of new offshore VAWT aerodynamic design concepts.
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Nomenclature

Acronyms
2D
3D
B-L
CFD
DMS
HAWT
LOM
MAE
MUSCL
NACA
NMAE
NRC
RPM
SNL
TI
TSR
U-RANS
VAWT

two-dimensional
three-dimensional
Beddoes-Leishman
computational ﬂuid dynamics
double multiple streamtube
horizontal axis wind turbine
low-order model
mean absolute error
monotone upstream-centred scheme for conservation
laws
National Advisory Committee for Aeronautics
normalized mean absolute error
National Research Council Canada
revolutions per minute
Sandia National Laboratories
turbulence intensity
tip-speed ratio
unsteady Reynolds-Averaged Navier-Stokes
vertical axis wind turbine

Greek symbols
angle of attack [rad]
angle of attack in rectilinear ﬂow [rad]
corrected angle of attack for ﬂow curvature [rad]
effective angle of attack [rad]
equivalent angle of attack [rad]
ﬂow curvature incidence correction [rad]
induced angle of attack due to downwash [rad]
angle of attack at the blade leading edge [rad]
angle of attack at the blade trailing edge [rad]
preset blade pitch angle [rad]
strut angle relative to the horizontal plane [rad]
time step size [s]
azimuthal step increment [deg]
tip-speed ratio increment
recovery factor for viscosity effect
azimuthal angle [deg]
tip-speed ratio
optimum tip-speed ratio
non-dimensional turbine radius
kinematic viscosity [m2 s1]
density [kg m3]
standard deviation
non-dimensional time step size
angle between the blade normal and the horizontal
plane [rad]
j
angle of attack difference between the leading and
trailing edge [rad]
U
angular velocity [rad s1]

a
a0
ac
ae
aE
afc
ai
ale
ate
b
g
Dt
Dq
Dl
h
q
l
lopt
m
n
r
s
t
f

Latin symbols
a
dimensionless spin ratio
A
swept area [m2]
AR
aspect ratio
c
chord [m]
cs
strut chord [m]
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CL
Cl
CD
Cd
Cd0
CDcyl
CDj
CDs
CN
CNC
f
CN
CNI
CNv
CNa
Cp
Cpmax
CQ
CT
Co
D
DT
E0
e
FN
FT
00
f
H
k1,k2
Ma
n
Nb
Ns
o
p
Q
QB
QS
Qz
r
rs
R
Re
Reavg
S
t
T
V∞
Va
Ve
Vq
W
W0
Wmax
X,Y,Z
yþ
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ﬁnite lift coefﬁcient
inﬁnite lift coefﬁcient
ﬁnite drag coefﬁcient
inﬁnite drag coefﬁcient
zero-lift drag coefﬁcient
cylinder drag coefﬁcient
interference drag coefﬁcient
strut proﬁle drag coefﬁcient
normal coefﬁcient
circulatory normal coefﬁcient
trailing edge normal coefﬁcient
impulsive normal coefﬁcient
vortex induced normal coefﬁcient
normal coefﬁcient slope
power coefﬁcient
maximum power coefﬁcient
torque coefﬁcient
tangential coefﬁcient
Courant number
diameter [m]
tower diameter [m]
tangential coefﬁcient constant
blade span efﬁciency factor
normal force [N]
tangential force [N]
delayed ﬂow separation point
height [m]
tower wake empirical constants
Mach number
number of measurements
number of blades
number of struts per blade
observed value
predicted value
average torque [Nm]
average torque produced by blades [Nm]
average torque produced by struts [Nm]
torque per blade unit length [Nm]
radius from turbine axis to local blade element [m]
radius from turbine axis to local strut element [m]
turbine radius at midspan [m]
Reynolds number
average Reynolds number
blade planform area [m2]
time [s]
time period [s]
freestream velocity [m s1]
induced velocity [m s1]
upwind wake velocity [m s1]
tower tangential velocity [m s1]
relative ﬂow velocity [m s1]
relative ﬂow velocity appearing in rectilinear ﬂow
[m s1]
maximum relative velocity [m s1]
deﬁciency functions for equivalent angle of attack
dimensionless wall distance
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Multi-megawatt ﬂoating vertical axis wind turbines (VAWTs) are a promising solution to exploit offshore
wind energy resources in deep water sites. At this large-scale, the VAWT’s blades will operate at high
Reynolds numbers and encounter dynamic stall at low tip-speed ratios. In particular, the selection of an
accurate turbulence modeling approach is still a challenging undertaking in the prediction of transient
blade forces during this complex unsteady event.

Keywords:
Vertical axis wind turbine
Dynamic stall
Reynolds number
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Thick airfoil
Darrieus motion

In the present paper, the performance of Unsteady Reynolds-Averaged Navier–Stokes (U-RANS) and Detached Eddy Simulation (DES) modeling methods are compared in simulating the aerodynamics of an isolated NACA0018 airfoil experiencing Darrieus pitching motion. The U-RANS turbulence models employed
were the Spalart–Allmaras (S-A) model and the k − ω SST model. Investigations were conducted to ensure
satisfactory independency of the solution for both spatial and temporal discretisations, respectively.
A quantitative assessment identiﬁed the S-A model as the most applicable for a VAWT design study
as it showed the most desirable compromise between model ﬁdelity and computational requirement. A
qualitative analysis revealed that the thick VAWT airfoil creates a dynamic stall vortex topology highly
concentrated at the trailing edge region.
Finally, increasing the Reynolds number showed to be beneﬁcial to the airfoil’s aerodynamic performance
as a higher maximum tangential coeﬃcient is attained, owing to the delay in ﬂow separation to much
higher angles of attack.
© 2017 Elsevier Ltd. All rights reserved.

1. Introduction
Offshore wind energy is an important, feasible and viable
source of renewable energy. According to the latest wind energy
industry assessment by the European Wind Energy Association it
has shown that 3,072 offshore wind turbines have been installed
in Europe to date with a cumulative energy generating capacity of
10.89 GW and is projected to increase to 23.5 GW by 2020 [1]. This
expansion however, has been notably impeded by the high cost of
energy (COE) for current horizontal axis wind turbine (HAWT) installations, particularly with their inherent expensive foundations
[2]. Subsequently, among the global wind energy research community there is a growing impetus to develop new large-scale wind
energy conversion technologies that can avoid current water depth
restrictions faced by employing traditional ﬁxed foundation substructures [3]. In particular and chieﬂy, there has been a strong
∗
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renewed interest in the vertical axis wind turbine (VAWT) conﬁguration due to its clear deﬁned attributes for large-scale offshore
ﬂoating conditions and also has the potential to substantially reduce the high capital investments associated with current offshore
wind turbine deployment. The turbine’s fundamental design features such as its insensitivity to wind direction and stable nature
promotes suitability for the dynamic nature of offshore ﬂoating
conditions. Indeed, recent studies have exhibited enhanced performances of offshore VAWTs in skewed ﬂow conditions [4] and positioned in counter-rotating arrays [5]. Furthermore, VAWTs have a
higher range of size scalability than their horizontal counterparts
which can ultimately provide a much lower COE at larger scales
(+10 MW) [6].
Despite the VAWT’s simplistic design philosophy its aerodynamics is very complex and poses numerous challenges to model
accurately. Fig. 1 illustrates a rotating VAWT airfoil with ﬂow velocities around the airfoil and its induced aerodynamic forces.
As the turbine rotates, the airfoil’s angle of attack continuously
changes as a function of its azimuthal position which produces
variable aerodynamic forces and is often referred to as Darrieus
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Nomenclature

NBL

2D
3D
CFD
CFL
COE
CPU
DDES
DES
HAWT
LES
MUSCL

NE
NN
NR
NS
oi
p
pi
p∞
R
R2
Re
t
T
U
U∞
V
W
y

two-dimensional
three-dimensional
computational ﬂuid dynamics
Courant, Friedrichs and Levy criterion
cost of energy
central processing unit
delayed detached eddy simulation
detached eddy simulation
horizontal axis wind turbine
large eddy simulation
monotone upstream-centred scheme for conservation laws
NACA
national advisory committee for aeronautics
NRMSE normalized root-mean square error
N-S
Navier–Stokes
PIV
particle image velocimetry
RANS
Reynolds-Averaged Navier–Stokes
RMSE
root-mean square error
S-A
Spalart–Allmaras
SST
shear stress transport
TEV
trailing edge vortex
TI
turbulence intensity
TSR
tip-speed ratio
UDF
user-deﬁned function
U-RANS unsteady Reynolds-Averaged Navier–Stokes
VAWT
vertical axis wind turbine
Greek symbols
α
angle of attack [deg]
α˙
angular velocity [rad. s−1 ]
αmax
maximum angle of attack [deg]
θ
azimuthal angle increment [deg]
max maximum local grid element size [m]
t
time step [s]
I
grid elemental spacing at interface [m]
ε
turbulence dissipation rate [m2 s−3 ]
θ
azimuthal angle [deg]
λ
tip-speed ratio

scale factor
ρ
density [kg. m−3 ]
τ
non-dimensional time step
ω
speciﬁc turbulence dissipation rate [s−1 ]
angular frequency [rad. s−1 ]
Latin symbols
c
airfoil chord [m]
CL
lift coeﬃcient
CD
drag coeﬃcient
CDES
DES empirical constant
CN
normal coeﬃcient
CM
pitching moment coeﬃcient
Cp
pressure coeﬃcient
CT
tangential coeﬃcient
Co
Courant number
d
DES length scale [m]
d˜
redeﬁned DES length scale [m]
FN
normal force [N]
FT
tangential force [N]
GR
global grid element growth rate
GRBL
boundary layer element growth rate
k
turbulence kinetic energy [m2 s−2 ]
Ma
Mach number

y+

13

number of quadrilateral element layers in boundary
layer grid
number of grid elements
number of nodes on airfoil proﬁle
number of grid elements in the rotating zone
number of grid elements in the stationary zone
observed value
pressure at a point [N m−2 ]
predicted value
freestream pressure [N m−2 ]
turbine radius [m]
coeﬃcient of determination
Reynolds number
time [s]
time period [s]
velocity [m s−1 ]
freestream velocity [m s−1 ]
tangential velocity [m s−1 ]
relative velocity [m s−1 ]
height of the ﬁrst grid element in the boundary
layer [m]
dimensionless wall distance

motion [7]. The magnitude of the angle of attack variation in the
absence of velocity induction through the rotor [8] can be expressed as:
 sin θ 
α = tan−1
(1)
λ + cos θ
Particularly, at low tip-speed ratios (TSR or λ) a VAWT airfoil
experiences dynamic stall due to the continuous change in its effective angle of attack and consequently has a substantial inﬂuence
on the performance of the turbine [9]. Dynamic stall is characterised by the formation of large vortical structures on the lifting surface of the airfoil which initially creates lift augmentation
but consequently results in a sudden loss of lift generation in an
immensely non-linear manner [10]. Extensive experimental studies
have been undertaken to elucidate the factors that inﬂuence this
complicated phenomenon on VAWTs [11–13] as well as using oscillating airfoils [14–16]. These studies have shown that dynamic stall
ﬂow behaviour is primarily dependent on the airfoil shape, amplitude of oscillation, reduced frequency, Reynolds number and the
Mach number. Traditionally, empirical based dynamic stall models
have been coupled with low-order models to predict VAWT dynamic stall characteristics and remain attractive due to their inherent parsimonious nature for preliminary design studies [17,18]. Although, the proliferation in computing power, hardware resources
and versatility of numerical algorithms has enabled the simulation
of dynamic stall using computational ﬂuid dynamics (CFD) which
has the ability to provide a meticulous insight into its spatial and
temporal ﬂow physics [10,19–21].
1.1. Review of existing studies
The numerical simulation of VAWT dynamic stall has received
considerable attention with most studies employing 2D models
due to the excessive computational cost of 3D models [22]. Many
researchers have outlined approaches and recommended guidelines to attain trustworthy CFD simulations of these turbines. Primarily, these works have focused on the crucial aspects such as
the employed numerical formulation, turbulence model, boundary
conditions, and the grid and time step requirements. Balduzzi et al.
[23] presented an approach detailing suitable simulation settings
to model the aerodynamic behaviour of a small-scale VAWT using
the commercial code ANSYS Fluent. This investigation was further
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Fig. 1. Forces and velocities on a VAWT airfoil.

extended by deﬁning optimum temporal and spatial requirements
in order to achieve a highly accurate solution and was validated
with experimental data [24]. An alternative approach was presented by Campobasso et al. [25,26] using a density based Navier–
Stokes solver with low-speed preconditioning implemented in the
research code COSA. A comparative study of these two different
methodologies showed an excellent agreement with each other in
the prediction of VAWT performance and therefore demonstrates
conﬁdence in their utilisation [27]. The Courant–Friedrichs–Lewy
(CFL) criterion was applied by Trivellato and Castelli [28] to examine the numerical stability of VAWT simulations using rotating
grids. It was established that small azimuthal increments in the region of 1/15° or 1/30° are advised to minimise numerical errors to
an acceptable level. Mâitre et al. [29] demonstrated the importance
of a reﬁned near wall grid density during stall as it was found
that a too coarse grid leads to early and overestimated stall performance. Grid independence techniques were investigated by Almohammadi et al. [30], where it was shown that the ﬁtting method
is suitable to predict grid independent behaviour without the need
for a high number of grids to be generated. More recently, numerical studies have been performed to consider important ﬂow curvature effects (virtual camber [31] and virtual incidence [32]). In
addition, Bianchini et al. [33] introduced a method to deﬁne the
incidence angle of a rotating airfoil that is pertinent to the CFD
modeling of VAWT dynamic stall.
Largely, these computational researches have utilised the unsteady Reynolds-Averaged Navier–Stokes (U-RANS) approach with
an array of turbulence models being employed for closure. Alternative elaborate methods such as Direct Numerical Simulation and
Large Eddy Simulation (LES) have been found to be mainly unsuitable due to the very high computational resources demanded by
these methods [27,34]. To improve algorithmic eﬃciency, Spalart

et al. [35] introduced the theory of Detached Eddy Simulation
(DES) which essentially represents a hybrid of RANS and LES methods within a single framework. Ferreira et al. [11] compared two URANS turbulence models (k − ε model and Spalart–Allmaras (S-A)
model) the LES and DES methods with experimental particle image velocimetry (PIV) visualisation of a VAWT with a single NACA
0015 airfoil. It was qualitatively determined that the DES approach
gave the most accurate representation of the vortex development
and shedding during stall. In a subsequent study, Buchner et al.
[36] replicated this PIV experiment by Ferreira et al. at the same
chordal Reynolds number of 70 0 0 0 and conducted computations
using the k − ω Shear Stress Transport (SST) model [37]. It was determined that this model predicted the dynamic stall features well
but did show evidence of delayed ﬂow separation. Daróczy et al.
[38] performed a systematic comparison of a range of U-RANS turbulence models to identify the most suitable model for VAWT optimisation. The models were assessed against four different VAWT
experiments and it was identiﬁed that the k − ε Realizable model
and k − ω SST model gave the best agreement with the experiments.
Recently, Bianchini et al. [17] critically analysed the predictiveness of three VAWT dynamic stall models in comparison to an
URANS simulation of a NACA0018 airfoil in Darrieus-like motion.
This study highlighted the need for a reliable and robust dynamic
stall model to be used with low-order models. A 3D CFD study of a
VAWT operating in skewed ﬂow was undertaken by Orlandi et al.
[4] and showed performance improvement due to the reduced
wake velocity effects during the turbine’s downwind phase. Almohammadi et al. [39] investigated VAWT dynamic stall at a Reynolds
number of 2.83 × 105 using two turbulence models, namely the
k − ω SST and the Transitional SST models. It was established that
the formation of laminar separation bubbles on the airfoil’s lead-
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ing edge has a signiﬁcant inﬂuence on the stall development at
this ﬂow regime and can only be accurately predicted by considering the effect of ﬂow transition in the employed CFD model. Similarly, this observation has also been indicated by other studies performed at these low Reynolds numbers [11,21].
1.2. Aim of current research
Predominantly, these numerical analyses of VAWT dynamic stall
have been concentrated on small-scale urban off-the-grid turbines
[40] where the chordal Reynolds numbers tend to be low and generally in the order of 5 × 104 and 5 × 105 [21]. At these ﬂow
scales, the airfoil’s localised ﬂow regime is inﬂuenced greatly by
laminar and transition ﬂow effects [41]. On the contrary, the current development of large offshore VAWTs will be operating at
high Reynolds numbers (Re > 106 ) where the ﬂow regime becomes
fully turbulent.
In the present paper, an investigation into suitable CFD turbulence modeling techniques is undertaken which can be utilised
to simulate the unsteady aerodynamics of a large-scale offshore
VAWT. The presented work is also an attempt to predict and resolve the ﬂow physics experienced by a VAWT airfoil at this scale
during dynamic stall, not yet investigated by numerical methods.
The experimental validation of a VAWT at this scale introduces
intrinsic challenges due to the scarcity of suitable experimental measurements [42]. The wind tunnel testing of large VAWTs
(> 10 kW) is normally not practical due to the physical size of the
turbine’s blades and subsequently would incur unacceptable high
tunnel blockage effects [41]. Therefore, mainly all large VAWT experimental studies have been conﬁned to atmospheric conditions
(see example [43]) where the local wind velocity seldom remains
constant for any considerable length of time and consequently has
increased uncertainty with regard to the effect of extraneous variables [44]. In most cases, the turbine’s power coeﬃcient is usually
determined, which is restrictive in validation as being an integral
performance parameter and can suppress important data variation
for investigating the dynamic stall phenomenon [38,45]. Furthermore, important details regarding the generator eﬃciency, strut
geometry and blade-strut connection design are often not available [38,46]. In consideration of these experimental limitations, it
was determined that the wind tunnel measurements of an isolated
VAWT airfoil by Wickens [47] would give the closest representation of VAWT dynamic stall under controlled test conditions while
still preserving ﬂow similarity to a large-scale turbine. In this case
the VAWT airfoil’s rotational frame of reference is represented in
an alternative stationary frame of reference that does not consider
the velocity induction through the rotor [21]. In all, this paper contributes to an enhanced understanding of VAWT unsteady aerodynamics at high Reynolds numbers for the further development of
ﬂoating offshore VAWTs.
2. Numerical modeling
2.1. Study case
Numerical investigations are undertaken of an experimental
case of Darrieus pitching motion of a NACA 0018 airfoil [47]. This
experiment was conducted in the 2 × 3 m low-speed wind tunnel at the Low Speed Aerodynamics Laboratory of the National Research Council, Canada. The airfoil was mounted vertically in the
wind tunnel and allowed to rotate freely about its aerodynamic
center as illustrated in Fig. 2. The airfoil’s lower connection point
consisted of a bearing located beneath the wind tunnel ﬂoor. An
upper bearing was located on the roof turntable and supported
a lever mechanism that was connected to a hydraulic drive. A
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hydraulic servo actuator and a control system was used to oscillate
the airfoil at TSRs between 2 and 5 as according to Eq. (1) which
corresponds to the primary performance regions of VAWTs. The
linear motion of the actuator was converted to rotary motion by
the lever and the angular position of the airfoil was recorded by
a rotary encoder. The airfoil chord length was 0.61 m and had an
oscillation frequency 0.55 Hz. It is reported that the generated airfoil motion was within 1% of the desired motion [47]. Fig. 3a and b
shows the normalized change of the airfoil’s angle of attack and its
angular velocity, respectively, during one time period. These normalized values are with respect to the maximum absolute value in
each case. Notably, at high TSRs (λ ≥ 5) there is a close resemblance to a periodic function [21]. However, as the TSR is reduced
the difference within this relationship is augmented. The rates of
change in the angle of attack are signiﬁcantly different from that
of the sine wave with more deﬁned periods of higher and lower
angular acceleration with decreasing TSR as shown in Fig. 3b.
The wind tunnel freestream air velocity was maintained at
45.72 m/s with an equivalent Reynolds number of 1.91 × 106 and
Mach number of 0.134. The wind tunnel had a smooth turbulence
intensity (TI) of 0.14%. At the airfoil midspan, 45 surface pressure
measurements were obtained as shown schematically in Fig. 4 and
were connected to the header of a Scanivalve pressure transducer
within the model. At the wind tunnel walls, 21 pressure measurements were also made using a Scanivalve pressure transducer to
investigate any potential tunnel blockage effects. The electrical signals from the pressure transducers and the rotary encoder were
transcribed using a RACAL FM data recorder. A sampling frequency
of 250 Hz was employed and a sampling time of approximately
ten airfoil oscillations were acquired. The pressure transducer data
were collected simultaneously with the airfoil angle of attack, resulting in detailed transient surface pressure data. The airfoil’s normal and tangential force coeﬃcients were obtained by the integration of these pressures [47]. The wind tunnel wall pressure measurements showed that the effects of tunnel blockage were minor
and the airfoil’s blockage ratio was always less than the recommended limit of 10% for experimental studies [22,41].

2.2. Boundary conditions and computational domain
A 2D computational domain was created and the dimensions of
the domain are illustrated in Fig. 5. The airfoil’s aerodynamic center was placed at the center of the domain, acting as the origin
of the non-inertial frame of reference and the axis of rotation. A
no-slip condition is imposed at the airfoil surface. A velocity inlet
condition is prescribed to the left region of the domain and a pressure outlet condition to the right region of the domain. An O-grid
topology has been employed in this study and to ensure that the
outer boundary location does not inﬂuence the numerical solution
the outer domain diameter was set to 40c [48,49].
The domain was separated into two primary concentric zones,
a stationary zone and a rotating zone as shown in Fig. 5. The sliding mesh model is employed in this study to allow the rotating
zone move like a rigid-body relative to the outer ﬁxed stationary
zone. The two regions are implicitly coupled at an interface separating the two zones, which takes into account the relative motion
between the two sub-domains and performs the required interpolation of ﬂux [50]. Alternatively, it is important to highlight that
the dynamic mesh model can also be used in this case with an
inertial reference frame. However, according to Kinsey and Dumas
[51] this approach requires the use of ﬁrst-order temporal integration as well as remeshing during the computation and therefore
requires a very small time step to control numerical diffusion. Accordingly, using the sliding mesh model allows better control of
the grid density approaching the airfoil surface which is important
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Fig. 2. Darrieus pitching motion of the airfoil.

(a)

Fig. 5. Numerical domain.

gives the following expression Eq. (2), where θ =



α˙ = 

(b)
Fig. 3. Normalized variation of airfoil (a) angle of attack (b) angular velocity.

to capture the salient ﬂows features in the vicinity of the airfoil.
The motion of the rotating zone is controlled by a developed UDF
subroutine compiled within the solver which computes the zone’s
angular velocity by acquiring the time derivative of Eq. (1) and



λ cos( t ) + 1

λ + 2λ cos( t ) + 1
2

t.

(2)

2.3. Computational grid
2.3.1. Meshing strategy
Meshing strategy is a very important part of the numerical simulation whereby high quality meshes signiﬁcantly improve computational accuracy and convergence rate. In this study, a hybrid
mesh is utilised to allow eﬃcient use of different element types
in various locations in the computational domain. The objective
was to increase the accuracy of the simulation while reducing the

Fig. 4. Pressure measurement locations on the airfoil (adapted from Wickens [47]).
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Fig. 6. Computational grid.

computational cost by decreasing the number of elements required. As can be observed in Fig. 6a the topology of the stationary
zone is relatively consistent and a structured quadrilateral mesh
was utilised to reduce cell numerical diffusion [52]. Conversely, the
rotating zone in Fig. 6b has intricate curvature related to the airfoil’s geometry and an unstructured triangular mesh was employed
except for the boundary layer region where structured quadrilateral elements were concentrated as shown in Fig. 6c. In particular,
the airfoil’s near-wall region has strict requirements regarding spatial discretisation in order to correctly resolve the high ﬂow gradients. The ﬂow-ﬁeld is resolved to the thin-viscous sub-layer using the enhanced wall treatment approach by ensuring that the

ﬁrst computational node normal to the airfoil surface must satisfy the condition of y+ ≈ 1 [50,53]. The airfoil’s sharp trailing edge
topology was modiﬁed to a rounded edge with a radius/chord ratio of 0.3% to prevent numerical instabilities within the solution.
To ensure this transformation had a negligible effect on the results
of the computation it was determined from experiments by NACA
that a rounded edge of radius less than 1% of the chord length
showed essentially the same lift and drag as a maximally sharp
edge [54]. At the sliding interface the triangular and quadrilateral
elements have the same elemental spacing (I) to minimise interpolation error between the two zones, as during zone rotation the
nodes will coincide with each other [50].
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Table 1
Grid sensitivity study.
Grid

G1
G2
G3
G4

Number of elements NE

Boundary Layer

NR

NS

y/c (10−6 )

NBL

NN

GRBL

GR

I/c

686622
385840
219064
105962

20160
10 0 0 0
5040
2800

4.988
7.125
11.401
17.101

60
45
35
25

6436
2726
2041
1401

1.100
1.150
1.175
1.220

1.030
1.047
1.065
1.100

0.067
0.094
0.135
0.188

Global growth rate

Interface element size

2.3.2. Spatial resolution study
Four grids (G1–G4) with different cell densities were developed
in order to explore the effect of spatial resolution on the numerical solution as detailed in Table. 1. The objective was to select the
most appropriate grid that could guarantee the lowest computational effort with minimal discretisational error. The growth rate
of the quadrilateral layers was progressively reduced to keep the
thickness of the boundary layer mesh constant for each grid. To examine the dependence of the grid density on the numerical results,
the k − ω SST turbulence model was employed. The full details of
the numerical method utilised in this computation is outlined in
Section 2.5. An optimal computational time step was not known
a priori and therefore recommendations were used from the open
literature. To permit computational scalability, a non-dimensional
time step (τ ) is utilised in the form of:

τ=

tU∞
c

(a)

(3)

A τ value of 0.01 was determined to be suﬃcient [34,55], and
corresponds to a discrete time step of t = 1.33 × 10−4 s and an
azimuthal increment of θ = 0.026◦ , respectively. The complexity
of the VAWT ﬂow ﬁeld is highly dependent on the TSR, where
at low values dynamic stall is prevalent. Accordingly, to examine
fully the effect of spatial grid resolution, two TSRs were considered
which correspond to an unsteady case (λ = 2) with dynamic stall
and a steady case (λ = 5) absent of dynamic stall. Fig. 7 shows the
airfoil lift coeﬃcient during one time period for the two selected
TSRs computed with the four developed grids. It is evident, that
the increased grid density has little inﬂuence on the prediction accuracy at the steady case as shown in Fig. 7b where the ﬂow remains attached to the airfoil surface. On the contrary, the highly
unsteady case demonstrated in Fig. 7a experiences repeated separation and reattachment of ﬂow with the occurrence of dynamic
stall and is especially reliant on the grid density at these phases. It
should be noted that the airfoil motion experiences dynamic stall
twice in one time period as shown in Fig. 7b. To provide clarity
on this matter these two separate events will be referred to as the
primary and secondary stall hereafter. Particularly, the occurrence
of the secondary dynamic stall during the airfoil’s downstroke
(0.6 < t/T < 0.82) shows a high sensitivity to the grid resolution
with more oscillation in the lift coeﬃcient noted. It was observed
by Richter et al. [49] that the boundary layer grid resolution has
a large effect on the prediction of the secondary stall event and
to a lesser extent on the primary stall which is evidently seen
here. The two coarsest grids G3 and G4 show a considerable deviation from the ﬁnest grid G1 during the secondary dynamic stall
especially when the ﬁrst vortex is shed (t/T ≈ 0.63) as shown in
Fig. 7a. It is qualitatively observed that G1 and G2 have an overall
very similar representation of the secondary stall event irrespective of the signiﬁcant increase in spatial resolution between these
two grids. To quantify the differences between the lift proﬁles with
respect to the most reﬁned grid G1, the coeﬃcient of determination R2 [24,56] was computed using Eq. (4) and G1 was taken as a

(b)
Fig. 7. Airfoil lift coeﬃcient spatial sensitivity at (a) λ = 2 (b) λ = 5.
Table 2
Coeﬃcient of determination with
respect to reﬁned grid G1 (λ = 2).

R2

G4

G3

G2

0.972

0.965

0.994

reference case.

2
T 

CL (t ) − CLre f (t )
R2 = 1 −

t=0

2
T 

CL (t ) − CLave

(4)

t=0

The computed R2 values are detailed in Table. 2. The R2 value
between G2 and G1 was determined to be 99.4% which shows
a satisfactory low level of variance between the performance of
these two grids, while there was an almost 80% increase in the
number grid elements. Therefore, it was established that G2 with
45 nodes in the structured boundary layer with an element growth
rate of 15% gave adequate resolution of the secondary stall event
and the overall ﬂow physics. Subsequently, G2 was chosen to be
used for all computations in this study as using a grid with a
higher resolution did not have a signiﬁcant impact on the solution
obtained.
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Table 3
Temporal sensitivity study (λ = 2).
Reference

τ

t (10−5 )

T/t

(s)
T1
T2
T3
T4

0.020
0.010
0.005
0.0025

WCT
(hrs)

26.68
13.34
6.67
3.34

6814
13627
27255
54510

12.43
25.56
48.82
65.34

Fig. 9. Average Courant number for each non-dimensional time step.

(a)

(b)
Fig. 8. Airfoil lift coeﬃcient temporal sensitivity at (a) λ = 2 (b) λ = 5.

2.3.3. Temporal resolution study
Suﬃcient temporal resolution is required for the accurate prediction of VAWT dynamic stall and therefore a successive study
was conducted to understand the effect of the numerical time step
size on the solution. Critically, Wang et al. [48] showed that the
optimum time step size is strongly dependent on the grid density
utilised. Therefore, the temporal sensitivity study conducted was
undertaken by halving each consecutive non-dimensional time step
as outlined in Table 3 and τ was investigated in the range of between 0.02 and 0.0025 (T1–T4). To understand completely the inﬂuence of temporal effects on the VAWT dynamic stall, two cases
were examined with a similar methodology to the spatial investigation with λ = 2 and λ = 5. At the low TSR, as shown in Fig. 8a,
the highly unsteady ﬂow associated with dynamic stall requires a
very ﬁne temporal resolution. It is observed that when the value
of τ is increased above T2 there is a signiﬁcant deviation in the
boundary layer reattachment ﬂow feature following the ﬁrst dynamic stall and it was seen also that the ﬂow separated earlier
prior to the secondary stall with respect to the other employed
time step sizes as displayed in Fig. 8a. It is observed also that T1
shows a notable underestimation of the peak lift coeﬃcient before the airfoil experiences stall. It appears that the time step size
does not have a considerable effect on the primary dynamic stall
where there is an almost consistent level of vortex shedding visible. Conversely, the prediction of the secondary stall is particu-

larly more demanding where the highly unsteady ﬂow creates substantial variation in the transient airfoil forces. In contrast, at the
higher TSR as indicated in Fig. 8b the aerodynamic forces are more
steady and are not eminently dependent on the time step size as
the ﬂow remains fully attached.
The solution was marched in time using the bounded secondorder implicit scheme that provides superior robustness compared
to explicit schemes for the stiff equations encountered due to the
presence of high aspect ratio grid cells in the turbulent boundary layer [57]. Notwithstanding the unconditional stable nature of
this scheme, it is desirable to have low Courant number values
due to the high temporal sensitivity of the dynamic stall ﬂow features [10,39]. For an implicit solver, it is recommended to have a
Courant number in the range 5 < Co < 10 as it yields the most
desirable error damping properties [23,24]. Fig. 9 displays the average values of the Courant number employed with each different
time step size value. It was determined that the two lowest time
step sizes (T3 and T4) satisfy this Courant number recommendation, while the two largest time step sizes (T1 and T2) are excessive. The maximum Courant number occurred predominately at
the airfoil’s leading edge boundary layer where high velocity gradients are observed particularly at high angles of attack as displayed
in Fig. 10. In this region the Courant number can exceed the advised limits as the grid elemental spacing is very ﬁne, however
these high values are localised to a limited number of grid elements and are still acceptable [23]. The computational time associated with each employed time step size is an important consideration to justify its selection [28]. For each simulation presented in
Table. 3 the required wall clock time (WCT) to compute one periodic time period was recorded within the solver. Simulations were
performed in parallel across 2 dual socket Intel Xeon E5-2695 v2
Ivy Bridge processors with 64GB of RAM on a SGI ICE X system at
the Irish Centre for High-End Computing (ICHEC). Each processor
had a clock speed of 2.40 GHz with 12 individual cores and were
interconnected via FDR InﬁniBand. It was established that employing a time step size smaller than T3 did not warrant the increased
computational cost as this time step value satisﬁed the optimum
Courant number threshold.
2.4. Numerical method
The numerical simulations that are presented in this work have
been solved using the commercial CFD code Fluent®16.0. The governing equations are spatially discretised using the ﬁnite-volume
method and solved using the pressure-based approach. A secondorder pressure interpolation scheme is employed with cell gradients computed by the Green–Gauss Node Based method that
is recommended for hybrid grids [58]. Convective terms were
discretised using a formally third order MUSCL scheme which
shows better accuracy than second order schemes [53] and has
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Fig. 10. Contour plot showing Courant number at maximum positive incidence (λ = 2).

been employed also by Amet et al.[9], Spentzos et al.[10] and Li
et al.[34]. In the case where the DES method was utilised, the
bounded central differencing scheme was adopted for spatial discretisation of momentum due to its desirable non-dissipative and
energy-conserving properties [53]. Iterative convergence was obtained when all the variable residuals reduced to 10−5 in magnitude [23]. A grid converged solution was determined when the
mean airfoil lift coeﬃcient between successive time periods did
not change by more than 0.1% [23,24,31]. To improve the computational eﬃciency of the simulations conducted, ﬁrstly a steadystate solution of the airfoil at its αmax was computed to provide
good initial conditions for the transient simulations. Additionally,
all time-dependent computations were initially commenced using
a ﬁrst order implicit scheme to reduce the overall computational
effort.
2.5. Turbulence modeling
The turbulence modeling approach implemented should introduce the least amount of complexity while still providing a satisfactory representation of the important dynamic stall ﬂow physics
[57]. Where high Reynolds numbers ﬂows are encountered the
model selection will be important for predicting the turbulent
boundary layer separation point and producing time-accurate predictions of airfoil forces when vortex shedding occurs [55]. A con-

cise overview of relevant approaches for both U-RANS and DES
methods is undertaken hereafter to assess the current state-of-theart. For brevity, the full equations for each model are not given
here and therefore the reader is referred to [58].
2.5.1. Unsteady Reynolds-Averaged Navier–Stokes
Two ﬁrst order RANS based models are compared in this study,
which from a literature survey show desirable predictive characteristics. These models are the S-A [59] model and the k − ω SST
model [37]. The S-A model is a one equation eddy-viscosity model
that was designed for high Reynolds number ﬂow applications in
the aeronautics industry [58]. The S-A model requires the solution
of a single transport equation for the eddy-viscosity and gives a
reasonable prediction of adverse pressure gradients. It is reported
also that the model is numerically robust and has better predictive capability of separating and reattaching ﬂows than some of
the two-equation models. The modiﬁed version of the S-A model
is implemented with the strain/vorticity based production term in
this work which keeps the model Galilean invariant [58]. As emphasised by Kinsey and Dumas [55], this modiﬁcation provides a
reduced production of eddy-viscosity in regions where the vorticity exceeds the strain rate. The ε -based turbulence models are
not considered due to their poor prediction capability of separated
ﬂows effected by adverse pressure gradients [23]. The k − ω SST
two-equation model is applied also as it has shown to have su-
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perior predictive qualities than other two-equation models for the
type of ﬂow physics experienced. Distinctly, this model is particularly advantageous as it modiﬁes the turbulent eddy function to
improve the prediction of separated ﬂows [58].
2.5.2. Detached eddy simulation
The Navier–Stokes equations were solved also with the DES
method. In this case, the S-A turbulence model is used to resolve
the RANS attached boundary layer mainly due to the lower computational overhead. To sustain the RANS model throughout the
boundary layer, the recommended Delayed Detached Eddy Simulation (DDES) approach by Spalart et al. [60] is employed. This
advanced version of DES rectiﬁes associated shortcomings of the
original DES approach (DES97) [35]. The sub-grid model used for
the LES region was the standard isochoric Smagorinsky model. In
the DDES formulation, a model length scale, d˜ is used to trigger the
transition between the RANS mode and the LES mode as follows:

d˜ = d − fd max(0, d − CDES max )

(5)

3. Results and discussions
The
turbulence
modeling
approaches
discussed
in
Section 2.5 are applied to assess their predictive capability of
the airfoil forces at different TSRs (λ = 2 ⇒ 4) and are compared
with the experimental measurements by Wickens [47] as displayed
in Fig. 11. These forces are the normal (FN ) and tangential (FT )
forces which represent the VAWT airfoil’s structural and power
generating components, respectively. The ability to predict these
integral forces is paramount for the aerodynamic design and
analysis of offshore VAWTs. The discussions of the airfoil forces
undertaken in this section will be given in the dimensionless
form, namely the normal (CN ) and tangential (CT ) force coeﬃcients
where,

CN,T =

FN,T
1
2

2c
ρU∞

(6)

In each case, the predicted model results will be independently
examined at each TSR. From a perusal of the data displayed in
Fig. 11 it can be easily recognised that the prediction of the airfoil’s CT is considerably more challenging than that of the CN . Likewise, Strickland et al. [61] reported that the tangential forces are
generally an order of magnitude lower than that of the normal
forces making their accurate prediction more demanding to model
correctly.
3.1. Model performance evaluation
At TSR = 2, the airfoil forces are very unsteady especially as
high angles of attack are experienced, where a deep dynamic stall
behaviour is developed as shown in Fig. 11a and b. The three employed models show a consistent prediction of the airfoil’s normal Fig. 11a and tangential Fig. 11b coeﬃcients while the ﬂow remains attached to the airfoil surface. However, as anticipated there
is considerably more variation among the models in the prediction of the separated ﬂow characteristics and this is clearly observed in Fig. 11b. Firstly, considering the RANS models there is
a near-identical representation by both models of the airfoil force
coeﬃcients during the periods of attached ﬂow at low angles of
attack. Although, as the airfoil begins to stall during its upstroke
(α ≈ 22°↑), it can be observed that k − ω SST model shows a
slightly lower maximum value for the airfoil normal and tangential coeﬃcient when compared to the same region predicted by
the S-A model as displayed in Fig. 11a and b, respectively. The location where the boundary layer ﬁnally separates was found to
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be predicted similarly by both models during the upstroke (α =
25.9◦ ↑) and during the downstroke (α = −28.6◦ ↓). Furthermore,
it is noted during the airfoil’s motion that the S-A model predicts
the ﬂow to reattach moderately later in comparison to the k − ω
SST model which can be clearly seen in Fig. 11a. The DDES model
on the other hand, provides a similar prediction of the airfoil forces
during the attached ﬂow regime when compared with the RANSbased models. However, at high angular incidences, large ﬂuctuations in the airfoil force response are witnessed as a consequence
of the shedding of vortices from the airfoil’s surface as distinctly
shown in Fig. 11b. At this low TSR, the model predictions were
found to have a better agreement with the experimental normal
coeﬃcients displayed in Fig. 11a in comparison to the associated
tangential coeﬃcient shown in Fig. 11b.
At TSR = 3, the model predictions are in good agreement with
the experimental normal coeﬃcient presented in Fig. 11c. It can be
observed that the predicted results follow the same trend as the
experimental data with small ﬂuctuations in the unsteady forces
by the DDES model at maximum and minimum airfoil incidences.
The bounded airfoil ﬂow does not separate completely at this TSR
and subsequently periodic vortex shedding does not develop. Notably, it is observed that the two RANS models have a similar prediction of the airfoil force coeﬃcients shown in Fig. 11c and d with
small differences being identiﬁed during the airfoil’s return-stroke
from its maximum (8.2° < α < 19°) and minimum (−18.9◦ < α <
−8.7◦ ) incidence angles. The CFD models overpredict the airfoil
tangential coeﬃcient as shown in Fig. 11d but however the generation of the force hysteresis loops is well captured by the models.
At TSR = 4, as displayed in Fig. 11e and f, the ﬂow remains permanently attached to the airfoil as low angular incidences are encountered and as a result the aerodynamic forces are particularly less
challenging to simulate. The model predictions show good association with the experimental normal and tangential force coeﬃcients
shown in Fig. 11e and f, respectively. In Fig. 11e it is noted that the
experimental normal coeﬃcient values appear to be offset when
compared to the predicted values, however it is clear that the airfoil normal force response is well represented. Fig. 11f shows that
the employed models show a better prediction of the tangential
coeﬃcient at positive angles of attack rather than at negative angle
of attack. It is observed that the two RANS models slightly overpredict the positive maximum tangential coeﬃcient whereas the DDES
model predicts well this value. On the other hand, all the models
overestimate the maximum tangential coeﬃcient at the minimum
negative angle of attack with the most pronounced by both of the
RANS models as displayed in Fig. 11f.
The performance of each of the employed models has been examined by quantifying the prediction error of both the airfoil’s normal and tangential coeﬃcients. The normalized root-mean-squareerror (NRMSE) Eq. (7) was obtained for each model with respect to
the experimental data for each TSR.

NRMSE =

RMSE
maxi (oi ) − mini (oi )




RMSE =

n
i=1

(7)

( pi − oi )2
n

(8)

The beneﬁt of using the NRMSE for this assessment is that it
allows the comparison of each model’s prediction capability independent of the scale utilised. Fig. 12a and b shows the computed NRMSE for the airfoil’s respective normal and tangential coeﬃcients. Signiﬁcantly, the error magnitude for the tangential coeﬃcient is considerably higher than the corresponding normal coeﬃcient error. At low TSRs (λ = 2, 3), the DDES model produces
a signiﬁcantly larger deviation of the airfoil’s normal coeﬃcient
when compared with the results of the RANS models as shown in
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(a)

(b)

(c)

(d)

(e)

(f)

Fig. 11. Predicted normal and tangential force coeﬃcients with experimental results.

Table 4
Model computational time (λ = 2).

WCT (hrs)

S-A

k − ω SST

DDES-SA

26.95

48.82

71.68

Fig. 12a. The k − ω SST model and the S-A model show a similar
level of prediction capability of the airfoil force coeﬃcients with
the most notable difference between the models shown at TSR = 2
in Fig. 12a. Despite the potential accuracy of each model, another
important performance consideration is the computational effort
required to obtain a solution. This effort can be severely exacerbated in situations where repeated solutions are needed for multidisciplinary design studies and it is therefore imperative to obtain a favourable compromise. Table 4 displays the WCT for each
model to compute one periodic time period at TSR = 2 utilising the
same computing hardware architecture speciﬁed in Section 2.3.3.
In particular, the DDES model had by far the largest computational
overhead where it is approximately two to three times higher than

the considered RANS models. This substantially higher requirement
by the DDES model is not reﬂected in its prediction capability
from the quantitative analysis and is accordingly found not to be
suitable for modeling the unsteady aerodynamics of a large-scale
VAWT. The RANS models on the other hand, show to be more
pragmatic in terms of their computational requirements. Interestingly, the k − ω SST model was found to have approximately 80%
higher run time in comparison to the S-A model. During attached
ﬂow, it has been shown that both models have a very similar prediction of the airfoil aerodynamics forces and is reaﬃrmed by the
airfoil pressure coeﬃcient Eq. (9) distribution as exempliﬁed in
Fig. 13.

Cp =

p − p∞
1
2

ρV∞2

(9)

The distinguishing ﬂow feature between the S-A model and the
k − ω SST model remains the representation of dynamic stall and
subsequent ﬂow separation. To justify the higher computational
time associated with the k − ω SST model a superior prediction of
the dynamic stall event must be attained. To assist in the quanti-
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tative comparison between these two models, the airfoil’s pressure
coeﬃcient at high angles of attack (α ≥ 20°) during the primary
dynamic stall was examined as shown in Fig. 14. It is observed
that the predictions by the S-A model and the k − ω SST models
show a high level of similarity and good association with the measurements as shown in Fig. 14a. At the maximum angle of attack
displayed in Fig. 14b, the greatest variation between the models
is recognised. Notably, the S-A model captures the sharp leading
edge suction peak pressure at x/c = 0.013 and also represents well
the near-constant pressure distribution over the aft section of the
airfoil (0.1 ≤ x/c ≤ 0.95). Therefore, it was tentatively concluded
that the S-A model was the most suitable model for the aerodynamic study of large-scale VAWTs as it achieved the most desired
balance between accuracy and computational demand.

(a)
3.2. Dynamic stall ﬂow topology

(b)
Fig. 12. The NRMSE for the model predicted airfoil (a) normal (b) tangential force
coeﬃcients.

(a)

(b)
Fig. 13. Airfoil pressure coeﬃcient during attached ﬂow predicted by the k − ω SST
model and S-A model.

For the most part, the aerodynamic research of dynamic stall
has been concentrated towards helicopter and agile aircraft applications where thin airfoil proﬁles (t/c = 6 − 12%) are normally
employed [10,19,20]. In contrast, VAWTs require thicker airfoils
(t/c ≥ 15%) for improved aeroelastic stiffness and subsequently exhibit inherently different dynamic stall characteristics where there
is a lack of detailed explanations [16]. In this section, the numerically simulated development of this complex behaviour is presented to provide a better overall understanding of its ﬂow physics.
The evolution of the unsteady ﬂow structures during one cycle are
described using contours of instantaneous velocity and pressure as
shown in Figs. 15 and 16, respectively. The instantaneous velocity results are normalized with respect to the freestream velocity,
i.e. U/U∞ . The corresponding ﬂow streamlines have been superimposed for better interpretation of the results. In addition, each consecutive contour plot can be related to Fig. 17 which shows the
airfoil aerodynamic coeﬃcients at TSR = 2.
From the angles of attack α = 0 − 11.2◦ ↑, the ﬂow remains
fully attached to the airfoil. As the angle of attack is increased beyond the static stall angle a reversed ﬂow region develops at the
trailing edge due to an adverse pressure gradient shown clearly
in Fig. 15c. The airfoil pressure distribution shows a high suction
pressure develop at the leading edge and correspondingly produces
a rapid increase in the tangential coeﬃcient displayed in Fig. 17b,
while the normal coeﬃcient exhibits an almost linear response. Increasing the angle of attack further, shows the reversed ﬂow region
to grow in size substantially and the boundary layer separation
point propagates progressively towards the airfoil nose. A counterrotating trailing edge vortex (TEV) is created and remains situated
behind the larger vortex as distinctly shown in Fig. 15e. The airfoil pitching moment coeﬃcient Fig. 17c experiences considerable
change as the TEV imposes large torsional effects on the airfoil.
Then until α = 27.1◦ ↑, the two vortices dramatically increase in
size and intensity, covering almost the entire suction side of the
airfoil. Between 27.1° < α < 28.2°, the TEV becomes unstable and
detaches before the airfoil reaches its maximum angle of attack as
shown in Fig. 15g. The shedding of the TEV is observed to compact
the size of the larger vortex, where its core strength is augmented
and consequently the airfoil suction pressure distribution increases
as displayed in Fig. 16h. The continuous formation and convection
of vortices into the airfoil’s wake produces a highly variable pressure distribution over the airfoil suction surface and is responsible for the large ﬂuctuations in the aerodynamic coeﬃcients. The
shedding of counter-clockwise rotating TEVs from the trailing edge
proceeds during the airfoil’s downstroke and eventually the oscillation in the aerodynamic coeﬃcients is dampened by the reattachment of the ﬂow as shown in Fig. 17. The ﬂow separation point
retreats rapidly aftward as the angle of attack is reduced towards
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(c)

(d)

Fig. 14. Predicted airfoil pressure coeﬃcient by k − ω SST model and S-A model.

0

0.23 0.46 0.69 0.92 1.15 1.38 1.61 1.84 2.07

2.3

2.53 2.76

Fig. 15. Normalized velocity ﬂow ﬁeld with respect to the freestream velocity (U/U∞ ) during dynamic stall.
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Fig. 16. Contours showing pressure normalized by the dynamic pressure.

zero incidence and Fig. 15j shows that the reversed ﬂow concentrated at the trailing edge diminishes in size accordingly.
Similarly to the airfoil’s upstroke motion, a recirculating ﬂow
region develops and expands from the trailing edge during its
downstroke as shown evidently in Fig. 15l. Notably, it is apparent that this reversed ﬂow region is more compact when compared to the upstroke phase due to the higher angular acceleration experienced during the downstroke. At α = −27.3◦ ↓, the
ﬂow separation point has advanced forward to the airfoil’s leading edge and the ﬂow separates completely with a complex series of vortices being released from the airfoil surface. Initially, the
larger counter-clockwise rotating vortex is ﬁrstly shed as shown in
Fig. 15n. Then, the clockwise rotating TEV substantially grows in
strength producing a very low pressure core as shown in Fig. 16o
and is also released. The shedding of the TEV inevitably generates
sizeable ﬂuctuations in the corresponding aerodynamic coeﬃcients
and in particular the pitching moment coeﬃcient as shown in
Fig. 17c. This vortex shedding sequence continues as the airfoil returns on its upstroke, but with a declining intensity as the boundary layer regains stability through the reattachment of the ﬂow at
the leading edge as shown in Fig. 15q. The last TEV is convected
from the suction surface at α = −16.6◦ ↑ and the ﬂow has almost completely reattached to airfoil at α = −10.4◦ ↑ as shown in
Fig. 15r.

3.2.1. Turbulence intensity effects
It is of great interest to consider the inﬂuence of the freestream
turbulence intensity on the airfoil aerodynamic performance. The
computations conducted hitherto have employed a smooth turbulence intensity (TI = 0.14%) that was utilised in the wind tunnel
experiment. Therefore, it is necessary to investigate the effects of
a freestream turbulence level that is more representative of the

operational environment of offshore wind turbines. Generally, offshore wind turbines experience lower turbulence intensities when
compared to their onshore counterparts [62]. Offshore measurements have shown that the average turbulence intensity is about
10%. Although, for wind turbines operating in a wind farm, this
turbulence intensity can increase up to 20% due to the wake effects generated upwind by other turbines positioned in the array [63]. Therefore, computations were conducted at these two
freestream turbulence intensities of 10% and 20%. Fig. 18 shows
the effect of these turbulence levels on the aerodynamic coeﬃcients. It is apparent that the increase in the freestream turbulence level does not signiﬁcantly change the airfoil’s aerodynamic
response. The most discernible impact of the higher turbulence
intensity is the reduced ﬂuctuations in the aerodynamic coeﬃcients at high positive angles of attack (20° < α < 30°) and is
exhibited clearly in the moment coeﬃcient shown in Fig. 18c. Another evident effect of the greater inlet turbulence intensity is that
the maximum tangential coeﬃcient is reduced as highlighted in
Fig. 18b. As the free-stream turbulence intensity is increased to 10%
and 20%, there is a 11.5% and 16.6% drop in the maximum tangential coeﬃcient, respectively. Consequently, it is observed that
as the turbulence intensity is increased the tangential coeﬃcient
decrement is reduced. Notably, it is witnessed that the increase
in the freestream turbulence intensity delays ﬂow separation and
also initiates ﬂow reattachment earlier when compared to the low
turbulence case. Examination of the normal coeﬃcient in Fig. 18a
shows that its oscillatory behaviour during the downstroke ceases
at α = 14.4◦ ↓ and α = 16.7◦ ↓ for the low and high turbulence
intensities, respectively. Similarly in a numerical study by Peng
and Lam [64], freestream turbulence was found to suppress the
occurrence of ﬂow separation by energizing the boundary layer
and this has also been shown experimentally by Ahmadi-Baloutaki
et al. [45].
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Fig. 17. (a) Normal, (b) tangential and (c) moment coeﬃcient at λ = 2. The markers
speciﬁed on curves correspond to contours in Figs. 15 and 16.
Table 5
Computation parameters for the
Reynolds number on dynamic stall.
Re (106 )



y/c (10−6 )

effect

of

t (10−5 )
(s)

1.91
5.00

1.00
2.62

7.13
3.30

6.67
17.47

3.2.2. Effect of higher Reynolds number
The operation of a large offshore VAWT will introduce high
Reynolds number ﬂow as a result of the larger airfoil chord lengths
employed for a speciﬁc turbine solidity. The effect of increasing the
chordal Reynolds numbers on the dynamic stall behaviour is investigated by considering a Reynolds number of Re = 5 × 106 . To
increase the Reynolds number to this value, the airfoil and its
computational domain were scaled as outlined in Table 5. Particularly, as the Reynolds number is increased, the wall-bounded
viscous sub-layer becomes decreasingly thinner [53] and therefore
the height of the ﬁrst computational node was modiﬁed to satisfy
near-wall grid requirements. The experimental freestream velocity

Fig. 18. The effect of freestream turbulence intensity on the (a) normal (b) tangential (c) and moment coeﬃcients.

was maintained to ensure the ﬂow ﬁeld remained incompressible
(Ma < 0.2) [9] and the computational time step was scaled according to Eq. (3).
The effect of the increased Reynolds number on the airfoil’s
aerodynamic performance is displayed in Fig. 19. It is observed
that the level of unsteadiness in the response of the aerodynamic
coeﬃcients is considerably reduced at the higher Reynolds number with reduced vortex shedding evident. In particular, it is apparent that the complete ﬂow separation is suppressed to higher
angles of attack and this is illustrated clearly in Fig. 20. It is interesting to note that at α = 21◦ ↑, the higher Reynolds number is
still completely attached to the airfoil while the lower Reynolds
number develops a reversed ﬂow region at its trailing edge as
shown in Fig. 20e and a, respectively. Indeed, from the standpoint
of VAWT aerodynamic eﬃciency and self-start ability, a considerable increase in the maximum tangential coeﬃcient is achieved
with the higher Reynolds number as shown in Fig. 19b. On the
other hand concerning the airfoil’s structural loading, the maximum normal coeﬃcient experiences a modest increase in its value
as displayed in Fig. 19a. An investigation into the airfoil’s pres-
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(a)

(b)

(c)
Fig. 19. The effect of Reynolds number on the (a) normal (b) tangential (c) and
moment coeﬃcients.

sure distribution at high angles of attack in Fig. 21 shows a significant increase in the leading edge pressure at the higher Reynolds
number which subsequently enhances the aerodynamic eﬃciency.
However, a larger more pronounced pitching moment stall is observed for the higher Reynolds number as shown in Fig. 19c owing
to the intensity of the TEVs being shed near the maximum angle
of attack (Fig 20g). For VAWT analysts in the initial design stage it
is important to consider the choice of number of blades for a given
solidity as increasing the Reynolds number can alleviate the undesired effects of dynamic stall for large-scale turbines. In addition, it
is beneﬁcial to the VAWT’s structure to have fewer blades of larger
chord than many blades of smaller chord [42].
4. Conclusions
In this paper, the numerical simulation of a large-scale VAWT
airfoil experiencing dynamic stall at high Reynolds numbers is presented. The ability to reliably predict the transient forces created
during stall is of the utmost importance for the design and indeed the aerodynamic optimisation of an offshore VAWT. The requirement for a suitable modeling strategy was twofold: provide a
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satisfactory level of accuracy of the important dynamic stall ﬂow
physics while secondly having a practical computational overhead
where numerous design degrees of freedom may have to be considered.
Initially, investigations into the spatial and temporal computational requirements were conducted. Notably, the grid sensitivity
study highlighted that the discretisation requirements for an accurate simulation of the VAWT airfoil’s forces is highly dependent
on the TSR performance parameter, where much coarser grids are
suﬃcient at high TSRs in the absence of dynamic stall. Similarly,
lower time step sizes were observed to have insigniﬁcant effect on
the transient airfoils forces generated at high TSRs in the temporal resolution study. Therefore, the computational effort required
can be greatly reduced by utilising higher time step sizes at high
TSR values where the ﬂow remains permanently attached to the
airfoil’s surface at high Reynolds numbers.
This study considered both U-RANS and DES modeling techniques where their prediction ability was assessed against wind
tunnel measurements of a single VAWT airfoil. The study determined primarily that the DDES approach did not provide any particular advantages over the conventional RANS methods. It was
found that the DDES method was about two to three times more
computationally expensive compared to the RANS models and consequently would inhibit expeditious iterative design studies. The
results predicted by the k − ω SST model and the S-A model
showed a high degree of similarity particularly during the periods
of attached ﬂow. At high angles of attack, both RANS models were
compared with transient experimental pressure measurements and
showed very good agreement. In particular, the S-A model was
shown to provide a quantitatively accurate representation of the
dynamic stall event just as well as the more complex two-equation
k − ω SST model but with approximately 80% lower CPU execution time. In the interests of computational economics and simulation ﬁdelity, the S-A model was identiﬁed to be the most suitable
turbulence model for large-scale VAWT aerodynamics. Indeed, this
ﬁnding is of particular importance for conducting full-scale 3D CFD
models of VAWTs which can require at least 10 times [22] more
computational resources than a 2D CFD model.
A detailed description of the unsteady ﬂow structures is provided. It is observed that the dynamic stall development on thick
airfoils shows a signiﬁcantly different ﬂow phenomena compared
to thin airfoils that have been extensively examined for aeronautical applications. This investigation identiﬁed that the stall region
was highly concentrated at the airfoil’s trailing edge and subsequently generates appreciable torsional effects that need to be considered for ﬂuid-structure interaction problems. The operational
freestream turbulence levels of an offshore wind turbine were investigated and showed the following effects on the dynamic stall
behaviour:
•

•

The maximum airfoil tangential coeﬃcient was found to decrease as the freestream turbulence intensity was increased.
Furthermore, it is apparent this reduction decreases with increasing turbulence intensity.
The increase in the freestream turbulence provides better resistance to ﬂow separation and also displays evidence of earlier
ﬂow reattachment following stall.

In addition, the inﬂuence of increasing the Reynolds number
was investigated where it was established that dynamic stall effects are delayed to higher angles of attack and subsequently a
higher maximum tangential coeﬃcient is attained. In conclusion,
the modeling strategy outlined in this paper will be utilised to
simulate the unsteady aerodynamics of multi-megawatt offshore
ﬂoating VAWTs, therefore making it a valuable design tool for the
analysis and performance optimisation of these turbines.
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Fig. 20. Normalized velocity contours with respect to the freestream velocity (U/U∞ ) at positive angles of attack for (A) Re = 1.91 × 106 and (B) Re = 5.00 × 106 .

Fig. 21. Effect of Reynolds number on the airfoil pressure distribution at high angles of attack.
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A Low-Order Model for Offshore Floating Vertical
Axis Wind Turbine Aerodynamics
Brian Hand, Andrew Cashman, and Ger Kelly, Senior Member, IEEE

Abstract—Vertical-axis wind turbines (VAWTs) are an attractive
economical solution for a deep offshore floating application with
their inherent desirable design characteristics. A low-order model
is described in this paper that can be utilized for the aerodynamic
modeling of these turbines. The cascade model is employed and has
been coupled with a dynamic stall model to account for unsteady
aerodynamic effects. To provide enhanced numerical efficiency and
stability, an iterative time-advancement scheme with an adaptive
under-relaxation has been integrated into the developed model.
The model’s predictive accuracy has been assessed against applicable experimental data in simulating a VAWT’s aerodynamics at
high Reynolds numbers. A quantitative comparative study shows
that the model produced an average normalized root mean square
error of 0.106 and 0.288 for the VAWT’s normal and tangential
force coefficients, respectively. It has been established also that the
model’s computational requirement is reasonably low and suitable
for the industrial design of offshore floating VAWTs.
Index Terms—Aerodynamics, floating, low-order model,
offshore, stall, vertical-axis wind turbine (VAWT).

NOMENCLATURE
AM
c
CL , CD
CN , CT
FL , FD
FN , FT
H
ki
K1
Ma
n
N
R
Re
t
T

Massé empirical constant (−).
Chord length (m).
Airfoil lift and drag coefficients (−).
Airfoil normal and tangential coefficients (−).
Airfoil lift and drag forces (N).
Airfoil normal and tangential forces (N).
Turbine axial height (m).
Turbine solidity empirical parameter (−).
Effective angle of attack empirical constant (−).
Mach number (−).
Sample size (−).
Number of blades (−).
Turbine radius (m).
Reynolds number (−).
Time (s).
Time period (s).
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Tf
Va
Ve
Vw
V∞
VΓ
W
α
α̇
αss
γ

ε
θ
λ
μ
ν
ρ
Ω
ω

Fluid temperature (K).
Induced velocity (m/s).
Wake velocity at upwind side (m/s).
Wake velocity at downwind side (m/s).
Free-stream velocity (m/s).
Circulation velocity (m/s).
Relative velocity (m/s).
GREEK SYMBOLS
Angle of attack (rad).
Angular pitch rate (rad/s).
Steady-state stall angle (rad).
Empirical functions to transform lift and drag components
(−).
Airfoil drag to lift ratio (−).
Iterative convergence tolerance (−).
Azimuthal angle (rad).
Tip-speed ratio (−).
Aitken factor (−).
Kinematic viscosity (m2 /s).
Fluid density (kg/m3 ).
Rotational velocity (rad/s).
Relaxation parameter (−).

i
x, y, z
0
1, 2
u, d
p, o
ref
dyn
mod

SUBSCRIPTS
Iteration number.
Cartesian coordinate system.
Rectilinear flow notation.
Cascade inlet, cascade outlet.
Upwind side, downwind side.
Predicted, observed.
Reference.
Dynamic.
Modified.
SUPERSCRIPTS

n Time step number.
T Transpose.
I. INTRODUCTION
IND power has been the fastest growing form of renewable energy worldwide for the last decade and has
the potential for considerable expansion in the foreseeable future. According to the European Wind Energy Association, it is
expected that investments into offshore wind power generation
will surpass onshore investments after 2020 [1]. Particularly,
there are considerable advantages associated with the offshore
wind energy generation, however, the initial high capital requirements for current horizontal-axis wind turbine (HAWT)
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installations are a significant barrier in its further development. Currently, offshore HAWTs employing traditional fixed
foundation substructures are restricted to shallow water regions (<50 m), and for sea-depths exceeding this limit, floating
support structures are more economical [1]. Built on the plethora
of research of the onshore HAWT, it has been implicitly assumed
that this turbine design is the most suitable for the dynamic nature of offshore floating conditions [2]. An innovative and also
a more feasible alternative to this current technology is the application of a floating vertical-axis wind turbine (VAWT). Employed with an effective mooring system, an offshore VAWT can
economically compete with fixed-bottom turbines in shallow
seas and also much deeper waters [3]. The turbine’s fundamental design features, such as its low center of gravity, promotes
stability for a highly dynamic floating system that is simultaneously subjected to wind and wave loads. Additionally, the
omni-directional nature of the turbine eliminates the need for
wind-sensing and orientation mechanisms, therefore, improving reliability while minimizing expense. VAWTs show higher
potential of scalability (+10 MW), overcoming some of the
structural limitations of HAWTs, and can ultimately provide a
lower cost of energy at large scales [4]. Accordingly, the development of VAWTs at these proposed large scales introduces a
new set of challenges to the wind energy research community
which up to this point has focused almost extensively on VAWTs
for low-energy yield applications [5]. This resurgence of interest
in VAWT technology has recently led to investigations focusing
on their aerodynamic design for offshore applications [5]–[13].
In contrast to HAWTs, the literature reveals that VAWTs did
not receive a detailed aerodynamic research program over many
decades and has resulted in an underdevelopment of the technology and modeling strategies to assist design studies. Current
numerical models can be broadly placed into three categories:
1) momentum model; 2) vortex model; and 3) cascade model [2].
With the advancement of the computing hardware, the utilization of computational fluid dynamic (CFD) methods has become
increasingly popular in the numerical modeling of VAWT
aerodynamics by solving the Navier–Stokes equations [14].
However, the high-computational resources and the level of
user experience demanded by CFD methods have delayed
its routine application in the conceptual design of offshore
VAWTs. In particular, the requirement for repeated solutions
of different turbine design configurations leads to impractically
high computations costs. Consequently, in the interests of
computational efficiency, an alternative modeling approach is
needed to negate these computational demands and improve
the design process efficiency.
The cascade model by Hirsch and Mandal [15] is used in this
paper as a basis for a low-order model developed for offshore
VAWT aerodynamic analysis. The cascade model was selected
as it considers the VAWT’s solidity and airfoil interactions not
accounted for in other available models [5]. The model has
been modified and specifically refined to be a conceptual design
tool where an iterative time-advancement scheme as well as an
adaptive under-relaxation scheme have been integrated into the
model. Additionally, the model has been modified to couple a
submodel that considers unsteady dynamic stall effects created

Fig. 1.
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Sequence of model operations.

under certain VAWT loading conditions. This paper presents a
low-order model that can be used in the aerodynamic performance analysis of large-scale offshore VAWTs.
The objective of this design tool is to permit the rapid design
iteration of conceptual VAWT designs at the early design stage
where numerous potential design concepts need consideration
by design analysts.
II. MODEL DESCRIPTION
A. Model Requirements
1) User Inputs: Fig. 1 illustrates a high-level schematic of
the actions undertaken by the model utilized in this study. At the
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beginning of the model, user defined inputs are required prior to
the commencement of the computation. A graphical user interface (GUI) was developed to enable the user to give inputs in a
visually intuitive manner. These requirements are characterized
under three primary categories: 1) VAWT geometry; 2) fluid
properties; and 3) solver settings. First, the VAWT geometry
is defined by providing parameters related to its spatial dimensions. The VAWT’s operating fluid conditions are required to
analyze the turbine’s performance and most importantly an initial estimate of the airfoil induced fluid velocity (Va ) is required
to initiate the iterative method. This model employs an iterative
time-advancement numerical scheme and, therefore, the user
must specify the iterative convergence criteria (ε) for the model
and the time step size (dt) utilized to progress the turbine’s
azimuthal position in time during the solution.
2) External Database: To compute the aerodynamic forces
experienced by the VAWT’s airfoils, static airfoil experimental data must be provided in a database initially which can be
supplied incessantly during the computation. This model uses
the experimental datasets from Jacobs and Sherman [16], which
according to Bedon et al. [17], have shown good reliability for
modeling strategies. The airfoil specifications are defined by the
user and the Reynolds number operating range is calculated by
the model based on the tip-speed ratio (TSR), where
ΩR
λ=
.
V∞

W0 c
Re =
ν

(1)

The VAWT’s relative velocity (W0 ) varies continuously during one azimuthal rotation. Therefore, the model computes the
upper and lower limits of the Reynolds number to bound the
required data to satisfy all operating conditions experienced.

Fig. 2.

VAWT translated to rectilinear cascade configuration.

computation is ceased as indicated in Fig. 1. This is required to
maintain the assumption of incompressible flow in the model.
The Mach number represents the ratio of the relative velocity to
the acoustic velocity and is computed based on the ideal gas law
within this model. The elemental lift and drag force components
produced by the VAWT airfoil are obtained as follows:
δFL ,D =

B. Theoretical Background
The model utilized in this study has its basis on the cascade model by Hirsch and Mandal [15] as outlined earlier in
Section I. It consists of equidistantly placing the VAWT’s airfoils one behind the other in a rectilinear cascade as shown in
Fig. 2, where the cascade length is the VAWT’s circumference.
This model is used to compute the aerodynamic forces on the
VAWT’s airfoils and also determine the local velocity field. Applying the cascade theory, a reference airfoil is selected where
it is assumed that the flow conditions will be the same on the
other turbine airfoils. The reference airfoil angle of attack (2)
and relative velocity (3) are computed as
⎤
⎡
⎢
α0 = tan−1 ⎢
⎣

W0 = Va



⎥
sin θ
⎥

⎦
ωR Va
/
+ cos θ
V∞ V∞

ωR Va
/
V∞ V∞



(4)

As shown in Fig. 1, the airfoil’s static aerodynamic coefficients are acquired from an experimental database where it
was recognized to give the most realistic representation of the
VAWT’s performance. To obtain the aerodynamic coefficients
during the computation, an interpolation of the data stored in
the database is required based on the relative angle of attack and
Reynolds number. This model employs the Piecewise Cubic
Hermite Interpolating Polynomial algorithm as recommended
by Bedon et al. [17]. Afterward, these coefficients may require
modification based on certain underlying conditions to include
the effects of dynamic stall. A control surface is created around
the reference airfoil where its corresponding inlet and outlet
relative velocities and angles of attack are determined as

(2)

(Wx2 + (Wy − δVΓ )2 )

(5)

(Wx2 + (Wy + δVΓ )2 )


Wx
−1
α1 = tan
Wy − δVΓ


Wx
−1
α2 = tan
Wy + δVΓ

(6)

W1 =
W2 =

2

+ cos θ

1
ρcW02 CL , D δz.
2

2

+ sin θ.

(3)

Integrated into the model is an operation that assesses the
airfoil’s relative localized flow. If the flow velocity is found to
be greater than the lower acceptable limit for flow compressibility (M a ≥ 0.2), a message is outputted to the user and the

(7)

(8)
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where δVΓ (9) is the velocity contributed by the circulation about
the airfoil and is expressed as


N c W0
δVΓ
1
CL
=
(1 −  cot α0 )δz.
(9)
V∞
8π
R V∞
Utilizing the continuity and momentum equations, the airfoil’s normal and tangential forces are found by the difference
in the flow momentum through the cascade and for conciseness is given by [15]. The upwind wake velocity ratio can be
established as
 2

2
2
W2u
W1u
Ve
1 N c Cd u W0u
= 1−
−
(10)
−
V∞
V∞2
V∞2
2π R sin α0u V∞2
and similarly the downwind wake velocity ratio can be
expressed as
Vw
=
Ve

1−



2
2
W2d
W1d
−
Ve2
Ve2



−

2
1 N c Cd d W0d
. (11)
2π R sin α0d Ve2

To obtain the airfoil’s induced velocity (Va ), a relationship
is introduced between the wake velocity and its corresponding
induced velocity. This relationship is expressed here for the
upwind and downwind zones, respectively, as

k i
 V k i
Ve
Vad
Vau
w
=
=
.
(12)
V∞
V∞
Ve
Ve

The exponent ki is an empirically determined constant [15]
that scales with the VAWT’s solidity and is expressed as
ki = 0.425 +

0.332N c
.
R

(13)

Initially, at each azimuthal increment (dθ) during the computation the value of Va is unknown and must be determined by
iteration.
C. Iterative Time-Advancement Method
The given equations are solved iteratively within this model
for a given time step until the predefined convergence tolerance
is achieved. Therefore, advancing the aerodynamic solution in
time requires a number of inner iterations as shown in Fig. 3.
To ensure computational expedience and numerical stability,
the model utilizes under-relaxation to improve its convergence
rate. The technique for computing the relaxation parameter (ωi )
is the application of Aitken’s acceleration scheme for vector
sequences according to the method by Irons and Tuck [18].
This method provides the most optimal relaxation parameter
for each iteration and, hence, negates the need for a user manipulation. To attain ωi , the airfoil induced velocity difference
is computed as
= Van, i+1 − Ṽan, i+1
.
ΔVan, i+1
+1
+1

(14)

The Aitken factor is obtained from

T
ΔVan, i+1 − ΔVan, i+1
ΔVan, i+1
+1
+1
n +1
n +1
n +1

= μi−1 + (μi−1 − 1)
μi
2
ΔVan, i+1 − ΔVan, i+1
+1 )
(15)

Fig. 3.

Iterative time-advancement scheme.

and yields the relaxation parameter
ωi = 1 − μni +1 .

(16)

Demonstrated also in Fig. 3 is that the model uses a timeadvancement scheme to advance the reference airfoil’s azimuthal position (17) relative to its starting location of θ = 0◦
tn +1 = tn + dt.

(17)

At each discrete time step, the model computes the VAWT’s
primary performance parameters through a series of numerical
operations and the converged scalar values are saved to file for
postprocessing. The employed time step is given in the form of
(18). The recommended size for dt is discussed in Section III-A
dθ
.
(18)
Ω
To improve the model-computational efficiency, good initial
conditions are provided for each time step, whereby the subsequent converged value for Va from the previous time step is
utilized for each new time step. The model’s downwind zone follows the same calculation procedure as the upwind zone with the
only exception being that at each angular segment, the upwind
airfoil wake velocity (Ve ) is used rather than the free-stream
velocity (V∞ ) as illustrated in Fig. 2. To guarantee complete
solver stability, the following criterion (19) must be satisfied:
dt =

V ∞ > Ve > Vw .

(19)

D. Dynamic Stall Model
Dynamic stall can occur at high wind speeds where the
VAWT’s rotational velocity is restricted and, therefore, the airfoil’s angle of attack surpasses its static stall angle (αss ). This
phenomenon is highly unsteady which initially generates additional lift but subsequently results in a loss of lift in an extremely nonlinear manner [19]. The current literature shows
that dynamic stall models have been mainly developed for helicopter rotor design but have now been modified for VAWTs
where generally thicker airfoils are employed and lower Mach
numbers are encountered. An overview of dynamic stall models
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for VAWTs can be found at [19]. In this study, the Gormont
model [20] with the modifications by Massé [21] and Berg [22]
are utilized, which has shown to give a good level of accuracy
and still maintain model simplicity [19]. This model empirically recreates the hysteresis response of the airfoil during stall
by defining a reference angle of attack given in (20) to which
static airfoil data can be extrapolated [20]
αref = α0 − K1 γL , D

 (cα˙ )  α˙

0 
0
.

(2W0 ) |α˙0 |

(20)

where K1 and γL ,D are empirically derived parameters and can
be obtained from [23]. The variable α˙0 is the time derivative of
α0 and can be determined as
α˙0 =

ω(λ cos(θ) + 1)
.
+ 2λ cos(θ) + 1)

(21)

(λ2

Fig. 4.

Dynamic stall model active regions.

Fig. 5.

SNL 17 m VAWT showing measurement plane.

The dynamic lift and drag coefficients are obtained by


CL (αref )
dyn
CL =
(22)
α0
αref − αL = 0
dyn
CD
= CD (αref )

(23)

where αL =0 is the zero-lift angle of attack. The modification
by Massé and Berg considers the effect of thicker airfoils and
the higher angular excursions experienced by the VAWT airfoil
where the lift and drag coefficients are adjusted as follows:
od
=
CLm,D
⎧



⎨ CL , D + A M α ss −α 0 C dyn − CL ,D
L ,D
A M α ss −α ss

⎩C

L , D α0

α0 ≤ AM αss

> AM αss

(24)

where AM = 6 is an empirical constant [23].
1) Model Activation: The model replicates the dynamic stall
event by creating a dependence on the magnitude and sign of
α˙0 in (20). When α˙0 ≥ 0, the model has the effect of pushing
the airfoil further away from stall. While in the opposite case
of α˙0 < 0, the model has the other effect of moving the airfoil
more deeply into stall.
The formulation is activated when the angle of attack is
greater than the static stall angle or when the angle of attack
is decreasing after stall. This model is applied for both the upwind and downwind zones as exemplified in Fig. 4.
III. MODEL IMPLEMENTATION
A. Study Case
In this study, the seminal experimental measurements by
Akins [24] of the Sandia National Laboratories 17-m VAWT
are used for comparative purposes. For brevity, a brief description of the experiment is given here, and the reader is referred to
[24] for a more comprehensive overview. The VAWT consists of
two curved NACA00151 airfoils as illustrated in Fig. 5, where
1 NACA

- National Advisory Committee for Aeronautics.

Akins measured the aerodynamic forces on one of the airfoils
at the turbine’s equatorial plane at a constant rotational velocity
of 38.7 r/min. The VAWT was tested in open site conditions and
average Reynolds number is given as Re = 1.29 × 106 . These
forces were measured by pressure transducers on the airfoil surface whereby the airfoil’s normal CN and tangential force CT
coefficients could be obtained from
CN ,T =

FN , T
.
1
2
2 ρW0 c

(25)

Utilizing the VAWT’s airfoil forces provides a detailed insight
into the instantaneous aerodynamic loading experienced, rather
than using the gross power output where much of this valuable
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Numerical and experimental normal and tangential force coefficients for λ = 3.09, 3.70 and 4.60.

detail is lost due to the integration over time and is restrictive
in validation [25], [26]. As shown in Fig. 5, this analysis can
be treated as a 2-D study at the turbine’s equator whereby the
VAWT’s airfoil has a unit length and tip effects are not present.
For all computations presented in this paper, a numerical time
step of dt = 4.31 × 10−3 s was employed which corresponds
to an azimuthal increment of dθ = 1◦ with a convergence criteria for the model residual set to 10−5 . Lower time step sizes
were investigated but were found to have an insignificant effect
on the result, while higher time step sizes produced an underresolution in highly transient force regions. This selected time
step is not considered to be computational intensive, especially
when compared to popular CFD codes.
B. Model Performance Assessment
The model’s prediction of the VAWT airfoil’s CN and CT
are compared against the experimental data in Fig. 6 for three
primary TSRs. In addition, the results of a vortex model by
Dyachuk [27] are also shown in Fig. 6. Table I details a

TABLE I
QUANTATIVE ANALYSIS BETWEEN THE MODEL AND EXPERIMENTAL VALUES
λ

MAE
MBE
RMSE
NRMSE

3.09

3.70

4.60

CN

CT

CN

CT

CN

CT

0.187
0.118
0.255
0.122

0.057
0.003
0.072
0.265

0.164
0.113
0.224
0.116

0.050
−0.048
0.064
0.227

0.116
0.054
0.135
0.081

0.084
−0.084
0.090
0.373

statistical description of the model’s accuracy using four primary parameters namely, the mean absolute error (MAE), the
mean bias error (MBE), the root mean square error (RMSE) and
the normalized RMSE (NRMSE). These performance metrics
are, respectively, computed using the following:

MAE =

n

j =1

|pj − oj |
n

(26)
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Fig. 7.
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Comparison of model and experiment sample variances for the normal and tangential force coefficients.

MBE =
RMSE =
NRMSE =

n

j =1 (pj

n

n

− oj )

j =1 (pj

n

− oj )2

RMSE
.
maxj (oj ) − minj (oj )

(27)

(28)
(29)

An advantage of using NRMSE in this assessment is that
it is particularly insightful when comparing the model’s performance at different TSRs as it is independent of the scale
involved. The sample variance for each TSR is computed using
n
j =1 (xj − x̄)
2
s =
.
(30)
n−1
Fig. 6(a) shows the predicted CN at λ = 3.09. Initially, it is
observed that the CN curve slope is correctly modeled; however,
there is an overestimation of its peak that occurs directly before
the dynamic stall model is commenced (θ ≈ 85◦ ). Furthermore,
in Fig. 6(b), the corresponding CT curve shows a similar trend.
From Fig. 6(a), the effect of dynamic stall is clearly visible from
85◦ < θ < 140◦ while in Fig. 6(b), its effect is much more subtle. It is seen that there is a better agreement between the model
and the CN measurements during the downwind zone than its
equivalent upwind zone. Although, the presence of dynamic
stall was clearly identifiable at the upwind zone, its influence on
the downwind CN prediction is indistinct. On the contrary, its
effect is evidently clear on the significant overestimation of the
CT in Fig. 6(b) at 225◦ < θ < 270◦ .
Notably, in Fig. 6(b), the CT experimental values do not
become zero at θ = 180◦ where the airfoil angle of attack is
subsequently zero. This has been reported by Akins to be a
localized error in the pressure measurements recorded at this
azimuthal region and is observed at all TSRs. Therefore, the
model’s prediction should not be considered to be erroneous
at this point and a similar observation was made by [27]. It is
observed that the model results show a similar trend to the vortex
model and importantly shows the CT value becoming zero at
θ ≈ 180◦ .
At λ = 3.70, the model has a good agreement with the experimental data for both the CN and CT as shown in Fig. 6(c)
and (d), respectively. There is a reduced overprediction of the
maximum CN value in Fig. 6(c), when compared to Fig. 6(a).

In particular, Table I shows a decrease in the MBE and RMSE
for both CN and CT . It has been found that this moderate exaggerated response by the model is due to the experimental airfoil
data employed and correspondingly high values of airfoil lift
coefficient. Fig. 6(d) clearly demonstrates the model’s capability to predict the peaks of the CT where the lowest value for the
CT RMSE was observed.
At λ = 4.60, there is a strong agreement between the measurements and the model’s prediction of the CN with a minimal
overestimation noted in Fig. 6(e) with a low MBE of 0.054.
Table I also indicates that the model produced the lowest RMSE
for the CN at this TSR. On the other hand, there is an inferior prediction of the corresponding CT , where the highest RMSE value
was observed. This may be attributed to the pressure transducers
used in the experiment which did not account for skin friction
drag effects. Also, the tangential forces are especially sensitive
to error whereby these forces can be an order of magnitude
less than the normal forces and, therefore, more challenging to
model correctly [24], [28]. Although, it is interesting to note that
the vortex model [27] shown in Fig. 6(f) shows a very similar
prediction of the CT when compared to the presented model.
Overall, the qualitative nature of the model’s prediction is
observed to be consistent with the experimental measurements
with small confined discrepancies being identified particularly
in the instances of dynamic stall. Furthermore, the presented
model shows good association with the higher-order vortex
model results presented in Fig. 6. It is recognized that the
NRMSE for the CN decreases with increasing TSR, while the
highest change is noted between a TSR of 3.70 and 4.60. In
general, the CT NRMSE is observed to be double that of the
CN as given in Table I. This result confirms assertions made
by Strickland et al. [28] that the accurate prediction of the CT
is challenging due to it being in general an order of magnitude
lower than the CN . The MBE values in Table I identify that
the model overpredicts the CN but mainly underpredicts the CT
except with a small overprediction noted at λ = 3.09.
Fig. 7(a) and (b) shows the computed sample variance for the
CN and CT , respectively. It is noted in Fig. 7(a) that the model
shows a higher variance when compared to the CN measurements which can be mainly attributed to the overprediction of the
CN on the upwind side at each TSR. Similarly, Fig. 7(b) shows
that the model has the highest variability at λ = 3.09 while the
variance is reduced considerably as the TSR is increased.
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TABLE II
WALL CLOCK TIME (HRS) FOR EACH TSR
λ

3.09

3.70

4.60

Upwind
Downwind
Total

4.630
4.231
8.861

3.228
3.473
6.701

3.307
3.256
6.563
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of airfoil trailing edge separation and vortex shedding during
dynamic stall which are not present in the currently applied
Gormont model. These included parameters will increase the
model’s fidelity especially at low TSRs while not incurring a
high-computational penalty.
REFERENCES

C. Computational Requirement
Computations were performed using parallel computing
within the MATLAB developed GUI on a dual-core Intel i3
processor with hyper-threading and with a central processing
unit (CPU) clock speed of 3.50 GHz. The recorded wall clock
time for each computed TSR is given in Table II. For each TSR,
the required computational time for the upwind and downwind
zones is provided where minor variations are observed.
The computational requirement is shown to increase with
decreasing TSR where the dynamic stall model is active for
longer periods requiring more resources. It is apparent that these
computational times are low when compared to other higherorder models.
IV. CONCLUSION
A low-order model has been developed with the core philosophy of providing good prediction capability of VAWT instantaneous aerodynamic forces and having practical computational
demands suitable for the industrial design of offshore VAWTs.
This model has been compared with experimental measurements
where it was found to have good agreement with the VAWT’s
normal force coefficients and this is essential for representing
the structural effects on the turbine during loading. In contrast,
there are more discrepancies noted in the model’s prediction of
the tangential force coefficients that are highly reliant on the
static airfoil experimental data employed within the model.
Utilizing airfoil aerodynamic data from experimental sources
are a limitation of the model as data are not available for all possible Reynolds numbers experienced at each subsequent angle of
attack and, therefore, may have led to minor interpolation errors.
Additionally, the open literature shows that this data are mainly
focused on aeronautical applications where thinner airfoils are
normally used making it unsuitable for VAWTs. CFD methods
have a particular advantage in this respect as the airfoil’s aerodynamic coefficients are numerically resolved by the model and
do not require input by the user. Yet, having previously mentioned, the large computational overhead and high level of user
experience required are prohibitive factors allowing this to be
used as initial design tool for this application. Although, an interesting and insightful study would be to see how this model
compares with an equivalent CFD model prediction and further
recommendations can be drawn.
This model’s computational time has been found to be low and
well adapted for iterative designs making it an effective design
tool for designers of offshore floating VAWTs. One possible
improvement that can be made to the model is to include a
more detailed dynamic stall model that accounts for the effects
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conventional three-bladed horizontal axis wind turbine (HAWT) are now being considered. In particular, this has led
to a renewed interest in the vertical axis wind turbine (VAWT) as a result of its distinct advantages over the HAWT
for a floating dynamic system [3]. The VAWT is a promising solution due to its inherent scalability, robustness,
reliability, simplicity of installation, low center of gravity and insensitivity to yaw and pitch [4]. Furthermore,
studies have identified that VAWTs are more suitable for offshore wind farms as they are less effected by turbine
wake effects [1] and platform hydrodynamic motions [5]. As a result, increasing attention has been concentrated on
the development of floating VAWTs with several different concepts proposed and are discussed further by Tjiu et al.
[3].
Despite these numerous works on different turbine design aspects, it is apparent that an optimal floating VAWT
design is ambiguous when compared to their horizontal axis counterparts [6]. Therefore, this paper outlines the
aerodynamic and structural design philosophy of a new offshore VAWT design. Several geometric parameters
pertinent to the VAWT’s design are examined with respect to the turbine’s aerodynamic performance. In addition,
this study presents an optimized support strut design to minimize parasitic torque losses while maintaining the
VAWT’s structural integrity.
2. Modelling strategy
The ability to simulate the aerodynamic performance of an offshore VAWT is imperative to assess the overall
economic justification of its implementation. In previous work [6, 7], a low-order aerodynamic model for offshore
VAWTs has been developed and will be utilized in this study. This model computes the aerodynamic forces created
by the turbine's blades and incorporates a Beddoes-Leishman dynamic stall model to account for unsteady airfoil
flow separation and vortex shedding. In addition, sub-models have been included to consider the effects of flow
curvature, tower shadow and strut parasitic drag losses. A schematic of the model's operation is depicted in Fig. 1
where the VAWT’s configuration and operating conditions are initially specified. The model's solution settings and
defined constants are also prescribed. A number of inputs are dependent on the respective Reynolds number for the
blade and tower and are therefore interpolated from stored experimental or generated computational fluid dynamics
(CFD) datasets [8].

Fig. 1.Flowchart of the aerodynamic model.

3. Aerodynamic design
In this section, several design parameters are investigated to determine their influence on the aerodynamic
performance of an offshore VAWT. The VAWT will have a straight-blade configuration, as it has been shown to
possess a higher aerodynamic efficiency in comparison to other possible VAWT configurations [9]. Fig. 2 illustrates
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the primary dimensions and relevant design features of the offshore VAWT concept. The blade section will consist
of a DU 06-W-200 airfoil profile which has a maximum thickness of 𝑡𝑡/𝑐𝑐 = 20% and a 0.8% camber. This airfoil was
developed especially for VAWTs to perform both aerodynamically and structurally better than the NACA 0018
airfoil [10]. Moreover, the DU 06-W-200 airfoil has desirable characteristics such as a wider drag bucket, superior
self-starting properties and the onset of dynamic stall occurs at higher angles of attack [11]. A comparison of the two
profiles is shown in Fig. 3. To assess the aerodynamic efficiency of each possible VAWT design, the power
coefficient Eq. (1) will be utilized.
𝐶𝐶𝐶𝐶 =

𝛺𝛺𝛺𝛺

(1)

1
𝜌𝜌𝑉𝑉 3 𝐴𝐴
2
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Fig. 2. Vertical axis wind turbine features and dimensions.
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Fig. 3. Comparison of NACA 0018 and DU 06-W-200 airfoil profiles.

3.1. Turbine solidity
The VAWT solidity is one of the primary parameters that dictates the rotational velocity at which the rotor
reaches its maximum efficiency and can be defined by the turbine radius as:
𝜎𝜎 =

𝑁𝑁𝑁𝑁

(2)

𝑅𝑅

The effect of altering the turbine solidity on its aerodynamic performance is shown in Fig. 4a. The solidity was
increased from 0.1 to 0.4 by reducing the turbine's radius while the swept area remained constant. It can be observed
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Fig. 4. Influence of turbine solidity: (a) performance curves at various solidities, and (b) change in maximum efficiency.
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from Fig. 4b that the turbine's maximum efficiency (𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚 ) increases considerably from an initial solidity of 𝜎𝜎 =
0.1 to the maximum obtainable efficiency at 𝜎𝜎 = 0.263. Increasing the solidity further shows a steady decrement in
the maximum attainable efficiency as the optimal turbine tip-speed ratio (TSR) is restricted to regions influenced by
the occurrence of dynamic stall (λ < 3). It is apparent that a low solidity turbine can generate higher power
production and indeed provide a more controllable turbine (i.e. performance curve plateau region at maximum
efficiency) compared to a high solidity turbine. From a VAWT structural design standpoint, a low solidity turbine
will experience greater centrifugal loads as a consequence of its higher optimal TSR (i.e. increases as a square of the
rotational velocity). Although, these loads can be contained with the utilization of modern high strength-to-weight
ratio composite materials which have been employed extensively for HAWT blades. Therefore, a solidity of 𝜎𝜎 =
0.263 was chosen for this VAWT design as it achieved the highest aerodynamic efficiency.
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Fig. 5. Effect of number of blades on turbine efficiency.

7

0.33
0

5

10

15

20

AR [-]

25

30

35

40

Fig. 6. Effect of blade aspect ratio on the maximum efficiency.

3.2. Number of blades
The choice of blade number is a compromise between the blade stiffness, aerodynamic efficiency and also cost
considerations [4]. Fig. 5 depicts the impact of increasing the number of blades on the turbine's aerodynamic
efficiency while the solidity was kept constant. It is observed the most discernible change in the rotor's efficiency is
evident from two to three blades. While, utilizing more than three blades does not yield any significant benefit for
the turbine's performance and exhibits a diminishing return.
The early large-scale VAWTs constructed by Sandia National Laboratories in the 1970s and 1980s established
that a two-bladed turbine was considerably more cost-effective in comparison to a three-bladed turbine [4]. From a
structural design perspective, increasing the number of blades for a specific turbine solidity, the blade becomes
leaner and subsequently has less resistance to bending which requires more support structure or struts. As a
consequence, the performance enhancement achieved with the greater number of blades can be cancelled out by the
parasitic drag created by additional struts [12]. In terms of the chordal Reynolds number it is desirable to reduce the
blade number as the blade aerodynamic performance characteristics improve with higher Reynolds numbers.
Moreover, increasing the Reynolds number delays the onset of dynamic stall to higher angles of attack and can
improve the turbine’s aerodynamic efficiency [8]. Therefore, it was decided that the VAWT will be equipped with
two blades. Each blade is attached to the struts at the quarter chord point in a concave-out configuration or in other
words, with the blade camber facing radially outward. This geometric layout maximizes the turbine's energy
extraction as the cambered blade experiences positive angles of attack at the upwind zone [13]. To further improve
the turbine's efficiency, each blade has a preset toe-out pitch of 2°[14].
3.3. Blade aspect ratio
The VAWT blade aspect ratio is defined as the ratio of the blade span to its chord length (i.e. H/c). The blade will
experience 3D aerodynamics, whereby the airflow can escape around the blade tip from the high pressure region to
the low pressure region. This circulation creates blade tip vortices and consequently this energy loss produces
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induced drag. Furthermore, this flow around the blade tip creates a spanwise flow component which subsequently
reduces the blade's lift curve slope [15]. The Prandtl lifting line theory is used to compute the aerodynamic
characteristics of a finite length blade within the model from 2D aerodynamic airfoil data. Fig. 6 shows the effect of
increasing the blade aspect ratio on the rotor's maximum power coefficient. It is apparent that as the blade aspect
ratio is increased, the rotor's performance improves as it asymptotically approaches the 2D result (i.e. infinite blade
length). More importantly, it is observed from Fig. 6 that the optimum aspect ratio is the range of 10 ≥ H/c ≥ 20 as
the rate of increase in the power coefficient decreases after an aspect ratio of 20.
3.4. Strut design
Struts are employed to connect the turbine's blades to its tower and also improve the structure's rigidity as shown
in Fig. 2. In particular for large-scale VAWTs, struts reduce blade deflection and also increase the structure's
resonant frequency [4]. However, these struts also reduce the turbine's aerodynamic performance by producing drag
[12]. Fig. 7 shows the effect of increasing strut thickness on the turbine's performance. It can be seen that the strut
drag losses increase with the strut thickness and this effect is most prevalent at high TSRs.
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Fig. 7. Effect of strut thickness: (a) performance curves at various thicknesses, and (b) decrease in maximum efficiency.

This VAWT design uses an over-hang support strut configuration to attach each blade to the central tower. Struts
are located at 0.207 and 0.793 of the blade length, so the blade experiences equal maximum tensile and compressive
bending stresses during loading. Fig. 8 shows the strut planform, where there is a linear taper from the strut tip to the
maximum chord location at r/R = 0.28. At the inboard strut sections, thin streamlined profiles are inefficient at
carrying the structural loads. Therefore, it is necessary to utilize a thick circular section that is more effective under
bending and also provides a suitable connection to the turbine tower. The strut's circular root is located at r/R = 0.09
and remains circular until r/R = 0.11 where it begins transition into an airfoil shape. Between 0.11 < r/R < 0.28 the
strut's airfoil profile has a flatback to increase its bending stiffness [3]. In contrast, the outboard sections of the strut
have thinner airfoil sections to minimize parasitic torque losses as illustrated in Fig. 9. A fairing is added at the
blade-strut junction to reduce vortex development at this connection and subsequently decrease interference drag.
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Fig. 8. Strut planform.
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Fig. 9. Strut cross sections at various radial stations.
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Table 1. Geometrical details and operating conditions of the 5 MW VAWT design.
Rated power output [MW]

5

Turbine diameter (D) [m]

96.872

Blade height (H) [m]

127.144

2

Blade chord (c) [m]

6.357

Blade number (N)
Blade preset pitch [deg]
Blade profile

Rated wind speed [m/s]

13

2 (toe-out)

Struts per blade

2

DU-06-W-200

Optimum TSR

3.140

Rotor speed range (Ω) [RPM]

2.167-6.810

Cut in, Cut out wind speed [m/s]

3.5, 25

Shaft torque range [MN.m]

0.430-7.551

Blade Reynolds number (×𝟏𝟏𝟏𝟏 )

3.260-24.875

𝟔𝟔

Table 1. outlines the geometrical characteristics and operating conditions of a 5 MW VAWT design. The VAWT
will utilize a variable speed generator to vary the turbine’s rotational velocity in order to maximize energy
conversion by operating at its optimum TSR (i.e. λ = 3.14).
4. Conclusions

This paper has presented a design for a large-scale offshore VAWT. Important turbine design parameters, namely
the solidity, blade number, blade aspect ratio and strut geometry were investigated using a developed aerodynamic
model. The numerical results identified that a solidity of 𝜎𝜎 = 0.263 provided the highest aerodynamic efficiency,
while a two-bladed turbine is recommended for this application. Furthermore, a blade aspect ratio in the range 10 ≥
H/c ≥ 20 is shown to give a favorable compromise between performance and 3D aerodynamic losses. This study
also presented a new multi-celled, non-prismatic strut structure for VAWTs to reduce parasitic drag losses during
operation. Future work will concentrate on the aeroelastic modelling of the presented VAWT design.
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Abstract. Offshore wind energy is one of the most promising renewable energy
resources and there is a growing impetus to develop floating vertical axis wind
turbines (VAWTs). In particular, the VAWT has important advantages for a deep
offshore installation and has the potential to provide a reduction in the cost of
energy. Nevertheless, challenges still remain in terms of technological maturity,
as the VAWT currently lags behind its horizontal axis counterpart.
In this paper, a computational fluid dynamics (CFD) model is utilised to simulate the stall-regulation of a H-type VAWT for an offshore floating installation.
Firstly, the geometry and operational conditions of a 5 MW VAWT are presented.
The development of the CFD model is outlined, which includes its simulation
methodology, computational domain, boundary conditions, grid and time step requirements. The VAWT instantaneous torque coefficient is simulated at the defined optimum and stalled tip-speed ratios (TSRs). The numerical results demonstrate the induced blade dynamic stall at low TSRs beneficially reduces the torque
coefficient and can be used to control the VAWT power output at high speeds
when employed with a variable-speed drive-train.
Keywords: Vertical axis wind turbine (VAWT), Computational fluid dynamics
(CFD), Simulation, Aerodynamic design, Stall-regulation
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Introduction

Recently, there has been an increased interest among academia and industry in the development and commercialisation of floating wind turbine technologies. Floating wind
turbines can provide an economical design solution to achieve large-scale renewable
energy generation. It is expected this technology in the future will offer tremendous
potential to exploit superior wind energy resources in deep waters cost-effectively [1].
Modern wind turbines can be classified into two types, the horizontal axis wind turbine
(HAWT) and vertical axis wind turbine (VAWT). In comparison to the HAWT, the
VAWT has several advantages for an offshore floating application, such as its [2];
• Low center of gravity allows for a smaller floating support sub-structure.
• Omni-directional design that does not require a yaw mechanism.
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• Lower operational costs associated with more accessible electromechanical components at sea level.
• Simpler blade design allows for lower manufacturing costs.
• Improved performance in skewed and misaligned flows conditions.
It is apparent that floating VAWT technology is a very promising solution to unlock
the vast potential of the offshore wind resource available at deep water locations. In
particular, a VAWT equipped with an effective mooring system can reduce the overall
cost of energy by over 20% compared to the current fixed-bottom HAWT offshore installations [3]. In response, there have been increasing efforts devoted to the advancement of floating VAWTs with several different concepts being proposed. The FP7
DeepWind consortium presented the DeepWind concept which is a 5 MW troposkientype VAWT mounted on a rotating spar buoy [4]. The FP7 INFLOW project introduced
the VertiWind concept which consists of a 2 MW VAWT with three helical blades
mounted on a semi-submersible platform [5]. The Wind Power Limited company proposed the 10 MW Aerogenerator X concept, which is a V-shaped VAWT with two
blades mounted on a floating platform [6].
In this paper, a recently developed 5 MW offshore VAWT design is initially presented. This VAWT is designed to control power output at high wind speeds by exploiting the useful unsteady aerodynamic effects of blade dynamic stall to reduce the
VAWT torque coefficient in this regime. A computational fluid dynamics (CFD) model
is employed to study in detail the stall-regulation behaviour of the presented VAWT.
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5 MW offshore VAWT

Fig. 1a displays the primary dimensions and relevant design features of the 5 MW offshore VAWT concept. The VAWT was designed using a low-order model [7] and Table
1 outlines the geometrical characteristics of the VAWT [8]. The VAWT is coupled to
a direct drive variable-speed generator to control its rotational velocity (Ω) [8].

Fig. 1. Offshore VAWT (a) features and dimensions (b) characteristic performance curve [8].
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Table 1. Geometrical characteristics of the 5 MW VAWT [8].
Parameter

Value

Parameter

Solidity, 𝝈

0.265

Blade span, 𝑯 [m]

Value
127.144

Number of blades, 𝑵

2

Blade aspect ratio, 𝑯/𝒄

20

Airfoil

DU 06-W-200

Preset pitch angle, 𝜷 [°]

2 (toe-out)

Diameter, 𝑫 [m]

96.872

Struts per blade

2

Airfoil chord, 𝒄 [m]

6.357

Blade-strut connection

0.25c

Fig. 1b shows the VAWT characteristic performance curve with its various functioning
regions highlighted. At wind speeds (𝑈∞ ) lower than the rated wind speed the VAWT
functions at its optimum tip-speed ratio (TSR) of λ = 3.140 [8]. Where the TSR is defined as:
λ=

ΩR
𝑈∞

(1)

For wind speeds above the rated value, the TSR is allowed to decrease to permit the
stall regulation of the VAWT and control the power generated. The VAWT cut-out
wind speed is 25 m/s and occurs at λ = 1.286 as shown in Fig. 1b.
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CFD simulation

3.1

Methodology

The commercial software ANSYS Fluent 16.0 is employed to solve the unsteady Reynolds-Averaged Navier-Stokes equations in their 2D form. The 2D CFD model is used
to investigate the flow field physics at the VAWT mid-span plane. A CFD solution
methodology presented in Ref. [9] to numerically simulate the unsteady aerodynamics
encountered by a multi-megawatt VAWT blade operating at high Reynolds numbers is
outlined and is employed in this work.
3.2

Computational domain and boundary conditions

Fig. 2 displays a schematic of the computational domain, where the turbine is placed at
the origin of the domain. The computational domain is separated into two primary components, a stationary sub-domain and a rotating sub-domain. The open-field boundary
is circular and has a dimension of 16D, where D is the VAWT diameter. The rotating
sub-domain contains the VAWT and rotates relative to the stationary sub-domain using
the sliding mesh model.
The two sub-domains are coupled together by non-conformal grid interfaces which permit the interpolation of flux between the two sub-domains. An inlet air velocity boundary condition with a turbulence intensity of 10% is specified on the left-hand side of
the domain. A pressure outlet boundary condition is defined on the right-hand side of
the domain. The surfaces of the VAWT’s blades and tower are treated as no-slip walls.
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Fig. 2. Computational domain and boundary conditions.

3.3

Grid and time-step criteria

The stationary sub-domain is discretised using structured quadrilateral elements. A control region is situated around each blade to resolve the complex flow physics experienced in this area. The grid requirements are implemented based on the recommendations of a previous grid independence study [9] and are outlined in Table 2. The flowfield is computed to the airfoil surface using enhanced wall treatment. The total grid
contains 722,680 elements. Fig. 3 shows some details of the computational grid.
Table 2. Grid spatial discretisation requirements [9].
Nodes on airfoil contour
Quadrilateral element layers in the boundary layer

2800
45

Boundary layer grid growth rate

1.150

Global element growth rate from walls

1.047

Fig. 3. Details of the computational grid (a) rotating sub-domain (b) airfoil proximity (c) airfoil
trailing edge.

A non-dimensional time step value of 𝜏 = 5 × 10−3 is used for the simulations [9], At
each discrete time step during the simulation the instantaneous VAWT torque coefficient (𝐶𝑄 ) is computed:
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𝐶𝑄 =

𝑄

(2)

1
2 𝐴𝑅
𝜌𝑈∞
2

where 𝑄 is the instantaneous torque, 𝜌 is the air density and 𝐴 is the turbine swept area.
A converged periodic solution was obtained when the difference in the mean torque
coefficient between the two successive revolutions became less than 0.1%. Table 3 outlines the calculation parameters used in the simulation of each respective TSR. These
simulations were undertaken using two Intel Xeon E5-2695v2 Ivy Bridge processors.
Table 3. CFD simulation parameters.

𝛌
1.286
3.140

4

𝑈∞ (𝑚/𝑠)
25
11

Ω (RPM)
6.340
6.810

𝑊𝑚𝑎𝑥 (𝑚/𝑠)
57.158
45.540

∆𝜃 [°] (10−2 )
2.115
2.852

Results and discussion

Fig. 4 shows the instantaneous VAWT torque coefficient computed using the CFD
model for the two considered TSRs during one turbine revolution. At the optimum TSR
(λ = 3.140), the VAWT generates two distinct torque coefficient peaks at approximately
𝜃 = 99° and 𝜃 = 277°. Fig. 4 also displays the instantaneous torque coefficient for the
stalled TSR (λ = 1.286). In comparison to the optimum TSR, the stalled TSR instantaneous torque coefficient response is highly non-linear due to the occurrence of blade
dynamic stall. At this TSR, the instantaneous torque coefficient becomes maximum at
approximately 𝜃 = 64° and 𝜃 = 243°. It is clearly observed the effect of dynamic stall
successfully reduces the instantaneous torque coefficient during the turbine revolution.
Fig. 5 shows the shedding of the dynamic stall vortex during the VAWT revolution.

Fig. 4. Instantaneous VAWT torque coefficient at the optimum TSR (λ = 3.140) and at the stall
TSR (λ = 1.286).
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Fig. 5. Shedding of the blade dynamic stall vortex (λ = 1.286).
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Abstract—Wind energy has witnessed a consistent expansion
in the past decade especially with the move to offshore generation. There is an increasing need to further exploit offshore
wind resources which is pushing wind farms into deeper water
locations where the current popular horizontal axis wind turbine
conﬁguration may not be entirely suitable. Subsequently, a
transition from ﬁxed to ﬂoating wind turbines is essential to
ensure offshore wind farms are economically viable in the future.
In particular, there has been a renewed interest in the vertical axis
wind turbine conﬁguration due its clear inherent attributes for
an offshore ﬂoating application. A review of current conceptual
ﬂoating vertical axis wind turbines and associated aerodynamic
modelling methods are presented. Also, an efﬁcient two stage
aerodynamic modelling methodology delivering initial analysis
using the Cascade model and secondary stage analysis using detailed Navier-Stokes numerical simulations for the aerodynamic
optimisation of a new offshore ﬂoating vertical axis wind turbine
is outlined.

I. I NTRODUCTION
Wind power has been the fastest growing form of renewable
energy worldwide for the last decade and has the potential
for considerable expansion in the coming years. According
to the European Wind Energy Association, it is expected that
investments into offshore wind power generation will surpass
onshore investments after 2020 [1]. There are considerable
advantages for offshore wind power generation but however,
the signiﬁcant cost of current wind turbine foundation infrastructure is a signiﬁcant barrier to position current turbines in
locations where sea depths exceed 50m. In Europe, over twothirds of the potential offshore sites exceed the 50m threshold
for ﬁxed bottom wind turbines. Therefore, there is a genuine
requirement to develop new wind turbine technology that
can be economical feasible in deep offshore locations [2].
Going aﬂoat is deemed to be one of the principal innovations
to impact the offshore wind energy industry in the coming
years, allowing expansion into deeper water areas and in many
ways shows similar development characteristics to the offshore
oil and gas industry expansion in the 1960s. Based on the
decades of research in onshore horizontal axis wind turbines
(HAWT), it has been implicitly assumed regardless of the
different operating conditions that the traditional HAWT is
the most applicable for the offshore wind power industry and
in particular for a ﬂoating application [3].

An innovative and also a more economical alternative to
the current technology is the application of a offshore ﬂoating
vertical axis wind turbine (VAWT). Employed with an effective mooring system, an offshore VAWT can economically
compete with ﬁxed bottom turbines in shallow waters and
also much deeper waters [4]. Scalability, is an important
consideration for the development of offshore ﬂoating wind
turbines as the installation is more cost effective at larger
scales allowing for reduced cost of energy (COE). Recently,
it has become apparent that HAWTs are limited in their
scalability range due to inherent turbine size restrictions due
to the high structural gravitational fatigue issues with their
long slender blades and are currently limited to 8MW. Tjiu
et al. [5] states that HAWTs will require extravagant expensive
materials to strengthen their blades to increase their power
output potential in the future, therefore signiﬁcantly increasing
the turbine’s manufacturing costs. Conversely, VAWTs do not
suffer these structural limitations and have a wider range of
scalability allowing for higher power producing capability than
their HAWT counterpart and ultimately lower COE.
Presently, there is considerable growing support to develop
offshore ﬂoating multi-megawatt VAWTs at scales of 10MW
and increasing in the future up to 20MW primarily due to
the signiﬁcant lower COE. The largest VAWT ever built to
date was the onshore Éole in 1986 which was a 96m tall
Darrieus turbine and had a maximum rated power output of
3.8MW [3]. Its operation was ceased ﬁve years after due to
bearing failure [3]. Therefore, the development of a VAWT at
these purposed large scales introduces a new set of challenges
to the current wind energy research which up to this point
has primarily focused on VAWTs for small-scale, off-thegrid and urban applications where low Reynolds numbers
(Re < 105 ) were only considered. At these large proposed
offshore scales the VAWT will be operating at high Reynolds
numbers (Re > 106 ) where there is considerable lacking
of understanding of the detailed VAWT aerodynamics and
how these conditions will inﬂuence the VAWT’s performance.
Already, Brusca et al. [6] has concluded that the VAWT
performance is directly related to its blade’s Reynolds number
and the higher it is, the better the VAWT’s performance.
However, for the Reynolds number ranges that a 10MW or
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even a 20MW VAWT is introducing, there is very little wind
tunnel experimental data available for these wind turbine
airfoils. It is not possible to directly translate aerodynamic
data from aircraft to these wind turbines due to Reynolds
number effects. The primary difference between a aircraft’s
design conditions and a large scale VAWT is that most aircraft
are designed for at least transonic wind speeds where Mach
numbers are around 0.8 and compressibility effects are not
negligible. However, for a large scale VAWT blade its relative
air ﬂow conditions will be maintained below the lower limit
of ﬂow incompressibility (M a < 0.2) for optimal power
generating capacity. Also, unlike the airfoil blades used in
aircraft, VAWT blades are considerably thicker (t/c > 15%)
due to the structural requirements and frequently experience
high angles of attack beyond the stall angle whereby unsteady
dynamic stall is initiated especially when the turbine is operating at a low tip speed ratio (TSR) (3) (λ < 4). The reduced
frequency (k) can be used to characterise the ﬂow unsteadiness
and also two other important parameters for the aerodynamic
development of a large scale VAWT are the Reynolds number
(Re) and the Mach number (M a). Using dimensional analysis
the force on a VAWT’s blade can shown as:
ρV∞ c V∞ ωc
F
,
,
= CF = f (
) = f (Re, M a, k) (1)
2 c2
ρV∞
μ
a V∞

In this paper an overview of the state of the art of offshore
ﬂoating VAWTs has been presented, as well as a deﬁned focus
on aerodynamic modelling techniques for the development of
a new conceptual offshore ﬂoating VAWT.
II. S TATE OF THE A RT
The current development stage of the VAWT has beneﬁted
signiﬁcantly from the plethora of research and development
studies on the highly optimised HAWT, but the concept of
deep offshore ﬂoating VAWTs is relatively new and vastly
unexplored in the current literature. Nevertheless, this renewed
interest in the VAWT technology, has recently led to some
research groups [4], [7]–[9] generating an array of possible
design solutions which indicates the relative novelty of this
area and the need to expand this research ﬁeld signiﬁcantly. At
present, most research studies undertaken have only reached
a conceptual stage, with a minority of these undertaking any
detailed analyses or experimentation.
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Vita [8] developed a conceptual Darrieus-type rotor mounted
on a long rotating spar buoy Fig. 1(b) with the primary aim
that the turbine design would substantially reduce the cost of
offshore wind energy generation [4], [10], [11]. Cahay et al.
[9] purposed the VertiWind concept Fig. 1(c) with the intention
to develop a simple and robust optimised turbine which used
three helical blades to reduce structural fatigue. An alternative
concept is provided by Akimoto et al. [4] and Nakamura et al.
[11] (Fig.1(d)) whereby the turbine is mounted on a spar buoy
that rotates with the turbine as one which allows the weight of
the turbine to be supported directly by its own buoyancy. This
negates the need for large bearings and allows for substantially
lower maintenance requirements [10].
It is clear from the ﬂoating VAWT concepts presented that
there is a large variety in their individual design methodology
and philosophy. The large diversity between these potential
concepts indicates that an optimal turbine conﬁguration with
regard to aerodynamic performance and also optimised turbine
structural conﬁguration is ambiguous, in comparison to the
popular reference three bladed turbine that is used extensively
for HAWT purposes. From a systematic design methodology,
this is primarily responsible due to the different design tradeoffs resulting from the ranking of priorities and technical
requirements during each individual turbine design stage. Furthermore, the difﬁculties in the complex modelling of a ﬂoating VAWT is particularly limited by the ﬁdelity and accuracy
of VAWT aerodynamic modelling tools available. Particularly,
the detailed prediction of the VAWT’s aerodynamics poses notable challenges, that must be overcome to optimise the VAWT
for offshore ﬂoating conditions. Evaluating the aerodynamic
performance of a potential offshore ﬂoating VAWT concept is
critical in determining the overall economic justiﬁcation of its
implementation and therefore accurate trustworthy modelling
methodologies must be employed.
III. A ERODYNAMIC M ODELS
It is widely regarded among the wind energy research
community that the structural simplicity of the VAWT is
impeded by its highly unsteady and inherently non-linear ﬂow
ﬁeld aerodynamics [12]. As the turbine rotates, its blades are
constantly changing their respective angle of attack (α0 ) which
develops strong unsteady effects in its ﬂow ﬁeld.
α0 = tan−1




sinθ
a
( VωR
/ VV∞
) + cosθ
∞

λ=
Fig. 1: Floating vertical axis wind turbine concepts [4], [7]–[9]
Collu et al. [7] outlines the preliminary development of
the NOVA concept Fig. 1(a) which was primarily focused
on the structural optimisation of a potential ﬂoating VAWT.

ωR
V∞

(2)
(3)

The most signiﬁcant of these unsteady effects, is the continuous dynamic separation of the ﬂow which can deteriorate
the performance of the VAWT considerably [12]. Notably,
according to Klimas [13] the interaction between the blades
and the wake of the turbine is considered one of the critical
problems in the modelling of the aerodynamics of a VAWT.
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A. Mathematical Models
In the 1970s, researchers began developing mathematical models to understand and examine the performance of
VAWTs which steadily grew in complexity and accuracy as
the research was advanced. Momentum models are the most
common employed mathematical models for the analysis of
VAWT performance and use streamtubes to calculate the
change in momentum through the turbine [12]. Templin [23]
ﬁrstly introduced the single streamtube model which was an
adjusted form of Glauert’s [24] theory for aircraft propellers.
This model was advanced by Wilson and Lissaman [25] and
Strickland [26] who developed the multiple streamtube model
which divided the single momentum model into multiple
parallel adjacent streamtubes for a more accurate solution.
Furthermore, Parashivoiu [27] extended the momentum theory
and established the double multiple streamtube model which
arose out of the requirement for more accurate representation of the reduction in the free stream velocity through
the turbine. The presented momentum models assume quasisteady 2D ﬂow and have been shown to become invalid [14]–
[17], whereby the VAWT is operating at high TSRs with
relatively high solidity. The cascade model was introduced
for analysing VAWTs by Hirsch and Mandal [16] which is
based on the cascade theory that is used extensively in the
performance analysis of turbomachinery. In this model the
VAWT is considered to be a turbomachine without a casing
and the turbine’s blades are assumed to be positioned in a plane
or a cascade. The cascade model was improved by Mandal
and Burton [18] who took into consideration the effects of
dynamic stall and ﬂow curvature which eliminated the short
comings of the original model. The actuator cylinder model
was developed by Madsen [28] which is a Eulerian based
model. This model uses a cylinder instead of a disc which
is a extension of the actuator disk concept and distributes
the blade forces onto the geometry of a cylinder based on
the blade-element calculations using the local ﬂow ﬁeld. The
need for higher accuracy in the calculation of the turbine blade
instantaneous loads and the dynamics of its wake led to the
development of the vortex model. Vortex models are potential
ﬂow models based on the calculation of the velocity ﬁeld
through the inﬂuence of vorticity in the wake of the blades [3].
Reference
[14]–[17]

Model
Momentum

[16], [18]

Cascade

[19]
[3], [20]

Actuator
Cylinder
Vortex

[21], [22]

Hybrid

3DOHUPR,WDO\1RY

2D vortex models were ﬁrstly purposed by Larsen [19] but it
was Fanucci and Walters [29] who employed this model for
analysing VAWTs. However, as stated by Borg et al. [3] these
2D models had several assumptions therefore limiting their
performance modelling capabilities. Subsequently, Strickland
et al. [20] presented a more advanced vortex model in the form
of the three dimensional quasi-steady model which included
the effects of dynamic stall and blade circulation. Cardona
[30] enhanced Strickland et al. model by incorporating ﬂow
curvature effects and also altering the dynamic stall model
for better correlation with experimental results. There has
also been considerable focus towards creating hybrid models
whereby Wilson and Walker [31] ﬁrstly showed the possibility of combining the momentum and vortex theories to
develop a hybrid model which acquired the beneﬁts from
each applied method [21]. Basuno et al. [21] developed the
hybrid prescribed wake model which was later advanced by
Coton et al. [32] who took into consideration unsteady effects
which allowed for better representation of VAWT performance
especially at low TSRs where the ﬂow ﬁeld is particularly
unsteady [22]. Table 1. outlines the principal advantages
and disadvantages of the presented aerodynamic models with
particular emphasis on model accuracy and computational
requirement for a VAWT optimisation study. Nonetheless, in
recent years the increased availability of high-performance
computing (HPC) has allowed the opportunity to conduct full
numerical simulations of VAWTs using Computational Fluid
Dynamics (CFD) applications which are computed from ﬁrst
principles using the Navier-Stokes equations.
B. Numerical Simulation
CFD has become a popular numerical modelling tool to
analyse the performance of a VAWT with many studies
undertaking 2D numerical simulations to date. However, it has
been clearly demonstrated that 2D CFD simulations considerably over-predict a VAWT’s performance when compared
with experimental data due to the inability to capture the
VAWT’s 3D ﬂow effects. This has been shown most notably
by Siddiqui et al [33] who states that caution must be taken
when making conclusions purely based on 2D simulations
where blade tip effects have not been considered. The 3D
aerodynamic modelling of VAWTs is currently lagging behind

Advantages
Straightforward and efﬁcient to apply
Low computation time and quick execution
Blade aerodynamic interactions are modelled
Reasonably low computational time
Considers 3D non-streamwise momentum
change in VAWT ﬂow ﬁeld
Develops good representation of ﬂow ﬁeld
dynamics by modelling the VAWT wake
Similar accuracy to Vortex model with lower
computational requirement

Disadvantages
Inaccurate at high TSRs and high solidities
Blade instantaneous forces are inaccurate
Does not consider turbine wake
Considers only 1D ﬂow ﬁeld
Model results have not been validated against
experimental data and accuracy is unknown
Substantially high computational power is required
Difﬁcult to implement with potential model
convergence issues

TABLE I: Advantages and disadvantages of aerodynamic models
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signiﬁcantly with the only 3D simulations conducted to date
have employed a quasi-steady representation and have not
undertaken studies into time-dependent problems. According
to Coton et al. [22] it is important to use a fully unsteady 3D
analysis scheme to ensure the accurate representation of the
VAWT’s ﬂow regime. On the contrary, 3D CFD simulations
are very computational demanding requiring signiﬁcantly high
computational resources which can be at least thirty times
higher than a standard 2D model to simulate.
IV. M ODELLING M ETHODOLOGY
In the development of a new ﬂoating vertical axis wind
turbine a two stage aerodynamic modelling approach has been
adopted. Preconditions for this optimisation procedure were
obtaining results with a sufﬁcient level of accuracy from a
large number of potential designs options while not demanding
high computational resources or time. In addition, secondary
detailed Navier-Stokes simulations will be used to obtain more
detailed transient analysis of ﬂow representation around selected VAWT design solutions. It is intended that this proposed
modelling methodology will lead to an overall decrease in
resources required for the design of a VAWT for an offshore
application. Based on the ﬁndings of the aerodynamic models
presented in Section III it was established that the Cascade
model by [16] gave the best desired balance between accuracy
and computational time for the initial assessment of possible
VAWT conﬁgurations. Comparing against the other models,
it was identiﬁed that the momentum models were limited
by the multiple integrated assumptions and also convergence
issues under certain VAWT loading conditions. It was also
determined that the other models primarily the vortex model
required excessive computational time to be used in the initial
stage of this modelling approach.
V. C ASCADE M ODEL
The cascade model used in the ﬁrst stage of this modelling methodology is diagrammatically shown in Fig.2 which
is based on the cascade theory presented by Hirsch and
Mandal [16] as outlined in Section III. Firstly, the VAWT’s
independent variables or performance parameters are inputted
into the model which include the free stream velocity (V∞ ),
turbine radius (R), turbine height (H), number of blades (N ),
blade chord length (c), turbine rotational velocity (ω), blade
airfoil speciﬁcations and convergence criteria for the model
(ε). The mean operating Reynolds number (5) for the VAWT
is calculated due to variation in the VAWT’s relative velocity
(W0 ) (4) throughout a full rotation and also its respective blade
angle of attack (α0 ) is also found from (2).
W0
W0 Va
Va
=
.
=
V∞
Va V ∞
V∞



 ωR Va 
+ cosθ]2 + sin2 θ
/
V∞ V ∞
(4)

Re =

W0 c
ν

(5)

Fig. 2: Calculation procedure using the Cascade model

The model is segregated into its upwind (0◦ − 180◦ ) and
downwind (180◦ − 360◦ ) components to account for the
variation in free stream velocity through the turbine. Using
the blade’s respective Reynolds number (Re) and angle of
attack (α0 ) its aerodynamic coefﬁcients can be obtained from
experimental data in the form of (CL ) and (CD ) and can be
adjusted to consider the effects of ﬁnite blade span, blade
dynamic stall and ﬂow curvature.
A reference blade is chosen and a control volume is created
around the blade where its corresponding inlet & outlet
relative velocities (W1 , W2 ) and angles of attack (α1 , α2 ) are
determined as extensively outlined in [16]. The continuity and
momentum equations are applied to the control volume and the
blade aerodynamic forces are established in the form of tangential (FT ) and normal (FN ) forces. The relationship between
the VAWT wake velocity (VW ) and the free stream velocity is
established by Bernoulli’s Equation, while the induced velocity
(Va ) is related to the wake velocity by an empirical analytical
expression that considers the VAWT’s solidity [16]. Integrated
into the model is a criterion that evaluates the VAWT’s ﬂow
ﬁeld and terminates calculation if the ﬂow is found to be
compressible (M a ≥ 0.2). Initially, commencing the model
Va is unknown and must be obtained by using a ﬁxed point
iterative procedure as shown in Fig.2. To accelerate and
improve the computational efﬁciency of this iterative scheme
it was modiﬁed to use Steffensen’s Method which utilises a
combination of ﬁxed point iteration and Aitken’s Δ2 Method
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to increase the rate of convergence to quadratic. Aitken’s
Δ2 Method introduces dynamic under-relaxation, whereby the
under-relaxation parameter (ωφ ) is problem independent and
requires less ﬂoating-point operations for each solution. The
model’s downwind component follows the same calculation
procedure as the upwind component with the only difference
being that the upwind wake velocity is used as the free stream
velocity for the downwind section.
VI. C ONCLUSION
In this paper, the early aerodynamic development of an
offshore ﬂoating VAWT has been presented accompanied with
recent studies detailing the different possible design solutions
for this application. The current research does show considerable support and justiﬁcation for the future advancement of
VAWTs for offshore ﬂoating conditions which can be primarily
be attributed to their lower COE and more stable geometry.
Signiﬁcantly, the aerodynamic modelling of VAWTs
presents many challenges to ensure an accurate representation
of the VAWT’s performance and there is a wide variety
of aerodynamic modelling methods described which have
been compared on the basis of accuracy and computational
requirement. This thorough evaluation has found that a two
stage modelling approach using the cascade model and in
depth Navier-Stokes numerical simulations will allow for an
effective VAWT modelling methodology.
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Appendix B
Matlab source code for the
low-order model
This appendix provides the Matlab script and functions used to build the low-order
model.

B.1

Script: VAWT-master.m

The following is the master script used for the low-order model. A number of
functions are incorporated and are listed below.
% VAWT_master.m
% Program to compute the aerodynamic performance of a VAWT.
%-------------------------------------------------------------------------%
% VARIABLE DICTIONARY
%-------------------------------------------------------------------------%
% INPUT
% Vinfty
Free stream wind velocity
m/s
% rho
Fluid Density
kg/m^3
% mu
Kinematic viscosity
Pa.s
% R
Turbine radius
m
% RPM
Turbine rotational velocity
RPM
% N
Number of turbine blades
% H
Turbine height
m
% c
Airfoil chord length
% a
Sonic velocity
m/s
% Tol
Tolerence criterion for model convergence
% Vau(i)
Intial value of upstream induced velocity
m/s
% Theta
Blade azimuthal angle
deg
% Cl
Lift coefficient
% Cd
Drag coefficient
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%

OUTPUT
sigma
wR
lambda
theta_rad
alpha_rad
W0
Re
Ma
Wx
Wy
E
L
D
Vr
W1
alpha1
W2
alpha2
P_loss
P_diff

Turbine solidity
Blade tip speed
Tip speed ratio
Azimuthal angle
Blade angle of attack
Blade relative velocity
Blade flow Reynolds Number
Blade flow Mach Number
Relative velocity x-component
Relative velocity y-component
Drag to lift ratio
Lift force
Drag force
Circulation velocity
Inflow relative velocity
Inflow angle
Outflow relative velocity
Outflow angle
Pressure loss
Pressure difference

m/s
radians
radians
m/s
m/s
m/s
N
N
m/s
m/s
radians
m/s
radians
Pa
Pa
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% F_t
% F_n
% ki

Tangential force
Normal force
empirical relation

N
N
-

%-------------------------------------------------------------------------%
% INPUT INDEPENDENT VARIABLES (POPULATE VALUES BELOW)
%-------------------------------------------------------------------------%
% VAWT GEOMETRY
H = 127.1443558; % Blade length (m)
R = 48.43594507; % Turbine radius (m)
c_avg = 6.35721779; % average blade chord length (m)
N = 2; % Number of blades
TR = 1; % Blade taper ratio
RPM = 11.0602888; % turbine rotational velocity (RPM)
Beta = -2; % Blade preset pitch angle (deg)
Dt = 3.179; % Support tower diameter (m)
N_st = 2; % struts per blade
c_st = 6.35721779; % Strut chord (m)
theta_st = 0; % strut angle to hortizontal plane (deg)
tc = 0.21; % Strut thickness to chord ratio
C_fair = 1; % Strut interference drag fairing factor
% VAWT OPERATIONAL
RPM = 11.0602888; % turbine rotational velocity (RPM)
lambda_int = 1.01; % Start TSR
lambda_step = 0.01; % TSR advancement increment
lambda_end = 5.1; % Finish TSR
% FLUID PROPERTIES
rho = 1.225; % Fuild density (kg/m^3)
nu = 1.46E-05; % Fluid kinematic viscosity
Temp = 15.6; % fluid temperature (degC)
% SOLVER SETTINGS
dh = 100; % Number of discretised blade spanwise elements (per turbine half)
Tol = 0.00001; % Iterative convergence tolerence
Rot = 3; % Number of turbine rotations specfied for periodic solution
Azi_deg = 1; % Azimuthal size increment (deg)
Vau_0 = 12; % Initial estimate of blade induced velocity (m/s)
% EMPIRICAL CONSTANTS
Tf = 3; % Viscous lag constant
Tvl = 8; % Nondimensional time for the vortex passage
Tv = 11; % Vortex shedding time constant
eff =
1; % Efficiency factor for the tangential coefficient
E0 = 0.2 ; % Tangential coefficient constant
%-------------------------------------------------------------------------%
% INITIALISATION
%-------------------------------------------------------------------------%
clear variables;
clc
close all;
% Display the following message
disp(’********-This program computes VAWT aerodynamic performance-*******’)
fprintf(’\n’)
fprintf(’\n’)
%-------------------------------------------------------------------------%
%-------------------------------------------------------------------------%
tic % start the CPU timer
iter = 0;
d_theta = Azi_deg*(pi/180); % convert theta to radians
dt = d_theta/(RPM * ((2*pi)/60)); % Calculate the time step size (s)
wR = (RPM*((2*pi)/60))*R; % Calculate blade tip velocity (m/s)
T = 60/RPM; % Calculate VAWT time period (s)
omega = (2* pi)/T; % Calculate turbine angular velocity (rad/s):
%-------------------------------------------------------------------------%
% TSR ADVANCEMENT SCHEME
%-------------------------------------------------------------------------%
q = 0; % TSR counter starting value
% Calculate performance for specified TSR range
for lambda = lambda_int : lambda_step: lambda_end
q = q +1; % TSR counter
Vwind = wR/lambda; % free stream velocity
Vinfty = Vwind; % free stream velocity
% Taper blade parameters:
[c_r, c_t,AR,phi, h, c_u] =

Taper(c_avg,TR,H,dh); % Taper blade constants
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% c_r = root chord - c_t = tip chord - h = element height - c_u = push in
%-------------------------------------------------------------------------%
% SPANWISE ELEMENT ADVANCEMENT SCHEME
%-------------------------------------------------------------------------%
g = 0; % Spanwise element counter
for d = h : h: H ; % compute the performance of discretised blade elements
g = g+1; % Spanwise element counter advancement
c_mean = c_r - (h*(tan((pi/2) - phi))); % Blade spanwise element chord
A = (((c_r - (2*c_u))+ c_r)/2)*h; % Area of blade spanwise element
%-------------------------------------------------------------------------%
% AZIMUTHAL INCREMENT ADVANCEMENT SCHEME
%-------------------------------------------------------------------------%
j = 0; % Time step counter starting value
z = 0; % Vortex shedding counter starting value
% Counters for downwind wake velocity for each time period simulated
aa = 0; % 1st period
bb = 0; % 2nd period
cc = 0; % 3rd period
theta_start = 0.0000001; % Starting theta value (0 is undefined)(deg)
% compute the performance of the blade element for specified rotations
for theta_rad = (theta_start*(pi/180)): d_theta: ((Rot*360*theta_start)*...
(pi/180))
j = j+1; % time step counter advanacement
Theta = theta_rad *(180/pi); % convert theta to radians
%Inner Iteration Method
i=1;
diff(i) = 9999;
%-------------------------------------------------------------------------%
% DETERMINE FREESTREAM WIND VALUE (UPWIND & DOWNWIND REGIONS)
%-------------------------------------------------------------------------%
load cylinder.txt % Data for cylinder Cd as a function of Re value
% 1st time period
if Theta >= 0 && Theta < 180
Vinfty = Vwind;
elseif Theta >= 180 && Theta < 360
my_fac = 1; % 1st time period
blade_angle = upwind1(:,1); % store azimuthal blade angle
V_wake_u = upwind1(:,2); % store velocity value
x = (360*my_fac) - Theta; % respective azimuthal angle
Vinfty = pchip(blade_angle,V_wake_u,x); % wake velocity upstream blade
Vinfty = period1(Vinfty,cylinder,Dt,nu,R,theta_rad); %Include tower effect
end
% 2nd time period
if Theta >= 360 && Theta < 540
Vinfty = Vwind;
elseif Theta >= 540 && Theta < 720
my_fac = 2; % 2nd time period
blade_angle = upwind2(:,1); % store azimuthal blade angle
V_wake_u = upwind2(:,2); % store velocity value
x = (360*my_fac) - Theta; % respective azimuthal angle
Vinfty = pchip(blade_angle,V_wake_u,x); % wake velocity upstream blade
Vinfty = period2(Vinfty,cylinder,Dt,nu,R,theta_rad); %Include tower effect
end
% 3rd time period
if Theta >= 720 && Theta < 900
Vinfty = Vwind;
elseif Theta >= 900 && Theta < 1080 % 3rd period
my_fac = 3;
blade_angle = upwind3(:,1); % store azimuthal blade angle
V_wake_u = upwind3(:,2); % store velocity value
x = (360*my_fac) - Theta; % respective azimuthal angle
Vinfty = pchip(blade_angle,V_wake_u,x); % wake velocity upstream blade
Vinfty = period3(Vinfty,cylinder,Dt,nu,R,theta_rad); %Include tower effect
end
%-------------------------------------------------------------------------%
% DEFINITION OF B-L DS MODEL TIME DEPENDENT PARAMETERS
%-------------------------------------------------------------------------%
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if j == 1;

% For the first time step, previous are unknown and therefore 0

% Circulatory attached flow:
Xn_1 = 0;
Yn_1 = 0;
Zn_1 = 0;
alpha_n_1 = (Beta*(pi/180));
theta_rad_n_1 = 0;
% Impulsive attached flow:
Hn_1 = 0;
D_alpha_n_1 = 0;
% Separated flow:
D_fn_1 = 0;
f_lag_1 = 1;
elseif j >1 % update parameters for each time step
% Circulatory attached flow:
Xn_1 = Xn;
Yn_1 = Yn;
Zn_1 = Zn;
alpha_n_1 = alpha;
theta_rad_n_1 = theta_rad;
% Impulsive attached flow:
Hn_1 = Hn;
D_alpha_n_1 = D_alpha;
% Separated flow:
D_fn_1 = D_fn;
f_lag_1 = f_lag;
end
z = z+1; % Counter for vortex shedding
if z <= 1
tau_1 = 0;
elseif z > 1
tau_1 = tau; % non-dimensional vortex time, tau
end
%-------------------------------------------------------------------------%
% INNER ITERATIVE SCHEME
%-------------------------------------------------------------------------%
while diff(i) >= Tol; % Iterate the following until convergence is acheived
k = 0; % Starting value for the iteration timer
k = k+1; % counter for the inner iterations
iter = k;
% NOTE: Two seperate fixed point iteration functions are needed for the
% model
% First fixed point iteration function
Vau_1 = Fixed_Point_Iteration_1(Vau_0, theta_rad,Beta,dt, wR, Vinfty,...
rho,d_theta, c_mean,A,R,N, nu,Temp,Xn_1,alpha_n_1,Yn_1,Zn_1,Hn_1,...
D_alpha_n_1,D_fn_1,Tf,f_lag_1,tau_1,Tvl,Tv,eff,E0);
% Second fixed point iteration function
[Theta, alpha_deg,W0,Re,M,a,Wx,Wy,alpha_dot,Xn,Yn,Zn,alpha_E,Cn_circ,Hn,...
D_alpha,alphaN_lag,z,f_lag,D_fn,tau,Vx,B1,Cn_f,Cn_v,Cn,Ct,Cl,Cd,Ft,Fn,Q,...
W1,alpha1_deg,W2,alpha2_deg,P_loss,P_diff,Vau_2,Veu_i,alpha,s,f,f_lag2] = ...
Fixed_Point_Iteration_2(Vau_1,theta_rad,Beta,dt, wR, Vinfty, rho, c_mean,...
A, R,N,nu,Temp,pi,alpha_n_1,d_theta,Xn_1,Yn_1,Zn_1,Hn_1,D_alpha_n_1,...
D_fn_1,Tf,f_lag_1,tau_1,Tvl,Tv,eff,E0);
Ve = Veu_i; % update new wake velocity value
%-------------------------------------------------------------------------%
% Convergence Acceleration Scheme
if (abs(Vau_1 - Vau_2) <= 0.000001)
Vau = Vau_2;
diff(i) = Tol - 0.001;
else
Vau = abs(Vau_0 - (((Vau_1) - Vau_0)^2)/(Vau_2 - (2*Vau_1) + Vau_0));
diff(i) = abs(Vau - Vau_0);
end
Vau_0 = Vau; % update blade induced velocity
%-------------------------------------------------------------------------%
% CHECK THE MACH NUMBER
%-------------------------------------------------------------------------%
% Check for compressible flow condition
if M >= 0.2 % Lower limit of flow compressibility
disp(’Flow regime is compressible - Mach number is too high - Reduce!’)
break % stop the simulation if the Mach number is too high
end
end % end of iterative loop
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%-------------------------------------------------------------------------%
% COMPUTE THE STRUT RESISTANT TORQUE
%-------------------------------------------------------------------------%
if g == dh % When all the blade spanwise elements are finished do this
strut_Q = strut(R,Vinfty,theta_rad,omega,c_st,theta_st,nu,tc,rho,W0,N_st);
my_strut_Q(j,1) = strut_Q; % Save: Strut resistive torqure at azimuthal angle
Ft_st = strut_Q/R; % strut resistive tangential compoment (N)
end
%-------------------------------------------------------------------------%
% STORE UPWIND WAKE VELOCITY VALUES FOR DOWNWIND REGION CALCULATION
%-------------------------------------------------------------------------%
% 1st time period
if Theta >= 0 && Theta < 180
aa = aa + 1;
upwind1(aa,1) = Theta;
upwind1(aa,2) = Ve;
% 2nd time period
elseif Theta >= 360 && Theta < 540
bb = bb + 1;
theta_var = Theta - 360;
upwind2(bb,1) = theta_var;
upwind2(bb,2) = Ve;
% 3rd time period
elseif Theta >= 720 && Theta < 900
cc = cc + 1;
theta_var = Theta - 720;
upwind3(cc,1) = theta_var;
upwind3(cc,2) = Ve;
%-------------------------------------------------------------------------%
% WRITE AND SAVE VAWT SCALAR VALUES TO FILE
%-------------------------------------------------------------------------%
my_Theta(j,g) = Theta; % Save: azimuthal angle
myW0(j,g) = W0; % Save: relative velocity
my_Ft(j,g) = Ft; % Save: blade tangential force (with tip loss)
my_Q(j,g) = Q; % Save: instantaneous VAWT torque
my_Ct(j,g) = Ct; % Save: blade tangential force coefficient
my_Cn(j,g) = Cn; % Save: blade normal force coefficient
my_Fn(j,g) = Fn; % Save: blade normal force (with tip loss)
my_strut_Q(j,g) = strut_Q; % Save: parasitic torque
end
end % end of time step loop
%-------------------------------------------------------------------------%
% CALCULATE NEXT BLADE CHORD LENGTH
%-------------------------------------------------------------------------%
my_c_mean(g,:) = c_mean;
my_c_r(g,:) = c_r;
c_r = c_r -(2*c_u); % next spanwise chord element length
end % end of spanwise element advanvcement loop
%-------------------------------------------------------------------------%
% CALCULATE TOTAL VAWT FORCES AND INTEGRATE OVER REVOLUTION
%-------------------------------------------------------------------------%
% Compute the total tangential force at the azimuthal angle
Ft_tot =((sum(my_Ft,2))*2) - Ft_st;
% Compute the total normal force at the azimuthal angle
Fn_tot =(sum(my_Fn,2))*2;
% Integrate the tangential force over one VAWT rotation
for a=1 : 1 : 361;
b = a+1;
if b > 361
trap = ((Ft_tot(361,1))/2)*(Azi_deg *(pi/180));
Ft_tot(a,2) = trap;

end

else
trap = (((Ft_tot(a,1))+(Ft_tot(b,1)))/2)*(Azi_deg *(pi/180));
Ft_tot(a,2) = trap;
end

%-------------------------------------------------------------------------%
% CALCULATE VAWT PERFORMANCE PARAMETERS
%-------------------------------------------------------------------------%
Ft_avg = (1/(2*pi))*(sum(Ft_tot(:,2))); % compute the average tangential force
Q = Ft_avg * R * N; % compute the average torque
Cq = Q/(0.5*rho*(Vinfty^2)*(R*2*H)*R); % compute the torque coefficient
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P = Q *(RPM*((2*pi)/60)); % compute the power
Cp = P/(0.5*rho*(Vinfty^3)*(R*2*H)); % Power coefficient
my_lambda(q,1) = lambda;
my_Vwind(q,1) = Vwind; %
my_Cp(q,1) = Cp; % store
my_Cq(q,1) = Cq; % store
end

% store TSR values
store wind speed values
power coefficient values
torque coefficient values

%-------------------------------------------------------------------------%
% PLOT THE VAWT EFFICIENCY CURVE (Cp Vs lambda)
%-------------------------------------------------------------------------%
plot(my_lambda(:,1),my_Cp(:,1),’-b’,’LineWidth’, 3)
grid on
xlabel(’ \lambda [-] ’, ’FontSize’,20,...
’FontWeight’,’bold’,’Color’,’k’), ...
ylabel(’Cp [-] ’,’FontSize’,20,...
’FontWeight’,’bold’,’Color’,’k’);
dlmwrite(’my_data.out’,my_Cp, ’;’) % Save to file key data
fprintf(’DONE!\n’); % state the computation is finished
toc
display(toc) % state CPU requiremennts
%-------------------------------------------------------------------------%
%
END
%-------------------------------------------------------------------------%

B.1.1

Function: period1.m

This function shows the calculation of the wake velocity behind the VAWT tower.
%-------------------------------------------------------------------------%
% TOWER WAKE MODEL
%-------------------------------------------------------------------------%
function [Vinfty] = period1(Vinfty,cylinder,Dt,nu,R,theta_rad)
% Get cylinder drag coefficient at Reynolds number
Re_cyl = (Vinfty*Dt)/nu; % cylinder Reynolds number
Reynolds = cylinder(:,1);
Cd_cylinder = cylinder(:,2);
Cd_cyl = pchip(Reynolds,Cd_cylinder,Re_cyl); % cylinder Cd at Reynolds number
x_s = R + (4*Dt)/Cd_cyl;
% Smooth cylinder constants (Huse model)
k1 = 0.25;
k2 = 1;
b = k1*sqrt(Cd_cyl*Dt*x_s);
beta = asin((5*b)/R); % active tower wake arc
theta_tower = 270; % Tower downstream azimuthal angle
if theta_rad <= (theta_tower*(pi/180)) && theta_rad >= ((theta_tower*(pi/180))- beta)
zeta = (theta_tower*(pi/180)) - theta_rad;
y = R*sin(zeta); % y co-ordinate
Vd = k2*Vinfty*(sqrt((Cd_cyl*Dt)/x_s))*(exp(-0.693*((y/b)^2))); % deficit velocity
Vinfty = Vinfty - Vd;
elseif theta_rad >= (theta_tower*(pi/180)) && theta_rad <= ...
(theta_tower*(pi/180))+ beta % (higher active) 270 + beta active area
zeta = theta_rad - (theta_tower*(pi/180));
y = R*sin(zeta); % y -co-ordinate)
Vd = k2*Vinfty*(sqrt((Cd_cyl*Dt)/x_s))*(exp(-0.693*((y/b)^2)));
Vinfty = Vinfty - Vd;
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else
Vinfty = Vinfty; % tower wake region not active (unchanged)
end
end

B.1.2

Function: Fixed-point-iteration.m

This function shows the calculations required for each iteration at each respective
time step.
%-------------------------------------------------------------------------%
% FIXED POINT ITERATION 2
%-------------------------------------------------------------------------%
function [Theta, alpha_deg,W0,Re,M,a,Wx,Wy,alpha_dot,Xn,Yn,Zn,alpha_E,...
Cn_circ,Hn,D_alpha,alphaN_lag,z,f_lag,D_fn,tau,Vx,B1,Cn_f,Cn_v,Cn,Ct,Cl,...
Cd,Ft,Fn,Q,W1,alpha1_deg,W2,alpha2_deg,P_loss,P_diff,Vau_2,Veu_i,alpha,...
s,f,f_lag2] = Fixed_Point_Iteration2(Vau_1,theta_rad,Beta,dt, wR, Vinfty,...
rho, c_mean,A, R,N,nu,Temp,pi,alpha_n_1,d_theta,Xn_1,Yn_1,Zn_1,Hn_1,...
D_alpha_n_1,D_fn_1,Tf,f_lag_1,tau_1,Tvl,Tv,eff,E0)

Theta = theta_rad *(180/pi); % Calculate azimuthal angle (degrees)
lambda = wR/Vinfty; % Calculate velocity ratio
r = Vau_1/Vinfty; % Calculate induced velocity ratio
%-------------------------------------------------------------------------%
% CASCADE MODEL CALCULATIONS
%-------------------------------------------------------------------------%
%Calculate blade angle of attack (radians):
alpha_rad = (atan((sin(theta_rad))/((lambda/r) + cos(theta_rad))))+ (Beta*(pi/180));
alpha_deg = alpha_rad * (180/pi);%Calculate AoA to degrees (degrees):
%Calculate blade relative velocity (m/s):
W0 = (Vau_1*((((((lambda)/(r)) + cos(theta_rad))^2) + ...
(sin(theta_rad)^2))^(1/2)));
Wx = W0*sin((alpha_rad)); %Calculate x-component of relative velocity (m/s)
Wy = W0*cos((alpha_rad)); %Calculate y-component of relative velocity (m/s):
Re = (W0*c_mean)/nu; %Calculate blade relative Reynolds number:
Temp_K = Temp + 273.15; % Convert fluid temperature to Klevin (K)
a = sqrt((1.4 * 8.314*Temp_K)/0.02895); % ideal gas law (m/s)
M = W0/a; % Calculate the Mach number
%-------------------------------------------------------------------------%
% B-L DYNAMIC STALL MODEL CALCULATIONS
%-------------------------------------------------------------------------%
% 1. Unsteady Attached Flow Module
% Declare the deficiency function constants
A1 = 0.165;
A2 = 0.335;
A3 = 0.5;
T1 = 20;
T2 = 4.5;
T3 = 1.25*M;
% Source the Reynolds number dependent variables
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[Cn_alpha,f,Cd0,alpha_ss,T_alpha,alpha_ds0,alpha0] = Re_database(Re,alpha_deg);
% Circulatory component
delta_s = (2*W0*dt)/c_mean; % normalised time step
beta = 1 - (M^2);
alpha_dot = (alpha_rad - alpha_n_1)/d_theta;
% Deficiency Functions
Xn = Xn_1*(exp((-beta*delta_s)/T1)) + (A1*(alpha_rad - alpha_n_1)*...
exp((-beta*delta_s)/(2*T1)));
Yn = Yn_1*(exp((-beta*delta_s)/T2)) + (A2*(alpha_rad - alpha_n_1)*...
exp((-beta*delta_s)/(2*T2)));
Zn = Zn_1*(exp((-beta*delta_s)/T3)) + (A3*(alpha_rad - alpha_n_1)*...
exp((-beta*delta_s)/(2*T3)));
alpha_E = alpha_rad - alpha0 - Xn - Yn - Zn; % Equilvalent angle of attack (radians)
Cn_circ = Cn_alpha*alpha_E; % circulatory normal force coeffcient
% Impulsive component
Ti = (c_mean/a)*((1+(3*M))/4); % impulsive time constant
Hn = Hn_1*(exp(-dt/Ti)) + ((pi/4)*((alpha_rad - alpha_n_1)*...
(exp(-dt/(2*Ti))))); % Deficiency Function
Cn_imp = (4/M)*Hn; % impulsive normal force coefficient

%%%--- Unsteady attached normal force coeffcient
% First-order LAG in pressure delay
D_alpha = (D_alpha_n_1 * exp(-delta_s/T_alpha)) + ...
((alpha_rad - alpha_n_1)*exp(-delta_s/(2*T_alpha))); % Lag deficiency function
alphaN_lag = alpha_rad - D_alpha; % Lag on angle of attack
alphaN_lag_deg = alphaN_lag *(180/pi);
% STALL ONSET CONDITION
r_0 = 0.01; % Boundary between quasi-steady and dynamic stall
r_n = (c_mean*alpha_dot)/(2*W0); % reduced pitch rate
% Critical stall-onset angle of attack
if abs(r_n) >= r_0; % Sheng linear fit
alpha_crit = ((pi/180)*alpha_ds0);
elseif abs(r_n) < r_0;
alpha_crit = ((pi/180)*alpha_ss) + (((pi/180)*alpha_ds0) - ((pi/180)*alpha_ss))*...
(abs(r_n))/r_0;
end
alpha_crit_deg = alpha_crit*(180/pi);
% Trailing-edge separation
% 1. Get static separation point (f)
% 2. Get static separation point (f_lag)
f_lag = dynamic_f( Re,alpha_deg,alphaN_lag_deg);
% Unsteady separation point - boundary layer
% Deficiency function - D_fn
D_fn = (D_fn_1 * exp(-delta_s/Tf)) + ((f_lag - f_lag_1)*(exp(-delta_s/(2*Tf))));
f_lag2 = f_lag - D_fn; % Unsteady separation point
% Normal force coefficient for unsteady flow (Trailing edge separation)
Cn_f = Cn_circ * (((1+ sqrt(f_lag2))/2)^2) + Cn_imp;
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% stall condition not met
if abs(alphaN_lag) < alpha_crit;
Cn = Cn_f;
z = 0; % counter
tau = tau_1;
s = 0; % stall
Vx = 0; % vortex parameter is 0
B1 = 0;
Cn_v = 0; % vortex normal force is 0
end
% Stall condition is met
if abs(alphaN_lag) >= alpha_crit;
% Leading edge vortex shedding - Vortex Lift
s = 1; % yes stall
tau = tau_1 + ((0.67*W0*dt)/c_mean); % track the vortex position
% Note: the vortex velocity is approx 1/3 the relative velocity
% Vortex modulation parameter - Vx
if tau > 0 && tau <= Tvl
Vx = (sin((pi*tau)/(2*Tvl)))^(3/2);
elseif tau > Tvl
Vx = (cos((pi*(tau - Tvl))/Tv))^2;
end
if sin(theta_rad) >= 0
B1 = 0.5;
elseif sin(theta_rad) < 0
B1 = -0.5;
end
Cn_v = B1*(f_lag2 - f)*Vx; % Normal coeffcient due to vortex lift
if sin(theta_rad) > 0 &&
Cn_v = 0;
end

Cn_v < 0 % Cannot have a negative vortex lift

if sin(theta_rad) < 0 &&
Cn_v = 0;
end

Cn_v > 0

Cn = Cn_f + Cn_v; % total unsteady normal force coefficient
z = 1; % counter
end
Ct = eff*Cn_alpha*(alpha_E^2)*((sqrt(f_lag2))-E0); % Unsteady tangential
% coefficient by Sheng
% Calculate Cl & Cd - Infinite length airfoil
Cl = (Cn*cos(alpha_rad)) + (Ct*sin(alpha_rad)); % lift coefficient
Cd = (Cn*sin(alpha_rad)) - (Ct*cos(alpha_rad)) + Cd0; % drag coeffcient
% Calculate Cn & Ct - Finite length airfoil
Cn = (Cl*cos(alpha_rad)) + (Cd*sin(alpha_rad));
Ct = (Cl*sin(alpha_rad)) - (Cd*cos(alpha_rad));
Ft = 0.5*Ct*rho*(W0^2)*A; % instantaneous blade tangential force (N)
Fn = 0.5*Cn*rho*(W0^2)*A; % instantaneous blade normal force (N)
Q = Ft * R; % instantaneous blade torque (Nm)
E = abs(Cd/Cl); %Calculate drag:lift ratio:
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%Calculate circulation velocity(m/s):
Vr =((Vinfty/(8*pi))*abs(Cl)*((N*c_mean)/R)*(W0/Vinfty)*(1-(E*(1/(tan(abs...
(alpha_rad)))))));
W1 = ((Wx^2)+ ((Wy - Vr)^2))^(1/2); %Calculate inflow relative velocity(m/s):
alpha1 = atan(Wx/(Wy-Vr)); %Calculate inflow AoA (radians):
alpha1_deg = alpha1 * (180/pi); %Calculate inflow AoA (degrees):
W2 = ((Wx^2)+ ((Wy + Vr)^2))^(1/2); %Calculate outflow relative velocity(m/s)%
alpha2 = atan(Wx/(Wy+Vr)); %Calculate outflow AoA (radians):
alpha2_deg = alpha2 * (180/pi); %Calculate outflow AoA (degrees):
%Calculate pressure loss [Bernoulli’s principle] (Pa):
P_loss = (rho*Cd*N*c_mean*(W0^2))/(4*pi*R*sin(abs(alpha_rad)));
%Calculate pressure difference between inflow and outflow (Pa):
P_diff = (rho/2)*((W2*cos(alpha2)-(W1*cos(alpha1))))*((W1*cos(alpha1))+...
(W2*cos(alpha2))) +P_loss;
%Calculate the wake velocity (m/s)
Term1 = (((W2^2)/(Vinfty^2)) - ((W1^2)/(Vinfty^2)));
Term2 = ((1/(2*pi))*((N*c_mean)/R)*(Cd/sin(abs(alpha_rad)))*((W0^2)/(Vinfty^2)));
Veu_i = Vinfty*(sqrt(abs((1 - Term1 - Term2))));
ki = 0.425 + ((0.332*N*c_mean)/R); %Calculate the empirical relationship:
%Calculate the new induced velocity value (m/s):
Vau_2 = Vinfty*((Veu_i/Vinfty)^(ki)); % Used for the next iteration
alpha = alpha_rad; % let present AoA value equal old value in next iteration
end

B.1.3

Function: Re-database.m

As many of the B-L dynamic stall model parameters are dependent on the relative
Reynolds number, the following function uses interpolation to calculate the required
values.
function [Cn_alpha,f,Cd0,alpha_ss,T_alpha,alpha_ds0,alpha0] = Re_database( Re,alpha_deg )
%------------------------------------------------------------------------------------%%% Reynolds number dependent values %%%
% Reynolds Numbers (Re)
Re_1 = 1683111.59982;
Re_2 = 22475101.71 ;
% Normal force coeffcient curve slopes (Cn_alpha)
Cn_alpha1 = 5.880856942 ;
Cn_alpha2 = 6.034481285 ;
% Shear stress drag coeffcient (Cd0)
Cd0_1 = 0.018175813 ;
Cd0_2 = 0.013570315 ;
% zero lift angle of attack (alpha0)
alpha0_1 = -0.695134183 ;
alpha0_2 = -0.741414792 ;
%%% Reynolds number and AoA dependent values %%%
% Breakpoints (alpha1)
if alpha_deg >= 0
alpha1_1 = 14.0211 ;
alpha1_2 = 15.4936 ;
end
if alpha_deg < 0
alpha1_1 = 15.3661 ;
alpha1_2 = 16.7328 ;
end
% S1

B-10

B.1. Script: VAWT-master.m
if alpha_deg >= 0
S1_1 = 0.063891181 ;
S1_2 = 0.069786137 ;
end
if alpha_deg < 0
S1_1 = 0.06415298 ;
S1_2 = 0.065858367 ;
end
% S2
if alpha_deg >= 0
S2_1 = 0.086911864 ;
S2_2 = 0.088726924 ;
end
if alpha_deg < 0
S2_1 = 0.087317025 ;
S2_2 = 0.090287965 ;
end
% static stall angle
if alpha_deg >= 0
alpha_ss_1 = 16 ;
alpha_ss_2 = 17 ;
end
if alpha_deg < 0
alpha_ss_1 = 18 ;
alpha_ss_2 = 19 ;
end
% Lag time constant
if alpha_deg >= 0
T_alpha_1 = 3.85141806 ;
T_alpha_2 = 3.481582792 ;
end
if alpha_deg < 0
T_alpha_1 = 3.40601003 ;
T_alpha_2 = 2.974564644 ;
end
% Dynamic stall onset angl
if alpha_deg >= 0
alpha_ds0_1 = 18.127 ;
alpha_ds0_2 = 20.299 ;
end
if alpha_deg < 0
alpha_ds0_1 = 19.277 ;
alpha_ds0_2 = 21.379 ;
end
%------------------------------------------------------------------------------------% Cn_alpha
%------------------------------------------------------------------------------------if Re < Re_1
Cn_alpha = Cn_alpha1;
end
if Re > Re_1 && Re <= Re_2
m = (Cn_alpha2-Cn_alpha1)/(Re_2 - Re_1);
Cn_alpha = m*(Re - Re_1) + (Cn_alpha1);
end
if Re > Re_2
Cn_alpha = Cn_alpha2;
display(Cn_alpha)
end
%------------------------------------------------------------------------------------% Cd0
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%------------------------------------------------------------------------------------if Re < Re_1
Cd0 = Cd0_1;
elseif Re > Re_1 && Re <= Re_2
m = (Cd0_2-Cd0_1)/(Re_2 - Re_1);
Cd0 = m*(Re - Re_1) + (Cd0_1);
elseif Re > Re_2
Cd0 = Cd0_2;
end
%------------------------------------------------------------------------------------% alpha0
%------------------------------------------------------------------------------------if Re < Re_1
alpha0 = (alpha0_1*(pi/180));
elseif Re > Re_1 && Re <= Re_2
m = ((alpha0_2-alpha0_1)*(pi/180))/(Re_2 - Re_1);
alpha0 = m*(Re - Re_1) + (alpha0_1*(pi/180));
elseif Re > Re_2
alpha0 = (alpha0_2*(pi/180));
end
%------------------------------------------------------------------------------------% Static separation point (f)
%------------------------------------------------------------------------------------if Re < Re_1
if abs(alpha_deg) < alpha1_1
f = 1 - (0.4*(exp(((abs(alpha_deg) - alpha1_1)*(pi/180))/S1_1)));
elseif abs(alpha_deg) >= alpha1_1
f = 0.02 + (0.58*(exp(((alpha1_1 - abs(alpha_deg))*(pi/180))/S2_1)));
end

end
if Re > Re_1 && Re <= Re_2

if abs(alpha_deg) < alpha1_1
f_1 = 1 - (0.4*(exp(((abs(alpha_deg) - alpha1_1)*(pi/180))/S1_1)));
elseif abs(alpha_deg) >= alpha1_1
f_1 = 0.02 + (0.58*(exp(((alpha1_1 - abs(alpha_deg))*(pi/180))/S2_1)));
end
if abs(alpha_deg) < alpha1_2
f_2 = 1 - (0.4*(exp(((abs(alpha_deg) - alpha1_2)*(pi/180))/S1_2)));
elseif abs(alpha_deg) >= alpha1_2
f_2 = 0.02 + (0.58*(exp(((alpha1_2 - abs(alpha_deg))*(pi/180))/S2_2)));
end
m = (f_2-f_1)/(Re_2 - Re_1);

%slope of linear line

f = m*(Re - Re_1) + f_1; % Interpolated f value
end
if Re > Re_2
if abs(alpha_deg) < alpha1_2
f = 1 - (0.4*(exp(((abs(alpha_deg) - alpha1_2)*(pi/180))/S1_2)));
elseif abs(alpha_deg) >= alpha1_2
f = 0.02 + (0.58*(exp(((alpha1_2 - abs(alpha_deg))*(pi/180))/S2_2)));
end
end
%------------------------------------------------------------------------------------% alpha_ss
%------------------------------------------------------------------------------------if Re < Re_1
alpha_ss = alpha_ss_1;

B-12

B.1. Script: VAWT-master.m

elseif Re > Re_1 && Re <= Re_2
m = (alpha_ss_2-alpha_ss_1)/(Re_2 - Re_1);
alpha_ss = m*(Re - Re_1) + (alpha_ss_1);
elseif Re > Re_2
alpha_ss = alpha_ss_2;
end
%------------------------------------------------------------------------------------% T_alpha
%------------------------------------------------------------------------------------if Re < Re_1
T_alpha = T_alpha_1;
elseif Re > Re_1 && Re <= Re_2
m = (T_alpha_2-T_alpha_1)/(Re_2 - Re_1);
T_alpha = m*(Re - Re_1) + (T_alpha_1);
elseif Re > Re_2
T_alpha = T_alpha_2;
end
%------------------------------------------------------------------------------------% alpha_ds0
%------------------------------------------------------------------------------------if Re < Re_1
alpha_ds0 = alpha_ds0_1;
elseif Re > Re_1 && Re <= Re_2
m = (alpha_ds0_2-alpha_ds0_1)/(Re_2 - Re_1);
alpha_ds0 = m*(Re - Re_1) + (alpha_ds0_1);
elseif Re > Re_2
alpha_ds0 = alpha_ds0_2;
end
end

B.1.4

Function: strut.m

This function displays the calculation of the strut resistant torque at each time step.
%-------------------------------------------------------------------------%
% CALCULATE THE STRUT RESISTANT TORQUE
%-------------------------------------------------------------------------%
function [strut_Q] = strut(R,Vinfty,theta_rad,omega,c_st,theta_st,nu,tc,rho...
,W0,N_st)
Re_crit = 300000; % transition Reynolds number
x = 150; % number of elements strut divided into
dl = R/x; % radial length of hortizontal element segment
mm = 0; % counter initaited
% 1. PROFILE DRAG
for dist = dl: dl: R % Compute the torque for the strut length
mm = mm+1; % Radial strut element counter
ri = (dl*mm) - (dl/2); % radius to center of the element
Wi = Vinfty*((((((omega * ri)/(Vinfty)) + cos(theta_rad))^2) + ...
(sin(theta_rad)^2))^(1/2)); % Compute the element relative velocity
Re_i = (Wi*c_st)/nu; % calcukate the element Reynolds number
Cf_l = 1.328/(sqrt(Re_i)); % laminar skin friction force coefficient
Cd_l = (2*Cf_l*(1+tc)) + ((tc)^2); % laminar drag coeffcient
Cf_t = (0.0576/((Re_i)^(1/5))); % turbulent skin friction force coefficient
Cd_t = (2*Cf_t)*(1 + (2*tc) + (60*((tc)^4))); % turbulent drag coeffcient
% Smooth blending function
f_Re_i = 0.5*(1 + (tanh(( log10(Re_i) - log10(Re_crit))/0.2)));
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Cd = ((1 - f_Re_i)*Cd_l) + (f_Re_i*Cd_t); % The calculated drag coefficient
% the drag force on the strut element section
F_d = 0.5*rho*(Wi^2)*Cd*c_st*(dl/cos(theta_st*(pi/180)));
T_d = F_d * ri; % resistive torque by the element
store_T_d(mm,:) = T_d; % Save resistive torque on each element of the strut
end
% 2. STRUT INTERFERENCE DRAG
Cd_j = (tc^2)*((17*(tc^2)) - 0.05); % airfoil/strut junction drag ...
% coefficient (no fairing)
F_d_j = 0.5*rho*(W0^2)*Cd_j*(c_st^2); % airfoil/strut junction drag force
T_d_j = F_d_j*R; % % airfoil/strut junction resistive torque
% Compute the total resistant torque at this theta value
strut_Q = N_st*(real((sum(store_T_d)) + T_d_j));
end
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Appendix C
Fluent code execution files
This appendix provides the Fluent portable batch script file and the journal files
which were used to undertake certain jobs in this thesis.

C.1

Portable batch script

Fluent simulations are executed on the ICHEC system using a portable batch script
(PBS). The following is an example PBS script for running a Fluent VAWT simulation on 24 processor cores of the Fionn system with a maximum walltime of 24
hours. The PBS script launches the Fluent executable with the Graphical User
Interface (GUI) disabled.
#!/bin/bash
#PBS -l nodes=1:ppn=24
#PBS -l walltime=24:00:00
#PBS -N RUN
#PBS -A cieng006c
#PBS -m bea
#PBS -M bhand1@mycit.ie
#PBS -W x=GRES:aa_r_hpc+8
#Load the ansys module - Fluent is then accessible
module load apps ansys/16.0
cd $PBS_O_WORKDIR
#Run the fluent executable:
fluent 2ddp -g -ssh -pinfiniband -cnf=$PBS_NODEFILE <FluentCommandFile.txt>
myJob.log 2>&1

As the GUI is disabled, the Fluent simulation commands are specified using the
Fluent Text User Interface (TUI). A series of TUI commands are issued in a separate
file refereed to as the FluentCommandFile.txt and is displayed below.

C.2
C.2.1

Fluent command file
VAWT simulation

The following script shows a sequence of Fluent TUI commands in the FluentCommandFile.txt
file. This file outlines the initial TUI commands to achieve the unsteady solution
with the specified CFD methodology stated in chapter 3.
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; Read the Fluent case and data files.
/file/read-case/RUN.cas
/file/read-data/RUN.dat
; Activate the steady flow solver.
/define/models/steady yes
; Set iterative convergence criteria.
/solve/monitors/residual/convergence-criteria 0.00001 0.00001 0.00001 0.00001
; Set first-order discretisation schemes.
; Pressure discretisation scheme.
/solve/set/discretization-scheme/pressure 10
; Momentum discretisation scheme.
/solve/set/discretization-scheme/mom 0
; Modified turbulent kinematic viscosity discretisation scheme.
/solve/set/discretization-scheme/nut 0
; ##---STEADY SIMULATION---##
; Perform iterations until convergence is acheived.
/solve/iterate 100000
; ##---UNSTEADY SIMULATION (1st order)---##
; Set first-order temporal discretisation scheme.
/define/models/unsteady-1st-order y
; Define time step size
/solve/set/time-step 0.0150689254499
; Define number of time steps needed and number of inner iterations.
/solve/dual-time-iterate 360 30
; Save fluent case and data binary files
/file/write-case-data RUN yes
; ##---UNSTEADY SIMULATION (Higher order)---##
; Set higher-order discretisation schemes
; Cell gradient discretisation scheme.
/solve/set/gradient/Green-Gauss Node-Based y
; Pressure discretisation scheme.
/solve/set/discretization-scheme/pressure 12
; Momentum discretisation scheme.
/solve/set/discretization-scheme/mom 6
; Modified turbulent kinematic viscosity discretisation scheme.
/solve/set/discretization-scheme/nut 6
; Set second-order bounded temporal discretisation scheme.
/define/models/unsteady-2nd-order-bounded y
; Increase the solution under-relaxation factors
; Body forces under-relaxation factor.
/solve/set/under-relaxation/body-force 1
; Density under-relaxation factor.
/solve/set/under-relaxation/density 1
; Modified turbulent kinematic viscosity under-relaxation factor.
/solve/set/under-relaxation/nut 1
; turbulent viscosity under-relaxation factor.
/solve/set/under-relaxation/turb-viscosity 1
; Define time step size.
/solve/set/time-step 0.0150689254499
; Define number of time steps needed and number of inner iterations.
/solve/dual-time-iterate 360 30
; Save fluent case and data binary files.
/file/write-case-data RUN yes
; Exit Fluent.
exit
yes
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Appendix D
PreComp input files
This appendix provides the files used for the PreComp structural design code in
chapter 7.

D.1

Main input file - Input.pci

***************** main input file for PreComp *****************************
Sample Composite Blade Section Properties
General information ----------------------------------------------127.1443558 Bl_length : blade length (m)
2
N_sections : no of blade sections (-)
6
N_materials : no of materials listed in the materials table (material.inp)
1
Out_format : output file (1: general format, 2: BModes-format, 3: both)
f
TabDelim
(true: tab-delimited table; false: space-delimited table)
Blade-sections-specific data -------------------------------------Sec span
l.e.
chord aerodynamic af_shape int str layup
location position length twist
file
file
Span_loc Le_loc Chord Tw_aero Af_shape_file Int_str_file
(-)
(-)
(m) (degrees)
(-)
(-)
0.0000 0.25
6.3572 0.00
’DU-06-W-200.inp’ ’int01.inp’
1.0000
0.25
6.3572 0.00
’DU-06-W-200.inp’ ’int01.inp’
Webs (spars) data -------------------------------------------------2
1
2

Nweb
: number of webs (-) ! enter 0 if the blade has no webs
Ib_sp_stn : blade station number where inner-most end of webs is located (-)
Ob_sp_stn : blade station number where outer-most end of webs is located (-)

Web_num Inb_end_ch_loc
1
0.15
0.15
2
0.50
0.50
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Oub_end_ch_loc (fraction of chord length)

Internal structure data file - structure.inp

Composite laminae lay-up inside the blade section
*************************** TOP SURFACE ****************************
3
N_scts(1): no of sectors on top surface
normalized chord location of nodes defining airfoil sectors boundaries (xsec_node)
0.0
0.15
0.50
1.00
..................................................................
Sect_num
no of laminae (N_laminas)
1
3
lamina
number
lam_num
1

num of
plies
N_plies
1

thickness
of ply (m)
Tply
0.000381

fibers_direction
(deg)
Tht_lam
0

composite_material ID
(-)
Mat_id
3 ( gelcoat)
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2
1
0.000381
0
4 (nexus)
3
15
0.00053
0
2 ( double-bias)
..................................................................
Sect_num
no of laminae
2
7
lamina
num of thickness
fibers_direction composite_material ID
number
plies
of ply (m)
(deg)
(-)
lam_num N_plies
Tply
Tht_lam
Mat_id
1
1
0.000381
0
3 (gelcoat)
2
1
0.000381
0
4 (nexus)
3
8
0.00053
0
2 (double-bias)
4
18
0.00053
0
1 (uni)
5
5
0.003125
0
5 (core)
6
18
0.00053
0
1 (uni)
7
8
0.00053
0
2 (double-bias)
..................................................................
Sect_num
no of laminae
3
5
lamina
number
lam_num
1
2
3
4
5

num of
plies
N_plies
1
1
8
5
8

thickness
of ply (m)
Tply
0.000381
0.000381
0.00053
0.003125
0.00053

fibers_direction
(deg)
Tht_lam
0
0
0
0
0

composite_material ID
(-)
Mat_id
3 (gelcoat)
4 (nexus)
2 (double-bias)
5 (core)
2 (double-bias)

*************************** BOTTOM SURFACE ****************************
3
N_scts(2): no of sectors on bottom surfaces
normalized chord location of surface nodes defining sector boundaries (xsec_node)
0.0
0.15
0.50
1.00
..................................................................
Sect_num
no of laminae
1
3
lamina
num of thickness
fibers_direction composite_material ID
number
plies
of ply (m)
(deg)
(-)
lam_num N_plies
Tply
Tht_lam
Mat_id
1
1
0.000381
0
3 (gelcoat)
2
1
0.000381
0
4 (nexus)
3
15
0.00053
0
2 (double-bias)
..................................................................
Sect_num
no of laminae
2
7
lamina
num of thickness
fibers_direction composite_material ID
number
plies
of ply (m)
(deg)
(-)
lam_num N_plies
Tply
Tht_Lam
Mat_Id
1
1
0.000381
0
3 (gelcoat)
2
1
0.00051
0
4 (nexus)
3
8
0.00053
0
2 (double-bias)
4
18
0.00053
0
1 (uni)
5
5
0.003125
0
5 (core)
6
18
0.00053
0
1 (uni)
7
8
0.00053
0
2 (double-bias)
..................................................................
Sect_num
no of laminae
3
5
lamina
number
lam_num
1
2
3
4
5

num of
plies
N_Plies
1
1
8
5
8

thickness
of ply (m)
Tply
0.000381
0.000381
0.00053
0.003125
0.00053

fibers_direction
(deg)
Tht_Lam
0
0
0
0
0

composite_material ID
(-)
Mat_Id
3 (gelcoat)
4 (nexus)
2 (double-bias)
5 (core)
2 (double-bias)

**********************************************************************
Laminae schedule for webs (input required only if webs exist at this section):
web_num
1

no of laminae (N_weblams)
3

lamina
num of
number
plies
wlam_num N_Plies
1
18
2
5
3
18
web_num
2

thickness
of ply (m)
w_tply
0.00053
0.003125
0.00053

fibers_direction
(deg)
Tht_Wlam
0
0
0

composite_material ID
(-)
Wmat_Id
1 (uni)
5 (core)
1 (uni)

fibers_direction
(deg)
Tht_Wlam

composite_material ID
(-)
Wmat_Id

no of laminae
3

lamina
num of
number
plies
wlam_num N_Plies

thickness
of ply (m)
w_tply

C-2

D.1. Main input file - Input.pci
1
2
3

18
5
18

D.1.2
136

0.00053
0.003125
0.00053

0
0
0

1 (uni)
5 (core)
1 (uni)

Airfoil input file - DU-06-W-200.inp
n_af_nodes : no of airfoil nodes, counted clockwise starting
with leading edge (see users’ manual, fig xx)

xnode
0
0.000259
0.000702
0.002419
0.00372
0.00546
0.010681
0.014332
0.018781
0.030107
0.036871
0.044254
0.060586
0.069402
0.097863
0.107876
0.118128
0.13917
0.149938
0.160792
0.182866
0.194052
0.205318
0.228016
0.239441
0.25092
0.273928
0.285489
0.320178
0.331726
0.343266
0.366361
0.377963
0.389595
0.413003
0.424787
0.436599
0.460354
0.472242
0.484187
0.508056
0.519984
0.555676
0.567547
0.57943
0.603147
0.615006
0.626934
0.650773
0.662687
0.674589
0.698325
0.710225
0.722128
0.746007
0.757924
0.793799
0.805771
0.81774
0.841679
0.853697
0.865704
0.889754
0.901782
0.913799
0.937673
0.949361
0.960703
0.980844
1 0
0.971321
0.960662
0.949424
0.926586
0.91515
0.903719
0.88086
0.869394
0.857897
0.83486
0.823301

ynode
0
0.002932
0.005102
0.010168
0.013151
0.016479
0.024359
0.02893
0.033816
0.044037
0.049124
0.054063
0.063284
0.067515
0.07861
0.081772
0.084689
0.089806
0.092038
0.094042
0.097447
0.098861
0.100103
0.102074
0.102815
0.103406
0.104142
0.10429
0.103912
0.103514
0.102969
0.101453
0.100483
0.099392
0.096877
0.095466
0.09399
0.090814
0.089147
0.087431
0.083885
0.08206
0.076339
0.074343
0.072307
0.068109
0.065934
0.063716
0.059221
0.056949
0.054685
0.050176
0.047936
0.045716
0.041327
0.03918
0.032857
0.030796
0.028741
0.024714
0.022719
0.020741
0.016828
0.014892
0.012967
0.009188
0.00738
0.005676
0.002821
-0.001989
-0.002393
-0.002872
-0.004214
-0.005108
-0.00616
-0.008731
-0.010249
-0.011903
-0.015593
-0.017617
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0.788585
0.77696
0.765344
0.742078
0.730458
0.718795
0.69543
0.683701
0.671981
0.648597
0.63703
0.625585
0.60288
0.591592
0.557686
0.546245
0.534692
0.511354
0.499605
0.487811
0.464176
0.452348
0.440534
0.416892
0.405087
0.393277
0.369702
0.357917
0.322646
0.310901
0.299179
0.275771
0.264104
0.252445
0.229267
0.217718
0.206246
0.183459
0.172199
0.161017
0.138941
0.128085
0.096591
0.08651
0.076717
0.058159
0.049507
0.041417
0.027288
0.021456
0.016534
0.009224
0.006653
0.00463
0.001862
0.00098

-0.024315
-0.02674
-0.029234
-0.034463
-0.03718
-0.039964
-0.045719
-0.048657
-0.051627
-0.057558
-0.060434
-0.063191
-0.068293
-0.07062
-0.07662
-0.078317
-0.079904
-0.08278
-0.084091
-0.085322
-0.087561
-0.088562
-0.089484
-0.091073
-0.091739
-0.092315
-0.093194
-0.093494
-0.093783
-0.093673
-0.093459
-0.092709
-0.09216
-0.091498
-0.089822
-0.088783
-0.087627
-0.084857
-0.083251
-0.081472
-0.077391
-0.075067
-0.066865
-0.063669
-0.060244
-0.052655
-0.048508
-0.044177
-0.035182
-0.03074
-0.026484
-0.018871
-0.015533
-0.012507
-0.007256
-0.004968
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Materials data file - materials.inp

Mat_Id E1 E2 G12 Nu12 Density Mat_Name
(-) (Pa) (Pa) (Pa) (-) (Kg/m^3) (-)
1
2
3
4
5
6

4.30E+10
1.30E+10
3.44E+09
7.58E+09
2.50E+08
1.81E+11

1.40E+10
1.20E+10
3.44E+09
7.58E+09
2.50E+08
1.03E+10

4.90E+09
9.50E+09
1.38E+09
4.00E+09
8.50E+07
7.20E+09

0.3
0.6
0.3
0.3
0.35
0.28

1900
1900
1235
1678
200
1620

(uni-directional GFRP)
(double-bias FRP)
(gelcoat)
(nexus)
(core)
(uni-directional GFRP)
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