





Text: Courtesy of Dr. Jurafsky, D. and Dr. Martin, J.H: “Speech and 
































– three books (形容詞＋名詞)
• 意味の多義と訳し分け (例：かける, play)
• 文化背景の違いによる語概念の違い




– 文 = 文 + 接続属性 + 文 | 単位文
– 単位文 = モダリティ情報 + 命題情報
– 命題情報 = 格要素* + 述語句









– 対象言語(SL: Source Language)文を解析し，SL言
語に依存した構造を作る
– SL言語構造をそれに対応した目的言語(TL: Target 







































































– He ran and returned to home.
• 「走って [場所]に帰る」 ←→ run back to ~
という単文の枠を越えた変換を行う








• N1[主体]が N2[主体]の しっぽをつかむ←→
N1 find N2’s weak point
• N1[主体]が N2[具体物]を つかむ←→ N1 grasp 
N2
• ポイント: 慣用的な表現を優先してチェックする








• N1[主体]が N2[料金]を N3[主体] から/より 取る
←→ N1 charge N3 N2
• 例： 社長が総会で挨拶する
• N1[主体]が N2[行事]で挨拶する ←→ N1 give 








– N1が N2を V(他動詞) ←→ N1 V N2
• Copulaの変換
– N1が N2だ←→ N1 be N2




















• それではうまくいかない例： 象の鼻←→ trunk (×: 
elephant’s node, nose of elephant)
– 辞書の属性で対処








• よく知っている←→ know ~ well
• よく聞く ←→ listen ~ carefully




















































– “Morally, it is not right.”





• “I bought two books.” (通常の加算名詞)
• “She ate two slices of cake.” (粉砕的)
• “They gathered flowers.” (集合的)
• “Mammonths die out.” (総称的)














• 連体修飾節: “the house whose roof is red”
• 特定の修飾句: “the fastest train”
• 場所を示す名詞句
• 確定文(AはBだ)の主語: “The registration 












She pours dressing on salad.
彼らは橋を川にかける
They build a bridge over the river.
私は車にカギをかける
I lock my car.
He pours sauce






日本語: /売買高/商 /は/が/ /概算/概算で/約/ <<数
値1>>株[だった] ←→
英語: Trading volume was estimated at <<1>> 
shares.
• どうやってテンプレートを収集するか











– 前処理 (pre-edit)： 翻訳しやすいように原言語文をあ
らかじめ修正する
• 長文の分割，係り受け関係の明示，省略を補完するなど
– 後処理 (post-edit)： 翻訳された文を編集する
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機械翻訳の課題



















































• Noisy Channel Model: 情報理論 (after Shannon)
• 仏英翻訳の例: 英語を流すとフランス語になってしまう不思
議な(noiseだらけの)通信路があるとする



























• 言語モデル確率 p(e) の計算
– 英語のコーパスがあれば計算できる (n-gram model)
• 翻訳モデル確率 p(f|e) の計算
– 対応付け (alignment) a を考えて次式で計算
– 英文e の翻訳がフランス語文f とする．このとき，単語対応には多くの
可能性があるが，翻訳モデル確率は，これらの全ての単語対応の可
能性について，条件付き確率P(f,a|e)の和をとったものと考える
• 復号化アルゴリズム:  argmax p(e)p(e|f) の計算
– 探索空間は非常に膨大

















0 1 2 3 4 5 6
NULL And the program has been implemented
Le programme a ete mis en application
接続 (connection) と呼ぶ NULL: 仮想的な単語
– 上記の対応付けのベクトル表示: [2,3,4,5,6,6,6]














































english b c b
french x y y
対応付け: a1(b-x, c-y), a2(b-y, c-x), a3(b-y)
• Step-1 初期化 (一様な初期値を与える)
– t(x|b) = 0.5, t(y|b) = 0.5, t(x|c) = 0.5, t(y|c) = 0.5
• Step-2 p(f, a|e)を全ての対応付けについて計算
– a1(b-x, c-y): p(f, a1|e) = 0.5×0.5 = 0.25
– a2(b-y, c-x): p(f, a2|e) = 0.5×0.5 = 0.25
– a3(b-y): p(f, a3|e) =  0.5
• Step-3 それぞれを文単位でnormalize
– s1 について p(f, a1|e) = p(f, a2|e) = 0.5
– s2 について p(f, a3|e) = 1
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EMの例 ~cont.
• Step4 期待接続回数を修正 （Expectation Step)
– b-x, c-x, c-yの接続: 0.5回
– b-yの接続: 0.5 + 1 = 1.5回
• Step5 これをもとにt(f|e)を再計算
– t(x|b) = 0.5 / (0.5+1.5) = 0.25
– t(y|b) = 1.5 / (0.5+1.5) = 0.75
– t(x|c) = 0.5 / (0.5+0.5) = 0.5
– t(y|c) = 0.5 / (0.5+0.5) = 0.5
• Step2 ~ Step5 を繰り返す
– 収束条件: 繰り返してもある定数以上の変化がない
• 最終結果例
– t(x|b) = t(y|c) = 0.0001
























J'habitais dans une 
maison bleue





i lived in a blue house
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SMTの実際
• 翻訳モデルの詳細化 (IBM Model-3 ~)
– 翻訳確率
– 繁殖(fertility) 確率 (1:nの単語対応を扱うため)
• p(n|e) : 英語の単語eがn語のフランス語に対応する確率
– 歪み(distortion) 確率 (語順の違いを扱うため)













i left my ticket at home
• 2つ目の角にあります
it's on the second corner
• このフィルムの現像と焼付けをお願いできますか
can i develop and print this film
• 背中のマッサージはいかがですか
would you like a facial massage on my back
• 次の方どうぞ.パスポートと申告用紙をだしてください. 何か申告するもの
はありますか






































– 5:問題なし，4:良い, 3:非母国語的, 2:不自然, 1:理解不
能
• 適切性 (adequacy) 
原文の情報がどの程度含まれるか









– 参照訳 (references): テストデータの各分について，典型的な翻訳文
を複数(4~16通り)する










• 以下のBP とpnの加重(wn )幾何平均
– BP : 短い翻訳文が高い評価点にならないように補正する
パラメータ
– pn : n-gram適合率．翻訳結果中のn-gramの総数(分母)
のうち，参照訳中のいずれかのものに一致するもの(分
母)割合















– 理論的な裏づけ (heuristicsに基づくcost ⇒確率)
• 統計的機械翻訳の活発化・成功
– より多くの対訳データが利用可能となった









– まとまり(chunk, phrase) レベルでの処理
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• W(s, g) = W(s, v) + W(v,g) 
• 動的計画法 (Dynamic Programming)
– 最適性の原理に基づく効率的なアルゴリズム
– 任意のノードvにおいて，複数の前段のノードからの経路の可能性が
あるが，最適なもの(どのノードからか，その時の重みはいくらか) の
みを記録しておけばよい
