Abstract-The Maximum a-posteriori (MAP) and maximum likelihood (ML) algorithm produces good reconstruction for emission tomography. However they still suffer from noise and optimal smoothing. Penalized iterative algorithms based on MAPestimation often result in over smooth reconstructions. These algorithms fail to determine the density class in the reconstructed image and hence penalize the pixels irrespective of the density class. Reconstruction with better edge information is often difficult due to the lack of prior knowledge. In this paper, a fuzzy logic based approach is proposed to model the nature of pixel-pixel interaction. The proposed algorithm consists of two elementary steps: (1) Edge detection -fuzzy rule based derivatives are used for the detection of edges in the nearest neighborhood window. (2) Fuzzy smoothing -penalization is performed only for those pixels for which no edge is detected in the nearest neighborhood. Both of these operations are carried out iteratively until convergence. Quantitative analysis shows that the proposed fuzzy rule based reconstruction algorithm is capable of producing better reconstructed images when compared with MAP and MRP reconstructed images.
I. INTRODUCTION
algorithms are central to many image reconstruction problems. Medical diagnostic imaging modalities like positron emission tomography (PET), single photon emission computed tomography (SPECT) demand high quality images. Though iterative algorithms like, maximum likelihood (ML) [1] , maximum a-posteriori (MAP) [2] [3] [4] and median root prior (MRP) [5] [6] algorithms are capable of generating good quality images in ET, but at the cost of artifacts like noise, over-smoothness, streaking effect [5] and hence require improvement.
In the present work, fuzzy techniques have been successfully applied for image reconstruction in ET. Prior distribution is defined by Gibbs distribution and the potential (which defines the nature of nearest neighbor interactions), and is modeled using fuzzy rules.
II. IMAGE RECONSTRUCTION ALGORITHMS FOR PET
The measurements in PET , y j , j =1,...,M are modeled as independent Poisson random variables i.e, y j ∼ P oisson( N i=1 λ i p ij ) for j =1,...,M , where λ i , i =1,...,N are the mean parameters of the emission process and p ij is the probability that an annihilation in the i th pixel is detected in j th detector. The likelihood function is given by,
The image field is assumed to be a Markov random field (MRF) [3] and by Hammerseley-Clifford theorem [7] , image λ is characterized by Gibbs distribution,
where, Z is the normalizing constant for the distribution, β is the Gibbs hyper-parameter, w ij is the weight of pixel j N i [2] , N i is the nearest neighbor set of pixel i and V (λ i , λ j ) is termed as the potential at site i due to the nearest neighbor elements j.
MAP algorithm determines that estimate λ MAP as the solution which maximizes the posterior density function P (λ/y) or equivalently the log of P (λ/y). Given a suitable prior P (λ), MAP-reconstruction can be formulated as,
Solution for eqn.(4) is very difficult due to the complicated nature of the prior. Green [2] has proposed one step late (OSL) approximation for an iterative update to the MAP-problem and is given by,
Given the iterative OSL-algorithm (eqn. (6)), the next step is the proper modeling of the interacting potential V (λ i , λ j ) between the pixel at site i and its neighbors j N i . 
III. FUZZY LOGIC BASED POTENTIAL FUNCTION
A fuzzy logic based potential is proposed for edgepreserving PET reconstruction. This consists of two basic operations ; fuzzy filtering and fuzzy smoothing. The proposed fuzzy logic is similar to that used by Ville et. al. for image restoration [8] . Nevertheless the idea is expanded, moulded and adapted for ET (PET, SPECT).
The first derivatives ∇ k (i, j) for the pixel centered at (i, j), along the directionn at k th iteration is defined as,
where, λ k ( * , * )n represents the nearest pixel value along the unit directional vectorn. For example,
For identifying an edge along a particular direction, three derivatives are chosen (see Fig. 1 ). For example, to detect an edge along N-S direction, the derivatives are:
The values of the derivatives will be large if there is an edge along N-S direction. It is safe to assume that if two out of three derivatives are small, an edge is absent in the neighborhood. This is termed as 2:3 rule. The membership function for the property small is defined in the next subsection. To compute the value that expresses the degree to which the fuzzy derivative in a certain direction is small, we will make use of the fuzzy set small. Forn =Ŵ the fuzzy derivative is defined as follows:
Similarly, the values of the fuzzy derivatives ∇ k F (i, j)n for all the directions i.e, {Ê,Ŵ ,N,Ŝ,NE,NW ,ŜE,Ŝ W } are calculated.
Fuzzy sets are best represented by membership function. Membership function gives the degree of belongingness within the set. The membership function µ of a fuzzy set X, maps the elements of X into a numerical value {0, 1} i.e, X µ → {0, 1}. A membership function similar to Zadeh's S-function [9] has been used for modeling the property small. The proposed membership function for the property small of the pixel λ k (i, j) at k th iteration is defined as,
where, a = min(∇)
For brevity, we have denoted 
The next step is the penalization of pixels for which edges are not detected in the considered nearest neighborhood window. The following rule is used for penalization :
where, ∆ k (i, j)n is the feedback at site (i, j) due to the adjacent pixel in the directionn. Eight such rules are used to get the contribution from all the eight directions. Hence, the total correction term ∆ k T (i, j) for pixel at (i, j) considering all the directions is given by,
Replacing the error term Above fuzzy rules are also extended for 5× 5 neighborhood window to study the effect of window size on the image quality. In the case of 3 × 3 window the fuzzy directional derivative is calculated using three elementary derivatives per direction. The sensitivity of edge detection depends upon the number of derivatives used for edge detection. To enhance the detectivity of edges, five elementary derivatives per direction are taken and 3:5 rule is adopted for edge detection.
IV. SIMULATED EXPERIMENTAL RESULTS

A. Simulated PET System
The algorithm was tested on a simulated PET system. The PET system consists of a ring detector with 64 detectors and the object space is decomposed into 64×64 square pixels. The object space is a square region inscribed within the circle of detectors. Each element of the probability matrix p ij defines the probability of a photon getting detected in the detector j after emanating from the object pixel i . For simplicity, we assumed that p ij depends only on the geometry of the measurement system. This is taken as the angle θ ij seen by the center of the pixel i into the detector tube j [1] i.e, p ij = θij π . Before the reconstruction begins, the probability matrix P = [p ij ] ,i = 1 , ..., N and j = 1 , ..., M is computed and stored. For simulating measurement data, a Monte Carlo procedure is used [1] [11] . We have used a source image with 100,000 counts.
B. Algorithm Evaluation
All the evaluation tests defined in this section are carried out on a simulated PET system. The proposed algorithm with 3 × 3 and 5 × 5 neighborhood window are used. For compact representation in the rest of the paper, proposed algorithm with 3 × 3 and 5 × 5 neighborhood window are named as F1 and F2 algorithm respectively. The results are also compared with MAP reconstruction algorithm. MAP with potential V (λ i − λ j ) = j Ni (λ i = λ j ) 2 and β = 2.5 × 10 4 is used in the present study. This choice of β has produced best estimate and hence it is considered. The performances of the proposed new algorithm are evaluated using three different quantitative test as given below :
1) Log-likelihood Test: All the algorithms described in section II and III compute the estimate of the emission densities iteratively, hence log-likelihood function is an appropriate qualitative measure. For an estimate λ k , the log-likelihood function l(λ k ) at k th iteration is defined as,
where, φ
The log-likelihood values of the reconstructed images obtained using MAP, F1 and F2 algorithms are plotted against the number of iterations in Fig.2 . It is clearly evident that log-likelihood for the proposed algorithm converges faster compared to MAP-algorithm.
2) Residual Error: In iterative image reconstruction techniques, residual error is the most prefered evaluation test. This measures the deviation of the generated pseudo-projections φ k j of the reconstructed image from the observed projection data y j . Residual error ρ(λ k ) at k th -iteration is given by,
In Fig.3 , the residual errors of the reconstructed images for the proposed F1 and F2 algorithms along with MAP and MRP algorithms are shown. From this plots it is clear that proposed algorithm has the lowest residual error compared to the MAP and MRP algorithms used in this evaluation.
3) Visual Inspection: In, this section, qualitatively comparisons are made from the results of the reconstruction algorithms. In Fig.4, (b,c,d ,e) and (f,g,h,i) show the reconstructed images using MAP, MRP, F1, F2 after 50 and 100 iterations respectively. For quality assessment, the original test image(phantom) is also shown (see Fig.4(a) ). The images reconstructed using the proposed algorithm (see Fig.4 (d) ,(e),(h) and (i)) are more appealing and rich in edges. The proposed fuzzy algorithm compares favorably with the MAP and MRP algorithms.
V. CONCLUSION
A new approach is presented towards edge preserving reconstruction of the emission densities for ET, based on the application of fuzzy rule based techniques to model the potential (which accounts for the nearest neighbor interaction) in image reconstruction problem. Two basic operations are performed namely, fuzzy filtering and fuzzy smoothing. Fuzzy filtering is used for the detection of edges in the reconstruction while fuzzy smoothing is used to penalize only those pixels for which the edges are absent in the nearest neighborhood. This dual operation is continued iteratively until acceptable convergence is obtained. Computer simulated experimental PET studies reveal the superiority of the proposed algorithm over the existing algorithms like MAP and MRP. It is found that residual error is low for the proposed algorithm. Visual representation of the reconstructed images using proposed algorithms are found better than MAP and MRP reconstructed images.
