In this paper, we present a game-theoretic approach to the problem of joint transmit beamforming and power control in cognitive radio (CR) multiple-input multiple-output broadcast channels (MIMO-BCs), where the primary users (PUs) coexist with the secondary users (SUs) and share the same spectrum. The cognitive base station (CBS) is equipped with multiantenna and transmits independent data streams to several decentralized single-antenna terminals. Our design goal is to jointly adjust the beamformers and transmission powers according to individual SINR (signal-to-interference-plus-noise ratio) requirements in order to meet SINR balancing for CR MIMO-BCs. In this context, two problems need to be solved: (1) the design beamforming must enable a balancing of the SINR among all SUs for a fixed total power of CBS and (2) the total transmission power must be minimized while satisfying a set of SINR constraints for fixed beamformers. The proposed approach is an application of separable games, where beamforming vectors are modeled as beamforming subgame and power control is modeled as power control subgame. We then use the convex theory of noncooperative game to solve the optimalization problem. Finally, we propose an iterative algorithm to reach Nash equilibrium (NE) of the joint beamforming subgame and power control subgame. Numerical results are provided to validate the optimality and the convergence of the proposed algorithm.
Introduction
Cognitive radio networks (CR-Nets) have received tremendous attention due to its capability of compensating for the spectrum scarcity. The original idea of CR allows secondary users (SUs) to access the spectrum that is originally allocated to primary users (PUs) when the spectrum is not in use [1] [2] [3] [4] . To support this functionality, SUs are required to precisely sense the radio environment and detect the presence of PU, which is proved not to be an easy task [5, 6] . Alternatively, the idea of spectrum sharing in CR-Nets [7, 8] allows simultaneous transmissions of PUs and SUs, provided that the quality-of-service (QoS) of PUs is guaranteed. Recently, the multiple antenna technique is introduced to CR-Nets [9, 10] . By employing multiple antennas, the concurrent spectrum sharing can be performed without any degradation in QoS for PUs [11] .
In CR multiple-input multiple-output broadcast channels (CR MIMO-BCs), the cognitive base station (CBS) is equipped with multiple antennas and sends data to multiple SUs simultaneously in the same system resource, where multiple antennas are employed at the transmitter to facilitate spatial multiplexing. Appropriately designing transmit beamforming for various spatial multiplexing designs have been investigated to steer energy in the directions of the intended users [12] [13] [14] [15] . In [12] , the equivalent transmit beamforming matrix has been designed to minimize the effect of the resulted interference on the PU transmissions. However, this approach is not robust enough as there are some uncertainties in both the CR transmit covariance matrix and the degrees of freedom of CR MIMO system. In [13, 14] , robust downlink beamforming for multiuser CR-MISO system has been investigated. However, it is quite difficult to predict in advance whether the problem with given SINR (signal-to-interference-plus-noise ratio) targets, interference thresholds, and total power budget is feasible. To avoid infeasibility issues, some beamforming techniques have been developed, for example, game theory that has been proven to be successful in beamforming design [15] , as will be investigated in this paper.
To guarantee the QoS of PUs in the CR-Nets, both the total power constraint and the individual interference power constraint applied at each primary receiver are considered. Joint beamforming and power control have been accepted as an efficient interference suppression technique in CR-Nets [16, 17] . In this paper, based on joint beamforming and power control, we focus on the SINR balancing problem [18] in CR MIMO-BCs. This problem is of particular interest since the following issues affect the SINRs of SUs.
First, transmit beamforming at CBS is more complicated in that the beamformers must be optimized jointly. This is because SUs' beamformers cannot be separately designed, as the interference introduced to each SU's beamformer is a function of all the beamformer vectors and power allocation. We tackle this problem by introducing separable game [19] to the design framework, as explained in Section 3. Partially related results have been found in [20] [21] [22] . In [20, 21] , under the sumpower constraint, an alternating optimization strategy for joint power control or linear beamforming has been proposed to solve the SINR balancing problem. Although this beamforming strategy is optimal, identifying an eigenvalue optimization problem for an extended coupling matrix poses heavy computational burden. In [22] , subject to interference constraints of PUs and peak transmission power constraints of SUs, a jointing beamforming and power control algorithm called decoupled multipleconstraint power allocation has been presented to balance the SINR level for all SUs. However, when large numbers of active PUs and SUs exist, the computation complexity is still quite high. Our first contribution of this paper is to solve SINR balancing problem in CR MIMO-BCs with much lower complexity.
Second, due to the coupled structure of the transmitted signals, the BC optimization problems are usually non-convex and thus cannot be solved directly. To tackle this difficulty, the non-convex BC problem is transformed into a convex multiple-access channel (MAC) problem via a so-called BC-MAC duality relationship [23] . Under a single sum-power constraint or a set of linear power constraint, the problem of BC can be solved as a minimax optimization problem in its dual MAC setting [24] . Using a minimax optimization approach, the sum-capacity for the MIMO-BCs has been studied in [25, 26] , which seeks to maximize the minimal SNR among all the users under the sum-power constraint by transforming into its dual MAC problem. In this paper, the minimax optimization problem is also investigated. We show that the proposed method can handle multiple linear power constraint of CR MIMO-BCs and is essentially equivalent to the method based on SINR balancing.
The remainder of this paper is organized as follows. Section 2 describes the system model and formulates the problem. Section 3 forms joint transmit beamforming and power control as noncooperative separable game. Section 4 proposes an iterative algorithm that achieves the optimal Nash equilibrium (NE) of joint transmit beamforming subgame and power control subgame. 2 System model and problem formulation
System model
The downlink scenario of a single-cell CR-Net coexisting with a single-cell PR-Net is depicted in Fig. 1 , in which the system model of CR MIMO-BCs is shown in detail in Fig. 2 , where the cognitive base station (CBS) is equipped with M antennas and transmits independent data to K different SUs, each with one antenna. For simplicity, we also assume that the primary base station (PBS) and N PUs are equipped with a single antenna. Block diagram of BC-MAC duality relationship for the transmission process is shown in Fig. 3 . In Fig. 1 , the CR-Net is installed far enough from PBS, which guarantees that the amount of interference power to each PU receiver is kept below a certain threshold [7] . Although PBS is interfering with the normal operations of CR-Net, the power received by SUs from CBS is much larger than the power received from PBS, i.e., the interfering power from PBS can be accumulated as a part of its noise term [13] . Hence, the received signal at the kth SU (SU k ) is determined by
represents the channel from CBS to SU k , and {n k } K k=1 are white Gaussian 
The signal transmitted by the CBS is given by
T is the independent data streams. We also assume that the data streams for different SUs are independent of each other and E[|s k
as beamforming vectors for SU k , w k satisfies w k 2 = 1. Moreover, p k is the power allocation to SU k and is subject to a peak power constraint p k , i.e., p k ≤ p k .
In this paper, it is assumed that CBS has a perfect channel state information (CSI). Here, the protocol of CBS can be designed as follows: each frame contains sensing sub-frame and data transmission sub-frame. During the sensing sub-frame, SUs remain silent, and thus CBS can detect spectrum and measure the effect from PUs and noise. During the first portion of the data transmission sub-frame, CBS transmits training sequences to SUs so that CBS can estimate downlink CSI. Although we confine ourselves to a single-cell system in which all beamformers belong to a CBS, this model can easily be extended so as to incorporate multiple CBS. Let g n,k be the power gain between CBS and the nth PU (PU n ), the interference power received by PU n is
To ensure the QoS of PUs, the interference power should be below certain thresholds. Let p (n) th represents the interference power threshold for PU n , i.e., I n ≤ p (n) th . Substituting (2) into (1), the received signal of SU k is expressed as
where the first term is the received signal of the intended message, whereas the second and third terms denote the interference from other messages and noise, respectively. The SINR at SU k is given by [9, 27] 
where
is interference of all the SUs with the exception the kth SU.
Problem formulation
Uplink-downlink duality is identified as SINR transformation between BC-MAC [26] . Based on this duality, maximizing the minimum user SINR in the uplink can be done straightforwardly since the beamformers can be optimized individually and SINRs are only coupled by the user's transmit power [28] . In contrast, downlink optimization is generally a nontrivial task because the user SINRs depend on all optimization variables and have to be optimized jointly. In this work, we propose to solve the problem of transmit beamforming and power control jointly by simultaneously maximizing the total numbers of SUs that can be served in the same slot at their QoS and minimizing the total power required to serve them. However, to maintain user fairness, their SINRs should be balanced and maximized.
Motivated by above consideration, we formulate the SINR balancing [29] designs of CR MIMO-BCs into minimax optimization problems, where each SINR balancing depends on the choice of all beamformers and transmission powers. Thus, a necessary and sufficient condition for global achievability is obtained by maximizing min k SINR k /γ k over all possible beamformers and transmission powers. Therefore, the SINR balancing problem for CR MIMO-BCs is defined as
where γ k is the target SINR for SU k . The object function (6) is to find power allocation such that all SUs can achieve their target SINRs in a fair manner.
Joint transmit beamforming and power control as noncooperative separable game
In this section, we form joint transmit beamforming and power control as noncooperative separable game, where beamforming vectors are modeled as beamforming subgame and power control is modeled as power control subgame. We target at jointly adjusting the beamformers and transmission powers according to individual SINR requirements in order to meet SINR balancing for CR MIMO-BCs.
Noncooperative beamforming game
The beamforming design techniques based on the satisfaction of target SINRs have been investigated in [18] , where the approaches use the criterion of minimizing the total power of beamformer subject to SINR constraints for SUs and interference leakage constraints for PUs. However, the resulting problems can be infeasible. In such cases, to make the problem feasible, the design has to be repeated with lower SINR targets or some SUs have to be dropped [12, 27] . A more attractive problem formulation which always guarantees feasibility is based on SINR balancing with extra PU interference leakage constraints. In this paper, to make the problem feasible, the beamforming design adopts target SINR γ k for SU k . A set of optimal beamforming vectors exists for feasible γ k , and the optimization problem is written as
wherew k = √ p k w k . The SINR-based beamforming designed for downlink transmission immediately carry over to uplink reception [18] . Using the principle of uplink-downlink duality, the beamformer designed in the virtual uplink mode can be used in the downlink mode to achieve the same SINR values by choosing appropriate downlink power allocations. Thus, the solution of the downlink beamforming problem (9) is equivalently obtained by solving an easier-to-handle uplink problem instead. The game theory is usually suitable to solve beamforming problem where distributed decision making is required [30] . According to uplink-downlink duality, we also adopt the separable game theory to solve beamforming problem. The general structure of the optimal beamforming is obtained via a network Lagrangian, which is commonly referred to as the minimum variance distortionless response (MVDR) beamforming [31, 32] . Now, we define normalized MVDR beamforming vector at SU k by
The interferer plus noise covariance at SU k is given by
h kw
Substituting (10) into (5) and imposing the constraints, the corresponding Lagrangian is obtained as
where τ k is the Lagrangian parameter. We can obtain the optimal beamforming vector w k by taking the derivative of L(w) in (12) with respect tow k , we obtain
where the identity ∂R
is used. We simplify (14) and obtaiñ
Substituting (10) into (15), the corresponding stationary points of the Lagrangian (13) are given by
where matrix Q k is defined as
Substituting (15) into (13), τ k is given by
As described above, we aim to solve the SINR balancing problem under the total transmission power constraint. We propose the first-level game that it is defined as
Applying MMSE criterion, (19) can be rewritten as
With regard to (20) , there is nonunique solution. Hence, it can be used to improve the result in an iterative algorithm to find the optimal beamforming vectors. We
where m denotes iteration steps.
The noncooperative power control game
In this noncooperative game, the SU's beamforming vectors are fixed, and individual SUs adjust only their power in their corresponding strategy spaces in order to minimize the total transmission while satisfying a set of target SINR. The noncooperative beamforming subgame is modeled as: 
Before establishing the uniqueness of NE in the power allocation game, we need the following definition. The best response function of SU k is given by
The goal in CR MIMO-BCs is to achieve the optimal power allocation p k . From (22), we can obtain u k p † k , p −k = 0. We assume that SU k has target SINR γ k corresponding to the best response. The target SINR must be admissible and satisfies [33] 
In this case, the corresponding utility function is
where α (α ≥ 1) is a constant for all SUs' channel and is defined as adjustable parameter. Given the existence of the NE solution, we need to propose an algorithm for SUs to reach NE. In CR MIMO-BCs, the NE is not Pareto optimal because each SU independently selects strategies thus affects each other. Each SU must pay off some price in selecting the strategy. A linear pricing function is commonly used because of its implementation simplicity, which allows a distributed implementation where the price can be broadcast by the base station to all terminals [30, 34] . In this paper, we use independent linear pricing function λp k , where λ is a constant, called pricing factor. The net utility function is
The optimal power allocation problem for SU k is represented as
Taking the derivative of u k in (25), we have
Solving (26), we can obtain optimal power allocation to SU k expression as
. (27) From (27), power allocation is a process of dynamic interaction. Now, the problem is whether the p k defined above exists and whether it is globally optimal (when it exists) [35] . We need to find a NE that allows the system to achieve the optimum performance. According to the Nash theorem [36] , the following two conditions must be satisfied. First, power allocation p k is not empty, closed, and bounded convex set in the Euclidean space. Second, the net utility function is a continuous function and is quasiconcave in p k . The first condition is satisfied as each SU's selection action set is defined as [ 0, p k ]. For the second condition, the second derivative of the net utility function is given by
From (28), the net utility function is a continuous function and is concave in p k . The concave function is also a quasi-concave function. Hence, the corresponding power allocation solution must exist.
If the best response function of SUs is a standard function, then NE in this game will be unique. A function u(p) is said to be a standard function if it satisfies the following three properties [37] :
To show that the best response function of SU k is a standard function, we prove the above three properties as follows:
1. Positivity: Since each SU can obtain a certain utility through power allocation and satisfies
From the propositions in the previous section, the best response of SUs is to maximize its individual net utility function.
Iterative algorithm
In order to better understand the analytical structure of SINR balancing, an iterative algorithm is proposed to obtain the optimal beamforming matrix and power allocation, where each iteration has two steps. In the first step, the beamforming vectors w k is fixed, and the optimal power vector p is obtained. In the second step, we fix the update power vector p to get the corresponding optimal beamforming matrix w k . One key property of the iterative algorithm is that, for a given beamforming matrix, the optimal power allocation vector p should satisfy the following two necessary conditions
th (30) where l 1 w, p
(1) th is called SU's SINR level for the given beamforming matrix. Here, we assume that there is only one PU that it is enough to demonstrate the key aspects of spectrum sharing while avoiding unnecessary complications. The optimal power allocation leads to the balanced SINR for all SUs, and it satisfies the interference constraints in (8) with equality. According to the definition of
th can be represented as [38] Cp = l 1 w, p (1) th Bp (31) where
LetR and be respectively defined as
In (31), C is nonsingular, and we have
For a given beamforming vector w k , l 1 w, p
(1) th equals the reciprocal of the largest eigenvalue of non-negative matrix 0 (w k , p (1) th ) [38, 39] and is given by
th (36) For fixed beamformers, the transmit powers can be adjusted so as to guarantee the target SINR values with minimal total power. However, an update of the power allocation makes it necessary to reconsider the optimality of the beamformers. Therefore, to reach the NE of the joint beamforming subgame and power control subgame, we combine (5), (20) and (36) to obtain the utility function as follows
where the utility function is subject to the target SINR constraints, corresponds to an optimal ensemble of SUs' beamformers and power allocations. The corresponding iterative game algorithm is given in Algorithm 1.
Numerical simulation results and discussions
In this section, numerical results are provided to examine the performance of our proposed algorithms with finite numbers of secondary users and antennas. For Rayleigh fading, the power gain matrix g 1 can be described as exponentially distributed and assume g 1,1 , g 1,2 , · · · g 1,K are unit-mean and mutually independent [35] . The elements of the channel matrix R k are assumed to be circularly symmetric complex Gaussian with zero mean and unity variance. The noise covariance matrix is assumed to be the identity matrix. We consider CBS with five antennas (M = 5), the four SUs each equipped with single antenna. In addition, an interference threshold of 0.01 is used to protect PU, i.e., p (1) th = −20 dB. The SUs power allocation and the target SINRs are initialized p = 0.01 4 and γ = {2, 1.9, 1.8, 1.7}, respectively, where we set target SINRs for SUs that they satisfy the admissibility condition in (23) . The total transmission power p and power allocations to SUs are defined in dB relative to the noise power. For each scenario, 10,000 simulation runs are used for average. The following parameters are used in all numerical
3. Using (21) to update w k (m) and solve (27) , and satisfy
is also a small-valued positive number in practice to represent an infinitely small quantity. If iteration termination condition is satisfied, then stop, a n optimal NE has been reached. Otherwise, go to step 2.
simulations unless stated otherwise: α = 1, λ = 0.1, and ε are small-valued positive numbers and equal to 0.005, respectively. Figure 4 shows the normalized maximum SINR and the total transmission power p for the proposed algorithm with different iteration steps m. It is assumed that CBS is composed of five omnidirectional uniform linear arrays. The linear arrays are separated by a distance 10λ 0 , where λ 0 is the signal wavelength. From Fig. 4 , we can observe that the proposed algorithm converges very fast (m ≥ 30) to the normalized maximization SINR. As expected, the total transmission power p can impact the performance very significantly. Figure 5 illustrates the normalized beampattern power for the proposed algorithm. SUs are respectively located in the directions of φ 1 = −102°, φ 2 = −26°, φ 3 = 44°, and φ 4 = 112°relative to CBS, where φ is the azimuth angle. It is assumed that the change in direction of arrival (DOA) of input waves to the SUs may be up to ±3°arbitrarily. One PU is located at the direction φ = 60°. It can be seen that each beampattern has minimum interference at the directions of the mainlobes of the other beampatterns, but they do not affect beamforming directions at SU. may lead to the target SINRs variation, which makes a NE configuration be achieved. We then vary the first SU's target SINR to a new value γ * 1 = 1, leading the algorithm to reach a new NE configuration. Finally, we change SINR back to its old value γ * 1 = 2, restoring essentially the same NE configuration, and it achieves a faster convergence speed. Figure 8 plots the total transmission power p versus the numbers of iterations under different values of λ and α for the proposed algorithm. It can be seen that the number of iterations decreases as the values of the pricing factor λ increases. This is because SUs will pay off higher pricing with the increase of the pricing factor. In addition, setting different values of λ and α, we can find a trade-off between the system performance and convergence speed for the proposed algorithm. As a result, we can conclude that the proposed bound is a useful tool for finding the optimal value of λ and α.
Conclusions
We have formulated the SINR balancing designs of CR MIMO-BCs into optimization problem. Exploiting BC-MAC duality, we have formed joint transmit beamforming and power allocation as noncooperative separable game. We have then exploited the convex theory of noncooperative game to solve the optimalization problem. Finally, we have proposed an iterative algorithm to reach the NE of the joint beamforming subgame and power control subgame. Numerical results are provided to validate the optimality and the convergence of the proposed algorithm. Moreover, a trade-off between the system performance and convergence speed for the proposed algorithm can be flexibly controlled by setting different parameter values.
