The Working Paper Series seeks to disseminate original research in economics and finance. All papers have been anonymously refereed. By publishing these papers, the Banco de España aims to contribute to economic analysis and, in particular, to knowledge of the Spanish economy and its international environment.
The opinions and analyses in the Working Paper Series are the responsibility of the authors and, therefore, do not necessarily coincide with those of the Banco de España or the Eurosystem.
The Banco de España disseminates its main reports and most of its publications via the INTERNET at the following website: http://www.bde.es.
Introduction
International trade economists have been studying the determinants of international bilateral trade flows since Tinbergen (1962) introduced the so-called gravity equation and Anderson (1979) laid out its theoretical foundation. The theory behind gravity equations includes a supply and demand system that leads to the volume of trade between any two countries to be directly proportional to their economic mass. It is also inversely related to other characteristics that might hamper trade such as distance, the absence of a free trade agreement, or other types of bilateral costs, usually referred to as bilateral trade resistance.
Nevertheless, as Anderson and van Wincoop (2003) rightly point out, the volume of trade between any two countries depends not only on their level of bilateral trade resistance but also on how difficult it is for each of them to trade with the rest of the world -what they term multilateral resistance. Higher levels of multilateral resistance should be associated, ceteris paribus, with higher bilateral trade volumes.
In this paper, we argue that the time-varying nature of the multilateral resistance terms for different countries should be properly addressed when using panel data to estimate a gravity equation. We suggest the inclusion of country-year fixed effects in the estimation, in an extension of the methodology proposed by Feenstra (2002) for cross-sectional data.
We then use the estimated gravity equation to estimate export potentials as the divergence between the actual level of exports and that predicted by the model. The standard measure of export potential used in the literature, the ratio between actual and predicted trade, becomes meaningless in our context. Specifically, including country-year fixed effects in the estimation, which solves the potential bias stemming from omitted variables, also implies that we fit perfectly each country's total exports (and imports) in any given year, and thus the ratio of actual to predicted total trade in any period is identically equal to 1. This motivates us to introduce the concept of export share potential: the ratio of actual to predicted shares of a country's exports to a given destination. Our measure, thus, captures those export destinations that are over-or under-represented in a country's external trade, with the idea that the bilateral volume of exports is more likely to increase towards those destinations that exhibit an actual export share below those predicted by our model, something that is confirmed by the data. 1 Another by-product of our approach is that it only allows the estimation of in-sample trade potentials, in spite of Egger's (2002) critique, which calls for the correction of as many sources of misspecification as possible.
In our estimation of the determinants of bilateral export flows, we find that the estimated coefficients of explanatory variables that change over time are quite sensitive to the inclusion of country-year dummies, which points to the potential bias introduced by not including them in the gravity equation. This variability of estimated coefficients is also reflected in export potentials that might, in some cases, change dramatically across different specifications, and even reverse sign in a few occasions -that is, predicting that export shares are higher than the model would predict in one specification, and the opposite in a different estimation. Even if export potentials were not to be significantly affected by omitting multilateral resistance to trade in the estimation, a proper specification of the gravity equation is crucial to correctly capture and understand the marginal effect of time-varying independent variables on the volume of bilateral trade. This becomes especially relevant given that the variables whose coefficients are more sensitive to the proper specification of the model are policy variables such as those that capture the effect of the various trade agreements and currency unions on bilateral trade flows.
We apply this general setup to the estimation of export share potentials in Euromed countries -countries in the southern and eastern rim of the Mediterranean. 2 According to a number of policy reports [see e.g. World Bank (2003) ], one of the most important development challenges in the region is the creation of enough jobs for a rapidly growing work force. Among the possible policy actions to achieve this goal, higher trade integration has been put forward as one of the most sustainable, given insufficient domestic and regional demand in most cases. Indeed, many countries in the region have sought to strengthen their trade with the European Union (EU), their largest export market, through the Euro-Med trade agreements, while intraregional trade is being promoted through the Greater-Arab
Free Trade Area (GAFTA) and the Agadir Agreement. Jordan and the United States have signed a free trade agreement, and more such agreements may be forthcoming.
In the empirical exercise, we pay special attention to the impact of the Barcelona process, an effort started in the 90s by the European Union (EU) and a number of these Supported by the evolution of trade in Euromed countries, one of the main criticisms of the association agreements with the EU is that aggregate trade volumes of these countries have not increased as much as it was expected at the time of their signing.
From our previous discussion about the effect of introducing country-year dummies, we know that, unfortunately, our estimated total export volumes will be always equal to actual total exports for each country. Thus, our model cannot say whether total exports in Euromed countries are above or below what one would expect. However, we are still able to analyze whether the geographical composition of these countries' exports differs from the one predicted by a well-specified empirical model, and thus provide an idea which destinations might provide higher opportunities for future export growth without any policy change (among the ones already considered as an explanatory variable, such as signing a free trade agreement).
This paper finds two important results with respect to exports from Euromed countries. First, the impact of Euromed association agreements on their exports to the EU depends on whether the specification includes time-varying fixed effects. Estimations with country fixed effects or with country dummies that only change over long periods typically find a significant negative effect of these agreements on bilateral exports. However, in our preferred specification, which includes country-triennial fixed effects, Euromed association agreements have not had any statistically significant effect on bilateral trade volumes with the EU. The second finding, which does not necessarily follow from the former, is that the Euromed agreements have not led to an increase in the share of trade of these countries vis-à-vis the European Union. Actually, our findings seem to suggest that, for most Euromed countries, the biggest unexploited export market is the United States, rather than the EU as a 2. More specifically, we focus on Morocco, Algeria, Tunisia, Libya, Egypt, Israel, Jordan, Lebanon and Syria.
whole, although individual EU countries still represent a share of exports significantly below that implied by the model.
The rest of the paper is structured as follows: section 2 sets up the model and justifies the introduction of country-year dummies in the estimation of the gravity equation, and discusses the construction of export share potentials from estimated export levels.
Section 3 describes the data and the estimation results, focusing on export share potentials for the Euromed region. Section 4 concludes. Theory and methodology
Theoretical derivation of the gravity equation
First, we turn to the standard underlying model of the gravity equation, as derived in Anderson and van Wincoop (2003) . Each country produces a fixed quantity of a unique bundle of goods. On the demand side, consumers have a CES utility function. Letting x eit denote the exports from country e to country i in period t, the consumer in country i (the importer country) maximizes the utility function
subject to the budget constraint
where β e
( 1-σ)/σ can be interpreted as a measure of the number of goods within the bundle produced by country e; σ is the elasticity of substitution between goods from different countries and the assumption σ>1 implies that consumers in country i have a preference to consume the biggest possible number of varieties; p eit is the c.i.f. import price from country e to country i at time t, and y it is nominal income in country i at time t.
International trade is costly and these costs take the so-called "iceberg" form, meaning that, at time t, t eit units of good from country e need to be shipped in order for one unit to reach country i. In this setting, these transportation costs augment country e's export price so that p eit =p et ·t eit where p et is the export producer price and (t eti -1) is the amount (paid in terms of the good) lost to shipping, which can be interpreted as trade costs.
The solution to country i's consumer optimization problem gives rise to an import demand equation:
where P it is the ideal price index of country i at time t, given by ( )
Imposing market clearance (y et =Σ i x eit ), Anderson and van Wincoop (2003) show that the expression for the bilateral trade flow between country e and country i, can be written as
where y wt is world income. The main insight of Anderson and van Wincoop (2003) is to point out the presence of P et and P it in the denominator of (5). 
where η eit is a white noise term. The presence of the unobserved price indices P et and P it implies that the estimation of the gravity equation (6) without taking them into account incurs severe biases, as they would be included in the error term which would, then, be correlated with t eit , according to equation (4). Therefore, in order to properly estimate equation (6), three strategies have been suggested: (i) the use of price index data directly, to approximate the price indices [as in Baier and Bergstrand (2001) ]; (ii) the estimation of P et and P it using a multi-step procedure as proposed by Anderson and van Wincoop (2003) , or (iii) the inclusion of exporter and importer dummies in the regression as suggested by Feenstra (2002) .
The problem with the first approach is that published price indexes may not accurately reflect all trade costs and they are not available for all countries or for all the time periods in our sample. The second approach is rather involved and computationally costly, requiring a customized nonlinear-least-squares procedure, so most empirical work has tried to follow Feenstra's suggestion and include country dummies for exporters and importers to account for P et and P it . We, therefore, implement equation (6) in the following way:
ln ln
where d et and d it are time-varying exporter and importer dummies, which also capture the effect of importer and exporter's GDP (y et and y it ) and world GDP (y wt ) in equation (6).
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We approximate the bilateral trade resistance variable t eit as:
where Z ei represents a vector of explanatory variables which depend on the specific ei country pair but which are constant over time, and Z eit represents a vector of time-and-country-pair varying explanatory variables. We test different specifications of (8) that include, among the Z ei variables, distance between trading partners, dummies for a common land border, a common language, a common colonizer, a current colonial relationship, a past colonial relationship, and an index of religious similarity (see data appendix for details on the construction of these variables Substituting equation (8) into (7), the gravity equation we take to the data is given by:
It is worthwhile pointing out that, unlike most empirical studies, that focus exclusively on the average volume of trade between any two countries and where, therefore, each country pair is only represented by one observation, we consider directional bilateral trade flows. In other words, for every country pair, e and i, we consider not only exports from country e to country i (x eit ) but also exports from country i to country e (x iet ). This approach allows us to avoid a possible misspecification error stemming from taking the logarithm of the average of two highly asymmetrical trade flows between two countries (as it might be the case for those bilateral relationships that exhibit a large trade deficit or surplus). Another advantage of considering directional flows is that they allow us to estimate potential trade creation and trade diversion effects arising from the creation of free trade areas and currency unions.
Computation of trade potentials
The literature on trade potentials usually defines bilateral export potentials as the difference between actual exports and the level of exports that would be expected given the characteristics of the country pair, that is, the level of trade predicted by a properly specified empirical gravity model. Following our notation, the traditional definition of export potential 
where ln x is the predicted log of (the level of) exports, from the estimation of the gravity equation (9). Values of X eit P below 1 would imply that observed exports from country e to country i are below what one should expect given their individual and bilateral characteristics.
Constructing an analog measure of export potential for total trade for a given exporter e is not straightforward. Given that in our estimation we obtain the predicted log of exports ( ln eit x ) and not the predicted level of exports, we could construct the analog of (10) for total exports for country e to the rest of the world: x . Thus, in the context of our estimated gravity model (9), we should expect an index of export potentials with respect to all partners (i.e. the world) to be equal to one. Note, however, that we fit the log of exports and not exports when estimating (9). Given this shortcoming, and the fact the use of exporter-year dummies only allows us to predict deviations from average exports, we still estimate the gravity equation (9) in log-levels but modify our index of trade potentials to show deviations from predicted shares of destination market i on total exports of country e. Given that we consider departures from predicted shares and not from levels of exports, we find it more meaningful to compute the difference between the actual share of exports to destination country i minus the predicted share of exports: 
where ln x is still the predicted log of (the level of) bilateral exports, which is used to construct predicted export shares 
When computing trade potentials as in equation (10) 
Trade in Euromed countries
In the empirical exercise, we conduct the estimation of the gravity equation (9) For these countries, trade integration increased in the early 70's mostly thanks to the increase in oil prices that raised the value of exports as well as the volume of imports of resource-rich countries in the group, even though resource-poor countries also followed a similar pattern.
After a pronounced fall in the beginning of the 80s, only resource-poor countries seem to have returned to the openness levels of the end of the 70s. Even if we consider intraregional trade, it has not increased beyond the levels reached in the 60s, as opposed to the advance of intraregional trade in the EU, the Americas and East Asia (see figure 3), perhaps in part due to the earlier creation of free trade agreements in those regions. There has been, however, some advance in trade integration with other countries in the Middle East outside Euromed countries (see table 1 
below).
Trade in Euromed countries is also characterized by its geographic concentration. 
Data and estimation of the gravity equation
Our original dataset includes bilateral trade flows for a total of 205 countries from 1948
to 2005 (although with many missing observations). Unfortunately, the use of country-year dummies in our specification makes it computationally unfeasible to include all countries and all years. We therefore restrict our sample to include a subset of the top 100 exports (by total exports) in 2004, as well as the Euromed countries that are the subject of our study.
This implies that our dataset contains 102 countries that, together, cover over 98. Another feature of our estimation of the gravity equation (9) is the inclusion in the set of bilateral characteristic that change over time (Z eit ) of a large array of dummy variables for 5. Lebanon and Cyprus are not among the world's top 100 exporters but they are included in our sample. The former is one of the Euromed countries, the focus of out study, whereas the latter is an important trading partner for some of the countries in the group. In some regressions presented later, as a robustness check, we restrict the sample even further, to the 70 top exporters plus Euromed countries. 
where Z e and Z i include exporter and importer's time invariant characteristics (such as land area, coastline length, and whether they are an island or landlocked) and Z et and Z it include exporter and importer time-varying characteristics, such as GDP or population. The inclusion 6. The complete list of trade agreements together with its members and its signing date are available in the data appendix. 7. Countries forming a FTA could also experience an increase in their imports from non-members if trading costs are mostly sunk: once an exporter has incurred the expenses associated with satisfying common regulations for one of the members of the FTA it automatically can start exporting to other members of the FTA as well.
of the exporter and importer dummies in equation (16) Also included dummies for other free-trade agreements: US-Israel, US-Chile, NAFTA, CARICOM, MERCOSUR, EFTA, CAN, CACM, CER and AFTA Robust standard errors (clustering by country pair) in parentheses * significant at 10%; ** significant at 5%; *** significant at 1% Both countries are members of an EU -Euromed agreement Only exporter is a member of an EU -Euromed agreement Only importer is a member of an EU -Euromed agreement Both countries are members of an EU association agreement Only exporter is a member of an EU association agreement Only importer is a member of an EU association agreement 8. In this case we can include up to 205 countries (the maximum number in our sample) given that the number of dummies is significantly reduced by considering country dummies (fixed over time). From the previous discussion, we know that the coefficients presented in tables 2 and 3 are biased because of omitted variables -the price indices, P et and P it -which capture the effect of multilateral resistance and which are, by definition, correlated with bilateral trade resistance (t eit ). This bias is likely to be more acute for the coefficients presented in table 2 where no effort is made to control for it, at least with time-invariant country dummies as in table 3 and in the previous literature. However, given that the theory predicts that these multilateral resistance terms are time-variant, even the coefficients presented in table 3 remain subject to potential biases. To be precise, a necessary condition for the results presented in table 3 to be biased is that the price indices of the different countries do not share a common time trend. If they did, no bias would result from the use of separate exporter, importer and time dummies since the first two would capture differences in the absolute levels of multilateral resistance while the third would capture their common time trend. Looking at the difference between coefficients in the same column in table 2 and 3 seems to imply that the multilateral resistance terms are indeed relevant, and their exclusion (at least as a country fixed effect) leads to significant bias.
The coefficients from table 3 are largely consistent with previous estimates of the determinants of bilateral trade flows. In a paper that also studies the trade performance of Middle East and North African countries, Soderling (2005) finds very similar coefficients for the main variables such as distance, border (adjacency), and language. Likewise, Feenstra (2002) finds an estimate for the effect of distance and of a land border on bilateral trade flows very similar to the ones we report in table 3.
Given that we know that coefficients obtained from the estimation of equations (15) and (16) suffer from potential biases, we return to attempting a proper estimation of equation (9). Unfortunately, the use of 100 countries and 30 years of data would require the inclusion of over 6,000 dummies for the estimation, virtually making it computationally unfeasible.
9 Therefore, we choose to keep 30 years of data and restrict the number of countries to the top 70 exporters in 2004, including all Euromed countries (even if they do not satisfy this criterion). An alternative specification we consider is the inclusion of country-time dummies defined alternatively as country-triennial or country-quinquennial dummies. These specifications have the advantage of reducing the number of dummy regressors to less than one third of those used in the original estimation. This allows us to increase our panel in both dimensions either with the inclusion of more countries or with the extension of the period considered. While these alternative specifications do not exactly capture the effect of exporter and importer time-varying price indexes (P et and P it ), the associated estimation bias will presumably be much smaller than that of considering a single non-time-varying country dummy over the 30 years of the sample as we did when estimating equation (16). Table 4 presents a comparison of the parameter estimates for b and c in (9) using different samples and time spans for the definition of the country-time dummies. The first five columns in table 4 show the estimation of a gravity model for 70 countries using country-time dummies where these dummies remain fixed in intervals of one, three, five, six, and ten years, respectively. The next four columns increase the sample to 100 countries and show the results of the estimation with country-time dummies where these dummies remain fixed over three, five, six, and ten-year intervals.
We can now return to our discussion about the effect of omitting the multilateral resistance effects on the estimation of a gravity equation. We have seen from the comparison of tables 2 and 3 that at least the inclusion of country fixed effects is warranted. If we compare tables 3 and 4 we can go even further and point to the importance of including time-varying multilateral resistance terms (i.e. country-year time dummies) to avoid estimation biases that appear to be especially relevant for time-varying regressors. It seems that the coefficients of country-pair-and-time-varying explanatory variables such as membership of an FTA or the euro area are very sensitive to the inclusion or not of time-varying multilateral resistance terms. For instance, the coefficient on both countries having signed an Euromed agreement is significantly negative in column 2 in table 3 (a regression with exporter and importer fixed effects for 100 countries over 30 years) implying a decline in trade of around 29%. 10 However, the analog coefficients in columns 6 to 9 of table 4, which properly estimate the gravity equation (9) in a regression with the same sample but with exporter-year and importer-year dummies, are not statistically different from zero. Similar changes in parameter estimates are observable for other free trade agreements that we do not report in tables 2 through 4 since they are not the focus of this paper but that are available upon request.
Turning to the different estimations in table 4, if we compare the first five columns, a few regularities emerge which deserve our attention. When comparing the coefficients of the exporter-importer characteristics (Z ei ) such as distance, the presence of a land border, or colonial relationships, we find that they are extremely robust across specifications. However, as we expected, the coefficients of those variables that capture exporter-importer characteristics that evolve over time (Z eit ), namely free trade areas and currency unions, are 9. 100 countries and 30 years of data imply the use of 3,000 dummies for exporters and another 3,000 for importers. 10. The coefficient is -0.340 meaning that the impact on trade will be: e -0.340 -1 = 28.81%.
quite sensitive to the type of specification that we use. Most coefficients have the expected signs and magnitudes, which are comparable to those previously found in the literature with the exception of the border effect, which is not significant in any of the specifications. However, when observing the coefficients for the 100-country sample in the last four columns of table 3, we observe the same regularities in terms of the robustness of coefficients on dynamic and static country-pair characteristics but the coefficient on the dummy for countries sharing a common border has a positive and significant sign. Given the sensitivity of the results to our choices of sample and length of the periods over which the dummy variable remains constant, we select the specification with 100 countries and country-triennial dummies (column 6 in table 4) as our preferred specification since it maximizes our sample while retaining time-varying multilateral resistance terms. In this specification, the coefficients on the time-constant determinants of bilateral trade flows are largely consistent with previous literature: the elasticity of trade volume to distance is around -1.3, the presence of a land border increases trade by about 38%, an effect quite close to that of sharing a common language. The existence of a past colonial relationship or sharing a common colonizer raises trade by about 188% and 125%, respectively. Turning our attention to our variables for regional free trade agreements, we find that accession to the EU significantly increases country flows among member countries albeit this does not seem to come at the expense of trade with other trading partners. Using the terminology described earlier in this section, we would say that the EU has created trade for their members without causing any trade diversion. It has actually created trade also for those countries outside the EU.
With respect to the Euromed agreements, we do not find evidence that they have increased the trade volumes of those countries that have signed them. We find, however, slightly significant evidence of exports originating in Euromed countries increasing as a result of the signing of the agreement. As one would expect given the absence of clear trade creation effects, we do not observe any trade diversion effects either. A perhaps surprising result in this specification is that the introduction of the Euro and its successive adoption by the rest of countries has not significantly increased trade among countries in the Euro area, beyond the positive trade effect of the EU. These results, however, need to be taken with caution, as there have been only a few years in our sample for which the Euromed agreements have been in place, and presumably there might be a lag between the signing of the agreement and its effect on trade volumes. A similar criticism could be applied to the effect of the euro on trade.
Estimating export potentials in Euromed countries
Once we have the parameter estimates from our preferred estimation (column 6 in table 4), we can compute the predicted value of exports for each country vis-à-vis the rest of countries in the sample, and compute the export share potential X eit PS , as specified in (13). We depict the evolution of export share potentials of the nine Euromed countries vis-à-vis the European Union, the United States and the rest of Euromed countries in figure 4. Table 5 provides more detailed information reporting the most positive and most negative export share potential (averaged over [2000] [2001] [2002] [2003] [2004] [2005] for every Euromed exporter as a percentage of its total exports identifying, respectively, the lowest and the highest potentials for export growth. Table 4 ).
Syria Tunisia Morocco
As explained in section 2.2, given our use of country-triennial dummies, we are unable to make assertions about the absolute level of trade since our country-time dummies capture perfectly each country's aggregate trade volume every year (both as an exporter and as an importer). However, we believe that the computation of the export share potentials may give us an idea where a country could find it easier to increase its exports, especially if they are underrepresented relative to what the gravity model would predict. share is similar to the predicted one), the counterpart (that is, countries with an export share above that predicted by the model) seem to be concentrated on other Middle East countries outside the Euromed region, India, and Brazil.
We find the results on the estimation of this export share potentials to be highly dependent on the estimation method used, since the estimated export share potentials can even reverse sign. We believe this points to the importance of properly identifying the gravity equation not only from an academic point of view but also from a policy-maker's view as the policy implications derived in each case could even go in opposite directions.
After examination of these export share potentials one natural question to ask is whether actual export shares below those predicted by our empirical model are a good indicator of the direction in which trade is more likely to increase in the near future. A negative estimate of δ, the coefficient of export share potential, would indicate the existence of convergence meaning that a share of exports below that predicted by the gravity model is associated with higher future growth of exports precisely in that direction.
We turn to the data and, indeed, find a negative and statistically significant coefficient for our measure of export share potential (upper part of table 6). The negative sign is robust across different specifications as well as to the use of different lags for the estimation of this effect. Thus, our evidence suggests that those bilateral relationships in which a country is trading below the predictions of a well-specified gravity model present the best opportunities to increase its aggregate volume of trade. Also included (but not reported) are dummy variables for trade creation and diversion following trade agreement and currency unions as well as exporter, importer, and year dummies. Robust standard errors in parentheses * significant at 10%; ** significant at 5%; *** significant at 1% Conclusions
In this paper, we have estimated trade potentials stemming from a gravity equation, taking into account and correcting for the potential bias resulting from the omission of exporter and importer countries' price levels, which capture trade resistance with respect to all its trading partners, as pointed out by Anderson and van Wincoop (2003) . We find that accounting for the potentially diverging evolution of these price indices for each country in our sample could lead to severe biases if these time-varying price indices
were not taken into account. Due to computational limitations, we perform a gravity estimation using country-triennial dummies, instead of country-year dummies, which allow us to maximize our sample while retaining the country-specific time-varying component of the price indices. However, the use country-time dummies allows only for the estimation of in-sample trade potential, in spite of Egger's (2002) critique and, more importantly, it limits our assessments about trade potentials to the geographic distribution of a country's exports (export shares), instead of being able to make statements about their absolute levels, as it has usually been done in the literature.
We find that the coefficient estimates of time-changing variables specific to a country pair (such as membership in various trade agreements or membership in a currency union)
are quite sensitive to the inclusion of time-varying fixed effects. For instance, one of our coefficients of interest -the one for membership in an Euromed association agreementwhich is negative in the specification with time-constant fixed effects turns non-significant when the proper (time-varying) fixed effects are used. We find this difference to also be important for the estimation of trade potentials which can differ significantly, even in their time trend, when comparing gravity models with or without country-time dummies, which account for overall trade resistance for each partner in a country pair. Even if overall trade potentials were not to change significantly across specifications that include country-time dummies (which they do), the correction of biases is crucial in order to correctly understand the marginal effects of the independent variables on the volume of trade, and thus be able to correctly advice on the best policy to promote trade in a particular country.
With respect to Euromed countries, we find that previous analysis, which did not properly take into account overall multilateral trade resistance have tended to overestimate trade potentials for the region, leading to the conclusion that most countries in the area export too little, and should, therefore, promote trade. We show that these estimates are likely to be biased, and would thus be risky to use them for policy making. Our alternative approach, looking at export shares instead of levels, does not suffer from omitted variable bias and it is still able to offer some guidance on where it would be easier to increase exports:
to those countries where actual export shares are below those predicted by the (correctly In our empirical exercise, we also find that Euromed association agreements have not had a significantly positive effect on exports of signatory countries. We believe there might be two possible and complementary reasons for this. While it is true that Euromed agreements have gone a long way towards the liberalization of trade between both shores of the Mediterranean, it is also true that its implementation has been very gradual and that several restrictions are still in place, which might point to a relatively small effect so far. The other reason is that the exporting sector of these countries might only be slowly reacting to the opening of the new markets and that it might take a few years for the full effect to be observed. To address the first explanation, we would need to use a sectoral-level dataset to be matched with the actual decline in tariffs for each sector, which is in our future research agenda. For the second explanation, we would need to test the importance of hysteresis in trade flows, which would require the use of a dynamic model as well as some more years of data, to allow the potentially positive effects of Euromed association agreements on exports to be fully realized.
Data Appendix
For this project, we have put together a dataset from a variety of different sources. The dataset puts together data from very different sources and while every effort has been made to ensure its completeness and consistency, it is necessary to acknowledge that the quality and quantity of data available varies enormously across countries and time. Border Data. The border information was obtained from Glick and Rose (2002) and it is static in the sense that it does not change over time. This is due to the fact that, in most cases, changes in borders are associated with the creation of new countries. by the World Bank. All GDP data are converted to USD using market exchange rates and deflated to constant 2000 US dollars using the CPI deflator.
Population Data were obtained from the World Development Indicators (WDI) published by the World Bank. GDP and Population in the dataset are combined to generate the data on GDP per capita.
Area and Coastline Data. These data were obtained from the CIA World Factbook.
The data on the length of the coastline was adjusted as to not include coastline on the Arctic Ocean or to interior seas.
Island and landlocked data. Other studies and datasets define these variables as the sum of the number of countries which meet said criterion for each country pair.
Instead, we define two dummy variables, one for those cases in which the exporter meets the corresponding criterion and analogous variables for the importer.
Language and Colonial Data. The data on colonial relationships was obtained from Glick and Rose (2002) and entails a dummy variable for whether the two countries (entities) were ever in a colonial relationship, a dummy variable for whether the two countries had the same colonizer, a dummy for whether the duration of the colonial relationship (in those case in which existed during the relevant sample), and a dummy to indicate entities which belong to the same country. The dummy for countries sharing a common language was also obtained from Glick & Rose. where each name of a religion followed by subscript e or i indicate the proportion of followers of that religion in the exporting (e) and the importing (i) country respectively.
Free Trade Area (FTA) Data. We have constructed several variables to reflect the membership of countries to the main free trade areas. For each agreement, we have defined three variables which allow us to discern the trade creation and trade diversion effects of free trade areas. For instance, we have generated the variable FTA11 which takes a value of 1 if both countries in the pair are in the same free trade agreement. We have also generated the variables FTA10 and FTA01 which are dummy variables that take a value of 1 when only the exporter or the importer (respectively) belong to a given trade agreement.
Thus, we have defined three variables (XXX11, XXX10, and XXX01) for each free trade agreement: Currency Unions Data. The original data on currency unions was obtained from Glick and Rose (2002) , which included data up to 1997, and extended to 2005. We also include three dummy variables constructed in a similar fashion as the dummy variables for free trade areas to account for the Euro currency union, the so-called Eurozone. The three variables are Euro11 which is equal to 1 when both countries are members of the Eurozone in that given year, Euro10 which is equal to 1 when the exporter is but the importer is not a member of the Eurozone and Euro01 which is defined symmetrically. 
