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Recent interest in the physics of non-perturbative light-matter coupling has led to the devel-
opment of solid-state cavity quantum electrodynamics setups in which the interaction energies are
comparable with the bare ones. In such a regime the ground state of the coupled system is predicted
to contain a population of virtual excitations which, notwithstanding having been object of many
investigations, remain still unobserved. In this paper we propose a novel approach to the obser-
vation of virtual excitations. We consider asymmetric systems where virtual electronic transitions
lead to static polarizations. The virtual population in the ground state can then be observed using
the photonic equivalent of a Kelvin probe. We estimate the intensity of the effect in intersubband
polariton systems and find it observable with present-day technology.
The many advances in the fabrication of nanopho-
tonic resonators and nanostructured materials have made
of solid-state cavity quantum electrodynamics (CQED)
into an interdisciplinary research domain, with applica-
tions ranging from chemistry [1] to machine learning [2].
One of the figures of merit of CQED setups which has
seen sustained improvements is the coupling strength
between light and matter. When their mutual interac-
tion energy becomes comparable with the excitation en-
ergy, higher order effects become observable, a regime
called of ultrastrong coupling [3–5]. In 2009 the im-
pact of these higher-order perturbative effects was ob-
served for the first time in the anomalous shift of inter-
subband polariton resonances: transitions between con-
duction subbands in doped semiconductor quantum wells
(QWs) strongly coupled to photonic resonators [6]. The
ground state of an ultrastrongly coupled CQED system
is predicted to host a cloud of virtual excitations, both
photonic and matter ones [7]. These excitations are pre-
dicted to be stable also in realistic dissipative environ-
ments [8] but, notwithstanding many theoretical works
proposing different approaches to observe them, a direct
measurement is still missing. Except a proposal to ob-
serve the virtual excitations via electro-optical sampling
[9], whose efficacy has been questioned [10], and one to
use the Lamb shift of an ancilla qubit [11], all the other
proposals we are aware of deal with variants of one basic
idea: to non-adiabatically modulate the system in or-
der to make some of these excitations real [12–18]. One
problem with this idea is that we need to consider a mod-
ulated, time-dependent system, in analogy with the dy-
namical Casimir effect [19–21], and similarly sensitive to
the density of dressed states, not to the presence of vac-
uum excitations. A second problem is that, in order to
achieve non-vanishing emission, perturbation frequencies
of the order of the bare optical frequency are necessary, a
requirement which has until now thwarted any attempt
to observe vacuum excitations.
The aim of this paper is to explore the idea of observing
vacuum excitations in the ground state with a relatively
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FIG. 1. Example of an asymmetric QW potential V (z) with
its envelope wave functions (a) and in-plane dispersions (b)
of the first two conduction subbands.The vertical dotted lines
represent the average charge position in each subband. The
definition of all the marked quantities can be found in the
main text.
simple electrostatic experiment. To this aim we consider
an intersubband polariton system in which asymmetric
QWs are used (Fig. 1). This means that electrons in dif-
ferent subbands have a different average positions along
the sample growth axis (z). The presence of excitations
in the ground state will then result in a vacuum polariza-
tion of the sample, which can be measured using a Kelvin
probe.
We consider a stack of nQW asymmetric QWs, each
electronically independent doped with a two-dimensional
electron gas of density σe. The electrons in each QW
occupy parallel parabolic subbands with dispersion ωjk,
function of the subband j and in-plane wavevector k.
The Fermi wave vector kF is chosen such that the Fermi
energyEF lies between the first and the second subbands.
The wave functions in QW n can be written in the enve-
lope function approximation




where r = (z,ρ) is the position vector decomposed in
cylindrical coordinates, S is the sample surface, and zn
the QW position. We introduce the corresponding anni-








= δjj′δnn′δ(k − k′). (2)
Here and in the following the electron spin is not ex-
plicitly marked and the spin multiplicity is implicitly
summed over. The ground state of the uncoupled sys-










1nk |0〉 , (3)
where |0〉 is the vacuum state ĉjnk |0〉 = 0.
We use the formalism initially developed for the multi-
subband case [22], in order to be able to treat the most
general cases, but for the sake of clarity in this paper we
will specialise it to consider only the first two electronic
subbands, an approximation which, in the proper gauge,
can be justified when higher-lying subbands are either
detuned or weakly coupled [23]. This single-transition
approximation allows us to fully determine the level of
asymmetry by a single parameter, the average electron
displacement induced by an intersubband transition
∆z = 〈ψ2| ẑ |ψ2〉 − 〈ψ1| ẑ |ψ1〉 , (4)
whose graphical interpretation can be found in the sketch
in Fig. 1.
We consider the intersubband transitions to be almost
vertical in momentum space. This implies that the fre-
quency of the resonant transition with in-plane momen-
tum q is given by
ω2k+q − ω1k ≈ ω12, (5)
thus neglecting terms of the order of qvF , with vF the
Fermi velocity. We consider the QWs embedded in a dou-
ble metal nanopatch resonator of length L. We consider
only transverse-magnetic (TM) modes due to selection
rules of intersubband transitions. The normalised TMm









with in-plane wavevector q, out-of-plane one πmL , and
m ∈ N0. The δmn is the Kronecker symbol. Photons
in these modes will be described by the boson annihila-









with ǫr the background dielectric constant, c the speed of






We are interested to determine the z-displacement in-
duced by the photonic resonator on the electron gas. As
such we can employ a theory whose degrees of freedom
are not the electron themselves, but their transitions and
in particular those coupled with the photonic field. We
thus introduce the collective, bright intersubband transi-









These excitations obey quasi-bosonic commutation rela-
tions in the sector of the Hilbert space where the excita-











The coupling of intersubband transitions to the electro-
magnetic field can be described using the Power-Zienau-
Woolley (PZW) Hamiltonian which, as shown in Ap-
pendix A, can be diagonalised in the bosonic regime us-
ing a Hopfield-Bogoliubov rotation. The coupled theory
is then described by free bosonic polaritonic operators,

























ȳsnq p̂sq − w̄snq p̂†s−q
)
. (12)
From Eq. (12) we can calculate the total density of mat-
ter excitations in the nth QW in the coupled ground state












Intersubband transitions shift in the electronic density
because, as clearly shown in the example in Fig. 1, the
envelope functions in different between subbands. In Ap-
pendix B, extending the approach from Refs. [25, 26] to
express electronic wave functions in term of bosonised
excitations, we demonstrate that this remains true also
for ground-state virtual excitations, where the coupling
to the photonic field leads to the electronic density per-
turbation in the nth QW
ρn(z) =
[
|ψ2(z − zn)|2 − |ψ1(z − zn)|2
]
σn. (14)
Such a perturbation in the electronic population will in
turn create a built-in electrostatic potential. Considering
a sample surface S ≥ L2 large enough to neglect border
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Writing a formal solution of Eq. (15) integrating by part
the derivative of V (z), and exploiting the charge conser-
vation in each QW
∫
R
ρn(z)dz = 0, we can calculate the












From Eq. (17) we see that the voltage induced across
the nth QW by the coupling with the transverse field of
the resonator is the same created by two planes of elec-
tron density σn at a distance ∆z. Given that ∆z can
be calculated or independently measured, a measure of
∆Vn will thus constitute a direct measure of the virtual
excitation density in the ground state. The induced po-
tential difference can not be measured with a standard
voltmeter because it is not a difference in the Fermi level
but an in-built equilibrium potential. In can nevertheless
be measured using a modified Kelvin probe [27]. Kelvin
probes usually allow to measure the difference in work
function between a known reference material and a sam-
ple, by using an atomic force microscope (AFM) tip as
the top plate of a capacitor whose lower plate is the sam-
ple. When the distance between the two is modulated by
the tip oscillation, the capacitance also varies. Being the
potential difference fixed by the work functions, a change
in the capacitance leads to a change in the charge on the
capacitor’s plates, and thus to a measurable current.
The apparatus we will consider is schematised in Fig.
2. The top mirror of the photonic resonator the AFM tip,
and it is electrically connected to the bottom mirror. As
the tip is driven at its resonant frequency ωd the cavity
length L is modulated around its equilibrium value L0
with amplitude a≪ L0, as
L = L0 + a cos(ωdt). (18)
The change in the cavity length on the one hand modifies
the number of ground-state virtual excitations σn. Not
only the coupling strength is inversely proportional to
the photonic mode volume, but a change in L also mod-
ifies the bare photonic frequencies ωmq and the overlap
between the QW and the photonic modes as their antin-
odes shift. On the other hand the oscillation modifies
the capacitance of the planar capacitor formed by the
two mirrors and thus the potential drop between them
as a function of the electron density present on the mir-
rors σM . The mechanical resonance of the cantilever ωd
FIG. 2. Sketch of the proposed setup (a) and its schematic
circuit representation (b). Each of the QWs, by creating a
built-in potential due to the photon-induced charge displace-
ment, imposes a potential difference. When the position of
the top mirror is modulated in time a current flows through
the circuit. The definition of all the marked quantities can be
found in the main text.
is normally in the kHz range, much smaller than all the
other relevant frequency scales of the system. We can
thus consider the driven evolution adiabatic, and the sys-
tem in electrostatic equilibrium.
Applying the Kirchoff’s law to the circuit equivalent
of the apparatus, shown in Fig. 2, and exploiting Eq.
(17) we can find the relation between the photon-induced





σn = LσM . (19)
Deriving over time the electron density on the mirror we
can then calculate the electric current generated by the
tip oscillation






An estimate of the expected current, to the leading or-
der in the coupling, can be obtained by performing a
lowest order expansion of σn as a function of the plasma
frequency ωP , quantifying the strength of the collective
coupling. This leads to









nq |F 〉 , (21)
where a dimensionless coefficient Kmnq, defined in Ap-
pendix A, embeds all the other microscopic details of the












The sum over the photonic modes in Eq. (22) does not
converge and a cut-off has to be imposed. Physically
such a cut-off is due to the finite plasma frequency of
the metallic mirrors. For frequencies ωmq larger than a
cut-off ωM of the order of the plasma frequency of the
metal, the mirrors become transparent and their position
can not thus efficiently affect the electromagnetic confine-
ment. As shown in Appendix C, inserting Eq. (22) into
Eq. (20) and using the explicit expression of Kmnq and












is the TM1 band edge and in order to
obtain this equation we considered ωM ≫ ω12, ω0, a safe
assumption for metallic mirrors with plasma frequencies
of the order of 10eV.
In the last part of this paper we will estimate the mag-
nitude of current expected from Eq. (23), in order to
ascertain whether the effect is observable with present-
day technology. In order to determine an optimal QW
structure, we notice that strongly asymmetric potentials
increase the average charge separation and thus ∆z, but
segregating the wave functions they also reduce the over-
lap between ψ1(z) and ψ2(z) and thus the dipole moment
z12. This same problem has been studied in the con-
text of dipolar emission in driven asymmetric quantum
wells, where the dipole e∆z oscillates and causes emis-
sion at the vacuum [28] or pump [29] Rabi-frequency.
In Ref. [30] the parameter space of a simple asymmetric
GaAs-based QW geometry has been explored in order to
identify structures with both non-negligible ∆z and z12.
In the following we will use the parameters of a structure
highlighted in such a publication, which are the ones we
used to realise the sketch in Fig. 1a, to have compara-
tively large values of both figures of merits while being
solid against fabrication tolerances.
We thus consider nQW = 10 GaAs-based QWs of
length LQW = 11.6nm, with ~ω12 = 125meV, z12 =
0.18LQW , and ∆z = 0.11LQW . The QW are each doped
at a surface density σe = 10
12cm−2, corresponding to a
Fermi energy EF ≈ 35meV from the bottom of the first
subband, and they are embedded in a photonic resonator
with equilibrium length L = 500nm. We consider metal-
lic mirrors, with ~ωM = 10eV. The corresponding cut-off
wave vector qM =
c√
ǫrωM
is smaller than 0.5vF , assuring
that Eq. (5) remains at least qualitatively correct even
close to the cut-off. A typical AFM scanning frequency
ωd = 100kHz and amplitude a = 50nm, and a device sur-
face S = 4µm2 then through Eq. (23) lead to a current
of the order of I ≈ 0.1fA, large enough to be detected
with low-noise electronics.
We can numerically calculate the induced surface
charge per QW from Eq. (22), obtaining σn ≈ 5 ×
106cm−2 ≪ σe. This makes the correction term in Eq.
(10) negligible, justifying a posteriori our bosonic ap-
proach and our choice not to consider the backaction of
the phonon-induced charge displacement upon the elec-
tronic wave functions, which would have obliged us to
solve a Schrödinger-Poisson equation instead of Eq. (15).
One point worth considering is that the presence of built-
in potentials of different origin, including those due to
higher-order Coulomb interaction between intersubband
polaritons, would also appear in Eq. (19), and thus re-
quire to be fixed either by independent measurements,
or measuring higher harmonics of the oscillation-induced
current. Temperature in particular would cause real in-
coherent electronic excitations in the excited subband,
which would also create a polarization and thus result in
a spurious signal and a reduced the signal-to-noise ratio.
Thermal effects can be neglected if σT ≪ σn, where σT






1 + e−(~ω12−EF )/kBT
]
, (24)
with kBT the thermal energy and m
∗ the electron re-
duced mass. With the parameters used above, Eq. (24)
leads to σT ≈ 2 × 1010cm−2 at room temperature and
σT ≈ 3×105cm−2 ≪ σn at 78K. This demonstrates that
thermal effect can be safely neglected by performing the
experiment at liquid nitrogen temperature. Until now we
completely neglected the effect of losses in our formalism.
While the coupling with the environment will modify the
population of virtual excitations in the ground state, in
Ref. [8] one of us demonstrated that such changes are
limited even for over-damped systems.
In this paper we have explored a novel approach to
the detection of virtual excitations in the ground state
of a CQED system in the ultrastrong coupling regime.
Instead of focussing, as most proposals do, on the detec-
tion of photonic excitations through non-adiabatic mod-
ulation, we devised a scheme to detect material excita-
tions using an adiabatic modulation. Our estimates show
that a final direct detection of virtual excitations in the
ultrastrongly coupled ground state could be technologi-
cally feasible with existing technology. Although highly
not trivial, such an experiment would not incur in the
many hurdles linked with sub-cycle optical modulation
and detection, which have until now thwarted multiple
efforts to observe ground-state virtual photons through
the non-adiabatic route. Moreover, beyond the doped
QW system considered in this work, other asymmetric
CQED platforms have been considered in the literature,
both dielectric [31] and superconducting [32]. It remains
to be seen whether electrostatic measurement schemes
could be extended to these systems, further broadening
our capability to measure and interact with the ultra-
strongly coupled ground state. We hope this work will
stimulate novel interest toward the physics of virtual ex-
citations and will promptly lead to the first experimental
evidence of their existence.
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Appendix A: Diagonalization of the PZW
Hamiltonian
Following Ref. [22], the PZW Hamiltonian describing





































n−q + b̂nq). (A3)







with m∗e the effective mass of conduction electrons and












parametrising the coupling between the bright matter
mode in the nth QW and the TMm photonic mode. The
electronic wave functions in the two subbands enter in

















In the bosonic regime we can then use the Hopfield-
Bogoliubov approach to diagonalise Ĥ in Eq. (A1) in



















whose coupled ground state |G〉 is defined by p̂sq |G〉 =





ȳsnq p̂sq − w̄snq p̂†sq. (A9)
Appendix B: Derivation of the bosonic expression
for the electron density







|ψ2(z − zn)|2 − |ψ1(z − zn)|2
]
(B1)
× 〈G| b̂†nqb̂nq |G〉 ,
describing the change of the electronic density in the
ground state created by the vacuum excitations. While
the physical correctness of such a formula can seem triv-
ial, its derivation requires some care as it links fermionic
to bosonised quantities. We will thus expand the ap-
proach originally developed in Ref. [25] to calculate the
electronic wave functions of photon-bound excitons.
We start by introducing the electron field operator pro-




[φ1nk(r)ĉ1nk + φ2nk(r)ĉ2nk] . (B2)
Using as reference the electronic distribution in the ab-
sence of the resonator, we can then write the induced
electron density as
ρ(z) = 〈G| Ψ̂†(r)Ψ̂(r) |G〉 − 〈F | Ψ̂†(r)Ψ̂(r) |F 〉 . (B3)
The calculation of Eq. (B3) can be simplified by notic-
ing that both the free and coupled Hamiltonians, with
ground states |F 〉 and |G〉 respectively, commute with

















Both the coupled and free ground states have thus a
well defined excitation number parity, and all the ground
states expectation values involving intersubband terms
like ĉ†2nkĉ1n′k, which do not commute with T̂ , have to
vanish. Exploiting the fact that the number of electrons


















|ψ2(z − zn)|2 − |ψ1(z − zn)|2
]
(B6)
× 〈G| ĉ†2nkĉ2nk |G〉 .
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In order to prove Eq. (B1) we have thus to demonstrate
that
〈G| N̂Fn |G〉 = 〈G| N̂Bn |G〉 , (B7)
that is that the total number of electrons in the second













have the same ground-state expectation value in the cou-
pled ground state. Note that by construction
N̂Fn |F 〉 = N̂Bn |F 〉 = 0, (B10)
and they thus also trivially coincide in the uncoupled
ground state. Using the definition of the intersubband









we can verify that the fermionic commutator of N̂Fn with







generates the same algebra as the commutator of N̂Bn
with the left-hand-side of the same equation, when con-







Using the same bosonic assumption the coupled ground
state |G〉 can be easily written in a perturbative expan-









â†mζhqζh |F 〉 . (B14)
Exploiting Eq. (B10) and the fact that NFn and NBn
have the same commutation relations with all the
operators appearing in the |ζ〉 states, their expectation
value in the ground state is necessarily the same, proving
Eq. (B7) and thus concluding our proof of Eq. (B1).
Appendix C: Derivation of the analytical expression
for the current
Using the explicit expression of Kmnq and ωP which
can be found in Appendix A, together with the expression
for the current I and the induced surface density in the






































is a form factor whose three terms describe respectively
the impact of the time evolution of L upon the mode
volume, the bare photonic frequencies, and their overlap
with the QW.
In the physically relevant limit in which ωM is much
larger of both the TM1 band edge ω0 and the intersub-
band gap ω12, the sum Eq. (C2) can be transformed in an
integral. Assuming for sake of definiteness that the QWs


















With the parameters used in the paper we recover Q ≈
0.96Q̃, justifying our use of the analytic approximation
in Eq. (C3) and leading to the final expression for the
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