Abstract. In 1982, Thurston gave a necessary and sufficient condition for a critically finite branched covering of the two-sphere to itself to be combinatorially equivalent to a rational map. We discuss extending this result to geometrically finite rational maps. We give an example to show that Thurston's original condition is not sufficient. This example is topologically pathological near accumulation points of the postcritical set. We give two conditions forbidding such pathology, show that they are equivalent, and (in a sequel to the present paper) will show that Thurston's condition together with this tameness is both necessary and sufficient to characterize geometrically finite rational maps.
Introduction
The discovery of a combinatorial condition of a rational map among all branched coverings of the two-sphere is an interesting and important problem in complex dynamical systems. The simplest complex dynamical systems are the postcritically finite ones. In 1982, Thurston gave a necessary and sufficient combinatorial condition for a critically finite rational map among all critically finite branched coverings and stated a rigidity theorem. A complete proof of this theorem was written by Douady and Hubbard in [6] (see Theorem 2.1). This theorem is used to give combinatorial models for parameter spaces of rational maps (the model for the Mandelbrot set; M. Rees' models for slices of quadratic parameter space; models for cubic Newton's method parameter space, etc.) and is therefore important.
It is then natural to ask the following question: Is Thurston's combinatorial condition also necessary and sufficient for any rational maps among all branched coverings? McMullen proved in [9] that Thurston's condition is essentially necessary for all rational maps. The only possible trivial failure cases are inside Siegel disks or Herman rings (see Theorem 2.2). Therefore, the next question is the following: Excluding these trivial failure cases, is Thurston's combinatorial condition necessary and sufficient for any rational maps among all branched coverings? The next bestunderstood class of maps are the geometrically finite ones. Our purpose is to generalize Thurston's criteria to this setting. For quadratic polynomials, this has been done only very recently by Brown (a recent Ph.D. student of Hubbard) in his thesis [1] . So, there has been only a tiny amount of progress on this topic until our work in this paper and in a sequel to the present paper [4, 12] . Our results in this paper show that a generalization of Thurston's criteria to the geometrically finite maps is highly non-trivial. Actually, we give a negative answer to the above question in the case of the geometrically finite maps in this paper (see Theorem 4.1) .
To obtain this negative answer, we study the local combinatorial structure of a geometrically finite branched covering of the two-sphere. We first introduce a concept called locally combinatorially attracting (see Definition 3.2). We then prove that a geometrically finite branched covering of the two-sphere which is locally combinatorially attracting at a limiting point of its post-critical set is combinatorially equivalent to a branched covering which is holomorphic in a neighborhood of the corresponding limiting point of its post-critical set, and this corresponding limiting point is an attractive or super-attractive periodic point of this map (see the proof of Theorem 3.1). During the proof of Theorem 3.1, we introduce another concept called a combinatorially invariant shrinking family of nested curves (see Definition 3.4). We prove that the two concepts, locally combinatorially attracting and a combinatorially invariant shrinking family of nested curves, are essentially the same at a non-branched limiting point of its post-critical set (see Lemma 3.1) . From the latter topologically tameness condition, we prove that a geometrically finite rational map is always locally combinatorially attracting at all limiting points of its post-critical set (see the proof of Theorem 3.1).
Finally, we construct an example of a geometrically finite branched covering of the two-sphere after completely understanding the above two concepts. Thurston's combinatorial condition is satisfied by this example, but it is not combinatorially equivalent to any rational map. Thus the necessity of Thurston's combinatorial condition fails by this example (see Theorem 4.1).
Due to this negative answer, we introduce semi-rational branched coverings and sub-hyperbolic semi-rational branched coverings (see Definition 3.1). We prove that a semi-rational branched covering is always combinatorially equivalent to a sub-hyperbolic semi-rational branched covering (see Theorem 3.1). We then introduce a combinatorial and locally holomorphical equivalence relation among all sub-hyperbolic semi-rational branched coverings (see Definition 5.1).
The next question is the following: Is Thurston's combinatorial condition necessary and sufficient for a geometrically finite rational map among all semi-rational branched coverings under the combinatorial equivalence relation? We know in this paper that a semi-rational branched covering is always combinatorially equivalent to a sub-hyperbolic semi-rational branched covering (see Theorem 3.1). So this question can be asked as follows: Is Thurston's combinatorial condition necessary and sufficient for a sub-hyperbolic geometrically finite rational map among all subhyperbolic semi-rational branched coverings under our combinatorial and locally holomorphical equivalence relation? Since a geometrically finite rational map has no Siegel disk and Herman ring, the necessary condition just follows McMullen's Theorem (see Theorem 2.2). However, the sufficient condition is a much harder and more interesting problem. We studied this topic in the paper [2] , first circulated in 1994. The paper was then divided into two parts and published in a workshop proceedings as [3, 4] . The current paper is a rewritten version of [3] and is more concerned with setting up an appropriate way to answer the sufficiency condition. In the paper [4] , we stated the following theorem: See Definition 5.1 for the concept of a combinatorial and locally holomorphical equivalence relation among all sub-hyperbolic semi-rational branched coverings of the two-sphere.
The proof of this theorem in [4] , and also in its improved version [5] , is quite involved. A combinatorially complex and expositionally formidable surgery argument is used to reduce the problem to that of Thurston's original postcritically finite setup (see Theorem 2.1), together with checking that certain gluing data are analytically realizable. In the paper [12] , a new and simpler proof was given by completely giving up the idea in the paper [4] . This new proof adapted some arguments used in the proof in Douady and Hubbard's paper [6] directly and combined with an idea of constructing a shielding ring around every accumulation point in the limiting set of the post-critical set. Then we proved that the bounded geometry is valid due to these shielding rings. This new proof is easier and checkable and also gives some new interpretation of the proof of Thurston's Theorem in DouadyHubbard's paper [6] . Thus a complete and understandable proof of Theorem 1.1 is available in [12] . Combining Theorem 1.1 and Theorem 3.1, we eventually obtained a generalization of Thurston's criteria to the geometrically finite ones as follows: Remark 1.1. In the above theorem, the statement that the rational map R is not unique up to conjugations by Möbius transformations of the Riemann sphere is itself an interesting topic. This result is a consequence of the study of the local combinatorial structure of a super-attractive, attractive, or parabolic periodic cycle for a holomorphic map (see the proof of Theorem 3.1 in §3 and the proof of Theorem 4.1 in §4). From this statement we have the following: First, combinatorial equivalence is insensitive to quasiconformal deformations. Secondly, combinatorial equivalence cannot distinguish between attractive and parabolic periodic cycles. Therefore, the new concept, combinatorial and locally holomorphical (CLH) equivalence relation, introduced in §5 becomes an interesting and important issue.
A combinatorial characterization of rational maps or entire functions is important and interesting in complex dynamical systems. Besides the work we mentioned above, we would also like to mention Hubbard, Schleicher, and Shishikura's paper [7] on the exponential family, and a thesis of Zhang (a recent Ph.D. student of Jiang) on simple Siegel disk type polynomials [11] .
This article is arranged as follows. In §2, we review Thurston's Theorem and McMullen's Theorem and Mañé's Theorem. Then we define geometrically finite branched coverings which contain all geometrically finite rational maps (see Definition 2.1).
In §3, we define semi-rational and sub-hyperbolic semi-rational branched coverings (see Definition 3.1). We also define our locally combinatorially attracting condition (see Definition 3.2). We prove that a semi-rational branched covering is locally combinatorially attracting at any limiting point of its post-critical set (see the proof of Theorem 3.1). Therefore, a semi-rational branched covering is always combinatorially equivalent to a sub-hyperbolic semi-rational branched covering (see Theorem 3.1). We would like to note that the most interesting result in this study is that a geometrically finite rational map with parabolic cycles is combinatorially equivalent to a sub-hyperbolic rational map, which is a geometrically finite rational map without parabolic cycles
In §4, we apply a technique called the Dehn twist to construct an example of a geometrically finite branched covering. This example has no Thurston obstruction and is not locally combinatorially attracting at a limiting point of its post-critical set. Thus, it is not combinatorially equivalent to a rational map. (See Theorem 4.1.)
Finally, in §5, we introduce our combinatorial and locally holomorphical equivalence relation among all sub-hyperbolic semi-rational branched coverings (see Definition 5.1).
Geometric finiteness

Suppose S
2 is the two-sphere. We also useĈ to denote the two-sphere with the standard complex structure. Let f : S 2 → S 2 be a branched covering of degree d ≥ 2, which is a continuous orientation-preserving map from the two-sphere onto itself and which is locally homeomorphic except for a finite number of points, and at these finitely many points, which is locally k to 1 for
The map f is called critically finite if the number #(P ) < ∞.
Suppose f, g : S 2 → S 2 are branched coverings. They are said to be combinatorially equivalent if there is a pair of orientation-preserving homeomorphisms (φ, ψ) of S 2 such that the diagram
commutes, that is, φf = gψ, and ψ is isotopic to φ rel P = P f . Thus, there is a continuous function
2 . Here (φ, ψ) is called a combinatorial equivalence between f and g.
Suppose f : S 2 → S 2 is a branched covering. A simple closed curve in S 2 − P is called essential if it does not bound a disk in S 2 − P and peripheral if it encloses a single point of P .
A multicurve Γ = {γ i } on S 2 − P is a finite non-empty collection of disjoint simple closed curves such that each of the curves is essential and non-peripheral and no two curves are isotopic rel P . A multicurve Γ is called f -invariant if for any γ ∈ Γ, every non-peripheral essential component of f −1 (γ) is homotopic to an element of Γ rel P . Suppose Γ is a multicurve. Then Γ determines a transition matrix A = A Γ = (a δγ ) : R Γ → R Γ by the formula:
where the sum is taken over components α of f −1 (γ) which are homotopic to δ rel P . Since every entry in A is non-negative, the Perron-Frobenius Theorem implies that A has a non-negative and maximum eigenvalue λ = λ Γ . An f -invariant multicurve Γ is called a Thurston obstruction if the maximum eigenvalue λ ≥ 1.
If f is critically finite, for every point x in S 2 , define v f (x) as the least common multiple of local degrees deg y f n for all n > 0 and all y ∈ S 2 such that f n (y) = x.
is the orbifold associated to f , where
A complete proof of the following Thurston's Theorem is given in DouadyHubbard's paper [6] .
Theorem 2.1. Suppose that f is a critically finite branched covering of degree d ≥ 2. If the signature of O is not (2, 2, 2, 2), then f is combinatorially equivalent to a rational map R if and only if f has no Thurston obstruction. Moreover, the rational map R :Ĉ →Ĉ is unique up to conjugation by Möbius transformations.
Thurston's condition for f is defined to mean that f has no Thurston obstruction. So the above theorem says that Thurston's condition is necessary and sufficient for a critically finite rational map whose signature of O is not (2, 2, 2, 2) among all critically finite branched coverings under the combinatorial equivalence relation.
The following McMullen's Theorem is proved in [9] . Theorem 2.2. Suppose R :Ĉ →Ĉ is a rational map. Let Γ be a multicurve on C − P where P = P R . Then λ ≤ 1. The equality holds only in the following cases:
• R is critically finite and the signature of O R is (2, 2, 2, 2).
• P is an infinite set, and Γ includes the essential curves in a finite system of annuli permuted by R.
These annuli lie in Siegel disks or Herman rings for R, and each annulus is a connected component ofĈ − P .
A rational map is called geometrically finite if
where J is the Julia set of R (see [10] ). We use P to denote the set of all limiting points of P ; that is, x ∈ P if for any neighborhood U about x, #(P ∩ U ) = ∞.
Theorem 2.3. A rational map R is critical finite or geometrically finite if and only if P is finite.
Before we prove this theorem, let us review Mañé's Theorem. 
Proof of Theorem 2.3. It is known that a critical finite or geometrically finite rational map has no Siegel disk and Herman ring since the boundary of a Siegel disk or Herman ring is contained in the ω-limit set of critical points (refer to [10, [146] [147] [148] [149] [150] [151] ). Suppose R is critical finite or geometrically finite. Then P ∩ J R is finite. Suppose F is the Fatou set of R. For every critical point c ∈ F , ω(c) is an attractive, superattractive, or parabolic cycle. So P ∩ F is finite.
Conversely, if P is finite, then for every c ∈ J, ω(c) is finite and hence a periodic cycle. In particular, every critical point on the Julia set is non-recurrent. We claim that every critical point on the Julia set is eventually periodic. This implies that the rational map R is critical finite or geometrically finite. Now let us prove the claim. Suppose a critical point c ∈ J is not eventually periodic. Consider the periodic cycle ω(c). If it is parabolic, from Fatou's Flower Theorem (see [10] ), R n (c) must tend to this cycle from attracting petals. This is impossible since R n (c) ∈ J. So it cannot be parabolic. From Mañé's Theorem, this periodic cycle is repelling. This is also impossible. So every critical point in the Julia set J is eventually periodic. We have proved the theorem.
Following Theorem 2.3, we now give our definition of a geometrically finite branched covering, which is compatible with the traditional definition of a geometrically finite rational map. Definition 2.1. A branched covering f of the two-sphere of degree d ≥ 2 is called geometrically finite if its post-critical set P contains infinitely many points but the limiting set P of its post-critical set contains only finitely many points.
For a geometrically finite branched covering f , each point x ∈ P is periodic. Thus P consists of a finite number of periodic cycles. (This is an easy exercise. We leave it for the reader.)
Local combinatorial attractive
We first give the following definitions: Definition 3.1. Suppose f :Ĉ →Ĉ is a geometrically finite branched covering of degree d ≥ 2. We say f is semi-rational if (1) f is holomorphic in a neighborhood of P ;
for some integer q ≥ 1; and (3) each attracting petal associated with a parabolic cycle in P contains a point in the post-critical set P . Furthermore, if all cycles in P are either attractive or super-attractive, we call f a sub-hyperbolic semi-rational branched covering. Clearly, every geometrically finite rational map is a semi-rational branched covering.
See [10] for the terminology of an attracting petal associated with a parabolic cycle in this definition. Definition 3.2. Suppose f :Ĉ →Ĉ is a geometrically finite branched covering of degree d ≥ 2. Suppose that p ∈ P is a periodic point of period k ≥ 1. We say f is locally combinatorially attracting at p if there exists a combinatorial equivalence (φ, ψ) from f to a branched covering g :Ĉ →Ĉ such that g is holomorphic in a neighborhood of the forward orbit of φ(p) under g and such that φ(p) is a holomorphically attracting or superattracting fixed point of g k , that is,
From the above definitions, it is easy to verify that if a geometrically finite branched covering f is locally combinatorially attracting at every point of P , then it is combinatorially equivalent to a sub-hyperbolic semi-rational branched covering g. One of the interesting results in this paper is that
Theorem 3.1. A semi-rational branched covering f is always combinatorially equivalent to a sub-hyperbolic semi-rational branched covering g.
Before proving Theorem 3.1, we first study some local combinatorial properties around a point in P . Suppose f is a geometrically finite branched covering. Definition 3.3. Suppose p ∈ P is a periodic point of period k ≥ 1. Suppose Γ = {γ n } ∞ n=0 is a family of disjoint pairwise simple closed curves inĈ − P . We call Γ a combinatorially invariant family of curves nested at p if for all n ≥ 0, γ n+1 separates γ n from p and there is a component of f −k (γ n+1 ) homotopic to γ n rel P .
Definition 3.4.
A combinatorially invariant family of curves Γ nested at p ∈ P is called shrinking if for every neighborhood U of p, there is a simple closed curve β ⊂ U − P such that β is homotopic to some γ n ∈ Γ rel P .
The next lemma says that Definition 3.2 and Definition 3.4 are essentially the same at a point p ∈ P which is not a branched point of f .
Lemma 3.1. Suppose p ∈ P is a periodic point of period k ≥ 1 and deg
p f k = 1.
Then f is locally combinatorially attracting at p if and only if there is a combinatorially invariant shrinking family of curves nested at p.
Proof. Suppose f is locally combinatorially attracting at p, i.e., suppose there exists a combinatorial equivalence (φ, ψ) from f to a branched covering g :Ĉ →Ĉ such that φ(p) is a holomorphic attracting fixed point of g k . By Koenig's Theorem (refer to [10] ), we may suppose that φ(p) = 0 and g k (z) = λz in a neighborhood U of the origin for some constant λ with 0 < |λ| < 1.
Since g has only finitely many critical points, there exists a disk D = {z | |z| < r 0 } in U such that for each critical point c of g, either its forward orbit never lands in U − {0} or the first point in
is a combinatorially invariant shrinking family of curves nested at p.
Conversely, suppose Γ = {γ n } ∞ n=0 is a combinatorially invariant shrinking family of curves nested at p. Without loss of generality, we assume that γ n converges to p in the spherical distance as n goes to infinity in the spherical distance.
Since deg p f k = 1, there exists a simply connected neighborhood U of p such that the restriction of f k on U , denoted by F , is a homeomorphism. There exists an integer n 0 ≥ 0 such that for n ≥ n 0 , γ n+1 is contained in F (U ) and β n = F −1 (γ n+1 ) is homotopic to γ n rel P f . Clearly, β n converges to p as n goes to infinity in the spherical distance.
Both γ n and β n converge to p as n goes to infinity in the spherical distance. Since γ n and β n are simple closed curves, then there exists an orientation-preserving homeomorphism θ ofĈ such that θ is isotopic to the identity rel P and θ(γ n ) = β n for n ≥ n 0 . Moreover, the map θ can be chosen such that it is the identity in a neighborhood of
for n ≥ n 1 , where n 1 > n 0 is a constant. Since γ n converges to p in the spherical distance as n goes to infinity, there exists an orientation-preserving homeomorphism φ :Ĉ →Ĉ such that φ(γ n ) is the circle {z : |z| = λ n r} for n ≥ n 1 , where λ and r are positive constants with λ < 1. Moreover, the map φ can be chosen such that the restriction of φ on γ n 1 +k is equal to gφF −l for every integer l > 0, where g(z) = λz. Furthermore, the map φ can also be chosen such that the restriction of φ on the ring bounded by γ n 1 +l and γ n 1 +l+1 is equal to gφF −l for every integer l > 0. Now
on a neighborhood of the origin. This means that f is locally combinatorially attracting at p. We have proved the lemma.
Proof of Theorem 3.1. Suppose that p ∈ P is a parabolic periodic point of period k ≥ 1. Let V be an attracting flower of f k associated with p (refer to the LeauFatou Flower Theorem in [10] ). Let γ 0 ⊂Ĉ − P be a simple closed curve such that one component
is a combinatorially invariant shrinking family of curves nested at p. So f is locally combinatorially attracting at p by Lemma 3.1. Since p ∈ P is any parabolic periodic point, then f is combinatorially equivalent to a sub-hyperbolic semi-rational branched covering g. This completes the proof.
Thurston's condition in the geometrically finite case
In this section we prove that Thurston's condition is not necessary for a geometrically finite rational map among all geometrically finite branched coverings under the combinatorial equivalence relation. Suppose f is a geometrically finite branched covering of degree d ≥ 2. Proof. By the definition and Koenig's Theorem (see [10] ), there exists a combinatorial equivalence (φ, ψ) from f to a branched covering g :Ĉ →Ĉ such that φ(p) = 0 and g(z) = λz on a neighborhood U of 0 for some constant λ with 0 < |λ| < 1.
Since g has only finitely many critical points, there exists a constant r > 0 such that D(r) = {z ∈ C | |z| < r} ⊂ U satisfies the statement that for all integers n ≥ 0,
For any simple closed curves α 1 and
Hence it is also isotopic to g n (β 1 ) rel P g for all n ≥ 1. We know that g n (β 1 ) converges to the origin in the spherical distance as n → ∞, but γ n+1 is isotopic to φ −1 g n (β 1 ) rel P . So Γ n is shrinking. We have proved the lemma. Proof. Suppose that f has a combinatorially invariant shrinking family of curves nested at p. By Lemma 3.1, f is locally combinatorially attracting at p, which means that there exists a combinatorial equivalence (φ, ψ) from f to a branched covering g :Ĉ →Ĉ such that φ(p) = 0 and g(z) = λz (0 < |λ| < 1) on a neighborhood U of 0 (refer to the proof of Lemma 3.1).
Consider the quotient space T = U/ g . It is a torus with a marked point corresponding to the unique critical orbit attracting to 0. Each invariant shrinking family of curves about 0 projects to a homotopy class of (1, 0)-type simple closed curves on T . Since there is only one marked point on T , the homotopy class of (1, 0)-type simple closed curves on T is unique. Thus there is only one invariant shrinking family of curves about 0 up to isotopy rel P g . So there is only one combinatorially invariant shrinking family of curves nested at p up to isotopy rel P . This completes the proof of the lemma.
Concluding from our two lemmas above, we now can construct an example of a geometrically finite branched covering. This example satisfies Thurston's condition (that is, it has no Thurston obstruction) but is not combinatorially equivalent to any rational map. Proof. Consider the quadratic polynomial q(z) = λz + z 2 , 0 < |λ| < 1. The point c = −λ/2 is the unique critical point of q in the complex plane C.
be the orbit of q(c). Then it converges to 0 as n → ∞ in the spherical distance, which is the unique attractive fixed point of q in C. Note that
There is a combinatorially invariant shrinking family of curves Γ = {α n } ∞ n=0
nested at 0 such that for U n , the domain bounded by α n , we have that q|U 0 is univalent, U 0 ⊃ P , and U n = q n (U 0 ). There is an arc β in U 0 which connects c 1 with 0 and passes over every point c n such that q(β) ⊂ β and β intersects with each α n (n > 0) at one point (see Figure 1) .
Denote by A the annulus bounded by α 0 and α 2 . Take δ to be a Jordan curve in A such that δ intersects with β at one point and δ bounds a disk D in A containing c 1 and c 2 (see Figure 1) .
Let T 0 be the Dehn twist along δ (see Figure 2 ). Here T 0 can be picked as a homeomorphism which is the identity out of an annulus neighborhood C(δ) of δ in A − {c 1 , c 2 } and which is h
, where h is a conformal map from C(δ) to a standard annulus C = {z | 0 < r < |z| < 1} and R is a homeomorphism from C to itself defined as
) and the identity elsewhere. Let
Define f (x) = f n (x) for all n ≥ n(x). Since f n (0) = 0 for all n ≥ 1, define f (0) = 0. For any > 0, there is a δ > 0 such that f n (Δ δ ) ⊂ Δ for all n large, where n fixing 0, similarly, we can define f −1 locally at 0 and fixing 0, such that f −1 is continuous at 0. Thus f is locally homeomorphic at 0. Thus deg 0 f = 1, and f :Ĉ →Ĉ is a branched covering of degree 2. The sequence {f n } of branched coverings converges to f as n goes to ∞ in the maximal norm with respect to the spherical distance. In particular, Figure 2) .
Let γ n n = α 2n and γ
is a combinatorially invariant family of curves nested at 0 for all n ≥ 0.
Since f (γ n n+1 ) is not isotopic to γ be the maximal local inverse branch of f n fixing 0. We prove by induction that 
Let β n be the segment of β with endpoints c n and c n+1 for n ≥ 1. Then β n+1 ⊂ U n for n ≥ 0. In particular, β 2n connects c 2n and c 2n+1 in U 2n−1 , and β 2n+1 connects c 2n+1 with c 2n+2 in
2(n−1) (β 2n ) (refer to Figure 3 ). So
is a loop whose winding number with respect to c 2n−1 is ±2. Now, f −2n+2 (β 2n ) connects c 2 with c 3 in f −2n+2 (U 2n−1 ), and f −2n+1 (β 2n+1 ) connects c 2 with c 3 in f −2n+1 (U 2n ). Their union is also a loop whose winding number with respect to c 1 is also ±2 (see Figure 3) .
By the assumption f −2n+2 (U 2n−2 ) ⊃ P , we know that f −2n+1 (β 2n ) connects c 2 with c 1 . Since c 1 is a critical value of degree 2, the path f −2n (β 2n+1 ) must connect c 2 with c 1 in f −2n (U 2n ). This means that f −2n (U 2n ) ⊃ P (see Figure 3 ) . Suppose that Γ is an f -invariant multicurve. Denote by A = A Γ the transition matrix determined by Γ. For any element τ ∈ Γ, since γ n n converges to zero in the spherical distance as n goes to ∞, there is m > 0 such that τ is outside the closure of U 2m . Since f −2m (U 2m ) ⊃ P is a Jordan domain, each component of the preimage of τ under f −2m is either non-essential or peripheral. This shows that A 2m is the zero matrix. Hence its spectral radius is 0. This implies that the spectral radius of A is less than one. So Γ is not a Thurston obstruction. Therefore, f satisfies Thurston's condition. This completes the proof. Now we introduce our combinatorial and locally holomorphical equivalence relation among all sub-hyperbolic semi-rational branched coverings.
Definition 5.1. Suppose f and g are two sub-hyperbolic semi-rational branched coverings. We say that they are CLH-equivalent (combinatorially and locally holomorphically equivalent) if there exist a pair of orientation-preserving homeomorphisms φ : C → C and ψ : C → C such that 1) ψ is isotopic to φ rel P f , 2) φf = gψ, 3) φ|U f = ψ|U f is holomorphic on some open set U f ⊃ P f .
Under this CLH-equivalence relation, we have stated Theorem 1.1 in [4] . The idea in our proof in [4] is to apply some surgery method and to reduce the problem to that of Thurston's original postcritically finite setup (see Theorem 2.1). In this proof, we need to check that certain gluing data are analytically realizable. Therefore, the proof is quite involved. In the paper [12] , a new and simpler proof is given by completely giving up the idea in the old proof. This new proof adapted some arguments used in the proof in Douady and Hubbard's paper [6] and also used the idea of constructing a shielding ring around every point in the limiting set of the post-critical set. Then we proved that the bounded geometry is valid due to these shielding rings. Thus this proof is complete and understandable and checkable. Finally, by combining Theorem 1.1 and Theorem 3.1, we have Theorem 1.2, which is one of the main results in this paper.
