We determine adjoint equations and Fréchet kernels for global seismic wave propagation based upon a Lagrange multiplier method. We start from the equations of motion for a rotating, self-gravitating earth model initially in hydrostatic equilibrium, and derive the corresponding adjoint equations that involve motions on an earth model that rotates in the opposite direction. Variations in the misfit function χ then may be expressed as δχ = We demonstrate also how anelasticity may be incorporated within the framework of adjoint methods. Finite-frequency sensitivity kernels are calculated by simultaneously computing the adjoint wavefield forward in time and reconstructing the regular wavefield backward in time. Both the forward and adjoint simulations are based upon a spectral-element method. We apply the adjoint technique to generate finite-frequency traveltime kernels for global seismic phases (P, P diff , PKP, S, SKS, depth phases, surfacereflected phases, surface waves, etc.) in both 1-D and 3-D earth models. For 1-D models these adjoint-generated kernels generally agree well with results obtained from ray-based methods. However, adjoint methods do not have the same theoretical limitations as ray-based methods, and can produce sensitivity kernels for any given phase in any 3-D earth model. The Fréchet kernels presented in this paper illustrate the sensitivity of seismic observations to structural parameters and topography on internal discontinuities. These kernels form the basis of future 3-D tomographic inversions.
(e.g. Komatitsch & Tromp 2002a,b; Chaljub et al. 2003) . The challenge now is to harness these 3-D simulation capabilities to address the inverse problem. With this challenge in mind, Tromp et al. (2005) and Tape et al. (2007) deployed an adjoint formulation for the calculation of the Fréchet kernels, which involves the interaction between the regular forward wavefield and an adjoint wavefield produced by using time-reversed signal at the receivers as simultaneous, fictitious sources. Adjoint methods have been popular in the fields of meteorology and exploration geophysics for many years (e.g. Chavent et al. 1975; Tarantola 1984; Gauthier et al. 1986; Mora 1987 Mora , 1988 Talagrand & Courtier 1987; Luo & Schuster 1991) .
The applicability of the adjoint method to the calculation of 3-D Fréchet sensitivity kernels for regional 3-D earth models was demonstrated in Liu & Tromp (2006) . In this article we derive the complete set of adjoint equations and Fréchet kernels for global seismic wave propagation based upon a Lagrange multiplier method. We apply the adjoint method to compute 3-D traveltime sensitivity kernels for typical global seismic phases in both 1-D and 3-D global models, for example, P, S, ScS, SS, sP, etc. From a computational point of view, one of the main advantages of the adjoint method is that for each earthquake only two numerical simulations are needed to compute the gradient of a misfit function. For a full 3-D tomographic inversion, an earthquake-specific 'event kernel' is computed simultaneously for all traveltime measurements made at all three-component stations. The sum of all event kernels, called the 'misfit' kernel, then represents the gradient of the misfit function. Because it is computationally costly to calculate the Hessian of the misfit function, a non-linear conjugate gradient algorithm is used to minimize the misfit function, thereby improving the earth model (Tape et al. 2007) .
E Q UAT I O N S O F M O T I O N
We begin by introducing the equations of motion for a rotating, self-gravitating earth model that is initially in hydrostatic equilibrium. In such an earth model, pressure gradients are balanced by gradients in the geopotential, which is the sum of the gravitational and centrifugal potentials. As a consequence, the equilibrium model is an oblate ellipsoid in which surfaces of constant pressure, density and the geopotential coincide. The results in this section are well known (e.g. Dahlen & Tromp 1998) , but serve the purpose of introducing the necessary framework and the related notation.
The gravitational potential is determined by Poisson's equation:
where ρ denotes the density distribution and G the gravitational constant. For mathematical and notational convenience, the density distribution is defined to be zero outside of the earth model, where the gravitational potential satisfies Laplace's equation: ∇ 
where the notation [·] + − denotes the jump in the enclosed quantity when going from the outward (+) side to the inward (−) side of the discontinuity. The unit normaln points outward from the '−' side to the '+' side of a discontinuity. The solution to the boundary value problem (1)- (2) is
where V denotes the volume of the earth model and r the position vector. The centrifugal potential ψ is defined in terms of the Earth's angular rotation vector Ω by
where r = |r| denotes the radius and = |Ω| is the angular rotation rate. The displacement field s in a rotating, self-gravitating earth model that is initially in hydrostatic equilibrium is governed by the equation of motion (Dahlen & Tromp 1998, eq. 3.259) ρ(∂ 
In an anisotropic, elastic earth model the stress T is defined in terms of the displacement gradient by T = c : ∇s,
where c denotes the elastic tensor. The complications associated with an anelastic earth model will be addressed in Section 4. On all boundaries the tractionn · T needs to be continuous:
For mathematical convenience, the earth model parameters ρ and c are defined to be zero outside of the model volume V , such that at the free surface ∂V the boundary condition (7) reduces to the vanishing of the traction:n · T = 0. On a fluid-solid boundary the traction is normal: n · T = (n · T ·n)n. On all solid-solid boundaries the displacement s must be continuous
[s]
whereas on fluid-solid discontinuities there may be slip:
The displacement is subject to the initial conditions s(r, 0) = 0, ∂ t s(r, 0) = 0.
The perturbation in the gravitational potential φ induced by the displacement s is determined by
[φ]
where
The solution to the boundary-value problem (11)- (12) is
A D J O I N T E Q UAT I O N S
In this section, we derive the adjoint equations which arise in the context of tomographic inverse problems. Our objective will be to minimize the difference between observed three-component seismograms and the corresponding synthetic seismograms. This may be accomplished based upon a wide variety of misfit criteria, for example, waveform or cross-correlation traveltime differences. In this section and in Section 4, we consider the minimization of a waveform misfit function χ subject to the constraint that the synthetic seismograms are determined by the equations of motion (5)- (12):
Here denotes all of space, and the vector Lagrange multiplier λ(r, t) and the scalar Lagrange multiplier μ(r, t) remain to be determined. The interval [0, T] denotes the time-series of interest, s(r r , t) denotes the synthetic displacement field at receiver location r r , and d(r r , t) denotes the corresponding observed three-component displacement vector. In practice, both the data d and the synthetics s will be windowed, filtered, and possibly weighted on the time interval [0, T] . In what follows we will implicitly assume that such operations have been performed. We note that different measures of misfit simply give rise to different adjoint sources . Upon taking the variation of the action (15) we obtain
The perturbation in stress δT may be obtained by perturbing Hooke's law (6):
and the perturbation δξ is obtained by perturbing (13):
The perturbation in the gravitational potential δ associated with a perturbation in density δρ and a displacement δd of the discontinuities is determined by (Dahlen & Tromp 1998 )
[δ ]
where the density perturbation δρ is defined to be zero outside of the volume of the earth model V . The solution to the boundary-value problem
that is, the perturbation in the gravitational potential δ is completely determined by the perturbations in density δρ and boundary topography δd. The next step in determining the adjoint equations involves manipulating the variation in the action (16) by performing integrations by parts over time, and repeatedly using Gauss' theorem for a volume with discontinuities:
for any tensor v. In an earth model without any internal discontinuities, or ifn · v is continuous on all internal discontinuities, this reduces to the familiar form
After a significant amount of tedious algebra we can rewrite the variation of the action (16) in the form
where we have introduced the notation [ f ]
, for any function f , and where we have defined σ = c : ∇λ,
and
In the absence of model parameter perturbations δρ, δc, δd and δf, the variation in the action (24) is stationary with respect to permissible (i.e. honouring the appropriate boundary and initial conditions) perturbations δs and δφ provided the vector Lagrange multiplier λ satisfies the equation
subject to the boundary conditions
[λ]
[n · λ]
and the end conditions
On fluid-solid boundaries the quantityn · σ is normal:n · σ = (n · σ ·n)n. The scalar Lagrange multiplier μ is determined by
At this point let us define the 'adjoint wavefield' s † in terms of the vector Lagrange multiplier wavefield λ by
that is, the adjoint wavefield swhere it is implied that when the regular wavefield s is evaluated at time t, the adjoint wavefield is evaluated at time T − t. Because we are allowing perturbations δd in the location of all discontinuities , we need to carefully consider the boundary integral in (45), because such perturbations render the variations δs and δφ inadmissible. Because the adjoint tractionn · T † is continuous on and normal on FS we have (Dahlen & Tromp 1998, eq. 13.35) [n · T † · δs]
Here ∂ n =n · ∇ denotes the partial derivative in the direction of the outward normaln, and ∇ = (I −nn) · ∇ denotes the surface gradient on , where I is the identity tensor. Thus we may express the gradient operator as ∇ =n∂ n + ∇ . Note that on a solid-solid boundary both s andn · T ·n are continuous, which means that the last term in (46) contributes only on a fluid-solid boundary. Next, using the fact that and Dahlen & Tromp 1998, eq. 13 .62) we have
where we have used (11). Because ∇ (δd) is a tangent vector to , that is,n · ∇ (δd) = 0, any vector dotted with ∇ (δd) retains only its tangent components. Thus the integration by parts associated with the second equality involves only the tangent components of ξ; this becomes important when we use the 2-D version of Gauss' theorem in the surface integral in (45 
Finally, on solid-solid boundaries [s † ] + − =0, which implies that (using Dahlen & Tromp 1998, eq. 13.61) 
where we note, again in anticipation of using the 2-D version of Gauss' theorem in (45) , that in the second equality only the tangent part of T · s † is involved in the horizontal divergence. It may be shown that on a fluid-solid boundary (49) acquires one extra term:
Thus we find that we may rewrite the surface integral in (45) in the form
where we have used the equation of motion (5) and the 2-D version of Gauss' theorem on a closed surface (Dahlen & Tromp 1998, eq. A.79) :
for any tangent vector v . Upon combining (45) and (51) we may write the variation in the misfit function in the form
where the symbol ⊕ denotes the earth model parameters ρ and c, and the kernels K ⊕ , K d and K d are defined by
where it should be remembered that in these kernel expressions the adjoint field is evaluated at time T − t, whereas the regular wavefield is evaluated at time t. If we ignore rotation and self-gravitation, the gradient (53) may be rewritten as
where the kernels K ρ , K c , K d and K d are defined by Sieminski et al. (2007a,b) explore the implications of full anisotropy for surface and body waves. In this paper we will restrict ourselves to isotropic kernels.
In an isotropic earth model we have c jklm
, where μ and κ denote the shear and bulk moduli, respectively. Note that the shear modulus μ should not be confused with the scalar Lagrange multiplier used earlier. Thus we may write
where the isotropic kernels K μ and K κ represent Fréchet derivatives with respect to relative bulk and shear moduli perturbations δ ln κ = δκ/κ and δ ln μ = δμ/μ, respectively. These isotropic kernels are given by
where D and D † denote the traceless deviatoric strain and its adjoint, respectively. Similarly, in an isotropic earth model (60) and (61) reduce
Finally, we may express the Fréchet derivatives in an isotropic earth model in terms of relative variations in density δ ln ρ, shear wave speed δ ln β, and compressional-wave speed δ ln α based upon the relationship
where Tromp et al. (2005) demonstrated that the K ρ , K β and K α kernels are more fundamental than the K ρ , K μ and K κ kernels in the sense that the former are more relevant in the context of traveltime tomography.
A N E L A S T I C I T Y
In an anelastic earth model, Hooke's law (6) needs to be replaced by (e.g. Aki & Richards 1980; Dahlen & Tromp 1998 )
that is, the tensor c becomes time dependent and the stress at time t depends on the entire strain history. To avoid clutter we have suppressed the spatial dependence. In this section, we will determine the implications of this more general, anelastic constitutive relationship for the adjoint equations. We begin by manipulating the term of concern in (15):
where we have used the boundary condition (7) and imposed the (anticipated) continuity conditions (29) and (30). Upon integrating by parts over t , using the initial condition s(0) = 0 and the relationship ∂ t c(t − t ) = −∂ t c(t − t ), changing the order of integration over t and t , integrating by parts over t, imposing the (anticipated) end condition (31), and the symmetries of the tensor c, we obtain
If we define the second-order tensor
then it is straightforward to show based upon varying (71) that in an anelastic medium the Lagrange multiplier field λ is determined by the wave equation (27), provided we use the definition (72) for σ, rather than the elastic form (25).
As in the elastic case, we define the adjoint wavefield s † in terms of the Lagrange multiplier field λ by (34). By analogy, let us define the anelastic adjoint stress T † in terms of the the second-order tensor σ by
Based upon (72) and (73) it is now straightforward to show that in an anelastic medium the adjoint wavefield s † is determined by (36), provided the anelastic adjoint stress T † is defined in terms of the gradient of the adjoint displacement by
We see that in an anelastic earth model, just as in the elastic case, the adjoint wavefield is determined by exactly the same equations as the regular wavefield, with the exception of the source term and the sense of rotation.
In the context of the tomographic inverse problem, the gradient of the misfit function becomes
where K ρ is defined by (58) and where we have defined
Note that for purely elastic perturbations, when the perturbation δc does not depend on time, the gradient (75) reduces to (57). This implies that a tomographic inversion for elastic perturbations superimposed upon an anelastic reference model may be accomplished based upon the gradient (57), provided the regular and adjoint wavefields are calculated in the anelastic reference model.
G L O B A L S E I S M I C WAV E P RO PA G AT I O N B A S E D U P O N T H E S P E C T R A L -E L E M E N T M E T H O D
As demonstrated in Section 3, the expressions for the Fréchet derivatives of volumetric model parameters, for example, (58), (59), (63) and (64), and topographic variations on internal discontinuities, for example (60) and (61), involve simultaneous access to the forward wavefield s (r, t) and the adjoint wavefield s † (r, T − t). We calculate both the forward and adjoint wavefields based upon the spectral-element method (SEM), which has been successfully applied to simulate wave propagation on both global and regional scales (e.g. Komatitsch & Vilotte 1998; Komatitsch & Tromp 1999 , 2002a Chaljub et al. 2003; Komatitsch et al. 2004) . The method combines the geometrical flexibility of the finite-element method with an accurate representation of the wavefield in terms of high-order Lagrange polynomials. The global spectral-element mesh is designed to honour topography and bathymetry on the Earth's surface and wave speed discontinuities inside the model, such as the Moho, the upper mantle discontinuities, the core-mantle boundary (CMB), and the inner-core boundary (ICB). The choice of Lagrange interpolants in combination with Gauss-Lobatto-Legendre quadrature produces an exactly diagonal mass matrix, which makes it straightforward to implement the method on parallel computers. A simple predictor-corrector scheme is used to time-march the wavefield. The detailed numerical implementation and numerous benchmarks are discussed in Komatitsch & Tromp (2002a,b) . In general, use of the SEM to simulate wave propagation in 3-D global earth models results in better traveltime predictions and waveform fits compared to synthetics generated based upon semi-analytical methods for 1-D earth models (e.g. Ritsema et al. 2002; Tsuboi et al. 2003; Ji et al. 2005) . A typical 3-D global forward simulation for 40 minutes long synthetic seismograms accurate to a shortest period of 18 s takes approximately 4 hr on 19 nodes of the Dell cluster CITerra (http://citerra.gps.caltech.edu/). Each node has 12 GB of memory and two Intel Quad Core 2.33 GHz Clovertown processors.
N U M E R I C A L I M P L E M E N TAT I O N O F T H E A D J O I N T M E T H O D
Although it is straightforward to compute the forward and adjoint wavefields by solving the regular wave equation (5) and the adjoint wave equation (36) using the SEM, evaluation of the kernel expressions (58), (59), (60) and (61) involves simultaneous access to the forward wavefield s (r, t) and the adjoint wavefield in reverse time s † (r, T − t). This makes it difficult to carry both the forward and adjoint wavefield simultaneously in the SEM, because at any given time t we would only be able to access the forward wavefield s (r, t) and the adjoint wavefield s † (r, t), while the time integration involved in constructing the kernels requires access to the time-reversed adjoint field s † (r, T − t). One apparent solution is to run the forward simulation and save the entire regular wavefield s (r, t) as a function of both space and time, followed by an adjoint simulation during which at any given time t we read back the forward wavefield at time T − t. This scheme is easy to understand and theoretically simple to implement, however, realistic global SEM simulations accurate down to 18 s generally require approximately 12 GB of storage space per time step to save the forward wavefield, and a typical simulation for 40 minutes long seismograms involves a number of time steps on the order of 10 4 . Therefore, the total storage requirements involve hundreds of terabytes of disk space, and the related I/O communications may significantly increase the total simulation time. One possible solution may be to employ an efficient data compression scheme to reduce the storage requirements and overhead time associated with accessing the time slices of the forward wavefield (Tu et al. 2003) .
In this paper, we employ an approach first introduced by Liu & Tromp (2006) for regional wave propagation problems, in which, ignoring anelastic effects, we reconstruct the forward wavefield by solving the equation of motion (5) backwards in time:
s(r, T ) and ∂ t s(r, T ) given.
This 'initial' and boundary value problem can be solved to reconstruct s(r, t) for T ≥ t ≥ 0 the same way the forward wave equation (5) is solved subject to the boundary conditions (7), (8) and (9), and the initial conditions (10). Actually, we simply need to replace the time step parameter t in the forward simulation by − t in the backward simulation, while reintroducing the source term f in reverse time. Note that we need to have the 'ending conditions' s(r, T ) and ∂ t s(r, T ) to start the reconstruction of s(r, t), and therefore we need to save on disk the final displacement and velocity fields of a previous forward simulation. By carrying the backward simulation (77) and the adjoint simulation (36) simultaneously, at any given time t we have access to both the regular wavefield s(r, T − t) and the adjoint wavefield s † (r, t), making it feasible to compute on-the-fly the contributions to the time integrations involved in the construction of the finite-frequency kernels (58), (59), (60) and (61). In summary, sensitivity kernels may be calculated based upon just two spectral-element simulations. One forward simulation provides the synthetic seismograms that may be used for a cross-correlation traveltime measurement. During the second simulation we calculate the adjoint wavefield while simultaneously reconstructing the forward wavefield based upon the last snapshots from the first simulation, thereby enabling the on-the-fly calculation of the sensitivity kernels. The second simulation requires about twice the memory and run time of the first simulation, but avoids overwhelming storage requirements and I/O demands.
As discussed by Liu & Tromp (2006) , in regional spectral-element simulations one needs to save the wavefield absorbed on the fictitious boundaries of the model domain as well as a snapshot of the entire final wavefield. Since the global simulations involve no absorbing boundaries, only the final snapshot needs to be saved. This requires very little storage space compared to the absorbing contributions that need to be saved at every time step during the regional forward simulations. We note, however, that our open source global spectral-element software can be used for regional applications by using only one or two 'chunks' of the cubed-sphere mesh, in which case we do store the wavefield absorbed on the artificial boundaries of the domain.
Although anelasticity can be naturally incorporated in adjoint methods, as discussed in Section 4, the procedure for calculating kernels for an anelastic reference model is more involved. The irreversibility of the anelastic wave equation makes it numerically unstable to solve the backward eqs (77)-(80), and therefore makes it impossible to perform the kernel calculations on-the-fly. One solution to this dilemma is to resort to the generic approach of storing the whole forward wavefield as a function of space and time. A compromise-an approach generally known as 'checkpointing' (Restrepo & Griewank 1998; Griewank & Walther 2000; Hinze et al. 2005 )-is to solve the backward equations with attenuation on, but only for a number of time steps that is within the numerically stable regime, and then 'resetting' the wavefield based upon a snapshot from the forward solution. Using this approach we can reconstruct the entire forward wavefield using a limited number of snapshots from the forward simulation to regularly 'reset' the backward construction, thereby significantly reducing the storage requirements compared to the alternative approach of saving the entire forward wavefield. For this study we focus on probing the elastic structure of the Earth, and therefore we ignore attenuation in the kernel calculations presented in what follows. We should note that kernels calculated by ray-based methods (e.g. Dahlen et al. 2000; Hung et al. 2000) also do not accommodate the effects of attenuation.
A P P L I C AT I O N T O S P H E R I C A L LY S Y M M E T R I C M O D E L S
From the formulation of the Fréchet kernels, it is apparent that the adjoint approach can be used to compute sensitivity kernels for any 3-D reference models at no extra cost. However, to date most research on finite-frequency sensitivity kernels has been based primarily on 1-D reference models for which synthetic seismograms can be generated semi-analytically (Marquering et al. 1999; Dahlen et al. 2000; Hung et al. 2000; Zhou et al. 2004; Zhao et al. 2000; Zhao & Jordan 2006) . Therefore, for comparison, in this section we calculate cross-correlation traveltime sensitivity kernels for typical global arrivals in the 1-D isotropic Preliminary Reference Earth Model (PREM) (Dziewonski & Anderson 1981) . Also note that although we have presented the adjoint eq. (36) in its most general form, incorporating the effects of selfgravitation and rotation, these complications are usually ignored in the context of global tomographic studies. We also ignore them for the calculation of sensitivity kernels discussed in Sections 7 and 8.
For a given component of the seismogram, we may express the cross-correlation traveltime perturbation as (Luo & Schuster 1991; Marquering et al. 1999; Dahlen et al. 2000 )
The expressions for the volumetric kernels K ⊕ and the boundary kernels K d and K d are the same as equations (54), (55) and (56), except that for a cross-correlation traveltime measurement the associated adjoint wavefield s † is generated by the adjoint source )
where r r denotes the receiver location, w(t) is the cross-correlation window, and the normalization factor M is given by
Notice that the adjoint source f † and thus the adjoint wavefield s † are determined by the (three-component) synthetic velocity seismogram ∂ t s(t), and therefore the sensitivity kernels can be computed based upon only this information.
We simulate three-component seismograms for the 1994 June 9 Bolivia Earthquake (except in Sections 7.9 and 7.10.1). This earthquake occurred at a depth of 647 km and is one of the largest deep events in modern recording history. We use the event location and the centroidmoment tensor (CMT) solution from the Global CMT catalogue (http://www.globalcmt.org) for our simulations, and we modify the half duration of the CMT solution to be compatible with the resolution of the spectral-element mesh. We follow the procedures outlined in Section 6 to calculate sensitivity kernels for typical global phases at various distances. Most of the kernels are generated for a hypothetical station at a source azimuth of 65
• , unless otherwise noted. We will consider the sensitivity kernels of the following phases: direct P and S at an epicentral distance of 60 • , the core-reflected phase ScS at a distance of 60 • , the core phases PKPab and PKPdf at a distance of 170
• and SKS at a distance of 114
• , the core-diffracted phase P diff at a distance of 103 • , the depth phases sP at a distance of 40
• and sS at a distance of 90
• , as well as the surface-reflected phases PP at a distance of 114
• and SS at a distance of 90
• . These arrivals are chosen both because they are readily identified in the seismograms in this particular azimuth at these specific distances, and because of their wide-spread use in global seismology. Fig. 1 illustrates the ray geometry of these arrivals for the PREM model. One of the advantages of our fully-numerical approach based upon the adjoint method is that we need not be able to 'label' a particular phase in the seismogram, that is, we need not have any knowledge of the ray path associated with a particular phase. By performing the forward and adjoint simulations, and combining the forward and adjoint wavefields during the construction of the kernels, we automatically obtain the 3-D sensitivity associated with this particular phase in the seismogram. Sometimes the kernels may be readily identified with a specific geometrical ray path, but frequently the sensitivity kernels are much richer. Another advantage of the adjoint approach is that it may be used for fully 3-D reference earth models, as we discuss further in Sections 8 and 9.
P kernel
We generate 3-D compressional-wave speed sensitivity kernels K α for the P phase at an epicentral distance of 60
• . Figs 2(a)-(c) show source-receiver cross-sections of the kernels computed based upon the adjoint method for simulations accurate down to periods of 27, 18 and 9 s, respectively. The corresponding vertical-component velocity seismograms are shown in Fig. 2(d) . All kernels exhibit very nice banana-doughnut shapes, in good agreement with ray-based finite-frequency kernels Hung et al. 2000; Zhou et al. 2004) as well as kernels calculated based upon normal-mode methods (Zhao et al. 2005; Zhao & Jordan 2006) . Notice that the size of the doughnut holes decreases with increasing resolution, in accordance with the scaling relation width ∼ √ λL, where L denotes the length of the ray path and λ the wavelength. At very high frequencies the sensitivity kernel will asymptotically collapse onto the P ray path shown in Fig. 1(a) . Notice that the absolute amplitude of the P kernel at 9 s is about five times larger than the amplitude of the P kernel at 27 s, which is not unexpected since the P wave traveltime anomaly δT p = K α δ ln α d 3 x is roughly frequency independent, and the wider the kernel, the larger the effective integration volume, and thus the smaller the kernel amplitude in order to keep the traveltime anomaly the same. We also note that the source radiation pattern is clearly imprinted on the kernel near the hypocentre (denoted by a white circle in Figs 2a-c) . (a) Source-receiver cross-section of the K α kernel for 27-s-and-longer P waves recorded at an epicentral distance of 60 • . The source and receiver locations are denoted by two small white spheres. The units of the volumetric sensitivity kernels (as opposed to the boundary kernels discussed in Section 7.10) are 10 −7 s km −3 throughout this paper. The reference model for these seismic wave simulations is PREM throughout Section 7. We will also refer to the 27/18/9 s and longer kernels as the '27/18/9 s kernels' for brevity. (b) 18 s K α kernel for P waves recorded at an epicentral distance of 60 • . (c) 9 s K α kernel for P waves recorded at an epicentral distance of 60 • . (d) Corresponding vertical-component synthetic velocity seismograms recorded at an epicentral distance of 60 • for simulations accurate down to periods of 27, 18 and 9 s, respectively. The P phases are identified by the black box.
P diff kernel
Because of the sudden drop in compressional-wave speed across the CMB towards the outer core, a shadow zone exists beyond an epicentral distance of approximately 103
• for the direct P wave. P-wave energy enters the shadow zone in the form of waves diffracted along the CMB.
The ray path for the P diff phase at an epicentral distance of 103
• is shown in Fig. 1(a) . Because of its diffracted nature, the P diff phase generally has a lower frequency content compared to the direct P wave. Fig. 3(c) shows a vertical-component velocity seismogram recorded at an epicentral distance of 103
• , and Fig. 3(a) shows the source-receiver cross-section of the corresponding K α kernel. It is similar to a regular banana-doughnut kernel except that it has been cut through at the bottom by the CMB. Fig. 3(b) shows a map view of the sensitivity of the P diff phase on the mantle side of the CMB, which has an elliptical shape with a major axis that is comparable in length to the diffracted portion of the P diff ray path along the CMB. Note the asymmetry of the elliptical pattern on the CMB above and below the source-receiver great circle in Fig. 3(b) . To confirm that this asymmetry is due to the radiation pattern of the earthquake, we compute P diff sensitivity kernels for several stations at the same distance ( = 120
• ) but in different azimuths (Fig. 4) . For reference, we also compute the P diff sensitivity kernel for a P diff phase generated by an explosive source at the same distance (in the blue box in Fig. 4 ). Clearly the radiation pattern has a noticeable effect on the kernels. This is readily understandable from the kernel expressions, for example, eqs (58) and (59), because a kernel calculation involves the interaction between the forward wavefield, which is affected by the radiation pattern of the earthquake, and the adjoint wavefield, which involves the radiation pattern generated by a point force exerted at the receiver. The P diff phase is frequently assumed to be mainly sensitive to the diffracted segment of the ray path along the CMB. Note, however, that the diffracted portion of the kernel indicates significant sensitivity away from the ray path (Fig. 1a) , that is, to regions more than 500 km above the CMB. Finally, we note that the calculation of P diff kernels based upon ray-based methods is complicated due to the diffracted nature of the waveform, which leads to a fractional frequency dependence of its phase.
PKP kernel
For stations beyond the shadow zone, the first arrival is usually the P diff phase. However, at epicentral distance larger than approximately 130
• , the PKP phases that arrive about 60-100 s after the diffracted P phase are usually the first clearly identifiable arrivals in vertical component seismograms. The most noticeable PKP arrival branches are PKPab and PKPdf , whose ray paths are shown in Fig. 1(a) . Notice that the PKPab phase generally samples the shallow part of the outer core, while the PKPdf phase samples the inner core. Fig. 5 . CMB map views of 18 s P diff kernels at a distance of = 120 • and in various azimuths relative to the source mechanism denoted by the beach ball in the centre. Note the change in the kernels with azimuth, illustrating the effect of the radiation pattern on the kernel. A symmetric P diff kernel generated by an explosive source is shown in the blue box for comparison.
PKPab branches can be as large as 70 s at this distance, which makes it very easy to identify and separate them. Figs 5(a) and (b) show the finite-frequency traveltime sensitivity kernels K α for these two PKP branches. The PKPdf kernel clearly follows the ray path shown in Fig. 1(a) while exhibiting the typical banana-doughnut shape. The upper part of the kernel has relatively larger sensitivity compared to the lower part, which is partly a result of the source radiation pattern. The PKPab kernel not only follows the conventional ray path, but also shows sensitivity along a path that goes from the source to the receiver in the major-arc direction. This is a result of the finite-frequency nature of cross-correlation traveltime measurements: points along the unconventional path represent scatterers that produce arrivals within the PKPab cross-correlation traveltime window. Note, however, that the oscillatory nature of the kernel along this major-arc path tends to average out longer wavelength heterogeneity.
S and ScS kernels
In this section we calculate the shear wave speed traveltime sensitivity kernels K β for the S and ScS phases at 60
• for the Bolivia earthquake.
These two phases are readily identified on transverse velocity seismograms as illustrated in Fig. 6 (e) for synthetics with a shortest period of 27 and 18 s, respectively. The K β Fréchet kernels corresponding to these phases are compared in Figs 6(a)-(d). Notice that they all nicely follow their respective theoretical ray paths (Fig. 1a) and exhibit clear banana-doughnut shapes, except near the core-reflection point of the ScS phase, where the two S legs come together, producing a complicated pattern on and right above the CMB. The kernels corresponding to an accuracy of 18 s and longer are generally sharper and have larger amplitudes than the 27 s kernels, in agreement with the results obtained for the P kernels in Section 7.1.
SKS kernel
Next, we generate traveltime sensitivity kernels for an 18 s SKS phase at an epicentral distance of 114
• . Because the outer core is liquid, the SKS phase can only be observed on the vertical and radial components of PREM seismograms. In Fig. 7(b) we identify the SKS phase on the radial component. Its mantle K β kernel and outer core K α kernel are jointly plotted in Fig. 7(a) . Overall the sensitivity kernel follows the SKS ray path (Fig. 1a) , and due to the large contrast between the S-wave speed above the CMB and the P-wave speed below the CMB, the K waves propagate in the outer core with a large incidence angle, causing the sensitivity of the upper part of the banana-doughnut kernel to be much stronger than the lower part of the kernel. We speculate that the same wave speed contrast introduces a head-wave type of K wave gliding along the CMB, which is perhaps responsible for the notable portion of the kernel near the incident points on the CMB. Because the SKS phase is not the first arrival in the seismogram, mantle reverberated waves caused by reflections and refractions from both the Earth's surface and internal discontinuities may also arrive in the SKS cross-correlation time window, and hence the sensitivity kernel has more structure than kernels for a simple direct arrival, such as P or P diff . This is true in general for later arriving phases, especially when observed on the radial or vertical components, which involve many SV -to-P and P-to-SV conversions. As remarked earlier, the associated rapid oscillations in the amplitude of the kernel provide no constraints on relatively smooth structure. 
Depth phases
Since the Bolivia earthquake occurred at a depth of 647 km, we can clearly identify the depth phases in three-component seismograms. In this section, we pick the sP phase from a vertical velocity seismogram recorded at a distance of 40 • (Fig. 8c ) and the sS phase in a transverse velocity seismogram recorded at a distance of 90 • (Fig. 8f) . Fig. 8a shows the K β sensitivity kernel for the sP phase, while Fig. 8(b) shows the corresponding K α sensitivity kernel. Clearly the K α kernel reflects the down-going P leg of the sP phase, while the K β kernel represents the up-going S leg of the sP phase. Note that the amplitude of the K β kernel is much larger than the K α kernel. Fig. 8(d) shows the K β sensitivity kernel for the sS arrival, which clearly follows the geometrical ray path and exhibits the characteristic banana-doughnut shape along the down-going S leg. Notice that although the ray path of the sS arrival is at least 500 km above the CMB, as shown in Fig. 1(b) , the lower part of the sensitivity kernel actually touches the CMB and leaves a small elliptical-shaped region of sensitivity on the CMB, as shown in Fig. 8(e) .
Kernels for surface-reflected phases
Surface-reflected phases generally become distinct at epicentral distances greater than 40
• and dominate the body-wave signals at distances of approximately 100
• -110
• . These arrivals are mostly sensitive to wave speed structure in the upper mantle, in particular in the transition zone. We compute the K α kernel (Fig. 9a) for the PP phase recorded on the vertical component at a distance of 114 • (Fig. 9b) , and the K β sensitivity kernels (Fig. 9c) for the SS phase recorded on the transverse component at a distance of 90 • (Fig. 9d) . The K β kernel for the SS phase follows the ray path as shown in Fig. 1(b) , and displays a complicated folded pattern near the surface reflection point. Similar patterns are also observed in the K α kernel for the PP phase.
P P kernel
The adjoint approach can also be used to look at more exotic arrivals. As an example, we generate a 9 s K α sensitivity kernel for the P P arrival (also known as PKPPKP): a PKP phase reflected off the Earth's surface. This phase, which arrives around 2300 s, is nearly unidentifiable in the complete vertical-component seismogram, as shown in Fig. 10(b) . However, when the last few hundred seconds of the seismogram are enhanced by a factor of 10, as in Fig. 10(c) , we can identify the P P phase clearly at the tail of the surface waves. Its corresponding K α kernel is shown in Fig. 10(a) , which clearly follows the PKPPKP ray path. As discussed in previous sections, since this phase arrives very late in the seismogram, the kernel is relatively 'noisy' due to mantle and core reverberations. Note also the PKIKPPKIKP contribution associated with the inner core. 
Surface wave kernels
We may readily compute finite-frequency sensitivity kernels for surface waves. Since surface waves are more prominent for shallow earthquakes, we selected the 1999 November 26, Vanuatu event, which occurred at a depth of 15 km. The kernels follow the minor-arc of the source-receiver great circle path on the Earth's surface and are confined to shallow depths in the cross-sections. Also note that the K β kernel samples much deeper than the K α kernel for Rayleigh waves. See Sieminski et al. (2007a) for an extensive discussion of surface wave finite-frequency sensitivity kernels in isotropic and anisotropic earth models. 
Boundary kernels
As discussed in Section 3, we can also compute boundary sensitivity kernels, which associate a perturbation in the topography on any internal discontinuity with a corresponding perturbation in the traveltime for a particular phase that interacts with the discontinuity. Following Dahlen (2005) , we rewrite the fluid-solid boundary part of expression (57) as
where we have used the 2-D version of the Gauss's theorem (52) 
The boundary kernels in this section have units of 10 −4 s km −2 when the topographic variations are measured in kilometres.
CMB boundary kernel for ScS
We generate a CMB boundary kernel (Fig. 12c) for the same 18 s ScS wave as shown in Fig. 6(e) . This boundary kernel exhibits an elliptical 'doughnut' shape around the reflection point and is elongated in the source-receiver direction, with a negative ring of larger amplitudes enclosed by a positive ring of relatively smaller amplitudes (Fig. 12b) , as also observed by Dahlen (2005) for the PcP phase. Note that the footprint of the K β kernel on the CMB (Fig. 12b) is distinctly different from the CMB sensitivity kernel (Fig. 12c) , indicating that the traveltime anomaly of boundary-reflected phases is not entirely due to wave speed contrasts across the discontinuity. 
670 km discontinuity boundary kernel for S670S
We generate the solid-solid boundary sensitivity kernel (Fig. 13c) for the S670S phase identified in a 9 s transverse velocity record at an epicentral distance of 140 • (Fig. 13a) . All other SS precursors associated with upper-mantle discontinuities in the 1-D PREM model are also clearly visible in the seismogram. The boundary kernel shows the characteristic 'X' shape on the 670-km discontinuity, with a maximum sensitivity at the reflection point, in accordance with the mini-max nature of this arrival (Dahlen 2005) .
A P P L I C AT I O N S T O 3 -D M O D E L S
To study the effects of a 3-D initial model on finite-frequency sensitivity kernels, we use global tomographic model S20RTS (Ritsema et al. 1999; Ritsema & Van Heijst 2000) and a source-receiver combination which produces an S ray path that samples a significant portion of the African superplume (Fig. 14) . To investigate the effects of stronger lateral heterogeneity, we also consider a model obtained by scaling the S20RTS shear-wave speed heterogeneity by a factor of three. The corresponding 9-second-and-longer transverse velocity seismograms for the three models (labelled 1D, 3D and 3D 3x) at an epicentral distance of 95
• are shown in Fig. 15(b) . Notice the delay of the S-wave arrivals for the 3-D models with respect to the 1-D PREM model. The corresponding K β sensitivity kernels are shown in Figs 15(a), (c) and (e). These kernels look very similar to each other, and their differences when shown on colour scales that are enhanced by a factor of 10 ( Fig. 15d ) and 3 (Fig. 15f) , respectively, are still very minor. Most of the differences concentrate along the outer rim of the original 1-D kernel. Note that S20RTS produces an asymmetric pattern in the 3D diff and 3D 3x diff kernels, with the receiver side being a little bit stronger than the source side. Also, as expected, the 3D 3x diff kernel is about three times stronger than the 3-D diff kernel, illustrating the variation of the 3-D sensitivity kernels with respect to the initial model.
P RO S P E C T S F O R A D J O I N T T O M O G R A P H Y
The Fréchet kernels discussed in Sections 7 and 8 are the so-called 'banana-doughnut kernels' Hung et al. 2000; Zhou et al. 2004) . One such kernel relates the traveltime delay of one particular arrival to perturbation in one particular model parameters. For a finite-frequency traveltime inversion, we seek to minimize the following misfit function:
where T 
Upon ignoring the boundary kernels in (53) for brevity, we can relate perturbations in traveltime to fractional perturbations in the volumetric model parameters by
Now if we define the misfit kernel as
and expand our fractional phase-speed perturbations, δ ln m(r), into basis functions B k (r),
where δm k , k = 1, . . . , M, represent the perturbed model coefficients, then the perturbation in the misfit function can be rewritten as
The gradient of the misfit function χ with respect to the kth discrete model parameter m k is defined as Notice that to obtain g k we only need to compute the misfit kernel K (r), not the individual banana-doughnut kernels K i (r). Therefore, for each earthquake we generate the event kernel by using the adjoint source
where N r denotes the number of receivers, M r the normalization factor (83), w r the time window that contains the arrival of interest, and r r the receiver location. Note now, unlike the banana-doughnut adjoint source (82), all receivers simultaneously transmit their predicted timereversed (three-component) velocity seismogram ∂ t s(r r , T − t) weighted by the traveltime anomaly T r observed at that particular receiver. This reduces the number of spectral-element simulations required to compute the gradient of the misfit function (53) to two simulations per event: one forward simulation for the current 3-D model, and a second 'adjoint' simulation based upon the adjoint source (93).
Although an expression for the Hessian of the misfit function can be obtained in a similar manner, as shown by Tape et al. (2007) , individual banana-doughnut kernels G ik = V K i B k d 3 r have to be generated, meaning every K i has to be computed and stored separately, which makes this calculation computationally prohibitive when large numbers of events, source-receiver pairs, and traveltime measurements are involved. Thus the challenge lies in improving the model without access to the Hessian, that is, solely based upon the value of the misfit function and its gradient. Conjugate gradient methods are the natural choice for these types of inverse problems (e.g. Tarantola 2005; Mora 1987 Mora , 1988 Luo & Schuster 1991) , and have been successfully applied to both source and structural inversions in synthetic experiments Tape et al. 2007) .
0 C O N C L U S I O N S
The sensitivity of a seismic observable, such as a cross-correlation traveltime measurement, to variations in wave speeds, density and topography on internal discontinuities may be expressed in terms of finite-frequency kernels. The 3-D volumetric kernels for structural model parameters and the 2-D boundary kernels for topographic variations are calculated based upon an adjoint method. We show that for a general 3-D reference model, these kernels may be obtained based upon the interaction between the regular forward wavefield that travels from the source to the receiver, and an 'adjoint' wavefield that travels from the receiver back to the source. The equations that govern the propagation of the adjoint wavefield are obtained based upon a Lagrange multiplier method and involve an earth model with the opposite sense of rotation. The effects of anelasticity are readily accounted for. Construction of the sensitivity kernels requires simultaneous access to the regular forward and adjoint wavefields, which is accomplished by reconstructing the regular forward wavefield backward in time during the calculation of the adjoint wavefield. Thus, there is no need to store the regular wavefield as a function of space and time on disk, because both the regular and adjoint wavefields are carried in computer memory. Chen et al. (2007b,a) demonstrate that for a small region one can afford to numerically store the wavefield and construct individual banana-doughnut kernels based upon a scattering-integral method rather than an adjoint method. The storage requirements for global problems currently prohibit such an approach.
We have illustrated the method for various global seismic phases, such as P, S, ScS, P diff , SKS, PKP, sP, sS, PP, SS and surface waves. The kernels presented in this paper are valid for isotropic model perturbations. Recent work by Sieminski et al. (2007a,b) extends the calculation of adjoint sensitivity kernels to anisotropic surface and body waves.
The Fréchet kernels presented in this paper will form the basis of future 3-D 'adjoint' tomographic inversions. In adjoint tomography we have access to the value of the misfit function and its derivative, but not its second derivative or Hessian. In classical traveltime tomography one generally has access to both the gradient and the Hessian of the misfit function, and thus one can use a so-called Newton method to solve the inverse problem. When only the gradient of the misfit function is available, one needs to resort to a gradient method, for example, steepest decent or conjugate gradient methods (Mora 1987 (Mora , 1988 Luo & Schuster 1991; Akcelik et al. 2002 Akcelik et al. , 2003 Tarantola 2005) .
The main advantages of our adjoint approach are: (1) the kernels are calculated on-the-fly by carrying the adjoint and regular forward wavefields in memory at the same time; (2) the kernels may be calculated for fully 3-D reference models; (3) the approach scales linearly with the number of earthquakes but is independent of the number of receivers and the number of arrivals that are used in the inversion; (4) any time segment where the data and the synthetics have significant amplitudes and match reasonably well is suitable for a measurement, and one does not need to be able to label the phase because the adjoint simulation will reveal how this particular measurements 'sees' the earth model and (5) the cost of the simulation is independent of the number of model parameters, that is, one can consider fully anisotropic earth models with 21 elastic parameters for practically the same numerical cost as an isotropic simulation involving just two parameters.
The software used to perform the spectral-element simulations shown in this article is freely available via http://www.geodynamics.org/.
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