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a b s t r a c t
We consider equilibrium problems for the logarithmic vector potential related to the
asymptotics of the Hermite–Padé approximants. Solutions of such problems can be
expressed bymeans of algebraic functions. The goal of this paper is to describe a procedure
for determining the algebraic equation for this function in the case when the genus of
this algebraic function is equal zero. Using the coefficients of the equation we compute
the extremal cuts of the Riemann surfaces. These cuts are attractive sets for the poles
of the Hermite–Padé approximants. We demonstrate the method by an example of the
equilibrium problem related to a special system that is called the Angelesco system.
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1. Introduction
1.1. Vector potential equilibrium
Let {11, . . . ,1p} be a collection of compact sets in C and let D = (di,j)pi,j=1 be a real symmetric nonsingular positive
definite matrix. An additional condition on D to be compatible with (11, . . . ,1p) is that di,j ≥ 0 whenever 1i ∩ 1j 6= ∅.
For a vector of measures
Eµ := (µ1, . . . , µp), suppµj ⊂ 1j, j = 1, . . . , p,
the energy functional I(Eµ) is defined as
I(Eµ) :=
p∑
i=1
p∑
j=1
di,jI(µi, µj), (1.1)
where I(µi, µj) is the mutual energy (with respect to the logarithmic kernel) of two scalar measures
I(µi, µj) :=
∫
1i
∫
1j
log
1
|x− t| dµj(x) dµi(t) =:
∫
∆i
Vµj(t)dµi(t).
The extremal vector measure Eλ minimizing the energy functional (1.1) among all Eµ where all µj are probability measures
possesses the equilibrium properties
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U Eλj (x) :=
p∑
i=1
di,jV λi(x)
{= κj, x ∈ suppλj = 1∗j ,≥ κj, x ∈ 1j \1∗j . (1.2)
Here the vector EU Eλ := (U Eλ1 , . . . ,U Eλp ) is called the vector potential of the vector valued measure Eλwith respect to the interaction
matrix D. A notion of the vector potential equilibrium was introduced in [1] (see also [2,3]).
1.2. Hermite–Padé approximants
The notion of the equilibrium measure for the vector potential (1.2) is used for describing the weak asymptotics of the
Hermite-Pade approximants. We recall the definition of this approximations.
Let Ef := (f1, . . . , fp) be a vector of the Laurent series near infinity
fj(z) :=
∞∑
k=0
fj,k
zk
, j = 1, . . . , p. (1.3)
The Hermite–Padé rational approximants (of type II)
piEn :=
(
Q (1)En
PEn
, . . . ,
Q (p)En
PEn
)
for the vector Ef and multi-index En = (n1, . . . , np) ∈ Np are defined by
deg PEn ≤ |En| = n1 + · · · + np,
fj(z)PEn(z)− Q (j)En (z) =: R(j)En (z) = O
(
1
znj+1
)
, z →∞, (1.4)
where the Q (j)En are polynomials, for j = 1, . . . , p. This definition is equivalent to a homogeneous linear system of equations
for the coefficients of the polynomial PEn. This system always has a solution, but the solution is not necessarily unique. In the
case of uniqueness (up to a multiplicative constant) and in case any non-trivial solution has full degree En, the multi-index En
is called normal and the polynomial PEn can be normalized as monic
PEn(z) =
|En|∏
k=1
(z − zk,En).
The Hermite–Padé approximants piEn provide the best local (near infinity) simultaneous rational approximation of the vector
(f1, . . . , fp) of the Laurent series (1.3). The construction (1.4) was introduced in [4] in connection with his proof of the
transcendence of e. See the survey papers [5–9] and the monograph [10] for more details.
1.3. Angelesco system
In the paper [1] Gonchar and Rakhmanov investigated the Hermite–Padé approximants (1.4) for the system of Markov-
type functions
fj(z) = µˆj(z) :=
∫
1j
dµj(x)
z − x , µ
′
j > 0 on1j ⊂ R, j = 1, . . . , p, (1.5)
where1j(j = 1, . . . , p) are non-overlapping intervals
◦
1i ∩
◦
1j = ∅, i 6= j, (1.6)
where
◦
1 denotes the interior of the interval 1. The system (1.5) and (1.6) was introduced in 1919 by Angelesco [11]
as a system for which all the multi-indices of the Hermite–Padé approximants are normal, and this system was later
rediscovered in [12]. In [1] theweak asymptotics for the commondenominator PEnwhere En = (n, . . . , n) of theHermite–Padé
approximants as n→∞was proven
1
n
log |PEn(z)| → −
p∑
j=1
V λj(z), z ∈ C \
p∑
j=1
1∗j , (1.7)
where λj (j = 1, . . . , p) are the components of the extremal (equilibrium) vector measure with matrix of interaction
dj,j = 2, di,j = 1, 1 ≤ i 6= j ≤ p. (1.8)
1.4. Goal and contents of the paper
The potentials of the components of the equilibrium measure (after normalization) can be harmonically continued
through the intervals1∗j forming the (p+1)-sheeted Riemann surface
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R := R0 ∪R1 ∪R2 · · · ∪Rp (1.9)
obtained by glueing the sheetsRj = C \1∗j , j = 1, p to the sheetR0 = C \ (1∗1 ∪ · · · ∪1∗p), so that the upper and lower
sides of the cuts on two neighboring sheets are identified. This fact had been noticed in [13].
Thus the notion of rational function Φ , defined on R (up to a multiplicative constant) by its divisor (set of poles and
zeros), which is
Φ(z) =

1
C0z2
+ · · · , z →∞(0),
z
Cj
+ · · · , z →∞(j), j = 1, . . . , p,
(1.10)
(the normalization is chosen so that C0C1 · · · Cp = 1), and the solution of the vector equilibrium problem (1.2) are equivalent
and they are related by
exp
(−V λj(z)) = ∣∣CjΦj(z)∣∣ , j = 1, . . . , p, exp( p∑
j=1
V λj(z)
)
= |C0Φ0(z)| , (1.11)
where the logarithms of the normalization constants C1, . . . , Cp and the equilibrium constants κ1, . . . , κp are connected by
a linear system of equations. The algebraic function (1.10) was introduced in [17].
The goal of this paper is to find an explicit representation for the solution of the vector equilibriumproblem (1.2) with the
Angelesco matrix of interaction (1.8). Similar problem was recently discussed in [18]. Our method consists of the following
steps.
First we find the supports {1∗j }pj=1 of the components {λj}pj=1 of the vector equilibriummeasure and establish the relation
(1.11) between the logarithmic potentials of {λj}pj=1 and branches of the algebraic functionΦ with branch points at the end
points of {1∗j }pj=1. At the present time this step is well understood, however for the sake of completeness of the presentation
we give here detailed proofs of these statements.
The second step is to find explicitly the coefficients of the algebraic equations for the Riemann surface R with the
branch points at the end points of {1∗j }pj=1, and the equation for the rational on R function Φ . To do this (using the fact
that by construction gen(R) = 0) we find explicitly a conformal map of the Riemann sphere on R. It gives us the rational
uniformization of the Riemann surface R and uniformization of the rational functions on R, which eventually bring us the
desired algebraic equations.
In this paper we describe our method for the case p = 2. (We note that cases p > 2 can be elaborated in a similar way). It
should be mentioned that problem which we solve in the framework of the second step has several solutions. For example,
for the case p = 2 there exist four different Riemann surfaces R of genus zero whose branch points have the projections
on the complex plane Cwhich coincide with the end points {1∗j }2j=1. Moreover, on each of theseRwe have three different
rational functions Φ , depending on which sheet ofR is assigned to be a 0-th sheet ofR (see (1.10)). To make a selection of
the uniqueΦ for the description of the asymptotics of the Hermite–Padé polynomials (see (1.7)–(1.11)):
lim
n→∞ |PEn(z)|
1
n = |C0Φ0(z)|−1 ,
we consider a set of Γ
Γ := {z ∈ C : |Φj(z)| = |Φk(z)|, j 6= k, j, k = 0, 1, 2}.
Set Γ for the proper functionΦ has to consist of two arcs {1∗j }2j=1 and some contour encircling one of these arcs. It gives us
the possibility of making the correct choice ofR and enumerate the sheets.
The next section of the paper is devoted to the detailed presentation of the first step. Therewe followour old preprint [13].
Then, in the last section of the paper, we describe the second step, following our recent preprint [14].
2. Equilibrium of vector potential and algebraic functions
In this section we consider the equilibrium problem Eqs. (1.2)–(1.8) for two measures :
2V λ1(x)+ V λ2(x)
{= κ1, x ∈ suppλ1 = 1∗1,≥ κ1, x ∈ 11 \1∗1. ,
2V λ2(x)+ V λ1(x)
{= κ2, x ∈ suppλ2 = 1∗2,≥ κ2, x ∈ 12 \1∗2. .
(2.1)
We determine the supports of the components of the equilibrium measures {1∗j }2j=1. Then we prove the relation (1.11)
between the logarithmic potentials of ({λj}2j=1). and branches of the algebraic function Φ with branch points at the end
points of {1∗j }2j=1.
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2.1. Support of the equilibrium measure
We consider the vector equilibrium problem (2.1), where11 and12 are non-intersecting intervals. Assume that |12| ≥
|11|. Up to a linear transformation of the complex plane we can take11 = [−a, 0],12 = [b, 1], where a, b > 0, a+ b ≤ 1.
Then the following theorem holds.
Theorem 2.1. The supports 1∗1,1
∗
2 of the equilibrium measures satisfying (2.1), where 11 = [−a, 0], 12 = [b, 1] (a, b >
0, a+ b < 1) are intervals and1∗1 = 11,1∗2 = [b∗, 1], where
b∗ =
b, if b ≥ ba = (1− a)
3
9(a2 − a+ 1)
ba, if b ≤ ba
. (2.2)
Proof. The proof is based on some facts from [1,15].
We first show that 1∗1 , 1
∗
2 are intervals. The function V
λj is harmonic in C \ 1∗j . As it follows from the equilibrium
conditions (2.1) V λj is continuous on1∗j , and thus it is continuous in C (see [16]). Moreover V λj is strictly convex on R \1∗j ,
as
(V λj)′′(x) =
∫
1∗j
dλj(t)
(x− t)2 > 0, for x ∈ R \1
∗
j .
Thus each of the functions Uj (U1 = 2V λ1+V λ2 ,U2 = 2V λ2+V λ1) is continuous on1j, equal to the constant κj on1∗j and is
strictly convex on1j \1∗j . If1∗j is not an interval, then there exists a non-empty interval (α, β) such that (α, β)∩1∗j = ∅
and α, β ∈ 1∗j . Thus Uj < κj on (α, β), that contradicts (2.1).
A similar argument shows that 1∗1 = 11 and 1∗2 = [b∗, 1], where b∗ ≥ b. Note that if b∗ > b, then by convexity
argument one has U2 > κ2 on (0, b∗). Therefore, the same vector measure satisfies (2.1) for any 12 = [b, 1], b ∈ (0, b∗).
Hence, there is a unique ba such that1∗2 = [ba, 1], if b ∈ (0, ba], and1∗2 = 12 otherwise.
The value of ba was calculated in [15], where it was shown, that for 11 = [−a, 0] and 12 = [0, 1] one has ba =
(1−a)3
9(a2−a+1) . 
2.2. Some properties of logarithmic potential
We now prove that analytic functions Φj, such that |Φj| = e−Vλj are algebraic functions with branch points at the end
points of the intervals11 and1∗2 . The idea of the proof is based on the equilibrium conditions (2.1) and Riemann–Schwarz
symmetry principle applied to the complex potentials of the equilibrium measures.
We first recall some properties of complex potentials. As was mentioned above the potential
V λj(z) =
∫
1∗j
ln
1
|z − x|dλj(x)
is continuous in C and harmonic in C \1∗j . Since
∫
1j
dλj(t) = 1 the asymptotic behavior of V λj near to infinity is given by
V λj(z) ∼ − ln |z|.
In the domain C \11,11 = 1∗1 = [−a, 0] consider the analytic function V1 with the real part equal to V λ1 :
V1(z) =
∫
11
ln
1
z − t dλ1(t) =
∫
11
ln
1
|z − t|dλ1(t)+ i
∫
11
arg
1
z − t dλ1(t).
This function is multivalued. It has a single-valued real part and a multivalued imaginary part, which is defined up to an
additive constant divisible by 2pi . Indeed the change of argument of 1z−t along a simple closed contour γ1 encircling 11 in
the positive direction equals−2pi i for any t ∈ 11. From this using
∫
11
dλ1(t) = 1 it follows that
1
γ1
V1 = −2pi i
In the domain C \ (−∞, 0] one can take a single-valued branch of V1 such that V1(x) ∈ R for x > 0. The function V1(z)
has continuous boundary values for x ∈ 11when z approaches x from the upper half plane and from the lower half plane. (As
far as the boundary values of harmonic function V λ1(z)+ g11(z,∞), where gδ1(z,∞) is the Green function of the interval
11, are smooth, the boundary values of the conjugate function V˜ λ1 + g˜11 exist and are continuous, see [16], chapter 1).
Denote byV+1 (x) andV
−
1 (x) the boundary values ofV1 on11 from the upper and from the lower half planes respectively.
Then by symmetry principle V1(z) = V1(z) and hence for x ∈ 11:
V+1 (x) = V−1 (x), V+1 (x)+ V−1 (x) = 2V λ1(x). (2.3)
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The same observations can be done for the function
V2(z) =
∫
1∗2
ln
1
z − t dλ2(t) =
∫
1∗2
ln
1
|z − t|dλ2(t)+ i
∫
1∗2
arg
1
z − t dλ2(t),
where1∗2 = [b∗, 1]. It is analytic in the domainC\1∗2 and defined up to an additive constant divisible by 2pi i. In the domain
C \ (−∞, 1] it has a single-valued branch such that V2(x) is real for x > 1. On (−∞, 1] function V2 possesses continues
boundary values from above and from below, which we denote by V+2 and V
−
2 . For x ∈ 1∗2 we have
V+2 (x) = V−2 (x), V+2 (x)+ V−2 (x) = 2V λ2(x). (2.4)
Note also that for x ∈ (−∞, b∗) one has =V±2 (x) = ∓pi and thus
V+2 (x) = V λ2(x)− pi i, V−2 (x) = V λ2(x)+ pi i. (2.5)
2.3. Algebraic functionΦ
We consider three functions
V˜0(z) = −V1(z)− V2(z)+ c0
V˜1(z) = V1(z)+ c1
V˜2(z) = V2(z)+ c2,
where c0, c1, c2 are some constants which will be fixed later. The functions V˜j (j = 0, 1, 2) are analytic in the domains
C \ (11 ∪1∗2), C \11, C \1∗2 , but not single-valued. However the functionsΦj = e−V˜j are single-valued in these domains.
For example the functionΦ0 is holomorphic in C \ (11 ∪1∗2), it has continuous boundary values on11 and1∗2 with single-
valued |Φ0| and as z →∞
Φ0(z) ∼ e
−c0
z2
. (2.6)
Let us show that for some proper selection of the constants c1 and c2 (c0 is just a normalization constant) the functions Φj
will be the branches of an algebraic function of the third order. Namely the following theorem holds.
Theorem 2.2. Let functions V˜j constructed out of the complex potential of the equilibrium measures (2.1) by adding some
constants cj (j = 0, 1, 2).
Then for any c0 there exist constants c1, c2 such that Φj(z) = e−V˜j(z) (j = 0, 1, 2) are three roots of the equation
Φ3 + p1(z)Φ2 + p2(z)Φ + p0 = 0
where p0, p1(z), p2(z) are polynomials of degrees deg pj = j. The coefficients of pj(z) and constants c1, c2 are uniquely defined
by the end points−a, 0, b∗, 1 and normalization factor c0.
Proof. Using relations (2.3) and (2.4) we can rewrite the equilibrium conditions (2.1) as{
V+1 (x)+ V−1 (x)+ V λ2(x) = κ1, x ∈ 11
V+2 (x)+ V−2 (x)+ V λ1(x) = κ2, x ∈ 1∗2. (2.7)
Consider the boundary values of V˜0 and V˜1 on the interval11. The boundary values of V˜0 from the upper half plane are
V˜+0 (x) = −V+1 (x)− V+2 (x)+ c0 = −V+1 (x)− V λ2(x)+ pi i+ c0,
and the boundary value of V˜1 from the lower half plane are
V˜−1 (x) = V−1 (x)+ c1.
The first relation in (2.7) gives that V˜+0 and V˜
−
1 on11 differ by some constant and if we take
c1 = c0 − pi i− κ1, (2.8)
they will coincide.
In the same way
V˜−0 (x) = −V−1 (x)− V−2 (x)+ c0 = −V−1 (x)− V λ2(x)− pi i+ c0,
and
V˜+1 (x) = V+1 (x)+ c1.
Thus for c1 = c0 − pi i− κ1, we have that V˜+1 and V˜−0 differ by 2pi i. This implies that functionsΦ0 andΦ1 provide analytical
continuations of each other through11 = [−a, 0] and points−a, 0 are simple branch points.
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Consider now the functions V˜0 and V˜2 on the interval1∗2:
V˜±0 (x) = −V λ1(x)− V±2 (x)+ c0,
and
V˜∓2 (x) = V∓2 (x)+ c2.
From the second relation in (2.7) it is follows that for
c2 = c0 − κ2, (2.9)
the boundary values coincide:
V˜±0 (x) = V˜∓2 (x).
Hence functionsΦ0 andΦ2 are mutual analytical continuations of each other through1∗2 .
If we make an analytical continuation of the function Φ0, we get the three-sheeted compact Riemann surface. So
Φ0,Φ1,Φ2 are three branches of some algebraic function:
Φ3 + r2(z)Φ2 + r1(z)Φ + r0(z) = 0,
where r0, r1, r2 are some rational functions.
Since functions Φj have no poles and no zeros except for z = ∞, functions rj are polynomials. Using an expansion of Φj
at z = ∞:
Φ0(z) = z−2
(
e−c0 + O (1/z))
Φ1(z) = z
(
e−c1 + O (1/z))
Φ2(z) = z
(
e−c2 + O (1/z)) ,
and Vieta’s relations:
r0(z) = −(Φ0Φ1Φ2)(z)
r1(z) = (Φ0Φ1 + Φ0Φ2 + Φ1Φ2)(z)
r2(z) = −(Φ0 + Φ1 + Φ2)(z),
we can find the degrees of polynomials rj: deg r0 = 0, deg r1 = 2 and deg r2 = 1, that completes the proof. 
Remark 2.1. Consider the vector equilibriumproblem on two non-intersecting intervals11,12with amore generalmatrix
of the interaction
D =
(
2 d1
d2 2
)
,
where d1d2 ∈ (0, 4). Let λ1, λ2 be the corresponding equilibriummeasures. Then similar reasoning shows that the functions
hj(z) = V ′j (z) =
∫
1∗j
dλj(t)
t−z are algebraic if and only if d1d2 = (2 cosα)2, α/pi ∈ Q.
3. Three-sheeted Riemann surfaces of genus 0 with fixed projections of the branch points
3.1. Statement of problem
Let R be a three-sheeted Riemann surface, i.e. complex algebraic curve in the space C2 = Cz × Cw . Denote by B ⊂ R –
the branch points of the curve and by pi : R→ Cz – projection on the z-axes. We fix a set of 4 points in the complex plane:
A := {a, b, c, d} ⊂ Cz . (3.1)
We are looking for a constructive algorithm for the solution of the following problem: find the surfacesR satisfying:{
genus(R) = 0;
pi(B) = A. (3.2)
Note that by Riemann–Hurwitz formula the set B has 4 points:
B = {P1,P2,P3,P4} ⊂ R.
LetR be a solution of the problem (3.1)→ (3.2). We fix the sheets ofR at infinity by:
∞(j) ∈ Rj, pi(∞(j)) = ∞, j = 0, 1, 2.
Define the rational functionΦ on the surfaceR by divisor
(∞(0))2
∞(1), ∞(2) ,
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i.e.
Φ(z) =

1
C0z2
+ · · · , z →∞(0),
z
Cj
+ · · · , z →∞(j), j = 1, 2,
(3.3)
and normalize it by
(Φ0Φ1Φ2)(∞) = 1, Φj(z) := Φ(pi−1j (z)), j = 0, 1, 2.
The following set is of interest in our investigation
Γ := {z ∈ C : |Φj(z)| = |Φk(z)|, j 6= k, j, k = 0, 1, 2}. (3.4)
Problems (3.1)→ (3.2) aremotivated by applications toHermite–Padé approximations (see [6]). Algebraic functionΦ(z),
(3.3) is responsible for the main term in asymptotics of approximants, the set Γ , (3.4) is the set of limit distribution of the
poles and interpolation points of approximants. The problem to find the algebraic equation for the function Φ was also
considered in [13].
3.2. Conformal mapping of the Riemann surface
Let φ : R→ C¯ be a conformal mapping of the Riemann surface on the complex sphere and pi : R→ C¯ – projection on a
z-plane. ThenR := pi◦φ−1 is a rational function of order 3. Consider a particular caseA = {0, 1, y,∞}, B = {P1,P2,P3,P4}.
We can assume without loss of generality that
pi(P1) = 0, pi(P2) = 1, pi(P3) = y, pi(P4) = ∞,
φ(P1) = 0, φ(P2) = 1, φ(P3) = x, φ(P4) = ∞,
we first find the function R in this particular case.
3.3. Special case
Function R has critical values 0 and∞ at the points 0 and∞. Therefore
R(w) = λw2w − α
w − β .
Then
R′(1) = R′(x) = 0,
R(1) = 1, R(x) = y.
Condition R′ = 0 is equivalent to 2w2 − (α + 3β)w + 2αβ = 0. The roots of this equation are 1 and x. By Vieta’s relations
one has
x = αβ, x+ 1 = α + 3β
2
.
This implies (2α − 3)(2β − 1) = −1. Put (α = 2− t), then(
β = t
2t − 1
) (
x = 2t − t
2
2t − 1
)
.
One has R(1) = 1, then λ = 1−β1−α . This implies
R(w) = w
2(w + t − 2)
(2t − 1)w − t . (3.5)
One can find y from the equation R(x) = y:
y = − t(t − 2)
3
(2t − 1)3 . (3.6)
Thus for a given y one can find 4 roots of the Eq. (3.6):
t4 + (8y− 6)t3 + (12− 12y)t2 + (6y− 8)t − y = 0, (3.7)
If we substitute these roots in (3.5), we get 4 Riemann surfaces solving the problems (3.1)→ (3.2) for the particular case
A = {0, 1, y,∞}.
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3.4. General case
For the arbitrary set A = {a, b, c, d}, consider the transformation of the points a, b, d to 0, 1,∞:
z˜ = z − a
b− a
d− b
d− z .
Put
y = c − a
b− a
d− b
d− c . (3.8)
Thus we get from (3.2)
z = R(w) = d(a− b)w
3 + (t − 2)d(a− b)w2 + (2t − 1)a(b− d)w − ta(b− d)
(a− b)w3 + (t − 2)(a− b)w2 + (2t − 1)(b− d)w − t(b− d) , (3.9)
where t is a root of the Eq. (3.7):
t4 + (8y− 6)t3 + (12− 12y)t2 + (6y− 8)t − y = 0,
where y is defined in (3.8). Finally (3.9) gives a conformal mapping onC of all 4 Riemann surfaces of the genus 0with branch
points over A = {a, b, c, d}.
3.5. Classification of the surfaces
In this section we prove that there exist exactly 4 topologically different three–sheeted Riemann surfaces of the genus 0
with branch points of the order 2 under 4 prescribed points in the complex plane.
Let a, b, c, d ∈ C be the projections of the branch points. Consider the point O, different from a, b, c, d, and join this
point to the points a, b, c, d by smooth paths with the following conditions:
(1) the paths have no self intersections;
(2) the paths to the different points do not intersect each other ;
(3) at the point O the directions of paths are different and the paths are enumerated as follows (while we are encircling
O): the first is the path from O to a, the second is the path from O to b, the third is the path from O to c and the last is the
path from O to the point d.
Nowwe cut the complex plane by these paths and define the sheets of the Riemann surface as connected preimages of the
complex plane with cuts. Next we enumerate the sheets of the Riemann surface by numbers from {1, 2, 3}. Then each point
X ∈ {a, b, c, d} generates an element of the group S3, that is the permutation of the sheets after path-encircling around the
point. Thus the sheet structure of each associated Riemann surface is characterized by the ordered set of 4 permutations
from the group S3. Admissible sets of permutations [g1, g2, g3, g4] have the following properties:
(1) For all i = 1..4 gi is a transposition (the branch points are all of the order 2);
(2) g1g2g3g4 = e (path-encircling around the point O gives the initial ordering of the sheets);
(3) The group generated by {gi| i = 1..4}, is transitive on the set {1, 2, 3} (because the Riemann surface is connected).
The sets of permutations are equivalent (give the same structure of the Riemann surface), if one of them can be obtained
from the other by transformations gi → hgih−1, where h ∈ S3 is the same for all i.
Now we are able to calculate the number of the classes of equivalence of the sets of permutations (that is the number
of Riemann surfaces with different sheet structures). Note that g4 = g−13 g−12 g−11 and therefore g4 is defined from g1, g2, g3.
All g1, g2, g3 are transpositions, it implies that g4 is odd. All odd permutations in S3 are transpositions. Thus if g1, g2, g3 are
transpositions then g4 = g−13 g−12 g−11 is transposition too and it is sufficient to consider only three permutations g1, g2, g3.
Suppose g1 = (12). It corresponds to 2 enumerations. Then the group generated by g1, g2, g3, g4 is transitive if and only
if {g2, g3} ∩ {(13), (23)} 6= ø. Other conditions are automatically satisfied. Finally we obtain the following variants:
[(12), (12), (13), (13)]
[(12), (12), (23), (23)] ,
[(12), (13), (12), (23)]
[(12), (23), (12), (13)] ,
[(12), (13), (13), (12)]
[(12), (23), (23), (12)] ,
[(12), (13), (23), (13)]
[(12), (23), (13), (23)] ,
which correspond to four Riemann surfaces of genus zero with fixed projections of the branch points.
3.6. Algebraic functions connected withR
3.6.1. Uniformization of rational functions onR
The parametrization of the functionR (see (3.9), (3.7) and (3.9)) produces an uniformization of the functionΦ(z), defined
by (3.3). Indeed, fix the branches of the function w(z) as in (3.9) in the neighborhood of z = ∞, then Φ(R(w)) is a rational
function with the double zero at the point
w(∞(0)) =: W0,
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and simple zeros at the points
w(∞(1)) =: W1, w(∞(2)) =: W2,
whereW0,W1,W2 are preimages of the point infinity for the function R(w). They satisfy (see (3.9)) the equation:
(a− b)W 3 + (t − 2)(a− b)W 2 + (2t − 1)(b− d)W − t(b− d). (3.10)
Thus one has (up to constant factor)Φ = const (w −W0)
2
(w −W1)(w −W2) ,
z = R(w).
(3.11)
To continue we consider the functionΦ and its logarithmic derivative
h(z) := Φ
′(z)
Φ(z)
. (3.12)
Function h has three branches h0, h1, h2, that we fix at infinity by
h0(z) = −2z + · · ·
hj(z) = 1z + · · · , j = 1, 2.
z →∞. (3.13)
Similar to (3.11), the function h has the following uniformization:h =
1
R′(w)
[
2
(w −W0) −
1
(w −W1) −−
1
(w −W2)
]
,
z = R(w).
(3.14)
3.6.2. Equation for the functionΦ
To find the algebraic equation for the function Φ we use the symmetric functions of the roots of the equation. These
symmetric functions (3.11) can be expressed in terms of {Wj}j=0,1,2 from Eq. (3.10) and symmetric functions associated
with algebraic functionw(z), defined by (see (3.9)):
U(w) def=w3 + (t − 2)w2 + b− d
a− b
z − a
z − d ((2t − 1)w − t) = 0. (3.15)
Define
s0 := w0 + w1 + w2 = b− da− b
z − a
z − d t;
s1 := w0w1 + w1w2 + w2w0 = b− da− b
z − a
z − d (2t − 1);
s2 := w0w1w2 = −(t − 2),
(3.16)
we get
Φ0 + Φ1 + Φ2 = N2D2 , (3.17)
where
N2 = 3s20 − 2(W0 +W1 +W2)s0s1 + (2W1W2 +W 20 )(s21 − 2s0s2)+ (W1 +W2)(W1 +W2 + 4W0)s0s2
− 6W0(W1 +W2)2s0 − (2W0W1W2 −W 20W0 −W 20W0 −W 20W0 −W 20W0)(s1s2 − 3s0)
+W0(W1 +W2)(W0W1 + 4W1W2 +W0W2)s1 +W1W2(W1W2 + 2W 20 )(s22 − 2s1)
− 2W0W1W2(W0W1 +W1W2 +W0W2)s2 + 3(W0W1W2)2,
and (using (3.15)) one has
D2 = (W 31 − s2W 21 + s2W1 − s0)(W 32 − s2W 22 + s2W2 − s0)
=
(
(a− d)(b− d)
(a− b)(z − d)
)2
((2t − 1)W1 − t)((2t − 1)W2 − t).
Similarly
Φ0Φ1 + Φ1Φ2 + Φ2Φ0 = N1D2 , (3.18)
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where
N1 = 3s20 − (4W0 +W1 +W2)s0s1 + (W1W2 + 2W 20 )(s21 − 2s0s2)+ 4W0(W1 +W2 +W0)s0s2
− 12W 20 (W1 +W2)s0 −W0(2W 20 +W0W1 + 2W1W2 +W0W2)(s1s2 − 3s0)
+ 4W 20 (W0W1 +W1W2 +W0W2)s1 +W 20 (2W1W2 +W 20 )(s22 − 2s1)
−W 30 (W0W1 + 4W1W2 +W0W2)s2 + 3W 40W1W2.
Finally
Φ0Φ1Φ2 = (W
3
0 − s2W 20 + s2W0 − s0)2
(W 31 − s2W 21 + s2W1 − s0)(W 31 − s2W 21 + s2W1 − s0)
= ((2t − 1)W0 − t)
2
((2t − 1)W1 − t)((2t − 1)W2 − t) . (3.19)
Thus the algebraic function satisfies the equation
Φ3(z)+ q1(z)Φ2(z)+ q2(z)Φ(z)+ q0 = 0, (3.20)
where q1(z), q2(z), q0 are defined by (3.17)–(3.19), with substitution (3.16).
It is possible to find a simpler form for the Eq. (3.20). Variables Wk := wk(∞) are the roots of denominator in (3.9),
therefore
2∏
k=0
(w − wk(∞)) = Q3(w)a− b = w
3 + (t − 2)w2 + b− d
a− b ((2t − 1)w − t) . (3.21)
It implies,
Φi = C(wi −W0)
2
(wi −W1)(wi −W2) =
C(wi −W0)3
w3i + (t − 2)w2i + b−da−b ((2t − 1)wi − t)
= C(wi −W0)
3
b−d
a−b
(
1− z−az−d
)
((2t − 1)wi − t)
= C(a− b)
(b− d)(a− d)
z − d
2t − 1
(wi −W0)3
wi − t2t−1
. (3.22)
Now we are able to find the coefficients of the Eq. (3.20) from the initial data (3.16) and parameter W0. Taking into
account that wi are the roots U(w) (see (3.15)), and W0 is the root Q3(w) (see (3.21)), we can find Φ0Φ1Φ2 and C from
the normalization condition.
Φ0Φ1Φ2 =
[
C(a− b)
(b− d)(a− d)
z − d
2t − 1
]3 [−U(W0)]3
−U ( t2t−1 ) = −C
3 ((2t − 1)W0 − t)3
2t2(t − 1)2 .
Similarly, from (3.22) one can find other symmetric functions associated withΦi. To calculate
Φ0 + Φ1 + Φ2 = C(a− b)
(b− d)(a− d)
z − d
2t − 1
2∑
i=0
(wi −W0)3
wi − t2t−1
,
we simplify the following sum:
2∑
i=0
(wi −W0)3
wi − t2t−1
=
2∑
i=0
(wi −W0)3 − ( t2t−1 −W0)3
wi − t2t−1
+
2∑
i=0
( t2t−1 −W0)3
wi − t2t−1
=
2∑
i=0
[
w2i +
(
t
2t − 1 − 3W0
)
wi +
(
t
2t − 1
)2
− 3
(
t
2t − 1
)
W0 + 3W 20
]
+ −U
′ ( t
2t−1
)
U
( t
2t−1
) ( t
2t − 1 −W0
)3
= (t − 2)2 − 2b− d
a− b
z − a
z − d (2t − 1)− (t − 2)
(
t
2t − 1 − 3W0
)
+
(
W0 − t2t − 1
)3 [b− d
a− b
z − a
z − d
(2t − 1)4
2t2(t − 1)2 +
(2t − 1)(4t2 − 7t + 4)
2t(t − 1)2
]
+ 3
[(
t
2t − 1
)2
− 3
(
t
2t − 1
)
W0 + 3W 20
]
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= (2t − 1)W0 − t
2t2(t − 1)2
[
4t3 − 7t2 + 4t + z − a
a− b (2t − 1)
3
]
+ (t + 1)
2
2t2(t − 1)
z − a
a− d
(
2(2t − 1)W 20 − (5t − 1)W0 + t(t + 1)
)
+ (t − 2)
2
2t(t − 1)2
z − b
b− d
(
2(2t − 1)W 20 − 3tW0 − t(t − 2)
)
.
To calculate
Φ0Φ1 + Φ1Φ2 + Φ2Φ0 = Φ0Φ1Φ2
(
1
Φ0
+ 1
Φ1
+ 1
Φ2
)
= (b− d)(a− d)
C(a− b)
2t − 1
z − d
2∑
i=0
wi − t2t−1
(wi −W0)3 ,
one can simplify the sum
2∑
i=0
wi − t2t−1
(wi −W0)3 =
2∑
i=0
1
(wi −W0)2 +
2∑
i=0
W0 − t2t−1
(wi −W0)3 =
(−U ′(w)
U(w)
)′∣∣∣∣∣
w=W0
+ 1
2
(
W0 − t2t − 1
)(−U ′(w)
U(w)
)′′∣∣∣∣
w=W0
= z − d
a− d
a− b
b− d
9W0 + 4t2−13t+42t−1
(2t − 1)W0 − t
+ z − d
a− d
a− b
b− d
3(3W0 + t − 2)
2t − 1
3W 20 + 2(t − 2)W0 + (2t − 1) z−az−d b−da−b
W 30 + (t − 2)W 20 + z−az−d b−da−b ((2t − 1)W0 − t)
+ z − d
a− d
(
a− b
b− d (2t − 1)W0(3W0 + 2t + 4)+ 1
)
×
[
3W 20 + 2(t − 2)W0 + (2t − 1) z−az−d b−da−b
W 30 + (t − 2)W 20 + z−az−d b−da−b ((2t − 1)W0 − t)
]2
.
3.6.3. Equation for the function h = Φ ′/Φ
Consider the equation for the function h, which is the logarithmic derivative of the function Φ (see (3.12)–(3.14)). This
function is defined on the same surfaceR, asΦ and it is the solution of the equation:
h3 − 3P2(z)
Π4(z)
h− 2P1(z)
Π4(z)
= 0, (3.23)
where
Π4(z) = (z − a)(z − b)(z − c)(z − d),
P2(z) = z2 + pz + q, P1(z) = z − r.
The discriminant of the equation takes the form
D = 108P
3
2 − P21Π4
Π34
. (3.24)
The leading coefficients of the polynomials P1, P2,Π4 are equal to 1, so the degree D of the numerator is less than or equal to
5. Because the function h has only branch points a, b, c, d, all roots of the discriminant of the equation are multiple. That is
P32 − P21Π4 = d2(z2 + d1z + d0)2.
Thus, we have a system of 6 algebraic equations for 6 unknowns p, q, r, d0, d1, d2.
3p1 + 2c˜ − α3 = 0,
3p21 + 3p0 − c˜2 + 2α3c˜ − α2 = d22,
p31 + 6p0p1 − α3c˜2 + 2α2c˜ − α1 = 2d1d2,
3p0p21 + 3p20 − α2c˜2 + 2α1c˜ − α0 = d21 + 2d0d2,
3p20p1 − α1c˜2 + 2α0c˜ = 2d0d1,
p30 − α0c˜2 = d20,
where α0, α1, α2, α3 are symmetric functions of the input data a, b, c, d:
Π4(z) =: z4 + α3z3 + α2z2 + α1z + α0.
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In the situation of general position this system has 18 solutions (which can be found numerically). From these solutions
there are 12 solutions corresponding to 4 different Riemann surfaces (sheet structures) and 3 permutations of sheets. The
remaining 6 solutions correspond to the Riemann surfaces of positive genus of the function h, i.e. one of the zeros of the
discriminant function is a branch point of order 3 of h.
3.6.4. Another parametrization of the equations for the functionsΦ and h
Consider the following class of algebraic curves (3.23)
h3 − 3P2(z)
Π4(z)
h− 2P1(z)
Π4(z)
= 0,
with discriminant (3.24)
1 = 1˜
Π34 (z)
, 1˜ = P32 −Π4P21 ,
having zeros of even multiplicity. For this class instead of the projections of the branch points A := {a, b, c, d} one can use
a different set of parameters B = {k, p, s, c} and define the coefficients of the Eq. (3.23) by:
P1(z) := (z − c), P2(z) := P21 (z)+ 2pP1(z)+ s2. (3.25)
If we put
1˜(z) = (kP21 (z)+ 3psP1(z)+ s3)2,
then
Π4(z) = P
3
2 (z)− 1˜(z)
P21 (z)
,
is a polynomial on z, of degree 4 :
Π4 = P41 + 6pP31 + (3s2 + 12p2 − k2)P21 + (8p3 + 12s2p− 6psk)P1 + 3s4 + 3p2s2 − 2s3k. (3.26)
Thus the algebraic function h defined by (3.23) with coefficients P1, P2,Π4 defined by (3.25) and (3.26) has the discriminant
with zeros of even multiplicity.
We can use the parameters B = {k, p, s, c}, and find the coefficients of the equations forΦ (see (3.3) and (3.20)):
Φ3(z)+ q1(z)Φ2(z)+ q2(z)Φ(z)+ q0 = 0,
where qj are defined by
q1(z) = −6
√
3pP1(z)+ 1√
3
[
(k− 2√3p)κ+ + (k+ 2
√
3p)κ−
]
,
q2(z) = −κ+κ−
(
P21 (z)+ 4pP1(z)+
9s2 − 4k2 + 36p2
9
)
,
q0 = 2
√
3
243
(3s− 2k)2κ2+κ2−,
(3.27)
here P1(z) = z − c
κ± = 3s+ k± 3
√
3p.
Parametrizations (3.25)–(3.27) have been used in [19] for classification of the geometry of the limiting behavior of
Hermite-Pade approximants for two analytic functions with separated pairs of branch points.
3.7. Extremal cuts
3.7.1. Algebraic parametrization of the set Γ
Suppose we know the coefficients of the algebraic Eq. (3.20) for the function Φ . Then case we can use it to parametrize
the extremal set Γ , defined in (3.4). Indeed, consider
J(ν, z) = −
(
Φ0(z)
Φ1(z)
+ Φ1(z)
Φ0(z)
− ν
)(
Φ0(z)
Φ2(z)
+ Φ2(z)
Φ0(z)
− ν
)(
Φ1(z)
Φ2(z)
+ Φ2(z)
Φ1(z)
− ν
)
,
then one can see that Γ is a union of the trajectories of the roots z(ν) of equation
J(ν, z) = 0, ν ∈ [−2, 2].
Since the functionΦ is algebraic function, then any symmetric functions of its branches is polynomial:
Φ0Φ1Φ2 = −q0, Φ0Φ1 + Φ0Φ2 + Φ1Φ2 = q2, Φ0 + Φ1 + Φ2 = −q1.
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Fig. 3.1. Riemann surface 1. Set Γ forR for different sheet numeration.
Fig. 3.2. Riemann surface 2. Set Γ forR for different sheet numeration.
Fig. 3.3. Riemann surface 3. Set Γ forR for different sheet numeration.
Thus the set Γ defined in (3.4) is described as follows:
Γ = {z : J(ν, z) = ν3 + A(z)ν2 + B(z)ν + C(z) = 0, ν ∈ [−2, 2]}, (3.28)
where
A(z) = 3q0 − q1(z)q2(z)
q0
B(z) = q0q
3
1(z)+ q32(z)− 5q0q1(z)q2(z)+ 3q20
q20
C(z) = 2q0q
3
1(z)− q21(z)q22(z)+ 2q32(z)− 4q0q1(z)q2(z)+ q20
q20
(3.29)
and q0, q1, q2 are coefficients of the Eq. (3.20) or (3.27) for the functionΦ .
The figures below show the set Γ for some cases.
Figs. 3.1–3.4 show the set Γ for 4 different Riemann surfaces with the fixed projections of the branch points at A :=
{0, I, 2, 1.5 + 1.5I}. Each figure is associated with the specific Riemann surface (i.e. with one t- fixed root of the Eq. (3.7)).
There are 3 configurations for the set Γ corresponding to the different numeration of the sheets. The parameterW0 takes
one by one the values of the roots of the Eq. (3.10)). The set Γ is obtained by the parametrization (3.28) and (3.29); the
coefficients of the equation for the functionΦ are obtained by the method described in the Section 3.6.2.
Fig. 3.5 shows the setΓ for specific Riemann surfaces with fixed projections of the branch points at A := {a1, b1, a2, b2, }.
The choice of the Riemann surface is connected with the Hermite–Padé approximation problem for two functions:
ln
(
z − aj
z − bj
)
j = 1, 2.
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Fig. 3.4. Riemann surface 4. Set Γ forR for different sheet numeration.
Fig. 3.5. Set Γ , poles and extra interpolation points of the Hermite–Padé approximants.
Here the intervals (a1, b1), (a2, b2) are parallel and of unit length. The poles of the approximations are represented by small
circles. If the intervals (a1, b1), (a2, b2) are close enough then some extra interpolation points appear (represented by a
small squares). The set Γ on the figures is obtained by algebraic parametrization (3.28) and (3.29); the coefficients of the
equation for the functionΦ are given by (3.27) for s := −1; p = c˜ := 0; k := 1.733, 0.76, 0.411, 0. (see Section 3.4).
3.8. Set Γ and trajectories of quadratic differentials
There exists another method for constructive representation of the branches of the function h (see (3.23)). The set Γ of
equal modulus of the branches of the function Φ consists of the trajectories of the quadratic differentials (hj − hk)2(z)dz2.
Indeed, the equality |Φj|/|Φk| = const is equivalent toR d(logΦj/Φk) = 0. This is equivalent toR[(hj − hk)(z)dz] = 0, or
(hj − hk)2(z)dz2 < 0. The set Γ therefore can be obtained by means of numerical solution of the differential equation
R(hj − hk)(z)dx− =(hj − hk)(z)dy = 0, z = x+ iy (3.30)
for different pairs j, k and appropriate initial data z0 : |Φj(z0)| = |Φk(z0)| (for example, taking as z0 the points from A), we
will get the set Γ ).
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Fig. 3.6. Set Γ obtained by means of the trajectories of (hj − hk)2(z)dz2 .
The Fig. 3.6 shows the set Γ obtained with the help of trajectories of the solutions of the differential Eq. (3.30). The
branches of h are calculated here by (3.23). The coefficients of the last equation are obtained by the solution of the non-
linear system of algebraic equations (see Section 3.6.3). The set of the projection of the branch points in this example is the
same as for the Figs. 3.1–3.4 (i.e. A := {0, I, 2, 1.5+ 1.5I}, compare Fig. 3.6 with the Figs. 3.1–3.3).
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