Abstract. An order reduction method for homogeneous linear difference equations, analogous to the standard order reduction of linear differential equations, is introduced, and this method is applied to study the Nevanlinna growth relations between meromorphic coefficients and solutions of linear difference equations.
Introduction
The order reduction procedure for linear differential equations (LDEs) with analytic coefficients, combined with logarithmic derivative estimates from Nevanlinna theory, can be used to obtain information about the growth of the solutions. Such considerations have been carried out, for instance, in [8, 14] (in the whole complex plane) and in [2, 12] (in the unit disc), and they have produced sharp growth estimates for the general solutions of LDEs in terms of their analytic or entire coefficients.
It is known by [16] that the general linear difference equation (LΔE) of order n, with entire coefficients has a system of n meromorphic solutions linearly independent over the field of periodic functions with period one. Unlike in the case of LDEs, there is no hope of finding a uniform upper bound for the growth of meromorphic solutions of LΔEs, since every general solution of an LΔE contains arbitrary periodic functions, the growths of which do not depend on the coefficients. However, one can ask what is the solution base with minimal growth compared to the growth of the coefficients. Such minimal solutions have been found in [17, 5] under certain conditions. In the first order case, Whittaker [18] has shown that the equation ( 
1.1) w(z + 1) = a(z)w(z),
where a(z) is a meromorphic function of finite order ρ(a), has a meromorphic solution w such that ρ(a) ≤ ρ(w) ≤ ρ(a) + 1. From results by Chiang and Feng [3] concerning the growth of meromorphic solutions of nth-order linear difference equations (in particular, Theorem C below), it follows that all meromorphic solutions w of equation ( Ishizaki and Yanagihara [13] have developed a Wiman-Valiron method for entire solutions of order less than 1/2 of
where the coefficients c 0 (z), . . . , c n (z) are polynomials and Δw(z) = w(z+1)−w(z). Using this method they show that the order of all such solutions is a certain rational number determined by a slope of the Newton polygon of (1.2). They also give examples of equations with entire solutions having order strictly less than 1/2. For instance, the third-order equation
has an entire solution of order 1/3 [13] . In [4], Chiang and Feng use a different approach to obtain a difference analogue of the Wiman-Valiron method, which is applicable for entire functions of order strictly less than one. They also show that this assumption on the order is in a sense the best possible. In the case where solutions grow faster, Chiang and Feng [3] implement a method based on a difference analogue of the lemma on the logarithmic derivatives to study the growth of solutions. This method and its relation to the techniques used in the present paper are discussed further in Section 3 below. The purpose of this paper is, first, to introduce a method of order reduction for linear difference equations, and, second, to apply this method to study the growth relations between entire coefficients and meromorphic solutions of (1.2) in terms of Nevanlinna theory. It is shown, for instance, that if w 1 , . . . , w n is a meromorphic solution base of (1.2) where c n ≡ 1, then
for all j ∈ {0, . . . , n − 1} such that c j is entire. This estimate can be seen as a lower bound for growth of the minimal solution base of (1.2). An example given in Section 3 below shows that inequality (1.4) is sharp. The order reduction part is not dependent on the analyticity of the functions, but applies for linear difference equations in other settings as well.
Order reduction method
In the rest of this paper, linearly independent always means linearly independent over the field of periodic functions with period one.
We write (1.2) in the form
where the coefficients are now meromorphic functions. The results given in what follows can be viewed as difference analogues of Lemmas 6.2, 6.3 and partially 6.4 in [8] . Because we will eventually apply Nevanlinna theory to study growth relations between coefficients and solutions of linear difference equations, our main interest is in equations with meromorphic coefficients and solutions. However, the results in this section are in no way dependent on the functions being analytic, and for this reason we have put all references to meromorphicity in parentheses. Lemmas 1 and 2 and Theorem 3 are actually valid in a much more general setting than just complex function theory.
Proof. Assume that
for some periodic functions π 1 , . . . , π N −1 with period one. But then
and so
where π 0 is a periodic (meromorphic) function with period one. Since by assumption
Lemma 2. Let f and g be two linearly independent (meromorphic) solutions of equation (2.1). Set u = Δ(f/g). Then w = u(z) satisfies
where
Here we have, by convention, a n (z) ≡ 1.
Proof. Observing that f = gΔ −1 u, and using k times the identity
we have (note that, by convention,
Substituting this into (2.1), we obtain
This is the same as
and here the coefficient of Δ −1 u(z) vanishes identically, since g, by assumption, solves (2.1). The remaining part can be rewritten as
The term corresponding to j = n − 1 in this sum is just Δ n−1 u(z)g(z + n), so dividing the above by g(z + n) gives the desired form.
Here 2 ≤ m ≤ n (and the functions A 0,j are meromorphic).
Then w q,1 , w q,2 , . . . , w q,m−q are m − q linearly independent (meromorphic) solutions of the equation
Proof. This follows by applying Lemmas 1 and 2 q times.
Growth of meromorphic solutions
In this section we apply the order reduction method from Section 2 together with difference quotient estimates from [10] to obtain a lower bound for the growth of meromorphic solutions of (2.1), and compare the results obtained to earlier results due to Chiang and Feng. The section is concluded with an example demonstrating the sharpness of our results in the case of finite-order coefficients.
We assume the reader is familiar with the basic results of Nevanlinna theory; see for instance [11] . We denote the order of a meromorphic function f by ρ(f ), and the hyper-order is defined as
Given a set E ⊂ R + , the logarithmic measure of E is
and the logarithmic density of E is lim sup r→∞ 1 log r E∩ [1,r) dt t .
Difference analogues of the lemma on the logarithmic derivative have been obtained independently in [9] and [3] . The following theorem is a generalisation of these results.
Theorem A ([10]). Let f be a nonconstant meromorphic function and c ∈ C. (i) If f is of finite order, then
for all r outside of a set of zero logarithmic density.
when r is outside a set of finite logarithmic measure.
Another result we need from [10] is the following:
Theorem B. Let T : [0, ∞) → [0, ∞) be a nondecreasing continuous function, and
where r goes to infinity outside a set of finite logarithmic measure.
We often apply the well-known fact (given in e.g. [6] ) that
together with Theorem B. Here ε > 0 is arbitrary, f is any meromorphic function, and the inequality holds when r is large enough. The proof of (3.1) can also be found in [2] .
Chiang and Feng proved the following result using their variant formulation of Theorem A, (i):
Theorem C ([3, Theorem 9.2]). Let A 0 , . . . , A n be entire functions, and suppose there exists an integer , 0 ≤ ≤ n, such that
where ρ(A j ) is the order of growth of A j . If w is a meromorphic solution of the linear difference equation
By using Theorem A, (ii), instead, we get the following result: Proof. Our reasoning is much like that of the proof of Theorem C in [3] . Divide (3.3) by w(z + ) to get
This implies, using Theorem A, (ii), that
outside an exceptional set of finite logarithmic measure. This implies (3.4).
Theorem 4 is a generalisation of Theorem C in the following sense: If the assumption ρ 2 (w) < 1 in Theorem 4 does not hold, the claim of Theorem C holds trivially. Otherwise, from (3.4) we get (after applying the standard method to remove the exceptional set; see in particular [7, Lemma 5] )
If ρ 2 (w) = 0, this is exactly the claim of Theorem C, while if ρ 2 (w) > 0, the left hand side is ρ(w) = ∞ so that the inequality holds trivially.
First and second-order equations.
We add a few remarks to what Theorem C applied to first-and second-order equations already gives.
Note that if a in (1.1) is meromorphic, we get, by Theorem A, that both m(r, a) and m(r, 1/a) are small. This means that equation (1.1) has no meromorphic solutions w such that ρ(w) < ρ(a) + 1, unless a has a large number of zeros and poles in the sense that
for all r outside a set with zero logarithmic density. Next, consider the finite-order meromorphic solutions of the second-order difference equation
where the a j are entire. By [16] we know that (3.6) has two linearly independent meromorphic solutions w 1 and w 2 . The Casorati determinant of w 1 and w 2 is
Combining this with equation (3.6), we obtain the first-order difference equation
Now we may apply the reasoning in the first-order case to equation (3.7) to obtain the following result on meromorphic solutions of the second-order equation (3.6).
Theorem 5. Let w 1 and w 2 be linearly independent meromorphic solutions of (3.6). (1) and N (r, 1/a) = T (r, a) + o(1) outside a set with zero logarithmic density.
Proof. We may suppose that both w 1 and w 2 are of finite order; otherwise the claim in (i) is trivial and the condition of (ii) is impossible. Denote C(z) := C(w 1 (z), w 2 (z)), and let ε > 0. By (3.1),
for all r outside a set of finite logarithmic measure. Hence, , and so ρ(C) ≤ max{ρ(w 1 ), ρ(w 2 )}. The first assertion follows by applying Theorem C to (3.7). The second one is obtained in the same way as (3.5) above.
The case (i) in Theorem 5 is a distinct result from what is given by Theorem C in the case n = 2. There is no assumption that one coefficient should have maximal growth. On the other hand, we need two solutions of finite order (the whole solution base) for the equation to get this result.
3.2. The general equation of order n. We consider equation (1.2) with entire coefficients of hyper-order less than one. Equation (1.2) may be written in the form
Similarly, equation (3.8) may be written in the form (1.2) with
Theorem C implies, in particular, that all meromorphic solutions of (3.8) are of order one or higher, provided that the condition (3.2) is satisfied. By translating the condition (3.2) for the coefficients of (1.2), it is roughly speaking required that either the growth of c 0 (z) dominates the growth of the other coefficients or some cancellation occurs in (3.9). The example (1.3) due to Ishizaki and Yanagihara [13] shows that, in general, if the condition (3.2) is deleted, Theorem C does not remain valid in the sense that one would have ρ(f ) ≥ max j ρ(A j ) + 1 for any meromorphic solution f . In the following theorem we apply the order reduction procedure to obtain information about the coefficients without further assumptions such as (3.2) in Theorem C. Attaching Nevanlinna theory to the reasoning of Section 2, we obtain our main result, which can be viewed as a difference analogue of a result given in [15, Lemma 7.7] . Proof. We prove (3.10) using Theorem A, (i). A similar proof, but using part (ii) of Theorem A, proves (3.11). Consider equation (2.2) instead of (2.1) (this is just a change of notation a j → A 0,j ). Applying Theorem 3, we find n − 1 additional equations: The function w n−1,1 , defined as in (2.3), is a solution (in fact, a solution base) of equation (3.13) .
Observe first that at each step of the order reduction of Theorem 3, the growths of the meromorphic functions in the solution base of the lower-order equation do not exceed the maximal growth of the solution base of the original equation in the sense that (3.14)
T (r, w q,j ) = O max k=1,...,n T (r, w k )
outside an exceptional set for all q, and in particular q = n − 1. This follows inductively from (2.3) and Theorem B. In addition, the slow growth of the proximity functions of the coefficients of the lower-order equation implies the slow growth for
