The restoration achieved on the basis of a Wiener scheme is an optimum since the restoration filter is the outcome of a minimisation process. Moreover, the Wiener restoration approach requires the estimation of some parameters related to the original image and the noise, as well as knowledge about the PSF function. However, in a real restoration problem, we may not possess accurate values of these parameters, making results relatively far from the desired optimum. Indeed, a desensitisation process is required to decrease this dependency on the parameter errors of the restoration filter. In this paper, we present an iterative method to reduce the sensitivity of a general restoration scheme (but specified to the Wiener filter) with regards to wrong estimates of the said parameters. Within the Fourier transform domain, a sensitivity analysis is tackled in depth with the purpose of defining a number of iterations for each frequency element, which leads to the aimed desensitisation regardless of the errors on estimates. Experimental computations using meaningful values of parameters are addressed. The proposed technique effectively achieves better results than those obtained when using the same wrong estimates in the Wiener approach, as well as verified on an SAR restoration.
INTRODUCTION AND BACKGROUND
Let h be any generic two-dimensional degradation filter mask (PSF, usually invariant low-pass filter). Let x be an original image to be degraded. A generic linear shift-invariant degradation process of x using h can be written in a general way as
where y is the degraded image (blurred and noisy image), and n is a two-dimensional matrix representing the added noise in the degradation. A restoration procedure will achieve a replica x of the original image x. The inversion of the degradation process cannot be derived directly; fundamentals on image processing [1] [2] [3] provide further details on this ill-posed problem. Therefore, a number of approaches have been investigated in the image restoration arena [4] . The classical stochastic regularisation method for image restoration minimises a global restoration error ε by means of the function
where E{·} represents the expectation operator. Assuming circular convolution, as well as a stationary model for the blur h, the original image x, and the independent noise n, the said minimisation provides an optimum linear solution written as a scalar operation for each 2D frequency component (ω i , ω j ) in the Fourier transform domain (using DFT) as 
where S xx and S nn are the respective spectral densities of the original image x and the noise matrix n.
On the basis of (3), the stochastic regularisation approach fully depends on a priori knowledge about h, x, and n. Regarding h, lots of work have been addressed to achieve estimates of the PSF, for example, [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . On the other hand, common assumptions consider Gaussian noise for S nn and presume that the spectral density S xx of the unavailable original image x is not very different from the spectral density S yy of the degraded image y, therefore S xx ∼ = S yy [4] . However, it is important to point out other techniques for prior image modelling such as the use of Gauss-Markov random fields [15] [16] [17] [18] or the wavelets models [19] [20] [21] .
The more correct those estimates are, the closer the restoration result of (3) is to the optimum solution of (2) . Nevertheless, the sensitivity of (3) to wrong estimates is very high; for example, relatively small deviations from the real (unknown) value of C make (3) yield results very far from the desired optimum. State-of-art provides some algorithms of robust filters [22] [23] [24] , particularly addressed to obtain good results in spite of the presence of outliers within the noise (when expected to be Gaussian). Nonetheless, our objective is not to obtain an independent filter, but to improve the results of an original restoration (relative procedure) when having wrong estimates of the dependant parameters. That is to say, we aim to provide the original restoration with robustness in a parametrical sense by means of a desensitisation process. Additionally, a large literature can be found regarding researches on iterative restoration (e.g., [25] [26] [27] [28] [29] [30] [31] [32] ) as an alternative to solve this problem.
In order to simplify notation, the reference to the element (ω i , ω j ) of the matrices in the frequency domain will be removed from all formulae throughout the remainder of this paper. Besides, it must be taken into account that all mathematical expressions involving matrices in the Fourier transform domain will be scalar computations for each frequency component (ω i , ω j ).
Moreover, since we use estimates of the parameters in the restoration side, let us remark them by including a suffix e all along the analysis to differ from real values, that is, H e and C e for the Wiener approach.
In short, Section 2 proposes an iterative model for desensitisation with respect to the before-mentioned estimates. Afterwards, Section 3 provides an analysis on the degree of desensitisation achieved, as well as a proposal for the number of iterations. Finally, Section 4 offers some restoration results to present the successful benefits reached by our innovative restoration scheme. 
RESTORATION MODEL
In the light of the above, we can write the restored image (Fourier transform) in a general way as
where N = DFT(n). Going a step further, our research aims to build an innovative restoration filter G based on G whose sensitivity with respect to the estimates related to the restoration model (such as H e and C e in the Wiener approach) is smaller than that of G. This filter G will provide another replica x of the original image, whose Fourier transform X = DFT( x ) can be written as
In order to achieve this purpose, G is defined by applying an iterative process of degradations and restorations, using H e and G, respectively. This process is graphically explained in Figure 1 .
The input at any iteration
e., to say, the degraded image y). The corresponding output is an approach x k to x ( X k = DFT( x k )). After the last iteration K, we will have X of (6) as X = X K . A criterion will be adopted to define this total number of iterations K.
Actually, this proposed restoration method is applied within the Fourier transform domain on the degraded spectrum Y and, as stated later, the number of iterations K is a function of each frequency element, as denoted by the inclusion of the symbol (ω i , ω j ) in the restoration scheme.
Mathematically, the iterative process of Figure 1 is explained for every frequency pair as follows:
By comparing (6) with any row (right side) of (7), we can write our proposed desensitisation filter G at any iteration k and for each frequency element (ω i , ω j ) as
Having a look to (8), we can verify the dependency of the new filter G on three basic parameters such as the original restoration filter G (e.g., the Wiener approach), the regularisation product GH e (different from the original regularisation GH) as explained in the restoration regularisation theory [33] [34] [35] , and the number of iterations k of the model shown in Figure 1 .
Therefore, our goal now aims to demonstrate the desensitisation behaviour of our proposed restoration filter G , showing which conditions lead to successful results, purposely, the total number of iterations K applied to each pair (ω i , ω j ). A first approach to this idea was initially coped with in [36] where some preliminary results meant opening steps to the current fully study throughout this paper.
SENSITIVITY OF THE FILTERS

Condition establishment
Let us now compute and compare the sensitivities of G and G with respect to the estimates and assumptions required in the restoration process. Let S G be the sensitivity regarding the filter G which can be defined as
where P 1 , P 2 , . . . , P n are the parameters to be estimated in the restoration model. For instance, H e and C e stand for the required estimates in the Wiener restoration method within the Fourier domain which involve the before-mentioned parameters in the introductory section, explicitly, the PSF function h (H e ) and the original image x, and the noise n (C e ). Indeed, this Wiener approach will be coped with in the remainder of this paper in order to present both mathematical analysis and computed results. Hence, we can rewrite (9) as
Analogously, the sensitivity concerning the proposed filter G can be expressed as follows:
Multiplying and dividing (11) by ∂G , both sensitivities (10) and (11) 
After differentiating the filter G with respect to G taking the expression (8) into account, we come up with a milestone concept within our research into restoration sensitivity, namely, the relative sensitivity function of G regarding G for a given pair (ω i , ω j ) denoted by Z(k) whose definition can be described as
Consequently, we find the condition for the proposed filter G to be less sensitive than G with regards to wrong assumptions of H e and wrong estimates of C e as
As a corollary, this condition (14) can be extended to not only a global sensitivity study but also a focusing of the analysis on a particular estimation of the restoration model regardless of which one is considered. Thus, taking (9) into consideration, let us define the sensitivity of the filter G with respect to the parameter P as S P G ,
Comparing both sensitivities S P G and S P G yields
Hence, this leads to the conclusion stated by the corollary
applied to whatsoever parameter of the restoration approach, particularly, H e and C e within our Wiener method.
Condition analysis
As a first step of our analysis, let us consider the regularisation term GH e involved in the expression (13) . In view of (3), this product can be rewritten as By definition, in the presence of noise, that is to say, real restoration conditions,
Taking for granted that |H e | 2 ≥ 0 and combining (19) into (18) , the product GH e can be ranged as follows:
As a result of (20), we can conclude that the relative sensitivity function Z(k) = (k + 1)(GH e ) k of (13) is not either monotonically increasing or decreasing with the number of iterations k, but it may show a relative maximum extreme, depending on the value of the term GH e for a particular pair (ω i , ω j ). This is illustrated in Figure 2 for several regularisation values.
From the last plot, we find the expected maximum extremes of Z(k) as peaks located on specific numbers of iterations k depending on which regularisation value GH e is considered. Clearly, the lower the product GH e is, the less iterations k are required to reach the consequent less intensified maximum of Z(k). Furthermore, high enough regularisation conditions (i.e., to say, low values of GH e ) make Z(k) fully decreasing monotonic.
Nonetheless, the main conclusion to be drawn from Figure 2 is related to the sensitivity condition (14) , once imposing an identity Z(k)-level over the graphic, which shows the iteration from which the appointed desensitisation is achieved. In fact, looking at the plot, we can say that regardless of the value of the product GH e , G is less sensitive than G if the number of iterations k is high enough. Under this hypothesis, we may increase the value of k as much as wished in order to prevent poor restoration results under wrong estimates of the implied parameters (H e and C e ). Unfortunately, this statement is not true since there are other restoration factors to be considered. Precisely, next section deals with this issue.
Condition limits
The goal of this section is to analyse the proposed filter G from a view based on the restoration error in order to verify how the desensitisation influences the final results. Thus, let E t be the Fourier Transform of the restoration error with regards to our proposed model whose expression is
Besides, the digital image theory [1] [2] [3] divides the restoration error into two meaningful components as follows:
where E r and E n are the well-known image-dependent and noise-dependent components in the Fourier domain, respectively. By taking (6) into account and comparing both expressions (21) and (22) , it leads to
Consequently, we come up with the definitions of the restoration error components as
where I represents the identity matrix for every pair (ω i , ω j ). Analogously, we can rewrite the same expressions regarding the original restoration filter G (Wiener approach) as below:
However, we are actually interested in contrasting the restoration errors from both models in order to demonstrate the influence of the desensitisation on the restored image. Hence, let δ r and δ n be the relative image-dependent and noise-dependent errors, respectively, as
Substituting (24), (25) into (26) , in addition to applying the definition of our filter G (8), we have
Miguel A. Santiago et al. whose plots with respect to the number of iterations k are illustrated in Figures 3 and 4 using the same regularisation values GH e as in Figure 2 and holding fixed the original product GH to 0.7.
Looking at those figures, we find out the mentioned constraint in the last section which prevented increasing unboundedly the number of iterations in order to intensify the desensitisation level as shown in Figure 2 . The more we raise the value of k, the higher the relative image-dependent error δ r and, on the contrary, the lower the relative noisedependent error δ n becomes.
Consequently, we are forced to strike a trade-off between both component errors whether successful desensitisation results are pretended for a specific value of iterations, besides taking the condition (14) into account.
As a matter of interest, it can be easily demonstrated by applying the range (20) to the expressions (27) , apart from assuming that the original regularisation GH also fulfills that range, then,
which states that the noise-dependent error is always lower for our proposed restoration model than that of the original schema (Wiener approach). Conversely, the imagedependent error becomes higher giving an evidence of a much better improvement on very noisy degraded images than those corrupted by other kind of degradations. Going a step further, it is important to point out that the condition (28) is not always satisfied if the said hypothesis regarding GH is not kept. Indeed, when wrong estimates about the PSF are considered, this product can be over the unity or even negative making the relative image-dependent error δ r decrease with the number of iterations k. Although it seems to be another successful result, however, it is not likely to have this situation too expanded all along the spectrum when reasonable estimates of H e are taken, but if so, the benefits obtained by reducing the image-dependent error are not enough to improve the extreme impairments caused by the high deviation from the real value of H.
Recommended number of iterations
Following the basis on our research, we cope with the task of working out an appropriate number of iterations K applied to the proposed model. Let us remind that we are using scalar computations of matrices in the Fourier domain and, consequently, the obtained number of iterations will be a function of every pair (ω i , ω j ).
As a result of previous sections, we can see that the increase of the number of iterations k may provide a less sensitive restoration filter G as desired. Nevertheless, both the image-dependent and noise-dependent restorations errors do not allow raising it unboundedly. Thus, we will try to find a required trade-off.
From the beginning, our goal is to reduce the value of the relative sensitivity function Z(k) as stated in condition (14) . Since this function does not provide any minimum as illustrated in Figure 2 , let us optimise another Z(k) property which fulfills our desensitisation purpose. With this in mind, let us look for a maximum of efficiency for the incremental complexity introduced in the restoration process by increasing the number of iterations from k to k + 1. In other words, let us seek a value of k from which we do not get much more improvements on desensitisation but, on the contrary, the complexity is notably incremented.
The next step consists of giving a mathematical sense to this conceptual criterion with regards to Z(k). Knowing that we can simulate the variation of a function by means of its derivative, the reduction of sensitivity can be accomplished through the first derivative of Z(k), namely, Z (k). In view of the fact that the desensitisation change is expected to be maximised, the second derivative of Z(k) is herein the aimed function denoted by R(k),
After some calculations (see Appendix A), we obtain the definition of R(k),
whose representation, as illustrated in Figure 5 , gives us a full evidence of the successful approach due to the presence of maximum extremes. Therefore, our proposed desensitisation criterion can be summarized as the value of k which fulfills
In Appendix B, it is further demonstrated that the solved number of iterations K can be expressed as follows:
subject to a constraint on the regularisation term GH e , 0.14 < GH e < 0.84.
With the purpose of making sure about the successful criterion, let us present numeric results by means of Table 1 which comes together all the mainly showed concepts such as GH e , K, Z(k), δ r (k), and δ n (k) (relative errors values are in dB), leaving the original regularisation GH unalterable to the value 0.7. Looking at this table, we can see that the improvements achieved for δ n (k) are greater than the impairments obtained from δ r (k), always satisfying the desensitisation condition Z(k) < 1. For that reason, it is expected to have good restoration results with a rough estimation of noise in a very wide range, much better than the other kind of wrong estimates.
SIMULATION RESULTS
With the intention of proving the successful benefits achieved by our innovative restoration model, let us simulate some illustrative examples. Purposely, the image selected for testing is the well-known Cameraman 256 × 256 sized making easier to compare the obtained results with those from other researches in the restoration area.
As stated in Section 1, the original image is disturbed by a degradation filter and an additive noise. In order to show a variety of meaningful examples, let us make use of several common filters within the application of astronomical imaging such as the motion blur, the atmospheric turbulence degradation (Gaussian), and the uniform blur. Moreover, both the most typical Gaussian white noise and other more complicated artefacts such as "salt and pepper" or multiplicative noises (speckle) are added to the blurred image. Thereby, the next subsections aim to specify the proposed restoration method by collecting all these possible options in such a way that the main goals of our paper can be clearly evidenced, that is to say, the improvements accomplished by our iterative scheme G on an original restoration filter G when wrong estimates of the parameters are considered.
Regarding the restoration filter G, as indicated throughout the paper, the minimum mean-squared method (Wiener filter) is used and, consequently, H e and C e are the parameters to be estimated. Let us remind that they represent the frequency estimates of the three generic restoration parameters: the original image and the noise (C e ) and the degradation filter (H e ).
In view of the fact that those parameters must be altered to show the efficacy of the desensitised filter G , let us arrange some guidelines to modify each one. Firstly, we take into consideration the said assumption pointed out in Section 1 about the original image whose spectral density S xx is roughly approximated by that of the degraded image S yy . Concerning the noise, we assume a Gaussian estimation whose variance stands for the parameter to be altered. Consequently, the value of C e in (4) changes from the real one. Finally, we consider a motion blur for the degradation estimation H e modifying the inclination parameter and the number of moved pixels. Furthermore, we deal with not only the selection of the same category of input processes, that is to say, gaussian noise and motion blur as real values, but also with providing other classes such as commented at the beginning of this section.
By means of a relative error, we manage to measure the deviations from the real value of those parameters. Thus, let ε P be the relative error of a generic parameter P defined as follows:
where P real and P estimated stand for the respective real and estimated values of the parameter P. Let us remark that this relative error is not directly addressed to the complex and two-dimensional parameters H e and C e , but applied on other dependent variables such as the blurring inclination θ or the noise variance σ 2 as previously mentioned. Provided that these parameters are real variables, the relative error ε P is also extended along the range −∞ < ε P < +∞, even though we only consider the significant values ranged between −100 and 100%.
In order to properly show the steps up, the results are always presented with regards to the Wiener filter when using optimum estimates; the same when wrong estimates are taking into account and, finally, by applying our restoration model under the same mistaken estimates.
Let us remind that the proposed desensitisation mechanism yields a different number of iterations for every pair (ω i , ω j ) due to its dependence on the product GH e , which is, likewise, variable with each frequency component, namely,
. By using the expression of (33), we obtain a value of K for those pairs whose related regularisation term GH e is within the range given by (34) . Thus, a criterion will be adopted for choosing a number of iterations for the rest of frequencies. Owing to the increasing trend of K with respect to GH e (see Table 1 ), all pairs whose corresponding regularisation value exceeds 0.84 are associated to a constant number of iterations, equal to the maximum value of K reached by those within the range. Respectively, the minimum value of K computed within the range is applied to those under 0.14, explicitly, no iterations are brought into play.
Eventually, a way to numerically contrast the restoration results is obtained by an image quality parameter named as the improvements on the signal-to-noise ratio, that is, ISNR, (36) where x(i, j), y(i, j), and x(i, j) represent the M × N sized images x, y, and x, respectively. The more similar the restored image x is to the original image x, the higher the parameter ISNR becomes.
Example 1.
In a first simulation, we investigate the case where wrong estimates of the parameter C e are considered and the value of H e is not altered with regards to H.
We start applying a motion blur to the original image described by a length of 15 pixels and an angle of 45 degrees in a counter-clockwise direction. Later on, a Gaussian noise is added following a blurred signal-to-noise ratio BSNR ranged between 0 and 30 dB.
In the restoration process, we keep the parameter H e taking the same values of the original motion blur. On the other hand, apart from the fixed error result of the original image estimation S xx | e ∼ = S yy , the parameter C e is distorted by changes in the variance of an estimated Gaussian noise. Expressly, we evaluate the variations of this parameter using the relative error of the standard deviation σ associated to the noise, namely, ε σ whose expression can be written using (35) as
After solving this equation regarding σ estimated ,
and replacing the standard deviation σ with the squared associated variance σ 2 , we can express the estimated variance as follows:
On the way to achieve a significant range of results, we alter the estimated noise variance (39) so far as the error ε σ covers the values between −100 and 100%. Hence, we design a set of representations with the distribution of ISNR obtained by both the Wiener filter G and our desensitised restoration filter G , when σ 2 estimated is modified in relation to ε σ within the said range. Specifically, we can find these illustrations in Figures 6(a) Having a look to those figures, let us define the target area as the range of ε σ where the value of ISNR obtained by the filter G exceeds that of the Wiener approach G. Thus, we appreciate how wider this region becomes as we decrease the input BSNR. If we are located in the positive side of ε σ , that is to say, σ 2 estimated < σ 2 real as derived from (39), the percentage of error needed to reach the target region goes down as the BSNR is reduced, even being fully target area when an enough noise level is applied, for instance, 10 dB. Alternatively, in the negative side of ε σ , explicitly, σ Therefore, we can conclude that noise conditions rationally influence values of the relative error ε σ which are minimally required to get successful results with our proposed scheme. Moreover, estimates of variance σ 2 estimated under the real values σ 2 real are more likely to be in the target region than those estimates which are over the real ones.
Paying attention again to Figure 6 , we notice a parabolic shape of every distribution ISNR which decreases towards the relative error of 100% (σ 2 estimated = 0). Furthermore, the desensitised filter makes this parabola more constant leaving the declining point at a higher positive ε σ . Logically, the ISNR value related to the Wiener filter with optimum estimates is always over those distributions. Let us remind that the error caused by the original image estimation, namely, S xx | e ∼ = S yy , is included into the parameter C e as well. Consequently, both methods yield an ISNR lower than the optimum one when ε σ = 0.
In order to present imaging results, let us take a specific pair of values (BSNR, ε σ ), that is, (20 dB, 80%). Hence, we show the degraded image y in Figure 7 (a) and the restored images x in Figures 7(b) , 7(c), and 7(d) when respectively obtained by the Wiener filter with optimum estimates, the same when an estimation error of ε σ is applied on the noise variance and the last one when our proposed desensitisation method is used with the same error.
In full view of theses illustrations, we can ensure the benefits achieved by our method when errors on the noise variance are made. Certainly, an incremented noising effect is a consequence of the mistaken estimation ε σ as observed in the restored image of the Wiener approach in Figure 7(c) . Yet, the desensitisation process is capable to nearly remove this artefact making the restored image Figure 7 (d) more approximate to the optimum one of Figure 7 (b) as stated by the ISNR, that is, a reached value of 1.44 dB from our restoration method improves the result of −3.25 dB derived from the Wiener filter with wrong noise estimation and comes closer to the optimal of 4.14 dB.
Going a step further, we can illustrate the associated function Z(k) and detect the frequency pairs (ω i , ω j ) where desensitisation is reached, that is to say, Z(k) < 1 as stated in (14) . Figure 8 shows a binary image where desensitised frequencies are white coloured and the remainder of the spectrum appears black coloured. Looking at these illustrations, we can conclude that the desensitised frequencies are related to those eliminated by the lowpass degradation filter (i.e., to say, zeros which become poles in the restoration filter). Therefore, it means that the restoration process provides a sensitivity reduction where it is more likely to have magnified noise effects and, consequently, accomplishes better results than those obtained directly by the Wiener approach.
Example 2. In a second set of simulations, we deal with the case where a wrong estimation of the parameter H e is considered and only the fixed error related to the original spectral density S xx | e ∼ = S yy has an effect on the parameter C e , since the Gaussian noise is properly estimated by the real variance.
As well as Example 1, the original image is degraded by a motion blur using the same values, that is, 15 pixels and 45 degrees, and a Gaussian noise is added according to a definite BSNR of 20 dB. Nonetheless, in the restoration process, the parameter H e is deviated from its real value by adjusting both of its descriptive factors, namely, the number of moved pixels l and the inclination of the motion θ. As previously mentioned, the divergence of these parameters is expressed by means of the relative errors ε l and ε θ , respectively, whose definitions based on (35) as follow:
Similarly to (38) , we express the estimates of those parameters as
Keeping the same guidelines as Example 1, we illustrate the distributions of ISNR obtained by both the Wiener filter G and our desensitised restoration G , when the estimated parameters l estimated and θ estimated are modified in relation to their respective errors. Regarding ε l , we preserve the range between −100 and 100%, but the value of ε θ is wanted to make the angle vary within a sector of 180 degrees taking advantage of symmetry properties. Thus, it can be easily demonstrated that for an angle of 45 degrees, a range from −200 to 200% is required to fulfill that sector. Particularly, we can find these representations in Figures 9(a) and 9(b) addressed to show the influence of each parameter l and θ on the results, always leaving one of them unalterable. Besides, a horizontal line is included symbolizing the constant value of ISNR reached when optimum estimates are considered in the Wiener filter.
Looking at those figures, we firstly draw a common conclusion regarding the target region, as previously defined as the range of errors where the value of ISNR obtained by the filter G exceeds that of the Wiener approach G. On the whole, the desensitisation method achieves better results when considering high enough errors outside a relative narrow bandwidth located around low values of ε l and ε θ . Particularly, the distributions of ISNR for errors on the inclination θ real follow an approximate symmetric shape, crossing in the values of angle from which successful results are goaled. On the other hand, estimates l estimated over the real value l real o , namely, negative values of the error ε l , obtain a significant enhancement thanks to desensitisation. Conversely, when reducing the number of pixels under l real o , our restoration scheme yields quite similar values of ISNR to those reached by the Wiener filter. Therefore, our proposed procedure is able to improve the quality of the restored image by the Wiener approach when making enough errors on whatever parameter of the degradation H e . Furthermore, taking into account the benefits derived from Example 1 with respect to the estimation of noise, we give evidence to a corollary demonstrated in Section 3 (17) , which stated that the global desensitisation of the filter G is equally extended to whatever related parameter, for instance, σ 2 , l, and θ.
Nevertheless, the figures from both examples make obvious that our proposed restoration works better with errors on the noise variance than applying deviations from the degradation parameters as indicated by higher values of ISNR. Indeed, it can be extracted from the mathematical analysis in Section 3.4 where we can see that the improvements achieved for δ n (k) were greater than the impairments obtained from δ r (k), that is to say, a better behaviour with regards to noise.
Example 3. Finally, let us tackle an extreme problem where the estimates are not only modified regarding specific parameters, but also the noise and the PSF to be estimated as belonging to different classes from the original ones. Purposely, let us disturb the original image with a speckle noise and a "salt and pepper" artefact (we refer to two different kinds of noises) when a Gaussian estimation is considered. About PSF, a motion blur is estimated when the original degradation corresponds to responses such as the atmospheric turbulence phenomenon or the uniform blur.
On the subject of noise, we maintain a motion blur of 15 pixels and 45 degrees, but we apply a different noise having a variance σ 2 real according to a BSNR of 10 dB. In particular, a multiplicative noise is added by means of a uniformly distributed random noise with mean 0 and variance σ 2 real , namely, speckle noise. Conversely, a "salt and pepper" noise is added in proportion to a likelihood density of 2% making the resulted variance similar to σ 2 real . However, a Gaussian noise is once more estimated whose variance σ 2 estimated is distorted by the relative error ε σ ranged between −100 and 100%, keeping the parameter H e unalterable and leaving the fixed error related to the original spectral density S xx ∼ = S yy .
Following the same patterns of illustrations as the before analysed examples, let us draw the distributions of ISNR obtained by both the Wiener filter G and our desensitised restoration G when the estimated variance is modified in relation to ε σ for each input noise (Figures 10(a) and 10(b) ). Paying attention to the target region, we reveal that our desensitised method achieves successful results regardless of the heterogeneity of noise estimates, as it can be obviously extracted from Figure 10 (b) where our method always yields better values of ISNR than those from the Wiener approach for every error ε σ . Although it is not so forceful with the speckle noise, there is always an enough value of the error ε σ from which the target region is reached. On the other hand, a Gaussian noise is added in relation to a variance indicated by a BSNR of 20 dB and the degradation is alternated between a rotationally symmetric Gaussian low-pass filter (turbulence atmospheric), specified by a square matrix of size [15, 15] and a standard deviation of 5 unities, and a circular averaging blur (uniform) within a square matrix of size 2 · RADIUS + 1, where RADIUS = 5. About estimates, we keep a Gaussian noise of the same variance, but we use a motion blur as PSF estimation whose inclination is established to 45 degrees and the length of pixels is changed around a value of 15 in accordance with a relative error ε l .
From Figures 11(a) and 11(b) , we come up to the same conclusion about the effectiveness of our desensitised scheme, getting better results over the Wiener approach even when a variation of the degradation estimation is considered. Let us point out that these figures follow the same patterns of the analogous Figure 9 (a) and yet again keep worse values of ISNR compared to those with respect to noise estimation.
EXTENDED RESULTS
Hitherto, we have showed how our innovative method is able to desensitise the Wiener restoration filter regarding wrong estimates on the dependant parameters. However, our intention is now to extend the validity of our proposal by providing other fair comparisons with the state-of-art.
One of the issues to be addressed is the way we are considering wrong estimates of the parameters. As stated in (35), a relative error ε P allows the misspecification of a parameter knowing the real value. Yet, it is worthy to know the actual values reached when using real estimation methods and how our desensitisation scheme works consequently.
On the other hand, we aim to specify the restoration filter G with another more sophisticated technique than the Wiener method, giving evidence of the functionality of the desensitisation in a general sense.
By keeping the same test image Cameraman, we cope with the before-mentioned tasks right through the next two sections.
Real estimates
In Section 1, we cited some bibliography with regards to the estimation of the PSF and now it comes the time to draw on those methods. Hence, the parameter H e is intended to be obtained by applying an estimation technique with no more information than the degraded image y. Conversely, going on the Wiener context, the other parameter C e is only deviated from its real value by the approximation S xx | e ∼ = S yy , since the input Gaussian noise is properly estimated by the real variance.
Firstly, let us start with a rough estimation of the PSF, as provided by the Radon transform [13] , performed on a binary representation of the spectrum Y when using an appropriate threshold to enhance the nearer zero frequencies. Expressly, we degrade the original image according to a motion blur described by a length of 15 pixels and an angle of 45 degrees in a counter-clockwise direction. Later on, a Gaussian noise is added following a variable BSNR. Thus, we yield a thresholded spectrum of the degraded image in circumstances without noise as illustrated in Figure 12 .
Having a look to this figure, we observe how the zeros of the degradation filter are highlighted, making possible to calculate the inclination of the motion by means of the Radon transform. Indeed, our example deals with the estimation of the PSF, assuming a motion blur with the real length of 15 pixels, but computing the parameter θ estimated in a wide range of noise ratios. Afterwards, the estimated value of H e is used within a direct Wiener restoration compared to the results achieved by our desensitisation model.
In the light of the above, we build Table 2 collecting the respective values of ISNR for every θ estimated . It is obviously noted that this estimation gets worse as the noise intensity increases, even acquiring a random behaviour. Consequently, the Wiener restoration outcomes continuously poorer results which are improved by our proposed method when the value of θ estimated is sufficiently deviated from its desirable 45 degrees. So, we come up to the same conclusion indicated in Example 2, where the target region, namely, the range of errors where the value of ISNR obtained by the filter G exceeds that of the Wiener approach G, is reached within a wide range of high enough errors. Therefore, our desensitisation scheme becomes a way to counteract the weakness of the Radon method with respect to the noise.
Next, let us tackle another more complex estimation technique based on the eigenvalues of the degraded image y [14] which requires its singular value decomposition as
where U y and V y are orthonormal matrices which satisfy the conditions U y U T y = I and V y V T y = I with I as the identity matrix, and S y is the matrix of eigenvalues which are related to each one of the rows from the matrices U y and V y (eigenvectors).
As stated in the bibliography, the quality of the PSF estimation depends on the number of eigenvectors R (with their respective eigenvalues) to be considered, since the minor eigenvalues have less influence on the definition of the image and, furthermore, they may hold noise artefacts.
By means of this estimation method, we obtain entirely the structure of the PSF matrix. Thus, let us provide a parameter to measure how close the estimation is to the real matrix:
where h(i, j) and h e (i, j) are the respective real and estimated A × B sized PSFs. Once all the required elements are defined, we carry out some specific samples. In particular, the original image is degraded by a 3 × 3 Gaussian blur with a variable standard deviation and an additive Gaussian blur according to a BSNR relation of 40 dB, that is to say, low noise conditions in order to prove exclusively the influence of the standard deviation. Then, we aim to estimate the PSF matrix by applying the eigenvalues method and computing so both Wiener and desensitised restorations.
Looking at Table 3 , we find the ISNR results when ranging the standard deviation from 1 to 5 and taking a number of 10 or 20 eigenvectors, apart from the respective errors on the PSF estimation. Yet again, we draw the same conclusion kept all along the paper, explicitly, better results with the desensitisation method when having high enough errors on the estimation, although, in this case, it is only necessary a low error to reach significant improvements.
Furthermore, it means that our proposed scheme becomes a strong way to counteract the variation of the standard deviation on the eigenvalues method. Therefore, the desensitised restoration takes a place to solve the weakness of some estimation methods concerning specific parameters.
SAR restoration
Going a step further in our objective to achieve fair comparisons with the state-of-art, the generic restoration filter G is now substituted by the well-known Bayesian algorithm when using a simultaneous autoregressive (SAR) prior distribution [37, 38] .
From these references, it is taken out that the said restoration is based on a constrained minimisation process as follows: Following an ordinary minimisation, as detailed in [2] , it leads to
where λ is the so-called Lagrange multiplier defined as
whose value is estimated by means of the Bayesian paradigm [37, 38] . Presuming a linear and spatial-invariant degradation and considering images as periodic matrices, we may diagonalise the terms in (45) with the purpose of getting the representation in the Fourier transform
and, therefore, we achieve the definition of the restoration filter
where P(ω i , ω j ) stands for the DFT of the Laplacian operator.
The next step consists of extending the concept of desensitisation on this restoration filter, though analytically it remains the same conclusions since it was previously managed in a general sense G. Then, let us rearrange Examples 1 and 2 from last section keeping the same motion blur of 15 pixels and 45 degrees, but adding a Gaussian noise of a specific ratio of BSNR = 20 dB.
Regarding the estimation of the noise, the relative error ε σ affects directly the Lagrange parameter λ and, thus, making results relatively far from the desired optimum according to (44). However, looking at Figure 13 , we demonstrate once more that the desensitised filter G is able to improve the ISNR results with respect to those obtained by the original restoration G (SAR). Specifically, the so-mentioned target area starts from a reasonably small error, under 20%, and reaches a quite pronounced comparative quality, even achieving results close to the optimum during a significant range of errors. Nonetheless, it is only verified at the positive side of the ε σ , that is to say, σ 2 estimated < σ 2 real as inferred from (39) , but this behaviour may be expanded if considering other values of the ratio BSNR.
In other words, our desensitisation scheme becomes a robust way to compensate the miscalculation of the parameter λ by the Bayesian algorithm when having unreal values of the noise variance. Let us make a reference to the constant regions of the last illustration with the intention of making obvious a saturated state of the Bayesian procedure for some noise conditions. Finally, we accomplish the same simulation of Example 2 within the SAR context, but only choosing the variation of the parameter θ, namely, the inclination of the motion blur. Another comparative representation of the ISNR diagrams ( Figure 14) keeps what is definitely a contrasted conclusion about the improvement of our desensitisation process whether having errors superior to a concrete range.
Thought should be given to the fact that the estimation error of the PSF causes an overall impairment on the SAR restoration (47), in both H and λ parameters, and the desensitisation is then in charge of counteracting the effects on the results.
As a matter of interest, a deeper analysis of how the Lagrange multiplier is influenced by the desensitisation could open up new future researches.
CONCLUSIONS
In this paper, we presented an iterative algorithm within the Fourier transform domain addressed to reduce the sensitivity of a general restoration filter (but specified to the Wiener approach) with respect to the dependant parameters. A highly detailed analysis showed the requirement of a trade-off to reach a number of iterations applied to each frequency component, in order to balance the desensitisation degree and the restoration error level.
First results of the desensitisation influence on both the image-dependent and noise-dependent errors revealed a higher robustness on the noise estimation as stated later in the examples.
In case of errors on the variance of the noise, we justified how our proposed method achieves ISNR values better than those obtained when using the same wrong estimates in the Wiener approach. Expressly, it is more likely to reach the target region when having high-noise conditions. Furthermore, we could demonstrate that the desensitised frequency pairs (ω i , ω j ) are related to those eliminated by the low-pass degradation filter, that is to say, zeros which become poles in the restoration filter and, therefore, preventing from magnified noise effects.
On the other hand, deviations from the original parameters regarding the PSF were equally analysed making obvious the successful behaviour of the filter regardless of whatsoever estimation to be disturbed.
Finally, a set of extended results aimed to achieve fair comparisons of our proposed method with regards to the state-of-art. Indeed, real estimation methods and another original restoration (SAR) were applied with successful results.
