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Re´sume´ – Cet article aborde le proble`me de la se´lection de variables dans le cadre de la classification supervise´e. Nous
pre´sentons un nouveau crite`re permettant de mesurer la pertinence d’un sous-ensemble de variables. Ce crite`re repose sur une
mesure d’ambigu¨ıte´ fonde´e sur la combinaison d’e´tiquettes repre´sentant le degre´ d’appartenance aux classes en pre´sence. Des tests
sont mene´s sur des jeux de donne´es re´els issus de la litte´rature. L’application traite´e concerne un proble`me re´el de reconnaissance
des formes, a` savoir la reconnaissance d’objets dans les se´quences vide´o.
Abstract – This paper addresses the feature selection problem for supervised classification. Feature selection methods are based
on a selection algorithm and a criterion function assessing how effective feature subsets are. We propose an ambiguity measure
that allows to define a new evaluation criterion. It is based on a combination of labels representing the degree of typicality to the
classes. The new criterion is compared to others found in the literature on various real data sets. It is validated on a real object
recognition problem.
1 Introduction
La se´lection de variables joue un roˆle tre`s important en
classification lorsqu’un grand nombre p de variables sont
disponibles, certaines pouvant eˆtre peu significatives, cor-
re´le´es ou non pertinentes au regard de l’application consi-
de´re´e [4]. Elle consiste a` se´lectionner un sous-ensemble de
q variables (q < p) sans que les performances de la re`gle
de classement diminuent trop voire meˆme augmentent. La
se´lection permet e´galement de faciliter l’e´tape d’appren-
tissage et de re´duire la complexite´ des algorithmes ainsi
que les temps de calcul.
Une me´thode de se´lection repose principalement sur un
algorithme de recherche et un crite`re d’e´valuation pour
mesurer la pertinence des sous-ensembles potentiels de va-
riables. Nous nous inte´ressons aux crite`res d’e´valuation.
Ainsi, nous proposons un nouveau crite`re fonde´ sur une
mesure d’ambigu¨ıte´. Cette mesure repose sur la combi-
naison d’e´tiquettes repre´sentant le degre´ de spe´cificite´ ou
d’appartenance des donne´es aux classes en pre´sence. Des
ope´rateurs d’agre´gation sont utilise´s pour la combinaison
de ces e´tiquettes.
L’article est organise´ comme suit : Un bref e´tat de l’art
sur les algorithmes de se´lection et les crite`res d’e´valuation
est dresse´ a` la section 2. Le crite`re propose´ ainsi que sa va-
lidation sur des jeux de donne´es re´els issus de la litte´rature
sont pre´sente´s a` la section 3. La section 4 est consacre´e a`
la description du syste`me de reconnaissance automatique
de poissons. Ce syste`me constitue un cadre d’application
de notre approche de se´lection de variables. Les re´sultats
de se´lection et les taux de reconnaissance sont pre´sente´s a`
la section 4.1.
2 E´tat de l’art
Algorithmes de recherche
Il existe divers algorithmes de recherche et e´tudes com-
parant leurs avantages et inconve´nients [3]. Les me´thodes
les plus populaires proce`dent par ajouts et/ou suppres-
sions se´quentiels de variables. Elles e´vitent la recherche
exhaustive du meilleur sous-ensemble et conduisent a` une
solution sous-optimale. Nous utilisons l’algorithme SFFS
(Sequential Forward Floating Search) [7] permettant a` chaque
pas, d’ajouter une variable et d’en supprimer plusieurs
tant que le sous-ensemble re´sultant ame´liore le crite`re d’e´va-
luation. Il est conside´re´ comme la me´thode sous-optimale
la plus efficace [3]. Les deux e´tapes (ajout / suppression)
de l’algorithme sont alterne´es jusqu’a` ce qu’une condition
d’arreˆt soit ve´rifie´e. Parmi celles-ci, citons une borne sur
q ou un seuil sur la valeur du crite`re d’e´valuation.
Crite`res d’e´valuation
Deux approches sont couramment utilise´es pour e´valuer
la pertinence d’un sous-ensemble de variables se´lection-
ne´es [5] : l’approche de type filtrage (filter approach) et
celle de type « enveloppante » (wrapper approach). Dans
la premie`re, les crite`res sont fonde´s uniquement sur les
donne´es et sont donc totalement inde´pendants du discri-
minateur utilise´. Les variables sont alors filtre´es avant le
processus d’apprentissage et de classification. Parmi les
diffe´rentes fonctions utilise´es, citons celles fonde´es sur des
mesures de distance probabilistes (ex : Mahalanobis, Bat-
tacharyya), d’information (ex : entropie) ou de de´pen-
dance (ex : corre´lation, information mutuelle). La seconde
approche tient compte de la re`gle de classement dans le
calcul du crite`re d’e´valuation. Celui-ci est simplement la
probabilite´ d’erreur estime´e sur l’ensemble des donne´es.
3 Un nouveau crite`re d’e´valuation
E´tiquetage
Conside´rons un point x = (x1, ..., xp)
t dans un espace
de repre´sentation de dimension p et un ensemble de c
classes ω = {ω1, ..., ωc}. On peut lui associer un vecteur
d’e´tiquettes a` l’aide d’une fonction : <p → [0, 1]c, x 7→
µ (x) = (µ1(x), ..., µc(x))
t ou` µi(x) repre´sente le degre´
d’appartenance de x a` la classe ωi, par exemple :
µi (x) = (1 + d(x, ωi))−1 (1)
ou` d(x,pi) est une distance (ex : distance de Mahalano-
bis) entre x et le vecteur moyenne de la classe ωi.
La mesure d’ambigu¨ıte´
En classification, une variable est d’autant moins discri-
minante que les projections des classes sur cette variable se
chevauchent. Le chevauchement est re´ve´lateur d’une cer-
taine ambigu¨ıte´. Nous voulons quantifier l’ambigu¨ıte´ entre
les classes en combinant les e´tiquettes µi. Pour cela, nous
avons choisi d’utiliser les normes (et conormes) triangu-
laires ou t-normes (et t-conormes) qui sont des ope´rateurs
de combinaison tout a` fait adapte´s a` notre proble`me ; le
lecteur inte´resse´ peut en trouver une synthe`se dans (Klir
et Yuan 1995). Dans ce qui suit, > de´signe une t-norme
arbitraire et ⊥ sa t-conorme duale.
Dans [8] nous avons introduit un nouvel ope´rateur d’agre´-
gation dans le cadre de la classification supervise´e avec
double option de rejet et en particulier option de rejet













Nous avons e´galement montre´ que dans le cas ou` la t-
norme utilise´e est le min,
2
⊥i=1,cµi est e´gal au deuxie`me
plus grand des µi. Cet ope´rateur posse`de plusieurs pro-
prie´te´s mathe´matiques dont certaines de´coulent naturel-
lement de celles des t-normes et t-conormes (ex : bornes,
monotonie, continuite´, syme´trie, etc.) [8].
Un moyen assez naturel de mesurer l’ambigu¨ıte´ entre
les classes est d’effectuer le rapport entre le deuxie`me plus
grand et le plus grand des µi. La mesure d’ambigu¨ıte´ que








Le crite`re d’e´valuation propose´
Nous proposons d’utiliser la mesure d’ambigu¨ıte´ (3) pour
de´finir le nouveau crite`re d’e´valuation d’un sous-ensemble





ou` l’exposant [q] indique que la mesure d’ambigu¨ıte´ est de´-
finie a` partir d’e´tiquettes µ[q]i repre´sentant le degre´ d’ap-
partenance, donne´ par exemple par (1), du point x a` la
classe ωi dans l’espace Rq. Il s’agit alors de se´lectionner
l’ensemble des q variables parmi les p d’origine qui mini-
misent le crite`re JA(Sq).
Validation du crite`re d’e´valuation
Nous avons associe´ le crite`re JA a` l’algorithme SFFS
pour de´finir une me´thode de se´lection, baptise´e SFFS–
fOU2. Les normes standard et d’Hamacher avec γ = 0 et
γ = 1 ont e´te´ utilise´es dans la de´finition de la mesure JA.
Bien que les re´sultats soient comparables, ceux reporte´s
correspondent a` chaque fois aux normes ayant donne´ les
meilleures performances.
Nous avons teste´ la me´thode SFFS–fOU2 sur des jeux de
donne´es standard issus de la base de donne´es UCI : Iris,
Pima Indian et Breast Cancer Wisconsin. La me´thode de
se´lection a permit de re´duire, pour tous les jeux, le nombre
de variables d’au moins la moitie´. La comparaison des taux
de bon classement obtenus avec les p variables d’origine
et les q variables se´lectionne´es est faite pour deux discri-
minateurs classiques : la re`gle des k-Plus Proches Voisins
(k-PPV) et la re`gle de Bayes Quadratique, sous hypothe`se
gaussienne (BQ). Rappelons que la re`gle BQ correspond a`
la re`gle du Maximum A Posteriori (MAP) en conside´rant
une matrice de covariance Σi propre a` chaque classe ωi.
L’estimation des taux a e´te´ re´alise´e selon une proce´dure
10-CV (Validation Croise´e). Pour re´duire le biais duˆ au
caracte`re ale´atoire de la construction des ensembles test
et apprentissage par la proce´dure 10-CV, cette dernie`re
est re´pe´te´e en re´alisant 10 essais inde´pendants. Nous dis-
posons donc de dix taux estime´s, nous avons reporte´ les
intervalles de confiance a` 95% sur la moyenne de ces taux
dans le tableau 1. Les re´sultats reporte´s montrent que la
me´thode propose´e est capable de se´lectionner les variables
pertinentes puisque aucune baisse des performances n’a
e´te´ enregistre´e. Les performances sont meˆme augmente´es
dans certains cas.
Notre crite`re a e´te´ compare´ avec d’autres crite`res issus
de la litte´rature et appartenant a` l’approche filtrage : la
distance de Mahalanobis, l’entropie [6] et la distance floue
[1]. Les re´sultats obtenus par notre crite`re et la distance de
Mahalanobis sont comparables, quel que soit le discrimi-
nateur. Les re´sultats obtenus par notre crite`re sont cepen-
dant meilleurs que ceux obtenus par la mesure d’entropie
et la distance floue. Nous avons reporte´, a` titre d’exemple,
dans le tableau 2 les taux de bon classement obtenus en
utilisant la re`gle BQ.
Tab. 1 – Moyennes et intervalles de confiance des taux de
bon classement obtenus avec la proce´dure 10-VC.
Jeux Crite`re BQ (%) k-PPV (%)
Iris
p = 4 97.20±0.20 96.26±0.63
JA(q = 2) 97.13±0.32 96.27±0.56
Pima
p = 8 74.06±0.51 74.60±0.57
JA(q = 3) 75.57±0.30 + 75.75±0.51 +
Breast
p = 9 95.17±0.16 97.11±0.24
JA(q = 3) 96.27±0.11 + 96.82±0.20
Ame´lioration (+) ou de´gradation (−) statistiquement
significative (95%)
Tab. 2 – Taux de bon classement obtenus dans le cas de la re`gle BQ.
Jeux p variables JA Maha DF E
Iris 97.20±0.20 97.13±0.32 97.40±0.15 94.67±0.42− 97.07±0.33
Pima 74.06±0.51 75.57±0.30+ 75.40±0.17+ 74.39±0.25 74.73±0.22+
Breast 95.17±0.16 96.27±0.11+ 95.99±0.18+ 95.23±0.07 94.73±0.17−
Ame´lioration (+) ou de´gradation (−) statistiquement significative (95%)
4 Application a` la reconnaissance
automatique de poissons
Nous de´crivons, dans cette section, un syste`me de recon-
naissance automatique de poissons e´voluant dans un aqua-
rium. Ce travail s’inscrit dans le cadre du projet Aqu@the`-
que1 dont l’objectif est de permettre au visiteur d’un aqua-
rium de de´signer un poisson sur un e´cran tactile diffusant
les images acquises par une came´ra vide´o, distante et fixe,
oriente´e vers un bassin de l’aquarium. Le syste`me de re-
connaissance doit identifier automatiquement, et en temps
re´el, l’espe`ce correspondant au poisson de´signe´. Des in-
formations multimedia (textuelles, graphiques, audio ou
vide´o) a` caracte`re pe´dagogique sur le poisson sont alors
mises a` disposition du visiteur. Le syste`me de reconnais-
sance comporte les e´tapes suivantes :
1. Segmentation : Correspond a` effectuer une par-
tition de l’image en re´gions susceptibles d’eˆtre des
poissons ou parties de poissons. L’objectif principal
est donc de se´parer les objets en mouvement du fond
de la sce`ne suppose´ statique. Pour cela, nous utili-
sons la me´thode de de´tection de changement tempo-
rels d’Elgammal et al. [2].
2. Extraction d’attributs : Les re´gions extraites des
images sont caracte´rise´es par un ensemble d’attri-
buts (ou variables) pour permettre leur identifica-
tion. Diffe´rents attributs peuvent eˆtre calcule´s sur
une re´gion [9]. Nous avons extrait 85 variables re´-
parties sur diffe´rents groupes [8] : attributs ge´ome´-
triques, photome´triques, texture, moments couleur,
moments de Hu, parame`tres de de´placement. Le ta-
bleau 3 re´sume le nombre de variables par groupe.
3. Se´lection d’attributs : Cette e´tape permet de ne
retenir, parmi tous les attributs extraits, que ceux
qui sont discriminants au regard de notre applica-
tion.
4. Reconnaissance : L’identification de l’espe`ce d’un
poisson se fait graˆce a` une proce´dure de classification




Un bassin de l’Aquarium de la Rochelle comprenant 12
espe`ces Ω = {ω1, ω2, ..., ω12} a e´te´ filme´ pour obtenir les
se´quences d’apprentissage. La base d’apprentissage a e´te´
1Le projet Aqu@the`que est mene´ par le laboratoire L3i de l’Uni-
versite´ de La Rochelle.
construite en e´tiquetant, suivant les 12 classes, 1900 re´-
gions extraites des images segmente´es. Les re´gions sont
de´crites par les 85 attributs.
Se´lection d’attributs
L’e´tape de la se´lection d’attributs est applique´e a` l’en-
semble des donne´es centre´es re´duites de la base d’appren-
tissage. Nous avons se´lectionne´ les attributs les plus per-
tinents en utilisant deux approches diffe´rentes :
1. Se´lection globale (Se´lection # 1) : L’utilisation de la
me´thode SFFS–fOU2, permet de se´lectionner 24 at-
tributs, ce qui repre´sente une re´duction significative
du nombre de variables d’origine (71.77% de re´duc-
tion, voir le tableau 3).
2. Se´lection hie´rarchique (Se´lection # 2) : En analy-
sant les re´sultats de la classification obtenus avec
les p = 85 variables d’origine, nous avons remar-
que´ que certaines classes sont tre`s confondues indui-
sant ainsi une baisse des performances. La confusion
provient des espe`ces appartenant en re´alite´ a` une
meˆme espe`ce de poissons. La ressemblance (visuelle)
entre des espe`ces comple`tement diffe´rentes est e´ga-
lement source de confusion. Il est alors raisonnable
de penser qu’un seul ensemble de variables est in-
suffisant pour discriminer toutes les classes. Un en-
semble de variables capable de discriminer une classe
des autres n’est pas forcement capable de discrimi-
ner une autre classe des autres.
Nous avons de´cider de fusionner certaines classes se-
lon le principe suivant : 1) une premie`re classifica-
tion des objets, par rapport aux diffe´rentes espe`ces
pre´sentent dans le bassin, est effectue´e dans l’es-
pace des variables d’origine (p = 85 variables), 2)
les espe`ces qui se confondent avec un taux d’erreur
de classement supe´rieur a` 10% sont fusionne´es. Les
classes ayant e´te´ discrimine´es avec un taux de re-
connaissance supe´rieur a` 70% sont garde´es comme
des classes singleton. Finalement, nous obtenons 19
nouvelles classes contenant des classes fusionne´es et
des classes singleton. Par exemple, si la classe ωi est
confondue avec la classe ωj qui elle meˆme se confond
avec la classe ωk, nous obtenons les deux classes fu-
sionne´es ω′l = {ωi, ωj} et ω′m = {ωj , ωk}.
La se´lection hie´rarchique s’effectue en deux e´tapes :
– E´tape 1 : nous conside´rons l’ensemble des 19 nou-
velles classes et nous appliquons d’une manie`re
globale la me´thode SFFS–fOU2 comme dans Se-
lection # 1. Cette e´tape permet de re´duire les 85
attributs en 27 attributs (voir tableau 3).




da variables se´lection E´tape 1 E´tape 2
Ge´ome´triques 10 2 3 5
Photome´triques 37 11 10 30
Texture 18 7 9 15
Moments 13 4 4 7
Moments de Hu 4 0 1 3
De´placement 3 0 0 0
Total 85 24 27 60
Taux de re´duction 71.77% 68.23% 30%
– E´tape 2 : les objets sont classe´s dans l’une des 19
nouvelles classes en utilisant le sous-ensemble des
27 variables se´lectionne´es lors de l’E´tape 1. Les
objets classe´s dans une classe fusionne´e doivent
eˆtre se´pare´s en utilisant le sous-ensemble de va-
riables approprie´. L’objectif de cette e´tape est de
se´lectionner pour chaque classe fusionne´e ω′l =
{ωi, ωj}, le sous-ensemble qui discrimine au mieux
les deux classes ωi et ωj . Une nouvelle se´lection est
donc effectuer par la me´thode SFFS–fOU2 au ni-
veau de chaque classe fusionne´e. Ceci permet d’ob-
tenir diffe´rents sous-ensembles de variables. Au fi-
nal, 60 variables ont e´te´ retenues dans cette e´tape,
repre´sentant un taux de re´duction d’environ 30%
(voir tableau 3).
Les attributs se´lectionne´s par les deux me´thodes Se´lec-
tion # 1 et Selection # 2 (voir tableau 3) sont essentiel-
lement des moments de couleur (moments d’ordre 1 et 2,
moments de chromaticite´, moments ge´ne´ralise´s couleur) et
des attributs de texture (couleur et niveaux de gris).
Re´sultats de classification
Les taux de bon classement obtenus avec les p variables
d’origine et les variables se´lectionne´es par les deux me´-
thodes Se´lection # 1 et Se´lection # 2, sont pre´sente´s dans
le tableau 4. Les taux de bon classement sont estime´s par
une proce´dure Holdout [4] pour deux discriminateurs : BQ
et MDAG. La re`gle de classement MDAG inte`gre deux
options de rejet suivant la strate´gie « me´lange d’abord ge´-
ne´ralise´e » que nous avons propose´ dans [8] : le rejet de
distance et le rejet d’ambigu¨ıte´. Le premier type de rejet
permet de n’associer un point x a` aucune des classes ; il
concerne les x situe´s en ge´ne´ral loin de toute classe. Le
second consiste a` associer x a` plusieurs ou a` toutes les
classes ; il concerne en ge´ne´ral les x se projetant dans des
re´gions situe´es entre deux classes ou plus. L’introduction
du rejet permet de re´duire le risque de mauvais classement.
Les performances obtenues avec les attributs se´lection-
ne´s par la me´thode de se´lection globale sont meilleures que
celles obtenues avec les variables d’origine, quel que soit
le discriminateur. Des meilleures performances sont obte-
nues en utilisant la me´thode de se´lection hie´rarchique. Le
taux de bon classement est, dans ce cas, supe´rieur a` 90%
pour les deux discriminateurs.
Tab. 4 – Taux de bon classement obtenus avec les va-
riables d’origine et les variables se´lectionne´es.
Me´thode BQ (%) MDAG (%)
Avant se´lection (p = 85) 63.73 73.79
Se´lection # 1 (q = 24) 76.51 77.96
Se´lection # 2 (q = 60) 90.87 92.52
5 Conclusion
Nous avons pre´sente´, dans cet article, un nouveau crite`re
permettant d’e´valuer la pertinence d’un (sous-)ensemble
de variables. Le crite`re propose´ peut eˆtre associe´ a` n’im-
porte quel discriminateur. Ses performances ont e´te´ com-
pare´es avec d’autres crite`res issus de la litte´rature. Les
tests mene´s sur des jeux de donne´es re´els ont montre´ que
le crite`re propose´ est capable de se´lectionner les variables
pertinentes et d’augmenter dans la plupart des cas les taux
de bon classement. Nous avons valide´ la me´thode de se´lec-
tion de variables propose´e sur un proble`me re´el de recon-
naissance des formes. L’application concerne un syste`me
de reconnaissance automatique de poissons e´voluant dans
un aquarium. La se´lection de variables a permit une ame´-
lioration de plus de 14% du taux de reconnaissance.
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