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The Cayley group membership problem (CGM) is to input a groupoid
(binary algebra) G given as a multiplication table, a subset X of G, and an
element t of G and to determine whether t can be expressed as a product of
elements of X. For general groupoids CGM is P-complete, and for associa-
tive algebras (semigroups) it is NL-complete. Here we investigate CGM for
particular classes of groups. The problem for general groups is in SL (sym-
metric log space), but any kind of hardness result seems difficult because
proving it would require constructing the entire multiplication table of a
group. We introduce the complexity class FOLL, or FO(log log n), of
problems solvable by uniform poly-size circuit families of unbounded fan-in
and depth O(log log n). No problem in FOLL can be hard for L or for any
other class containing parity, but FOLL is not known to be contained even in
SL. We show that CGM for cyclic groups is in FOLL 5 L and that CGM for
abelian groups is in FOLL. We then examine the case of some solvable
groups, showing in particular that CGM for nilpotent groups is also provably
not hard for any class containing parity. We also consider the problem of
testing for various properties of a group input as a table: we prove that
cyclicity and nilpotency can each be tested in FOLL 5 L. Finally, we examine
the implications of our results for the complexity of iterated multiplication,
powering, and division of integers in the context of the recent results of Chiu,
Davida, and Litow and of Hesse. © 2001 Academic Press
1. INTRODUCTION
1.1. The Problem
One of the most natural computational problems on groups is that of
membership: input some formal representation of a group and an element (of some
supergroup) and determine whether the group contains that element. Naturally, the
complexity of this problem varies dramatically with the format chosen to input the
group.
If the group is given by generators and relations, the problem has long been
known to be undecidable (see [30, p. 298]), the case of matrix groups led to the
introduction of Arthur–Merlin games [3, 4]. When the group is given as a set of
generating permutations (and the target is given as a permutation) we get the
permutation group membership problem, the source of deep and beautiful work
culminating in an NC algorithm for the problem that relies on the classification of
finite simple groups [10, 18, 31].
Here we consider a simple and very low-complexity variant of the problem, the
Cayley group membership problem, or CGM:
Given: A group G prescribed by multiplication table, X ı G, and t ¥ G.
Question: Does t belong to the subgroup OXP generated by X?
CGM is a special case of the more general problem where the multiplication table
need not be that of a group. With an arbitrary table (for a groupoid, which need not
even be associative) the membership problem was shown to be complete for poly-
nomial time by Jones and Laaser [25]. If the table obeys the associative law
(a semigroup), Jones et al. showed the membership problem to be NL-complete
[26]. (This completeness result holds even if the semigroups are group-free, making
groups the natural domain to explore further.) Barrington and McKenzie first
investigated the group version of the problem in 1991 [8], noting that CGM
reduces to the undirected graph accessibility problem (UGAP) and is thus in the
class SL (the NC1-closure of UGAP). They suggested that CGM might be complete
for SL or at least hard for L or deterministic logspace. Since then, there has been
no progress on resolving the precise complexity of CGM. It is suggestive that
some very simple problems involving permutation representations of groups are
L-complete, such as that of determining whether a given permutation on n elements
is an n-cycle [17]. (This shows that under the right circumstances even cyclic
groups can be L-hard to analyze.) But so far all attempts to exploit these problems
to get a hardness proof have failed.
COMPLEXITY OF GROUPS AS MULTIPLICATION TABLES 187
In this paper we present and exploit a simple new recursive strategy for parallel
computation of powers in a group given by a multiplication table. We show that for
certain groups (abelian, nilpotent, and some solvable groups) the CGM problem
can be solved very quickly in parallel—more quickly than any parallel algorithm
can solve even the parity problem. Using known lower bounds for the parity
problem [33] we then prove, using no unproven assumptions, that CGM for these
classes of groups is not hard for any standard class containing parity, such as SL, L,
NC1, or even ACC0. We conjecture that the problem for solvable groups, and for
that matter probably general groups, also fails to be hard for these classes.
We also consider the complexity of testing a group multiplication table to see
whether the group is cyclic or nilpotent. Both these problems can be solved in
O(log log n) parallel time, meaning that neither of them can be hard for any class
containing parity.
Finally, if p is a prime number the group of integers modulo p is one where the
binary multiplication operation is easy to calculate but calculation of powers is an
interesting problem (as is its inverse, the discrete logarithm problem). We examine
the implications of our new strategy for the calculation of powers and discrete logs
in parallel, and the related problems of iterated multiplication and division for
arbitrary integers.
1.2. The Model of Computation
We will be measuring the complexity of problems primarily as the parallel time
required to solve them with a polynomial number of processors. This is equivalent
[6, 9, 23, 24] to (a) the depth of a boolean circuit of polynomial size and
unbounded fan-in solving the problem or (b) the quantifier depth of a formula in
first-order logic expressing the problem.
Consider the multiplication table of a group (or semigroup) to be input as an n
by n array of numbers, each in the range from 1 to n. The number in the (i, j) posi-
tion of this array represents the element obtained by multiplying i times j, where
elements of the group are labeled 1 through n. A particular table represents a group
if and only if it satisfies three familiar properties: it must be associative, have an
identity, and have an inverse for each element. Each of these properties may be
expressed by a first-order formula where variables range over elements in the group
and there are atomic formulas to represent equality of elements and the group
operation:
-x : -y : -z : ((x ·y) · z)=(x · (y · z))
,x : -y : (x ·y)=(·x)=y
-x : ,y : -z : ((x ·y) · z)=z.
As shown in [9], a property can be expressed by a fixed first-order formula of
this kind if and only if it can be tested by a logtime-uniform circuit family of
constant depth, unbounded fan-in, and polynomial size, i.e., if and only if it is in
the circuit complexity class (logtime-uniform) AC0. Thus the three group axioms, as
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well as other properties such as commutativity, are testable for a multiplication
table in AC0.
Immerman [6, 23, 24] has developed a formalism whereby families of first-order
formulas may be defined to express properties outside of AC0. Given the necessary
conventions for reusing variables, we can define a formula with a quantifier block in
front which is syntactically iterated d(n) times on input of size n and then followed
by some fixed formula. Intuitively, iterating a quantifier block can be made to
produce the effect of using the fixed part of the formula recursively. (See Section 4.3
of [24] for a rigorous definition and Example 4.22 for a specific case.) We write
FO(d(n)) for the class of properties expressible using a constant number of
variables each ranging from 1 to n, in a formula allowing d(n) iterations of a
quantifier block. Note that throughout this paper, the FO formalism refers to the
usual first-order logical apparatus together with the numerical predicates ‘‘x < y,’’
‘‘x+y=z,’’ and ‘‘x×y=z’’ applied to the variables (hence the latter numerical
predicates can be thought of as predicates on (log n)-bit numbers).
Immerman [23, 24] shows that properties in FO(d(n)) are exactly those that are
testable by a (logtime uniform) circuit family of polynomial size, unbounded fan-in,
and depth O(d(n)). Such circuit families are equivalent in power to CRCW
PRAMS with a polynomial number of processors and time O(d(n)). For example,
quantifier depth O(log n) corresponds to the circuit complexity class AC1, which
contains such other classes as L, SL, NL, and LOGCFL. In this paper we will be
particularly interested in the class FOLL, which we define as the class FO(log log n)
of languages expressible with quantifier depth O(log log n)—this class contains AC0
and is contained within AC1, but is not known to be comparable to L, SL, or NL.
A convenient way to prove the existence of a formula with an iterated quantifier
block is to give a recursive definition of a property and show that it closes within a
certain number of steps (see [23, 24] for more detail on this). For example, con-
sider the property ‘‘a=b i ’’ in a group given as a multiplication table, where i is at
most n, the order of the group. The familiar recursive definition of this predicate
using repeated squaring says that ‘‘a=b i ’’ is true if
(i=0)N (a=e),
(i=1)N (a=b),
,c: (a=bc)N (c=b i−1).
or
,c: (a=cc)N (c=b i/2).
Since this definition is guaranteed to close in O(log n) iterations, it allows us to
construct a circuit of depth O(log n) computing this predicate for all values of a, b,
and i, where a node on level t is set to true if and only if one of the above condi-
tions holds for the predicates on level t−1. (In effect, we can think of the circuit as
filling in entries of a dynamic programming table for all the values of a, b, and i.)
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2. PRELIMINARIES
2.1. Notation
All groups in this paper will be considered to be input as their Cayley representa-
tion, consisting of an n by n table of numbers, each number in the range from 1
through n. (Thus the total size of the input is n2 log n bits, so all our resource
bounds defined in terms of n apply equally well to the true input size.) In logical
terms, our formulas will have an atomic formula ‘‘ab=c’’ whose boolean value
indicates whether the product of a and b in the group is c. (For convenience, we will
represent the group operation by concatenation as is usual in group theory.)
2.2. FOLL
For the purposes of this paper, we rely on the intuitive presentation of descriptive
complexity given in Section 1.2 above. The formal details can be found in [6, 23, 24].
In this paper we show a number of problems to be in the complexity class
FO(log log n), which we take the liberty of naming FOLL. Of course, to add to the
proliferation of named complexity classes requires some justification. We believe
that interest in FOLL is warranted for the following reasons:
• the present work describes some nontrivial upper bounds showing natural
problems to be in it,
• membership of a problem in FOLL precludes its being hard for the more
conventional small classes such as TC0 (this is justified below),
• the relationship of FOLL to the standard hierarchy of parallel complexity
classes (e.g., [6, 16]) is unclear, so that the inclusion chain
FO(constant)=AC0 … FOLL ı FO(log n)=AC1,
which follows from [32], deserves closer scrutiny.
Indeed, AC1 seems to be the smallest conventional complexity class known to
contain FOLL. In particular, none of the classes in the inclusion chain
ACC0 ı TC0 ıNC1 ı L ıNL ı (LOGCFL 2DET) (1)
are known to contain FOLL. Of course FOLL ıDSPACE(log n log log n) by the
standard simulation of circuit depth by Turing machine space [13].
On the other hand, by the Smolensky bound [33], the PARITY function is not
computable by unbounded fan-in circuits of depth d and size o(2(1/2) n
1/2d
). It follows
that polynomial-size circuits require depth W(log n/(log log n)) to compute
PARITY and thus that the class FO(t(n)) does not contain PARITY unless
t(n)=W(log n/(log log n)). A similar argument applies to the MODq function for
any q, so that FOLL contains no class AC0(q) nor any other well-known class
above AC0:
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Proposition 2.1. FOLL contains no class from the inclusion chain (1). The same
is true of FO(t(n)) for t(n)=o(log n/(log log n)).
3. RESULTS
3.1. A Double-Barrelled Recursive Strategy
Our central observation is that the inductive definition of the power predicate
‘‘a=b i ’’ in terms of repeated squaring can be improved so that it closes in only
O(log log n) steps. Recall that the addition and multiplication predicates on
variables are included in the first-order formalism. Hence the predicate ‘‘ab=c,’’ in
a group prescribed by its linearly encoded multiplication table, is expressible as a
fixed formula. We thus begin by giving the recursive definition of the power predi-
cate ‘‘a=b i ’’ in terms of first-order formulas involving (1) values of the power
predicate with exponents smaller than i, (2) the atomic predicate ‘‘ab=c’’ for
multiplication in the group, and (3) the operations of addition and multiplication
on numbers in the range from 0 to n:
• a=b0 iff a=e
• a=b1 iff a=b
• a=b i if ,j, k, c, d such that i=j+k, c=b j, d=bk, and a=cd
• a=b i if ,j, k, c such that i=jk, c=b j, and a=ck.
We must now argue that this first-order inductive definition closes in O(log log n)
steps if we require i [ n. This is because (a) if i is not a power of two, we can choose
j and k such that i=j+k and j and k each have at most half as many ones in their
binary expansions as does i (rounding up), and (b) if i is a power of two, we can
write i=jk where j and k are each powers of two and have logs at most half that of
i (rounding up). Since the logs of both log i and the number of ones in i’s binary
expansion are bounded by log log n, we reach the base case in at most two log log n
phases.
Using [6, 23, 24] we conclude:
Proposition 3.1. For all a and b in the group and all i [ n, the predicate
‘‘a=b i ’’ can be calculated in FOLL.
Note that this predicate is also easily computable in L, deterministic logspace, by
successively computing b, b2, b3, ... up to b i and comparing the result to a.
3.2. Testing Group Properties
Cayley groups are a special case of permutation groups because the regular
representation of a group G, i.e., as a permutation group on itself, is explicitly given
by the Cayley table of G. Although permutation groups have been studied exten-
sively, none of the upper bounds known for permutation group problems are strong
enough for our purposes. In fact, even the divide-and-conquer group decomposition
strategy which was ultimately used in solving the permutation group membership
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and many related problems [10] in NC is not applicable in our setting because to
carry out even a mere log n iterative steps is out of reach.
As in most other work on the complexity of group problems, it is sensible to
investigate groups by starting with the easiest groups and working our way up to
the more complicated. Standard results [30] about the structure of groups provide
the basis for this approach. The most basic kind of group is cyclic, generated by a
single element. The abelian groups are direct products of cyclic groups, and the nil-
potent and solvable groups are successively more complicated compositions of
abelian groups. In most settings solvable groups are substantially easier to work
with than general, nonsolvable groups. (For example, the iterated multiplication
problem in a fixed solvable group is in ACC0, while iterated multiplication in a
fixed nonsolvable group is complete [5] for NC1.)
Even cyclic groups can pose nontrivial computational problems. For example, it
is L-complete to determine whether a permutation of n elements is a single cycle,
even if it is known to be the product of at most two disjoint cycles [17]. Testing
whether a Cayley group is cyclic is clearly doable in L, and the logspace algorithm
looks like an inherently sequential process. With our new parallel algorithm,
however, we can show that this problem is not hard for logspace:
Theorem 3.1. Testing a Cayley group for cyclicity is in FOLL 5 L.
Proof. By Proposition 3.1, in FOLL 5 L we can compute the predicate a=b i
for any elements a and b and any number i [ n. A group is cyclic, by definition,
iff ,g -a ,i(a=g i). This is a first-order formula using an atomic predicate in
FOLL 5 L. Since FOLL and L are each closed under FO(or AC0) reductions, we
are done. L
Corollary 3.1. Testing a Cayley group, or even an arbitrary multiplication
table, for being that of a cyclic group is hard for none of the classes occur in the
inclusion chain (1).
Abelianness of a group is a first-order property as the commutativity axiom is
first-order. The next property to consider is that of being a nilpotent group. Here
again, the power predicate is enough for us:
Theorem 3.2. A group given by Cayley table can be tested for nilpotency in
FOLL 5 L.
Proof. For any prime number p, we define a p-element to be an element whose
order is a power of p. To determine the p-elements in a group, we need to compute
the orders of elements and do some simple number theory on numbers smaller than
n. The former is first-order definable from the power predicate
o(a)=mY (am=e)N-j(0 < j < mP a j ] e)
and is thus in FOLL 5 L. The latter is in FO: since (log n)-bit numbers can be
added and multiplied in FO, the predicates ‘‘p is a prime smaller than n’’ and
‘‘m [ n and no prime other than p divides m’’ can be expressed in FO. Our
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FOLL 5 L nilpotency test then follows from Lemma 3.1 below: testing for each
prime p that the product of any two p-elements yields a p-element can be done in
FOLL 5 L. L
Lemma 3.1. A finite group G is nilpotent iff, for each prime p dividing |G|, the set
of p-elements in G is a group.
Proof. Let G be nilpotent. Then G is a direct product < of p-groups (for
various primes p, see [30, Theorem 5.39]). Hence, for each prime p dividing |G|, the
p-elements of G are precisely the elements whose direct product components outside
the p-groups are trivial. Hence the set of p-elements is a group, isomorphic to the
direct product of the p-groups occurring in<.
Conversely [30, Exercise 4.12], a finite group G having a unique maximal
p-subgroup for each prime divisor p of |G| is the direct product of these maximal
p-subgroups. Hence, if the set of p-elements of G forms a group, then the latter
must be the unique maximal p-subgroup of G. If this holds for each prime p, then G
is a direct product of p-groups and hence nilpotent by [30, Theorem 5.39]. L
The power predicate does not seem to be of much help in testing solvability of a
Cayley group. The best solvability test known to the authors is in LOGCFL, using
a stack to look for a nontrivial iterated commutator whose existence shows the
group to be nonsolvable.
3.3. The CGM Problem
Recall that the Cayley group membership problem (CGM) is to input a Cayley
group G, a set of elements X, and a target element t and to determine whether t is
in the subgroup of G generated by X. We now consider the subcases of CGM for
each of our classes of groups. Note that even the simplest case of CGM(cyclic) was
conjectured to be logspace-hard in [8].
Theorem 3.3. CGM(cyclic groups) as in FOLL 5 L and (since it is in FOLL) is
hard for none of the classes occurring in the inclusion chain (1).
Proof. Using the FOLL 5 L power predicate, we can find a generator g for the
group G and compute, for each h ¥X, the unique integer i < |G| such that g i=h.
The greatest common divisor l of |G| and these discrete logarithms can be expressed
in FO, and t ¥ OXP iff l divides the discrete logarithm of t. L
We now turn to the case of abelian groups, but we first formulate a useful
structural property:
Definition 3.1. A family of groups has the f(n) power basis property if any set
X of generators for a group G of order n from the family has the property that
every element of G is a product of at most f(n) powers of elements of X.
Example 3.1. The family of all groups trivially has the n power basis property
because any element in a group G of order n generated by a set X={g1, ..., gk} is
of course expressible as<mj=1 gejij for some m [ n.
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Lemma 3.2. Abelian groups have the log n power basis property.
Proof. An arbitrary set X of generators for a general group G, abelian or other-
wise, contains a generating subset {g1, ..., gm} ıX for some m [max(1, log2 |G|).
Using commutativity, any element of an abelian G is expressible as <mj=1 gejj for
some nonnegative integers e1, ..., em. L
Theorem 3.4. CGM(abelian) is in FOLL.
Proof. Consider the following sets of elements defined inductively:
Y0={x i: x ¥X, i [ n}
Yx+1={yz: y, z ¥ Yi}.
The set Yi contains all products of at most 2 i powers of elements of X. Since G and
the subgroup of G generated by X have the log n power basis property, Ylog log n
contains all products of at most log n powers of elements of the power basis and
hence contains the entire subgroup generated by X.
Membership in the set Y0 is first-order definable from the power predicate and X
and is thus in FOLL. Since Yi+1 is first-order definable from Yi, Ylog log n is definable
from Y0 and thus from X in FOLL. We need merely check whether the target
element t is in Ylog log n. L
Note that this second FOLL algorithm, unlike the first one for the power predi-
cate, cannot (as far as we know) be simulated in L. We thus do not know whether
CGM(abelian) is in L.
We next turn to the CGM problem for nilpotent groups. Nilpotent groups are
parametrized by nilpotency class. Given a group G, define a series of groups Gi
where G0=G and Gi+1 is the group generated by all elements xyx−1y−1, where
x ¥ G and y ¥ Gi. A group is nilpotent iff Gi is the trivial group for some i, and the
nilpotency class of a nilpotent group is the least i for which this is true.
Lemma 3.3. Let G be a group of nilpotency class d and let X be an arbitrary set
of generators for G. Then any element y of G can be written as a product y1 · · · ym,
with m=O(logd n), where each element yi is a power of a product of at most 2O(d)
elements of X.
Proof. As in Lemma 3.2, we take our arbitrary set of generators and restrict our
attention to a subset X0, with size at most log n, that also generates G. For each
integer k \ 0, define a set Xk+1 to be all elements of the form ghg−1h−1, where
g ¥X0 and h ¥Xk. Because G is nilpotent of class d, the set Xd consists only of the
identity element. Note that the size of Xk is at most logk+1 n, so the total size of
the union Z of all the Xk’s is O(logd n). Also note that each element of Xk is the
product of no more than 4k (actually 3 · 2k−2) elements of X0. We will show that an
arbitrary element can be written as a product of powers of elements of Z.
Consider an axbitrary element y of G and write it as a product x1 · · · xa where
each xi ¥X0. Our goal is to reorder this product so that like factors occur contiguously
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and it is a product of powers. If g and h are elements of X0, we can move g from
the left of h to the right of h using the rule gh=(ghg−1h−1) hg. Each time we move
an X0 element past an Xk element in this way, we create a new element of Xk+1. In
this way we can move all the X0 elements to the right and put them in our desired
order, leaving behind elements of X1 through Xd−1. We can then move the X1
elements to the right (using the fact that they are products of X0 elements and
processing to completion each element of X1 in turn), then the X2 elements, and so
forth until everything is sorted. Collecting like factors into powers, we have a
product of O(logd) powers of elements of Z. L
Corollary 3.2. CGM for nilpotent groups of class d is in FO(d log log n). In
particular, CGM for nilpotent groups of class O(1) is in FOLL.
Proof. Following3 Lemma 3.3, we take our original generating set and succes-
3 In [7], we suggested proving the present corollary using the O((log n)d) power basis property of
nilpotent groups of class d. Here we withdraw this suggestion, having noticed that nilpotent groups of
class d in fact do not have the O((log n)d) power basis property.
sively close it under:
• products of length 2O(d),
• powers, and
• products of length O(logd n).
In the proof of Theorem 3.4, we showed that we can close under products of
length 2k in FO(k). The total depth needed for our three operations is thus
O(d)+O(log log n)+O(d log log n)=O(d log log n). L
We have seen how the operations of closing under polylog length products and
closing under powers suffice to solve the CGM problem for certain nilpotent
groups. This result, however, is subsumed by the following treatment of solvable
groups (as a group’s solvability class is no greater than its nilpotency class).
Solvability of a finite group can be defined in terms of the derived series, where
group G (0) is G and group G (i+1) is defined to be the commutator subgroup of G (i),
the group generated by all elements of G (i) of the form x−1y−1xy. A group is
solvable iff G (d) is the trivial group for some d and is defined to be solvable of class
d if d is the smallest number making this true. We show that our two closure
operations suffice to decide CGM for some solvable groups:
Theorem 3.5. CGM(groups of solvability class O(1)) is in FOLL. CGM for
groups of solvability class d(n) is in FO(d(n) log log n).
Proof. Our algorithm consists of d rounds, each of which performs the
following FOLL operation. As in the proof of Theorem 3.4, we take the current
generating set and close it first under powers and then under products of length
O(log n). We must show that d such rounds, starting from any generating set for
any solvable group of class d, suffice to produce the entire group.
We prove this by induction on d, with the base case of d=1 being Theorem 3.4.
Let G (of order n) be an arbitrary solvable group of class d and let H be G’s
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commutator subgroup, so that H is solvable of class d−1. Let X be an arbitrary set
generating G. Since the elements xH for each x in X generate the quotient group
G/H and G/H is abelian, any element of G is a product of at most log n powers of
elements of X, followed by an element of H. That is, after the first round of closure
under powers and O(log n) length products, our set will contain a representative of
each coset of G/H.
We claim that H has a generating set Y each of whose elements is a product of
O(log n) powers of elements of X. Given this claim, we apply the inductive
hypothesis to H and Y. After d−1 more rounds, each consisting of closure first
under powers and then under O(log n) length products, our set will contain every
element of H. Since every element of G is a product of one of our coset representa-
tives and an element of H, we are done.
To prove the claim, let h be an arbitrary element of H and express h as a product
x1 · · · xa, where each xi is an element of X. (Since X generates G, it also generates
H.) Define y0 to be e and then inductively define elements yi such that x1 · · · xi yi is
in H and yi is a product of O(log n) powers of elements of X. This is possible
because yi need only be in the same coset of G/H as (x1 · · · xi)−1, and G/H is
abelian and has the O(log n) power basis property. Note in particular that ya can be
taken to be e, as x1 · · · xa=h is already in H.
Now note that x1 · · · xa can be rewritten as
(x1 y1)(y
−1
1 x2 y2)(y
−1
2 x3 y3)...(y
−1
a xa)
and that each of the parenthesized terms is in H. So H is generated by the set of
terms of the form y−1xz where x is in X and y and z are each products of O(log n)
powers of elements of X. We have proved the claim and thus the theorem. L
A general solvable group of order n may have solvability class W(log n), so this
result does not improve on the FO(log n) existing algorithm for CGM for any
group. But nilpotent group cannot have such a large solvability class, according to
the following result (wellknown; for one proof see Thérien [34]):
Theorem 3.6 (34). The solvability class of an n-element nilpotent group is
O(log log n).
Corollary 3.3. CGM(nilpotent) is in FO((log log n)2) and hence is not hard
for any class in the inclusion chain (1).
We conjecture that these results are not the best possible and that in fact
CGM(solvable) may be in FOLL. The question also remains whether the CGM
problem for general groups is easier than the best known upper bound of SL.
Might this problem be in L or solvable in o(log n) parallel time? Any hardness
results for these problems would appear to require the reduction to construct a
multiplication table for a group—this has so far been an insurmountable problem
even for a reduction from PARITY.
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3.4. Arithmetic of Small Numbers
One of the outstanding open problems in complexity theory has long been the
exact complexity of three important problems: division of one n-bit integer by
another, iterated multiplication of n n-bit integers, and powering of an n-bit integer
by a log n-bit exponent. How do these problems compare, for example, with mul-
tiplication or iterated addition of integers? Can they be carried out in deterministic
log space?
Beame et al. [11] showed that these three problems can be solved by threshold
circuits of constant depth and polynomial size. In logical terms, this means that
each problem may be defined by a first-order formula (with no iterated quantifier
block) using majority quantifiers (see [6, 9]). The main open problem left by [11]
was the uniformity of the threshold circuits. In logical terms, this refers to the
numerical predicates that are needed to express the formula in addition to addition and
multiplication of input position numbers.
In the construction of [11], the necessary numerical predicate is computable in P,
meaning that the family of threshold circuits can be constructed in P, i.e., that the
circuits are P-uniform. They left open the question of whether more uniform circuit
families could be constructed, such as L-uniform (which would suffice to put the
three problems in L itself) or ‘‘fully uniform’’ (where the circuit family can be given
by a formula without any additional numerical predicates).
A recent breakthrough by Chiu et al. [15] solved one 15-year old open problem
by constructing an L-uniform circuit family and thus placing these three problems
within L. Further analysis by Allender and Barrington [1, 2] has shown that this
construction yields a first-order formula with majority quantifiers and only one
additional numerical predicate: the power predicate ‘‘a — b i (mod m)’’ where a, b, i,
and m are each numbers of O(log n) bits. Our work in this paper gives us some
insight into the complexity of this predicate.
Note that the power predicate allows us to find a generator of the multiplicative
group and then compute discrete logarithms modulo a prime of O(log n) bits.
Along with iterated addition, this gives us the capacity to carry out iterated
multiplication modulo such a prime, by adding the discrete logs and then raising
the generator to the result. By working in parallel over many distinct prime
numbers, we can thus carry out iterated multiplication of integers, but we get the
result in the form of residues modulo many different primes, or Chinese remainder
representation. However, it is not clear how to convert a number from Chinese
remainder representation to binary representation without appealing to these same
problems of iterated multiplication and division.
Since the predicate ‘‘ab — c (mod m)’’ is in FO=AC0 when a, b, c, m are O(log n)-
bit numbers, the Cayley table for the multiplicative group of Zm is available in FO.
Hence, using our double-barreled strategy, we can compute a complete table of
powers modulo m in FOLL. Therefore, the power predicate is provably not
complete for any class containing parity and in particular is not complete for L.
This suggests that the full power of L- uniform TC0 is not needed to carry out the
construction of [15].
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Subsequent to this work, Hesse [21] has shown that in fact the power predicate
itself is in FO. Thus division, iterated multiplication, and powering are in fully
uniform TC0. It is natural to wonder whether the new construction allows more
efficient algorithms for the powering problem in general groups given by a
multiplication table. For example, might powering even in a cyclic group be in FO
or perhaps FO[o(log log n)]?
One potentially useful fact noted by Hesse is that if a=b i and ij is congruent to 1
modulo n (the order of the group), then b=a j. This allows the computation of
powers for a variety of exponents in o(log log n) rounds of recursion. But in order
to get all exponents, Hesse crucially uses a property of the multiplicative group of
Zm that a general cyclic group might not share—that a sequence of O(log n)
elements can be multiplied together in a single FO operation. (This is done by a
scaled version of the algorithms in [15] for iterated multiplication and division on
n-bit integers.) In a cyclic group with the elements labeled arbitrarily, iterated
multiplication would appear to require recursive use of binary multiplication.
4. CONCLUSIONS AND OPEN PROBLEMS
We have introduced a new complexity class FOLL and shown that it includes
several problems involving groups presented as multiplication tables. This suggests
two directions for further work: analysis of POLL itself and improvement of the
algorithms for our specific group problems.
The class FOLL is located somewhere between AC0 and AC1, yet seems incom-
parable with the more conventional complexity classes in that complexity spectrum.
Clearly one question to explore is whether FOLL might be contained in any smaller
complexity class such as SAC1. Also, note that our FOLL algorithms actually use
only semi-unbounded circuits (all the AND gates have bounded fan-in). In fact, all
of our uses of FOLL can be reduced to questions about the existence of polylog
length paths in poly- size graphs. For example, there is an appropriate generaliza-
tion of the Cayley graph which permits reducing the CGM problem for nilpotent
groups to the existence of such paths.
Moreover, there is a hierarchy of subclasses of FOLL corresponding to the
natural subclasses of AC1. For example, corresponding to NL we have the FO
closure of the problem of finding paths of polylog length in a directed graph.
Restricting the path problem to undirected or outdegree-one graphs gives analogs
of SL and L respectively. Each of these classes is provably larger than FO itself,
because finding paths of any nonconstant length even in an outdegree-one graph
has been proven to be impossible in even nonuniform AC0 by Beame et al. [12].
It may seem surprising that the Cayley group problems do not fit better into the
hierarchy of conventional complexity classes, but this is not unprecedented. The
Cayley group isomorphism problem [27] is one of the only problems known to be
solvable in polylogarithmic space but apparently not in polynomial time.
The obvious question about the CGM problems themselves is whether our FOLL
upper bounds extend to more complicated groups, such as all solvable groups or
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even general groups. What are the limits of our strategy of closing sets under
powers and under short products? These questions may be of independent interest
in group theory. We also have the question of whether solvability of a group can be
checked in FOLL or by some other fast parallel algorithm.
Finally, can we prove any lower bounds on the complexity of these problems?
For example, can we use or adapt the lower bound for short-path problems to show
any group problems to be outside of FO?
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