Abstract
Introduction
nent Analysis) as defined by Hurrell et al. (2003) (http://climatedataguide.ucar.edu/es/ guidance/hurrell-north-atlantic-oscillation-nao-index-pc-based) and the Cli- 
where rmse is the root-mean squared error of the time series predicted by the statistical forecasting method the number of temporally independent data pairs is lower than the sample size (Trenberth 1984; Kristjansson 163 et al. 2002) . Therefore, the p − value is calculated upon the effective sample size (n * ):
where n is the sample size and l 1 (l 2 ) is the lag-1 autocorrelation coefficient of time series 1 (2) (Brether-165 ton et al. 1999; Beranova and Huth 2007) . Note that the time series are assumed to follow a first-order 166 autoregressive process and that the effective number of degrees of freedom for the two-sided t-test is n * − 2.
167 8 Second, positive serial correlation questions the applicability of the one-year-out cross-validation ap-proach which assumes zero serial correlation for the predictor/predictand time series (Michaelsen 1987) .
169
To assess the degree to which our forecast skill estimates are affected by serial correlation, Fig. 2 
214
With a standard deviation of 12 and 14 days from a mean of 20 and 50 days respectively, the yearly DJF-counts of both groups are characterized by a large inter-annual variability, especially in case of the cyclonic 216 and westerly flow group.
217
The second row of Fig 
228
To link synoptic and local scale predictability, Figure 5 shows the mean values, conditioned to the two conditions than it is the case for the anticyclonic and easterly flow types.
235
Since it has been shown that Eurasian snow cover increase is a significant predictor of the DJF-circulation 236 dynamics over the Iberian Peninsula, which in turn control the concurrent mean conditions of various cli-237 mate variables on the local scale, the latter will be directly hindcasted from the October RSAI in the next 238 step of the study. Fig. 6 shows the hindcast correlations obtained from one-year-out cross-validation (see
239
Section 2), which are only shown in case they are significant at a test-level of 5% (the critical value is 240 11 not constant since it depends on the effective sample size n * defined in Eq. 2). Note that spurious hind- for cloud cover, wind speed and precipitation amount are above-normal.
274
On the basis of these results, it has been additionally shown that the above mentioned variables can 275 be skillfully hindcasted using simple linear regression in a one-year-out cross-validation framework. increase in order to challenge the causal relationship suggested in the present study.
297
Our results are expected to be of value for the purpose of statistical seasonal prediction and its applica- be attributed to poor snow-atmosphere / troposphere-stratosphere coupling and improvements in these fields
where y i is the daily snow cover extension for the day x i , β is the regression coefficient, σ is the error 337 scale parameter and e i is the error assumed to be independent and identically distributed. Then, iteratively 
