Introduction
Color provides useful and important information for object detection, tracking and recognition, image (or video) segmentation, indexing and retrieval, etc. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . Color constancy algorithms [13, 14] and color histogram techniques [5, [10] [11] [12] , for example, provide efficient tools for indexing in a large image database or for object recognition under varying lighting conditions. Different color spaces (or color models) possess different characteristics and have been applied for different visual tasks. For instance, the HSV color space and the YC b C r color space were demonstrated effective for face detection [2, 3] , and the modified L*u*v* color space was chosen for image segmentation [7] . Recently, a selection and fusion scheme of multiple color models was investigated and applied for feature detection in images [15] . Although color has been demonstrated helpful for face detection and tracking, some past research suggests that color appears to confer no significant face recognition advantage beyond the luminance information [16] . Recent research efforts, however, reveal that color may provide useful information for face recognition. The experimental results in [17] show that the principle component analysis (PCA) method [35] using color information can improve the recognition rate compared to the same method using only luminance information. The results in [18] further reveal that color cues do play a role in face recognition and their contribution becomes evident when shape cues are degraded. Other research findings also demonstrate the effectiveness of color for face recognition [19] [20] [21] [22] 38] . If color does help face recognition, then a question arises: how should we represent color images for the recognition purpose? One common practice is to convert color images in the RGB color space into a grayscale image by averaging the three color component images before applying a face recognition algorithm for recognition. However, there are neither theoretical nor experimental justifications for supporting that such a grayscale image is a good representation of the color image for the recognition purpose. Other research effort is to choose an existing color space or a color component configuration for achieving good recognition performance with respect to a specific recognition method. For instance, Rajapakse et al. [19] used the RGB color space and nonnegative matrix factorization (NMF) method for face recognition. Torres et al. [17] suggested using the YUV color space or the configuration of S and V components from the HSV color space together with PCA for feature extraction. Shih and Liu [21] showed that the color configuration YQC r , where Y and Q color components are from the YIQ color space and C r is from the YC b C r color space, was effective for face recognition using the enhanced Fisher linear discriminant (FLD) model [23] . In summary, current research efforts apply a separate strategy by first choosing a color image representation scheme and then evaluating its effectiveness using a recognition method. This separate strategy cannot theoretically guarantee that the chosen color image representation scheme is best for the subsequent recognition method and therefore cannot guarantee that the resulting face recognition system is optimal in performance. The motivation of this chapter is to seek a meaningful representation and an effective recognition method of color images in a unified framework. We integrate color image representation and recognition into one discriminant analysis model: color image discriminant (CID) model. In contrast to the classical FLD method [24] , which involves only one set of variables (one or multiple discriminant projection basis vectors), the proposed CID model involves two sets of variables: a set of color component combination coefficients for color image representation and one or multiple discriminant projection basis vectors for image discrimination. The two sets of variables can be determined optimally and simultaneously by the developed, iterative CID algorithm. The CID algorithm is further extended to generate three color components (like the three color components of the RGB color images) for further improving face recognition performance. We use the Face Recognition Grand Challenge (FRGC) database and the Biometric Experimentation Environment (BEE) system to assess the proposed CID models and algorithms. FRGC is the most comprehensive face recognition efforts organized so far by the US government, and it consists of a large amount of face data and a standard evaluation system, known as the Biometric Experimentation Environment (BEE) system [25, 26] . The BEE baseline algorithm reveals that the FRGC version 2 Experiment 4 is the most challenging experiment, because it assesses face verification performance of controlled face images versus uncontrolled face images. We therefore choose FRGC version 2 Experiment 4 to evaluate our algorithms, and the experimental results demonstrate the effectiveness of the proposed models and algorithms.
CID model and algorithm
In this section, we first present our motivation to build the color image discriminant model and then give the mathematical description of the model and finally design an iterative algorithm for achieving its optimal solution.
Motivation
We develop our general discriminant model based on the RGB color space since it is a fundamental and commonly-used color space. Let A be a color image with a resolution of The grayscale image E is then used to represent A for recognition. However, theoretical explanation is lacking in supporting that such a grayscale image is a good representation of image A for image recognition. The motivation of this chapter is to seek a more effective representation of the color image A for image recognition. Our goal is to find a set of optimal coefficients to combine the R, G, and B color components within a discriminant analysis framework. Specifically, let D be the combined image given below:
where 1 2 3 , and x x x are the color component combination coefficients. Now, our task is to find a set of optimal coefficients so that D is the best representation of the color image A for image recognition. Given a set of training color images with class labels, we can generate a combined image D
Let us discuss the problem in the D-space, i.e., the pattern vector space formed by all the combined images defined by Eq. (2) . In order to achieve the best recognition performance, we borrow the idea of Fisher linear discriminant analysis (FLD) [24] to build a color image discriminant (CID) model. Note that the CID model is quite different from the classical FLD model since it involves an additional set of variables: the color component combination coefficients 1 2 3 , and x x x . In the following, we will show the details of a CID model and its associated CID algorithm for deriving the optimal solution of the model.
CID model
Let c be the number of pattern classes, A ij be the j-th color image in class i, where
, and i M denotes the number of training samples in class i.
The mean image of the training samples in class i is
The mean image of all training samples is
where M is the total number of training samples, i.e., 
Let D i be the mean vector of the combined images in class i and D the grand mean vector:
The between-class scatter matrix S (X) b and the within-class scatter matrix S (X) w in the Dspace are defined as follows:
where i P is the prior probability for Class i and commonly evaluated as The general Fisher criterion in the D-space can be defined as follows:
where ϕ is a discriminant projection basis vector and X a color component combination coefficient vector. Maximizing this criterion is equivalent to solving the following optimization model:
where tr( ) ⋅ is the trace operator. We will design an iterative algorithm to simultaneously determine the optimal discriminant projection basis vector * ϕ and the optimal combination coefficient vector X* in the following subsection.
CID algorithm
First of all, let us define the color-space between-class scatter matrix
and the colorspace within-class scatter matrix 
Similarly, we can derive that
The model in Eq. (11) is a constrained optimization problem, which can be solved using the Lagrange multiplier method. Let the Lagrange functional be as follows:
where λ is the Lagrange multiplier. From Proposition 1, we have
First, take the derivative of (14) with respect to ϕ :
Equate the derivative to zero, 
Equate the derivative to zero,
And finally, take the derivative of (14) with respect to λ and equate it to zero, and we have the following equation:
which is equivalent to
Therefore, finding the optimal solutions * ϕ and X* of the optimization problem in Eq. (11) is equivalent to solving the following two sets of equations: 
From Theorem 1, we know the solution of Equation Set I, i.e., the extremum point * ϕ of ) , ( X ϕ 
, we think the algorithm converges. Then, we choose 
Extended CID algorithm for multiple discriminating color components
Using the CID algorithm, we obtain an optimal color component combination coefficient vector X*= 11 21 31 [ , , ] T x x x , which determines one discriminating color component 
Let the first combination coefficient vector be we can obtain the three discriminating color components of the color image A using Eq. (26) . In order to further improve the performance of the three discriminating color components, we generally center 2 X and 3 X in advance so that each of them has zero mean.
Experiments
This section assesses the performance of the proposed models and algorithms using a large scale color image database: the Face Recognition Grand Challenge (FRGC) version 2 database [25, 26] . This database contains 12,776 training images, 16,028 controlled target images, and 8,014 uncontrolled query images for the FRGC Experiment 4. The controlled images have good image quality, while the uncontrolled images display poor image quality, such as large illumination variations, low resolution of the face region, and possible blurring. It is these uncontrolled factors that pose the grand challenge to face recognition performance. The Biometric Experimentation Environment (BEE) system [25] provides a computational experimental environment to support a challenge problem in face recognition, and it allows the description and distribution of experiments in a common format. The BEE system uses the PCA method that has been optimized for large scale problems as a baseline algorithm, and it applies the whitened cosine similarity measure. The BEE baseline algorithm shows that FRGC Experiment 4, which is designed for indoor controlled single still image versus uncontrolled single still image, is the most challenging FRGC experiment. We therefore choose the FRGC Experiment 4 to evaluate our method. In our experiments, the face region of each image is first cropped from the original highresolution still images and resized to a spatial resolution of 32 32 × . Figure 2 shows some example FRGC images used in our experiments.
Fig. 2. Example FRGC images that have been cropped to 32x32.
According to the FRGC protocol, the face recognition performance is reported using the Receiver Operating Characteristic (ROC) curves, which plot the Face Verification Rate (FVR) versus the False Accept Rate (FAR). The ROC curves are automatically generated by the BEE system when a similarity matrix is input to the system. In particular, the BEE system generates three ROC curves, ROC I, ROC II, and ROC III, corresponding to images collected within semesters, within a year, and between semesters, respectively. The similarity matrix stores the similarity score of every query image versus target image pair. As a result, the size of the similarity matrix is T Q × , where T is the number of target images (16,028 for FRGC version 2 Experiment 4) and Q is the number of query images (8,014 for FRGC version 2 Experiment 4).
Face recognition based on one color component image
Following the FRGC protocol, we use the standard training set of the FRGC version 2 Experiment 4 for training. The initial value of the CID algorithm is set as
, and the convergence threshold of the algorithm is set to be
After training, the CID algorithm generates one optimal color component combination coefficient vector 1 for color image representation and the set of discriminant basis vectors determines the projection matrix for feature extraction. In comparison, we also implement the FLD algorithm on grayscale images and choose 220 discriminant features. For each method mentioned, the cosine measure [33] is used to generate the similarity matrix. After score normalization using Z-score [34] , the similarity matrix is analyzed by the BEE system. The three ROC curves generated by BEE are shown in Figure 3 and the resulting face verification rates at the false accept rate of 0.1% are listed in Table 1 . The performance of the BEE baseline algorithm is also shown in Figure 3 and Table 1 for comparison. Figure 3 and Table 1 show that the proposed CID algorithm achieves better performance than the classical FLD method using grayscale images. In particular, the CID algorithm achieves a verification rate of 61.01% for ROC III, which is a nearly 10% increase compared with the FLD method using the grayscale images. Figure 4 . Figure 4 shows that the convergence of the CID algorithm is independent of the choice of initial value of We employ two fusion strategies, i.e., decision-level fusion and image-level fusion, to combine the information within the three discriminating color component images for recognition purpose. The decision-level fusion strategy first extracts discriminant features from each of the three color component images, then calculates the similarity scores and normalizes them using Z-score, and finally fuses the normalized similarity scores using a sum rule. The image-level fusion strategy first concatenates the three color components For comparison, we apply the same two fusion strategies to the R, G and B color component images and obtain the corresponding similarity scores. The final similarity matrix is input to the BEE system and three ROC curves are generated. Figure 7 shows the three ROC curves corresponding to each of three methods: the BEE Baseline algorithm, FLD using RGB images, and the extended CID algorithm using the decision-level fusion strategy. Figure 8 shows the ROC curves of the three methods using the image-level fusion strategy. Table 2 lists the face verification rates at the false accept rate of 0.1%. These results indicate that the fusion of the three discriminant color components generated by the extended CID algorithm is more effective for improving the FRGC performance than the fusion of the original R, G and B color components, no matter what fusion strategy is used. In addition, by comparing the results of the two fusion strategies shown in Table 2 , one can see that the three color components generated by the extended CID algorithm demonstrates quite stable face recognition performance while the R, G and B color components do not. For the three color components generated by the extended CID algorithm, the performance Fig. 7 . ROC curves corresponding to the BEE baseline algorithm, FLD using the RGB images, and the extended CID algorithm (for three color components) using the decision-level fusion strategy Fig. 8 . ROC curves corresponding to the BEE baseline algorithm, FLD using the RGB images, and the extended CID algorithm (for three color components) using the image-level fusion strategy difference between the two fusion strategies is at most 1.01%, whereas for the R, G and B color components, the performance difference between the two fusion strategies is as large as 8.55%. The RGB color space performs much worse when the decision-level fusion strategy is used. Table 2 . Verification rate (%) comparison when the false accept rate is 0.1% using all of the three color components images
Method

Conclusions
This chapter seeks to find a meaningful representation and an effective recognition method of color images in a unified framework. We integrate color image representation and recognition tasks into one discriminant model: color image discriminant (CID) model. The model therefore involve two sets of variables: a set of color component combination coefficients for color image representation and a set of projection basis vectors for color image discrimination. An iterative CID algorithm is developed to find the optimal solution of the proposed model. The CID algorithm is further extended to generate three color components (like the three color components of RGB color images) for further improving the recognition performance. Three experiments using the Face Recognition Grand Challenge (FRGC) database and the Biometric Experimentation Environment (BEE) system demonstrate the performance advantages of the proposed method over the Fisher linear discriminant analysis method on grayscale and RGB color images.
