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THE FLOW OF WEIGHTS AND THE CUNTZ-PIMSNER
ALGEBRAS
MASAKI IZUMI
Abstract. We describe the flows of weights for von Neumann algebras arising
from KMS states for the gauge actions of the Cuntz-Pimsner algebras in terms of
Poisson (tail) boundaries.
1. Introduction
The Kubo-Martin-Schwinger (abbreviated as KMS) condition characterizes equi-
librium states of quantum systems with infinitely many degrees of freedom. In the lan-
guage of C∗-dynamical systems, it was first formulated by Haag-Hugenholtz-Winnink
[9], which laid the foundation for an operator algebraic approach to quantum sta-
tistical mechanics. Even apart from its relevance in physics, it also has a great
influence over the purely mathematical theory of operator algebras. Indeed, soon
after their work Takesaki [31] showed that the KMS condition uniquely characterizes
the modular automorphism group of a given state of a von Neumann algebra, which
is one of the most fundamental facts in Tomita-Takesaki theory. This paper is mainly
concerned with purely operator algebraic features of KMS states.
For a given R-action on a C∗-algebra, it is well known that its KMS state extends
to a faithful normal state on the weak closure of the image of the GNS representation,
and the R-action extends to the modular automorphism group (with an appropriate
time scaling). This is still the most handy way to construct type III factors and
compute their modular objects. On the other hand, Connes-Takesaki [2] introduced
the notion of the flow of weights for a von Neumann algebra, which turns out to be
a complete invariant for the injective type III factors. Thus in a study of a specific
class of KMS states, it would be desirable to compute the flows of weights for the von
Neumann algebras arising from them in order to obtain more detailed information.
One of the main purposes of this paper is to accomplish this task in the case of
KMS states for the gauge actions of the Cuntz-Pimsner algebras, which have been
extensively studied in these years (it is practically impossible to cite all the related
references for this subject, and we content ourselves with an incomplete list, [26], [8],
[23], [16], [19], [24], [1], [20]). Although the structure of the simplex of β-KMS states
of the gauge action have been well studied in the literature, the structure of the von
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Neumann algebras arising from them has been studied only in the restricted case of
type IIIλ factors with λ 6= 0 (see [29], [5], [13], [28], [16]).
In general it is not so easy to concretely describe the flow of weights for a given
type III factor unless the flow is transitive. For example, in the case of group measure
space factors, the flows are given by so-called the associated flows, which are known to
be difficult to compute except for special cases (see [22], [10], [12]). In this paper, we
follow the spirit of Connes-Woods [4], who showed that the flows for the Araki-Woods
factors can be identified with the Poisson boundaries of time dependent random walks
on the real line. Since the structure of the Cuntz-Pimsner algebras is somewhat more
involved than that of the UHF algebras, our description of the corresponding random
walks (or Markov operators) is not as direct as in the case of Araki-Woods factors.
Since the gauge action is periodic, the flow for the von Neumann algebraM arising
from a β-KMS state of the gauge action is expressed as a suspension flow over a
base transformation with a constant ceiling functions |β|. We construct a Markov
operator whose Poisson boundary is identified with the center of M , and whose tail
boundary together with the time translation is identified with the base transformation
of the flow (Theorem 3.5). We show, by an easy example (Example 4.3), that any
probability-measure-preserving ergodic transformation can be realized as the base
transformation of the flow, and hence show that type III0 factors occur from the
gauge actions of the Cuntz-Pimsner algebras. We also give examples constructed
from correspondences whose left actions are degenerate, having rich structure of the
KMS states of infinite type (Example 4.5, Example 4.16).
The author would like to thank Hiroki Matui and Kengo Matsumoto for useful
discussions on substitution dynamical systems. He also would like to thank the
anonymous referee for careful reading, which in particular enables him to correct the
statement of Theorem 3.5 for negative β.
2. Infinite type KMS states
Let A be a C∗-algebra, and let E be a C∗-correspondence of A, which is a right
Hilbert A-module together with a homomorphism Φ from A to the C∗-algebra L(E)
of bounded adjointable operators on E. For ξ, η ∈ E, we denote by θξ,η ∈ L(E) the
rank one operator defined by θξ,ηζ = ξ · 〈η, ζ〉A. We denote by K(E) the closed ideal
of L(E) generated by the rank one operators, and set IE = Φ−1(K(E)).
For the definition of the Cuntz-Pimsner algebra OE for E, we adopt Pimsner’s
original one in [25], which is enough for our purpose, though we do not assume that
either E is full, the left action Φ is non-degenerate, or it is injective (see Remark 2.6
below).
Definition 2.1. The Cuntz-Toeplitz algebra TE for E is the universal C∗-algebra
generated by symbols {Π(a)}a∈A and {Tξ}ξ∈E satisfying the following conditions:
• the map A ∋ a 7→ Π(a) ∈ TE is a representation,
• Π(a)Tξ = TΦ(a)ξ for any a ∈ A and ξ ∈ E,
• T ∗ξ Tη = Π(〈ξ, η〉A) for any ξ, η ∈ E.
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We denote by Ψ the isomorphism from K(E) into TE given by Ψ(θξ,η) = TξT ∗η (see
[16]). The Cuntz-Pimsner algebra OE for E is the quotient of TE by the closed ideal
generated by {Π(a)−Ψ ◦ Φ(a)}a∈IE .
It follows from the above definition that the map E ∋ ξ 7→ Tξ ∈ TE is linear and
the relation TξΠ(a) = Tξ·a always holds for any a ∈ A and ξ ∈ E. The full Fock space
construction shows that Π is always faithful, and in consequence we have ‖Tξ‖ = ‖ξ‖
for any ξ ∈ E. The algebra OE may be small without additional assumptions on the
correspondence E.
Let γ be the gauge action of TE, that is an R-action on TE given by γt(Tξ) = et
√−1Tξ
and γt(Π(a)) = Π(a) for any ξ ∈ E, a ∈ A, and t ∈ R. We denote by Kβ(γ) the
set of β-KMS states of γ, and by exKβ(γ) the set of extreme points in Kβ(γ). In
what follows, we fix ω ∈ Kβ(γ) with β 6= 0,∞. We denote by (πω, Hω,Ωω) the GNS
triple for ω, and set M = πω(TE)′′, B = πω(Π(A))′′. We denote by ω the state of M
given by ω(x) = 〈xΩω ,Ωω〉. Then ω is a faithful normal state of M whose modular
automorphism group satisfies σωt (πω(x)) = πω(γ−βt(x)). Our main goal in this paper
is to determine the structure of M .
We set τ(a) = ω(Π(a)) for a ∈ A, which is a finite trace of A, though it may not be
a state as we do not assume that Φ is non-degenerate. Note that the representation
πω ◦ Π of A is quasi-equivalent to πτ (see [13, Lemma 4.1]). Thus the weak closure
B0 = πω(Π(A))
w
is isomorphic to πτ (A)
′′, which is a finite von Neumann algebra.
When τ is a state (e.g. when Φ is non-degenerate), we have B0 = B. When τ is
not a state, the representation πω ◦Π is degenerate, and B is isomorphic to B0 ⊕ C.
Indeed, the unit of πω(Π(A))
w
is the limit of the net {πω ◦ Π(ai)}i∈I in the strong
operator topology, where {ai}i∈I is an approximate unit of A. We set
(2.1) p∞ = 1− s- lim
i∈I
πω ◦ Π(ai),
which is a projection in B. Then
ω(p∞) = 1− lim
i∈I
ω ◦ Π(ai) = 1− lim
i∈I
τ(ai) = 1− ‖τ‖.
Since ω is faithful, we see that p∞ = 0 if and only if τ is a state. Thus when τ is not
a state, we have B = B0 ⊕ Cp∞.
We may and do choose a subset Λ ⊂ E with the following property: the net
{∑ξ∈F θξ,ξ}F⋐Λ is an approximate unit of K(E), where F ⋐ Λ means that F is a
finite subset of Λ, and the set of finite subsets of Λ is directed by the inclusion relation.
In the sequel, whenever we use the symbol
∑
ξ∈Λ, it means the limit of partial sums
with respect to this directed set. Since {∑ξ∈F TξT ∗ξ }F⋐Λ is an approximate unit of the
C∗-subalgebra of TE generated by {TξT ∗η }ξ,η, the summation
∑
ξ∈Λ ω(TξT
∗
ξ ) converges
and is bounded by 1, which does not depend on the choice of Λ.
The following definition is consistent with that in [23] and [16] when Φ is non-
degenerate (see [16, Lemma 3.6]).
Definition 2.2. We say that ω ∈ Kβ(γ) is of infinite type if
(2.2)
∑
ξ∈Λ
ω(TξT
∗
ξ ) = 1.
4 MASAKI IZUMI
We denote by K∞β (γ) the set of β-KMS state of γ of infinite type.
Remark 2.3. The word “type” in the above definition should not be confused with
the type of the von Neumann algebra M .
The set K∞β (γ) is a face of Kβ(γ) in the sense that if ω ∈ K∞β (γ) is expressed as
ω = tω1 + (1− t)ω2 with ω1, ω2 ∈ Kβ(γ) and 0 < t < 1, then ω1, ω2 ∈ K∞β (γ). When
Λ is a finite set, namely E is a finitely generated projective module of A, then K∞β (γ)
is a closed subset of Kβ(γ) in the weak∗ topology.
The following lemma is essentially [16, Theorem 3.7], which says that our main
interest is KMS states of infinite type.
Lemma 2.4. Let ω ∈ exKβ(γ) be not of infinite type. Then M is Morita equivalent
to a corner of πτ (A)
′′, and in particular, it is semi-finite.
Proof. Since {∑ξ∈F TξT ∗ξ }F⋐Λ is an approximate unit of the C∗-subalgebra of TE
generated by {TξT ∗η }ξ,η∈E, the net {
∑
ξ∈F πω(TξT
∗
ξ )}F⋐Λ converges to a projection in
the strong operator topology, and we set
q∞ = 1− s-
∑
ξ∈Λ
πω(TξT
∗
ξ ).
Since ω is not of infinite type, it is a non-zero projection inM satisfying q∞πω(Tξ) = 0
for any ξ ∈ E. We claim that q∞ ∈ B′. Indeed, for ξ ∈ E and a ∈ A, we have
q∞πω(Π(a))πω(Tξ) = q∞πω(TΦ(a)ξ) = 0,
and
q∞πω(Π(a))(1− q∞) = lim
F⋐Λ
q∞πω(Π(a))
∑
ξ∈F
πω(TξT
∗
ξ ) = 0,
which shows the claim.
Note that since ω is an extreme KMS state, the von Neumann algebraM is a factor,
and it is Morita equivalent to q∞Mq∞. On the other hand, since q∞πω(Tξ) = 0, we
get
q∞Mq∞ = q∞πω(Π(A))
w
q∞ = q∞πω(Π(A))
w
,
which shows the statement. 
From now on we assume that ω is of infinite type.
Lemma 2.5. The state ω and the representation πω factor through OE.
Proof. Let a ∈ IE = Φ−1(K(E)). Since ω is faithful, it suffices to show
ω((Π(a)−Ψ ◦ Φ(a))∗(Π(a)−Ψ ◦ Φ(a))) = 0.
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Note that we have Ψ ◦ Φ(a)Tξ = TΦ(a)ξ. Since {
∑
ξ∈F TξT
∗
ξ }F⋐Λ is an approximate
unit of the C∗-subalgebra of TE generated by {TξT ∗η }ξ,η, we have
(Π(a)−Ψ ◦ Φ(a))∗(Π(a)−Ψ ◦ Φ(a)))
= Π(a∗a)− Π(a∗)Ψ ◦ Φ(a)−Ψ ◦ Φ(a∗)Π(a) + Ψ ◦ Φ(a∗a)
= Π(a∗a) +
∑
ξ∈Λ
(−Π(a∗)Ψ ◦ Φ(a)TξT ∗ξ − TξT ∗ξΨ ◦ Φ(a∗)Π(a) + Ψ ◦ Φ(a∗a)TξT ∗ξ )
= Π(a∗a) +
∑
ξ∈Λ
(−Π(a∗)TΦ(a)ξT ∗ξ − TξT ∗Φ(a)ξΠ(a) + TΦ(a∗a)ξT ∗ξ )
= Π(a∗a) +
∑
ξ∈Λ
(−Π(a∗a)TξT ∗ξ − TξT ∗ξ Π(a∗a) + Π(a∗a)TξT ∗ξ )
= Π(a∗a)−
∑
ξ∈Λ
TξT
∗
ξ Π(a
∗a),
where convergence is in the norm topology. On the other hand, since ω is of infinite
type, the net {∑ξ∈F πω(TξT ∗ξ )}F⋐Λ converges to 1 in the strong operator topology.
Thus we get
ω((Π(a)−Ψ ◦ Φ(a))∗(Π(a)−Ψ ◦ Φ(a)))
= ω(Π(a∗a))− 〈πω(
∑
ξ∈Λ
TξT
∗
ξ )πω(Π(a
∗a))Ωω,Ωω〉
= 0,
which shows the statement. 
Remark 2.6. In order to include broader classes of examples, Katsura [21] modified the
definition of the Cuntz-Pimsner algebras, and our OE is a quotient of the modified
one. Since the GNS representation of an infinite KMS state of TE always factors
through OE , the original definition is good enough for our purpose.
For ω of infinite type, we have
τ(a) =
∑
ξ∈Λ
ω(Π(a)TξT
∗
ξ ) = e
−β∑
ξ∈Λ
ω(T ∗ξ TΦ(a)ξ) = e
−β∑
ξ∈Λ
τ(〈ξ,Φ(a)ξ〉A).
On the other hand, the left-hand side of the condition (2.2) is
e−β
∑
ξ∈Λ
ω(T ∗ξ Tξ) = e
−β∑
ξ∈Λ
ω(Π(〈ξ, ξ〉A)) = e−β
∑
ξ∈Λ
τ(〈ξ, ξ〉A).
Thus an easy modification of the proof in [23, Theorem 2.1] with these conditions
show the following theorem.
Theorem 2.7. The restriction map ω 7→ τ = ω ◦ Π gives an affine isomorphism of
K∞β (γ) onto the set of finite traces τ of A satisfying the following two conditions:
(2.3) e−β
∑
ξ∈Λ
τ(〈ξ, ξ〉A) = 1,
6 MASAKI IZUMI
(2.4) e−β
∑
ξ∈Λ
τ(〈ξ,Φ(a)ξ〉A) = τ(a).
When Φ is non-degenerate, the above τ is necessarily a trace state.
3. The flow of weights
We keep using the same notation as in the previous section. Recall that ω is a
β-KMS state of infinite type for the gauge action γ of the Cuntz-Toeplitz algebra
TE , or rather the Cuntz-Pimsner algebra OE . For simplicity, we use the notation
Sξ = πω(Tξ) for ξ ∈ E, π(a) = πω(Π(a)) for a ∈ A, and ϕ = ω, which is the weakly
continuous extension of ω to the weak closure M of TE in the GNS representation for
ω. The modular automorphism group {σϕt }t∈R is the weakly continuous extension of
{γ−βt}t∈R to M . Since ω is of infinite type, we have the convergence
(3.1) s-
∑
ξ∈Λ
SξS
∗
ξ = 1,
in the strong operator topology. For a von Neumann algebra N , we denote by Z(N)
the center of N .
Let σ̂ϕ be the dual action of the modular automorphism group {σϕt }t∈R, acting on
the crossed product M ⋊σϕ R. Then the (smooth) flow of weights for M is the point
realization of the restriction of σ̂ϕt to the center Z(M ⋊σϕ R), which depends only on
the isomorphism class of M (see [2]). The flow is ergodic if and only if M is a factor,
and it is dissipative if and only if M is semi-finite.
In our particular case, the modular automorphism group {σϕt }t∈R is periodic with
period T := 2π/|β|, and we have a little simpler description of the flow. We set
M˜ =M ⋊σϕ R/TR,
which is a von Neumann algebra generated by M and the implementing unitary
representation {λ(t)}t∈R/TR of the group R/TR. Let θ be the dual action, which is
given by θ(x) = x for x ∈ M and θ(λ(t)) = e−|β|t
√−1λ(t). Since Z(M˜) is an abelian
von Neumann algebra, we can identify it with L∞(XM , mM) for a measure space
(X, mM), and θ|Z(M˜ ) is realized by a non-singular transformation TM on (XM , mM)
as θ(f)(x) = f(T−1M x).
Definition 3.1. We call TM the reduced flow of weights for M .
We often abuse the terminology, and call the pair (Z(M˜), θ|
Z(M˜)) the reduced flow
of weights too. It is easy to show the following (see [32, Section 10]).
Lemma 3.2. The flow of weights for M is a suspension flow over a base transfor-
mation TM with a constant ceiling function |β|. More precisely, the flow space is
X× [0, |β|) and the flow is given by
t · (x, s) = (TnMx, s + t− |β|n),
where n is an integer satisfying 0 ≤ s+ t− n|β| < |β|.
In consequence,
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(1) TM is ergodic if and only if M is a factor.
(2) TM is dissipative if and only if M is semi-finite.
(3) TM has a finite invariant measure if and only if the flow of weights for M has
a finite invariant measure.
Now out task is to determine the reduced flow of weights for M . For this, we
introduce a Markov operator on the abelian von Neumann algebra Z(B). A Markov
operator acting on a von Neumann algebra is a unital normal completely positive
map. We denote by EZ(B) the ϕ-preserving conditional expectation from M onto
Z(B), which uniquely exists because the modular automorphism group of ϕ leaves
Z(B) invariant. Thanks to Eq.(3.1), we can introduce a Markov operator on Z(B) by
P (f) = EZ(B)(s-
∑
ξ∈Λ
SξfS
∗
ξ ).
We take a point realization of Z(B), and identify Z(B) with L∞(X, µ). Since ϕ is
faithful, we may assume that the state ϕ restricted to Z(B) is given by the probability
measure µ.
We briefly recall the basics of the Poisson (and tail) boundaries, which will be
used for our description of the reduced flow of weights. The reader is referred to [17]
for a purely measure theoretical construction, and to [14], [15] for operator algebraic
treatments.
Definition 3.3. A function f ∈ L∞(X, µ) is said to be P -harmonic if P (f) = f . We
denote by H∞((X, µ), P ) the set of P -harmonic functions, which inherits operator
system structure from L∞(X, µ).
A bounded sequence {fn}n∈Z in L∞(X, µ) is said to be a P -harmonic sequence if
P (fn) = fn−1. We denote by S∞((X, µ), P ) the set of bounded harmonic sequences,
which inherits operator system structure from L∞(X, µ)⊗ ℓ∞(Z).
It is known that the operator system H∞((X, µ), P ) has a commutative von Neu-
mann algebra structure with a new product given by
s- lim
n→∞
P n(fg),
and the point realization of this abelian von Neumann algebra is said to be the
Poisson boundary for P , and denoted by (Ω, ν). Since the map
H∞((X, µ), P ) ∋ f 7→ µ(f) ∈ C
gives rise to a faithful normal state as a von Neumann algebra, we may assume that
the measure ν comes from this state.
Let P˜ be a Markov operator on L∞(X × Z, µ×m) defined by
P˜ (f)(x, n) = P (f(·, n+ 1))(x), x ∈ X,
where m is the counting measure on Z. Then the space S∞((X, µ), P ) is identified
with H∞((X×Z, µ×m), P˜ ). The Poisson boundary for P˜ is called the tail boundary
for P and denoted by (Ω, ν). Since P is a faithful normal positive map, the map
(fn) 7→ µ(f0) gives a faithful normal state on L∞(Ω, ν). Thus we may assume that the
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map (fn) 7→ µ(f0) corresponds to the measure ν as before. Let Σ be the translation
operator on L∞(X × Z, µ×m) defined by
Σ(f)(x, n) = f(x, n− 1).
Then Σ induces an automorphism of L∞(Ω, ν), which is also denoted by Σ for sim-
plicity. Note that Σ is ν-preserving if µ · P = P holds. The Poisson boundary (Ω, ν)
can be identified with the factor space of the tail boundary (Ω, ν) by the translation
Σ, namely
L∞(Ω, ν) = L∞(Ω, ν)Σ,
where the right-hand side means the set of functions in L∞(Ω, ν) fixed by Σ.
Remark 3.4. For the definition of the tail boundary, it does not matter whether we
consider one-sided sequences or two sided-sequences because they give isomorphic
operator systems.
Theorem 3.5. The reduced flow of weights (Z(M˜), θ|
Z(M˜)) is identified with the tail
boundary for P with the time translation (L∞(Ω, ν),Σ) for positive β, and with Σ−1
instead of Σ for negative β. The center Z(M) of M is identified with the Poisson
boundary L∞(Ω, ν) = L∞(Ω, ν)Σ for P .
We prove Theorem 3.5 in several steps. We first give a characterization of the
Markov operator P , which also provides a way to compute P in concrete examples.
For any finite subset F ⋐ Λ, we introduce a normal completely positive map QF
acting on M by
QF (x) = e
−β∑
ξ∈F
S∗ξxSξ,
which globally preserves B. The KMS condition implies ϕ ◦ QF ≤ ϕ. It would be
very convenient for us if we could introduce Q by the limit of the net {QF}F⋐Λ, which
would play the role of the adjoint of P , though a priori there is no reason for the
desired limit to exist. Note that for a ∈ A, we have
QF (π(a)) = e
−β∑
ξ∈F
π(〈ξ,Φ(a)ξ〉A).
When the net {∑ξ∈F π(〈ξ, ξ〉A)}F⋐Λ is bounded, we can directly define
Q(x) = e−β s-
∑
ξ∈Λ
S∗ξxSξ.
Thanks to (2.4), we have ϕ ◦Q = ϕ.
Lemma 3.6. For any f ∈ Z(B) and g ∈ B, we have
ϕ(P (f)g) = lim
F⋐Λ
ϕ(fQF (g)).
In particular, when Q is well-defined, we have
ϕ(P (f)g) = ϕ(fQ(g)).
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Proof. Recall that p∞ is a central projection in B defined by (2.1), which is minimal
in B if it is not zero. Since {Tξ ·ai}i∈I converges to Tξ for an approximate unit {ai}i∈I
of A, we have Sξp∞ = 0, and
P (p∞) = EZ(B)(s-
∑
ξ∈Λ
(Sξp∞S∗ξ )) = 0,
ϕ(p∞QF (g)) =
∑
ξ∈F
ϕ(p∞S∗ξgSξ) = 0.
Thus the statement for f = p∞ holds.
Now assume f ∈ Z(B0) with 0 ≤ f ≤ 1. In a similar way as in [23, Theorem 1.1],
we can show that the map
B ∋ g 7→ lim
F⋐Λ
ϕ(fQF (g))
is a trace of B dominated by ϕ|B, and there exists a unique element h ∈ Z(B)
satisfying
lim
F⋐Λ
ϕ(fQF (g)) = ϕ(hg)
for all g ∈ B. On the other hand, the KMS condition implies
ϕ(fQF (g)) = e
−β∑
ξ∈F
ϕ(fS∗ξgSξ) =
∑
ξ∈F
ϕ(SξfS
∗
ξg) =
∑
ξ∈F
ϕ(EB(SξfS
∗
ξ )g),
where EB is the normal ϕ-preserving conditional expectation from M onto B. This
implies
ϕ(hg) = lim
F⋐Λ
ϕ(fQF (g)) = lim
F⋐Λ
∑
ξ∈F
ϕ(EB(SξfS
∗
ξ )g) = ϕ(EB(s-
∑
ξ∈Λ
SξfS
∗
ξ )g),
and we get P (f) = h. Thus the statement holds. 
Let
λ(t) =
∑
n∈Z
enβt
√−1en
be the spectral decomposition of {λ(t)}t∈R/TR. The relation λ(t)Sξ = e−βt
√−1Sξλ(t)
for ξ ∈ E implies
(3.2) enSξ = Sξen+1, ξ ∈ E.
We set
h =
∑
n∈Z
enβen,
which is a positive non-singular operator affiliated with M˜ . Let ϕˆ be the dual weight
of ϕ defined by
ϕˆ(x) = ϕ(
∑
n∈Z
θn(x)), x ∈ M˜+,
and let τˆ = ϕˆ(h−1·). Then τˆ is a faithful normal semi-finite trace satisfying τˆ ◦ θ =
e−|β|τˆ and
(3.3) τˆ(xen) = ϕ(x)e
−nβ, x ∈M.
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To determine the structure of Z(M˜), we investigate the set of normal semi-finite
traces on M˜ dominated by a multiple of τˆ because the latter set completely determines
the order structure of Z(M˜)+.
Let ψ be a normal semi-finite trace dominated by τˆ . Since ψ(en) ≤ τˆ (en) <∞, for
every x ∈ M˜+, we have
ψ(x) =
∑
n∈Z
ψ(x1/2enx
1/2) =
∑
n∈Z
ψ(enxen).
It is straightforward to show enM˜en = Mϕen, and so ψ is determined by the family
of finite traces Mϕ ∋ x 7→ ψ(xen) for n ∈ Z.
For ξ = (ξ1, ξ2, . . . , ξn) ∈ En, we set Sξ = Sξ1Sξ2 · · ·Sξn . Let F0k be the liner span
of SξS
∗
η for all ξ, η ∈ Ek, with convention F00 = π(A), and let F0 = ∪∞k=0F0k . Then F0
is a dense ∗-subalgebra of Mϕ. Thanks to Eq.(3.1), we have inclusion F0k ′′ ⊂ F0k+1′′.
For ξ, η ∈ Ek,
ψ(SξS
∗
ηen) = ψ(S
∗
ηenSξ) = ψ(S
∗
ηSξen+k).
Thus ψ is completely determined by the family of finite traces B ∋ x 7→ ψ(xen),
which is dominated by e−nβϕ|B. There exists a unique element fn ∈ Z(B) with
0 ≤ fn ≤ 1 satisfying
ψ(xen) = ϕ(fnx)e
−nβ, x ∈ B.
Lemma 3.7. The sequence (fn) belongs to S
∞((X, µ), P ).
Proof. Thanks to (3.1), for any x ∈ B we have
ψ(xen) =
∞∑
ξ∈Λ
ψ(SξS
∗
ξxen) =
∞∑
ξ∈Λ
ψ(S∗ξxenSξ) =
∞∑
ξ∈Λ
ψ(S∗ξxSξen+1)
= eβ lim
F⋐Λ
ψ(QF (x)en+1) = lim
F⋐Λ
ϕ(fn+1QF (x))e
−nβ
= ϕ(P (fn+1)x)e
−nβ,
which implies P (fn+1) = fn. 
Note that the above correspondence ψ 7→ (fn) gives rise to an injective order-
preserving affine map
ρ : Z(M˜)+ → L∞(Ω, ν)+.
Indeed, starting from z ∈ Z(M˜)+, we can construct a normal semi-finite trace ψ of
M˜ by ψ(x) = τˆ(zx), which is dominated by a multiple of τˆ . Applying the above
argument to ψ, we get (fn) ∈ S∞((X, µ), P ). We define ρ(z) to be the element in
L∞(Ω, ν) corresponding to (fn) ∈ S∞((X, µ), P ).
By construction, we have ρ(1) = 1. Note that θ(en) = en+ǫ holds with ǫ = β/|β|.
For z ∈ Z(M˜)+ with τˆ (zxen) = ϕ(xfn)e−nβ, we have
τˆ(θ(z)xen) = e
−|β|τˆ (xθ−1(en)) = e−|β|τˆ (xen−ǫ)
= e−|β|ϕ(xfn−ǫ)e−(n−ǫ)β = ϕ(xfn−ǫ)e−nβ.
Thus ρ satisfies ρ ◦ θ = Σ ◦ ρ for positive β and ρ ◦ θ = Σ−1 ◦ ρ for negative β.
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Now Theorem 3.5 follows from the next lemma.
Lemma 3.8. Let f = (fn) be a bounded harmonic sequence for P with 0 ≤ fn ≤ 1
for all n ∈ Z. Then there exists a unique normal semi-finite trace ψ on M˜ dominated
by τˆ satisfying
ψ(xen) = ϕ(fnx)e
−nβ, x ∈ B.
The correspondence (fn) 7→ ψ is order-preserving.
Proof. First we construct a family of bounded normal traces ψn on Mϕ. Note that
for any x ∈ (Mϕ)+ and Fi ⋐ Λ, i = 1, 2, . . . , k, we have an inequality
ϕ(fn+kQF1 ◦QF2 ◦ · · ·QFk(x)) ≤ ϕ(QF1 ◦QF2 ◦ · · ·QFk(x)) ≤ ϕ(x).
Thus the limit
ψn,k(x) = lim
Fk⋐Λ
· · · lim
F2⋐Λ
lim
F1⋐Λ
ϕ(fn+kQF1 ◦QF2 ◦ · · ·QFk(x))
exists and ψn,k extends to a positive functional on Mϕ dominated by ϕ. We choose
a free ultrafilter κ ∈ βN \ N and set
ψn(x) = lim
k→κ
ψn,k(x), x ∈Mϕ.
Then ψn is a positive linear functional inM
∗
ϕ dominated by ϕ|Mϕ, and so ψn is normal.
Thanks to Lemma 3.6, we have ψn,k(y) = ϕ(P
k(fn+k)y) = ϕ(fny) for all y ∈ B and
ψn(y) = ϕ(fny). In particular, the restriction of ψn to B is a trace.
Direct computation implies that for all ξ, η ∈ El and l ≤ k,
ψn,k(SξS
∗
η) = e
−lβϕ(fn+lS∗ηSξ),
which implies
(3.4) ψn(SξS
∗
η) = e
−lβϕ(fn+lS∗ηSξ).
Since ψn is normal and F0 is dense in Mϕ, this shows that ψn does not depend on
the choice of the ultrafilter, and the correspondence (fn) 7→ (ψn) is order-preserving.
Let ξ1, ξ2, η1, η2 ∈ El. Eq.(3.4) implies
ψn(Sξ1S
∗
η1
Sξ2S
∗
η2
) = e−βlϕ(fn+l(S∗η2Sξ1)(S
∗
η1
Sξ2)),
and ψn is a trace. Therefore there exists a unique element gn ∈ Z(Mϕ) satisfying
0 ≤ gn ≤ 1 and ψn(x) = ϕ(gnx) for all x ∈Mϕ. Similar computation as above shows
ψn(SξxS
∗
η) = e
−βψn+1(S
∗
ηSξx)
for all ξ, η ∈ E and x ∈Mϕ, and we get
S∗ηgnSξ = S
∗
ηSξgn+1, ∀ξ, η ∈ E.
Thus
gnSξ =
∞∑
η∈Λ
SηS
∗
ηgnSξ =
∞∑
η∈Λ
SηS
∗
ηSξgn+1 = Sξgn+1.
This together with Eq.(3.2) implies gnenSξ = Sξgn+1en+1, and
g =
∑
n∈Z
gnen
12 MASAKI IZUMI
belongs to Z(M˜).
Let ψ = τˆ (g·). Then ψ is a normal semi-finite trace on M˜ dominated by τˆ . For
x ∈ B, we have
ψ(xen) = τˆ (gxen) = ϕ(gnx)e
−nβ = ψn(x)e−nβ = ϕ(fnx)e−nβ.
The correspondence (fn) 7→ ψ is order-preserving by construction. 
Corollary 3.9. If
e−β s-
∑
ξ∈Λ
π(〈ξ, ξ〉A) = 1,
the von Neumann algebra M is of type III.
Proof. The assumption means that Q is well-defined and Q(1) = 1. Lemma 3.6
implies that ϕ ◦ P = P , and the tail boundary has a faithful invariant probability
measure. This would not be possible if the reduced flow of weights had dissipative
part. 
Recall that τ is a trace on A defined by ϕ ◦ Π. When τ is not a state, the
projection p∞ is not zero and B = B0 ⊕ Cp∞, where B0 = π(A)w. When we regard
p∞ as an element in Z(B), we can identify it as the characteristic function χ{∞} of
a point at infinity in X . Let X0 = X \ {∞}, and let µ0 = χX0µ. Then we have
Z(B0) = L
∞(X0, µ0), X = X0 ⊔ {∞}, and µ = µ0 + (1− ‖τ‖)δ∞.
Let {ai}i∈I be an approximate unit of A. Recall that we have P (p∞) = 0. Let
P0 be a Markov operator acting on Z(B0) given by P0(f) = P (f)(1− p∞). Then we
have
P (f ⊕ cp∞) = (P0(f)⊕ ϕ∞(f)p∞),
where
ϕ∞(f) =
e−β
1− ‖τ‖
∑
ξ∈Λ
lim
i∈I
ϕ(fπ(〈ξ, (1− Φ(ai))ξ〉A)).
It is easy to see that that the Poisson boundary (resp. tali boundary) for P is
isomorphic to the Poisson boundary (resp. tail boundary) for P0. Thus we get
Corollary 3.10. The reduced flow of weights (Z(M˜), θ|
Z(M˜)) is identified with the
tail boundary for P0 with the time translation for positive β, and the inverse of the
time translation for negative β. The center Z(M) of M is identified with the Poisson
boundary for P0.
Corollary 3.11. Assume that τ is not a state. If
s- lim
F⋐Λ
s- lim
i∈I
∑
ξ∈F
π(〈ξ, (Φ(ai))ξ〉A)
converges to a scalar, the von Neumann algebra M is of type III.
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Proof. It suffices to show ϕ ◦ P0 = ϕ on Z(B0) as before. Indeed, for f ∈ Z(B0), we
have
ϕ(P0(f)) = ϕ(P (f)(1− p∞))
= lim
F⋐Λ
ϕ(fQF (1− p∞)) = lim
F⋐Λ
lim
i∈I
ϕ(fπ(〈ξ,Φ(ai)ξ〉A)),
which shows that ϕ ◦ P0 is proportional to ϕ|Z(B0). Since P0 is unital, we get the
statement. 
4. Examples
We denote N0 = {0}∪N, where N is the set of natural numbers. Let A be a unital
C∗-algebra and let α = (α1, α2, . . . , αd) be a d-tuple of endomorphisms of A. We
always assume d ≥ 2. When every αi is unital, we say that α is unital. As in [20], we
consider the Cuntz-Pimsner algebra arising from α though we do not assume that α
is unital. Let
E = ℓ2({1, 2, . . . , d})⊗ A =
d⊕
i=1
A,
which is a Hilbert C∗-module with (ξi) · a = (ξia) and
〈ξ, η〉A =
d∑
i=1
ξ∗i ηi.
We denote by {ei}di=1 the canonical basis of E over A. We define the left action Φ of
A on E by Φ(a)(ξi) = (αi(a)ξi). When α is not unital, the left action is degenerate.
The Cuntz-Toeplitz algebra TE has generators {Ti = Tei}di=1 and Π(A) satisfying the
relations
T ∗i Tj = δi,jΠ(1A),
Π(a)Ti = TiΠ(αi(a)).
The Cuntz-Pimsner algebra OE is the quotient of TE by the ideal generated by
Π(1A)− Π(1A)
d∑
i=1
TiT
∗
i .
With this setting, we keep using the same notation as in the previous sections
except that we use the notation (X, µ), instead of (X0, µ0), for the point realization
of Z(B0), as we mainly work on B0, rather than B, in the rest of this paper. Now
the two conditions in Theorem 2.7 are
(4.1) e−βdτ(1A) = 1,
(4.2) e−βτ(
d∑
i=1
αi(a)) = τ(a), ∀a ∈ A.
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When α is unital, the operator Π(1A) is the unit of TE , and τ is a state. Thus Eq.(4.1)
holds if and only if β = log d, and Eq.(4.2) becomes
(4.3) τ(
1
d
d∑
i=1
αi(x)) = τ(x).
(see [17]). When α is not unital, the only constraint coming from Eq.(4.1) is β ≤ log d,
which makes the situation more flexible.
Remark 4.1. In most of the examples of the correspondence E with a dynamical
origin in the literature (not necessarily coming from the above construction), it is
quite often the case that an infinite type KMS state is unique and it exists only at
β = log d, where d is a natural number determined by the dynamics being a sort of
d-fold covering. As we saw in [16], such a dynamics in the ergodic theoretical level is
often isomorphic to the Bernoulli d-shift, and M is the hyperfinite type III 1
d
factor.
In particular, the reduced flow of weights is trivial. In the von Neumann algebra level
(or ergodic theoretical level), such a model is equivalent to the following example (see
[16]).
Example 4.2. Let X = {0, 1, 2, . . . , d− 1}N0, and let A = C(X). For x = (xn) ∈ X
and 0 ≤ i ≤ d − 1, we use the notation ix for (i, x0, x1, . . .) ∈ X . We introduce a
d-tuple α = (α1, α2, . . . , αd) of unital endomorphisms of C(X) by
αi(f)(x) = f((i− 1)x).
Since α is unital, Eq.(4.1) holds if and only if β = log d. If we denote by µ the
probability measure on X corresponding to τ , Eq.(4.2) becomes∫
X
χ{i}(x0)f(x1, x2, . . .)dµ(x) =
1
d
∫
X
f(x)dµ(x).
This is possible if and only if µ is the Bernoulli measure (1
d
∑d−1
i=0 δi)
⊗N with an equal
weight, and we assume this. Then Q is given by
Q(g)(x) =
1
d
d−1∑
i=0
g(ix), g ∈ L∞(X, µ),
and the Markov operator P is the shift P (f)((xn)
∞
n=0) = f((xn+1)
∞
n=0). Let (fn) be a
bounded harmonic sequence for P . Then
fk(x) = P
n(fn+k)(x) = fk+n(xn, xn+1, . . .),
and fk is measurable with respect to the tail σ-algebra, which is trivial for the
Bernoulli measure. Thus fk is a constant function, and the tail boundary for P
is trivial.
Next we give an easy example showing that the reduced flow of weights TM can
be non-trivial.
Example 4.3. Let X be a compact Hausdorff space, let A = C(X), let T be a
homeomorphism of X , and let αi(f)(x) = f(T
−1x) for i = 1, 2, . . . , d. Then Eq(4.1)
holds if and only if β = log d. Let µ be the probability measure corresponding to
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τ . Then Eq(4.2) holds if and only if µ is a T-invariant measure. Assume that µ is
an ergodic invariant measure. Then Q(g)(x) = g(T−1x) and P (f)(x) = (Tx). In
this case the tail boundary is identified by (X, µ,T), and the reduced flow of weights
(XM , mM ,TM) for the von Neumann algebra M is identified with (X, µ,T).
The above example in particular implies the following theorem.
Theorem 4.4. Let T be a probability-measure-preserving ergodic transformation act-
ing on a compact Hausdorff space, and let d be an integer larger than 1. Then there
exists a Cuntz-Pimsner algebra and an extreme log d-KMS state of the gauge action
such that the flow of weights for the factor arising from it via the GNS construction
is the suspension flow over T with a constant ceiling function log d.
Now we give non-unital examples. We will see that the following simple construc-
tion gives rise to surprisingly rich structure of infinite type KMS states. Recall that
the structure of K∞β (γ) is determined by Theorem 2.7, or alternatively, Eq.(4.1) and
Eq.(4.2).
Example 4.5. Let X = {0, 1}N0, and let A = C(X). We often identify A with the
infinite tensor product ⊗∞k=0C({0, 1}). For simplicity, we denote by χi ∈ C({0, 1})
the characteristic function χ{i} of the set {i}. Let d/2 ≤ s ≤ d be an integer and let
t = d− s. We set
αi(f) =
{
χ0 ⊗ f, 1 ≤ i ≤ s,
χ1 ⊗ f, s < i ≤ d .
Since α = (α1, α2, . . . , αd) is not unital, we need β ≤ log d for the existence of an
infinite type β-KMS state for the gauge action of OE. Let µ be the probability
measure of X corresponding to 1‖τ‖τ in Eq.(4.2). Then Eq.(4.2) is equivalent to
(4.4) e−β
∫
X
(sχ0 ⊗ f + tχ1 ⊗ f)dµ(x) =
∫
X
f(x)dµ(x).
When d is even and s = t = d/2, Eq.(4.4) becomes
e−βd
2
∫
X
(1⊗ f)dµ(x) =
∫
X
fdµ(x),
which is equivalent to the condition that β = log d
2
and µ is a shift-invariant measure.
When t 6= s, by setting f = 1 in Eq.(4.4), we get
sµ(C0) + tµ(C1) = e
β,
µ(C0) + µ(C1) = 1,
where for (i0, i1, . . . , in−1) ∈ {0, 1}n, we denote by Ci0i1···in−1 the cylinder set
{(xi) ∈ X ; xj = ij , 0 ≤ j ≤ n− 1}.
Thus
µ(C0) =
eβ − t
s− t , µ(C1) =
s− eβ
s− t .
and log t ≤ β ≤ log s. The Bernoulli measure bp = ⊗∞k=0((pδ0 + (1 − p)δ1) with
p = e
β−t
s−t satisfies Eq.(4.4), and we see K
∞
β (γ) 6= ∅ for log t ≤ β ≤ log s.
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We give more detailed accounts of this example treating three different cases sep-
arately. We first assume s = d. For 0 < p < 1 and y ∈ C1, we define a probability
measure mp,y on X by
mp,y = (1− p)
∞∑
n=0
pnδ0ny.
When β < log d, the measure m eβ
d
,y
satisfies Eq.(4.4). We denote by ϕβ,y the corre-
sponding β-KMS state
Theorem 4.6. Let the notation be as in Example 4.5, and assume s = d. Then there
exists an infinite type β-KMS state of the gauge action of OE if and only if β ≤ log d
(negative numbers are allowed though β 6= 0).
(1) For β = log d, there exists a unique β-KMS state of infinite type and the
corresponding factor M is the Powers factor of type III 1
d
.
(2) For β < log d, β 6= 0, we have exK∞β (γ) = {ϕβ,y}y∈C1 , and all of them give
rise to the hyperfinite II1 factor.
Proof. (1) We first assume β = log d. Then Eq.(4.4) becomes∫
X
χ0 ⊗ fdµ(x) =
∫
X
f(x)dµ(x),
and the Dirac measure δ0∞ is the only probability measure satisfying this condition.
Since B0 = C in this case, the tail boundary is trivial, and the reduced flow of weights
is trivial. Thus M is of type III 1
d
.
(2) Assume β < log d now, and we set p = e
β
d
. We claim that the affine space
of probability measures on X satisfying Eq.(4.4) is affine isomorphic to the set of
measures on C1 with total mass 1 − p, and the isomorphism is given by restriction
to C1. Indeed, assume that µ satisfies Eq.(4.4). Then we have µ(C0) = p and
µ(C1) = 1− p. Repeated use of Eq.(4.4) implies that the measure of the cylinder set
C0n is p
n. For a cylinder set Ci0,i1,...,in not of the above type, let 0 ≤ r ≤ n be the
smallest number with ir = 1. Then we have
µ(Ci0,i2,...,in) = p
rµ(Cir,ir+1,...,in),
which is determined by the restriction of µ to C1. On the other hand, let µ1 be a
measure of C1 whose total mass is 1 − p. We may regard µ1 as a measure of X by
setting µ1(Y ) = µ1(Y ∩ C1). We construct a probability measure µ on X by
µ =
∞∑
n=0
pnδ0n ⊗ µ1.
Then µ satisfies Eq(4.4) and µ|C1 = µ1, which proves the claim.
Thanks to the claim we see that the set of extreme points of the probability
measures satisfying Eq.(4.4) is given by {mp,y}y∈C1 , and hence we get exK∞β (γ) =
{ϕβ,y}y∈C1 . Let M be the von Neumann algebra arising from ϕβ,y. It remains to
show that M is a II1 factor.
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We can identify B0 with ℓ
∞({0ny}∞n=0) ∼= ℓ∞(N0). Then the Markov operator
P0 is given by the backward shift, and its tail boundary with time translation is
isomorphic to the translation of Z. Thus the reduced flow of weights is isomorphic
to the translation of Z, and M is a semi-finite factor. To finish the proof, it suffices
to show that M is finite.
We can identify B with
ℓ∞({0ny}∞n=0 ∪ {∞}),
and we denote by pn the projection in B corresponding to the set {0ny}. Since
π(a)Sj = Sjπ(χ0 ⊗ a) for a ∈ A, we have pnSj = Sjpn+1. Since Sjp∞ = 0, we have
p∞Sj = Sj −
∞∑
n=0
pnSj = Sj −
∞∑
n=0
Sjpn+1 = Sj(p∞ + p0) = Sjp0.
Let
ρ = e−βp∞ +
∞∑
n=0
enβpn,
which is a positive operator affiliated with M . Since σϕt (Sj) = e
−βt√−1Sj , we get
Ad ρit
√−1(Sj) = σ
ϕ
t (Sj), and σ
ϕ
t = Ad ρ
√−1t. Thus ϕ(ρ−1·) is a faithful normal semi-
finite trace of M . Since
ϕ(ρ−1) = eβϕ(p∞) +
∞∑
n=0
e−nβϕ(pn)
= eβ(1− e
β
d
) +
∞∑
n=0
e−nβ(1− e
β
d
)(
eβ
d
)n+1 = eβ(1− e
β
d
) + (1− e
β
d
)
eβ
d
∞∑
n=0
1
dn
= eβ
d− eβ
d− 1 <∞,
it is a finite trace, and M is finite. 
We denote by σ the shift of X , that is, σ((xn)
∞
n=0) = (xn+1)
∞
n=0. We abuse
the notation and we use the same symbol for the shift of X˜ = {0, 1}Z, that is,
σ((xn)n∈Z) = (xn+1)n∈Z. Let A∞ = C(X˜), and let An be the C∗-subalgebra of
A∞ generated by the coordinate functions {xk}∞k=−n. We often identify A with A0
and regard A as a subalgebra of A∞. Identifying probability measures with states
for abelian C∗-algebras, the restriction of a probability measure on A∞ to A makes
sense.
We assume that 0 < t ≤ eβ ≤ s < d now, and define r0 ∈ C({0, 1}) by
r0 =
s
eβ
χ0 +
t
eβ
χ1,
and define r ∈ A∞ by r(x) = r0(x0). Letting λ = ts and q = log s−βlog s−log t , we have
0 < λ ≤ 1, 0 ≤ q ≤ 1, and r(x) = λx0−q.
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Definition 4.7. We denote by M({0, 1}Z, σ, λ, q) the set of σ-quasi-invariant prob-
ability measures ν on {0, 1}Z satisfying
(4.5)
dν ◦ σ
dν
(x) = λx0−q,
for ν-a.e. x.
Theorem 4.8. Let the notation be as in Example 4.5, and assume that 0 < t ≤ eβ ≤
s < d. Let r(x), λ, and q be as above. Then the restriction of ν ∈ M(X˜, σ, λ, q) to
A gives rise to an affine isomorphism from M(X˜, σ, λ, q) onto the set of probability
measures µ on X satisfying Eq.(4.4). In particular K∞β (γ) is affine isomorphic to
M(X˜, σ, λ, q).
Moreover, for the infinite type β-KMS state corresponding to µ, the reduced flow
of weights for the von Neumann algebra M arising from it is isomorphic to the shift
σ on the measure space (X˜, ν).
Proof. (1) Assume that a probability measure ν on X˜ satisfies Eq.(4.5), and we set
µ to be the restriction of ν to A. For f ∈ A, we have
∫
X˜
f(x)dν(x) =
∫
X˜
f ◦ σ(x)dν ◦ σ(x) =
∫
X˜
r(x)f ◦ σ(x)dν(x),
which shows that µ satisfies Eq.(4.4). Next we claim that ν is uniquely determined by
µ. To show the claim, it suffices to show that the restriction of ν to An is determined
by µ. Indeed, for f ∈ An, we have∫
X˜
f(x)dν(x) =
∫
X˜
f ◦ σn(x)dν ◦ σn(x)
=
∫
X˜
f ◦ σn(x)r(x)r ◦ σ(x) · · · r ◦ σn−1(x)dν(x)
=
∫
X
f(y0, y1, . . .)r0(y0)r0(y1) · · · r0(yn−1)dµ(y),
which shows the claim.
Assume conversely that µ is a probability measure on X satisfying Eq.(4.4). We
define a state ωn of An by
ωn(f) =
∫
{0,1}n×X
f(x−n, x−n+1, . . .)r0(x−n)r0(x−n+1) · · · r0(x−1)dµ(x−n, x−n+1, . . .).
Then Eq.(4.4) implies that the restriction of ωn to An−1 is ωn−1. Thus we can uniquely
extend ωn to A∞, and we denote by ν the corresponding probability measure on X˜ .
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For f ∈ An, we have
∫
X˜
f(x)dν ◦ σ(x) =
∫
X˜
f ◦ σ−1(x)dν(x) = ωn+1(f ◦ σ−1)
=
∫
{0,1}n+1×X
f(x−n−1, x−n, . . .)r0(x−n−1)r0(x−n) · · · r0(x−1)dµ(x−n−1, x−n, . . .)
=
∫
{0,1}n×X
r0(x0)f(x−n, x−n+1, . . .)r0(x−n)r0(x−n+1) · · · r0(x−1)dµ(x−n, x−n+1, . . .)
= ωn(rf) =
∫
X˜
f(x)r(x)dν(x).
Since this holds for any function f in ∪∞n=0An, we get Eq.(4.5). This establishes the
one-to-one correspondence between ν and µ.
Assume µ and ν are related as above, and let ϕ be the infinite type β-KMS state
corresponding to µ. Then we have Q(g) = r0 ⊗ g, and thanks to Lemma 3.6 the
Markov operator P0 is determined by
∫
X
P0(f)(x)g(x)dµ(x)
=
∫
X
f(x)(r0 ⊗ g)(x)dµ(x) =
∫
X˜
frg ◦ σdν =
∫
X˜
f ◦ σ−1gdν.
Let G[m,n] be the σ-algebra generated by {xi}ni=m. When n =∞, we use the notation
G[m,∞). Identifying B0 with L∞(X˜,G[0,∞), ν), we get
P0(f) = E(f ◦ σ−1;G[0,∞)),
where the right-hand side is the conditional expectation of f ◦ σ−1 given G[0,∞).
We show that the tail boundary for P0 with time translation is isomorphic to (X˜, ν)
with the shift σ. For f ∈ L∞(X˜, ν), we set
fn = E(f ◦ σn;G[0,∞)) ∈ B0.
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Let 0 ≤ k ≤ n and g ∈ B0. Note that the Radon-Nikodym derivative dν◦σ−kdν isG[−k,−1]-measurable. Then∫
X˜
fn(x)g(x)dν(x) =
∫
X˜
f ◦ σn(x)g(x)dν(x)
=
∫
X˜
f ◦ σn−k(x)g ◦ σ−k(x)dν ◦ σ−k(x)
=
∫
X˜
f ◦ σn−k(x)g ◦ σ−k(x)dν ◦ σ
−k
dν
(x)dν(x)
=
∫
X˜
E(f ◦ σn−k;G[−k,∞))(x)g ◦ σ−k(x)dν ◦ σ
−k
dν
(x)dν(x)
=
∫
X˜
E(f ◦ σn−k;G[−k,∞))(x)g ◦ σ−k(x)dν ◦ σ−k(x)
=
∫
X˜
E(f ◦ σn−k;G[−k,∞)) ◦ σk(x)g(x)dν(x),
which shows fn = E(f ◦ σn−k;G[−k,∞)) ◦ σk. Thus
P0(fn+1) = P0(E(f ◦ σn;G[−1,∞)) ◦ σ) = E(E(f ◦ σn;G[−1,∞));G[0,∞)) = fn.
In a similar way, we can show P0(fn+1) = fn for negative n too, and we get (fn) ∈
S∞((X, µ), P0).
On the other hand, let (fn) ∈ S∞((X, µ), P0), and we set gn = fn ◦ σ−n, which is
G[−n,∞)-measurable. For h ∈ L∞(X˜,G[−n,∞), ν), we have∫
X˜
gn+1hdν
=
∫
X
fn+1(x−n−1, . . .)h(x−n, . . .)r0(x−n−1)r0(x−n) · · · r0(x−1)dµ(x−n−1,...)
=
∫
X
P0(fn+1)(x−n, . . .)h(x−n, x−n+1, . . .)r0(x−n) · · · r0(x−1)dµ(x−n, . . .)
=
∫
X˜
gnhdν,
which shows E(gn+1;G[−n,∞)) = gn. Thus the martingale convergence theorem shows
that {gn}∞n=0 converges in L2(X˜, ν), and we denote by f the limit. Since {gn} is
bounded in L∞(X˜, ν), the function f belongs to L∞(X˜, ν). The correspondence
between f and (fn) we have just constructed give an unital order preserving isometry
between two Banach spaces L∞(X˜, ν) and S∞((X, µ0), P0). Moreover, it intertwines
the shift and time translation. Thus the reduced flow of weights for the von Neumann
algebra arising from ϕ is isomorphic to (X˜, ν, σ). 
Note that for λ = 1, the set M(X˜, σ, λ, q) is nothing but the set of shift-invariant
probability measures on X˜ .
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Corollary 4.9. Let the notation be as in Example 4.5. We assume that d is an even
number larger than 2, and s = t = d/2. Then there exists an infinite type β-KMS
state of the gauge action γ of OE if and only if β = log d2 . There exists an affine
isomorphism between K∞
log d
2
(γ) and the set of shift-invariant probability measures on
{0, 1}Z. For each shift-invariant probability measure ν, the reduced flow of weights for
the von Neumann algebra M arising from the corresponding KMS state is isomorphic
to the shift on ({0, 1}Z, ν).
We assume 0 < t < s now. Then 0 < λ < 1, and the Radon-Nikodym derivative
r(x) = λx0−p in Eq.(4.5) is not trivial. For n ∈ Z and x ∈ X˜, we set
cn(x) =


∑n−1
j=0 xj − qn, n ≥ 1
0, n = 0
−∑−nj=1 x−j − qn, n ≤ −1 ,
which is an additive cocycle of σ in the sense that cn satisfies cm+n = cm + cn ◦ σm.
For ν ∈M(X˜, σ, λ, q), we have
dν ◦ σn
dν
(x) = λcn(x).
Thus if ν has an atom at z ∈ X˜ , it has an atom at σn(z) for any n ∈ Z and
ν({σn(z)}) = ν ◦ σn({z}) = λcn(z)ν({z}).
In particular, if z is a periodic point with period n, we have cn(z) = 0, and
1
n
n−1∑
j=0
zj = q =
log s− β
log s− log t .
With this observation, we can determine the atomic measures in exM(X˜, σ, λ, q) as
follows.
Assume that y ∈ X˜ is a periodic point with minimal period n. For
β = log s− (log s− log t) 1
n
n−1∑
k=0
yk,
we define a probability measure νy on X˜ by
νy =
1∑n−1
k=0 λ
ck(y)
n−1∑
k=0
λck(y)δσk(y).
Then νy ∈ exM(X˜, σ, λ, q), and we denote by ϕy the corresponding KMS state in
exK∞β (γ).
Let z ∈ X˜ be an aperiodic sequence satisfying
(4.6)
∑
n∈Z
λcn(z) <∞,
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and define a probability measure νβ,z on X˜ by
νβ,z =
1∑
n∈Z λ
cn(z)
∑
n∈Z
λcn(z)δσn(z).
Then νβ,z ∈ exM(X˜, σ, λ, q), and we denote by ϕβ,z the corresponding KMS state in
exK∞β (γ). Note that ϕβ,z depends only on the orbit of z. The conditions (4.6) holds
if β satisfies
(4.7) lim sup
n→∞
1
n
n∑
k=1
z−k <
log s− β
log s− log t < lim infn→∞
1
n
n∑
k=1
zk.
Note that for q = 0, 1, we have singletons
M(X˜, σ, λ, 0) = {δ0∞}, M(X˜, σ, λ, 1) = {δ1∞}.
Corollary 4.10. Let the notation be as in Example 4.5, and assume 0 < t < s < d.
Then there exists an infinite type β-KMS state of the gauge action of OE if and only
if log t ≤ β ≤ log s for t 6= 1 and 0 < β ≤ log s for t = 1.
(1) Let y ∈ X˜ be a periodic point with minimal period n, and let
β = log s− (log s− log t) 1
n
n−1∑
k=0
yk.
Then ϕy ∈ exK∞β (γ), and the corresponding factor is the Powers factor of
type IIIe−nβ , where
e−nβ =
n−1∏
k=0
1
s1−yktyk
.
In particular,
(i) For β = log s, there exists a unique infinite type β-KMS state ϕ0∞, and
the corresponding factor is the Powers factor of type III 1
s
.
(ii) For t 6= 1 and β = log t, there exists a unique infinite type β-KMS state
ϕ1∞, and the corresponding factor is the Powers factor of type III 1
t
.
(2) Let z ∈ {0, 1}Z be an aperiodic sequence and assume that β satisfies (4.6).
Then ϕβ,z ∈ exK∞β (γ), and the corresponding factor is semi-finite. The set
{ϕβ,y}y exhausts all the semi-finite factor states in exK∞β (γ).
Problem 4.11. Determine the type of M for ϕβ,z.
Remark 4.12. In the case of log t < β < log s, the KMS state corresponding to the
Bernoulli measure bp on X with p =
eβ−t
s−t is not extreme, and the corresponding von
Neumann algebra M is semi-finite. Indeed, the reduced flow of weights in this case
is isomorphic to the two-sided Bernoulli shift with the measure
ν =
∞⊗
k=−∞
νk,
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where
νk =
{
pδ0 + (1− p)δ1, k ≥ 0
e−βspδ0 + e−βt(1− p)δ1, k < 0 .
This is known to be dissipative (see [11]). Thus in principle we should have ergodic
decomposition
ν =
∫
Dβ/σ
νβ,zdm(z),
where Dβ is the set of z satisfying (4.6), though we do not know the explicit formula
of the measure m.
Next we show that there exists a diffuse measure in exM(X˜, σ, λ, q) for some β.
For an aperiodic sequence z ∈ X˜ not satisfying (4.6) and n ∈ N, we set
νβ,z,n =
1∑
|k|≤n λ
ck(z)
∑
|k|≤n
λck(z)δσk(z).
Then
‖νβ,z,n ◦ σ − λc1νβ,z,n‖ = λ
c−n(z) + λcn+1(z)∑
|k|≤n λ
ck(z)
.
When this converges to 0 as n tends to infinity, we can get a measure inM(X˜, σ, λ, q)
by taking a cluster point of {νβ,z,n}∞n=1. Such a measure concentrates on the orbit
closure Z = {σk(z)}k∈Z, which is a subshift. The most tractable class of sequences
z ∈ X˜ satisfying the above condition is those with bounded {ck(z)}k.
Proposition 4.13. Let the notation be as above, and let Z ⊂ X˜ be a closed shift-
invariant subspace without periodic points satisfying
sup
k∈Z, z∈Z
|ck(z)| <∞.
Then there exists a diffuse measure in exM(X˜, σ, λ, q) supported by Z.
Proof. Since supn∈Z ‖cn‖C(Z) <∞, the σ-cocycle {cn} restricted to Z is a coboundary,
that is, there exists h ∈ C(Z) satisfying cn(z) = h ◦ σn(z)− h(z) for any z ∈ Z and
n ∈ Z (see [33, Theorem 2.3]). Let ν0 be an ergodic shift-invariant probability
measure on Z. Then
1∫
Z
λh(z)dν0(z)
λhν0
regarded as a probability measure on X˜ belongs to exM(X˜, σ, λ, q), and it is diffuse
because Z has no periodic points. 
Minimal subshifts arising from a special class of substitutions of two alphabets
(e.g. Pisot substitutions) provide examples satisfying the assumption in Proposition
4.13 and with a unique ergodic measure ν0. The reader is referred to [27, Chapter
5] for the substitution dynamical systems. More precisely, we need a substitution ζ
with the following property: the ζ-matrix has an eigenvalue whose modulus is less
than or equal to 1 (see [27, Definition 5.4] for the definition). For example, let Z be
the two-sided substitution dynamical system arising from the Thue-Morse sequence,
24 MASAKI IZUMI
which is given by the substitution rule 0 → 01, 1 → 10 (see [27, page 128]). Let
β = log
√
st. In this case, we have q = 1
2
and an easy uniform estimate
−1 ≤ ck(z) ≤ 1, ∀z ∈ Z, ∀k ∈ Z.
Corollary 4.14. Let the notation be as in Example 4.5, and assume 0 < t < s < d.
There exists a KMS state in exK∞
log
√
st
(γ) with the corresponding factor M of type
III0.
Problem 4.15. Does there exist a measure in exM({0, 1}Z, σ, λ, q) not equivalent to
an invariant measure? Such a measure would give rise to a KMS state in exK∞β (γ)
with the corresponding flow of weights having no invariant measure.
In order to construct a measure as above, an obvious trial we could make would
be to apply the argument before Proposition 4.13 to a sequence z ∈ X˜ with {cn(z)}n
growing (or oscillating) slowly. For example, we could examine sequences discussed in
[7]. Let {k(n)}∞n=1 be a sequence of natural numbers with k(n) ≥ 3, and set l(0) = 1
and l(n) = k(1)k(2) · · ·k(n) for n ≥ 1. We define words a(n), b(n) ∈ {0, 1}{0,1,··· ,l(n)−1}
by a(0) = 1, b(0) = 0, and
a(n) = a(n− 1)b(n− 1)a(n− 1)k(n)−2,
b(n) = a(n− 1)b(n− 1)k(n)−1,
for n ≥ 1. Then we have
l(n)−1∑
j=0
a(n)j =
1
2
l(n) +
1
2
n∏
j=1
(k(j)− 2),
l(n)−1∑
j=0
b(n)j =
1
2
l(n)− 1
2
n∏
j=1
(k(j)− 2).
We define z ∈ X˜ by setting zj = 0 for negative j, and zj = a(n)j for j ≥ 0, where n
is a sufficiently large number. Let q = 1/2. The above computation implies
cl(n)(z) =
1
2
n∏
j=1
(k(j)− 2),
c2l(n)(z) = 0.
Defining a probability measure νn on X˜ by
νn =
1∑l(n)−1
j=0 λ
cj(z)
l(n)−1∑
j=0
λcj(z)δσj(z),
we get
‖νn ◦ σ − λc1νn‖ = 1 + λ
cl(n)(z)∑l(n)−1
j=0 λ
cj(z)
≤ 2
n
.
Thus any cluster point of {νn}∞n=0 belongs to M(X˜, σ, λ, 1/2), which is supported by
the minimal subshift Z = {σn(z)}∞n=0 \ {σn(z)}∞n=0. The subshift (Z, σ) is a Toeplitz
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flow, and it comes from a substitution when k(n) is a constant function (see [6]). It
is uniquely ergodic if and only if
∑∞
n=1
1
k(n)
= ∞. In fact when it is not uniquely
ergodic, any q with
1
2
≤ q ≤ 1
2
+
1
2
∞∏
j=1
(1− 2
k(j)
)
works as well.
We end this paper with a noncommutative variant of Example 4.5. Let A be the
gauge invariant CAR algebra, that is the fixed point algebra of the CAR algebra
⊗∞k=0M2(C) under the product action
∞⊗
k=0
Ad
(
1 0
0 et
√−1
)
of T. For 0 ≤ p ≤ 1, we denote by τp the restriction of the Powers state
∞⊗
k=0
Tr(
(
p 0
0 1− p
)
·)
to A. It is known that {τp}0≤p≤1 exhausts all extreme trace states of A (see [30,
Appendix]). We denote
e0 =
(
1 0
0 0
)
, e1 =
(
0 0
0 1
)
.
Example 4.16. Let A be the gauge invariant CAR algebra. We set
αi(x) =
{
e0 ⊗ x, 1 ≤ i ≤ s
e1 ⊗ x, s < i ≤ d .
In this case Eq.(4.1) and Eq.(4.2) become τ(1A) =
eβ
d
and
(4.8) e−βτ(se0 ⊗ x+ te1 ⊗ x) = τ(x).
Assume that d is even and s = t = d
2
> 1 first. Then an infinite type β-KMS state
exists if and only if β = log d
2
, and K∞
log d
2
(γ) is isomorphic to the tracial simplex of
A as affine spaces. For an extreme infinite type KMS state ϕ, the trace τ is extreme
too and Z(B0) is trivial, and so is the tail boundary of P0. Thus every extreme KMS
state of infinite type gives rise to the Powers factor of type III 2
d
.
Assume now that t < s ≤ d. We can express τ as
τ =
eβ
d
∫
[0,1]
τrdm(r),
with a unique probability measure m on [0, 1], and Eq.(4.8) is∫
[0,1]
τr(se0 ⊗ x+ te1 ⊗ x)dm(r) = eβ
∫
[0,1]
τr(x)dm(r).
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Since the left-hand side is ∫
[0,1]
(
sr + t(1− r))τr(x)dm(r),
and the measure m concentrates on r satisfying sr + t(1− r) = eβ, and we get
τ =
eβ
d
τ eβ−t
s−t
.
Thus an infinite type β-KMS state for the gauge action exists if and only if log t ≤
β ≤ log s, β 6= 0, and K∞β (γ) is a singleton for each β. Every β-KMS state of infinite
type gives rise the Powers factor of type IIIe−β .
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