Abstract-In this paper we evaluate the use of Restricted Bolzmann Machines (RBM) in the context of learning and recognizing human actions. The features used as basis are binary silhouettes of persons. We test the proposed approach on two datasets of human actions where binary silhouettes are available: ViHASi (synthetic data) and Weizmann (real data). In addition, on Weizmann dataset, we combine features based on optical flow with the associated binary silhouettes. The results show that thanks to the use of RBM-based models, very informative and shorter feature vectors can be obtained for the classification tasks, improving the classification performance.
I. INTRODUCTION
In the last decade different parametric and non-parametric approaches have been proposed in order to obtain good video sequence classifiers for HAR [1] , [2] . Nevertheless, videosequence classification of human motion is a challenging and open problem, at the root of which is the need of finding invariant characterizations of complex 3D human motions from 2D features.
Different middle-level features have been proposed in the recent past years [3] , [4] , [5] . Nevertheless, the choice of good features for traditional classifiers is nearly an art. Very recently, Hinton [6] and Bengio [7] suggested the interest of using hierarchical non linear models (RBM, DBN) where the inputs are very simple features and the model estimates all intermediate set of features.
Hinton [8] , [9] introduced a new algorithm allowing to learn high level semantic features from raw data by using Restricted Boltzmann Machines (RBMs). Variants of this algorithm have shown to be very successful in some image classification problems, where the raw data distributions are represented by the pixel gray level values [10] , [11] or binary values [6] .
Contributions of this paper. This paper introduces the use of models based on Restricted Boltzmann Machines in the problem of human action recognition based on binary silhouettes. A thorough experimental study is carried out on two widely used datasets: ViHASi and Weizmann. In addition, this paper shows that the combination of simple binary silhouettes with aHOF features [12] improves the discrimination in a kNN-based classification framework.
Outline of the paper. This paper is organized as follows. In section Sec. II, RBM models are introduced. In section Sec. III, the experiments and results are discussed. Finally, section Sec. IV contains the conclusions of this work.
II. RESTRICTED BOLTZMANN MACHINES
A Restricted Boltzmann Machine (RBM) is a Boltzmann Machine with a bipartite connectivity graph (Fig. 4) . That is, an undirected graphical model where only connections between units in different layers are allowed. A RBM with m hidden variables h i is a parametric model of the joint distribution between the hidden vector h and the vector of observed variables x, of the form
where
is a bilinear function in x and h with W a matrix, b and c vectors, and Z = h e −E(x,h) being the partition function (see [7] ). It can be shown that the conditional distributions P (x|h) and P (h|x) are independent conditional distributions, that is
Furthermore, for the case of binary variables we get 
where < v i h j > means average (using the subindex distribution) on the number of times that hidden unit j is on for the visible variable i. The equations for the bias b i and c j are similar.
III. EXPERIMENTS AND RESULTS
The aim of the following experiments is to study if RBM models are able to model simultaneously body poses of different actions. The experiments are carried out on two datasets: ViHASi and Weizmann. The first one, ViHASi, is composed by binary silhouettes synthetically generated. On the other hand, Weizmann dataset includes realistic data.
A. Experiments on VIHASI dataset
ViHASi (Virtual Human Action Silhouette) dataset [13] contains 20 actions 1 performed by 11 different virtual actors. The actions are generated from different camera viewpoints.
In this experiment, we are going to use binary images (silhouettes) representing different instants (poses) of the performed actions.
The original resolution of the images is 640 × 480, but for our experiments the images have been cropped and resized to a common size 42 × 42 pixels. Fig. 1 (bottom row) shows typical examples of the actors and actions that can be found in this database.
Since this database contains actions performed with different points of view of the camera, we have mixed different cameras in the experiments.
The evaluation of classification performance has been carried out under a leave-one-out strategy on the actors. Therefore, the reported performance is the average of 11 repetitions.
Encoding action poses with RBM. In this experiment, we learn RBM-codes, with different layouts, for the input 1 frames, and evaluate the quality of the learnt features by using a classification criterium, i.e. a kNN classifier is used. Table I shows the classification performance per frame (i.e. each frame is classified in an isolated way as belonging to a single action), for cameras C3+CN3, C6+CN6 and C9+CN9, respectively. Note that the camera point of view is single in each of these experiments. The results show that, with codes of dimensionality 500, the classification performance is already similar to the one offered by the raw data (bottom row). In table II, we are mixing cameras C6+CN6 with C16+CN16, whose points of view are opposite. The results show that with 500 hidden units the classification performance is already higher compared to the one offered by the raw data (right most column).
B. Experiments on Weizmann dataset
Weizmann actions dataset [14] consists of 93 videos, where 9 people perform 10 different actions: walking, running, jumping, jumping in place, galloping sideways, jumping jack, bending, skipping, one-hand waving and twohands waving.
Silhouettes are obtained by background substraction [14] , therefore, the noise derived from the silhouette estimation procedure makes the experimental setup more realistic.
The original size of the binary masks is around 110 × 75 pixels, and there is a total of 5687 frames. For our experiments, we have resized them to a common size of 50 × 32 pixels.
The evaluation of classification performance has been carried out under a leave-one-out strategy on the actors. Therefore, the reported performances are the average of 9 repetitions. RBM models with different number of hidden units to learn binary silhouettes of the actions performed in the Weizmann dataset. The codes generated in the hidden layer are used as feature vectors for classification in a kNN framework. Table Tab . III shows the results of the per frame classification by using 1NN and 5NN, along with a SoftMax classifier [6] trained during the fine-tuning stage of the RBM parameters learning. The last column shows the performance achieved by the raw data (pixels of each original binary image are arranged in a single vector by concatenating the columns). The results in the table show that, even with vectors of dimensionality 100, the classification performance of the RBM-codes is higher than the offered by the raw data (1600 dims.).
Since RBM is a generative model, we have run 100 Gibbs sampling steps on one of the models learnt in the experiment summarized on table Tab. III, i.e. 800 hidden units. Figure  Fig. 2 .a shows 6 columns (reshaped) of the weights matrix W. In row b of the figure, we can see how a sample evolves through the Gibbs sampling steps. In particular, it shows the states of the sample after 1, 2, 5, 10, 50 and 100 sampling steps. Finally, the bottom row (c) of the figure includes random samples generated by initializing the hidden units randomly (values in range [0, 0.05]). Note how the samples mimic human poses included in the dataset. Possibly, skip, side, jump, run, pjump and walk.
Sampling poses from two-classes models. In this experiment, we train RBM models by using examples of action poses extracted from pairs of action classes. In particular, we train three models with 400 hidden units each. Figure Fig.3 shows samples generated from models a) trained with wave1 and wave2 examples; b) trained with jack and side examples; and, c) trained with run and walk examples. They represent the states of the sampled data after 100 Gibbs sampling steps. Hidden units were randomly initialized with values in the range [0, 0.05]. Note that the visual quality of the generated samples is comparable to the original data. Combining silhouettes and motion. In this experiment, each frame is represented by the vector obtained by concatenating a binary silhouette to an aHOF descriptor [12] . For each frame, we compute its aHOF motion descriptor 2 by using the 20 previous frames. Therefore, each frame is represented by a 2624 (1600+1024) dimensional vector (see Fig. 4 ). We could compare the 94.7% performance achieved by our features to Gorelick et al. [14] , who report a 97.8% of correct classification of subsequences of 8 frames (in jumps of 4 frames). Note that we are using silhouettes whose resolution is lower (approximately half) than the ones used by them.
The results show that the RBM codes derived from Sil+aHOF vectors, offers better results (94.0% with 5NN, 94.7% with SoftMax) than both the binary silhouettes (87.7%) and aHOF (92.8%). This behaviour also occurs in the original feature space.
If we sample from the model trained with 800 hidden units and combined features (see Tab. IV), we get poses as shown in figure Fig. 5 . The visual quality of the samples seems to be lower than the ones trained with a single kind of features (e.g. Fig. 2 ), but they still represent the essence of the action poses shown during training.
IV. CONCLUSIONS
RBM models are able to learn, to generate and to represent, in a compact way, human body poses from simple pixel value representations.
In addition, the combination of static (binary silhouettes) and dynamic data (aHOF features) shows that such combination improves the classification performance offered by those features when used separatedly.
These properties of the RBM model open new interesting questions such as: a) architecture design for combining different basic features; and, b) how to use this model as prior distribution in recognition problems.
