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Abstract
The probability distributions, as well as the mean values of stochastic currents and fluxes, associated with a driven
Langevin process, provide a good and topologically protected measure of how far a stochastic system is driven out of
equilibrium. By viewing a Langevin process on a compact oriented manifold of arbitrary dimension m as a theory of a
random vector field associated with the environment, we are able to consider stochastic motion of higher-dimensional
objects, which allow new observables, called higher-dimensional currents, to be introduced. These higher dimensional
currents arise by counting intersections of a k-dimensional trajectory, produced by a evolving (k− 1)-dimensional cycle,
with a reference cross section, represented by a cycle of complimentary dimension (m − k). We further express the
mean fluxes in terms of the solutions of the Supersymmetric Fokker-Planck (SFP), thus generalizing the corresponding
well-known expressions for the conventional currents.
1. Introduction
Stochastic Langevin processes appear in a wide variety
of fields [26, 50, 71, 24, 35, 62]. This is not surprising if
one thinks of these as a result of elimination of fast en-
vironmental (bath) degrees of freedom, resulting in dissi-
pative and noise terms in the reduced equations for the
system [51, 26]. The popularity of the Langevin approach
in describing dynamical systems that occur in different
applications can be explained in a variety of ways. The
Langevin equation is simple, universal, and adequately de-
scribes the classical dynamics of an open system whose
dynamical time scale is slow compared to the bath relax-
ation time, including the system relaxation to its steady
state [66, 26]. In the case of detailed balance, the steady
state is represented by a Boltzmann distribution [75].
Stationary systems whose steady state is a true equilib-
rium, characterized by the absence of fluxes of any kind,
as of today can be described as well as studied, at least
on the conceptual level, in both the classical and quan-
tum cases [65]. Steady states of generic or, in other words,
driven systems, often referred to as non-equilibrium steady
states, are much less understood, even in the case of clas-
sical open systems coupled to a fast bath, when the lat-
ter degrees of freedom can be efficiently eliminated, re-
sulting in a Langevin equation [32]. Despite the fact
that Langevin processes can be efficiently studied, e.g.,
by switching from the Lagrangian language of stochastic
trajectories to the Euler-Hamilton picture of deterministic
Fokker-Planck (FP) equations for the probability distribu-
tions [26, 35, 75, 66], theories for the steady states of driven
systems are still in the developmental stage. This is not
surprising since, even in the absence of noise, a driven sys-
tem is described by a generic system of ODEs and its be-
havior can be very rich, ranging from integrable systems
to systems which possess various degrees of chaos. On
the other hand, studying non-equilibrium systems is really
necessary, since most systems of interest are in fact driven,
e.g., biological systems [2, 3, 46, 50, 60], environmental sys-
tems [63], as well as various kinds of networks, including
electrical power grids [24], gas supply networks [24, 25],
networks describing price markets [9, 49], and many oth-
ers [64, 58, 2, 63].
Over the past three decades a substantial effort has been
put into not only studying the behavior of specific driven
systems, but also in identifying a set of basic principles
and laws that would govern them. In other words, such
efforts amount to building an analogue of thermodynam-
ics, often referred to as non-equilibrium thermodynam-
ics [30, 43, 40]. A large variety of such laws, universal exact
relations, and concepts have already been identified. These
include various kinds of fluctuation theorems for produced
work [1, 41, 13], generated heat and entropy [33, 28, 27],
and similar observables, as well as their reduced counter-
parts, known as the Jarzynski relations [45, 44, 39, 43, 12].
A very useful concept that has been drawing more and
more attention recently is that of a stochastic current, or
flux [71, 64, 61, 32, 6, 14]. It would be worth emphasizing,
that although stochastic current densities appear in any
driven system, to have a non-trivial flux the configuration
space of a system should have non-trivial topology [15].
In fact, it should have non-contractible 1-dimensional cy-
cles; in other words, flux has a topological nature. The
topological nature of flux implies it is a topologically pro-
tected quantity, since it is based on counting the total
Preprint submitted to Elsevier September 25, 2018
number of events by the total time to obtain the rates.
As outlined, e.g., in [15], a flux can be measured in two
equivalent ways, by counting some kind of a winding num-
ber, i.e., how many times the system spans a given non-
contractible cycle, or alternatively, by how many times a
stochastic trajectory crosses a reference cross section. The
equivalence between the two approaches to a measurement
was established in [15], and relies on one of the most ba-
sic principles in algebraic topology of manifolds, known as
Poincare´ duality [73, 36]. Currents and fluxes are also well-
defined for the discrete counterpart of Langevin processes,
namely continuous-time Markov Chain (MC) stochastic
processes on graphs [17, 19]. In this case, current/flux is
measured by counting how many times a stochastic tra-
jectory (Markov chain) goes over a given graph edge, with
the proper sign that accounts for the direction. There is
another good reason for the importance of the current/flux
concept: it turns out that the probability density together
with current density constitute the right set of variables
for studying the long-time limit of the probability distri-
butions. The large-deviation (Crame´r) function S(ρ,J),
referred to as the universal current density functional that
describes the long-time behavior of the probability dis-
tribution function (functional) of the density ρ and cur-
rent density J , has a simple form and can be written ex-
plicitly in the continuous as well as discrete cases, see,
e.g. [8, 5, 6, 34, 32, 52, 53, 15]. This fact forms the basis of a
field, often referred to as the 2.5-level theory [4]. The (ρ,J)
description turned out to also be important in stochastic
optimal control theory, leading to the so-called Gauge-
Invariant-Hamilton-Jacobi-Bellman (HJB) equation that
extends control to cost functionals with the terms linear
in velocity, as well as providing an optimization view of
the celebrated HJB equation [14, 7].
On the one hand, studying the probability distributions
of currents and fluxes in specific systems has shown the
usefulness of the concept by providing non-trivial mea-
sures of the driven nature of the underlying stochastic dy-
namics. On the other hand, a large number of exact re-
lations for generated currents in driven systems has been
established, so far mostly in the discrete setting, thus mak-
ing the current/flux good candidates for building a theory
of non-equilibrium thermodynamics. While the fluctua-
tion theorems for entropy production and related quanti-
ties [28, 29, 48, 38, 42, 68] are despite their non-triviality,
well understood by now, and in most cases follow from
comparing the probability of a stochastic trajectory with
its time-reversed counterpart, the exact relations for cur-
rents and fluxes in both open [16] and closed [72] networks,
turns out to be more surprising. A very interesting class of
effects is related to the situation of periodic driving, when
at any given time the system is in detailed balance, while
the system parameters change in time in a periodic fashion,
with the latter dependence being the only source of driv-
ing [20, 54]. For this setting a variety of exact statements
have been identified, including no-pumping and pumping
restriction statements [17, 22]. One of the most interest-
ing findings was realizing that the fluxes are still gener-
ated in the adiabatic limit, when effects of driving become
minimal, and have geometric nature, being interpreted in
terms of stochastic Berry phases [61, 70, 71]. Further stud-
ies of the adiabatic low-temperature limit revealed the flux
quantization effect [17, 18, 19], i.e, in this limit the flux,
defined as the number of counted events per driving pro-
tocol becomes an integer in a generic case, and rational
in the presence of permanent degeneracies; the effect has
been observed experimentally.
In this manuscript, we generalize the notion of a stochas-
tic current/flux to a higher-dimensional case, thus provid-
ing new observables associated with Langevin processes
in continuous spaces, that characterize in a robust, topo-
logically protected way the extent to which a stochastic
system is driven out of equilibrium. In other words we
bring in topological concepts that provide a better under-
standing of physics of non-equilibrium phenomena, as well
as new insights to non-equilibrium thermodynamics. The
aforementioned generalization is very natural and in fact
simple. Starting with the interpretation of a stochastic flux
as an intersection index (the sum over intersection points
weighted with the proper ±1 sign factors to account for
direction) of a stochastic trajectory in a space X of di-
mension dim(X) = m with a cross section, we extend our
consideration to stochastic motion of higher-dimensional
objects. Namely, we consider (k − 1)-dimensional cycles
that span k-dimensional trajectories and count their in-
tersections with a reference cross section, represented by
a cycle of complimentary dimension (m − k), weighting
them with the proper sign factors, resulting in the inter-
section index of two manifolds (a stochastic trajectory and
the cross section). Summarizing, the higher-dimensional
flux is an observable that associates with a k-dimensional
stochastic trajectory its intersection index with a reference
(m−k)-dimensional cross section per unit time. To define
higher-dimensional trajectories generated in a Langevin
process, one needs to do a very simple and natural thing
of replacing the traditional correlation function of the ran-
dom field in Eq. (2) with a more general one in Eq. (1),
which immediately interprets a Langevin process as what
it actually is—a theory of random vector fields, or equiv-
alently, a theory of stochastic flows.
In the case of standard currents, the observables can be
efficiently computed by switching from the Lagrangian lan-
guage of stochastic trajectories to the Euler-Hamilton pic-
ture of deterministic linear PDEs for the probability distri-
butions [17, 18, 71]. The Euler-Hamilton picture involves
studying the Fokker-Planck (FP; or Kolmogorov in the
mathematical literature) equations. To generalize the FP-
equation approach to higher-dimensional fluxes, we adopt
the proposal of Tanase-Nicola and Kurchan [74], who
showed on an intuitive level that the so-called Supersym-
metric Fokker-Planck (SFP) equation adequately describes
stochastic evolution of higher-dimensional objects. In fact,
we formalize the ideas presented in [74] to develop an in-
terpretation of the super-states ̺(x1, . . . , xm; Θ1, . . . ,Θm)
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that depend not only on the standard set coordinates x,
but also on a set of Grassmann (anticommuting) variables,
and satisfy the SFP equation, as reduced measures that
contain reduced, yet all the necessary information on the
complete probability distributions dP(η) in the infinite-
dimensional (functional) of (k−1)-dimensional cycles inX ,
with the reduction being compatible with stochastic evolu-
tion. The above interpretation made it possible to obtain
the main result of this manuscript for continuous models–
closed expressions for average higher-dimensional stochas-
tic fluxes in terms of the solutions of the SFP equations
for the general time-dependent, stationary and periodic-
driving cases.
We would like to emphasize that the higher-dimensional
fluxes are not associated with a new class of stochastic
models, but rather provide a set of new topologically pro-
tected observables, associated with the same “good old”
Langevin processes. However, they give rise to a new class
of discrete models, defined on CW-complexes, which are
higher-dimensional generalizations of graphs. These more
general discrete models, studied in the second manuscript,
appear in a natural way by considering the long-time relax-
ation of higher-dimensional cycles in the low-temperature
limit for a Langevin process, in the same way as a Markov
process on a graph can be interpreted as slow relaxation
between the local minima of the potential function V (x),
represented by the graph vertices, via rare over-the-barrier
transition events, with the transition paths represented by
the graph edges; actually describing a multi-state thermo-
activated chemical reaction, considered within the multi-
dimensional version of the celebrated Kramers transition
state theory [47, 37]. After deriving the CW-complex mod-
els, including evolution equations for the reduced mea-
sures (a discrete counterpart of the reduced measures for
Langevin processes), we focus on the periodic driving case.
The main result of the second manuscript proves there is
an explicit formula for the generated flux in the adiabatic
limit, which generalizes the expression for a Markov pro-
cess on a graph, obtained in our earlier work [17], [18], [19],
to the higher-dimensional case. To that end, we express
the two ingredients of this expression, namely the solution
of the higher-dimensional Kirchhoff network problem [11]
and the higher-dimensional Boltzmann distribution [10], as
a weighted sum over spanning trees and co-trees. These
results are referred to as the higher-dimensional Kirch-
hoff tree and co-tree theorems, respectively. The afore-
mentioned expression allows us to demonstrate that in the
low-temperature, adiabatic limit, the generated fluxes are
quantized (pumping quantization theorem). However in a
generic case quantization is rational, rather than integer,
which reflects higher complexity in the stochastic evolution
of higher-dimensional cycles.
At this point we would like to note that although the
dynamics we are dealing with in this manuscript is a stan-
dard Langevin process that is a common tool in chemical
physics, the topological and higher-dimensional nature of
the new observables requires a certain number of theoret-
ical techniques, which are common in topology and geom-
etry, rather than in chemical physics. Still, the problems
addressed in this manuscript belong to the scope of chem-
ical physics. Therefore, to make the manuscript accessible
for the chemical physics community we have put substan-
tial effort to describe all the concepts and techniques, in-
volved in the derivations at least on an intuitive level, and
with enough detail, so that a reader can follow the deriva-
tions without a necessity to read additional mathematical
literature.
This manuscript is organized as follows. In section 2, we
describe the main concepts and technical tools involved
in our derivations, which are not very traditional in the
chemical physics community, as well as formulate the main
results presented in these two manuscripts. A detailed out-
line of the material presented there is given at the begin-
ning of the section; here we just note that the main results
of this manuscript for higher-dimensional fluxes in contin-
uous stochastic systems are presented in subsections 2.5.
Section 3 is devoted to the derivations of our main results
in the continuous setting, formulated in subsection 2.5.
In subsection 3.1 we formulate a path-integral representa-
tion for the average flux and the generating function. In
subsection 3.2, we introduce our main computational tool,
namely the reduced measures, and apply it to convert the
path-integral representations to the Hamilton-Euler ap-
proach of fermionic super-states and SFP equations. In
subsection 3.3, we provide the derivations of the final ex-
pressions for the average flux in the stationary and period-
ically driven cases. In section 4, we summarize our results
on the continuous setting and discuss some future possible
developments/applications.
2. Technical Introduction
In this section, we describe the scope of this work and
formulate the main results presented in the manuscript.
Since the aim of this manuscript is rather technical, we
will summarize here the main results and main concepts
needed to formulate the aforementioned results.
The material in this section is organized as follows. Sub-
section 2.1 presents a very important interpretation of
Langevin processes as a theory of stochastic flows gen-
erated by random vector fields. Equivalently, Langevin
processes can be thought of as random walks in the space
of diffeomorphisms of the configuration space X . In sub-
section 2.2, we introduce the concept of a higher dimen-
sional cycle γ, and place an equivalence relation on the
cycles to form the homology groups H(X), which turn out
to be abelian groups or vector spaces. Furthermore, we
introduce a higher-dimensional stochastic flux as an inter-
section index of a stochastic trajectory η with a reference
cross section α, describe the flux in terms of homology, and
introduce the closely related concept of Poincare´ duality.
To provide some intuition and insight for higher dimen-
sional fluxes, we present several simple examples of deter-
ministic flows that generate non-zero higher dimensional
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fluxes in subsection 2.3. In subsection 2.4, we provide the
necessary facts about supersymmetric stochastic dynam-
ics, including the Supersymmetric Fokker-Planck (SFP)
equation, related geometric structures, and de Rham coho-
mology HDR(X) - the residence of the equivalence classes
[ψ] of the fermion (super)states ψ. In section 2.5, we revisit
Poincare´ duality and present its formulation as an equiv-
alence between homology and cohomology in complimen-
tary dimensions. This allows us to formulate and present
the main results of this manuscript, related to higher-
dimensional currents in the continuous setting. Namely,
we provide closed expressions for average values of stochas-
tic fluxes in terms of solutions of the SFP equation, includ-
ing the cases of general, stationary, and periodic potential
driving.
2.1. Langevin Processes as Random Walks in Diffeomor-
phism Groups and Regularization
We reiterate that we are dealing with Langevin processes
on a smooth oriented compact manifold X of dimension
dimX = m. The compactness requirement can be relaxed,
when necessary, at the cost of adding some technical de-
tails.
As described above, standard empirical currents can be
viewed as a topological observable for a Langevin process
in a manifold X that associates to each stochastic trajec-
tory its homology class. A Langevin process with Gaus-
sian Markovian noise can be represented by a stochastic
equation
x˙j = uj(x, t) + ξj(x, t),
〈ξj(x, t)〉 = 0,
〈ξi(x, t)ξj(y, t′)〉 = 2κGij(x, y)δ(t − t′),
(1)
where ξ(t) is random vector field with Gaussian Markovian
statistics, fully described by the correlation function G,
and κ = β−1 = (kBT )
−1 controls the noise strength. The
tensor field gij(x) = Gij(x, x) defines a non-negative met-
ric in X (strictly speaking a scalar product in the cotan-
gent bundle). We will assume that g is non-degenerate,
which implies that it is positive definite. This means that
our configuration space X is equipped with a Riemannian
metric gij(x), defined by the condition gik(x)g
kj(x) = δji ,
where δji is the Kronecker delta, and hereafter we imply
summation over repeating indices. At this point, it is
worth noting that in describing a Langevin process Eq. (1)
is usually replaced with
x˙ = u(x, t) + ξ(x, t),
〈ξj(x, t)〉 = 0,
〈ξi(x, t)ξj(x, t′)〉 = 2κgij(x)δ(t − t′),
(2)
which is consistent with Eq. (1). The reason is that in
a standard set-up a Langevin process is studied on the
level of stochastic dynamics of points in the configuration
space X . Therefore, due to the Markovian, i.e., the δ-
correlated in time, nature of a Langevin process, the cor-
relation properties of the random vector field ξ(x) at the
same point of the configuration space X only are relevant
for the standard set-up. In what follows we will be study-
ing the evolution of higher-dimensional objects, so that the
complete information on the underlying Langevin process,
given by Eq. (1) is required. Stated differently, this im-
plies that the stochastic dynamics of higher-dimensional
objects contains more detailed information on the under-
lying Langevin process.
Most importantly, the r.h.s. of Eq. (1) determines a flow
and, therefore, a random Markovian walk in the group
Diff(X) of diffeomorphisms of X . This should be under-
stood as follows. Vector fields on X can be naturally in-
terpreted as infinitesimal diffeomorphisms, i.e., the Lie al-
gebra Vect(X) of vector fields in X can be viewed as the
Lie algebra a(Diff(X)) associated with the group Diff(X)
of diffeomorphisms of X . Furthermore, since vector fields
represent first-order differential operators, a two-fold ten-
sor product of vector fields represents a second-order differ-
ential operator. The deterministic (advection term) vector
field u ∈ Vect(X) can be considered as the element of the
relevant algebra Vect(X) = a(Diff(X)), whereas we can
treat the noise correlation function as a symmetric ele-
ment G ∈ Vect(X)⊗Vect(X). This allows the generalized
Fokker-Planck (FP) operator
Lˆ = κG+ u (3)
to be introduced as an element of the universal envelop-
ing algebra UVect(X) = Ua(Diff(X)) of the Lie algebra
Vect(X) of vector fields in X .1 Therefore, we can view a
Langevin process as a left-invariant random walk in the
group Diff(X).
Random processes, whose Euler (Hamilton) representa-
tion is described by Eq. (3), have been considered for the
case of a finite-dimensional Lie group H , with the cor-
responding finite-dimensional a(H), in the context of the
Lyapunov exponent statistics in chaotic systems for H =
SL(n;R) with the corresponding a(SL(n;R)) = sl(n;R).
This includes the passive scalar turbulence model [23],
where chaotic behavior of the linear infinitesimal devia-
tions is modeled by stochastic behavior, as well as linear
[67] and nonlinear [55, 56] responses for weak-noise κ→ 0
geodesic flows in Riemann surfaces of genus g ≥ 2 with
constant negative curvature that corresponds to the case
of H = SL(2;R).
It is the dynamical symmetry, expressed by Eq. (3), i.e.,
the fact that the relevant FP operator Lˆ ∈ Ua(H) be-
longs to the universal enveloping algebra associated with
1The universal enveloping algebra Uh of a Lie algebra h is Th =∑
∞
p=0 h
⊗p = R⊕h⊕(h⊗h)⊕. . . with the relations a⊗b−b⊗a−[a, b] =
0 for a, b ∈ h [69]. The natural morphism Th → Uh generates maps
h → Uh and h ⊗ h → Uh so that with a minimal abuse of notation
we can view h ⊂ Uh and h⊗ h ⊂ Uh.
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the Lie algebra a(H) of the dynamical symmetry group H
that makes the aforementioned problems to be tractable
on the analytical level [55, 56], e.g., by decomposing the
space of distributions into irreducible representations and
making use of the fact that in each representation the evo-
lution occurs independently (which is due to the dynamical
symmetry).
The stochastic equation (1) should be properly regular-
ized. We choose a time regularization by representing the
random vector field ξ(t) as a piece-wise constant function
of time. Specifically we split the time interval [0, t] into
short segments of length ε and assume the random vec-
tor field to be time-independent on each segment with the
correlation function
〈ξj(x)〉 = 0, 〈ξi(x)ξj(y)〉 = 2κε−1Gij(x, y) , (4)
with no correlations between the random vector fields on
different segments.
Spatial regularization can be achieved by restricting the
random field ξ to a finite-dimensional vector subspace U
of the space of smooth vector fields Vect(X) together with
a positively defined scalar product in U , which naturally
defines Gaussian fluctuations of the allowed vector fields
ξ ∈ U . Obviously for a regularized correlation function we
have G ∈ U ⊗ U ∈ Vect(X)⊗Vect(X).
2.2. Higher-Dimensional Stochastic Currents and
Poincare´ Duality
Conventional empirical currents have been identified [15]
as topologically protected observables. The approach is
based on the notion of cycles associated with stochastic
trajectories and measurements. In this manuscript, a k-
dimensional cycle in X is understood as a map (smooth,
continuous, or piece-wise smooth depending on the con-
text) map γ : K → X from a smooth oriented compact
k-dimensional manifold K to X . The cycles can be added
by taking a union, i.e., for γ : K → X and γ′ : K ′ → X
we define γ + γ′ : K ⊔ K ′ → X . We also define −γ by
just reversing the orientation of K. Therefore the cycles
form an abelian group. We call γ ∼ 0 if there is a map
(bordism) χ : M → X for a smooth (k + 1)-dimensional
manifold M with the border ∂M = K so that its restric-
tion to the border reproduces γ, i.e., χ|∂M= γ. We call
γ ∼ γ′ when γ − γ′ ∼ 0. The abelian group obtained
from the group of k-dimensional cycles by considering the
equivalence classes [γ] with respect to the described above
equivalence relation (referred to as bordism equivalence) is
called the oriented bordism homology group [59] of X and
will be denoted Hk(X). In dealing with empirical cur-
rents we will work with the homology with real coefficients
defined as vector spaces Hk(X ;R) = Hk(X)⊗Z R.
2
2The theory of higher-dimensional empirical currents can be also
developed by understanding the cycles γ as so-called singular cycles
[73]. In this case the currents are generated by stochastic motion of
In the standard case of a stochastic trajectory repre-
sented by a map η : [0, t] → X , as argued in [15], the
analysis can be restricted to closed trajectories represented
by 1-cycles η : S1 → X , so that the equivalence class
t−1[η] ∈ H1(X ;R) represents the contribution of a stochas-
tic trajectory η to the empirical current ω ∈ H1(X ;R).
As outlined in [15], Poinca´re duality allows for an equiv-
alent interpretation of the empirical current as a set of
components represented by a set of fluxes over a set of
(m − 1)-dimensional cycles α : K → X , where the inter-
section index t−1[η] · [α] is viewed as the contribution of
the stochastic trajectory to the component ωα ∈ R of the
empirical current ω.3
In this manuscript we extend the notion of empirical cur-
rents to higher dimensions, i.e., we introduce currents gen-
erated in the full homology H•(X ;R) with • = 1, 2, . . . ,m,
so that the case • = 1 reproduces the standard empirical
currents considered in [15]. This generalization rests on
the interpretation of a Langevin process as a random walk
in Diff(X), as described in subsection 2.1. To put it on
a formal grounds, we denote by f(ξ) : [0, t] → Diff(X)
a stochastic trajectory that starts at the identity diffeo-
morphism idX ∈ Diff(X) and is generated by the noise
realization ξ : [0, t] → Vect(X) according to the Langevin
equation [Eq. (1)]. Note that for the time regularization
described in subsection 2.1 the trajectory f is continuous
and piece-wise smooth.
Given a stochastic trajectory f(ξ) we can associate with
any n-dimensional cycle γ : N → X , considered as an ini-
tial condition, an (n+1)-dimensional chain, represented by
η(ξ, γ) : [0, t]×N → X , with η(ξ, γ)(τ, y) = f(ξ; τ)(γ(y)),
which can be viewed as a stochastic trajectory in the
space XN of smooth maps N → X .4 If this trajectory
were periodic (with period t), it would be represented by
a cycle η(ξ, γ) : S1 × N → X , whose homology class
t−1[η] ∈ Hn+1(X ;R) will represent the contribution of the
stochastic trajectory η to the higher-dimensional current
ω ∈ Hn+1(X ;R), in full analogy with the conventional
n = 0 case. In the latter case, a stochastic trajectory,
which generally has a boundary, can be turned into a
closed trajectory by connecting its ends with a geodesic
line, which does not affect the long-time asymptotic of
the current distributions [15]. A generalization of such
closing procedure in the higher-dimensional case does not
look straightforward. It will be addressed in some detail
singular, rather than oriented bordism, cycles, and Hk(X) should be
understood as singular homology [73]. As we will see, the long-time
statistics of the generated currents does not depend on the particular
choice of the cycle type. This relies on the fact that the natural
morphism from bordism homology to singular homology becomes an
equivalence over real coefficients. For this reason we are also using
the notation H•(X) for oriented bordism homology, which is more
common for singular case, instead of the standard Ω•(X).
3In particular this means that the current components are defined
as ωα = ω · [α]. We also reiterate that the intersection index is well-
defined on the level of equivalence classes.
4This correspondence is actually due to a natural action Diff(X)×
XN → XN of the diffeomorphism group in the space of cycles.
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in subsection 3.1. Here we will present an intuitive picture
based on the notion of empirical current components.
To this end, we introduce a k-dimensional cycle α :
K → X with k = m − (n + 1) and introduce the in-
tersection index η · α. An attempt can be made in a
standard way: we slightly perturb the piece-wise smooth
trajectory η : [0, t] → XN to obtain a smooth map
η˜ : [0, t] × N → X , we further slightly perturb η˜ and α
to achieve their transversal intersection in a finite num-
ber of points. We define the intersection index η · α in a
standard transversality-based way as a sum over the in-
tersection points weighted with the proper ±1 sign factors
determined by the orientations. If the trajectory η was pe-
riodic, then η would represent an (n+1)-dimensional cycle
and the intersection index η · α would be well defined, in
particular it would not depend on the adjustments needed
to achieve trasnversality, as described above. Later in the
manuscript we will show that in the realistic case of non-
periodic trajectories the dependence on the adjustments
vanishes statistically in the long-time t →∞ limit, which
implies that the intersection index is well-defined statisti-
cally in the relevant for us t → ∞ limit. Such a situation
will be also described as that statistically the path integra-
tion is restricted to almost closed trajectories. Having said
that, to set the stage we just pretend that η · α is a well-
defined quantity. Under such an assumption we can come
up with a simple and intuitive path-integral expression for
the generating function Z(λα) that fully characterizes the
probability distribution function for the ωα component of
the higher-dimensional current ω ∈ Hn+1(X ;R):
Z(λα; t) =
∫
Dξe−κ
−1S(ξ)+λαη(ξ,γ)·α, (5)
where S(ξ) is a quadratic in ξ action that produces the
correlation functions of the random vector field, given by
Eq. (1), and the normalization factor is assumed to be ab-
sorbed in the measure Dξ. Note that the path integral
in Eq. (5) should be regularized as described in subsec-
tion 2.1.
The above arguments can be formalized as follows. De-
note by ω(γ, α; t) the average value of the flux through
the cross section cycle α : K → X produced over time
by stochastic trajectories that start with the cycle γ :
N → X . Averaging can be in principle performed using
the probability distribution function of the flux that cor-
responds to the generating function, given by Eq. (5). Let
k = dim(N)+1, andm = dim(X). Then dim(K) = m−k.
Verify that the following holds: for t→∞ the average flux
does not depend on t and depends on γ and α through
their homology classes [γ] and [α], respectively. This cre-
ates a bilinear map J : Hk−1(X) ⊗ Hm−k(X) → R. On
the other hand the intersection index generates a bilinear
map Int : Hk(X) ⊗ Hm−k(X) → Z, which is known to
be a non-degenerate over R. This is one of possible for-
mulations of Poincare´ duality [73]. Due to non-degenerate
nature of the Poincare´ pairing, there is a unique linear
map ωk : Hk−1(X) → Hk(X ;R), hereafter referred to as
the flux map so that J([γ] ⊗ [α]) = Int(ωk([γ]) ⊗ [α]) for
any [γ] and [α].
2.3. Examples of Higher-Dimensional Currents and
Fluxes, Generated by Deterministic Flows
As explained in some detail in the previous subsection,
a higher-dimensional stochastic flux is a new observable
associated with a Langevin process, given by the inter-
section index of a higher-dimensional trajectory, produced
by motion of a higher-dimensional cycle, with a cross sec-
tion represented by another cycle of complimentary di-
mension to the trajectory dimension. Since a stochastic
trajectory is in fact a deterministic trajectory that corre-
sponds to some given realization of a stochastic flow, to
understand the nature of such an observable one needs
to understand how the flux is generated in the case of a
deterministic flow. Switching to a stochastic setting is con-
ceptually simple: one just needs to perform averaging over
(stochastic) realizations of the flow with a proper proba-
bility measure. In the standard set-up of points moving
to form 1-dimensional trajectories, the picture of the flux
as an intersection index of a trajectory with a cross sec-
tion is very intuitive. In the higher-dimensional case the
picture is much less intuitive. Therefore, before we move
further, we consider in this section some simple, yet non-
trivial examples of deterministic flows and study the higher
dimensional currents/fluxes, generated by the aforemen-
tioned flows.
Our first example deals with a simple flow in a torus
X = T 2 = S1 × S1. Using the natural coordinates −π ≤
θ1, θ2 ≤ π, the flow is defined by a differential equation
dθ1
dt
= u,
dθ2
dt
= 0. (6)
If we monitor the motion of points we can choose the
cross section to be a 1-dimensional cycle α : S1 → S1×S1
with α1(θ) = (θ, 0) or α2(θ) = (0, θ). A particle’s trajec-
tory generated by the flow of Eq. (6) is periodic; during
the period t = 2π/u it will not cross the cycle α1 and
cross α2 once, producing the fluxes (intersection index per
unit time) ω1 = 0, and ω2 = u(2π). Alternatively, we
can represent the flux associated with the flow as a 2-
dimensional vector ω = (ω1, ω2), with the dimension 2
reflecting the two independent 1-dimensional cycles in the
torus T 2. We can also look at the motion of 1-dimensional
cycles γ : S1 → S1 × S1, with γ1 = α1 and γ2 = α2.
Since trajectories produced by motion of 1-cycles are 2-
dimensional, cross sections should be 0-dimensional; so we
can choose a cross section to be a point, say (π/2, π/2).
The trajectory that starts with γ2 covers the whole torus
during the time period t = 2π/u producing one intersec-
tion, which corresponds to the flux ω(γ2) = u/2π. The cy-
cle γ1 moves along itself, so that there are no intersection
and ω(γ1) = 0. This example clearly demonstrates that
the multidimensional flux depends on the moving cycle γ,
actually on its homology class [γ]. This can be summarized
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in terms of the current/flux maps ω1 : H0(X)→ H1(X ;R)
and ω2 : H1(X)→ H2(X ;R) as follows. Appreciating the
fact that
H0(T
2) = Z
H1(T
2) = Z⊕ Z
H2(T
2) = Z ,
(7)
as well as [γ1] = 1 ⊕ 0 and [γ2] = 0 ⊕ 1 form a basis set
in H1(T
2) = Z ⊕ Z, we can write ω1(r) = ru(2π)
−1 ⊕ 0,
ω2(r ⊕ s) = su(2π)
−1, with r, s ∈ Z.
Our next example is a flow in a 3-dimensional torus
X = T 3 = S1 × S1 × S1. Using the natural coordinates
−π ≤ θ1, θ2, θ3 ≤ π, the flow is defined by a differential
equation
dθ1
dt
= u,
dθ2
dt
= 0,
dθ3
dt
= 0 (8)
This example can be analyzed in a manner, similar to how
its low-dimensional counterpart was studied above; there-
fore, details will be omitted. Consider for X the cycles
µ : {∗} → X , γa : S
1 → X , αa : S
1 × S1 → X , with
a = 1, 2, 3, and ν : T 3 → X , of dimensions 0, 1, 2, and 3,
respectively, that form the basis set in homology. Namely
µ(∗) = ∗ ∈ X , ν = idX ; γa embeds S
1 in T 3 along the
a-th components of S1 in T 3, whereas αa embeds T
2 in
T 3, missing the a-th component. We have for intersection
indices [µ] · [ν] = 1, [γa] · [αb] = δab. The flux maps are
non-trivial in all dimensions; after a simple and transpar-
ent computation we arrive at
ω1(s[µ]) = s[γ1],
ω2(r[γ1] + l[γ2] + s[γ3]) = u(2π)
−1(l[α3] + s[α2]),
ω3(r[α1] + l[α2] + s[α3]) = ru(2π)
−1[ν].
(9)
The examples considered in this section so far may cre-
ate the misleading impression that higher-dimensional cur-
rents do not provide additional information on the driven
nature of the underlying dynamics, since their properties
are contained in the standard 1-dimensional currents, the
latter describing motion of points. Therefore, we consider
a flow on a 5-dimensional manifold X = S3 × S2 (which
is simply connected, i.e., does not have non-contractible
1-dimensional cycles, and thus does not have standard 1-
dimensional fluxes) and demonstrate that the flow pro-
duces a 3-dimensional current/flux, generated by directed
motion of a non-contractible 2-dimensional cycle. First,
we will represent the 3-dimensional sphere as S3 = SU(2),
using a standard assertion
g(n0,n) = n0σ0 + in · σ, n
2
0 + n
2 = 1, (10)
where σ0 and σ = (σ1, σ2, σ3) are the unit and Pauli 2× 2
matrices, respectively. The flow on X = SU(2) × S2
is determined by the following differential equation for
(g,n) ∈ SU(2)× S2
dg
dt
= ik(n · σ)g,
dn
dt
= 0, (11)
with k > 0 being some arbitrary rate constant. We con-
sider motion of a 2-dimensional cycle γ : S2 → SU(2)×S2,
defined by γ(n) = (1,n) and considered as the initial
condition, with 1 ∈ SU(2), being the unit element in
SU(2) represented by σ0. The flow (in this case de-
terministic), defined by Eq. (10) produces a trajectory
η : R × S2 → SU(2) × S2. Since Eq. (10) can be eas-
ily solved analytically, we arrive at the following explicit
expression for the trajectory that starts with γ
η(t,n) = (exp(ikt(n · σ)),n)
= (cos(kt) + i(n · σ) sin(kt),n).
(12)
To compute the 3-dimensional flux produced by the flow
over time t, we consider the intersection index of the trajec-
tory η with a cross section, represented by a 2-dimensional
cycle α : S2 → SU(2)×S2, defined by α(n) = (iσ3,n). To
simplify the analysis, note that the considered trajectory
is periodic with the period 2π with respect to the dimen-
sionless time τ = kt, and consider the intersection of η
with α restricted to the time period −π ≤ τ ≤ π. Defin-
ing intersection points as pairs of points (τ,n) ∈ R × S2
and n′ ∈ S2, so that η(τ,n) = α(n′), the latter repre-
senting the intersection condition, we find two intersec-
tion points for a time period, the “north” intersection
τ = π/2, n = n′ = (0, 0, 1) and the “south” one τ = −π/2,
n = n′ = (0, 0,−1). Both intersections occur at the same
point iσ3 ∈ SU(2). To compute the intersection index
we need to weight each intersection with the local inter-
section index ±1, obtained in the following way. Choose
orientations on R × S2, S2, and SU(2) × S2. Consider
oriented basis sets (e0, e1, e2) and (e
′
1, e
′
2) at the tangent
spaces at (τ,n) ∈ R × S2 and n ∈ S2, respectively, that
represent the intersection. Applying the differentials dη
and dα to the above basis sets we obtain 3+2 = 5 vectors
that form a basis set in the tangent space at the intersec-
tion point (iσ3,n) ∈ SU(2) × S
2. If the obtained basis
set has the same orientation as a one that describes the
chosen orientation on SU(2) × S2 the local index is set
to 1; if otherwise, it is set to −1. A simple computation
presented in Appendix A shows that the local indices of
both intersection points are the same, so that the contri-
bution of a time period to the intersection index [η] · [α] is
2. This means that the intersection index during time t is
approximately equal to 2kt/(2π). 5 This corresponds to
the value of the 3-dimensional flux ω = 2k/(2π).
This last example has an interpretation in terms of the
flux map as follows. For X = S3 × S2, we have
H0(X) ∼= H2(X) ∼= H3(X) ∼= H5(X) ∼= Z , (13)
with H2(X) and H3(X) generated by [α] and [γ], respec-
tively. The only nontrivial flux map ω3 : H2(X)→ H3(X)
has a form ω3(s[γ]) = 2sk(2π)
−1[α].
5As briefly explained above approximately means the following.
If the trajectory is periodic, i.e., in this case kt = 2pin, the equality is
exact. Still for long times kt≫ 2pi the equality holds approximately,
with the relative error ∼ (kt)−1, even if the trajectory is not periodic,
the latter being a typical case.
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2.4. Supersymmetric Fokker-Planck Equation: Fermions
and Differential Forms
It has been outlined in [74] that the Supersymmetric
Fokker-Planck (SFP) equation describes stochastic motion
of higher-dimensional objects, such as n-dimensional sur-
faces in the configuration space X . In this subsection, we
present a brief review of the SFP equation, connect the
fermion states to differential forms and discuss a particle-
hole symmetry that, being formulated using the language
of differential forms, reproduces the Hodge star transfor-
mation [36] that can be viewed as the supersymmetric
counterpart of the Poinca´re duality.
We reiterate that our configuration space X is an ori-
ented compact smooth manifold of dimension dimX = m
and start with introducing n-fermion states ψ(n)
ψ(n)(x,Θ) = ψ
(n)
i1···in
(x)Θi1 · · ·Θin , (14)
where Θj with j = 1, . . . ,m are Grassmann anticom-
muting variables, i.e. ΘjΘi = −ΘiΘj , and therefore
(Θi)2 = 0. The vector space of n-fermion states is denoted
by An(X). Obviously, An(X) ∼= 0 for n > m. Combining
fermion states with all possible numbers of fermions we
obtain a graded supercommutative algebra [57] denoted
by A•(X), whose elements (states)
ψ(x,Θ) =
m∑
n=1
ψ(n)(x,Θ)
=
m∑
n=1
ψ
(n)
i1···in
(x)Θi1 · · ·Θin
(15)
are represented by superpositions of m-fermion states.6
We will also use the “bullet” as a dummy index variable
• = 0, 1, . . . ,m.
By replacing the Grassmann variables Θi with the dif-
ferential symbols dxi we can recast Eq. (14) as
ψ(n)(x,Θ) = ψ
(n)
i1···in
(x)Θi1 · · ·Θin
= ψ
(n)
i1···in
(x)dxi1 ∧ · · · ∧ dxin
= ψ(n)(x, dx),
(16)
where the wedge product symbol emphasizes the anti-
commutative property of multiplication of the differential
symbols. Most importantly, Eq. (16) identifies n-fermion
states as rank n differential forms on X , and therefore the
fermion states inherit all properties of differential forms.
The most relevant properties for us are: external differ-
ential, pull-back construction, ability to integrate an n-
fermion sate over an n-cycle or n-chain, and Stokes’ theo-
rem.
6Using formal language, by introducing the fermion superposition
states we constructed a Z2-graded smooth manifold (often referred
to as a supermanifold), associated with the cotangent bundle over
its bosonic substrate X. In this context the superposition states in
Eq. (15) are referred to as the functions in the supermanifold (see,
e.g., [57] for the details).
Following [74] we introduce an operator Q : A•(X) →
A•+1(X) by Q = Θj∂j , where hereafter we use the nota-
tion ∂j = ∂/∂x
j and ∂¯j = ∂/∂Θj (acting from the left).
In the language of differential forms it is known as the
exterior differential operator d : A•(X) → A•+1(X). Ob-
viously Q2 = 0. A fermion state of the form Qψ is called
exact, and a state ψ with Qψ = 0 is called closed. Ob-
viously an exact state is closed. Denoting by B•(X) and
Z•(X) the subspaces of the exact and closed states, respec-
tively, the latter relation reads B•(X) ⊂ Z•(X) ⊂ A•(X).
The related quotient spaces H•DR(X) = Z
•(X)/B•(X) are
known as the de Rham cohomology of X , and are finite-
dimensional in the relevant case of compact X [36]. For a
closed state ψ ∈ Z•(X) its image in H•DR(X) is denoted
[ψ] ∈ H•DR(X) and referred to as a (de Rham) cohomology
class. We also associate with a vector field ξ ∈ Vect(X) an
operator iξ : A
•(X) → A•−1(X), called the inner deriva-
tive, and defined by iξ = ξ
j ∂¯j .
A pull-back construction associates with a smooth map
g : Y → X a linear map g∗ : A•(X)→ A•(Y ) that “pulls”
the fermion states on X back to form the corresponding
states on Y . The pull-back that commutes with the exte-
rior differential, i.e., g∗QX = QY g
∗ so the rank is presev-
ered, is defined as
(g∗ψ(n))j1···jn(y)ϑ
j1 · · ·ϑjn
= ψ
(n)
i1···in
(g(y))
∂gi1(y)
∂yj1
ϑj1 · · ·
∂gin(y)
∂yjn
ϑjn ,
(17)
which reflects the following natural transformation from
the variables (y, ϑ) in Y to the variables (x,Θ) in X .
x = g(y), Θi = (∂gi(y)/∂yj)ϑj . (18)
A fermion state ψ ∈ A•(X) can be integrated over the
manifold:∫
X
ψ =
∫
X
dx1 . . . dxm
∫
dΘ1 . . . dΘmψ(x,Θ), (19)
with the integral over the Grassmann variables understood
in the Berezin sense [57]. The Berezin integral is com-
pletely determined by the following set of rules:∫
dΘi = 0,
∫
ΘidΘi = 1,
ΘidΘj = −dΘjΘi, dΘidΘj = −dΘjdΘi.
(20)
The integral in the r.h.s. of Eq. (19) is well defined, since
it does not depend on the choice of local coordinates (the
Jacobians that describe the transformations of the boson
dx and fermion dΘ measures under a coordinate transfor-
mation cancel each other). Note that only the maximal-
fermion component ψ(m)(x,Θ) of ψ(x,Θ) contributes to
the integral.
The above integration construction combined with the
pull-back allows a fermion state ψ ∈ A•(X) to be inte-
grated over a cycle or chain γ : N → X , that corresponds
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to the case of a manifold or manifold with a border, re-
spectively: ∫
γ
ψ =
∫
N
γ∗ψ, (21)
with the non-zero contribution provided by the ψ(n) com-
ponent only.
Stokes’ theorem in the case of smooth chains implies
the following: for a chain γ : N → X and fermion state
ψ ∈ A•(X) we have ∫
γ
Qψ =
∫
γ|∂N
ψ. (22)
The Hodge star transformation [36], adopted to the lan-
guage of fermion states, ∗ : A•(X)→ Am−•(X) associates
with an n-fermion state ψ(n) an (m−n)-fermion state de-
noted by ∗ψ, and therefore ∗ψ provides a hole description
of the original fermion state ψ. The metric g generates a
standard scalar product of the states
(ψ(n), ϕ(n)) =
∫
X
dx√
g(x)
n! gi1j1(x) · · · ginjn(x)ψ
(n)
i1···in
ϕ
(n)
j1···jn
=
∫
ψ(n)(∗ϕ(n)), (23)
with the second equality being in fact the defining property
of the Hodge star operator.
The Supersymmetric Fokker-Planck (SFP) operator can
be presented in a very simple form in the case of an arbi-
trary metric gij(x) in the following way. We start with
introducing the force fi(x; t) = gij(x)u
j(x; t) that cor-
responds to the velocity field in the Langevin equation,
and further its supersymmetric counterpart F (x,Θ; t) =
fj(x; t)Θ
j . The SFP operator has a form
L = κ(QQ†F +Q
†
FQ), QF = Q+ κ
−1F (24)
with Hermitian conjugation defined using an obvious
scalar product in the space of states with given fermion
number (or equivalently differential forms of given rank).
This is the only source of dependence of the operator L
on the metric. Several comments are in place. First, the
operator L preserves the fermion number, also referred to
as the degree, and hence so does the evolution governed by
the SFP equation. Second, [Q,L], and therefore the SFP
equation preserves closed and exact states. This allows the
dynamics to be restricted to closed states, with the SFP
equation written in a form
∂̺
∂t
= −QJ, J = −κQ†F ̺ (25)
of a continuity condition, as it happens in the case of the
standard FP equation. One might think about the higher-
dimensional counterpart, defined by Eq. (25), as a suit-
able candidate for an average (over the stochastic process)
higher-dimensional current density, in terms of which the
average fluxes can be expressed. The simple relations be-
tween the higher-dimensional fluxes and current densities
will be stated in section 2.5, with the derivations briefly
sketched in section 3. Finally we note that in a particu-
lar case F = 0, the SFP operator in Eq. (24) adopts the
form of the Hodge-Laplace operator, widely used in Hodge
theory, whereas in a particular case of flat metric in Rm
and potential force fj = −∂jV , the operator in Eq. (25)
reduces to the SFP, considered in [74].
2.5. Poincare´ Duality and Higher-Dimensional Fluxes
Generated in Stationary and Periodically Driven Sys-
tems
The relation between the higher-dimensional current
densities [Eq. (25)] and generated fluxes is naturally formu-
lated in terms of a version of Poincare´ duality that involves
de Rham cohomology [36], defined in section 2.4 which can
be formulated as follows. Poincare´ duality consists of the
set of isomorphisms
Hk(X ;R) ∼= H
m−k
DR (X), k = 0, . . . ,m, (26)
naturally defined using the two pairings
〈· , ·〉 : Hk(X ;R)⊗H
k
DR(X)→ R,
〈[γ] , [ω]〉 =
∫
N
γ∗(ω), γ : N → X,
(27)
and
〈· , ·〉 : Hm−kDR (X)⊗H
k
DR(X)→ R,
〈[ψ] , [ω]〉 =
∫
X
ψω, ω ∈ Zk(X), ψ ∈ Zm−k(X).
(28)
We will show in section 3 that a probability distribu-
tion P(γ) of (k − 1)-dimensional cycles γ : N → X
allows a reduced description in terms of a closed state
̺ ∈ Zm−(k−1)(X), with [̺] ∈ H
m−(k−1)
DR corresponding
to [γ] ∈ Hk−1(X) via Poincare´ duality [Eq. (26)], that sat-
isfies the SFP equation [Eq. (25)]. Let α : K → X be an
(m − k)-dimensional cross-section cycle. It will be shown
that the average flux ω(α; t) through the cross section α,
understood as the intersection index of a stochastic tra-
jectory with α per unit time, averaged over the stochastic
process can be represented in a form
ω(α; t) = −κt−1
∫ t
0
dτ
∫
K
α∗Q†F (τ)̺(τ). (29)
The expression for the flux adopts a specially simple
form for the long-time limit in the cases of stationary and
periodic driving. We start with a stationary case, when
F (τ) = F , so that at t → ∞ we can replace ̺(τ) with
the stationary solution of the SFP equation ̺([γ]) whose
cohomology class [̺] is Poincare´ dual to the homology class
[γ] of the cycle γ that participates in stochastic dynamics.
The average flux becomes time-independent and can be
represented in the form
ω(α; [γ]) =
∫
K
α∗ω([γ]),
ω([γ]) = −κQ†F ̺([γ]),
Qω = 0 .
(30)
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The last condition implies ω([γ]) ∈ Zm−k(X) is closed, so
that taking the cohomology class [ω] defines a flux map
ω : Hk−1(X)→ Hk(X ;R), (31)
which sends the homology class [γ] of the moving cycle γ to
the homology class dual to the cohomology class [ω([γ])]
via Poincare´ duality [Eq. (26)]. It is important to note
that the long-time limit of the average flux turns out to
be represented by a closed state ω([γ]), which means that
the flux through a cross section α depends on its homology
class [α] only, as if the trajectories were closed. As briefly
discussed at the end of subsection 2.2, this is interpreted
as at the long-time limit the stochastic trajectories are
statistically closed.
In the periodic driving case, following [21], we consider
the driving force to be represented by a potential fj(t) =
−∂jV (t) that depends on time periodically V (t + T ) =
V (t). In the periodic driving case it is advantageous to
define the flux as the intersection index per one diving
protocol, rather than per unit time. The expression for
the average flux ω(α, [γ]) has the form of Eq. (30) with
the integrand ω([γ]) replaced with
ω([γ]) =
∫ T
0
dτ(−κQ†F )̺([γ]; τ), (32)
with ̺([γ]; τ) being the unique closed solution of the SFP
equation [Eq. (25)] with F = −QV and [̺([γ]; τ)] = [γ].
In section 3, we present a derivation that starts with
Eq. (32) and allows the average flux to be expressed in
terms of a higher-dimensional version of the Kirchhoff
problem in the continuous (rather than discrete) setting.
The aforementioned Kirchhoff problem can be formulated
as follows. We first note that we have an onto linear map
Q : Am−k(X) → Bm−k+1(X), by definition. An attempt
to invert it faces the problem of ambiguity, since the map
has a kernel, which consists of the subspace Zm−k(X) of
closed states. The uncertainty can be fixed by requiring
that the image of the inverse map is orthogonal to the
kernel. The above requirement allows to define a unique
inverse, known in linear algebra as pseudo-inverse, as long
as a scalar product in the space Am−k(X) of (m − k)-
fermion states is chosen.
Consider a modified scalar product in the space
Am−k(X), defined by
(α, β)V,κ = (e
κ−1V α, β) = (α, eκ
−1V β), (33)
and let AV,κ be the pseudo-inverse of Q with respect to
the modified scalar product [Eq. (33)], i.e., it is completely
identified by its properties
AV,κQϕ = ϕ, (AV,κϕ, ψ)V,κ = 0, (34)
for any ϕ ∈ Bm−k+1(X), and any ψ ∈ Zm−k(X). The
problem of finding the pseudo-inverse in the above setting
is hereafter referred to as the higher-dimensional continu-
ous Kirchhoff problem.
In section 3 we will derive the following expression for
the average flux in terms of the pseudo-inverse of Q
ω([γ]) = −
∫ T
0
dτAV (τ),κ ˙̺([γ]; τ). (35)
where ˙̺ = d̺/dτ denotes the time derivative. Note that
˙̺ = L̺ = Q(κQ†−QV ) is closed, so that applying the
pseudo-inverse AV,κ to ˙̺ in the r.h.s. of Eq. (35) is le-
gitimate. Also note that applying Q to Eq. (35) yields,
due to the first property in Eq. (34), in the r.h.s. just the
time integral of ˙̺ over a period, which is zero. Therefore,
ω([γ]) is exact, so that the same arguments, as presented
earlier in the context of stationary driving, bring us to a
well-defined flux map of the same form of Eq. (31).
Finally we note that in the case of slow driving (adi-
abatic limit) the periodic solution of the SFP equation
is well approximated ̺([γ]; τ) = ̺B([γ];V (τ), κ), with
̺B([γ];V, κ) hereafter, with some minimal abuse of ter-
minology, being referred to as a higher-dimensional Boltz-
mann distribution. It is formally defined as a unique closed
stationary solution of the SFP equation with F = −QV
and [̺B([γ])] being Poincare´ dual to [γ]. So in the adia-
batic limit we have explicitly
ω([γ]) = −
∫ T
0
dτAV (τ),κ
d
dτ
̺B([γ];V (τ), κ). (36)
3. Langevin Processes, Higher-Dimensional Cur-
rents, and Supersymmetric Fokker-Planck Dy-
namics
In this section, we develop an approach that allows us
to derive the expressions [Eqs. (29), (30), and (35)] for
the average higher-dimensional current in terms of the bo-
son/fermion states, introduced in section 2.4, and their
evolution via the SFP equation. Our approach is based
on introducing the reduced probability distributions or re-
duced measures that are much simpler objects compared
to probability measures in the infinite-dimensional spaces
of cycles. These evolve according to the SFP equation and
contain all relevant information about the average higher-
dimensional fluxes.
3.1. Generating Functions for Empirical Current Distri-
butions
Probability distributions are efficiently studied by con-
sidering the associated generating functions. It is conve-
nient to replace the generating function, given by Eq. (5),
with a more general Z(A; γ, t), whose argument is an k-
fermion state A ∈ Ak(X)
Z(A; γ, t) =
〈
exp
(∫
N×[0,t]
η∗(ξ, γ)A
)〉
η
(37)
=
∫
Dξe−κ
−1S(ξ) exp
(∫
N×[0,t]
η∗(ξ, γ)A
)
,
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where, same as in Eq. (5), S(ξ) is a quadratic function of
the random vector field that produces the proper correla-
tion functions of the latter [Eq. (1)], and the generating
function naturally depends on the initial cycle γ.7 We re-
iterate that according to the arguments presented above,
the path-integral is properly and completely (i.e., in the
time and configuration space domains) regularized.
Being focused on average currents we expand the gen-
erating function [Eq. (37)] to linear terms in its argument
Z(A; γ, t) = 1 +
∫ t
0
dτ
∫
X
AJ(τ ; γ) +O(A2) (38)
= 1 +
∫
Dξe−κ
−1S(ξ)
∫
N×[0,t]
η∗(ξ, γ)A+O(A2),
where J(τ ; γ) ∈ Am−k(X) is just a functional coefficient
in the above linear expansion, represented by a time-
dependent (m − k)-fermion state that also depends pa-
rameterically on the initial cycle γ.
If the stochastic trajectories were closed (periodic in
time), i.e., the corresponding smooth maps η : N× [0, t]→
X could be considered as cycles N × S1 → X , then re-
placing A with A + QB, referred to as a gauge trans-
formation of A, would not change the A-dependent ex-
ponential term in Eq. (37) due to the Stokes’ theorem
(see subsection 2.4) and the generating function would be
gauge invariant. Therefore, it makes sense to refer to a
situation when the generating function becomes gauge-
invariant, i.e., Z(A + QB) = Z(A) at long times as “at
long times the trajectories are closed statistically”. The
referred situation can be described as follows. At long
times the generating function has a large deviation form
Z(A; γ, t) ∼ e−tF(A;[γ]) with F(A; [γ]) being gauge invari-
ant and depending on the initial cycle γ via its homology
class [γ]. In the gauge-invariant case, the corresponding
Crame´r function S(J ; [γ]), with J ∈ Am−n−1(X) is sup-
ported by the conserving QJ = 0 currents and can be ob-
tained from gauge-invariant F(A; [γ]) by applying a stan-
dard Legendre transformation.
In the case when we restrict ourselves to closed QA = 0
fermion states for the argument of the generating func-
tion, corresponding to empirical currents ω = [J ] rather
than current densities, the generating function depends
on the cohomology class [A] ∈ Hk(X). The correspond-
ing Crame´r function S(ω; [γ]) that depends on ω = [J ] ∈
Hm−k(X) ∼= Hk(X ;R), rather than the current den-
sity J ∈ Zm−k(X) ⊂ Am−k(X), can be obtained from
F([A]; [γ]) via a standard Legendre transformation.
It is worth to emphasize that, as opposed to the stan-
dard n = 0 case, in higher dimensions gauge invariance is
not guaranteed, but is rather a statistical property. There-
fore, it can be broken, which means that the boundaries
of the stochastic trajectories η start playing an important
7Also note that the expression in the second exponent in Eq. (37)
is just a properly defined integral
∫
η
A =
∫
N×[0,t] η
∗A of the k-
fermion state A over the k-dimensional surface η.
role. We will demonstrate in this manuscript that gauge
invariance is maintained at least on the level of average
values of current distributions. An interesting open ques-
tion is whether gauge invariance can be broken for large
enough deviations of the observed current ω from its sta-
tionary value. As a first step, gauge symmetry breaking
can be studied on the level of Markov-chain reduced mod-
els described in the second manuscript.
Summarizing, to demonstrate the validity of the repre-
sentation, given by Eq. (29) it is enough to show that∫
Dξe−κ
−1S(ξ)
∫
N×[0,t]
η∗(ξ, γ)A
= −κ
∫ t
0
dτ
∫
X
AQ†F (τ)̺(τ),
(39)
where ̺(τ) is the solution of the SFP equation. This will
be done in section 3.2 by introducing and studying the
properties of reduced measures.
3.2. Reduced Measures, Supersymmetric Fokker-Planck
Equation and Average Higher-Dimensional Currents
We can interpret Eq. (38) as a path-integral represen-
tation of the average current density J . However, path
integrals are difficult to calculate. A standard trick used
for Langevin processes is to switch from the Lagrangian,
i.e., path-integral, picture to an equivalent, yet different
representation, often referred to as the Euler or Hamilton
picture. This transformation replaces a path integral by
a deterministic linear equation for the relevant distribu-
tions. We refer to the obtained equation as the twisted
Fokker-Planck (FP) equation, where the term “twisted”
appreciates the fact that the FP equation is modified by
introducing the gauge field A that serves as the argument
of the generating function. Since in the higher-dimensional
n > 1 case, the distributions P are defined in the infinite-
dimensional space XN of smooth maps N → X , it is abso-
lutely imperative to view a distribution as an integration
measure. That is, as a linear functional that associates
with a function h : XN → R, a number P(h) referred
to as the integral of h with respect to the measure P ; a
standard notation is often used:
P(h) =
∫
XN
dP(ζ)h(ζ). (40)
To perform the desired transformation to the Euler-
Hamilton picture we make use of the fact that a Langevin
process can be viewed as a theory of stochastic flows, as
described in some detail in section 2.1. A flow in X gener-
ates a flow in the cycle space XN and further in the space
of measures. Denoting by P(γ; t) the value at time t of the
measure, with the initial condition P (γ; 0)(h) = h(γ), av-
eraged over stochastic flows (or equivalently vector fields)
we arrive at the following path-integral representation
P(γ; t)(h) =
∫
Dξe−κ
−1S(ξ)h(η(ξ, γ)(t)), (41)
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where, according to our notation η(ξ, γ)(t) ∈ XN is the
k-cycle that represents the end-point of the stochastic tra-
jectory η(ξ, γ) that starts at γ ∈ XN and is generated by
the noise realization ξ.
The family P(γ; t) of measures obviously satisfies the
semi-group relation
P(γ, t+ t′) =
∫
XN
dP(ζ; γ; t)P(ζ; t′), (42)
which generally serves as a starting point for deriving the
corresponding FP equation by setting t′ = ε, followed by
implementing the limit ε → 0. However, as opposed to
the standard k = 1 case, the higher-dimensional situation
brings an additional problem: The measure P(γ; t), which
obviously depends on the regularization, does not have a
well-defined ε → 0 limit. This is easy to see, since the
regularized path integral in Eq. (41) contains (dimU)t/ε
integrations and therefore the regularized P is supported
by a finite-dimensional surface in XN , whose dimension
(dimU)t/ε grows rapidly with ε → 0. We address the
problem by introducing the reduced measures that can be
viewed as restrictions of P to narrower classes of functions
to be integrated.
The simplest reduction leads to simple reduced mea-
sures that allow average currents to be handled, and, there-
fore, this is the only reduction that is considered in this
manuscript. Given a measure P in XN , understood in
the sense of Eq. (40) we restrict it to a vector subspace of
functions hα(γ), parameterized by (k − 1)-fermion states
α ∈ Ak−1(X) of the form
hα(γ) =
∫
γ
α =
∫
N
γ∗α. (43)
The reduced measure, associated with P , is described by a
closed (n−k+1)-fermion state, denoted ̺(P), completely
described by the following conditions
Q̺(P) = 0,
∫
XN
dP(γ)
∫
N
γ∗α =
∫
X
̺(P)α, (44)
for all α ∈ Ak−1(X). Diffeomorphisms act on the states ̺
by means of pull-backs, therefore, flows act on these states
in a well-defined way, and by the construction [Eq. (44)]
the reduction commutes with the flow, i.e.,
̺(P(t)) = ̺(P)(t), (45)
which simply means that the evolution of reduced mea-
sures can be obtained by looking at the evolution of the
corresponding representing super-states ̺(P).
Since vector fields can be viewed as infinitesimal dif-
feomorphisms, the action of vector fields on the states ̺
is easily identified and is known to be given by the Lie
derivative of ̺ with respect to a vector field η
Lη̺ = Qiη̺+ iηQ̺, (46)
with the inner derivative iη defined in section 2.4. To
identify the evolution of a super-state we consider a short
time interval (t, t+ ε), at which the stochastic vector field
is considered to be time-independent according to our time
regularization scheme, and neglect the time dependence of
the velocity field, which results in
̺(t+ ε) ≈
〈
exp
(
εLu(t)+ξ
)
̺(t)
〉
ξ
≈ ̺(t) + εL(t)̺(t) +O(ε2),
(47)
with the second approximate equality being just a def-
inition of the evolution operator L(t). Averaging over
the random vector field is performed by regularization of
the space of allowed vector fields, restricting them to a
finite-dimensional space, spanned on a set of vector fields
(ea|a = 1, . . . , N), i.e., representing the stochastic field in
the form
ξj(x) =
n∑
a=1
λae
j
a(x),
〈λa〉 = 0, 〈λaλb〉 = 2κε
−1δab,
Gij(x, y) =
N∑
a=1
eia(x)e
j
a(y)
(48)
Expanding the expectation value in Eq. (47) to first order
in u and second order in ξ (to keep all terms up to order
ǫ after averaging), substituting Eq. (48) into Eq. (47) per-
forming averaging explicitly, and comparing the terms of
first order in ε we arrive at
L(t)̺(t) = Lu(t)̺(t) + κ
N∑
a=1
LeaLea̺(t). (49)
Recasting the Lie derivatives in Eq. (49) in an explicit
form, and after some straightforward algebra we identify
the operator L with the SFP operator given by Eq. (24).8
At this point we want to emphasize that the result, we have
obtained, is not only crucial in deriving Eq. (39), which will
be completed in the rest of this section, but also provides
an important insight on the SFP equation, interpreting the
latter as the dynamical equation that describes evolution
of reduced measures, associated with stochastic motion of
higher-dimensional cycles under a Langevin process.
We complete this section with deriving Eq. (39). With
the machinery developed earlier in this section this be-
comes a simple and straightforward task. Denoting by
I(t; ε) the contribution to the l.h.s. of Eq. (39) that is
due to the fragment of a stochastic trajectory on the time
interval (t, t+ ε), where, according to the chosen time reg-
ularization, the stochastic field is approximated by a time-
8To be precise, we should note that, similar to the standard FP
operator case, the force field F , obtained in the above derivation
contains additional terms, generated by the random field, which have
the form of products of the fields ea and their gradients, and which
can be expressed in terms of the covariant derivatives of Gij(x, y)
with respect to y, taken at y = x.
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independent one we obtain
I(t; ε)
≈
∫ ε
0
dτ
〈∫
XN
d(exp(τπ(u(t) + ξ)) P(t))
×(γ)
∫
γ
iu(t)+ξA
〉
ξ
(50)
=
∫ ε
0
dτ
∫
X
〈̺(exp(τπ(u(t) + ξ))P(t))iu(t)+ξA〉ξ
=
∫ ε
0
dτ
∫
X
〈exp(τLu(t)+ξ)̺(t)iu(t)+ξA〉ξ.
where π(η) denotes the action of the vector field η on the
space of measures on XN . The first equality is due to
the path-integral representation for the measure evolution
[Eq. (41)] and the semigroup property [Eq. (42)], the sec-
ond equality follows from the defining property of reduc-
tion [Eq. (44)], whereas the third equality reflects compat-
ibility of the reduction with stochastic evolution [Eq. (45)].
Expanding the exponent in the most r.h.s. of Eq. (50) and
further performing the averaging in the same way it was
done in deriving Eq. (49) we arrive at
I(t; ε) ≈ ε
∫
X
〈̺(t)(iu(t)A) + (Lξ̺)(iξA)〉
= ε
∫
X
̺(t)(iu(t)A) +
εκ
2
N∑
a=1
∫
X
(Lea̺)(ieaA),
(51)
and after some straightforward transformations we obtain
I(t; ε) ≈ −εκ
∫
X
AQ†F (t)̺(t) (52)
Performing the summation of the contributions I(t; ε),
taking the limit ε → 0, combined with applying Eq. (52)
immediately results in Eq. (39).
3.3. Explicit Expression for Higher-Dimensional Cur-
rents, Generated in a Stationary and Periodically-
Driven System
The expression for the stationary case flux [Eq. (30)],
as shown earlier in section 2.5 follows immediately from
the general expression for the generated flux in the time-
dependent case [Eq. (29)]; the latter as derived in sec-
tions 3.1 and 3.2. The expression for the periodic driving
[Eq. (32)] also follows from Eq. (29) in a straightforward
way. In this section we demonstrate how a more convenient
expression for the flux [Eq. (35)] follows from Eq. (32). In
fact we will demonstrate a more general property, i.e. that
the relation∫ t
0
dτ(−κQ†−QV )̺([γ]; τ) = −
∫ t
0
dτAV (τ),κ ˙̺([γ]; τ)
(53)
holds in a general time-dependent case. This will be
demonstrated by deriving the relation
κQ†−QV ̺([γ]; τ) = AV (τ),κ ˙̺([γ]; τ). (54)
To that end we recast Q−QV = e
κ−1VQe−κ
−1V , which
implies Q†−QV = e
−κ−1VQ†eκ
−1V and allows Eq. (54) to
be recast in the form
κe−κ
−1VQ†eκ
−1V ̺([γ]; τ) = AV (τ),κ ˙̺([γ]; τ). (55)
Due to uniqueness of the pseudo-inverse (for a fixed scalar
product), to show the validity Of Eq. (55) it is enough to
verify that its l.h.s. satisfies the defining properties of the
pseudo-inverse [Eq. (34)]. We have for the first property
Qκe−κ
−1VQ†eκ
−1V ̺([γ]; τ) = L̺([γ]; τ) = ˙̺([γ]; τ) (56)
and for the second one
(e−κ
−1VQ†eκ
−1V ̺, ψ)V,κ = (Q
†eκ
−1V ̺, ψ)
= (eκ
−1V ̺,Qψ)
= 0,
(57)
since Qψ = 0, which completes the derivation.
4. Discussion
In this manuscript, we have extended the concept of
currents and fluxes generated in non-equilibrium (driven)
stochastic processes to higher dimensions. We have
done this in the continuous case, where the higher-
dimensional currents characterize the same process as
standard stochastic currents, i.e., Langevin stochastic dy-
namics on a manifold X (of arbitrary dimension dim(X) =
m) with inhomogeneous noise. This has been achieved by
applying the following key steps.
(i) We considered a Langevin process the way it should
be considered, i.e., as a process that involves deterministic,
as well as random components of the velocity field, referred
to as uj(x, t) and ξj(x, t), respectively. This is a natural
view if one interprets a Langevin process as a result of
eliminating fast environmental (bath) degrees of freedom,
so that the random component of the velocity field is gen-
erated by the force field that describes the system-bath
interaction, and further applying the overdamped limit.
By introducing the more general quantity Gij(x, y) that
characterizes the correlations of the random field ξj(x, t)
at different points, rather than its reduced counterpart
gij(x) = Gij(x, x) that is usually involved in a Langevin
equation, we can view a Langevin processes as a theory
of stochastic flows or, equivalently, random walks in the
space of diffeomorphisms of the underlying manifold X .
(ii) Such interpretation of a Langevin process allows
stochastic dynamics of higher-dimensional (extended) ob-
jects to be considered; in particular one can look at what
happens with (k−1)-dimensional cycles, for k = 0, . . . ,m−
1 under the random flow. Precisely, one can associate ob-
servables with k-dimensional trajectories spanned as a re-
sult of motion of (k− 1)-cycles. Using an interpretation of
the standard flux through a cross section as an intersec-
tion index of a 1-dimensional stochastic trajectory with an
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(m − 1)-dimensional cross section, we provide a rigorous
definition of higher-dimensional fluxes as new observables
associated with a “good old” Langevin process, and also
reduce computation of their statistical properties to, some-
times non-trivial, but still just technical details.
(iii) On the technical side, we generalized the La-
grangian (Langevin equation) Euler-Hamiltonian (FP
equation) correspondence to treat stochastic dynamics of
higher-dimensional cycles. This generalization faced some
technical difficulties, e.g., the infinite-dimensional nature
of the space XN of (k − 1)-dimensional cycles, treated
as smooth maps γ : N → X , with N being a smooth
compact (k − 1)-dimensional manifold. The aforemen-
tioned difficulties were bypassed by introducing a class
of probability measures dP(γ) on the infinite-dimensional
cycle space, understood as rules of integrations for func-
tions XN → R. These measures, although well-defined,
are objects too complex to be efficiently handled. There-
fore, by restricting the measures dP(γ) to narrower sub-
spaces of functionsx to be integrated, we introduce the
so-called reduced measures, represented by super-states
̺(x1, . . . , xm; Θ1, . . .Θm) on X , i.e., functions that depend
on m coordinates in X , as well as m Grassmann (anticom-
muting) variables. Such states has been introduced in [74]
in the context of supersymmetric stochastic theory that
describes stochastic motion of extended objects in a non-
driven case.
(iv) Also on the technical side, we have derived an evolu-
tion equation for the reduced measure ̺ that turned out to
be the SFP equation, presented in [74] in the equilibrium
(non-driven) case. The way it has been derived is instruc-
tional. It is based on the aforementioned interpretation of
a Langevin process as a random walk in the space of dif-
feomorphisms. Therefore, if we have any representation of
the group of diffeomorphisms (or equivalently the Lie alge-
bra of vector fields, as its infinitesimal counterpart), i.e., a
vector space with a proper action of diffeomorphisms [the
spaces of measures dP(γ)) and reduced measures ̺ provide
good and useful examples], we can derive a FP equation in
a standard fashion by applying the short-time ε→ 0 evolu-
tion operator determined by the action of the total vector
field u+ ξ, expand it to first-order and second-order terms
in u and ξ, respectively with further averaging over the
random field, using its correlation function G. This means
that the FP operator exists as a universal object, and the
FP equation for a given representation can be obtained as
an evaluation of the universal FP operator on a given rep-
resentation, as, e.g., in the case of reduced measures ̺. The
above picture/derivation also implies an important prop-
erty that the measure reduction procedure commutes with
stochastic evolution. This property allowed us to derive a
closed formal expression for the average value of a higher-
dimensional stochastic flux, generated over finite time, in
terms of the solution ̺(t) of the SFP equation. This com-
pletes the Lagrangian Hamilton-Euler correspondence for
higher-dimensional currents and fluxes.
(v) The aforementioned expression has been utilized to
obtain analytical expressions for the average flux in the
cases of stationary and periodic driving. We have intro-
duced the higher-dimensional (supersymmetric) current
density operator and expressed the average flux as the inte-
gral over the cross section [represented by a cycle α of com-
plimentary dimension (n − k)] of the higher-dimensional
(supersymmetric) current density J , obtained by applying
the current density operator to the unique stationary so-
lution ̺ of the SFP equation, with the constraint that the
cohomology class [̺] corresponds to the homology class [γ]
of the moving cycle γ. We demonstrated that the flux de-
pends only on the homology class [α] that is interpreted
as that in the long time limit the k-dimensional trajec-
tories are closed. We also showed that the average flux
depends on the initial value of the cycle γ via its homol-
ogy class [γ] only. Thus the higher-dimensional fluxes have
been formulated in terms that closely resemble the situa-
tion of standard currents. We derived similar expressions
for periodic driving, when the deterministic component of
the force has potential character, and depends on time in
a periodic fashion, the latter being the source of driving.
The average flux is expressed in terms of the periodic so-
lution of the SFP equation and the solution of the higher-
dimensional continuous version of the Kirchhoff problem
that can be alternatively viewed as a pseudo-inverse op-
erator to the supersymmetry operator Q. This expression
generalizes the result obtained in earlier work in the con-
text of periodic Markov chain processes on graphs to the
higher-dimensional continuous case [17, 19].
(vi) We identified the important role Poincare´ duality
plays in higher-dimensional stochastic fluxes, the former
being a basic and celebrated concept in algebraic topology
which establishes the equivalence of homology and coho-
mology in complimentary dimensions. Homology appears
in our considerations in a straightforward way as equiv-
alence classes [γ], [η], and [α] of the initial cycle (whose
homology class is stable in stochastic evolution), stochas-
tic trajectory, and cross section. The cohomology appears
in the de Rham form as the equivalence classes [̺] and [A]
of the reduced measures and argument of the generating
functions, respectively. It is not surprising that Poincare´
duality appears very naturally in dealing with fluxes, since
fluxes are nothing more than averaged intersection indices
of stochastic trajectories with cross sections, and an inter-
section index can be interpreted as an alternative view of
Poincare´ duality.
In this manuscript, we focused on the average values of
higher-dimensional currents and fluxes. The question of
the current and flux probability distributions, which in the
long time limit are well described by large-deviation, also
known as Crame´r, functions S(J ; [γ]) and S(ω; [γ]) [31].
This is also known as the 2.5-level theory [4]. The prob-
lem can be treated by studying the generating function
Z(A; γ, t), defined by Eq. (37). In the case of standard
currents the path integral representation can be easily con-
verted to the Hamilton-Euler language, resulting in the so-
called twisted FP equation, where all spatial derivatives
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are just elongated, as it is done in gauge theories, treating
A (which in this case is a 1-form, or a vector potential)
as a gauge field. This leads to a problem which is not
substantially more complex compared to finding the aver-
age currents. In the higher-dimensional case the situation
is quite different: one cannot obtain a closed equation of
the same level of complexity. The underlying reason is the
extended nature of higher-dimensional cycles; formally it
appears as a fact that the reduced measure ̺(P) does not
satisfy a closed equation. Our preliminary analysis (these
results will be published elsewhere) show that one can still
treat ̺(P) as the first p = 1 terms in the infinite hierar-
chy of reduced measures ̺p(P), described by super-states
on the Cartesian products X×p of p copies of X and de-
rive a set of SFP equations for ̺p that involve ̺p+s with
s = 0, 1, 2. However, it is promising that if one expands
the generating function in powers of A, which boils down
to computing the higher moments of the flux, and if one is
interested in the moments up to the p-th level, the hierar-
chy can be truncated on the p-th level. This implies that
the higher moments can be computed within the same con-
cept at a cost of working with higher-dimensional spaces.
If the Crame´r function is analytical in its argument, then
knowing all moments can reproduce it for moderate values
of the flux. However, even its analytical character is not
established yet; whereas its behavior at very large devia-
tions remains a completely open question.
Another possible extension, which might sound more
moderate, but seems to be no less important, is to study
average currents and their second moments in the vanish-
ing noise limit κ → 0, and try to establish stable connec-
tions between the statistical properties of the generated
fluxes and the qualitative nature of the underlying deter-
ministic dynamics. Strongly chaotic, e.g., mixing systems,
are of special interest here. An interesting system that
allows almost analytical treatment is the low-noise limit
of a geodesic flow on a Riemann surface of genus g ≤ 2
with constant (negative) curvature [56]. On the one hand,
the system can be treated efficiently by implementing dy-
namical symmetry and decompositions in irreducible rep-
resentations of the group SO(2, 1). On the other hand, its
phase space, restricted to an energy shell has non-trivial
homology in all dimensions, thus non-trivial fluxes occur
in all possible dimensions k = 1, 2, 3.
Appendix A. Computation of Local Intersection
Indices
In this appendix we compute the local intersection in-
dices for the example, considered in section 2.3, of a 3-
dimensional current, generated by a deterministic flow in
X = SU(2) × S2. We start by choosing orientations on
R×N = R× S2, K = S2, and X = SU(2)× S2. We will
be formulating everything in terms of dimensionless time
τ = kt. Orientations of cartesian products will be given by
the orientations of their components. Orientation of R is
given by a global basis set represented by a constant vector
field, determined the unit vector e0(τ) = e0, so that differ-
entiation with respect to this vector field is given by ∂/∂τ .
Orientation of S2 is chosen by picking at point n any basis
set (e1, e2) = (e, [n, e]) with (e·n = 0, and e
2 = 1. Orien-
tation of SU(2) is chosen by introducing a global basis set
(u1(g),u2(g),u2(g)), generated by right-invariant vector
fields, i.e., we set ua(g) = iσag, for a = 1, 2, 3. Note that
in defining the basis sets in S2 we made use of standard
embeddings S2 ⊂ R3 and SU(2) ∼= S3 ⊂ R4. We further
note that, since the maps η : R × S2 → SU(2) × S2 and
α : S2 → SU(2) × S2 are both the identity on their S2
components, in comparing the basis sets we can restrict
ourselves to considering the map F : R × S2 → SU(2)
that represents the first components of the map η, defined
by Eq. (12)
F (τ,n) = exp(iτ(n · σ))
= cos(τ) + i(n · σ) sin(τ),
(A.1)
and compare the basis sets
(dF (τ,n)(e0), dF (τ,n)(e), dF (τ,n)([n, e])) with
(u1,u2,u3). The action of the differential dF is
easily identified by noting that relaxing the condition
n
2 = 1 in Eq. (A.1) defines a map F : R × R3 → R4 that
produces the original map F : R× S2 → SU(2) by means
of an obvious restriction, resulting in
dF (e0) =
∂F
∂τ
= − sin(τ) + i(n · σ) cos(τ),
dF (es) =
∂F
∂n
· es = iσ · es sin(τ), s = 1, 2
(A.2)
To compare the basis set, represented by Eq. (A.2)
with the right-invariant basis set in SU(2), we compute
dF (e0)(F (τ,n)
−1, dF (e)(F (τ,n))−1 ∈ su(2). For the
“north” intersection point we have τ = π/2, n = (0, 0, 1),
e1 = (1, 0, 0), e2 = (0, 1, 0). We find F (τ,n) = iσ3,
sin(τ) = 1, cos(τ) = 0 and further
dF (e0)F
−1 = −(iσ3)
−1 = iσ3,
dF (e1)F
−1 = (iσ1)(iσ3)
−1 = −σ3σ1 = −iσ2,
dF (e2)F
−1 = (iσ2)(iσ3)
−1 = σ2σ3 = iσ1,
(A.3)
resulting in the basis set (iσ3,−iσ2, iσ1), which has the
same orientation as (iσ1, iσ2, iσ3). The local intersection
index is +1.
For the “south” intersection point we have τ = −π/2,
n = (0, 0,−1), e1 = (1, 0, 0), e2 = (0,−1, 0). We find
F (τ,n) = iσ3, sin(τ) = −1, cos(τ) = 0 and further
dF (e0)F
−1 = (iσ3)
−1 = −iσ3,
dF (e1)F
−1 = −(iσ1)(iσ3)
−1 = σ3σ1 = iσ2,
dF (e2)F
−1 = −(−iσ2)(iσ3)
−1 = σ2σ3 = iσ1,
(A.4)
resulting in the basis set (−iσ3, iσ2, iσ1), which has the
same orientation as (iσ1, iσ2, iσ3). The local intersection
index is +1.
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The obtained result can be also formulated in the follow-
ing way. Due to periodicity of the map F : R×S2 → SU(2)
it defines a map F : S1 × S2 → SU(2); our computation
shows that the degree of the latter is equal to +2.
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