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Abstract
A coordinate transformation approach is described that enables Hermite collocation methods to be applied e0ciently in
one space dimension to steady and unsteady di1erential problems with steep solutions. The work is an extension of earlier
work by Mulholland et al. (J. Comput. Phys. 131 (1997) 280). A coarse grid is generated by an adaptive 9nite di1erence
method and this grid is used to construct a steady or unsteady coordinate transformation that is based on monotonic
cubic spline approximation. An uneven grid is generated by means of the coordinate transformation and the di1erential
problem is solved on this grid using Hermite collocation. Numerical results are presented for steady and unsteady problems.
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1. Introduction
A wide range of adaptive mesh methods has been used recently to solve steady and unsteady
partial di1erential equations (PDEs) that have steep, but continuous solutions. In the case of steady
problems the steep regions are boundary or interior layers and in the case of unsteady problems the
steep regions are smoothed shock layers or @ame fronts. There is a great deal of numerical evidence
to show that signi9cant improvements in accuracy and e0ciency can be obtained by adapting mesh
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points so that they are concentrated in regions of large solution variation. A useful approach in adap-
tive schemes is the concept of equidistribution, which seeks to distribute some function uniformly
over the domain of the problem. This function is usually some measure of the local computational
error or solution variation. The paper by Huang and Sloan [16] gives an interpretation of equidistri-
bution in the context of adaptive grid generation for steady, one- and two-dimensional problems. For
unsteady problems, one approach to adaptive solution is based on the idea of moving mesh methods,
where a mesh equation involving node speeds is used to move a 9xed number of nodes. In this
approach, there is a coupling between the approximate solution of the PDE and the mesh generation.
The mesh evolves with the solution in some near-optimal manner, and this enables sharp moving
fronts to be computed with a high degree of accuracy. Moving mesh methods that have attracted
considerable interest are the moving 9nite element method of Miller [18] and Miller and Miller
[19] and the moving 9nite di1erence method of Dor9 and Drury [7]. Huang et al. [11,12] have
presented several moving mesh PDEs that are based on the concept of equidistribution. Recently,
the one-dimensional models in [11,12] have been extended to two-dimensions in a series of papers
by Cao et al. and Huang and Russell [3,4,14,15].
Our purpose here is to present an adaptive 9nite di1erence method that incorporates a post-
processing step based on Hermite collocation. The work may be regarded as an extension of the
steady pseudospectral (PS) post-processing method presented by Mulholland et al. [20] and the un-
steady PS post-processing method presented by Mulholland et al. [21]. Here, we con9ne our attention
to steady and unsteady problems in one space dimension. An adaptive 9nite di1erence method is
applied on a coarse grid and the computed solution is used to construct a smooth coordinate trans-
formation that is based on monotonic cubic spline approximation. In the unsteady case, a coordinate
transformation is constructed at each time step in the step-by-step adaptive 9nite di1erence solution,
and the complete set of transformations might be regarded as a time-dependent coordinate transforma-
tion. Work is being completed on applying an analogous post-processing method to two-dimensional
steady problems, and this will appear elsewhere.
For steady problems, the coarse adapted mesh is generated as in [20], using a numerical solution
of a system that contains a discretisation of the PDE conjoined with an algebraic equidistribution
equation. For unsteady problems, the coarse mesh is readily generated by solving one of the moving
mesh PDEs of Huang et al. [11,12] in conjunction with the unsteady physical PDE. Alternatively, one
may use a system of di1erential algebraic equations (DAEs) arising from the physical PDE and the
algebraic equidistribution equation (see [21]). The Hermite collocation post-processing method has
some similarities to the moving collocation method for unsteady problems that has been presented
by Huang and Russell [13]. However, the latter method involves spatial discretisation that is based
entirely on Hermite cubic interpolation, whereas the method described here uses collocation in a
simple post-processing step. The signi9cance of this is that in the work described here the Hermite
collocation is applied to a system that has the same degree of nonlinearity as the physical di1erential
problem. For example, if the di1erential problem is linear then the Hermite collocation equations
are linear.
Section 2 describes the construction of the monotonic spline coordinate transformation and the
Hermite post-processing for steady problems. Section 3 extends the work described in Section 2
to deal with unsteady problems. Section 4 deals with an adaptive solution of a two-component
problem that describes a @ame propagation model. Finally, Section 5 contains comments and
conclusions.
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2. Adaptive transformation method for steady one-dimensional problems
2.1. Adaptive 4nite di5erence method
The coarse grid adaptive 9nite di1erence method that is used in the construction of a coordinate
transformation between the physical and computational domains is similar to that employed by
Mulholland et al. [20]. A brief outline should su0ce here.
Suppose the aim is to 9nd an approximate solution of the linear boundary value problem

d2u
dx2
− p(x) du
dx
− q(x)u=f(x); x∈ (−1; 1);
u(−1)= a; u(+1)= b;
(2.1)
where  is a constant satisfying 0¡1 and p; q and f are smooth functions. We assume that a
transformation x= x() is required relating nodes {xi}ni=0 in the physical domain Dp = [− 1; 1] and
evenly spaced nodes
i =− 1 + 2in ; i=0; 2; : : : ; n (2.2)
in the computational domain Dc = [− 1; 1]. The transformation∫ x
−1
M (s) ds= 
∫ 1
−1
M (s) ds (2.3)
ensures that the positive monitor function M (u(x); x) ≡ M (x) is equidistributed over Dc. It is readily
shown that this gives rise to∫ xi+1
xi
M (x) dx=constant; i=0; 1; : : : ; n− 1
and a mid-point quadrature rule yields
Mi+1=2(xi+1 − xi)= constant; i=0; 1; : : : ; n− 1; (2.4)
where Mi+1=2 is an approximation to M at the mid-point of [xi; xi+1]. Recent work by Beckett et al.
[2] has examined the in@uence of the choice of monitor function on the accuracy of the computed
solution for one-dimensional unsteady problems. Here we shall use the familiar scaled arc-length
monitor function
M (u(x); x)=
[
1 + 2
(
du
dx
)2]1=2
(2.5)
in which 2 is a non-negative real parameter. The approximation Mi+1=2 is given by
M 2i+1=2 = 1 + 
2
(
ui+1 − ui
xi+1 − xi
)2
; i=0; 1; : : : ; n− 1; (2.6)
in which ui denotes an approximation to u(xi).
To obtain a smooth mesh we make use of smoothed values
M˜ i+1=2 =
∑i+p
k=i−p Mk+1=2(q=q+ 1)
|k−i|∑i+p
k=i−p (q=q+ 1)|k−i|
; (2.7)
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where the positive real number q is the smoothing parameter and the non-negative integer p is
the smoothing index [16]. In all computations involving the smoothing process (2.7) we set the
parameter q to the value 2. In (2.7) the summations contain only those terms that are well de9ned
(06 k6 n− 1). As in [20], we use smoothed values and eliminate the constant in (2.4) to obtain
the system
M˜ i+1=2(xi+1 − xi)− M˜ i−1=2(xi − xi−1)= 0; i=1; 2; : : : ; n− 1; (2.8)
with
x0 =− 1 and xn=+ 1:
The system of grid equations (2.8) is augmented by a 9nite di1erence approximation of the di1er-
ential problem (2.1). In practice, we normally use the central di1erence discretisation
2
xi+1 − xi−1
[
ui+1 − ui
xi+1 − xi −
ui − ui−1
xi − xi−1
]
− p(xi)
[
ui+1 − ui−1
xi+1 − xi−1
]
− q(xi)ui =f(xi);
i=1; 2; : : : ; n− 1; (2.9)
with
u0 = a and un= b:
Eqs. (2.8) and (2.9) provide a system of 2(n − 1) non-linear algebraic equations in the unknowns
{xi; ui}n−1i=1 . The system is readily solved by Newton iteration with exact Jacobian and continuation
in  and  as described in [20]. The values {xi}ni=0 obtained by solving (2.8) and (2.9) provide us
with a discrete mapping
xi = x(i); i=0; 1; : : : ; n (2.10)
and the next sub-section describes how this data set is used to construct a smooth map x= x()
from Dc onto Dp. The values {ui}ni=0 are of no interest in the formation of this map.
2.2. Construction of the coordinate transformation x= x()
For speci9ed positive values of {M˜ i+1=2}n−1i=0 it is readily seen that (2.8) has a solution {xi}ni=0
satisfying −1= x0¡x1¡ · · ·¡xn= + 1. We shall assume, therefore, that the computed solution
{xi}ni=0 of (2.8) and (2.9) satis9es the condition xi+1¿xi, i=0; 1; : : : ; n − 1. The aim here is to
construct a smooth map x= x() from Dc to Dp that satis9es the interpolatory conditions xi = x(i),
i=0; 1; : : : ; n, where i is given by (2.2). It is vital that the map be strictly monotonic increasing:
that is, we require
x′()¿ 0; ∈ [− 1; 1]: (2.11)
The map will be used later to generate a grid in Dp that comprises the images of evenly spaced
points in Dc, and the monotonicity condition ensures that the generated grid will not experience
node crossing.
Mulholland et al. [20] adopted the simple approach of constructing an interpolating polynomial
through the data set {i; xi}ni=0. Their map, x= x(), is in9nitely di1erentiable on [−1; 1], but there is
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no built-in safeguard against loss of monotonicity. A 9ltering technique is used in [20] to reduce the
likelihood of this happening. The authors illustrate their approach by presenting a set of numerical
results for steady problems in one and two space dimensions.
We applied the method presented by Mulholland et al. [20] to some highly singular problems and
observed that the map could, indeed, lose the monotonicity property. This motivated us to consider
the use of a map based on a monotonic cubic spline approximation to the data set. One might expect
such a map to form the basis of an accurate post-processing technique.
Several authors have considered local monotone piecewise cubic approximations to data sets like
those considered here (see, for example, [5,9,22]). We chose to construct a monotonic map using a
technique proposed by Manni and SablonniLere [17] for monotone interpolation by C2 cubic splines.
The aim is to construct a piecewise cubic s∈C2[0; n] such that
s(i)= xi; 06 i6 n (2.12)
and
s′()¿ 0; ∈ [0; n]: (2.13)
Each interval Ii = [i; i+1]; i=0; 1; : : : ; n−1, is split into three sub-intervals using two interior knots
of s given by
i = i + ihi; i = i+1 − ihi (hi = i+1 − i)
for some i ∈ (0; 13 ]. (In the construction described here hi is independent of i, but the approximation
process is applicable to non-uniform partitions.) For 06 i6 n, de9ne
mi = s′(i); ri = s′′(i): (2.14)
A Bernstein–BMezier representation of s′ is used in each subinterval of Ii, and this introduces param-
eters {ai; bi; ci; di; !i}n−1i=0 .
In [i; i] set u=(− i)=ihi and
s′()=mi(1− u)2 + 2aiu(1− u) + biu2:
In [i; i] set v=(− i)=(1− 2i)hi and
s′()= bi(1− v)2 + 2!iv(1− v) + civ2:
In [i; i+1] set w=(− i)=ihi and
s′()= ci(1− w)2 + 2diw(1− w) + mi+1w2:
The condition (2.14), together with a C1 continuity condition on s′ at the interior knots enables us
to express {ai; bi; ci; di; !i}n−1i=0 in terms of {ri; mi}ni=0 and {i}n−1i=0 (see [17] for details). A Hermite
cubic representation of s is now used in each subinterval that permits simple interpolation of the data
as in (2.12) and this is expressed in terms of the parameters ai; bi; : : : by means of an integration
of s′. The 9nal problem is to select {ri; mi}ni=0 and {i}n−1i=0 in order to satisfy the condition of
monotonicity and to yield an approximation that has third-order accuracy. Su0cient conditions for
monotonicity are given in the following theorem [17].
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Theorem 1. The following conditions are su7cient for s′¿ 0 in [0; n]; where i=0; 1; : : : ; n− 1:
mi¿ 0; mi+1¿ 0;
mi + 12hiiri¿ 0; mi+1 − 12hiiri+1¿ 0; (2.15)
q1(i)= 2(3pi − mi+1) + i(hiri+1 − 4mi)− hi2i (ri + ri+1)¿ 0;
q2(i)= 2(3pi − mi)− i(hiri + 4mi+1) + hi2i (ri + ri+1)¿ 0; (2.16)
where pi =(xi+1 − xi)=hi.
An algorithm for the evaluation of {ri; mi}ni=0 and {i}n−1i=0 from the given data set is provided by
Manni and SablonniLere [17]. To present their algorithm we de9ne
#i =
3pi−1pi
p2i−1 + pi−1pi + p2i
; mi = #i
hi−1pi + hipi−1
hi−1 + hi
; ri = #i
2(pi − pi−1)
hi−1 + hi
; (2.17)
for i=0; 1; : : : ; n.
Algorithm
1. Given pk; hk for k = i − 1; i; i + 1.
2. Compute mi; mi+1; ri; ri+1 by means of (2.17).
3. If q1( 13)¿ 0 and q2(
1
3)¿ 0, set i =
1
3 . Else set i to the smallest positive zero of q1 and q2.
This permits the evaluation of the parameters ai; bi; : : : and hence the formation of the monotonic
spline approximation, s(). The coordinate transformation is given by x= x()= s().
2.3. Approximate solution by cubic Hermite collocation
Assume that N is a positive integer that is not less than the integer n used for the coarse grid
solution in Section 2.1. Here we construct a non-uniform mesh
%N : − 1= xˆ0¡xˆ1¡ · · ·¡xˆN =+ 1;
where xˆi is the image of ˆi =−1+2i=N (i=0; 1; : : : ; N ) under the monotonic map x= x() that was
constructed in Section 2.2. Suppose hi denotes the spacing
hi = xˆi − xˆi−1; i=1; 2; : : : ; N:
On [xˆi−1; xˆi], let the approximation to the solution u(x) of (2.1) be represented by
v(x)=H1(s)uˆ i−1 + hiG1(s)uˆ′i−1 + H2(s) uˆ i + hiG2(s)uˆ
′
i; (2.18)
where s=(x − xˆi−1)=(xˆi − xˆi−1)= (x − xˆi−1)=hi and uˆ i; uˆ′i denote approximations to u(x) and u′(x),
respectively, at x= xˆi. H1; H2; G1 and G2 are the Hermite cubic basis functions de9ned by
H1(s)= (1 + 2s)(1− s)2; H2(s)= (3− 2s) s2;
G1(s)= s(1− s)2; G2(s)= (s− 1)s2: (2.19)
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The algebraic equations that determine the approximation v(x) are obtained by setting to zero the
residual of the di1erential equation (2.1) at the 2N collocation points
xci1 = xˆi−1 + (1hi; x
c
i2 = xˆi−1 + (2hi; (2.20)
where 0¡(1¡(2¡ 1 and i=1; 2; : : : ; N .
Let z∈R2N be the vector of collocation points
z= [xc11; x
c
12; x
c
21; x
c
22; : : : ; x
c
N1; x
c
N2]
T
and w∈R2N the vector of unknowns
w1 = uˆ′0; w2k = uˆ k and w2k+1 = uˆ
′
k for k =1; 2; : : : ; N − 1; w2N = uˆ′N :
If v(r)(zj) denotes the rth derivative of v(x) at x= zj (j=1; 2; : : : ; 2N ), with v(r) = [v(r)(z1);
v(r)(z2); : : : ; v(r)(z2N )]T then it is readily shown that for r=0; 1; 2,
v(r) = c(r)uˆ 0 + d(r)uˆ N + D(r)w; (2.21)
where the elements of c(r) ∈R2N , d(r) ∈R2N and D(r) ∈R2N×2N are readily obtained by di1erentiating
the basis elements (2.19). The banded matrix D(r) is the Hermite di1erentiation matrix of order r.
It follows from the theory of orthogonal collocation that an ideal choice of collocation points is to
use the Gaussian points [6]
(1 = 1− (2 = 12 −
√
3
6
: (2.22)
Noting that uˆ 0 and uˆ N in (2.21) are given by the boundary conditions on (2.1), we see that the
rth derivative of v(x) at any collocation point is given as a linear combination of the elements of
the unknown vector w. The collocation equations yield a closed system for the elements of w, and
the computed solution gives approximations to u(x) and du=dx(x) at x= xˆi; i=0; 1; : : : ; N , that are
required in (2.18). If the boundary value problem is nonlinear, a Newton iteration is used to obtain
an approximation to w.
2.4. Illustrative example
Consider the linear boundary value problem

d2u
dx2
+ 2x
du
dx
=0; x∈ (−1; 1);
u(−1)=− 1; u(1)= 1: (2.23)
This problem has exact solution
u(x)=
G(x)
G(1)
where G(x)=
∫ x
0
exp(−t2=) dt
and for small  this has a steep front of thickness O(
√
) at x=0 [20]. A coordinate mapping was
generated using an adaptive 9nite di1erence method as described in Section 2.1. The problem was
solved for =10−6, with n=32 and a scaled arc-length monitor function (2.5) in which =4. The
506 A.W. Lang, D.M. Sloan / Journal of Computational and Applied Mathematics 140 (2002) 499–520
Table 1
Maximum nodal error for collocation solution of (2.23)
with =10−6 a
N Max. nodal error
64 6:45× 10−6
128 4:05× 10−7
256 2:54× 10−8
512 1:59× 10−9
aMap generated adaptively using n=32; =4 and p=8.
parameter p in the smoothing process (2.7) was set to 8. Table 1 shows the maximum nodal error
as a function of N using Hermite collocation at Gaussian points.
The increase in accuracy as N increases clearly exhibits fourth-order convergence. It is of interest
to note that with =10−6, Hermite collocation at Gaussian points on an evenly spaced grid requires
N =10; 700 to achieve an error less than 6:5× 10−6.
3. Adaptive transformation method for unsteady one-dimensional problems
3.1. Formulation of the coarse grid algorithm
It is convenient to illustrate the time-dependent algorithm as it applies to the one-dimensional
Burgers’ equation. Accordingly, we consider the PDE
@u
@t
+ u
@u
@x
−  @
2u
@x2
= 0; x∈ (xL; xR); t ¿ 0; (3.1)
subject to the initial and boundary conditions
u(x; 0)= u0(x); xL6 x6 xR ; (3.2)
u(xL; t)= bL(t); u(xR ; t)= bR(t); t¿ 0: (3.3)
As in the steady problems,  is a parameter satisfying 0¡1 in the cases of computational interest.
In the unsteady case, the aim is to generate a series of coordinate transformations
x= x(; tq); q=0; 1; : : : ; (3.4)
where t0 = 0 and t1; t2; : : : are the instants in time at which the approximate solution is computed.
The map (3.4) relates the evenly spaced nodes
i =− 1 + 2in ; i=0; 1; : : : ; n (3.5)
to the nodes
xL = x0(tq)¡x1(tq)¡ · · ·¡xn(tq)= xR ; (3.6)
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at q=0; 1; : : : . As in the earlier work by Mulholland et al. [21] it is convenient to transform (3.1)
to Lagrangian form
u˙− x˙ @u
@x
+ u
@u
@x
− @
2u
@x2
= 0; (3.7)
where u˙ and x˙ denote derivatives with respect to t in which  is held constant.
In the moving mesh method, a discretisation of the unsteady PDE (3.7) is combined with a
discretisation of one of the moving mesh PDEs (MMPDEs) proposed by Huang et al. [11]. A
semi-discrete version of (3.7) is
u˙ i + (ui − x˙i)
(
ui+1 − ui−1
xi+1 − xi−1
)
=
2
(xi+1 − xi−1)
[
ui+1 − ui
xi+1 − xi −
ui − ui−1
xi − xi−1
]
; (3.8)
for i=1; 2; : : : ; n − 1, with u0 = bL(t) and un= bR(t). For all the unsteady coarse grid generations
presented in this paper we have combined (3.8) with a discretisation of MMPDE 6 from the set of
moving mesh PDEs presented in [11]. This MMPDE has the form
@2x˙
@2
=− 1

@
@
(
M
@x
@
)
; (3.9)
where  is a small positive time relaxation parameter (ideally 0¡1). If the spatial deriva-
tives in Eq. (3.9) are discretised by second-order central di1erences on the grid (3.5) we obtain a
semi-discrete system of moving mesh equations de9ned by
x˙i−1 − 2x˙i + x˙i+1 =− 1 [M˜ i+1=2(xi+1 − xi)− M˜ i−1=2(xi − xi−1)]; (3.10)
for i=1; 2; : : : ; n − 1, with x0 = xL and xn= xR. Here M˜ i±1=2 are de9ned in terms of a monitor
function M by (2.7). Once M has been de9ned, the coarse grid {xi(tq)}ni=0 and the approximations
{u(q)i }ni=0 to {u(xi(tq); tq)}ni=0 are found for q=0; 1; : : : .
To provide initial conditions for the time integration of (3.8) and (3.10) we obtain {xi(t0)}ni=0 by
solving the steady equidistribution problem (2.8), with ui = u0(xi(t0)) in the monitor function. The
locations of the equidistributed nodes, together with ui(t0)= ui(0)= u0(xi(t0)) for i=0; 1; : : : ; n serve
as initial conditions. The algorithm that is used to carry the solution forward from t= tq to tq+1
involves a determination of the grid {xi(tq+1)}ni=0 using (3.10) and a determination of {u(q+1)i }ni=0
using (3.8). Eqs. (3.10) are solved using a 9rst-order Backward Euler discretisation in t, with
smoothed monitor function coe0cients. Eqs. (3.8) are solved using a second-order Backward Euler
discretisation in t. The coupled system consisting of (3.8) and (3.10) is solved iteratively using
Newton’s method with exact Jacobian. The system can also be solved by alternate solution of the
mesh equations and the physical PDE: Eqs. (3.10) can be solved for the mesh {xi(tq+1)}ni=0 and
Eqs. (3.8) can then be solved iteratively for {u(q+1)i }ni=0. Here it is found convenient to use the
coupled system, but the alternate method is found to be appropriate for the larger systems arising in
Section 4. Continuation in  and , as described for steady problems by Mulholland et al. [20], is
used at time zero, but  and  are 9xed at all subsequent time steps.
The initial coarse grid {xi(t0)}ni=0 is used to compute a monotonic cubic spline coordinate trans-
formation x= x(; t0) as described in Section 2.2. Assuming that maps (3.4) have been constructed
at t= t0; t1; : : : ; tq and that a post-processed solution has been computed at this set of time steps, the
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move from tq to tq+1 initially involves a Backward Euler solution of (3.8) and (3.10) for xi(tq+1)
and u(q+1)i for i=0; 1; : : : ; n. The nodal locations {xi(tq+1)}ni=0 are then used to construct the co-
ordinate transformation x= x(; tq+1) and this map is utilised in computing the Hermite collocation
post-processed solution at t= tq+1. In moving the coarse grid solution and the post-processed solution
from t= tq to tq+1 a time step control mechanism is used similar to that described in Section 2.2 of
[21]. The Hermite post-processing is described in the next section.
3.2. Time dependent Hermite collocation
Assume that the coordinate transformation x= x(; tq+1) has been computed and that this map has
been used to generate the mesh
%(q+1)N : xL = xˆ0(tq+1)¡xˆ1(tq+1)¡ · · ·¡xˆN (tq+1)= xR :
We also assume that the meshes %(k)N have previously been computed and utilised in obtaining
the Hermite collocation solution at t= tk ; k = q; q− 1; : : : ; 0. The computed Hermite collocation so-
lution that approximates {u(xˆi(tq); tq); (du=dx) (xˆi(tq); tq)}Ni=0 will be denoted by {uˆ i(tq); uˆ′i(tq)}Ni=0,
and it follows that the computational step to be described is that involved in evaluating {uˆ i(tq+1);
uˆ′i(tq+1)}Ni=0. The diagram shows the nodes at t= tq and tq+1. Note that  is constant along the line
from xˆi(tq) to xˆi(tq+1) for i=0; 1; : : : ; N .
Hermite collocation nodes a t = tq and tq+1
As in the steady case, the approximation v(x; t) to the solution u(x; t) of (3.1)–(3.3) is represented
for x∈ [x(i−1; t); x(i; t)] by
v(x; t)=H1(s)uˆ i−1 + hiG1(s)uˆ′i−1 + H2(s)uˆ i + hiG2(s)uˆ
′
i ; (3.11)
where s=(x−x(i−1; t))=(x(i; t)−x(i−1; t))= (x−x(i−1; t))=hi(t) and uˆ i; uˆ′i denote approximations
to u(x; t) and u′(x; t), respectively, at x= x(i; t). Here, we have relaxed the approximate representa-
tion by writing the coordinate transformation as a map that is de9ned for all t in a range 06 t6T .
The ordinary di1erential equations that determine the evolution of v(x; t) are obtained by setting
to zero the residual of the di1erential equation (3.1) at the 2N collocation points
x= xci1(t)= x(i−1; t) + (1hi(t); x= x
c
i2(t)= x(i−1; t) + (2hi(t); (3.12)
where (1 and (2 are de9ned by (2.22) and i=1; 2; : : : ; N . The vector z containing the 2N interior
collocation points is now time-dependent and the vector w of unknowns that appears in Eq. (2.21)
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is also time dependent. Evaluation of the spatial derivatives at the collocation points is e1ected as
in the steady case. For example, the approximation to u(xci1(t); t) is given by
v(xci1(t); t)=H1((1)uˆ i−1(t) + hi(t)G1((1)uˆ
′
i−1(t) + H2((1)uˆ i(t) + hi(t)G2((1)uˆ
′
i(t) (3.13)
and the approximation to (du=dx)(xci1(t); t) is given by
(Dv)(xci1(t); t) = [H
′
1((1)uˆ i−1(t) + hi(t)G
′
1((1)uˆ
′
i−1(t)
+H ′2((1)uˆ i(t) + hi(t)G
′
2((1)uˆ
′
i(t)]=hi(t); (3.14)
where the superscript dash on the Hermite functions denotes di1erentiation with respect to s. The
representations (3.13) and (3.14) give speci9c rows of (2.21) with r=0 and 1, respectively.
The residual of (3.1) at collocation points involves the terms x˙ and u˙, and these are evaluated as
follows. For x∈ [x(i−1; t); x(i; t)] we note that
x= x(i−1; t) + shi(t)
= (1− s)x(i−1; t) + sx(i; t):
At x= xci1(t) we see that
x˙= (1− (1) ˙ˆxi−1(t) + (1 ˙ˆxi(t)
= (2 ˙ˆxi−1(t) + (1 ˙ˆxi(t) (3.15)
for Gaussian collocation, where ˙ˆxi(t) denotes x˙(i; t).
From (3.11) we see that at x= xci1(t),
u˙=H1((1) ˙ˆu i−1(t) + hi(t)G1((1) ˙ˆu
′
i−1(t)
+H2((1) ˙ˆu i(t) + hi(t)G2((1) ˙ˆu
′
i(t)
+ (˙ˆxi(t)− ˙ˆxi−1(t))[G1((1)uˆ′i−1(t) + G2((1)uˆ′i(t)]: (3.16)
The evaluation at x= xci2(t) is similar, with (1 and (2 interchanged.
It is now readily seen that collocation at the set of collocation points contained in the vector z
yields a non-linear dynamical system in w that may be written symbolically as
Mw˙+Lw+ F(w)=G; (3.17)
where M;L∈R2N×2N ;G∈R2N and F is a non-linear operator F : R2N → R2N .
To compute the Hermite collocation solution at t= tq+1 a Backward Euler method with order up
to 9ve is used. The timestep control in moving from t= tq to tq+1 accommodates the adaptive 9nite
di1erence step and the Hermite collocation step.
3.3. Illustrative examples
The 9rst two examples considered below were used as test cases in the adaptive pseudospectral
post-processing method presented by Mulholland et al. [21].
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Example 3.1. This is Burgers’ problem (3.1) with exact solution
u(x; t)= c − d tanh
[
d
2
(x − ct − x0)
]
; (3.18)
with the boundaries placed at xL =0 and xR =1. The exact solution provides the initial and boundary
values. Solution (3.18) represents a travelling wavefront joining the upstream state u− and the
downstream state u+, where u−= c+ d and u+ = c− d. The front is initially at x= x0 and it moves
with velocity c. The parameter values used in the computations are u−=1; u+ =0 and x0 = 14 .
Fig. 1 displays the computed solution to Example 3.1. Calculations were carried out for =10−3
using n=32 and =0:001 in the 9nite di1erence scheme and N =64 in the Hermite collocation
post-processing. The adaptivity parameters are set at =4 and p=8. A second-order Backward
Euler method was used in the FD solution of (3.8) and a 9fth-order Backward Euler method was
used in the post-processing. The initial value of St was 0:001 and Stmax = 180 as in [21].
The computed approximation to u(x; t) is plotted in Figs. 1(a) over the time interval 06 t6 1:0,
and the solution is plotted as a function of time, t, and the computational coordinate, , in Fig.
1(b). This latter display illustrates the smoothness of the solution in the transformed coordinate sys-
tem. The computational error E(; t), displayed in Fig. 1(c), shows that the error is negligible away
from the moving front. The map x= x(; t) is plotted in Fig. 1(d) and the e1ect of this map in
smoothing the solution may be seen by comparing Figs. 1(a) and (b). The smooth evolution of the
coarse grid nodes {xi(t)}ni=0 is shown in Fig. 1(e), and in Fig. 1(f) we show the error E(; t) up to
t=1:5. This display shows how the error becomes very large towards the end of the time interval
[0; 1:5] as the front reaches the boundary at x=1. Near t=1:5 there is rapid movement of the mesh
points away from the boundary to produce a uniform grid, and this rapid movement creates compu-
tational di0culties. This has been discussed by Mulholland et al. [21] and, more recently, by Beckett
et al. [2].
Table 2 gives details of the maximum nodal errors in the post-processed solution at t=0:5; 1:0
and 1:5, determined using various values of  in the coarse grid computation. The results presented
for =0 correspond to a coarse grid solution of the DAE consisting of Eqs. (2.8) and (3.8). The
post-processing is e1ected using a 9fth-order Backward Euler discretisation of (3.17). The results
displayed in Table 2 correspond to =10−3, and they were obtained using n=32; =4; p=8; and
N =64, with initial St=0:001 and Stmax = 180 .
Table 2 shows that the error in the post-processed solution is signi9cantly smaller than the error
in the 9nite di1erence (FD) solution. At t=0:5 and 1:0, the error in the post-processed solution
decreases monotonically as  decreases towards zero. At t=1:5, however, the optimal value of  is
around =0:1. The solution varies rapidly in time as the front reaches the boundary at x=1, and
in this situation the MMPDE is more accurate than the DAE. When the front reaches the boundary
at time t=1:5 there is a rapid change in the grid as it moves to assume a uniform distribution,
and this gives rise to a computational error. The temporal smoothing introduced by the parameter 
reduces the rate of change of the grid, with a consequent reduction in the error relative to that given
by the DAE. Computations were also performed using time discretisations of (3.17) with orders
ranging from one to 9ve. These experiments indicated that the time discretisation should be at least
second-order: at t=0:5 and 1.0 there is insigni9cant change in the accuracy as the order increases
from two to 9ve. At t=1:5, however, where the solution is changing rapidly in time, the error is
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Fig. 1. Computed solution for Example 3.1.
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Table 2
Maximum nodal error for Hermite solution of Example 3.1
t=0:5 t=1:0 t=1:5
FD error (=0:001) 4:9× 10−3 4:8× 10−3 1:3× 10−3
Hermite error
=0 1:64× 10−6 1:62× 10−6 2:28× 10−5
=0:0001 1:65× 10−6 1:63× 10−6 2:30× 10−5
=0:001 1:72× 10−6 1:71× 10−6 2:49× 10−5
=0:01 2:41× 10−6 2:39× 10−6 1:74× 10−5
=0:1 4:64× 10−6 4:61× 10−6 1:81× 10−6
=0:5 5:45× 10−6 5:50× 10−6 4:36× 10−6
reduced by more than an order of magnitude as the order is increased from two to 9ve, and the use
of a 9fth-order method pays dividends.
Example 3.2. This is Burgers’ problem (3.1) with exact solution
u(x; t)= 1− 0:9 r1
r1 + r2 + r3
− 0:5 r2
r1 + r2 + r3
; (3.19)
where
r1 = exp
(
−x − 0:5
20
− 99t
400
)
;
r2 = exp
(
−x − 0:5
4
− 3t
16
)
; r3 = exp
(
−x − 3=8
2
)
:
This solution represents two fronts that merge as time evolves. As in Example 3.1, the boundaries
are placed at xL =0; xR =1.
Figs. 2(a)–(e) are the analogues of Fig. 1(a)–(e) for this problem. As in Example 3.1, we use
the values =10−3; n=32; =0:001; =4; p=8 and N =64. The initial value of St is 0:001
and Stmax = 180 .
Table 3 shows the errors in the in9nity norm at t=0:25; 0:5; 0:75 and 1.0 for this data set. Note
that the Hermite method gives a signi9cant improvement relative to the 9nite di1erence method. As
in the previous example, there is an error peak close to t=0.
Data set as in Table 2.
Example 3.3. This is Burgers’ problem (3.1) on the domain (x; t)∈ [−1; 1]×[0; 10=2] with boundary
and initial conditions
u(−1; t)= u(1; t)= 0;
u(x; 0)=− sin(2x):
As time increases, the solution develops a steep front at the origin which has maximum gradient at
around t=1:6=2. Beyond this time the solution relaxes to zero due to the e1ect of dissipation. An
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Fig. 2. Computed solution for Example 3.2 with data as in Example 3.1.
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Table 3
Maximum nodal errors for Hermite solution of Example 3.2
t=0:25 t=0:5 t=0:75 t=1:0
FD error 4:53× 10−2 1:15× 10−2 4:50× 10−3 4:03× 10−3
Hermite error 5:86× 10−5 6:03× 10−6 1:52× 10−5 1:57× 10−5
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Fig. 3. (a) Computed solution u(x; t). (b) Computed gradient at x=0. (c) Solutions at t=0; 0:5; 1; 1:5; 2; 2:5; 3. (d) Nodal
paths.
analytical solution is available, but it is not convenient for numerical evaluation [1]. This example
was used by Huang and Russell [13] to test the e0cacy of their moving collocation method.
Fig. 3(a) shows the Hermite solution over the time interval 06 t6 10=2. As in the earlier cases,
=10−3; n=32; =0:001; =4; p=8 and N =64. Fig. 3(b) displays the computed gradient at
x=0, and it indicates that this quantity reaches a maximum at about t=1:6=2 (∼ 0:509) before it
begins to decay rapidly.
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Fig. 3(c) shows the solution pro9les at a set of values of t with the initial and maximum values
of St as speci9ed in Examples 3.1 and 3.2. Note that an extremely smooth solution is obtained
throughout the speci9ed time range. Finally, Fig. 3(d) shows the nodal trajectories evolving from
equidistribution based on the initial solution. The nodes move sharply towards x=0 as the steep
front is formed and they then diverge from x=0 after the gradient at this location has reached its
maximum value.
4. Two component "ame propagation model
4.1. Mathematical model
Here we consider the Dwyer–Sanders @ame propagation model [8] that is described by the PDEs
@u
@t
+ f(u; v)=
@2u
@x2
;
@v
@t
− f(u; v)= @
2v
@x2
;
(4.1)
where f(u; v)= 3:52× 106ue−4=v, and 06 x6 1. The boundary conditions are
ux(0; t)= 0; ux(1; t)= 0;
vx(0; t)= 0; v(1; t)=
{
0:2 + t=(2× 10−4); t6 2× 10−4;
1:2; t ¿ 2× 10−4
(4.2)
and the initial conditions are
u(x; 0)=1; v(x; 0)=0:2: (4.3)
Here u(x; t) and v(x; t) correspond to density and temperature, respectively. This @ame propagation
model has been used by several authors to test the reliability of adaptive mesh methods (see, for
example, [13,23]). The time-dependent condition at the boundary x=1 models a heat source that
generates a steep @ame front. When the temperature reaches its maximum value at x=1 the front
starts to propagate from right to left at a high velocity of approximately 1:72× 103.
4.2. Coarse grid equations
In this example, the coarse grid {xi}ni=0 and the approximations ui and vi to u(xi(t); t) and v(xi(t); t)
are obtained by means of a time integration of (3.10) coupled with a semi-discretisation of the
Lagrangian form of (4.1). In terms of simple central di1erences, this is
u˙ i − x˙i
(
ui+1 − ui−1
xi+1 − xi−1
)
+ f(ui; vi)=
2
(xi+1 − xi−1)
[
ui+1 − ui
xi+1 − xi −
ui − ui−1
xi − xi−1
]
v˙i − x˙i
(
vi+1 − vi−1
xi+1 − xi−1
)
− f(ui; vi)= 2(xi+1 − xi−1)
[
vi+1 − vi
xi+1 − xi −
vi − vi−1
xi − xi−1
]
:
(4.4)
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The boundary and initial conditions for (4.4) are given by (4.2) and (4.3), respectively. Fictitious
nodes x−1 and xn+1 are used to approximate the Neumann boundary conditions at x0 and xn. Since
u and v are constant at t=0 the initial mesh is taken to be uniformly distributed.
To complete the description of the coarse grid algorithm it is necessary to de9ne the monitor
function, M , and the numerical method used to integrate the initial value problem de9ned by (3.10)
and (4.4). An obvious choice of M is the extension of the scaled arc-length function (2.5) to include
the 9rst spatial derivatives of u and v. It may be shown however, that once the fronts in u and v
have developed, their paths coincide and the maximum values of |ux| and |vx| in the fronts are the
same order of magnitude. This suggests the simple monitor function
M (u(x); v(x); x)=
[
1 + 2
(
@u
@x
)2]1=2
(4.5)
and this was adopted for all adaptive computations on the @ame propagation model.
The task involved is to obtain an approximation to the discrete mesh (3.6) at tq, together with
approximations u(q)i to u(xi(tq); tq) and v
(q)
i to v(xi(tq); tq) for q=0; 1; : : : : Numerical experiments
indicate that the accuracy of the computed adaptive solution depends crucially on the method adopted
for the solution of the non-linear dynamical system comprising (3.10) and (4.4). A full Newton
iteration for {xi(tq); u(q)i ; v(q)i }ni=0 is computationally expensive: furthermore, the key requirement for
the computed mesh is smoothness, whereas the key requirement for the approximations to u and v
is generally high accuracy. This suggests the use of an algorithm in which the mesh Eq. (3.10) is
uncoupled from the semi-discrete system (4.4), and this is the approach adopted here.
4.3. Coarse grid algorithm and Hermite post-processing
The simplest algorithm that was used to carry the solution forward from t= tq to tq+1 involved a
determination of the grid {xi(tq+1)}ni=0 using a linearised version of (3.10) followed by an iterative
solution of (4.4) for {u(q+1)i ; v(q+1)i }ni=0. Eq. (3.10) was solved using a 9rst-order Backward Euler
discretisation in t, with the smoothed monitor function coe0cients evaluated using the computed
solution at t= tq. Eqs. (4.4) were then solved iteratively using a Backward Euler discretisation in t.
Initial estimates for u(q+1)i and v
(q+1)
i were given by a Forward Euler method and subsequent iterates
were obtained using a 3-method, with 3 set to 0.25, 0.5 and 0.75 in the 9rst three cycles. The @ame
propogation model has a fast time scale of order 10−3 and the time-step has to be smaller than this
value in order to achieve convergence.
The coordinate transformation x= x(; tq+1) is computed from the coarse grid solution as described
in Section 2.2, and this map is used to generate the mesh
%(q+1)N : 0= xˆ0(tq+1)¡xˆ1(tq+1)¡ · · ·¡xˆN (tq+1)= 1:
The Hermite system, formed by coupling the u and v equations in (4.1), is solved using a Backward
Euler method on the meshes %(s)N ; s= q+1; q; q−1; : : : : For this model, the vector w in the non-linear
system (3.15) is the 4N -component vector
[uˆ 0; uˆ 1; uˆ′1; : : : ; uˆ N−1; uˆ
′
N−1; uˆ N ; vˆ0; vˆ1; vˆ
′
1; : : : ; vˆN−1; vˆ
′
N−1; vˆ
′
N ]
T:
Collocation at the set of Gaussian collocation points enables us to replace the two equations in
(4.1) by a non-linear dynamical system in w that may be represented by (3.17). In this case,
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M;L∈R4N×4N ;G∈R4N and F :R4N → R4N . To compute the Hermite collocation solution at
t= tq+1 a Backward Euler method with order up to 9ve is used. The time-step control in mov-
ing from t= tq to tq+1 considers the adaptive 9nite di1erence step and the Hermite collocation step.
In practice, the post-processing step does not encounter convergence problems and the time-step
is controlled by the adaptive 9nite di1erence convergence properties. The time-step is increased or
decreased by pre-set factors, depending on the number of iterative cycles required to converge to a
tolerance of 10−4. In the case of failure to converge after 10 cycles the time-step is halved and the
step is repeated.
Some adaptive 9nite di1erence calculations were performed in which the central di1erence ap-
proximations to the 9rst spatial derivatives in (4.4) were replaced by upwind approximations. In this
case, the term involving x˙i in the 9rst equation in (4.4) is written as
x˙i
(
@u
@x
)
i
∼ 1
2
[
(x˙i − |x˙i|)
(
ui − ui−1
xi − xi−1
)
+ (x˙i + |x˙i|)
(
ui+1 − ui
xi+1 − xi
)]
; (4.6)
with analogous changes in the second equation.
4.4. Numerical results
Throughout this section the coarse grid parameter n and the post-processing parameter N are given
the values 32 and 64, respectively. The adaptivity parameters  and p that appear in Eqs. (2.5) and
(2.7) are set to 4 and 8, respectively. The time integration of (3.10) and (4.4) is performed up to
t=0:008 with the time relaxation parameter  set to the value 10−3 and with the initial time-step
set at 10−6.
Figs. 4(a) and (b) show the adaptive 9nite di1erence solutions for u and v at various values of
t from t=10−6 to 0.008, computed using the central di1erence method (4.4). The front starts to
propagate from right to left once the value of v at x=1 has reached the maximum value 1.2. As v
increases at x=1 during the time interval 0¡t6 2×10−4, the value of u decreases from 1 to 0. In
Fig. 4(a), the pro9le of u that reaches the value 0 around x=0:9 represents the front at t=0:001, and
the pro9les to the left of this one represent the front at t=0:002; 0:003; : : : ; 0:008. Fig. 4(a) shows
that the pro9le given by the coarse grid 9nite di1erence solution at t=0:007 cannot be distinguished
from the left-hand boundary. In other words, the 9nite di1erence solution suggests that the front has
reached the left-hand boundary at t=0:007. Fig. 4(b) also shows that the 9nite di1erence solution
for the v pro9le at t=0:007 cannot be distinguished from the left-hand boundary. The computed
9nite di1erence solutions exhibit small oscillations. Figs. 4(c) and (d) show the Hermite collocation
solutions at speci9ed values of t. Noting, once more, that the u pro9le at t=0:001 reaches the value
0 around x=0:9, we see that the front has not merged completely with the left-hand boundary at
t=0:007. To check the accuracy of the Hermite collocation solution, the system (4.1) and (4.2) was
integrated using a standard method of lines on an even grid with n=512 and 1024. The speed of
the front given by the method of lines approach is in agreement with that produced by the adaptive
Hermite collocation method.
Fig. 4(e) shows the time evolution of the coarse grid nodes from an evenly-spaced distribution at
t=0. The nodes move rapidly towards the right-hand boundary, and beyond t=2 × 10−4 there is
a high nodal density at the front as it moves from right to left. The time-step history is shown in
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Fig. 4. Flame propagation problem. Parts (a)–(d) shows 9nite di1erence and Hermite collocation solutions for
t=10−6; 10−5; 10−4; 0:00n: n=1; 2; : : : 8:
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Fig. 4(f): note that St remains fairly constant (and small) until the front reaches the left boundary,
when it increases substantially.
The computations were repeated using the upwind scheme (4.6). This has the e1ect of increasing
the front propagation speed so that the left boundary is reached at t ∼ 0:0058. In this case the Hermite
solution exhibits minor oscillations. The e0cient solution of (3.10) using a 9rst-order Backward Euler
method with coe0cients evaluated at the lower time step yields a mesh that lags behind a properly
equidistributed mesh. Errors that arise from this can be reduced by selecting a very small time-step
or by performing a more accurate solution of the moving mesh Eq. (3.10). Beckett et al. [2] have
shown how the accuracy of the computed solution is in@uenced by the method that is adopted for
the solution of the uncoupled system arising from (3.10) and (4.4).
5. Conclusions and comments
An algorithm is described for the solution of one-dimensional steady and unsteady PDEs that
have solutions involving steep regions. The algorithm involves an adaptive 9nite di1erence solution
followed by a post-processing mechanism that is based on cubic Hermite collocation. It is shown
that the accuracy of the 9nite di1erence solution can be improved signi9cantly by post-processing
at little extra cost.
While preliminary results are encouraging and the viability of the approach is demonstrated, a
number of issues have yet to be considered. A simultaneous solution of the equidistribution equation
and the physical PDE was carried out for the examples in Sections 2 and 3, whereas the two
systems were uncoupled in the algorithm adopted in Section 4. An uncoupled approach becomes
more attractive for solving systems of PDEs and equations in more than one space dimension. Our
investigations in Section 4 suggest that care must be taken in solving the uncoupled systems, even
in one space dimension. Extensive work by Huang and Russell (for example, see [15]) indicates that
much has still to be done in constructing an accurate and robust solution method for the discretised
equations. Recent work by Huang [10] and Beckett et al. [2] has given greater insight into various
practical aspects of moving mesh methods such as the choice of monitor function, the method
adopted for the solution of the non-linear algebraic system, the time step control and the in@uence
of scaling. Finally, the key value of a study of solution methods for one-dimensional problems rests
in the guidance that it gives for problems in two or more dimensions. Work is being completed
on adapting our spline mapping method to two-dimensional steady problems, and this work will be
presented elsewhere.
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