Abstract. Let (un) n≥0 be a non-degenerate Lucas sequence. For every k ≥ 1, we prove that
Also, Sanna showed that the constant M u,λ can be expressed through a convergent series. An immediate consequence of the previous result is the possibility of finding information about the distribution of g u [10 #{n ≤ x : g u (n) > y} ≪ u,λ x (log y) λ , for all x, y > 1.
In the same article, Sanna raised the question of finding an asymptotic formula for the moments of the function g u (n) itself. We are not able to answer to this apparently difficult question, but we can at least give a non-trivial estimate for them. The result is the following. Theorem 1.3. For every integer k ≥ 1 and u n a non-degenerate Lucas sequence, we have
(log x)(log log x) , when x is sufficiently large.
It is immediate to deduce from Theorem 1.3 the following improvement on the distribution of g u (n) at least when y varies uniformly in a certain range.
(log x)(log log x)
, for every y ≥ 1, when x is sufficiently large.
Proof. By using (1.3) with k = 1 we obtain
, for every y ≥ 1.
We observe that this is an improvement of (1.2), only for certain values of y, like for those satisfying
Using arguments coming from the theory of Dirichlet series of multiplicative functions, we end up with the following conjecture. Conjecture 1.5. For every integer k ≥ 1 and u n a non-degenerate Lucas sequence, we have
for every ε > 0, when x is sufficiently large.
Obviously, arguing as in the proof of Corollary 1.4, we can suppose that the following stronger result on the distribution of g u (n) holds. Conjecture 1.6. We have
for every ε > 0 and y ≥ 1, when x is sufficiently large.
This would be an improvement of (1.2) and (1.4) for values of y satisfying
for a small ε ′ > 0.
Notation
For a couple of real functions f (x), g(x), with g(x) > 0, we indicate with f (x) = O(g(x)) or f (x) ≪ g(x) that there exists an absolute constant c > 0 such that |f (x)|≤ cg(x), for x sufficiently large. When the implicit constant c depends from a parameter α we indicate the above bound with
Throughout, the letters p and q are reserved for prime numbers. We write (a, b) and [a, b] to denote the greatest common divisor and the least common multiple of integers a, b. As usual, we denote with ⌊w⌋ and {w} the integer and the fractional part of a real number w. We indicate with τ (n) and P (n) the number of divisors and the greatest prime factor of a positive integer n, respectively.
For each positive integer m relatively prime with a 2 , let z u (m) be the rank of appearance of m in the Lucas sequence (u n ) n≥0 , that is, z u (m) is the smallest positive integer n such that m divides u n . It is well known that z u (m) exists (see, e.g., [9] ). Also, put ℓ u (m) := [m, z u (m)].
Preliminaries
We begin by recalling the definition of the Jordan's totient function.
Definition 3.1. The Jordan's totient function of degree k is defined as
for every k ≥ 1 and natural integers n.
Clearly, J 1 (n) = ϕ(n), the Euler's totient function, and it is immediate to see that J k (n) verifies the following identity.
Lemma 3.1. We have
for any k ≥ 1 and natural integers n.
The next lemma summarizes some basic properties of ℓ u (n) and z u (n), which we will implicitly use later without further mention. Lemma 3.2. For all positive integers m, n and all prime numbers p, we have:
for every p prime and integer j ≥ 1.
For any γ > 0, let us define
The following is [1, Lemma 2.1].
Lemma 3.3. For all x, γ > 0 and for any non-degenerate Lucas sequence (u n ) n≥0 , we have
It has been proven by Sanna and Tron [13, Lemma 3.2] that the series (n,a 2 )=1 1/ℓ u (n) converges. In the proof of Theorem 1.3, a non-trivial estimate on the tail of this series will play a fundamental role. In fact, the more we know about this tail the more we can improve the bound on our main sums.
To this aim, we consider the following identity
We note that the first sum in the right hand side of (3.2) has been already investigated by Sanna [10, Lemma 2.5] and we report here the result which he obtained.
Proposition 3.4. We have
for all ε ∈ (0, 1/4] and y ≫ u,ε 1.
Regarding the second sum in the right hand side of (3.2) we provide an estimate for it in the next lemma. Such estimate will be crucial to obtain the bound in our theorem, but it could have important applications also in other contexts. For this reason we analyse it carefully, producing a strong bound.
Lemma 3.5. Supposing that y > (log x) 2 and v = log x/log y tends to infinite as x tends to infinite, we have
≪ u (log y)e − √ y/2 log y + log y log v e −v log v , if y and x are sufficiently large.
Proof. Since l u (n) ≥ n, we may write
where ψ(t, y) is the counting function of the y−smooth numbers less than t. Clearly, we have
To estimate the second term on the right hand side of (3.5) we suppose first that y > log 2 (x) and then we split it into two parts:
where we put z = e √ y . Using the estimate [16, Theorem 1, §5.1, Chapter III] (3.6) ψ(t, y) ≪ te − log t/2 log y = t 1−1/2 log y , valid uniformly for t ≥ y ≥ 2, we obtain
By the Corollary of the Theorem 3.1 in [4] , we know that (1)) log t log y log log t log y , in the region y > log 2 t. If v = log x/log y tends to infinite as x tends to infinite, then we may use the simpler (3.8) ψ(t, y) ≤ t exp − log t log y log log t log y ,
for any x ≤ t ≤ z. Let us suppose to be in this situation. Now, inserting this bound and using the change of variable s = log t, we get
exp − s log y log s log y ds, which after another change of variable s = w log y it becomes (log y)
√ y/log y log x/log y exp(−w log w)dw.
Using that w ≥ v and putting w log v = r, we find
Regarding the first term on the right hand side of (3.5), we note that
by (3.6) . Collecting the results, we obtain the estimate (3.4).
Finally, we can state the result about n>x 1/ℓ u (n).
Proposition 3.6. For every non-degenerate Lucas sequence (u n ) n≥0 , we have
(log x)(log log x) , if x is sufficiently large.
Proof. By Proposition 3.4 and Lemma 3.5 we conclude that
choosing for example ε = 1/6 and y sufficiently large. Letting y = exp( (log x)(log log x)), we obtain
if x is large enough.
Remark 3.1. There is no attempt here to find the best explicit constant inside the exponential. Obviously, one may find better constants instead of 1/6.
Proof of Theorem 1.3
Proof. We start inserting equation (3.1) inside our main sums.
by part (3) of Lemma 3.2. Clearly, the last sum in (4.1) is
.
But now we observe that
(log x)(log log x) , using that the series n 1/ℓ u (n) converges and the bound (3.10). Inserting (4.3) in (4.2) and (4.2) in (4.1), the proof is finished.
Notes
Let us define the multiplicative function L u (n) such that L u (p k ) = ℓ u (p k ), for every prime numbers p and power k ≥ 1. We expect L u (n) and ℓ u (n) to be very close, by virtue of part (4) of Lemma 3.2. Now, consider the Dirichlet series of the function n/L u (n), given by
Suppose that it converges for s > σ c , where σ c is the abscissa of absolute and ordinary convergence of α(s). Certainly, since ℓ u (n) ≤ L u (n), for every n, and since we know that the series of the reciprocals
if σ = 2/3 + ε, for every ε > 0, and consequently that α(s) converges for every s with ℜ(s) > 2/3, or equivalently that σ c ≤ 2/3. An immediate application of this result is the following. Let us define
Then, F (s) has the abscissa of convergence σ Lemma 5.1. Suppose that G(s) = n≥1 a n n −s is a Dirichlet series of a sequence (a n ) n≥1 of positive real numbers, with abscissa of convergence σ ′ c . Suppose that G(0) converges. Then, we have σ ′ c = inf{θ : n>x a n ≪ x θ }.
Since F (s) satisfies the hypotheses of the Lemma 5.1, we deduce that
for every ε > 0. We conclude guessing a better bound for the moments of the function g u (n). Indeed, by (5.7) we expect that (5.8)
for every ε > 0. Arguing as in the proof of Theorem 1.3 we deduce that (5.9) n≤x g u (n) k ≪ u,k x k+2/3+ε , for every ε > 0. In fact, we consider the following estimate (5.10)
which by (5.8) is
(k−1/3+ε)(⌊ log x log 2 ⌋+1) ≪ u,k x k+2/3+ε .
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