Abstract-An alternative is provided to a recently published method of Benjauthrit and Reed for calculating the coefficients of the polynomial expansion-of a given-function. The method is exhibited for functions of one and two variables. The relative advantages and disadvantages of the two methods are discussed. Some empirical results are given for GF(9) and GF(16). It is shown that functions with DON'T CARE states are represented by a polynomial of minimal degree by this method.
I. INTRODUCTION IN a recent paper in this TRANSACTIONS, Benjauthrit and Reed [1] exhibit a method for computing the coefficients f (i) in the finite field GF(pn) in the expansion k-i F(x) = L f(i)xi (1) i=O of a function F: E(k) E(k), where k = pfn, and E(k) is the space E(k) = 10,1, ,. k -1}. The result is important since every such function F has a unique expansion over GF(p n) of this form. Further, they generalize this to the case in which F is a function of n variables, F: En(k) E(k). Specifically in the case of expansion (1) and Reed as generalized finite differences. In the next section we present a classical approach to the same problem which makes evident the role of "difference" in the process of deriving the coefficients f(i) and f(i,j). Throughout this paper, let p be a prime and n be a natural number. Let k = pfn. Let + and * denote addition and multiplication, respectively, over GF(pn) . When there is no danger of confusion, we write "ab" for "a * b". Finally, let I and II denote the extended sum and extended product in the usual way. Let E(k) = 10,1, * ,k -1 .
Definition 1: For each k, let Zk (x) = llk^-o1 (x -i). Note that for each a E E(k), we have Zk(a) = 0.
II. DIVIDED DIFFERENCE TABLES
The classic works on difference methods assume the domain of definition to be either the rational field or the real field [3] , [4] . Most -F('y,0) + F(y,)]y-i-j. (4) Note also that The coefficients of (2) and (4) are described by-Benjauthrit
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Proof: Note that a permutation of the elements xi}I permutes the order of the terms in the expression in Lemma 1 but leaves the value unchanged.
III. DIVIDED DIFFERENCE POLYNOMIALS
The method which was employed in the previous section can be extended. Note that in Definition 2 we required that the points xo,x1, * * * ,xkl be distinct. We wish to extend our definition by weakening this restriction.
Lemma 2: Let p be a prime, n a natural number, and k = p n.If F(x) is a polynomial of degree m (1 . n m <k -1) and xi E GF(k), then there exists a unique polynomial
By the Euclidean algo-rithm there exists a polynomial q (x) of degree n -1 and
Since r is a constant, setting x = x 1 gives r = 0. Since q (x) is of degree less than or equal to k -2, q (x) defines a unique function.
This lemma makes the following definition reasonable.
Definition 3: Let p be a prime, n a natural number, and k = pf. Let xo,x1, --* ,xk1 be a permutation of the elements of GF(k). Let F(x) be a polynomial of degree m (O < m < k -1).
[
x -Xj
The notation of Definition 3 is designed to lull the reader into accepting it as a simple extension of Definition 2. We need to prove that where Definitions 2 and 3 coincide syntactically they also coincide semantically. 
This may be rewritten
Inspecting the last term, we note that the product (xx1)(x -x2 
Multiplication of the terms yields the form of (3), namely,
For a function of n variables, say Z1,z2 ... ,zn, one defines n difference operators, D J,Dz2* ,Di. The general case of Newton's formula consists of s constants followed by n summations, each involving one variable and its associated difference operator, followed by n(n -1)/2 double summations each involving two variables and their associated difference operators, and continuing to the n-fold summation involving all n variables and the n associated difference operators.
The organization on paper of difference tables is not as easy in the two variable situation, but the tables may be conveniently implemented in a high level computer language with the capacity for defining recursive functions.1 In order to be reasonably efficient one needs to save the values of differences as they are computed.
Each of five functions was defined by a polynomial over GF(9) and over GF(16) (Here, as usual, the high integers are taken to be negative.)
The table below indicates the number of terms in each polynomial definition. The columns labeled UE are the number of terms in the polynomial in its unexpanded form, that is, in the form given by Theorem 3; the columns marked E are the number of terms in the polynomial in the form (3) . The reader should note that a polynomial over GF(9) might have 81 terms while a polynomial over GF(16) might have 256 terms.
In the expanded form (3) the representation of the function is unique. In the form given in Theorem 3, the representation depends upon the particular permutation of the elements of E(k) chosen for x1, --,Xk and Y1, * * ,Yk-GF (9) GF (16 V. COMPARISON OF THE METHODS Faced with two different methods for computing the coefficients of the polynomial expansion of a function, it is reasonable to wonder whether there is a clear preference between the two from the point of view of the amount of computation involved. We consider here the case of a function F(x) of one variable.
The method of Benjauthrit and Reed (hereinafter called the "B-R method") leads directly to the form If(i)xi, while Newton's method arrives there via the expansion of E2bi (x -Xl)(X -X2) .. *X (xXi).
In the case of the B-R method, for the calculation of each f(i) one needs the set hy i J X 0,'y & GF(k)}. For each a 1 the development of the set {y2,'y3, . . . , k-i} requires k -2 multiplications and so the development of the whole table of powers requires (k -2)2 operations.
Armed with such a table of powers each coefficient f(i) is the sum of (k -1) terms, each term has two operations: a subtraction and a division, and there are (k -1) such terms. Thus the B-R method requires (k -2)2 + (k -1) (2(k -1) + k -2) operations, that is, 4k2 -llk + 8 operations.
In the case of Newton's method, one first develops the difference table. The table contains k(k -1)2 entries, each of which involves three operations. This form, requiring 3k(k -1)/2 operations, is the form in which one would probably choose to implement a circuit, rather than modifying it to obtain the normal form. Should one wish the normal form, one would expand the polynomial:
Obtaining the product (x -x1)(x -x2) = (X2 -(xi + x2)x + x1x2) requires two operations. Multiplication of that product by (x -X3) requires four operations, and in general, development of the (i + 1)th row from the ith row requires 2i operations. Thus the expansion of the above polynomial requires 2 + 4 + ---+ 2(k -2) = (k 1)(k -2) operations. The ith row then has the form: bi(xC + ci_1xi-+ -+ cix + co). This row expansion requires i operations, and therefore the expansion of the whole polynomial requires 1 + 2 + ---+ (k -1) = k(k -1)/2 operations. This results in the form doo + dio + dlx
Summation of these columns, to obtain the final coefficients,requires(k-1)+(k-2)+-..+2+1=k(k-1)/2 operations. Thus the expansion of the polynomial requires (k -1)(k -2) + k(k -1) = 2(k-1)2 operations, and so Newton's method requires 3k(k -1)/2 + 2(k-1)2 = (7k2 -llk + 4)/2 operations. Thus, for the B-R method, the coefficient of the k2 term is 4, whereas for Newton's method the coefficient of the k2 term is 7/2 if one normalizes the polynomial and 3/2 if one does not. This gives an advantage to Newton's method.
There is a practical situation in which Newton's method has a marked advantage. It is the situation in which one wishes to represent as a polynomial a function which is undefined at certain points, that is, for which at certain points we have DON'T CARE. In the B-R method one could only assign some arbitrary value at these points and calculate the coefficients. In the case of Newton's method one merely uses the points at which the function is defilned to develop a partial difference table, assumes that all further differences are zero, and produces a polynomial of minimal degree which fits the function at the defined points.
Suppose that S is the q-subset of E(k) upon which a :   0  1  2  3  0  0  1  2  3  1  1  1  2  3  2  2  2  2  3  3  3  3  3  3 and suppose one wishes to make use of the symmetry in the Hence, F(z,w) = z + (3z + 1)w + (2z + 1)w(w + 1) + 2zw(w + 1)(w + 2) = 2zw(w2 + 2w + 1) + w2 + z. Example: Suppose that over GF (3) Other decomposition techniques can be used in conjunction with these divided difference methods.
APPENDIX
The procedures below, coded in PL/1, are examples of procedures to calculate differences with respect to a variable x of a function F(x,y) and the mixed differences of F(x,y). The procedure Dx has three parameters: the order of the difference, the x coordinate of F, and the y coordinate of F. The procedure calculates the difference with respect to x,y being fixed, and places the difference into the proper position in a global table X-diff. The procedure makes use of the following global identifiers:
X-diff A three-dimensional array in which differences calculated are stored; the entries of this array are initialized at compile time to -1. Quot A procedure which performs division over the Galois field being used. Diff A procedure which performs subtraction over the Galois field being used. X A linear array containing a permutation of the elements of the space being used. Y A linear array containing a permutation of the elements of the space being used. Dx: procedure(order, X-ind, Y-ind) returns
