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ATTRACTIVE RIESZ POTENTIALS ACTING ON
HARD SPHERES
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Abstract. In this paper we introduce a model for hard spheres interact-
ing through attractive Riesz type potentials, and we study its thermodynamic
limit. We show that the tail energy enforces optimal packing and round macro-
scopic shapes.
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1. Introduction
In this paper we introduce and analyze variational models for hard spheres inter-
acting through Riesz type attractive potentials. The model consists in minimizing
nonlocal energies of the type
(1.1)
∑
i6=j
Kp(|xi − xj |),
over all configurations of N points {x1, . . . , xN} ⊂ Rd satisfying |xi − xj | ≥ 2 for
all i 6= j; here Kp : R+ → (−∞, 0] is a power-law attractive potential Kp(r) ≈ − 1
rp
1
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for large r, with p ∈ (0, d + 1). Eventually, we consider the thermodynamic limit
N → +∞.
As a consequence of the hard sphere constraint and of the attractive behaviour
of the potential, the ground states of the system turn out to be optimal packed
configurations of spheres filling a macroscopic set. The thermodynamic limit is
described by a nonlocal energy that is a Riesz type continuous counterpart of (1.1)
for p ∈ (0, d); remarkably, in the case p ∈ [d, d + 1) fractional perimeters arise in
the limit energy. In both cases p ∈ (0, d) and p ∈ [d, d+1), the optimal asymptotic
shape is given (after scaling) by the Euclidean ball, and this is a consequence of
the Riesz rearrangement inequality and of the fractional isoperimetric inequality,
respectively. These results are obtained by providing a Γ-convergence expansion of
the energy. The method allows to consider and understand also slight variants of
the basic variational problem (1.1), taking into account also volume forcing terms,
possibly enforcing different optimal shapes.
The combination of the attractive potential together with the hard sphere con-
straint provides a basic example of long range attractive/short range repulsive inter-
actions. In this respect, the proposed model fits in the class of aggregation [14, 6, 8]
and crystallization [5] problems, but with a substantial change of perspective due
to the fundamental role played in our model by the tail of the interaction energy.
This is the case for both integrable and non-integrable tails, referred to as unstable
potentials in the crystallization community [5]. This is why in our model crystal-
lization is replaced by the related but different concept of optimal packing, while
the microscopic structure does not affect the macroscopic shape, that turns out to
be the Euclidean ball.
To explain these new phenomena, we first provide an overview of the classical
crystallization problem, focussing on two basic models in two dimensions. They are
based on minimization of an interaction energy as in (1.1), for some potentialK that
tends to infinity as r → 0, has a well at a specific length enforcing crystallization
and fixing the lattice spacing (and structure), and rapidly decays to 0 as r → +∞.
The basic potential is provided by the Heitmann-Radin model [17] which consists
in systems of hard spheres whose pair-interaction energy is +∞ if two balls overlap,
it is equal to −1 if the balls touch each other, and 0 otherwise. In two dimensions,
and for fixed number N of discs, minimizers exhibit crystalline order: the centers of
the discs lie on a subset of an equilateral triangular lattice. Moreover, for large N
the discs fit a large hexagon. The first phenomenon is referred to as crystallization,
the second as macroscopic Wulff-shape. Crystallization is due to local optimization
of the potential around its well: almost each particle tends to maximize the number
of nearest neighbor particles. In view of the hard disc constraint, such a number
is 6. The macroscopic Wulff shape is the result of the minimization of the number
of boundary particles that have the wrong number of nearest neighbors. In this
respect, the macroscopic shape minimizes an anisotropic perimeter energy; under a
volume constraint, this is nothing but the anisotropic isoperimetric problem, whose
minimizer is the Wulff shape [15]. Recently, these phenomena have been analyzed
in details in the solid formalism of Γ-convergence [3, 12].
A less rigid and most popular model in elasticity is given by the polynomial
Lennard-Jones type potential; the hard sphere constraint is replaced by a repulsive
term which is infinite only at 0; the only negative value in the Heitmann-Radin
potential is replaced by a narrow well, while the zero-long range interaction of the
3Heitmann-Radin potential is replaced by a rapidly decaying tail energy. In [21] it
is proved that, if the well of the potential is very narrow, and the tail is a small
enough lower order term, then the crystallization property is preserved in average,
while the Wulff shape problem is still open. Recently, it has been proved [4] that
a slightly wider well in the potential favours the square lattice rather than the
triangular one. In higher dimensions the picture is much less clear.
We pass to describe our model; since the tail energy will be predominant, it is
convenient to change length-scale, introducing a parameter ε > 0, whose inverse 1
ε
represents the size of the body filled by the hard spheres. Then, in order to deal, in
the thermodynamic limit, with a finite macroscopic body, we scale the spheres with
ε. After this scaling the potential Kp becomes integrable if and only if p ∈ (0, d).
We discuss first the integrable case: we write p = d+ σ for some σ ∈ (−d, 0), and
we introduce the corresponding potential which, up to a prefactor, becomes the
function fσε : R
+ → R defined by
(1.2) fσε (r) :=


+∞ for r ∈ [0, 2ε) ,
− 1
rd+σ
for r ∈ [2ε,∞) .
In this case the Γ-limit as ε → 0 of the discrete energy (1.1), with Kp = fσε , is
nothing but its continuous counterpart, defined on absolutely continuous measures,
whose density is bounded from above by the density of the optimal packing problem
in Rd (see Theorem 3.3). This Γ-convergence result can be completed with suitable
confining volume forcing terms, ensuring compactness properties for minimizers.
We prove that minimizers consist, in the limit as ε→ 0, in optimal packed config-
urations of balls filling a macroscopic set E, which is a ball whenever the volume
term is radial.
The non-integrable case is much more involved. In this case both the tail and the
core of the energy blow up as ε → 0, the first being the leading term. In order to
provide a first order expansion of the energy in terms of Γ-convergence, we need to
regularize the potential, neglecting the core energy. More precisely, we introduce a
mesoscopic length-scale rε ≫ ε with rε → 0 as ε→ 0 (see (4.1)), and we regularize
the potential cutting-off all short range interactions at scales smaller than rε. The
corresponding regularized Riesz type p-power-law potentials, with p = d + σ and
σ ∈ [0, 1), are defined by
(1.3) fσε (r) :=


+∞ for r ∈ [0, 2ε) ,
0 for r ∈ [2ε, rε) ,
− 1
rd+σ
for r ∈ [rε,+∞) .
Then, only the tail of the interaction energy remains, and the microscopic de-
tails of the potential are neglected in the limit as ε → 0. This is consistent with
the integrable case (1.2), where the core contribution vanishes as a consequence
of the only integrability of the potential. Dividing the energy by the diverging
tail contribution, we obtain the zero order term in the Γ-convergence expansion of
the energy. This zero order Γ-limit still enforces optimal packing on minimizing
sequences, but does not determine the macroscopic limit shape. Then, we look at
the next term in the Γ-convergence expansion. This consists in removing from the
total energy the infinite volume-term energy per particle, so that a finite quantity
reamins, which turns out to detect the macroscopic shape. In fact, the first order
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Γ-limit, provided in Theorem 4.3, is nothing but the σ-fractional perimeter, intro-
duced in [7] for σ ∈ (0, 1), and recently in [13] also for σ = 0. Such an analysis has
first been provided in a continuous setting in [13]; our results represent its discrete
counterpart. Since fractional perimeters are minimized, under a volume constraint,
by Euclidean balls, we deduce that, as ε → 0, minimizers are given by optimal
packed configurations of ε-spheres filling a macroscopic ball.
The range of the parameter σ ∈ (−d, 1) is somehow natural, since for σ < −d
the potential becomes repulsive (and constant for d = 0); the case σ = 1 formally
corresponds to the Euclidean perimeter, being the limit of s-fractional perimeters
as s→ 1 [1, 9]. The case σ > 1 is unclear to us.
Our analysis represents a first attempt to provide a discrete microscopic de-
scription for a variety of continuous models characterized by nonlocal interactions.
Among them we mention the Poincare´ problem, which, for p = 1, establishes that
the ball is the optimal shape minimizing the potential energy of a fluid [18]. More-
over, the hard sphere constraint could be relaxed, providing in the limit richer
models, accounting for density penalization terms, as in the rotating stars problem
[20], as well as several attracting-repulsive potentials [6]. Our analysis could also be
extended to discrete systems describing interactions between different populations,
[11, 10].
Finally, our analysis suggests the possible role of the tail energy as a new mech-
anism enforcing optimal packing, and hence, in some respect, crystallization.
1.1. Notation of the paper. In this paper we use the following notation: ωd
denotes the Lebesgue measure of the unit ball B1(0) of R
d. M(Rd) denotes the
family of Lebesgue measurable sets E ⊂ Rd, while the corresponding Lebesgue
measure will be denoted by |E|. We set Mf (Rd) := {E ∈ M(Rd) : |E| < +∞}.
Mb(Rd) denotes the space of (non negative) finite Radon measures in Rd. The
Dirac delta measure centered in x is denoted by δx, while the Lebesgue measure by
Ld. We denote with C(⋆, · · · , ⋆) a constant that depends on ⋆, · · · , ⋆; this constant
can change in the steps of a proof. Finally, R := R ∪ {−∞,+∞}.
2. Hard spheres, optimal packing ahd empirical measures
Here we introduce the admissible configurations of the variational model pro-
posed in this paper, and revisit some concepts on optimal packed configurations we
will need in our analysis.
2.1. Density of optimal packing.
Definition 2.1. We denote by Add be the class of sets X ⊂ Rd such that |xi−xj | ≥
2 for all xi, xj ∈ X with xi 6= xj. The volume density of optimal ball packings in
R
d is the constant Cd defined by
(2.1) Cd := sup
X∈Add
lim sup
r→+∞
#(X ∩ rQ)ωd
|rQ| ,
where Q := [0, 1)d. Moreover, we say that Td ⊂ Rd is an optimal configuration for
the (centers for the unit ball) optimal packing problem if Td ∈ Add and
(2.2) lim
r→+∞
#(Td ∩ rQ)ωd
|rQ| = C
d.
5In [16] it is proved the existence of an optimal configuration, and that in defining
Cd and Td, Q can be replaced by any open bounded set A ⊂ Rd with A 6= ∅.
Now we want to provide a rate of convergence in (2.1). To this purpose, for
every r > 0 let Add(rQ) be the class of sets X ⊂ rQ such that |xi − xj | ≥ 2 for all
xi, xj ∈ X with xi 6= xj , and set
(2.3) Cdr := sup
X∈Add(rQ)
#(X)ωd
rd
.
It is easy to see that for all r > 0 there exists a maximizer, denoted by T dr .
Lemma 2.2. There exists C(d) > 0 such that Cd ≤ Cdr ≤ Cd + C(d)r for all r > 0.
Proof. For every r > 0 we have 2rQ = ∪2di=1rQi where Qi = Q + vi, vi ∈ {0, 1}d.
Let T dr be any maximizer of (2.3), and set
Tˆ dr := {x ∈ T dr : dist (x, r∂Q) ≥ 1}, T˜ d2r := ∪2
d
i=1Tˆ
d
r + vi, vi ∈ {0, 1}d.
It is easy to see that there exists a constant c(d) such that #T dr −#Tˆ dr ≤ c(d)rd−1.
Moreover,
max{#T d2r ∩ rQi, i = 1, · · · , 2d} ≥
#T d2r
2d
.
Then we have
rdCd2r =
#T d2r
2d
≤ rdCdr = #T dr ≤
#T˜ d2r
2d
+ c(d)rd−1 ≤ rdCd2r + c(d)rd−1.
Therefore, for every r > 0, n ∈ N we have
Cd2nr ≤ Cd2n−1r ≤ Cd2nr +
c(d)
2n−1r
,
which by iteration over n yields
Cd2nr ≤ Cdr , Cdr ≤ Cd2nr +
n∑
k=1
c(d)
2k−1r
.
Sending n→ +∞ we deduce the claim. 
2.2. The empirical measures. We introduce the family of empirical measures
EM :=
{ N∑
i=1
δxi : xi 6= xj for i 6= j,N ∈ N
}
⊂Mb(Rd).
We consider the space Mb(Rd) endowed with the tight topology.
Definition 2.3 (Tight convergence). We say that a sequence {µε}ε∈(0,1) ⊂Mb(Rd)
tightly converges to µ ∈ Mb(Rd) if µε ∗⇀ µ and µε(Rd)→ µ(Rd), as ε→ 0+.
Definition 2.4. Let ε > 0, we define the set EMε ⊂ EM as
EMε :=
{
µ ∈ EM : µ =
N∑
i=1
δxi with |xi − xj | ≥ 2ε for all i 6= j
}
.
Lemma 2.5. Let {µε}ε∈(0,1) ⊂ EM with µε ∈ EMε for all ε ∈ (0, 1) be such that
εdωd
Cd
µε
∗
⇀ µ for some µ ∈ Mb(Rd), as ε → 0+ (where Cd is defined in (2.1)).
Then, there exists ρ ∈ L∞(Rd, [0, 1]) such that µ = ρLd.
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Proof. It is sufficient to prove that µ(A) ≤ |A| for all open set A. By the lower
semi-continuity of the total variation with respect to weak-star convergence, we
have
µ(A) ≤ lim inf
ε→0+
εdωd
Cd
µε(A) = lim inf
ε→0+
|A|
Cd
ωd#{A ∩ supp (µε)}
|A
ε
|
≤ |A| lim
ε→0+
1
Cd
#(Td ∩ A
ε
)
|A
ε
| = |A|,
where the last inequality follows by (2.1) and (2.2) with Q replaced by A. 
Lemma 2.6. For every ρ ∈ L1(Rd, [0, 1]) there exists a sequence {µε}ε∈(0,1) ⊂ EM
with µε ∈ EMε for all ε ∈ (0, 1) such that ε
dωd
Cd
µε → ρLd tightly in Mb(Rd).
Proof. By a standard density argument, it is enough to prove the claim for ρ = aχA
for some a ∈ (0, 1) and some open set A ⊂ Rd. Let µε :=
∑
i∈Iε δxi where Iε :=
εa
−1
d Td∩A. Then, it is easy to check that εdωd
Cd
µε → aχALd tightly inMb(Rd). 
For all µ :=
∑N
i=1 δxi in EMε we set
(2.4) µˆ :=
1
Cd
N∑
i=1
χBε(xi).
Lemma 2.7. Let {µε}ε∈(0,1) ⊂ EM with µε ∈ EMε for all ε ∈ (0, 1), and let
ρ ∈ L1(Rd, [0, 1]) be such that εdωd
Cd
µε → ρLd tightly in Mb(Rd). Then, µˆε → ρLd
tightly.
Proof. We observe that
(2.5) lim
ε→0+
µˆε(R
d) = lim
ε→0+
εdωd
Cd
µε(R
d) =
∫
Rd
ρ(x)dx.
Therefore, up to a subsequence µˆε
∗
⇀ g for some g ∈ Mb(Rd). We have to prove
that g = ρLd. To this purpose, notice that for all ϕ ∈ C1c (Rd) we have
|µˆε(ϕ)− ρLd(ϕ)| ≤
∣∣∣∣µˆε(ϕ)− εdωdCd µε(ϕ)
∣∣∣∣+
∣∣∣∣εdωdCd µε(ϕ) − ρLd(ϕ)
∣∣∣∣
=
∣∣∣∣ ∑
x∈suppµε
1
Cd
∫
Bε(x)
ϕ(y)− ϕ(x) dy
∣∣∣∣+
∣∣∣∣εdωdCd µε(ϕ) − ρLd(ϕ)
∣∣∣∣
≤
∑
x∈suppµε
1
Cd
∫
Bε(x)
|ϕ(y)− ϕ(x)| dy +
∣∣∣∣εdωdCd µε(ϕ) − ρLd(ϕ)
∣∣∣∣
≤ 2εε
dωd
Cd
µε(R
d)‖∇ϕ‖L∞ +
∣∣∣∣εdωdCd µε(ϕ) − ρLd(ϕ)
∣∣∣∣.
Since ε
dωd
Cd
µε
∗
⇀ ρLd, the claim follows.

3. Riesz interactions for σ ∈ (−d, 0)
Here we introduce and analyze the Riesz interaction functionals in the integrable
case σ ∈ (−d, 0).
73.1. The energy functionals. For every ε > 0 and σ ∈ (−d, 0), let fσε : [0,+∞)→ R
be defined by
(3.1) fσε (r) :=


+∞ for r ∈ [0, 2ε) ,
− 1
rd+σ
for r ∈ [2ε,∞) .
Let Cd be the volume density of the optimal ball packing in Rd defined in (2.1).
Let X = {x1, · · · , xN} be a finite subset of Rd. The corresponding energy F σε (X)
is defined as
F σε (X) :=
∑
i6=j
fσε (|xi − xj |)
(
ωdε
d
Cd
)2
.
Clearly, there is a one-to-one correspondence, that we denote by A, between the
family of finite subsets of Rd and the family of empirical measures. We introduce
the energy Fσε :Mb(Rd)→ R as a function of the empirical measure as follows:
(3.2) Fσε (µ) :=
{
F σε (A(µ)) if µ ∈ EMε,
+∞ elsewhere.
The functional Fσε may also be rewritten as
Fσε (µ) =


∫
Rd
∫
Rd
fσε (|x− y|)
(
εdωd
Cd
)2
dµ⊗ µ if µ ∈ EMε,
+∞ elsewhere.
We observe that the range of the functionals Fσε is (−∞, 0] ∪ {+∞}. There-
fore, we do not expect compactness properties for sequences with bounded en-
ergy. In fact, it is easy to construct, adding more and more masses, a sequence
{µε}ε∈(0,1) ⊂ EMε with εdµε(Rd) → +∞ and Fσε (µε) → −∞ as ε → 0. More-
over, tight convergence can also fail by loss of mass at infinity, also for sequences
with εdµε(R
d) ≤ C. Indeed, let T d be an optimal configuration for the optimal
packing, as in Definition 2.1. Let {zε}ε ⊂ Rd with |zε| → +∞ as ε → 0. Setting
µε =
∑
x∈εTd∩B1(zε) δx, we have that ε
dµε(R
d) ≤ C for some C independent of ε,
but in general εdµε does not admit converging subsequences in the tight topology.
Now we perturb the energy functionals by adding suitable confining forcing terms
that yield the desired compactness properties.
Let g ∈ C0(Rd). Recalling that Cd is the volume density defined in (2.1), for all
ε ∈ (0, 1) we introduce the functionals T σε :Mb(Rd)→ R defined as
(3.3) T σε (µ) := Fσε (µ) + Gσε (µ),
where
Gσε (µ) :=
∫
Rd
g(x)
εdωd
Cd
dµ .
3.2. Compactness. In this section we study compactness properties for the func-
tionals T σε introduced in (3.3). We assume that
(3.4) g(x) ≥ C1 + C2|x|−σ, for some C1 ∈ R, C2 > 0.
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Theorem 3.1 (Compactness for T σǫ ). There exists a constant C∗(σ, d) > 0 such
that, if g satisfies (3.4) with C2 > C
∗(σ, d), then the following compactness property
hold: let M > 0 and let {µε}ε∈(0,1) ⊂Mb(Rd) be such that
T σε (µε) ≤M, for all ε > 0 .
Then, up to a subsequence, ε
dωd
Cd
µε → ρLd tightly in Mb(Rd), for some ρ ∈
L1(Rd, [0, 1]).
Proof. In view of (3.4), it is enough to prove the theorem for g(x) = C1 +C2|x|−σ
with C2 > C
∗(σ, d) for some C∗(σ, d) > 0. We divide the proof in several steps.
Step 1. For all µ ∈ EMε set Kε(µ) := εdωdµ(Rd) and let Rε(µ) > 0 be such that
Rε(µ)
dωd = Kε(µ). In this step we prove that there exists C˜(σ, d) > 0 such that
for all µ :=
∑N
i=1 δxi ∈ EMε(Rd) we have
N∑
i=1
εdωd
Cd
|xi|−σ ≥ C˜(σ, d)
(
Kε(µ)
) d−σ
d .
Here and later on we will assume without loss of generality (and whenever it will
be convenient) that |xi| ≥ ε for all xi ∈ supp(µ). By triangular inequality we have
|y| ≤ |xi|+ ε ≤ 2|xi| for all y ∈ Bε(xi). Then,
ωdε
d|xi|−σ =
∫
Bε(xi)
|xi|−σ dy ≥ 1
2−σ
∫
Bε(xi)
|y|−σ dy.
Let Aε be the union of all the balls Bε(xi). We have
N∑
i=1
εdωd
Cd
|xi|−σ ≥
N∑
i=1
1
2−σCd
∫
Bε(xi)
|y|−σ dy
=
1
2−σCd
∫
Aε
|y|−σ dy = 1
2−σCd
∫
Aε∩BRε(µ)
|y|−σ dy + 1
2−σCd
∫
Aε\BRε(µ)
|y|−σ dy
≥ 1
2−σCd
∫
BRε(µ)
|y|−σ dy = C˜(σ, d)(Kε(µ))1− σd ,
where in the last inequality we have used that |Aε| = Kε(µ) = |BRε(µ)|, and that
|y1|−σ ≥ |y2|−σ for all y1 ∈ Aε \BRε(µ), y2 ∈ BRε(µ).
Step 2. Here we prove that there exists Cˆ(σ, d) > 0 such that, for all µ ∈ EMε,
1
(Cd)2
∑
i6=j
(εdωd)
2
|xi − xj |d+σ ≤ Cˆ(σ, d)
(
Kε(µ)
)1− σ
d .
First, we observe that by triangular inequality |xi − xj | ≥ 13 |x − y| for all (x, y) ∈
Bε(xi)×Bε(xj). Then, there exists Cˆ(σ, d) > 0 such that
(3.5)
1
(Cd)2
∑
i6=j
(εdωd)
2
|xi − xj |d+σ ≤ Cˆ(σ, d)
∑
i6=j
∫
Bε(xi)
∫
Bε(xj)
1
|x− y|d+σ dxdy
≤ Cˆ(σ, d)
∫
BRε(µε)(0)
∫
BRε(µε)(0)
1
|x− y|d+σ dxdy
≤ Cˆ(σ, d)
∫
BRε(µε)(0)
dx
∫
B2Rε(µε)(0)
1
|z|d+σ dz = Cˆ(σ, d)(Kε(µ))
1− σ
d ,
9where the second inequality is nothing but Riesz inequality, see [19].
Step 3. Here we prove that there exists C∗(σ, d) > 0 such that, if C2 > C∗(σ, d),
then the following implication holds:
if lim sup
ε
T σε (µε) < +∞, then lim sup
ε
εdωd
Cd
µε(R
d) < +∞.
By Step 1 and Step 2 there exists C(σ, d) > 0 such that
T σε (µε) ≥
C1
Cd
Kε(µ) + (−Cˆ(σ, d) + C2C˜(σ, d))(Kε(µ))1− σd .
It is then sufficient to choose C2 large enough, so that (−Cˆ(σ, d) +C2C˜(σ, d)) > 0.
Step 4. We now prove the tight converge, up to a subsequence, of sequences {µε}ε
with bounded energy. In view of Lemma 2.5, this step concludes the proof of the
theorem. By Step 3 we have that ε
dωd
Cd
µε(R
d) ≤ M˜ for all ε ∈ (0, 1) and some
M˜ > 0. Arguing by contradiction, assume that there exists δ > 0, εn → 0+ and
Rn → +∞ as n→ +∞, such that
(3.6)
εdnωd
Cd
µεn(R
d \BRn(0)) ≥ δ ∀n.
Now let us split µεn into two components: µ
1
εn
:= µεn⌊BRn(0) and µ2εn := µεn⌊Rd\BRn (0);
then
T σεn(µεn) =T σεn(µ1εn) + T σεn(µ2εn)
− 2
∫
BRn (0)
∫
Rd\BRn (0)
1
|x− y|σ+d
(
εdnωd
Cd
)2
dµεn ⊗ µεn .
(3.7)
From Step 2 we have that there exists C > 0 independent of n such that
(3.8) T σεn(µ1εn) ≥ −Cˆ(σ, d)(Kεn(µ1εn))1−
σ
d ≥ C.
Again by Step 2, applied now to µ2εn , we have that there exists C > 0 independent
of n such that∫
Rd\BRn (0)
∫
Rd\BRn (0)
1
|x− y|d+σ
(
εdnωd
Cd
)2
dµεn ⊗ µεn ≤ C.
Therefore,
(3.9) Tεn(µ2εn) ≥ −C − |C1|M˜ + C2
∫
Rd\BRn(0)
R−σn
εdnωd
Cd
dµεn ≥ −C + C2δR−σn .
Finally, by Riesz inequality (or equivalently, arguing as in (3.5)) we have that there
exists C > 0 independent of n such that
(3.10)
∫
BRn (0)
∫
Rd\BRn (0)
−1
|x− y|d+σ
(
εdnωd
Cd
)2
dµεn ⊗ µεn(x, y) ≥ −C
Now plugging (3.8),(3.9) and (3.10) into (3.7), we deduce that
M ≥ T σεn(µεn) ≥ −C + C2δR−σn ,
for some C independent of n, which clearly provides a contradiction for n large
enough.

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3.3. Γ-convergence. In this section we study the Γ-convergence of the energy
functionals defined in (3.2) and (3.3).
Proposition 3.2. Let {µε}ε∈(0,1) ⊂Mb(Rd) with µε ∈ EMε for all ε ∈ (0, 1) and
let ρ ∈ L1(Rd; [0, 1]) be such that εdωd
Cd
µε → ρLd tightly. Let moreover h(x, y) :=
1
|x−y|d+σ for all x, y ∈ Rd with x 6= y. Then,(
εdωd
Cd
)2
µε ⊗ µε(h)→ ρLd ⊗ ρLd(h), as ε→ 0+ .
Proof. The proof is divided in several steps:
Step 1. Here we prove that
µˆε ⊗ µˆε(h)→ ρLd ⊗ ρLd(h), as ε→ 0+,
where µˆε are defined as in (2.4) (with µ replaced by µε).
For all R > 0 we set
(3.11) D(R) :=
⋃
x∈Rd
({x} ×BR(x)).
We have ∣∣∣∣
∫
Rd
∫
Rd
1
|x− y|d+σ dµˆε ⊗ µˆε −
∫
Rd
∫
Rd
1
|x− y|d+σ ρ(x)ρ(y)dxdy
∣∣∣∣
≤
∫
D(R)
1
|x− y|d+σ dµˆε ⊗ µˆε(3.12)
+
∫
D(R)
1
|x− y|d+σ ρ(x)ρ(y)dxdy(3.13)
+
∣∣∣∣
∫
R2d\D(R)
1
|x− y|d+σ dµˆε ⊗ µˆε −
∫
R2d\D(R)
1
|x− y|d+σ ρ(x)ρ(y)dxdy
∣∣∣∣.(3.14)
Moreover, we have∫
D(R)
1
|x− y|d+σ dµˆε ⊗ µˆε =
∫
Rd
dµˆε
∫
BR(x)
1
|x− y|d+σ dµˆε
≤
∫
Rd
dµˆε
1
Cd
∫
BR(x)
1
|x− y|d+σ dy = µˆε(R
d)ω(R),
where ω(R) → 0 as R → 0. This proves that the quantity in (3.12) tends to 0
as R → 0, uniformly in ε; a fully analogous argument shows that the same holds
true also for the quantity in (3.13). Finally, the quantity in (3.14) tends to 0 as
ε → 0 (for fixed R) since 1|x−y|d+σ is continuous and bounded in R2d \D(R), and
µˆe ⊗ µˆε → ρLd ⊗ ρLd tightly in R2d, and hence also in R2d \D(R).
Step 2. Here we prove that(
εdωd
Cd
)2
µε ⊗ µε(h)− µˆε ⊗ µˆε(h)→ 0 ε→ 0+.
Let xi, xj ∈ supp(µε), with i 6= j; for all x ∈ Bε(xi), y ∈ Bε(xj), by triangular
inequality we have |x− y| ≤ 2|xi − xj |, and hence
(3.15)
(
εdωd
Cd
)2
1
|xi − xj |d+σ ≤ 2
d+σ
∫
Bε(xi)
∫
Bε(xj)
1
(Cd)2
1
|x− y|d+σ dxdy.
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Let D(R) be the set defined in (3.11). We obtain that∣∣∣∣
∫
R2d
1
|x− y|d+σ
(
εdωd
Cd
)2
dµε ⊗ µε −
∫
R2d
1
|x− y|d+σ dµˆε ⊗ µˆε
∣∣∣∣(3.16)
≤
∣∣∣∣
∫
D(R)
1
|x− y|d+σ
(
εdωd
Cd
)2
dµε ⊗ µε
∣∣∣∣(3.17)
+
∣∣∣∣
∫
D(R)
1
|x− y|d+σ dµˆε ⊗ µˆε
∣∣∣∣(3.18)
+
∣∣∣∣
∫
R2d\D(R)
1
|x− y|d+σ
(
εdωd
Cd
)2
dµε ⊗ µε(3.19)
−
∫
R2d\D(R)
1
|x− y|d+σ dµˆε ⊗ µˆε
∣∣∣∣.
By (3.15) we deduce that the quantiy in (3.17) is, up to a prefactor, less than or
equal to the quantity in (3.18), which, as proved in Step 1, tends to zero as R→ 0,
uniformly with respect to ε. Finally, since 1|x−y|d+σ is continuous and bounded in
R
2d \D(R), by Lemma 2.7 we easily deduce that, for any fixed R > 0, the quantity
in (3.19) tends to zero as ε→ 0. This concludes the proof of Step 2.
The proof of the claim is clearly a consequence of Step 1 and Step 2.

We now introduce the candidate Γ-limit Fσ :Mb(Rd)→ R ∪ {+∞} defined by
Fσ(µ) :=


∫
Rd
∫
Rd
− 1|x− y|d+σ dµ⊗ µ if µ ≤ L
d,
+∞ elsewhere.
Theorem 3.3. Let σ ∈ (−d, 0). The following Γ-convergence result holds true.
(1) (Γ-liminf inequality) For every ρ ∈ L1(Rd, [0, 1]) and for every sequence
{µε}ε∈(0,1) ⊂Mb(Rd) with ε
dωd
Cd
µε → ρLd tightly in Mb(Rd) it holds
Fσ(ρLd) ≤ lim inf
ε→0+
Fσε (µε).
(2) (Γ-limsup inequality) For every ρ ∈ L1(Rd, [0, 1]), there exists a sequence
{µε}ε∈(0,1) ⊂Mb(Rd) such that ε
dωd
Cd
µε → ρLd tightly in Mb(Rd) and
Fσ(ρLd) ≥ lim sup
ε→0+
Fσε (µε).
Proof. The Γ-liminf inequality is a direct consequence of Proposition 3.2 while the
Γ-limsup inequaility is a direct consequence of Lemma 2.6 and again of Proposition
3.2. 
Now we introduce the Γ-limit T σ :Mb(Rd)→ R of the functionals T σε introduced
in (3.3), defined by
T σ(µ) :=

F
σ(µ) +
∫
Rd
g(x)dµ(x) if µ ≤ Ld,
+∞ elsewhere.
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Theorem 3.4. Let σ ∈ (−d, 0), let g ∈ C0(Rd) satisfying g(x) ≥ 0 for |x| large
enough, and let T σε be defined in (3.3). The following Γ-convergence result holds
true.
(1) (Γ-liminf inequality) For every ρ ∈ L1(Rd, [0, 1]) and for every sequence
{µε}ε∈(0,1) ⊂Mb(Rd) with ε
dωd
Cd
µε → ρLd tightly in Mb(Rd) it holds
T σ(ρLd) ≤ lim inf
ε→0+
T σε (µε).
(2) (Γ-limsup inequality) For every ρ ∈ L1(Rd, [0, 1]) there exists a sequence
{µε}ε∈(0,1) such that ε
dωd
Cd
µε → ρLd tightly in Mb(Rd) and
T σ(ρLd) ≥ lim sup
ε→0+
T σε (µε).
Proof. We start by proving (1). It is easy to prove (see [2, Proposition 1.62])
that the term
∫
Rd
g(x)dµ is lower semicontinuous with respect to tight convergence.
Then, by Theorem 3.3 we obtain that
T σ(ρLd) = Fσ(ρLd) +
∫
Rd
g(x)ρ(x)dx
≤ lim inf
ε→0+
Fσε (µε) + lim inf
ε→0+
∫
Rd
g(x)
εdωd
Cd
dµε(x)
≤ lim inf
ε→0+
(
Fσε (µε) +
∫
Rd
g(x)
εdωd
Cd
dµε(x)
)
= lim inf
ε→0+
T σε (µε).
We now prove (2). First consider the case ρ ∈ C0c (Rd). Let R > 0 be such
that supp(ρ) ⊂ BR and let {µε} be the recovery sequence provided by Theorem
3.3; then, it is easy to see that {µεχBR} provides a recovery sequence also for the
functionals T σε . The general case follows by a standard diagonalization argument.
Indeed, for any sequence {ϕn} ⊂ C0(Rd; [0, 1]) converging to ϕ in L1 we have
Fσ(ϕnLd) → Fσ(ϕLd) (see for instance the proof of Proposition 3.2). Then, for
any sequence {ρn} ⊂ C0c (BR; [0, 1]) converging to ρχBr in L1 we have T σ(ρnLd)→
T σ(ρχBRLd). Moreover, since ρ is nonnegative and g(x) is positive for |x| large
enough, we have that∫
Rd
g(x)ρ(x)χBR(x)dx→
∫
Rd
g(x)ρ(x)(x)dx
as R → +∞. We deduce that T σ(ρχBRLd) → T σ(ρLd) as R → +∞. Therefore,
there exists a sequence {ρm}m∈N ⊂ C0c (Rd) such that ρm → ρ in L1(Rd) and
T σ(ρmLd)→ T σ(ρLd) as m→ +∞.

3.4. Asymptotic behaviour of minimizers. Here we analyze the asymptotic
behaviour of minimizers of the functionals T σε defined in (3.3).
Proposition 3.5 (First variation). Let ρLd be a minimizer of T σ. For almost
every x ∈ Rd such that 0 < ρ(x) < 1 we have
g(x)− 2
∫
Rd
1
|x− y|d+σ ρ(y) dy = 0 .
Proof. Let h(x, y) := |x− y|−d−σ. Let 0 < α < β < 1 and set
Eα,β := {x ∈ Rd : α < ρ(x) < β}.
13
Let E ⊆ Eα,β , and set u := χE . Then, for ε small enough the function ρ+ εu takes
values in (0, 1). By minimality of ρ we deduce that
0 ≤ T σ(ρ+ εu)− T σ(ρ)
= ε
∫
Rd
g(x)u(x) dx − 2ε
∫
R2d
h(x, y)ρ(y)u(x) dy dx+ o(ε),
where o(ε)/ε→ 0 as ε→ 0. We deduce that
(3.20)
∫
Rd
g(x)u(x) dx − 2
∫
R2d
h(x, y)ρ(y)u(x) dy dx = 0 .
Since the above inequality holds for u = χE whereE is any measurable set contained
in {x ∈ Rd : 0 < ρ(x) < 1}, by the fundamental lemma in the calculus of variations
and an easy density argument we deduce the claim.

Theorem 3.6 (Behaviour of minimizers). Let T σε be defined in (3.3) with g sat-
isfying (3.4) for some C2 > C
∗(σ, d), where C∗(σ, d) is the constant provided by
Theorem 3.1. Let moreover µε be minimizers of T σε for all ε > 0.
Then, up to a subsequence, ε
dωd
Cd
µε → χELd tightly in Mb(Rd), for some set
E ∈ Mf (Rd). Moreover, χELd is a minimizer of T σ. Finally, if g(x) := G(|x|)
for some increasing function G : R+ → R, then E is a ball.
Proof. By Theorem 3.1, up to a subsequence, ε
dωd
Cd
µε → ρLd tightly in Mb(Rd),
for some ρ ∈ L1(Rd; [0, 1]). Moreover, as a consequence of the Γ-convergence result
established in Theorem 3.4, ρLd is a minimizer of T σ; we have to prove that ρ is a
characteristic function.
Let now ρ˜ := χsupp(ρ) and let u := ρ˜− ρ. By (3.20) we have
0 ≤ T σ(ρ+ u)− T σ(ρ)
=
∫
Rd
g(x)u(x) dx − 2
∫
R2d
h(x, y)ρ(y)u(x) dy dx−
∫
R2d
h(x, y)u(y)u(x) dy dx
= −
∫
R2d
h(x, y)u(y)u(x) dy dx ≤ 0.
We conlcude that the above inequalities are in fact all equalities, which in turns
implies u = 0, i.e., ρ˜ = ρ and ρ is a characteristic function.
Finally, if g is radial and increasing with respect to |x|, then denoted by E∗ the
ball centered at 0 with |E∗| = |E|, we have
(3.21) Fσ(E∗Ld) < Fσ(ELd),
∫
E∗
g(x)dx ≤
∫
E
g(x)dx,
where the first (strict) inequality is a consequence of the uniqueness of the ball in
the Riesz inequality for characteristic functions interacting through strict increasing
potentials (see for instance [13, Theorem A4]). From (3.21) we easily conclude that
E must be a ball. 
4. Riesz interactions for σ ∈ [0, 1)
Here we introduce and analyze regularized Riesz interaction functionals in the
non-integrable case σ ∈ [0, 1).
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4.1. The energy functionals. Let σ ∈ [0, 1). For every ε > 0 let rε > 0 be such
that rε → 0 as ε→ 0 and
ε
1
2σ+1
rε
→ 0 as ε→ 0 for σ ∈ (0, 1);(4.1)
ε| log(rε)|2
rε
→ 0 as ε→ 0 for σ = 0.(4.2)
The regularized potentials are defined by
(4.3) fσε (r) :=


+∞ for r ∈ [0, 2ε) ,
0 for r ∈ [2ε, rε) ,
− 1
rd+σ
for r ∈ [rε,+∞) ,
As in (3.2), we introduce the energy functionals
(4.4) Fσε (µ) :=
{
F σε (A(µ)) if µ ∈ EMε,
+∞ elsewhere.
We will also introduce suitable renormalized energy functionals. To this purpose,
for all σ ∈ [0, 1) and r ∈ (0, 1] we set
(4.5) γσr := −
∫
B1(0)\Br(0)
1
|z|d+σ dz.
Notice that
γσr :=

 dωd
1− r−σ
σ
if σ 6= 0 ,
dωd log r if σ = 0 .
(4.6)
For σ ∈ [0, 1) the renormalized energy functionals Fˆσε : Mb(Rd) → R are defined
by
Fˆσε (µ) :=

F
σ
ε (A(µ))− γσrε
εdωd
Cd
µ(Rd) if µ ∈ EMε,
+∞ elsewhere.
The functional Fˆσε may be also rewritten as
Fˆσε (µ) =


∫
Rd
∫
Rd
fσε (|x− y|)
(
εdωd
Cd
)2
dµ⊗ µ− γσrε
εdωd
Cd
µ(Rd) if µ ∈ EMε,
+∞ elsewhere.
4.2. The continuous model. Here we give a short overview of the Γ-convergence
analysis of the continuous model for non-integrable Riesz potentials developed in
[13].
First, we introduce the fractional perimeters; for all σ ∈ (0, 1), the σ-fractional
perimeter of E ∈M(Rd) is defined by
P σ(E) =
∫
E
∫
Rd\E
1
|x− y|d+σ dxdy.
For σ = 0, a notion of 0-fractional perimeter has been introduced in [13] as follows.
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First, for all R > 1 we set
(4.7) γ0R :=
∫
BR(0)\B1(0)
1
|z|d dz.
Then, the following definition is well posed (namely, the following limit exists, [13])
P 0(E) := lim
R→+∞
∫
E
∫
BR(x)\E
1
|x− y|d dx dy − γ
0
R|E|.
Now, we introduce the continuous Riesz functionals. For all r ∈ (0, 1) let Jσr :
Mf(Rd)→ R be the functionals defined by
Jσr (E) :=
∫
E
∫
E\Br(x)
−1
|x− y|d+σ dxdy.
The renormalized functionals Jˆσr :Mf(Rd)→ R are defined by
(4.8) Jˆσr (E) := J
σ
r (E)− γσr |E|,
where γσr is the constant defined in (4.5).
Now we introduce the candidate Γ-limits. For σ ∈ (0, 1) we define the functional
Fˆσ :Mb(Rd)→ R as
(4.9) Fˆσ(µ) :=
{
P σ(E)− γσ|E| if µ = χELd,
+∞ elsewhere,
where γσ =
∫
Rd\B1(0)
1
|z|d+σ dz.
Moreover, for σ = 0 we define F0 :Mb(Rd)→ R as
(4.10) Fˆ0(µ) :=
{
P 0(E) if µ = χELd,
+∞ elsewhere.
The following theorem has been proved in [13].
Theorem 4.1. The following compacntess and Γ-convergence results hold.
Compactness: Let σ ∈ [0, 1) and let rn → 0+. Let U ⊂ Rd be an open
bounded set and let {En}n∈N ⊂Mf(Rd) be such that En ⊂ U for all n ∈ N .
Finally, let C > 0 .
If Jˆσrn(En) ≤ C for all n ∈ N, then, up to a subsequence, χEn → χE in
L1(Rd) for some E ∈Mf (Rd).
Γ-convergence: The following Γ-convergence result holds true.
(i) (Γ-liminf inequality) For every E ∈ Mf (Rd) and for every sequence
{En}n∈N with χEn → χE strongly in L1(Rd) it holds
Fˆσ(E) ≤ lim inf
n→+∞ Jˆ
σ
rn
(En) .
(ii) (Γ-limsup inequality) For every E ∈ Mf (Rd) , there exists a sequence
{En}n∈N such that χEn → χE strongly in L1(Rd) and
Fˆσ(E) ≥ lim sup
n→+∞
Jˆσrn(En) .
Next proposition provides error estimates comparing the discrete functionals Fσε
with its continuous counterpart Jσrε .
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Proposition 4.2. Let σ ∈ [0, 1), and let {µε}ε∈(0,1) ⊂ EM be such that µε ∈ EMε
for all ε ∈ (0, 1) and εdωd
Cd
µε(R
d) ≤M for some M > 0.
Then, there exists {Eε}ε∈(0,1) ⊂Mf(Rd) such that the following properties hold:
(i) ε
dωd
Cd
µε − χEε ∗⇀ 0 as ε→ 0;
(ii) ||Eε| − εdωdCd µε(Rd)| ≤ C(M,d)
√
ε√
rε
;
(iii) |Fσε (µε)− Jσrε(Eε)| ≤ C(σ, d,M)|γσrε |
√
ε√
rε
.
In particular, as a consequence of (4.1), we have
(iii’) |Fˆσε (µε)− Jˆσrε(Eε)| → 0 as ε→ 0.
Vice-versa, if {Eε}ε∈(0,1) ⊂Mf (Rd) is such that |Eε| ≤ M for some M > 0, then
there exists {µε}ε∈(0,1) ⊂ EM with µε ∈ EMε for all ε ∈ (0, 1) and such that (i),
(ii), (iii) and (iii’) hold.
Proof. For every ε > 0, set ρε :=
√
εrε. Let Q := [0, 1)
d and set
Qρε := {ρε(Q + v), v ∈ Zd}.
Let moreover
Pρε := {q ∈ Qρε : ε
dωd
Cd
µε(q) ≥ ρdε}.
For all q ∈ Qρε we denote by q˜ the square concentric to q and such that q˜ = q if
q ∈ Pρε , while |q˜| = εdωd
Cd
µε(q) if q ∈ Qρε \Pρε .
By Lemma 2.2 and by easy scaling arguments we deduce that
(4.11) #Pρε ≤Mρ−dε , 0 ≤
εdωd
Cd
µε(q)− |q˜| ≤ C(d)ερd−1ε for all q ∈ Qρε .
We define Eε := ∪q∈Qρε q˜. By (4.11) we have that
(4.12) ||Eε| − ε
dωd
Cd
µε(R
d)| ≤MC(d) ε
ρε
=MC(d)
√
ε√
rε
,
which proves property (ii).
Let us pass to the proof of (i). Given ϕ ∈ C1c (Rd), by (4.11) we have
(4.13)
∣∣∣〈εdωd
Cd
µε − χEε , ϕ〉
∣∣∣ ≤ C(d,M)‖∇ϕ‖L∞ρε + ‖ϕ‖L∞C(d,M) ε
ρε
,
which tends to 0 as ε→ 0.
We pass to the proof of (iii). First notice that by construction |Eε| ≤M + 1 for
ε small enough. Then, by rearrangement (see for instance Lemma A.6 of [13]) it is
easy to see that −Jσrε(Eε) ≤ C(σ, d,M)|γσrε |. Therefore, in order to prove (iii) it is
enough to show that
− Jσrε(Eε) ≤ −Fσε (µε)
(
1 + C(σ, d)
√
ε√
rε
)
+ C(σ, d)|γσrε |
√
ε√
rε
,(4.14)
−Fσε (µε) ≤ −Jσrε(Eε)
(
1 + C(σ, d)
√
ε√
rε
)
+ C(σ, d)|γσrε |
√
ε√
rε
.(4.15)
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We will prove only (4.15), the proof of (4.14) being fully analogous. For all p, q ∈
Qρε with p 6= q, set
I(p, q) := {(x, y) ∈ supp(µ)× supp(µ) ∩ p× q},
Rε(p, q) := dist(p, q), R˜ε(p, q) := max
x∈p,y∈q
dist(x, y), mε(q) :=
εdωd
Cd
µε(q).
By (4.11) we have that
(4.16) 1 ≤ mε(q)|q˜| ≤ 1 + C(d)
ε
ρε
for all q ∈ Qρε .
Moreover, since R˜ε(p, q) ≤ Rε(p, q)+C(d)ρε, it follows that there exists C(σ, d) > 0
such that, for ε small enough,
(4.17)
( R˜ε(p, q)
Rε(p, q)
)d+σ
≤ (1 + C(σ, d) ρε
Rε(p, q)
)
for all q, p ∈ Qρε : Rε(p, q) 6= 0.
Moreover, let
Q
+ := {(p, q) ∈ Qρε ×Qρε : Rε(p, q) > rε};
Q
− := {(p, q) ∈ Qρε ×Qρε : R˜ε(p, q) < rε};
Q
= := Qρε ×Qρε \ (Q+ ∪Q−).
Recalling that ε
dωd
Cd
µε(R
d) ≤M and (4.11), it easily follows that, for ε small enough
(4.18) (
εdωd
Cd
)2
∑
(p,q)∈Q=
∑
(x,y)∈I(p,q)
|x− y|−d−σ
≤ C(σ, d)r−d−σε rd−1ε ρε = C(σ, d)r−σε
√
ε√
rε
≤ C(σ, d)|γσrε |
√
ε√
rε
.
By (4.16), (4.17) and (4.18) we have that, for ε small enough,
−Fσε (µε) ≤ (
εdωd
Cd
)2
∑
(p,q)∈Q+
∑
(x,y)∈I(p,q)
|x− y|−d−σ + C(σ, d)|γσrε |
√
ε√
rε
≤
∑
(p,q)∈Q+
mε(p)mε(q)Rε(p, q)
−d−σ + C(σ, d)|γσrε |
√
ε√
rε
≤
∑
(p,q)∈Q+
(
1+C(d)
ε
ρε
)2(
1+C(σ, d)
ρε
Rε(p, q)
)
|p˜||q˜|R˜ε(p, q)−d−σ+C(σ, d)|γσrε |
√
ε√
rε
≤
(
1 + C(σ, d)
√
ε√
rε
)
(−Jσrε(Eε)) + C(σ, d,M)|γσrε |
√
ε√
rε
.
Finally, property (iii’) is an easy consequence of properties (ii), (iii) and of (4.1).
The proof of the final claim of the proposition is fully analogoug to the proof of
the first part of the proposition. 
4.3. Compactness and Γ-convergence. Here we prove Γ-convergence and com-
pactness properties for the functionals Fˆσε defined in (4.9) and (4.10). Conversely
to what done for the integrable case σ ∈ (−d, 0), here we will present only the basic
case, assuming as in [13] that there are no forcing terms; we enforce compactness
assuming that the empirical measures have uniformly bounded support.
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Theorem 4.3. Let σ ∈ [0, 1). The following compactness and Γ-convergence results
hold.
Compactness: Let U ⊂ Rd be an open bounded set and let M > 0. Let
{µε}ε∈(0,1) ⊂Mb(Rd) be such that
(4.19) Fˆσε (µε) ≤M, supp(µε) ⊂ U ∀ε ∈ (0, 1) .
Then, ε
dωd
Cd
µε → χELd tightly, as ε→ 0+, for some measurable set E ⊂ U .
Γ-convergence: The following Γ-convergence result holds true.
(1) (Γ-liminf inequality) For every E ∈ Mf(Rd) and for every {µε}ε∈(0,1) ⊂
Mb(Rd) with εdωCd µε → χELd tightly in Mb(Rd), we have
Fˆσ(χELd) ≤ lim inf
ε→0+
Fˆσε (µε).
(2) (Γ-limsup inequality) For every E ∈ Mf (Rd), there exists a sequence
{µε}ε∈(0,1) with µε ∈ EMε for all ε ∈ (0, 1) such that ε
dωd
Cd
µε → χELd
tightly in Mb(Rd) and
Fˆσ(χELd) ≥ lim sup
ε→0+
Fˆσε (µε).
Proof. In order to prove the compactness property, first notice that by (4.19) we
deduce that µε ∈ EMε for all ε ∈ (0, 1). From Proposition 4.2 we obtain that there
exists ε0 ∈ (0, 1) such that
|Fˆσε (µε)− Jˆσrε(Eε)| < 1 ∀ε < ε0,
where {Eε}ε is exactly the sequence of sets provided by Proposition 4.2. We deduce
that Jˆσrε(Eε) is bounded; by Theorem 4.1 there exists E ∈ Mf (Rd) such that, up
to a subsequence, χEε → χE in L1 for ε→ 0+. Therefore, again by Proposition 4.2
εdωd
Cd
µε → χE tightly as ε→ 0+.
Let us pass to the proof of the Γ-liminf inequality. By Proposition 4.2 and by
Theorem 4.1 we obtain that
Fˆσ(χELd) ≤ lim inf
ε→0+
Jˆσrε(µε)
≤ lim inf
ε→0+
(Jˆσrε(Eε)− Fˆσε (µε)) + lim inf
ε→0+
Fˆσε (µε)
≤ lim inf
ε→0+
Fˆσε (µε).
Hence the Γ-liminf inequality holds.
We now prove the Γ-limsup inequality. Let {Eε}ε be the recovery sequence
provided by Theorem 4.1; we have
Jˆσrε(Eε)→ Fˆσ(χELd) as ε→ 0.
Let now {µε}ε∈(0,1) be the sequence provided by the second part of Proposition
4.2. Then, we have
|Fˆσε (µε)− Fˆσ(χELd)| ≤ |Fˆσε (µε)− Jˆσrε(Eε)|+ |Jˆσrε(E)− Fˆσ(χELd)|,
which, in view of Proposition 4.2(iii’), tends to 0 as ε→ 0. 
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