We study the confinement-deconfinement phase transition of pure Yang-Mills theories at finite temperature using a simple massive extension of standard background field methods. We generalize our recent next-to-leading-order perturbative calculation of the Polyakov loop and of the related background field effective potential for the SU(2) theory to any compact and connex Lie group with a simple Lie algebra. We discuss in detail the SU(3) theory, where the two-loop corrections yield improved values for the first-order transition temperature as compared to the one-loop result. We also show that certain one-loop artifacts of thermodynamical observables disappear at two-loop order, as was already the case for the SU(2) theory. In particular, the entropy and the pressure are positive for all temperatures. Finally, we discuss the groups SU(4) and Sp(2) which shed interesting light, respectively, on the relation between the (de)confinement of static matter sources in the various representations of the gauge group and on the use of the background field itself as an order parameter for confinement. In both cases, we obtain first-order transitions, in agreement with lattice simulations and other continuum approaches.
I. INTRODUCTION
Understanding the phase structure of non-Abelian gauge theories at finite temperature is of interest not only for phenomenological applications, e.g., quark-gluon plasma physics in heavy-ion collisions or early-Universe cosmology, but also for unraveling the essential aspects of confinement. On the one hand, direct numerical simulations of pure Yang-Mills (YM) theories with various gauge groups allow one to unambiguously assess the existence and the properties of a confinement-deconfinement phase transition (e.g., the order of the transition, the behavior of thermodynamical observables, etc.) [1] [2] [3] [4] . On the other hand, continuum approaches necessarily involve approximations and the comparison with lattice results provides a valuable test for identifying the relevant features of the dynamics at work.
Standard perturbation theory, based on the FaddeevPopov (FP) quantization, generally fails near the transition temperature because the latter is typically of the order of the intrinsic scale of the theory, where the running coupling is large. Various nonperturbative approaches have been devised to tackle this problem, such as the nonperturbative/functional renormalization group (NPRG/FRG) [5] [6] [7] [8] , truncations of the Dyson-Schwinger equations [9] [10] [11] , the Hamiltonian approach of Ref. [12] , or two-particle-irreducible techniques [7, 13] . In their pioneering work [5] , Braun et al. have pointed out the usefulness of background field techniques [14, 15] in keeping track of the relevant symmetries and have obtained a criterion relating the existence of a confined phase at low temperature to the low-momentum behavior of the gluon and ghost two-point functions; see also Ref. [7] . Similar studies have been performed in the presence of dynamical quarks [16] [17] [18] [19] .
Another possible approach consists in building effective models for the relevant order parameters of the transition, namely the Polyakov loops in the various representations of the gauge group [20] [21] [22] [23] . In such descriptions, mainly guided by symmetries, the nonperturbative aspects of the underlying dynamics is captured by some phenomenological parameters to be fitted against lattice data.
A different line of development is based on modified quantization procedures [24] [25] [26] [27] [28] . They are motivated by the fact that the FP quantization is plagued by the issue of Gribov ambiguities, which are believed to be important for temperatures close to and below the transition. A prominent example is the Gribov-Zwanziger quantization [24] , where the functional integral is restricted to the so-called first Gribov region-the field configurations for which the FP determinant is positive-possibly including some phenomenological condensates [26] . This has been used to study the confinement-deconfinement transition of SU(N ) theories in Refs. [29] [30] [31] .
Another approach, developed in Refs. [32, 33] , involves a simple massive extension of the FP action. On the practical side, this is motivated by the observation that lattice calculations of the vacuum propagators in the Landau gauge [34] [35] [36] [37] [38] show that the gluon behaves as a massive field at low momentum. In fact, perturbative calculations of YM correlators in a massive extension of the Landau gauge action give a fairly accurate description of lattice results in the vacuum [32, 33, [39] [40] [41] (see also Ref. [42] for a comparison at finite temperature). On a more fundamental level such massive extensions can be motivated by the quantization method put forward in Ref. [27] , where one averages over Gribov copies with a nontrivial weight involving a new dimensional (gauge-fixing) parameter, eventually related to the gluon mass. Some variants of this approach have been studied in Refs. [43, 44] .
This massive extension has been used in the context of background field methods to study the phase diagram of SU(N ) YM theories at finite temperature in Refs. [45, 46] and of QCD with heavy quarks at finite temperature and chemical potential in Ref. [47] , with remarkable results. A simple leading-order (LO) perturbative calculation accurately reproduces the main qualitative and even some quantitative aspects of the known phase diagrams of these theories. This follows from an incomplete cancellation between massive and massless degrees of freedom, as pointed out in Refs. [5, 7] (a different massive model has been studied in Ref. [48] which, however, does not lead to a phase transition due to the absence of massless modes). In Ref. [46] , we have computed the next-to-leading-order (NLO) corrections to both the background effective potential and the Polyakov loop in the pure gauge SU (2) theory, which undergoes a second-order phase transition. This gives improved values of the critical temperature and cures some unphysical features of the LO expressions of thermodynamical observables near the transition.
The main aim of the present work is to extend this NLO analysis to the SU(3) YM theory, where the transition is of first order in four spacetime dimensions [49] . In fact, we generalize the perturbative approach and the NLO calculations of Ref. [46] to any compact and connex Lie group with a simple Lie algebra. We explicitly discuss the NLO results for the background field potential and the Polyakov loop for the SU(3) theory, where, as in the SU(2) case, we obtain an improved value for the transition temperature as compared to the LO result and we find that NLO corrections lead to better-behaved thermodynamical observables. In particular, both the pressure and the entropy density are positive at all temperatures. We also discuss some limitations of the Landau gauge and of the present approach for what concern these observables. Finally, we discuss the phase structure of the Sp (2) and SU(4) theories at LO, which also undergo a first-order transition in four dimensions [50] [51] [52] [53] [54] . These are interesting because of the particular way center symmetry is realized/broken as compared to the SU(2) and SU(3) cases.
The paper is organized as follows. In Sec. II, we set the notations used throughout this work. In particular we introduce an intrinsic bilinear invariant form on the color algebra that allows for the construction of gauge-invariant quantities and facilitates the change from standard cartesian bases to so-called canonical or Cartan-Weyl bases. The latter allow for a simple generalization of usual Feynman rules in the presence of the nontrivial background field to be considered here. We also recall some generalities concerning the relation between the confinement of static sources, as measured by the appropriate Polyakov loops, and center symmetry. We present the massive extension of the Landau-DeWitt (LDW) gauge in Sec. III. There, we discuss some issues of background field methods in general and of the present massive extension in particular, and we derive the Feynman rules of the massive theory using the framework of canonical bases. We present a detailed discussion of the relevant symmetries of the problem in Sec. IV. Our NLO calculations of the background field potential and of the Polyakov loop in any unitary representation for arbitrary compact and connex Lie group with a simple Lie algebra are presented in Secs. V and VI, respectively. The explicit NLO results for the SU(3) theory are discussed in detail in Sec. VII, while our LO analysis of the phase structure of the Sp(2) and SU(4) theories is presented in Sec. VIII. We summarize and conclude in Sec. IX. Some technical discussions and material are gathered in Appendices A-F. Some parts of the article are technical and can be skipped in a first reading. The reader mainly interested in our physical results can omit the material of Secs. III and IV, except for Sec. IV D.
II. GENERALITIES
In this work, we consider a compact and connex Lie group G with a simple Lie algebra G. Without loss of generality, we can assume that G is a subgroup of a matrix group U(n) for some n [55] , and thus that the elements of G are anti-Hermitian matrices.
A. Notations
An infinitesimal group transformation corresponds to an element of the group close to the identity, 1 + θ, where θ is an element of the algebra G. Such a transformation acts on any other element X ∈ G as X → X + δX, with δX = [θ, X] .
(
The . This is so even when X and Y are G-valued fields and the infinitesimal group transformation is gauged. In contrast, the derivative ∂ µ X of a G-valued field X is not covariant under gauged transformations. The covariant derivative is defined as
, where the connection A µ transforms as
From the connection A µ , one can define the field-strength tensor F µν ≡ ∂ µ A ν − ∂ ν A µ − [A µ , A ν ], which is also covariant.
One builds gauge-invariant combinations from the various covariant fields defined above by means of the (negative-definite) bilinear form 1 (X; Y ) = 2 tr XY .
Indeed, it is easily checked that 
a property which we shall also use in the form of the cyclic identities
for any X 1 , X 2 , X 3 ∈ G.
In terms of the invariant bilinear form, the pure YM Euclidean action associated to the simple Lie algebra G reads
where g 0 is the bare coupling, x denotes β 0 dτ d d−1 x, where β = 1/T is the inverse temperature, and d = 4 − 2ε, as required by the dimensional regularization that we consider in this work. In a basis {τ a } of the algebra such that (τ a ; τ b ) = −δ ab one recovers the standard form
Although the use of the negative-definite form in (6) might seem unnecessary, it is appropriate when the elements of a basis {τ a } of the algebra are written τ a = it a , as is the common practice in the physics literature, in which case (t a ; t b ) = δ ab . Strictly speaking, the t a 's need to be seen as elements of the complexified algebra G × G ≡ G ⊕ iG, over which the commutator [ , ] and the form ( ; ) are extended by bilinearity; see Appendix A. The notion of a complexified algebra is useful for our later purposes in that it allows one to decompose the elements of the (real) algebra G on a larger class of bases, such as the Cartan-Weyl bases {it κ }, that we discuss below. The use of an intrinsic (i.e. coordinate independent) structure such as the invariant bilinear form in (6) eases the switch to these more general bases.
Finally, because the Lie group G is assumed to be compact and connex, its Lie algebra G is mapped onto G via the exponential map θ → e θ . After exponentiation, the YM action (6) is invariant under any finite gauged group transformation whose elements belong to G. These finite transformations take the form
and one has (X U ; Y U ) = (X; Y ).
B. Center symmetry, Polyakov loops and confinement
Let us briefly recall some basic facts about the phase transition of pure gauge theories at nonzero temperature. The latter is governed by the spontaneous breaking of the global symmetries associated with the center of the gauge group, which can be interpreted in terms of a confinement-deconfinement transition of infinitely heavy matter fields (static sources) in group representations of nontrivial N -alities [57] [58] [59] . Indeed, the free energy F R of a static matter source in a given (complex and finite) irreducible representation it a → it a R of dimension d R is directly related to the (averaged) Polyakov loop
where L R is the path-ordered exponential
A confined state for a given source corresponds to an infinite free energy, that is, a vanishing Polyakov loop in the corresponding representation. The relation with the center symmetry stems from the fact that, at finite temperature, the measure (including the Yang-Mills action) of the functional integral is invariant under generalized gauge transformations U (τ, x), such that
where Z is an element of the center of G [57] . In the case of compact Lie groups with a simple Lie algebra, the latter is always a subgroup of the form {e i2πk/N 1, k = 0, . . . , N − 1} Z N , for some N . Under the above generalized gauge transformation with a center element Z = z1, the Polyakov loop (9) transforms as R → z p R , where the integer 0 ≤ p ≤ N − 1 is the N -ality of the representation R. It follows that R = 0-and, hence, that the corresponding matter sources are confined-for any representation R with nonzero N -ality if the center symmetry is not broken.
We mention that, if a manifest center symmetry clearly implies the confinement of all sources in representations with nonzero N -alities, the reverse is not completely obvious. If the nonvanishing of at least one Polyakov loop with nontrivial N -ality suffices to conclude that the center symmetry is spontaneously broken, it is not clear that all of them have to vanish simultaneously. Indeed, one could imagine situations where only some of these Polyakov loops vanish, e.g., in case of a partial breaking of the center, signaling a phase of partial deconfinement [60] . We shall discuss this issue in more detail when analyzing the SU(4) theory in Sec. VIII.
Clearly, it is of key importance to work in a framework where the center symmetry is as explicit as possible. In particular, since continuum approaches require one to fix a gauge (see, however, Ref. [61] ) it is important to do so in a way that does not the break this symmetry explicitly. This is the main motivation behind the use of background field methods in the present context [5] . Here, we follow Ref. [5] and consider the LDW gauge, the background field generalization of the Landau gauge. We wish to evaluate the Polyakov loops in the various representations of the gauge group using some sensible approximation scheme. In this work, we perform a NLO perturbative calculation in a simple massive extension of the LDW gauge. The rationale for this massive extension has been discussed at length elsewhere [27, 32, 33, 45] and we shall not repeat it here. In short, the mass term for the gluonic fluctuations about the background field is motivated by the issue of Gribov ambiguities (which presumably play a nontrivial role at low energies) and the associated (soft) breaking of the Becchi-Rouet-StoraTyutin (BRST) symmetry of the FP action.
III. THE MASSIVE LDW ACTION
In this section, we first introduce the massive LDW gauge for any compact and connex Lie group with a simple Lie algebra and mention some open issues concerning background field methods in general and the present massive extension in particular. We then specify to the case of a homogeneous background field in the temporal direction (which respects the space-time symmetries of the problem at hand). The latter introduces a preferred direction in color space and it proves convenient to work in a color basis where the corresponding covariant derivative is diagonal. This is the case of the so-called canonical or Cartan-Weyl bases. Because the latter play such a central role in the present framework, we discuss them in some detail; see also Refs. [21, 22] . Finally, we derive the Feynman rules of the YM theory in the massive LDW gauge in these particular bases.
A. The (massive) LDW gauge
The LDW gauge is defined as
with a µ = A µ −Ā µ andĀ µ is a given (background) gauge field configuration. In terms of the invariant form (3), the (massive) gauge-fixed action reads
The mass term for the fluctuation field a µ is a model input related to the Gribov ambiguities of the LDW gauge. From the general discussion in Sec. II A, it is clear that the gauge-fixed action, including the gluonic mass term, is invariant under the transformationĀ
where X denotes one of the fields a µ , c,c, or h. Here, the local transformation matrices U include generalized gauge transformations, periodic up to an element of the center of G; see the discussion around Eq. (11). Introducing a source J for the gauge field A and after Legendre transformation of the generating functional for connected Green Note that there might exist various degenerate absolute minima for a givenĀ, in which case the limit J → 0 may be nontrivial, possibly signaling the breaking of some symmetry. We shall come back to this point in Sec. IV D.
The backgroundĀ merely represents a choice of gauge within the class of LDW gauges and, in principle, one can choose it arbitrarily for the purpose of evaluating gaugeinvariant observables. In a given approximation scheme however, a good choice of background might be relevant to unveil certain physical properties. Conversely, a bad choice of background might render certain properties hardly accessible with typical approximation schemes. It is convenient 3 to work with a self-consistent background
The quantity Γ[A min (Ā),Ā] is proportional to the free energy of the system and thus does not depend on the gauge-fixing "parameter"Ā. We have theñ 
This implies that A min (Ā m ) =Ā m for one of the possibly degenerate minima for a givenĀ and, in turn, thatĀ m is self-consistent.
4
It follows from the above discussion that finding the self-consistent backgrounds (when they exist) boils down to finding the absolute minima ofΓ [Ā] . Once such a background is found, one can set A =Ā s or, equivalently, a = 0, in the calculation of any quantity, as follows from the identity A = A min (Ā s ) at vanishing source and the definition of a self-consistent background. We note also that the free-energy density can be obtained asΓ[Ā s ], from which one obtains all other thermodynamical quantities. We stress that in the case where certain symmetries are broken, a generic observable may depend on the minimum at which it is evaluated, (see Sec. IV D), but this is not the case for the free-energy density.
It is worth mentioning possible loopholes in the previous arguments:
1. We have assumed that Γ[A min (Ā),Ā] does not depend onĀ. An all-order proof can be given in the case m 0 = 0; see Appendix A. However, things are less clear in the massive extension studied here. We prove in Appendix A that self-consistent backgrounds are necessarily extrema ofΓ[Ā] (even when m 0 = 0) but we were not able to show that they are the absolute minima without resorting to the independence of Γ[A min (Ā),Ā] with respect toĀ in the first place.
2. We have assumed that we always have to minimize Γ[A,Ā] with respect to A at a fixedĀ. Standard justifications of this fact involve the positivity of the integration measure. This implies the convexity of the Euclidean generating functional for connected Green functions W [J,Ā], which in turn implies that the potential is minimal at the 4 We have checked in a specific example, namely a one-loop calculation of A in the SU(2) theory, that the absolute minimum of the potential corresponds to a self-consistent background.
point corresponding to a vanishing source. 5 In the present case, after integration over the ghost and the Nakanishi-Lautrup fields, one obtains a measure made of two factors, one positive (a delta function) and one equal to the Faddeev-Popov determinant which changes sign for large enough field configurations. We note that, if the (renormalized) gluon mass is large enough, those field configurations are suppressed [27] . This makes it plausible that the generating functional for connected Green functions is convex but we do not have a proof for this. We mention that in approaches based on the standard (i.e., m 0 = 0) Faddeev-Popov action, the problem is even more severe because there is a priori no suppression factor.
6
The above issues require further investigation. We shall leave this for future work and simply assume here that the correct recipe to obtain the self-consistent backgrounds is to minimizeΓ [Ā] , as usually done in the literature (see, however, Ref. [47] for an interesting counterexample). We shall restrict to backgrounds which respect explicitly the spatial and temporal (in imaginary time) symmetries of the finite-temperature problem. These are homogeneous and in the temporal direction:
We have then
and, since
5 For instance, for a scalar theory, the convexity of W [J] follows from the positivity of e −S and Hölder's inequality. The convexity implies
Taking the limit J → 0 in some way and irrespective of whether the symmetry breaks or not, we obtain Γ [δW/δJ| J→0 ] ≤ Γ δW/δJ| J 0 for any J 0 , which means that the effective action is minimal at any value of φ corresponding to a vanishing source.
the gauge-fixed action reads
where we have used the gauge condition (12) . The effective actionΓ[Ā] depends only on the variableĀ defined in Eq. (18) and is proportional to βΩ, where Ω is the spatial volume. It is then enough to consider the effective potential
where r ≡ βg 0Ā and V vac is the value of the potential at zero temperature and fixedĀ. This value is independent of the background as we show in Sec. IV, where we also recall that g 0Ā is ultraviolet finite. Finally, without loss of generality, we can rotateĀ into a Cartan subalgebra of G by means of a global group transformation. In what follows, we then writeĀ = iĀ j H j where {iH j } is a basis of the Cartan subalgebra with
The labels j and k run from 1 to d C , the dimension of the Cartan subalgebra.
B. Canonical bases
We wish to derive the Feynman rules for the (massive) LDW gauge-that is, in the presence of a nontrivial background field-in their simplest form. To this aim, we note that any group transformation that leaves the background invariant is a symmetry of the gauge-fixed action to which Noether's theorem associates conserved charges. It is thus useful to work in a basis where such symmetries are explicit at the level of the Lagrangian density, which amounts to diagonalizing the action of the corresponding generators. The latter belong to the Cartan subalgebra and can be decomposed on the basis {iH j }. We thus have to solve the eigenvalue problem [H j , X] = λ j,X X, simultaneously for all j. The solution, which we briefly review here, is well known [62] .
First, the elements of the Cartan subalgebra trivially solve the above eigenvalue equations with λ j,X = 0. Second, one can extend the basis {iH j } of the Cartan subalgebra into a basis {iH j , iE α } of the complexified algebra
7 A general element Z of the complexified algebra is Z = i(Z j H j + ZαEα), where Z j and Zα are complex. For an element X = The various α, called roots, can be represented as nonzero real-valued vectors with components α j in a space with the same number of dimensions as the Cartan subalgebra. We shall refer to such a space as the Cartan space. For the sake of illustration and for later use, we represent in Fig. 1 the roots of the SU(2) and SU(3) algebras; see Sec. VII for more details. It can be useful to give the following quantummechanical interpretation of the Cartan-Weyl bases: the complexified algebra G ⊕ iG, equipped with a certain sesquilinear extension ; of ( ; ) (see Appendix B) is a Hilbert space describing the color states of the system. Each element iY ∈ iG can also be associated to an "observable" ad iY · ≡ [iY, · ], which is a Hermitian operator with respect to the form ; . In particular, the operators ad Hj form a set of commuting observables which can then be diagonalized in a common basis {iH j , iE α }. The color states of the system can then be classified according to a set of quantum numbers associated to the observables ad Hj . The state iE α has the quantum numbers α j which we can conveniently gather into a vector α that can be directly represented in the Cartan space. As the notation indicates, each state E α is nondegenerate with respect to the set of observables H j , in the sense that there are no two E α having the same quantum numbers. Moreover, at least one of the α j is nonzero. In contrast, the states iH j are degenerate, having all their quantum numbers equal to zero and are thus to be represented by the zero vector in the Cartan subalgebra. For later convenience, we shall make this degeneracy explicit by denoting the zero vector associated to iH j as 0 (j) . 8 We shall also refer to the H j 's as the neutral modes and to the E ±α 's as the charged modes. For instance, in the SU(2) case, we have one neutral and two charged modes.
As we recall in Appendix B, the elements E α obey the following commutation relations:
where N αβ and u j are some coefficients. The H j and the E α can be chosen such that (H j ; H k ) = δ jk , (H j ; E α ) = 0 i(X j H j + XαEα) of the original algebra G, one shows that the X j are real while the Xα can be complex in general. In fact, for each Eα there exists also a E −α and one can choose the normalizations such that X * α = X −α . This means that when choosing to decompose an element X ∈ G in a canonical basis {iH j , iEα} rather than in a standard basis {ita}, one switches from a description in terms of real fields Xa to a description in terms of a set of real fields X j and pairs of complex-conjugated fields (Xα, X −α ), corresponding to pairs of opposite color charges. Of course the number of independent components is the same in both cases. and (E α ; E β ) = δ α+β,0 , in which case u j = α j . The N αβ can also be determined. In the following, we shall only need to know that
, where q and −p are the largest positive integers such that both β + qα and β + pα are roots [62] . The axes represent independent directions in the Cartan space which is one-dimensional for SU(2) and two-dimensional for SU (3) . The roots always come in pairs ±α. For SU(2), we have ±α
, and ±α (3) = ±(−1, 0). The normalization of the roots depends on that of the elements Hj.
C. Feynman rules
From here on, we rescale all fields by a factor g 0 , as appropriate for a perturbative expansion. To obtain a compact form of the Feynman rules, it is convenient to introduce a generalized index κ which can be either a root, κ = α, or a zero, κ = 0 (j) . Accordingly, denoting X 0 (j) ≡ X j , t 0 (j) ≡ H j and t α ≡ E α , we can write, for any element of G,
The basis {it κ } is such that (t κ ; t λ ) = δ κ,−λ . With this compact notation, we have, for the background covariant derivative,D whereĀ · κ ≡Ā j κ j . Using the Fourier convention ∂ µ → −iQ µ the derivative (27) amounts to the multiplication of the Fourier-transformed (FT) component X κ (Q) by a shifted, or generalized momentum:
where
It is one of the many interests of the canonical bases that they allow for a simple and transparent diagonalization of the background covariant derivative. Translation invariance in space and imaginary time and the color charge symmetry mentioned above imply the conservation of such generalized momentum.
The typical quadratic terms appearing in the LDW action (21) take the simple form
with X * κ (Q) = X −κ (−Q) and where Q = T n∈Z q denotes the sum-integral over momenta Q ≡ (ω n , q), where ω n = 2nπT are the Matsubara frequencies, and
One then easily obtains the ghost and gluon propagators as
with
They are represented in Fig. 2 . We note the properties
which follow from (−Q) −κ = −Q κ and imply that the expressions of the propagators are independent of the (common) orientation of the momentum and color charge flows in their diagrammatic representation. 9 To avoid confusion, we reserve the set of greek letters (µ, ν, ρ, σ) to denote Lorentz indices only and the other set (κ, λ, η, ξ, τ ) to denote color states (roots or zeros) only. With this convention, Qµ denotes the µ component of the four-vector Q, whereas Qκ refers to the shifted momentum Q + g 0 (Ā · κ)n with n = (1, 0).
Let us now discuss the Feynman rules for the vertices. The cubic (derivative) interaction terms are of the form
where f κλτ = (t κ ; [t λ , t τ ]) is the tensor of structure constants of the group in the canonical basis. 10 Owing to Eq. (4), which remains true over the complexified algebra, it is completely antisymmetric. The nonvanishing elements of f κλτ have at most one label which is a zero because [H j , H k ] = 0. If there is one label equal to a zero, the structure constant is equal to
(34) If all the labels are roots, the structure constant takes the form
It follows that the nonvanishing elements of f κλτ are such that κ + λ + τ = 0. This is nothing but the conservation of the charges associated with those color rotations that leave the background unaffected, as mentioned previously. It implies that the shifts of the momenta due to the background and, in turn, the shifted momenta themselves are conserved at the derivative vertices. For instance, in the SU(2) case, there is only one null vector 0 (3) (neutral mode), corresponding to the color direction aligned with the background field, and a pair of roots (charged modes), which are combinations of the two orthogonal directions in color space. The nonvanishing structure constants are obtained by permutations of f 0+− = 1. In the SU(3) case, there are two neutral modes, 0 (3) and 0 (8) , and three pairs of charged modes, ±α (1) , ±α (2) , and ±α (3) . The nonvanishing structure constants are obtained from
and
The structure constants (36)- (38) are SU(2)-like in that they involve a neutral mode and a pair of charged modes, whereas Eq. (39) couples charged modes together, where we recall that α (1) + α (2) + α (3) = 0, see Fig. 1 . In terms of the structure constants f κλτ , the ghostgluon vertex takes the form where K is the momentum of the outgoing antighost and κ is the corresponding outgoing color charge. Similarly, λ and τ are the charges of the outgoing gluon and ghost. After symmetrization, the three-gluon vertex reads
where Q κ , K λ and L τ denote the shifted outgoing momenta associated to the indices µ, ν and ρ. The derivative vertices are represented in Fig. 3 .
Finally, the four-gluon interaction has the structure
where we have used
That this vertex also conserves color charge is clear because κ+λ+ η = 0 and τ + ξ − η = 0 imply κ + λ + τ + ξ = 0. After symmetrization, the four-gluon vertex reads
where κ, λ, τ and ξ represent the outgoing charges. This vertex is represented in Fig. 4 . We note that, using
, the momenta/charges in the vertices of Figs. 3 and 4 can also all be considered incoming, provided one replaces Eqs. (40), (41) , and (43) by the complex-conjugate expressions.
The previous Feynman rules make clear that it is simple to express diagrams in the LDW gauge from the corresponding ones in the Landau gauge (that is, withĀ = 0). In particular, one writes the integral in the Landau gauge without the color factor and attributes a different charge κ (a root or a zero) to each line in the diagram, which amounts to a shift by g 0 (Ā · κ) of the corresponding frequency. It is important to note that, because the shifted momenta are conserved at the vertices, one can use any manipulation based on this conservation rule, just as in the Landau gauge. One should however keep in mind that some other manipulations are not allowed.
IV. SYMMETRIES
The Feynman rules discussed above can be given a simple form because the gauge-fixed action (21) (14) and (15), as well as charge conjugation, to be discussed below. This implies the corresponding invariance of the background field functionalΓ[Ā ] =Γ [Ā] .
In this section, we discuss the consequences of these symmetries for the effective potential (22) . We consider those generalized gauge transformations that leave the background field homogenous, along the (imaginary) time direction, and in the Cartan subalgebra. It is easy to show that these are of the form W U (τ ), where W is a global transformation which leaves the Cartan subalgebra globally invariant 11 and
As already mentioned and as we recall below, for this to be a symmetry of the theory, the transformation (44) must be such that U (τ + β) = U (τ )Z, where Z is an element of the center of G. This puts constraints on the real variables x j to be discussed below. In what follows, we shall refer to the transformations (44) as the winding transformations. It will be convenient to distinguish between periodic winding transformations, with Z = 1, and nonperiodic ones, for which Z = 1. Altogether, the Weyl and the periodic winding transformations generate all the standard gauge transformations that leave the background in the class considered here, i.e., homogeneous, in the time direction, and in the Cartan subalgebra.
A. Winding transformations
Under a winding transformation (44) , the components of a field X = i(X j H j +X α E α ) in a given canonical basis transform as
For the transformed field to remain β-periodic in the imaginary time direction, we thus need to require that,
It is sufficient that this condition be satisfied for a subset of roots {α (j) }, with j = 1, . . . , d C , that generate the other roots through linear combinations with integer coefficients. In this case, the conditions (46) define a lattice, dual to the one generated by the roots α (j) . For later use, we introduce a basis {ᾱ (j) } of this dual lattice, defined as
The general solution to Eq. (46) is then
Under a transformation of the form (44) with x given by Eq. (48), the background field (rescaled by g 0 ) transforms asĀ
This implies that the potential (22) is invariant under translations along any (multiple of)ᾱ (k) :
12 That the potential is invariant under these transformations is also apparent from the Feynman rules. Indeed, in units of T , the shifts of the frequencies propagating through the lines of any diagram contributing to the potential change as
with m k ∈ Z defined by α = m j α (j) . The additional frequency shifts are multiples of 2πT and, because they are conserved at the vertices of the diagram, they can be absorbed via a change of variables in the Matsubara sums.
As a consequence, one can restrict the analysis of the potential to the first Brillouin zone of the dual lattice defined above.
FIG. 5:
Weights ρ (blue vectors) of the fundamental representations 2 and 3 in the SU(2) and SU (3) cases. In the SU(3) case we show the weights of the contragredient fundamental representation3 (dashed blue) which appear as the opposites of the weights of 3 and which are convenient for the discussion in the main text. We also represent the roots α of each algebra (red vectors online). We have singled out certain roots (respectively weights) that generate all the other ones through linear combinations with integer coefficients.
Finally, let us recall how the center of the group enters the discussion here. From Eq. (44), we have U (τ + β) = U (τ )Z, where Z = exp{ix j H j }. For any element X = i(X j H j + X α E α ) of the algebra, one has
where we have used Eq. (46) . Because the group is assumed to be compact and connex, Eq. (52) exponentiates to ZU = U Z for any U in G. This shows that, indeed, Z belongs to the center of the group. For later purposes, it is useful to identify which of the transformations (49) correspond to standard (periodic) gauge transformations, with Z = 1. The elements H j of the Cartan subalgebra can be viewed as a set of commuting Hermitian matrices acting on C n for some n, and can thus be diagonalized simultaneously. We have
where the label "a" denotes a possible degeneracy and the ρ's are the weights of the fundamental representation it κ → it κ . Just like the roots, these can be represented as vectors with components ρ j in the Cartan space; see Fig. 5 for the SU(2) and SU(3) cases. In terms of the weights ρ, the condition Z = exp{ix j H j } = 1 gives
Repeating the previous arguments used to solve Eq. (46), we find that the general solution to Eq. (54) is given by x = n kρ (k) , with n k ∈ Z and where theρ (k) form a basis dual to a given basis composed of nonzero weights (or their opposites) {ρ (j) } that generate the other weights through linear combinations with integer coefficients.
Let us illustrate the above discussion in the SU(2) and SU(3) cases. For SU (2) , the Cartan subalgebra is one dimensional. We have α
(1) = 1 and ρ
. Then, periodic winding transformations correspond to translations r/4π → r/4π ± α (1) , whereas nonperiodic winding transformations correspond to translations r/4π → r/4π±ρ (1) (even multiples of ρ (1) correspond again to periodic transformations). In the SU(3) case, the Cartan subalgebra is bidimensional and we can choose α (1) , α (2) , ρ (1) and ρ (2) as in Fig. 5 . One then easily checks thatᾱ
As in the SU(2) case, periodic winding transformations correspond to translations of the vector r/4π along the roots α (j) whereas nonperiodic winding transformations correspond to translations of the vector r/4π along ρ (j) (again, certain combinations of the ρ (j) can correspond to periodic transformations); see Fig. 6 , where we also show the Brillouin zone associated to winding transformations.
B. Weyl transformations
There are also global color transformations that leave the Cartan subalgebra globally invariant. It is easy to convince oneself that these cannot be of infinitesimal form and we thus need to consider finite transformations W = e θ , where θ is an element of the algebra. These act on any other element X of the algebra as
where ad θ (X) = [θ, X]. For our purposes, it is sufficient to restrict to transformations of the form θ = i(θ α E α + θ −α E −α ) ≡ w α for a given α (no sum over α). A simple recursion shows that (our normalizations are such that
for p > 0 and (3) winding transformations. Periodic winding transformations correspond to translations along the roots (red) in the plane (r3/4π, r8/4π), whereas nonperiodic winding transformations correspond to translation along the weights (blue). The Brillouin zone associated to winding transformations is represented in orange. In addition to the winding transformations, we have the Weyl transformations which are generated by reflections with respect to axes orthogonal to the roots, and charge conjugation which corresponds to an inversion about the origin.
for p ≥ 0. It follows that an element of the Cartan subalgebra transforms as (58) and choosing |θ α | = π/ √ 2α 2 thus ensures that the transformation leaves the Cartan subalgebra stable. We then have
Considering this as a passive transformation, the coordinates r j of a general element of the Cartan subalgebra H = ir j H j transform as
This corresponds to a reflection about a hyperplane orthogonal to the root α. The potential is thus invariant under these reflections, which are nothing but the socalled Weyl reflections. 13 In the SU(2) case, there is only one nontrivial Weyl transformation corresponding to r → −r. In the SU(3) case, the Weyl transformations are generated by the reflections with respect to the axes supporting the weights of the fundamental representations 3 and3 which are orthogonal to the roots.
C. Charge conjugation
In the cases to be considered below the structure constants f κλτ are real. It then follows from the Feynman rules and from the property f (−κ)(−λ)(−τ ) = −f * κλτ = −f κλτ that the classical action is invariant under the simultaneous transformation of the background field and the fluctuating fields according tō
This symmetry corresponds to charge conjugation and implies that the background field potential (22) is invariant under r j → −r j :
In the SU(2) case, charge conjugation coincides with the Weyl transformation, i.e., corresponds to a mere global color rotation. In contrast, in the SU(3) case, charge conjugation is not a Weyl transformation and thus carries independent information. We note here that the definition of charge conjugation is not unique since it can be defined only up to other symmetries of the model, in particular the nonperiodic winding (center) transformations discussed above. This ambiguity is resolved in the presence of dynamical matter fields which break the center symmetry explicitly such as, e.g., quarks in the fundamental representation. In that case, the physical charge conjugation is the transformation (61) .
It is important to mention here that, just like center symmetry, charge-conjugation symmetry could be spontaneously broken too, in principle. However, we shall verify that this never happens in our dynamical calculations in the sense that there always exists an absolute minimum of the background field potential which is chargeconjugation symmetric. This is important for the relation between the spontaneous breaking of the center symmetry and deconfinement since charge-conjugation invariance guarantees that the average of the Polyakov loop is real and can thus be interpreted in terms of a free energy for static sources.
D. Spontaneous symmetry breaking and Weyl chambers
As mentioned previously, the phase transition of pure gauge theories is associated to the spontaneous breaking of the center symmetry. In the present context, the latter can be discussed directly in terms of the background field potential V (T, r), thanks to the concept of Weyl chambers. This applies to any other physical symmetry as well, such as, e.g., charge conjugation. Although some of the notions discussed here are known (see, e.g., Ref. [21] ), this is not widespread material and we find it useful to summarize our own view on the rationale behind the use of Weyl chambers in the present context.
A given symmetry is manifest if and only if the physical state of the system (at zero sources) is invariant under the corresponding transformation. Using this criterion in the present background field approach requires some care because the potential V (T, r) is invariant under standard gauge transformations that leave the background homogenous, in the time direction, and in the Cartan subalgebra. A given physical state of the system is thus not represented by a single minimum of V (T, r) but rather by the gauge orbit generated from it by these transformations. Because these form a countable set (the reflections and the translations discussed above, corresponding to the Weyl and the periodic winding transformations), each gauge orbit is an infinite lattice of physically equivalent points. Thus, a symmetry is manifest in a given physical state if and only if the lattice associated to this state is globally invariant under the corresponding transformation.
Equivalently, one can restrict the analysis to an elementary cell of this lattice, called a Weyl chamber and defined as the minimal region that allows one to cover the whole Cartan space using standard gauge transformations.
14 The various points of a Weyl chamber are thus associated to physically distinct states and the problem reduces to analyzing the symmetry group of the Weyl chamber. The relation between these geometrical symmetries and the physical symmetries of the problem is easily established as follows. The transformations of interest (e.g., center or charge-conjugation transformations) typically displace the Weyl chamber in the Cartan space, but one can bring it back to its original location by means of either Weyl reflections or translations associated to periodic winding transformations-which correspond to (unbroken) standard gauge transformations. Only the points of the Weyl chamber which are unaffected by this mapping (fixed points) correspond to symmetric states. Conversely, points corresponding to bro- 14 The usual definition of Weyl chambers in the mathematical literature differs somewhat from the one used here. There, they correspond to the minimal regions that allow one to cover the whole Cartan space using Weyl transformations only [62] .
ken symmetry states are the images of one another under this mapping. Let us illustrate the above considerations in the cases of the SU(2) and SU(3) groups. Other groups will be discussed in Sec. VIII. The Cartan space of SU (2) is one dimensional and the Weyl chambers are intervals of length 2π. This is because periodic winding transformations correspond to translations r → r + 4π and the only Weyl transformation is a reflection about the origin: r → −r. The symmetry group of these Weyl chambers is Z 2 , which corresponds to reversing the segment on itself, e.g., [0, 2π] → [2π, 0]. This actually corresponds to the center symmetry of SU (2) . To see this, consider the chamber [0, 2π], which, as discussed above (see Fig. 5 ), is displaced by 2π under a nonperiodic winding transformation. The displaced chamber can be brought back to its original location by means of a Weyl reflection about the origin and a translation by 4π. This results in the mapping r → 2π − r, which corresponds to the Z 2 symmetry of the Weyl chamber described above. Clearly, the only center-symmetric state corresponds to the point r = π in that chamber. All other points are center-breaking and come in pairs (r, 2π − r). As already mentioned, charge conjugation corresponds to r → −r and is thus nothing but a Weyl reflection. It follows that all points in a given Weyl chamber (hence, on the whole Cartan line) are charge-conjugation invariant in this case.
The Weyl chambers of the two-dimensional Cartan space of SU (3) are the equilateral triangles shown in Fig. 7 .
15 Their symmetry group is the dihedral group D 3 , whose six elements are rotations by nπ/3, with n = 0, 1, 2, and reflections about the medians. The former correspond to the physical center (Z 3 ) transformations, 16 from which we conclude that the only center-symmetric point in a given chamber is the center of the triangle. All other points are center-breaking and come in triplets. As for the other symmetries of the Weyl chamber, namely, the reflections about the medians, they correspond to the physical charge conjugation and its combination with Z 3 center transformations.
17 15 By combining a translation by a vector 4πα (periodic winding transformation) and a reflection with respect to the axis passing through the origin and orthogonal to α (Weyl reflection), one obtains a reflection with respect to a new axis, parallel to the first one and translated by the vector 2πα. The Weyl chambers appear as the regions delimitated by all these reflection axes. 16 To see this, we proceed as in the SU(2) case. In the plane (r 3 /4π, r 8 /4π) of Fig. 7 , we translate a given Weyl chamber along the vectorsᾱ (1) ,ᾱ (2) , or any linear combination with integer coefficients (this corresponds to winding transformations) and we bring it back to its original location using Weyl reflections and/or periodic winding transformations. The so-obtained chamber has been rotated with respect to the original one by a multiple of π/3 about its center. 17 As mentioned previously, the definition of charge-conjugation symmetry is not unique. In the pure gauge SU (3) Consider, for instance, the colored triangle touching the origin in Fig. 7 . The charge-conjugation transformation (r 3 , r 8 ) → (−r 3 , −r 8 ) combined with the Weyl reflection (r 3 , r 8 ) → (−r 3 , r 8 ) maps this chamber onto itself up to a reflection about the r 3 axis. Incidentally, this implies that all the points of the median r 8 = 0 of this triangle correspond to charge-conjugation-invariant states (this includes the center-symmetric point). In particular, we note that in cases of broken center symmetry but unbroken charge-conjugation symmetry, the triplet of center-breaking points must lie on the medians of the triangle, such that one of them is always charge-conjugation symmetric whereas the other two are charge conjugates of one another. We shall check below that this is always the situation which is dynamically realized in practice, i.e., the charge-conjugation symmetry is always manifest.
The above considerations show that the minimum of the background field potential V (T, r) is an order parameter both for center symmetry (see also Refs. [5, 6] ) and the Z 3 symmetry of the theory. This degeneracy is lifted in the presence of matter in a representation which breaks the Z 3 symmetry explicitly (e.g., quarks in the fundamental representation) and there remains a unique charge-conjugation symmetry.
for charge-conjugation invariance.
E. Miscellaneous consequences of the background field dependence
We end this section with general remarks concerning some consequences of the background field gauge symmetry. First, the invariance of the classical action under the gauge transformations (8) implies the same symmetry for the effective action (this is because the symmetry transformation is at most linear in all the fields [56] ), i.e., Γ[Ā, X] = Γ[Ā , X ], with X = (a µ , h, c,c) . In particular, restricting to homogeneous background fields, in the time direction, and in the Cartan subalgebra, the effective action is invariant under the winding transformation of parameterᾱ (k) :
with r = βg 0Ā . It follows that the vertex and correlation functions in the backgroundĀ =Ā +ᾱ (k) /(βg 0 ) only differ from those in the backgroundĀ by appropriate phase factors and are thus essentially the same functions.
We can also conclude from the previous observation that the zero-temperature potential at fixed background, V (T = 0,Ā), does not depend onĀ. Indeed, from the previous symmetry considerations, we have, for a given k, V (T,Ā) =V (T,Ā + n kᾱ (k) T /g 0 ), with n k ∈ Z. If we choose T = g 0 δĀ/n k and we take the limit n k → ∞, we obtainV (T = 0,Ā) =V (T = 0,Ā + δĀᾱ (k) ) ∀ δĀ, and hence, the announced result. This defines the vacuum contribution V vac =V (T = 0,Ā) in Eq. (22) . A similar conclusion holds for the correlation functions at zero temperature: the latter only depend on the background field through trivial phase factors multiplying the correlation functions in the Landau gauge (i.e., at vanishing background).
An important consequence is that the counterterms of the Landau gauge are enough to renormalize the potential and the correlation functions in the LDW gauge. Moreover, the background field gauge symmetry (14)- (15) implies that the product g 0Ā is finite [56] . In the following, we consider a renormalization scheme such that g 0Ā = gĀ R , where g andĀ R are the renormalized coupling and background field, respectively [46] . We omit the index R for simplicity and write r = βgĀ.
V. THE BACKGROUND FIELD POTENTIAL AT NLO
We now come to the explicit calculation of V (T, r) in a straightforward expansion in the coupling g with gĀ ∼ O(1); see Ref. [46] . Here, we determine the LO (oneloop) and NLO (two-loop) contributions, extending our previous calculation for SU (2) [45, 46] to any compact Lie group with a simple Lie algebra; see also Refs. [21, 22] for related work in the massless theory. To this order, we can replace g 0 by g in the Feynman rules given above. We can also replace the bare mass m 0 by the renormalized mass m provided we take into account a one-loop diagram involving the renormalization factor δZ m 2 , as in Ref. [46] .
A. One loop
The first nontrivial contribution to the effective potential occurs at one-loop order. It has been computed in Ref. [45] for SU(2) and SU(3), and generalized to the class of gauge groups considered here in Ref. [47] . Here, we simply recall the relevant formulas.
Introducing the function (we recall that d C is the dimension of the Cartan subalgebra and we define ε q = q 2 + m 2 )
which is such that
with {r · α} the remainder in the (Euclidean) division of r · α by 2π, the one-loop background field potential can be written as
where the first term on the right-hand side is the contribution from the three massive gluon modes per color state and the second one is due to the incomplete cancellation between the contributions of the remaining massless gluonic and ghost-antighost degrees of freedom.
B. Two loop
From the considerations of Sec. III C, it is clear that the calculation of the two-loop correction to the background field potential is almost identical to that in the SU(2) case [46] . The essential difference is a change in some constants which depend on the gauge group. More precisely, the tensor ε κλτ is replaced by the structure constant f κλτ and the labels κ, λ and τ now take values among the zeros and roots of the algebra G. As already emphasized, an important point is that the nonvanishing elements of f κλτ are such that κ + λ + τ = 0. The effective momentum flowing through the lines of the diagram is then conserved at the vertices and we can use the same manipulations of the Feynman integrals as in the SU (2) case. The net result is that we can take the formula (D3) of Ref. [46] and just replace C κλτ = (ε κλτ ) 2 → |f κλτ | 2 and the constant C N by a new one C G to be given below. We obtain, using the notations of Ref. [46] ,
Here,
with the tadpole-type integrals
where n z = (e z − 1) −1 is the Bose-Einstein distribution function and where we definedr = rT = gĀ. Equation (67) also involves the sunset-type integrals
where we used the explicit notation ε m,q ≡ q 2 + m 2 and where "perm." denotes circular permutations of (m 1 , κ), (m 2 , λ), and (m 3 , τ ). Finally, the constant C G is given by
where γ is the Euler constant and µ is the renormalization scale of dimensional regularization, and z f is a finite constant which encodes the chosen renormalization conditions but which is independent of the gauge group G. Here, we use the same renormalization scheme as in Ref. [46] and z f is given by Eq. (D2) of that reference. Finally, C ad is the Casimir of the adjoint representation given by (see Appendix C)
The last two lines of Eq. (67) contain two types of terms: those for which one of the indices of C κλτ is a zero and those for which the three indices are roots. The former are of the same type as the ones computed in the SU(2) case. Using the fact that C α(−α)0 (j) = α 2 j and that the integral multiplying this factor does not depend on j, these can be obtained from the SU(2) calculation with the replacement r → r · α and by multiplying the result by j α 2 j = α 2 . For the other types of terms, we remark that C αβγ = C (−α)(−β)(−γ) so that, using
(2n), we can combine these two types of contributions, with an effective factor 2C αβγ = 2|N αβ | 2 , whose expression is given in Eq. (25) . The final, complete expression of the background potential at two-loop order is given explicitly in Appendix D in terms of one-and two-dimensional radial momentum integrals that can be easily computed numerically.
VI. THE POLYAKOV LOOP AT NLO
Here, we evaluate the Polyakov loop for an arbitrary finite representation it κ → it R κ of a compact and connex Lie group with a simple Lie algebra in a perturbative expansion in the presence of the nontrivial background field. Specifically, we compute the following function of the background [46] :
where it is understood that a 0 = 0 on the right-hand side. The physical Polyakov loop is obtained by evaluating R (r) at the minimum of the effective potential.
It is easy to show that, under the symmetry transformations of the Weyl chambers which correspond to center transformations of the gauge group G, the function (77) transforms just as the Polyakov loop (9) . For instance, we have, for a representation of N -ality p,
for any pair (r, r ) of points in a Weyl chamber related by a center transformation z1. At a center-symmetric point, r sym = r sym and R (r sym ) = 0 for representations of nontrivial N -ality.
A. Tree level
The LO expression of the function (77) is O(g 0 ) and reads
In order to evaluate the color trace on the right-hand side, it is convenient to introduce the weights of the representation R, just as we did above for the fundamental representation it κ → it κ . For a unitary representation,
18
the t R 0 (j) are Hermitian. Because they commute, they can be diagonalized simultaneously:
where the µ's are nonzero, real-valued vectors with components µ j , called the weights of the representation, which can be represented on the root diagram. The set of eigenvalues represented by a given weight can be degenerate, as denoted by the label "a" in |µ, a . In terms of the weights, we have
where mul(µ) denotes the degeneracy of the weight µ and r · µ = r j µ j .
B. One loop
In Ref. n−q , with n, q ∈ N. The generalization to the present case is straightforward and we obtain, for the O(g 2 ) correction,
withĀ = iĀ j t R 0 (j) . Using the weights µ of the representation to evaluate the trace, we get (see Appendix E)
where the state |µ + α ≡ 0 if µ + α is not a weight, C R is the Casimir of the representation, and
Equation (83) must be evaluated at the minimum of the effective potential computed at the same approximation order.
VII. THE SU(3) THEORY
We now specialize to the physically relevant SU(3) case. For completeness, we briefly review the previous LO results [45] and then present our findings at NLO.
A. Roots and weights
We consider the basis {iλ a /2} where the λ a denote the Gell-Mann matrices. These satisfy (λ a /2; λ b /2) = δ ab and a (λ a /2) 2 = (4/3)1, so that C R = 4/3 in the fundamental representation. Using f 123 = 1, f 345 = −f 367 = 1/2, f 845 = f 867 = √ 3/2, one checks that
form an orthonormal Cartan-Weyl basis. The root diagram is represented in Fig. 5 . For the calculation of the potential (see Appendix D), we only need to know that (±α (j) ) 2 = 1 and 2|N αβ | 2 = 1 if α + β is a root and vanishes otherwise. From the expressions of λ 3 and λ 8 , one finds that the weights of the fundamental representation 3 are µ
(1) and ρ (1) − ρ (2) in the notations of Fig. 5 . They are nondegenerate [mul(µ (j) ) = 1] and we have
and all other contributions vanish. Then, the Polyakov loop function in the fundamental representation R = 3 reads
We could equally well consider the conjugate fundamental representation3, for which 3(r) = * 3 (r). This trivially follows from the fact that the weights of3 are the opposite of those of 3. It is easy to check that, at LO, (0) 3 (r) = 0 only at the center-symmetric point so that confinement in the fundamental representation implies that center symmetry is manifest and thus that all sources with nonzero N -ality are confined. We have checked that this remains true at NLO.
B. LO results
Let us briefly revisit the one-loop results [45] for completeness. It is convenient to decompose r in the dual basis {ᾱ (1) ,ᾱ (2) } depicted in Fig. 6 :
so that the first Brillouin zone is (r 1 ,r 2 ) ∈ [0, 1] 2 ; see Fig. 8 . The LO potential is given by Eq. (66) . Using the roots ±α (1) , ±α (2) , and ±(α (1) + α (2) ) and the relation r · α (k) = 2πr k , we get, for the function (64), 1 +r 2 ) ) .
(89) Figure 8 shows a contour plot of the one-loop SU(3) potential for increasing values of the temperature in the first Brillouin zone. As discussed previously, the latter contains two Weyl chambers, which are symmetric to one another. At low temperatures, we have a confining phase with a minimum of the potential located at the centersymmetric points, e.g.,r 1 =r 2 = 1/3 in the Weyl chamber closer to the origin. At the temperature (T c /m) LO 0.363 a first-order deconfinement phase transition occurs, with the appearance of a triplet of center-breaking minima degenerate with the center-symmetric one. Using the value m LO 510 MeV obtained by fitting tree-level propagators to lattice data in the Landau gauge at zero temperature 19 yields T LO c 185 MeV. Above the tran- 19 As explained in Ref. [45] , this is a valid procedure because, at sition temperature, we have three degenerate minima related by center transformations, which signals the spontaneous breaking of the Z 3 symmetry, and hence, a deconfined phase.
FIG. 8: Contour plot of the SU(3) LO potential in the first Brillouin zone (r1,r2) ∈ [0, 1]
2 for increasing values of the temperature. The dashed line separates two equivalent Weyl chambers. In the one closer to the origin, the centersymmetric point is located at (r1,r2) = (1/3, 1/3). The upper (respectively lower) plots correspond to temperatures below (respectively above) the transition temperature. Darker colors correspond to regions where the potential is the deepest.
As mentioned in the Introduction, a somewhat different model with effectively massive gluons has been considered in Ref. [48] , where no low-temperature confined phase is found at one-loop order. This can be traced back to the fact that only two (transverse) gluon degrees of freedom per momentum are given a mass. This is an important difference with the present approach, where the mass term affects three gluon degrees of freedom per mode, resulting in an only partial cancellation of the ghost degrees of freedom. In particular, this yields a ghost-dominated potential at low temperatures with an inverted shape as compared to the high-temperature potential, and thus a confined phase, in agreement with the scenario of Refs. [5, 7] .
Finally, we emphasize that the background field effective potential computed here (or in similar background zero temperature, correlation functions of the fields computed in the LDW gauge (with a constant, temporal, background) and in the Landau gauge coincide. field approaches) is not directly the effective potential for the Polyakov loop. The latter can be obtained in a standard way, either by imposing a constraint or as a Legendre transform with respect to sources linearly coupled to the Polyakov loop, and it is a gauge-independent quantity by construction [22] . Here, we can access this physical potential for the Polyakov loop by expressing the background field potential in terms of the Polyakov loop (and its conjugate) in a loop expansion. 20 For instance, at LO, the conjugate Polyakov loop variables read, in terms of the backgrounds r 3 and r 8 : 
and we obtain, forF m ( ,¯ ) ≡ F m (T, r 3 , r 8 ), + 162
which coincides with the expression for Ω g in Ref. [23] . This procedure can be systematically implemented at higher orders as well.
C. NLO results
As announced earlier we see that, at LO, chargeconjugation invariance is manifest in the sense that there is always one minimum compatible with this symmetry (in the Weyl chamber under consideration, this corresponds to r 8 = 0 ⇔r 1 =r 2 ). We expect this to be true to all orders and we have explicitly checked it at NLO. For our present purposes, it is thus sufficient to plot the potential on the axis r 8 = 0, as shown in Fig. 9 . The transition remains first order and we ob- = 270 MeV must be taken with 20 We defer the study of the precise relation between the background field potential and the gauge-independent Polyakov loop potential to a future work. We have explicitly checked that the procedure described here reproduces, at high temperatures, the results of Ref. [22] in the SU(2) case at two-loop order.
Rescaled two-loop background field potential V (T, r3, r8 = 0)/T 4 for various temperatures, below (three upper curves, blue) and above (three lower curves, red) the transition temperature (middle curve, black). All curves have been shifted by their respective values at r = 4π/3 for clarity. The dashed curve corresponds to the asymptotic hightemperature limit v∞(r3); see Eq. (93). The inset plot shows a close up view at T = Tc revealing the first-order nature of the transition.
a pinch of salt due to the ambiguity in fixing the scale, we observe that, indeed, NLO corrections seem to quantitatively improve the previous LO estimate. Figure 9 shows the NLO background potential on the charge-conserving axis r 8 = 0 as a function of r 3 for various temperatures. We show in Appendix D that the rescaled potential in the high-temperature limit, v ∞ (r 3 ) = lim T →∞ V (T, r 3 , r 8 = 0)/T 4 , is a polynomial in the range [0, 2π]: 
whose absolute minimum is located at
In Fig. 10 , we represent the Polyakov loop at LO and NLO. We observe that, as was already the case for the SU(2) group, the LO Polyakov loop exactly reaches its limiting value at a finite temperature T /m ≈ 0.5, where the minimum of the potential reaches exactly r = 0. This generates an additional spurious singularity in the thermodynamical quantities. 21 This unphysical feature dis- 
only as T → ∞, after first overshooting it at some finite temperature. We mention that the high-temperature Polyakov loop has been computed to order g 4 in the (standard) Landau gauge in Ref. [64] . Even though the present high-temperature limit is purely academic since it does not take into account the necessary (hard thermal loops) resummations for temperatures T m [65] , or the running of the coupling with the temperature, g 2 ∝ 1/ ln T , it is interesting that it approaches its asymptotic value from above as in Ref. [64] . We postpone a more quantitative comparison for a future work. Similar issues have been recently discussed in the context of a FRG calculation of the Polyakov loop in Ref. [66] .
The pressure and the entropy density are shown respectively in Figs. 11 and 12 . We observe that both the LO and NLO results show a positive entropy (increasing pressure) at small temperatures. In this regime the entropy is dominated by the LO result and, despite the fact that only the ghost modes play a role, those ghost modes which feel the presence of the background have a modified statistics, contributing positively to the entropy as in the SU(2) case [46] . Indeed, one obtains, for the entropy 
This is to be compared with the corresponding result at vanishing background
At larger temperatures, in particular close to the transition, the LO entropy becomes slightly negative. This is because, as the temperature increases, gluonic modes start playing a role but, as long as the system is in the confined phase, the charged gluons contribute with negative distribution functions, e.g.,
Re n ε−i(4π/3)T = − e βε /2 + 1 e 2βε + e βε + 1 .
Interestingly, similar pathologies are observed in other approaches [23, 31, 67] which, we believe, have the same origin as the one described here. In the present case, these spurious features disappear at NLO, where we obtain a positive entropy-a monotonously increasing pressure-at all temperatures; 22 see Figs. 11 and 12. Finally, the entropy density is discontinuous at the transition, as it should for a first-order phase transition. We obtain, for the latent heat, (L/T [68] . We stress, however, that the present calculation disregards a possible temperature dependence of the parameters which could arise, e.g., through renormalization group improvement effects or from our assumption that the gluon mass parameter is related to the presence of Gribov copies which depend themselves on the temperature. Such effects may be important for a quantitative agreement with lattice simulations; see, e.g., Ref. [42] , or Ref. [30] for an example in the Gribov-Zwanziger approach. We defer the investigation of such effects to future work.
As a last remark, we compare in Fig. 13 the present result in the LDW gauge to the ones in the Landau gauge, which corresponds to settingĀ = 0. As we observed already in the SU(2) case, the results are dramatically different: in the Landau gauge, the LO thermodynamics is inconsistent (negative entropy) in a wide range of temperatures including the confined phase and the NLO result is thermodynamically inconsistent at all temperatures explored here. At first sight, such differences might seem surprising because the behavior of thermodynamical observables should not depend on the gauge. However, we stress that finite orders of a given expansion scheme usually do depend on the gauge. To illustrate this point further, we note that the results in the Landau gauge can be read off from the LDW effective potential at the originĀ = 0. However, as shown in Fig. 9 , at two-loop order, this corresponds to a maximum at all temperatures and the correct physics can certainly not be accessed from this point by perturbative means. We 22 Despite these satisfying aspects, our results still present some unwanted artifacts. The low-temperature pressure (respectively entropy density) behave as T 4 (respectively T 3 ) as T → 0, in contradiction with lattice results. We believe that this is a generic issue in approaches where the (massless) ghost modes dominates over the (massive) gluonic modes at small temperatures [5, 31, 67] . note that a similar remark applies to other functional approaches such as the FRG [5] where the origin of the LDW potential is also a maximum in the relevant range of temperatures.
VIII. OTHER GROUPS
It is interesting to extend the previous calculations to other gauge groups [8, 21] . In this section, we perform a LO analysis for the groups Sp(2) and SU(4), for which lattice simulations predict a first-order phase transition in d = 4 [50] [51] [52] [53] [54] . The Sp(2) group has the same center as SU (2) . However, its Cartan subalgebra is twodimensional and the background field potential has a richer structure. Another curiosity of Sp (2) is that there exists a whole segment of center-symmetric points in each Weyl chamber which are actually explored by the dynamics. The group SU(4) is interesting because there exist center-breaking points in the Weyl chamber where some Polyakov loops vanish but not others, which would correspond to partial deconfinement (this extends to the SU(N ≥ 4) groups, as discussed in Appendix F; see also Ref. [21] ). However, we shall verify that these points never actually correspond to an absolute minimum of the background potential at LO.
A. Sp(2)
The algebra of Sp (2) is ten dimensional with a Cartan subalgebra of dimension two. The root diagram is represented in Fig. 14, together with the weight diagram of the fundamental representation. We can choose the roots ±α (1) = ±(1/2, −1/2) and ±α (2) = ±(1/2, 1/2) in terms of which the other roots can be obtained using linear combinations with integer coefficients: ±(α (1) + α (2) ) and ±(α (1) − α (2) ). Similarly, we can choose the weights ρ (1) = (1/2, 0) and ρ (2) = (0, 1/2). As discussed in
The system of roots α (red) for the Sp(2) algebra. We also show the weights ρ of the fundamental representation (blue). We have α
Sec. IV A, the lattice dual to the one generated by the weights ρ (j) gives translations that correspond to periodic winding transformations. This corresponds tō
). The lattice dual to the one generated by the roots α (j) gives the translations that correspond to general winding transformations. This corresponds toᾱ
(1) = 4πα (1) and α (2) = 4πα (2) . So contrary to the SU(2) and SU(3) cases, in the plane (r 3 /4π, r 6 /4π), only certain roots are associated to periodic winding transformations, namely ±(α (1) + α (2) ) and ±(α (1) − α (2) ). The other roots ±α (1) and ±α (2) are associated to nonperiodic winding transformations. We mention, however, that 2α
(1) and 2α (2) correspond again to periodic winding transformations. The various relevant translations in the Cartan plane (r 3 /4π, r 6 /4π) are represented in Fig. 15 . The Weyl chambers are obtained as before, i.e., by exploiting the reflections and the translations corresponding to the standard gauge transformations. This is described in Fig. 16 . The Brillouin square is made of four equivalent Weyl chambers, which are square triangles. Their symmetry group is Z 2 , made of the identity and the reflection about the short median of the triangle. This clearly corresponds to the center symmetry of the theory, as explained in Fig. 16 . It follows that all the points on the short median are center symmetric. As for SU(2), charge conjugation is nothing but a Weyl transformation and all the points in the Weyl chamber are charge-conjugation invariant.
We now study the LO potential. As before, it is convenient to decompose r =r kᾱ (k) in the dual basis {ᾱ (1) ,ᾱ (2) Brillouin zone. Periodic winding transformations correspond to translations along certain roots (red) in the plane (r3/4π, r6/4π), whereas nonperiodic winding transformations correspond to translation along the remaining roots (blue); see text. The Brillouin zone (associated to periodic winding transformations) is represented in orange. In addition to the winding transformations, we have the Weyl transformations which are generated by reflections with respect to axes orthogonal to the roots. charge conjugation corresponds to an inversion about the origin and is thus a Weyl transformation. orr 2 = 1/2 depending on which Weyl chamber one chooses. Using the one-loop formula (66) with the roots ±α (1) , ±α (2) , ±(α (1) + α (2) ) and ±(α (1) − α (2) ), we get, for the function (64), + ln 1 + e −2βεq − 2e −βεq cos(2π(r 1 −r 2 )) .
(99) Figure 17 shows a contour plot of the potential for increasing values of the temperature. At low temperatures, there is a single absolute minimum in each chamber, located at a center-symmetric point that moves along the center-symmetric segment as the temperature is varied.
We observe a first-order phase transition at a temperature T LO c /m 0.37, close to the corresponding LO value in the SU(3) theory.
Using Eq. (81) with the weights ±ρ
)/2, we obtain, for the Polyakov loop in the fundamental representation 4 at These separate the Brillouin zone in four square triangles (light orange) which thus correspond to four equivalent Weyl chambers. The Z2 symmetry group of the Weyl chamber corresponds to the center of Sp(2). Indeed, a nonperiodic winding transformation translates the Weyl chamber along one of the short (blue) vectors, as illustrated here as an example. The translated chamber (dark orange) can be brought back to its original location using three reflections, after which one obtains its mirror image about its short median (dashed line). It follows that the center-symmetric points are all the points of the median.
LO,
(0)
which vanishes if and only ifr 1 = 1 2 (mod 1) orr 2 = 1 2 (mod 1), that is, precisely on the center-symmetric segments.
B. SU(4)
The algebra of SU (4) is 15 dimensional with a Cartan subalgebra of dimension three. From the generalization of the Gell-Mann matrices, one obtains the roots ±α (1) , ±α (2) , ±α
, and ±α (6) = ±(α (3) − α (1) ), with The weights of the fundamental representation 4 are found to be
For later use, it will be helpful to obtain the Brillouin zone {ᾱ
, from which it also follows thatμ (j) = −4πα (j) . Then, according to the general discussion of Sec. IV A, periodic winding transformations correspond to translations of the background by vectors equal to 4π times any of the roots, while general winding transformations correspond to translations of the background by vectors equal to 4π times any of the weights (102) as was already the case for SU(2) and SU(3).
The Weyl chambers are identified following the same procedure as before. Combining Weyl transformations (reflections about planes orthogonal to the roots) and periodic winding transformations (translations by 4π along the roots), one obtains a family of reflection planes shifted by 2π along the roots, which divide the Cartan space in Weyl chambers. Let us proceed in two FIG. 18: The Brillouin zone and the Weyl chambers of SU(4). The vectorsᾱ (1) ,ᾱ (2) ,ᾱ (3) (blue) define the Brillouin zone.
The latter is composed of six tetrahedral Weyl chambers:
. Each chamber has two edges longer than the other four, namely the one connecting the origin to the sum of twoᾱ's and the one connecting oneᾱ to the sum of the threeᾱ's, as illustrated in the figure (red lines). These longer edges have length √ 2 while the others have length 3/2. The symmetry group of the Weyl chamber is D 2d and there is a single center-symmetric point at the barycenter of the tetrahedron such as, e.g., the one (red dot) located at (3/4, 1/2, 1/4) in the basis of the Brillouin zone.
steps. First, one easily shows
23 that the family of reflection planes along the roots α (1) , α (2) and α (3) actually defines cells equal to the Brillouin zones generated by the triad (ᾱ (1) ,ᾱ (2) ,ᾱ (3) ). In order to understand how the Brillouin zone is further divided, we need to examine its intersections with the remaining families of planes, associated to the roots α
, and α (3) − α (1) . Consider for instance the hyperplane orthogonal to α (1) − α (2) . It containsᾱ (3) as well as α (1) +ᾱ (2) . We obtain two other similar planes by permutingᾱ (1) ,ᾱ (2) , andᾱ (3) , as shown in Fig. 18 . Altogether they divide the Brillouin zone into six tetrahedra. A simple calculation shows that these tetrahedra have two nonadjacent edges that are longer than the other four, of equal length, by a factor of 2/ √ 3. Such an irregular tetrahedron, made of four identical isoceles triangles, is called a tetragonal disphenoid, whose symmetry group is the dihedral group D 2d , with eight elements. These are the identity, the three rotations by 23 To see this, consider the cell delimited by the planes containing the origin and orthogonal to α (1) , α (2) , and α (3) , and their respective translations by 2πα (1) , 2πα (2) , 2πα (3) . The vertices r connected to the origin obey the equations (r −2πα (j) )·α (j) = 0, r · α (j+1) = 0 and r · α (j+2) = 0, whose solutions are nothing but theᾱ (j) [we use (α (j) ) 2 = 1].
π around any of the axes which relate the midpoints of nonadjacent edges, the reflections about the two planes perpendicular to one of the long edges and containing the other, and the remaining two elements can be obtained by combining these. As before, these correspond to either elements of the center Z 4 = {1, i1, −1, −i1} of SU(4), charge conjugation, or any combination of these. The elements corresponding to nontrivial center transformations are those which result in cyclic permutations of the vertices 24 (0, 0, 0), (1, 0, 0), (1, 1, 0), and (1, 1, 1) . It is not difficult to convince oneself 25 that the element −1 corresponds to the rotation by π around the axis crossing the two longer edges whereas ±i1 are obtained by combining the two other rotations with any of the reflection planes described above. Finally, charge conjugation corresponds to one of these reflection planes-the other one being a combination of a nontrivial center transformation and charge conjugation.
Clearly, the only center-symmetric point is the intersection of the three rotation axes mentioned above, that is the barycenter of the tetrahedron. In the Weyl chambers containing the origin, represented on Fig. 18 , it is located at the coordinates (3/4, 1/2, 1/4) (dot in the figure) or any permutation of these, depending on the Weyl chamber one chooses.
As before, we decompose r =r kᾱ (k) , and we study the LO potential in the Brillouin zone (r 1 ,r 2 ,r 3 ) ∈ [0, 1] 3 . We have 
To simplify the presentation, we restrict the analysis to the charge-conjugation-invariant plane mentioned above, which contains one of the long edges and is orthogonal to the other one, as represented in Fig. 19 . Indeed, we do not expect charge-conjugation symmetry to be spontaneously broken so that at least one of the absolute minima of the potential should belong to that plane. We have explicitly checked that this is, indeed, the case. Figure 20 shows contour plots of the potential in this plane. At low temperatures, the minimum of the potential is at the center-symmetric point (upper panels), whereas we find a Z 4 quadruplet of degenerate minima at high temperatures (lower panels), located pairwise in the two reflection-symmetry planes of the tetrahedron. There is thus a pair of states in which the charge-conjugation symmetry remains unbroken. 26 We have checked that the transition is first order with T LO c /m ≈ 0.367, again, close to the value obtained for SU(3) at LO.
We compute the LO Polyakov loop in the fundamental representation 4 using Eq. (81). Observing that µ (j) − µ (4) = −α (j) for j = 1, 2, 3 and using r · α (j) = 2πr j , we have
(104) We can interpret the vanishing of (0) 4 (r) as the closure of a rhombus with external angles 2πr 1 , 2π(r 2 −r 1 ), 2π(r 3 − r 2 ) and 2π(r 1 −r 3 ) (mod 2π) up to permutations ofr 1 , r 2 , andr 3 . This implies 2πr 1 + 2π(r 2 −r 1 ) = π(mod 2π) and 2πr 1 = 2π(r 3 −r 2 ) + (mod 2π), that is,
In a given Weyl chamber, this corresponds to the segment joining the centers of the long edges of the tetrahedron, to which belong, in particular, the center-symmetric point, as exemplified in Fig. 18 . The corresponding segments in the other chambers of Fig. 18 are obtained by permutations ofr 1 ,r 2 andr 3 . The fact that 4 (r) vanishes on these segments is not an accident. It is because this function transforms nontrivially under center transformations which leave these segments invariant, namely, the element −1 of Z 4 , which corresponds to a rotation of the Weyl chambers by π around these axes. It follows that 4 (r) = 0 on these segments to all orders. As announced, we conclude that 26 As discussed previously in the SU(3) case, there are various a priori equivalent definitions of charge conjugation in the pure gauge theory which are the center-transformed versions of one another. In the present case, the Z 4 -transformed versions of the charge-conjugation reflection-symmetry are the reflection itself (obtained by applying the element −1 of Z 4 ) and the other reflection-symmetry of the Weyl chamber with respect to a plane (obtained by applying the elements ±i1 of Z 4 ). At LO, the absolute minima of the potential in the Z 4 broken phase sit pairwise in the two reflection-symmetry planes. there exist center-breaking points where some Polyakov loops still vanish [21] . Clearly, this concerns all Polyakov loops in representations of N -ality 1 or 3, such as 4 or 4, which are sensitive to the element −1 of Z 4 . Remarkably, we have found, in the explicit LO calculation given above, that such points are never absolute minima of the potential and are thus not physically realized. Still, it is interesting to remark that, contrary to the cases of the SU(2), SU(3), and Sp(2) theories, the vanishing of the Polyakov loops in the first pair of fundamental representations-here, 4 and4-is not sufficient a priori to conclude that center-symmetry is manifest and, thus, that all sources with nonvanishing N -ality are confined, even at LO. This has to do with the fact that these representations do not exhaust all possible N -alities in the SU(4) case. In fact, there is another fundamental (real) representation, denoted 6, with N -ality 2. 27 Clearly, the Polyakov loop function in this representation, 6 (r), is invariant under the element −1 of the center and it has no reason to vanish on the above-mentioned segments. In contrast 6 (r) directly probes the elements ±i1 of Z 4 . It reads, at LO,
Re (e
where ±ν (j=1, 2, 3) are the weights of 6 with
(107) After some algebra, we get 
The vanishing of the real function 
In the considered Weyl chamber, the unique solution r 1 = 3/4 is the center-symmetric point. We conclude that the conditions
6 (r) = 0 uniquely specify the center-symmetric points at LO and thus the vanishing of all Polyakov loops in representations of nonzero N -ality. In other words, at this approximation order, confinement of static sources in the ensemble of fundamental representations (in fact in any set of representations that span all possible N -alities) implies confinement in all representations of nonzero N -ality.
Finally, we mention that one can alternatively consider other observables that probe the various elements of the center in order to fully characterize the possible centersymmetric points [21, 58] . For instance, in the SU(4) case, tr L 2 4 is invariant under the element −1 of the center but probes the elements ±i1. This observable 27 In general, there are d C fundamental representations [62] .
has the advantage on tr L 6 , considered above, that it is simpler to compute, at least at LO, where it simply amounts to the replacement r → 2r:
where it it understood that the right-hand side must be evaluated at the minimum of the potential. The disadvantage of this observable is that its interpretation in terms of confinement is not obvious; see, however, Ref. [58] . Nevertheless, the condition that this observable vanishes trivially yields 2r 2 = 1 2 (mod 1) and 2r 3 = 2r 1 − 1 2 (mod 1) . (111) up to permutations of ther i 's. As expected, the sets of lines (105) and (111) intersect only at the centersymmetric points. We provide a generalization of this discussion to the SU(N ) groups in Appendix F.
IX. CONCLUSIONS
We have investigated the phase structure and some aspects of the thermodynamics of non-Abelian gauge theories in a perturbative framework based on a simple massive extension of the LDW gauge-fixed action. In particular, we have computed the NLO contributions to both the background-field effective potential and the Polyakov loop in an arbitrary unitary representation for any compact and connex Lie group with a simple Lie algebra. This generalizes our previous work [46] for the SU(2) theory. For the SU(3) theory, we have shown that NLO corrections lead to a quantitative improvement of the value of the transition temperature-although one has to keep in mind the issue of scale setting-and to dramatic qualitative improvements in the behavior of thermodynamic observables. Both the negative pressure and entropy and the presence of a spurious singularity where the modulus of the Polyakov loop becomes exactly 1 disappear when NLO corrections are included. This was already observed in the SU(2) case.
Finally, we have studied the phase structure of the Sp(2) and SU(4) theories, for which the relation between confinement and center symmetry is not as simple as in the SU(2) and SU(3) cases. Our massive description correctly predicts first-order phase transitions in d = 4. It is worth emphasizing that, although the transition may become second order in lower dimensions, e.g., for SU (3) and Sp(2) in d = 3 [54] , our LO results still predict a first-order transition. However, unlike the SU(2) case, where the second-order nature of the transition (in any dimension) is simple to understand at the LO level, the fact that the first-order transition of SU (3) and Sp (2) in d = 4 becomes second-order in d = 3 is a nontrivial effect hardly describable by perturbative means. An instructive analogy can be made with the Potts model in statistical physics. 28 The three-states Potts model exhibits a first-order transition in d ≥ 3, which becomes continuous (second order) in d = 2 [70] . This change in the order of the phase transition cannot be captured by a simple mean-field or perturbative analysis.
The present results corroborate our previous findings [45, 46] , namely, that various qualitative and quantitative aspects of the confinement-deconfinement transition in YM theories can be accurately captured by a simple massive extension of the LDW gauge. The latter is motivated by the issue of Gribov ambiguities in the standard FP quantization and appears to be a better starting point than the standard FP action for an efficient perturbative description. Of course, this does not solve all the problems. Related to the fundamental issue of understanding the dynamical generation of the gluon mass is the question of T 4 contributions to the pressure at low temperatures. These are due to the presence of massless degrees of freedom, precisely those which are responsible for the very existence of a confined phase in the present approach; see also Ref. [7] . This is a serious issue which requires further investigation.
Another feature of the present NLO result, already present in the SU(2) case [46] , is the rapid rise of the Polyakov loop above the transition temperature, at odds with lattice data, which exhibit a much slower increase [20, [71] [72] [73] . We expect that this could be resolved by taking into account renormalization group improvement and by including hard thermal loop effects at high temperature. A recent study of these aspects in the FRG approach has been performed in Ref. [66] , which yields a good comparison with the renormalized Polyakov loop computed on the lattice.
In the FP quantization, this simply follows from the local nilpotent BRST symmetry of the gauge-fixed action. It is a question whether this property remains valid in a quantization scheme where Gribov ambiguities are properly taken into account, which usually leads to an explicit (soft) breaking of the BRST symmetry. Here, we show how this property is altered by the soft breaking of the (nilpotent) BRST symmetry due to a bare gluon mass. It would be of interest to investigate this question in the (refined) Gribov-Zwanziger quantization as well.
Consider the generating functional
with X = (a µ , c,c, h) and A µ =Ā µ + a µ . For a given backgroundĀ µ , the gauge-fixed action S, given by Eq. (13), is invariant under a non-nilpotent BRST-like symmetry, whose action on the fluctuating fields is
One sees that s 2 a µ = s 2 c = 0, whereas s 2 ∝ m 2 0 in the sector (c, ih). In the following it is useful to explicitly separate the gluon mass term in the action. We write
where S YM is the Yang-Mills action (6),
is the FP action corresponding to the LDW gauge and
is the bare mass term [here, we employ rescaled fields, i.e., X → g 0 X, as compared to Eq. (13)]. Let us analyze Z[J,Ā + α] for an arbitrary variation α µ of the background field. Under the functional integral (A1), we change a µ → a µ − α µ so that A µ remains unchanged. The source term and S YM , which only depend on A µ =Ā µ + a µ , are unchanged. The variation of the FP contribution S FP is best written by noticing that
with s is the BRST symmetry operation defined above. The covariant derivative on the right-hand side only involves A µ and the variation of S FP under the changē A µ →Ā µ + α µ is, thus, simply
Finally, the mass term is changed to
Altogether, we have
where the bracket denotes an average in the presence of the source J µ , that is, with the action S + x (J µ ; A µ ). Considering an infinitesimal variation, we get the symmetry identity (in the following, we work in a standard Cartesian basis {it a })
The partition function is obtained from Eq. (A1) at vanishing source:
Because s is a symmetry of the theory at vanishing source, we have sD µc J=0 = 0 and, thus,
where, by definition, a
, with the notations of Sec. III A. We recover the fact that, in the FP quantization, which ignores the issue of Gribov ambiguities and which corresponds to taking m 0 = 0, the partition function is independent of the background, as it should be. In the present massive theory, we conclude that the functional derivative (A13) vanishes when evaluated at a self-consistent background fieldĀ =Ā s , defined as A min (Ā s ) =Ā s :
We see that, although the soft BRST breaking mass term spoils the exact background field independence of the partition function, 30 , the latter is recovered locally for self-consistent backgrounds. We emphasize though that this is not yet enough as certain properties used 29 Notice that, using the LDW gauge conditionDµaµ = 0, one recovers from Eq. (A13) thatDµ(δ ln Z[Ā]/δĀµ) = 0, which is nothing but the statement of the invariance of Z[Ā] under the formal gauge transformationĀ →Ā U . 30 Interestingly, in the context of the gauge-fixing procedure put forward in Ref. [27] the bare mass must be sent to zero together with the bare coupling in the continuum limit, hence, possibly implying the background field independence of the partition function. This needs to be investigated further. 
Now, from the relation
one has, by definition,
For a self-consistent backgroundĀ s , defined as A min (Ā s ) =Ā s , one thus has J(Ā s ,Ā s ) = J(A min (Ā s ),Ā s ) = 0, and, using Eqs. (A17) and (A14),
As announced, a self-consistent background is always an extremum ofΓ[Ā].
Appendix B: Complexified algebra and canonical bases
For completeness, we here gather some known material on how the canonical or Cartan-Weyl bases of the algebra are introduced. We refer for instance to Ref. [62] for more details.
The original algebra G is real. We can extend it to a complex algebra by considering G × G ≡ G ⊕ iG. A general element of the complexified algebra can be written as Z = (X, Y ) ≡ X + iY , where X, Y ∈ G, and we define its complex conjugate as Z * = X − iY for later use. An element of G can be seen as an element of the complexified algebra through the identification (X, 0) ≡ X. The elements of G are thus real in the sense that X * = X, whereas those of iG are purely imaginary in the sense that (iY ) * = −iY . The Lie bracket is extended on the complexified algebra as
and the invariant form as
These extensions have the same properties as the original definitions on the real algebra G. In particular, the extended form is bilinear symmetric, that is (Z 1 ; Z 2 ) = (Z 2 ; Z 1 ), and obeys Eq. (5). Even though it is convenient to work with this particular extension of the invariant form, we shall also consider the sesquilinear symmetric form
which obeys
1 . An important difference with respect to the bilinear symmetric extension ( ; ) is that
It follows in particular that, for a purely imaginary element iY ∈ iG of the complexified algebra,
and thus the operator ad iY ≡ [iY, ], acting on G ⊕ iG, is Hermitian with respect to the sesquilinear symmetric form ; .
Let us now use these considerations to solve the set of equations ad iHj (X) ≡ [iH j , X] = λ j,X X, where {iH j } is a basis of a Cartan subalgebra of the (real) algebra G. From the above discussion we know that the operators ad Hj are Hermitian with respect to ; . They can thus be diagonalized. Moreover, since [ad Hj , ad H k ] = ad [Hj ,H k ] = 0, one can find a common basis of diagonalization. Since [H j , H k ] = 0, each H j is a common eigenvector to all the ad H k with corresponding eigenvalue 0. 31 We note also that the sesquilinear form ; is nondegenerate and negative definite, whereas the bilinear symmetric form ( ; ) is only non-degenerate but has no definite sign on the complexified algebra. In particular, it is positive definite on iG.
The common basis of diagonalization can thus be chosen of the form {iH j , iE α }, such that ∀j,
Each label α denotes a nonzero real-valued vector called a root. Its number of components is equal to the dimension of the Cartan subalgebra. It is useful to think of j as labeling a quantum number corresponding to the "observable" (Hermitian operator) ad Hj · = [H j , ·]. Each (color) state E α of the system is characterized by a collection of quantum numbers α j that can be represented by a vector α in the Cartan space. The states H j are particular in the sense that their quantum numbers are all equal to zero and are thus represented by the null vector.
It can be shown that the eigenspace associated to a given root α is one-dimensional [62] . This has various important consequences. First of all, by considering the complex conjugate of the above commutation relation and using that H j ∈ iG, we obtain [H j , E * α ] = −α j E * α . It follows that, for any root α, −α is another root and E −α is proportional to E * α . In what follows we split the roots into two subsets related by α → −α and we choose normalizations such that E −α = −E * α . 32 We also have
If α + β is a root, we conclude that [E α , E β ] = N αβ E α+β for some coefficients N αβ . If α + β = 0, Eq. (B9) implies [E α , E −α ] = u j H j for some coefficients u j . Finally, if α + β is neither a root nor a zero, we have [E α , E β ] = 0. Without loss of generality, we can choose the H j such that (H j ; H k ) = − H j ; H k = δ jk (recall that the form ; is negative definite). Then
With the normalization (E −α ; E α ) = − E α ; E α = 1, we have u j = α j . The values of the coefficients N αβ can also be computed; see, for instance, Ref. [62] . We note that, by complex conjugation of [E α , E β ] = N αβ E α+β and, since E *
Let us finally discuss the components of the form ( ; ) in the basis {iH j , iE α }, that is, the various scalar products of the elements of the basis with respect to this form. We 32 In the case of a compact Lie group, we can assume that the elements of G are anti-Hermitian matrices. If Eα = X + iY , we have
(B11) Because this is true for any j and k and because the roots are nonzero, it follows that (H j ; E α ) = H j ; E α = 0. Similarly,
We conclude that, with our choice of normalization, (E α , E β ) = δ α+β,0 or, equivalently, E α ; E β = −δ α,β . These results could have been anticipated since the E α are eigenvectors of Hermitian operators and different E α correspond to different eigenvalues. They are thus orthonormal with respect to the sesquilinear symmetric form ; . We note finally that if
Appendix C: Casimirs
For a given irreducible unitary representation t κ → t R κ , the Casimir operator is defined as
Introducing the weights of the representation (see Sec. VI), we can consider the matrix element µ, a|...|µ, a of the previous identity and we obtain
with µ 2 = j µ 2 j . For the adjoint representation, the generators act through the commutator and the weights are either the roots or the zeros so that, choosing µ = 0 (j) , we obtain
we also have
Appendix D: Background field potential at NLO Starting from Eqs. (67)- (75), we follow the steps of Ref. [46] for computing Matsubara sums and angular momentum integrals in the SU(2) case. We get
dk n εq+k + (n εq+k + n k )Re n εq−ir·α + (n εq+k + n εq )Re n k−ir·α × Re ln (ε q + k + i0
dk (n k−εq + n k )Re n εq−ir·α + (n εq−k + n εq )Re n k−ir·α × Re ln (ε q − k + i0 Re (n εq−ir·α n ε k −isr·β + n εq−ir·β n ε k −isr·γ + n εq−ir·γ n ε k −isr·α )
dk Re (n q−ir·α n k−isr·β + n q−ir·β n k−isr·γ + n q−ir·γ n k−isr·α )
× Re ln (q + sk + i ) 2 − (ε k+q ) dk Re (n εq−ir·α n k−isr·β + n εq−ir·β n k−isr·γ + n εq−ir·γ n k−isr·α + n εq−ir·β n k−isr·α + n εq−ir·γ n k−isr·β + n εq−ir·α n k−isr·γ )
× Re ln (ε q + sk + i ) 2 − (k + q)
where * α and * α,β,γ denote, respectively, the sum over the pairs of roots (α, −α) and the sum over the pairs of triplets of roots ((α, β, γ), (−α, −β, −γ)) such that α + β + γ = 0. The first seven lines of the above formula are SU(2)-like. The remaining five lines only appear when there is more than one pair of charged color states.
We can obtain the high-temperature limit by following the same approach as in Ref. [46] . We arrive at |N αβ | 2 P 2 ({r · α})P 2 ({r · β}) + P 2 ({r · β})P 2 ({r · γ}) + P 2 ({r · γ})P 2 ({r · α}) − g 2 2π 4 * α,β,γ |N αβ | 2 P 2 ({r · α})P 3 ({r · β}) + P 2 ({r · β})P 3 ({r · γ}) + P 2 ({r · γ})P 3 ({r · α}) + P 2 ({r · β})P 3 ({r · α}) + P 2 ({r · γ})P 3 ({r · β}) + P 2 ({r · α})P 3 ({r · γ}) , (D3) with {r · α} the remainder in the (Euclidean) division of r · α by 2π, and 
and thus e τ gĀ = µ,a e iτr·µ |µ, a µ, a| .
We then need to evaluate the color trace tr t 
Because this trace needs to be contracted with the propagator G λκ (τ, 0), we only need to consider κ = λ = 0 (j) and λ = −κ = α. In the first case, we have µ = µ and a = b and the trace (E3) becomes
where mul(µ) is the degeneracy of the weight µ. To deal with the second case, we remark that 
It follows that t R α |µ a is either equal to zero or it has a definite weight equal to α + µ. The trace (E3) is then such that µ = µ + α and is rewritten as 
where |µ + α, b should be understood as 0 if µ + α is not a weight.
We thus get for the one-loop contribution (82) of the Polyakov loop 
with the function a(T, x) defined in Eq. (84), which is strictly positive if m > 0, we get 
We can change α to −α, µ to µ + α and a ↔ b in the last line. We note that the set of roots is invariant under α → −α. Moreover µ + α, b|t R α |µ, a 2 selects those µ + α which are weights and, for a given µ, µ + α explores all the weights of the representation as α is varied because the representation is irreducible. It follows that, upon the change of variables, the domains over which µ and α are summed over remain the same. Upon exploiting this fact, as well as the properties a(T, x) = a(T, −x) and µ + α, b|t 
The contribution between curly brackets is independent of µ and is equal to the Casimir C R of the representation; see Eq. (C2). We then end up with As discussed in Sec. VIII for the SU(4) case, demanding that the Polyakov loop functions R (r) = 0 for only a subset of representations is usually not sufficient to uniquely select the (ensemble of) center-symmetric point(s) in the Weyl chamber. Clearly, a necessary requirement is to demand that the Polyakov loop functions vanish in at least one representative of each N -ality class, e.g., 2 = 0 for SU(2), 3 = 3 = 0 for SU(3), or 4 = 4 = 6 = 0 for SU (4) . In the main text, we have proven that this is also a sufficient condition for center symmetry at LO in these groups. Here, we generalize this discussion to SU(N ).
The center group of SU(N ) is Z N and the Cartan subalgebra is of dimension N − 1. The various irreducible representations of the group can be described in terms of Young tableaux, whose number of boxes gives the N -ality of the representation. Demanding that the Polyakov loop function in the first pair of (conjugate) fundamental representations (N,N) vanishes gives two real constraints 33 and yields a hypersurface of dimension N − 3 in the Cartan space. But these representations are of respective N -alities 1 and N − 1 and the associated Polyakov loops only probe a subset of Z N . 33 In practice it is sufficient to demand that only one of these Polyakov loop vanishes since, for two conjugate representations R andR one has R = * R .
There are, in fact, N −1 independent fundamental representations, which span the whole set of nontrivial Nalities. These are given by all possible Young tableaux with one column of k boxes, with 1 ≤ k ≤ N − 1. Assuming that these are indeed independent conditions, this reduces the ensemble of solutions to a countable set of points in the Weyl chamber. Further assuming that this only contains center-symmetric points would directly imply that all other Polyakov loops in representations of nonzero Nality vanish. We believe these are reasonable assumptions although we have not found a rigorous proof.
In Sec. VIII we have also mentioned the possibility to probe the center symmetry through observables such as tr(L N ) k , where L N is the Polyakov loop operator (10) in the fundamental representation of lowest dimension [21, 58] . To probe all the elements of the center Z N , one needs to require at least that tr(L N ) k = 0 for 1 ≤ k ≤ N − 1. At LO, we have tr(L N ) k =
N (kr) and we have a priori 2(N − 1) real constraints. However, using the Cayley-Hamilton theorem together with the fact that L N is a unitary matrix, one reduces the number of independent constraints to at most N − 1. As above, this reduces the ensemble of solutions to a countable set. The latter obviously includes all the center-symmetric points and it is reasonable to assume that there are no other solutions.
