Abstract. We consider an equation (1) 
§1. Introduction
In this paper, we consider a Sturm-Liouville equation By a solution of equation (1.1), we mean any function y(x) such that y(x), y (x) ∈ AC loc (R), and equality (1.1) holds almost everywhere on R. Throughout this section, we assume all of the above conventions are fulfilled. Our goal is to find the requirement for q(x) which guarantees the correct solvability of (1.1) in the given space L p (R), p ∈ [1, ∞] . We say that equation (1.1) is correctly solvable in L p (R) if assertions I) and II) hold: I) for every f (x) ∈ L p (R) there is a unique solution of (1.1) y(x) ∈ L p (R); II) there is an absolute positive constant c(p) such that the solution of (1.1) y(x) ∈ L p (R) satisfies the inequality
Let us emphasize that in I) and II) there are no additional requirements to y(x) (as, for example, some boundary conditions on ± ∞ (see [1] , [2] ), or specific representation of y(x) (see [3] )). Thus I) and II) hold or fail depending only on the properties of q(x). In particular, if one replaces (1.2) by the stronger condition (1.4), 0 < ε ≤ q(x) ∈ L loc 1 (R), ε = const, (1.4) then equation (1.1) is correctly solvable in L p (R) for all p ∈ [1, ∞] (see Theorem 1.2 below). Therefore, the question of whether I) and II) hold only arises when the graph of q(x) is not separated from the number axis; for example, as in the cases a), b), c):
We now present the main results of the paper, Theorems 1.1 and 1.2. First define auxiliary functions d(x) and q * (x). We temporarily suppose that together with (1.2), q(x) also satisfies (1.6):
For every x ∈ R equation (1.7) has a unique finite positive solution [4] . Let d(x) be the solution of (1.7) for x ∈ R, q * (x)
and is a Steklov type average [5] with step d(x) for the function q(t) at point t = x, because (1.7) immediately implies
The functions d(x), q * (x) were introduced by M.O. Otelbaev [7] .
, if and only if condition (1.6) and (1.9) hold together:
In particular, one of the following assertions A) and B) holds:
Note the following feature of Theorem 1.1 which is important for its applications: the function q * (x) can be computed only for some particular q(x). At the same time, in order to apply Theorem 1.1, instead of the values of q * (x), it suffices to know their two-sided estimates (sharp by order). Such inequalities can be obtained for a sufficiently large class of functions q(x) (see §4). Moreover, a useful complement to Theorem 1.1 is Theorem 1.2, which is equivalent to Theorem 1.1.
See §4 for more details concerning the techniques for application of Theorems 1.1 and 1.2, where we study equations (1.1) with coefficients (1.5). Finally, we stress that the equivalent Theorems 1.1 and 1.2 are different in what concerns applications.
Criterion (1.10) is expressed in terms of the function q(x) and not of its average q * (x) (see (1.9)), and is therefore more convenient for checking correct solvability in L p (R) of concrete equations (1.1) (see §4). At the same time, criterion (1.9) is applied more often than (1.10) when studying general properties of the solutions of (1.1) or objects related to (1.1). See proof of the "sufficiency part" for Theorem
in §2 and [1], [2], [3], [4], [5] for more details. §2. Proof of the first criterion
In this section, we prove Theorem 1.1 (the first criterion). Throughout the sequel, we denote by c absolute positive constants which are not essential for exposition and may differ even within a single chain of computations.
I. Proof of Theorem 1.1 for
. To verify inequalities (1.6), assume the contrary: let one of the integrals (1.6) be zero for some
, and τ = τ 1 + τ 2 . Let us also introduce functions ϕ n (x), n = 1, 2, . . . , y 0 (x), and a set U :
and supp ϕ n (·) ∩ supp ϕ m (·) = ∅ for n = m. Therefore, in (2.3), the sum representing y 0 (x) contains at most one nonzero summand or equals zero. Hence
From (2.1) and (1.2), it follows that q(x) = 0 almost everywhere on R + . Hence almost everywhere on R we have
Since q(x) = 0 almost everywhere on R + , we have
But y 0 (x) ≡ 0 for x ∈ R + \ U, and therefore
Assuming that in (2.7) |c 1 | + |c 2 | = 0, we get a contradiction:
a contradiction. Hence inequalities (1.6) hold. Let us now check (1.9). Fix x ∈ R and consider a Cauchy problem
We need some auxiliary assertions.
Lemma 2.1. Under conditions (1.2) and (1.6), the solution y(t) of problem (2.8) -(2.9) satisfies the following relations:
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from (2.11), (2.10) and (1.7), we obtain
To prove (2.13), we integrate (2.8) over [x, t], x ≤ t taking into account (2.9), we obtain y (t); the estimate for |y (t)| now follows from (2.12) and (1.7):
.
Inequality (2.13) for t ∈ [x − d(x), x]
can be proved in a similar way.
Turn to (1.9). Fix x ∈ R and introduce a function
Here y(t) is the solution of (2.8) -(2.9). A straightforward computation shows that z(t) is a solution of (2.15) with the right-hand side f 1 (t) given in (2.16):
(2.16) Below we estimate the norms f 1 p and z p using Lemma 2.1 and the property of ϕ(·):
, we have inequality (1.3) with y(t) = z(t), f (t) = f 1 (t), t ∈ R. Now, in addition to (2.18), we estimate z p from below. By
Lemma 3.1 and the definition of ϕ(·), for
, we obtain the following relations:
(2.19) Now, (2.19) and (1.30) imply
Remark. Test function (2.14) was first used in [8] with another purpose (see also [7, ch.VII, §7] .
II. Proof of Theorem 1.1 for p = ∞. Necessity. Let equation (1.1) be correctly solvable in C(R).
To verify inequalities (1.6), assume the contrary: for some x = x 0 one of the integrals (1.6) equals zero. Suppose that (2.1) holds. Let us introduce functions ψ n (x), n = 1, 2, . . . ,ỹ 0 (x), and a setŨ 0
(2.21)
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Hence there exists a solution z 0 (x) ∈ C(R) of equation (1.1) with the right-hand sidef 0 (x), x ∈ R. Then
In (2.24), c 0 , c 1 are constants. Sinceỹ 0 (x) ≡ 0 for x ∈ R \Ũ 0 and z 0 C(R) < ∞, we have c 1 = 0. Furthermore, for x n = n 6 from (2.24), it follows that
a contradiction. Hence inequalities (1.6) hold. Now to prove (1.9) for p = ∞, one must repeat, word for word, the corresponding argument from I.
III. Proof of Theorem 1.1. Sufficiency. To prove the "sufficiency part" of Theorem 1.1, we use assertions from [4], [6] . Let us introduce necessary definitions and facts. 
Let G(x, t), x, t ∈ R, be the Green's function
x≤ t, (2.27) corresponding to (1.1).
Theorem 2.2 ([6]). For G(x, t) one has the following representation:
Remark. For the proof of (2.28) under conditions (1.2) and (1.6), see [4] .
Theorem 2.3 ([4]
). Suppose that (1.6) holds. Then for x ∈ R one has inequalities
then assertions I) and II) from §1 hold.
Thus, according to Theorem 2.4, in order to prove Theorem 1.1 it is sufficient to check that the inequality (2.30) is fulfilled subject to (1.6) and (1.9). The latter follows from the relations 
Sufficiency. Let (3.1) hold. Assume the contrary:
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use (1.9) hold. This implies that q 0 (a) > 0 for some a > 0. Let us prove this ad absurdum. Thus let q 0 (a) = 0 for every a > 0. Fix a sequence {a n } ∞ n=1 such that 0 < a 1 < a 2 < · · · < a n < . . . , lim n→∞ a n = ∞. Then for every n = 1, 2, . . . , there is x n such that a n xn+an xn−an
Let us now fix some ε > 0. Clearly, a n0 ≥ ε −1 for some n 0 = n 0 (ε). Then by (3.2), 1 ε In this section, we consider equations (1.1) with coefficients (1.5).
Example (1.5a). Application of Theorem 1.1. As we mentioned (see §1), to apply Theorem 1.1, we need some additional information on properties of q * (x). Such information can be derived from assertions such as Theorem 4.1. 
