This paper investigates the joint source-channel coding problem of sending a memoryless source over a memoryless degraded broadcast channel. An inner bound and an outer bound on the achievable distortion region are derived, which respectively generalize and unify several existing bounds. Moreover, when specialized to Gaussian source broadcast or binary source broadcast, the inner bound and outer bound could recover the best known inner bound and outer bound in the literature. Besides, the inner bound and outer bound are also extended to Wyner-Ziv source broadcast problem, i.e., source broadcast with degraded side information available at decoders. Some new bounds are obtained when specialized to Wyner-Ziv Gaussian case and Wyner-Ziv binary case.
I. INTRODUCTION
As stated in Shannon's source-channel separation theorem [1] , cascading source coding and channel coding does not lose the optimality for the point-to-point communication systems. This separation theorem does not only suggest a simple system architecture in which source coding and channel coding are separated by a universal digital interface, but also guarantees that such architecture does not incur any asymptotic performance loss. Consequently, it forms the basis of the architecture of today's communication systems. However, for many multi-user communication systems, the optimality of such a separation does not hold any more [2] , [3] . Therefore, an increasing amount of literature focuses on joint sourcechannel coding (JSCC) in multi-user setting.
One of the most classical problems in this area is JSCC of transmitting a Gaussian source over average power constrained K-user Gaussian broadcast channel. Goblick [2] observed that when the source bandwidth and the channel bandwidth are matched (i.e., one channel use per source sample) linear uncoded transmission (symbol-to-symbol mapping) is optimal. However, the optimality of such a simple linear scheme cannot be extended to the case of the bandwidth mismatch. One way to approximately characterize the achievable distortion region is finding its inner bound and outer bound. For inner bound, analog coding schemes or hybrid coding schemes have been studied in a vast body of literature [4] , [3] , [5] , [6] . For 2user Gaussian broadcast communication, Prabhakaran et al. [6] gave the tightest inner bound so far, which is achieved by hybrid digital-analog (HDA) scheme. On the other hand, Reznic et al. [7] and Tian et al. [8] derived a nontrivial outer bound for 2-user or K-user Gaussian broadcast problem by the method of introducing one or more auxiliary random variables.
But this bound is nontrivial only for bandwidth expansion case (channel symbol rate is larger than the source symbol rate) [9] . Beyond Gaussian broadcast communication, Minero et al. [13] considered sending memoryless correlated source transmitted over memoryless multi-access channel and derived an inner bound using a unified framework of hybrid coding.
Besides, in [5] , [15] , [16] Wyner-Ziv source communication problem was investigated in which side information of the source is available at decoder(s). Shamai et al. [5] studied the problem of sending Wyner-Ziv source over point-to-point channel, and proved that for such communication system separate coding (which combines Wyner-Ziv coding with channel coding) does not incur any loss of optimality. Nayak et al. [15] and Gao et al. [16] investigated Wyner-Ziv source broadcast problem, and obtained a trivial outer bound by simply applying cut-set bound (the minimum distortion achieved in point-topoint setting) for each receiver.
In this paper, we consider JSCC of transmitting a memoryless source over K-user memoryless degraded broadcast channel, and give an inner bound and an outer bound on the achievable distortion region. The inner bound is derived by a unified hybrid coding which is inspired by [13] , and the outer bound is derived by introducing auxiliary random variables as in [7] and [8] . Both these bounds are generalization and unification of several existing bounds in the literature. Therefore, our inner bound could recover best known performance achieved by hybrid codes and our outer bound could recover the best known outer bounds given by Tian et al. [8] and Khezeli et al. [10] , when specialized to Gaussian source broadcast and binary source broadcast. Besides, we also extend the inner bound and outer bound to Wyner-Ziv source broadcast problem, i.e., source broadcast with degraded side information at decoders. When specialized to Wyner-Ziv Gaussian case and Wyner-Ziv binary case, our outer bound reduces to two new outer bounds.
II. PROBLEM FORMULATION AND PRELIMINARIES
Consider the source broadcast system shown in Fig. 1 . The discrete memoryless source (DMS) S n is first coded into X n using source-channel code, then transmitted to K receivers through a (physically) degraded discrete memoryless broadcast channel (DM-BC) p Y1Y2···Y K |X (X → Y 1 → Y 2 → · · · → Y K forms a Markov chain), and finally, the receiver k produces source reconstructionŜ n k from the received signal Y n k . Definition 1. An n-length source-channel code is defined by the encoding function x n : S n → X n and a sequence of decoding functionsŝ n k : Y n k →Ŝ n , 1 ≤ k ≤ K, where S,Ŝ 1 , X , and Y k denote the alphabets of source and reconstructions as well as channel input and outputs, respectively.
For
any n-length source-channel code, we define the induced distortion as Ed S n ,Ŝ n
Definition 2. We say the distortion tuple (D 1 , D 2 , · · · , D K ) is achievable if there exists a sequence of source-channel codes such that for 1 ≤ k ≤ K,
Definition 3. The admissible distortion region is defined as
The admissible distortion region R only depends on the marginal distributions of p Y1Y2···Y K |X , hence for broadcasting source over stochastically degraded channel it suffices to only consider physically degraded channel [7] . In addition, Shannon's source-channel separation theorem shows that the minimum distortion for transmitting source over point-topoint channel satisfies R (D k ) = C k , where R (· ) is the ratedistortion function of the source and C k is the capacity of the channel of the receiver k. Therefore, the optimal distortion in point-to-point setting (Shannon limit 
Obviously,
where R * is named trivial outer bound.
In the system above, source bandwidth and channel bandwidth are matched. In this paper, we also consider the communication system with bandwidth mismatch, whereby m samples of a DMS are transmitted through n uses of a DM-BC. For this case, bandwidth mismatch factor is defined as b = n m .
III. SOURCE BROADCAST

A. General Source Broadcast
Now, we bound the distortion region for source broadcast communication. First, define 1 For simplicity, all the alphabets of reconstructions at different receivers are set to be the same, and so are the distortion measures. Note that all the results in this paper still hold when alphabets of reconstructions or distortion measures are set to be different.
Note that C DBC is the capacity of degraded channel p Y1Y2···Y K |X . Then we have the following theorem. The proof is given in [17] due to the space limitation.
Remark 1. The inner bound in Theorem 1 can be easily extended to a Gaussian or any other well-behaved continuousalphabet source-channel pair by standard discretization method [14, Thm. 3.3] , and moreover for this case the outer bound still holds. Theorem 1 can be also extended to the case of source-channel bandwidth mismatch, where m samples of a DMS are transmitted through n uses of a DM-BC. This can be accomplished by replacing the source and channel symbols in Theorem 1 by supersymbols of lengths m and n, respectively. Besides, Theorem 1 could be also extended to the problem of broadcasting correlated sources (by modifying the distortion measure) or source broadcast with channel input cost (by adding channel input constraint).
The inner bound R (i) in Theorem 1 is achieved by a unified hybrid coding scheme depicted in Fig. 2 . In this scheme, the codebook has a layered (or superposition) structure, and consists of randomly and independently generated codewords
At encoder side, upon source sequence S n , the encoder produces digital messages W K , · · · , W 1 with W k meant for receiver k. Then, the codeword V n 1 (W K , · · · , W 1 ) and the source sequence S n are used to generate channel input X n by symbol-to-symbol mapping x (v 1 , s). At decoder sides, upon received signal Y n k , decoder k could reconstruct W K , · · · , W k (and also V n k (W K , · · · , W k )) losslessly, and thenŜ n k is produced by symbol-to-symbol mappingŝ k (v k , y k ). Such a scheme could achieve any (D 1 , D 2 , · · · , D K ) in the inner bound R (i) .
To reveal essence of such hybrid coding, the digital transmission part of this hybrid coding can be roughly understood as a cascade of successive-refinement source-coding and broadcast channel-coding, which share a common codebook. According to [14, Thm. 13.3] , the encoding operation of successive-refinement source-coding with rates Fig. 2 . Unified hybrid coding used to prove the inner bound in Theorem 1. 
Since the proposed hybrid coding satisfies these two sufficient conditions, V n k (W K , · · · , W k ) could be losslessly transmitted to receiver k. Note that such informal understanding is inaccurate owing to the use of symbol-by-symbol mapping, but it provides the rationale for our scheme. Besides, a similar hybrid coding scheme for sending correlated sources over multi-access channel could be found in [13] .
The outer bound R (o) in Theorem 1 are derived by introducing auxiliary random variables U 2 , U 3 , · · · , U K . This proof method could also be found in [8] , [10, Thm. 2] and [11, Lem. 1] . In [8] it is used to derive the outer bound for Gaussian source broadcast, and in [10, Thm. 2] and [11, Lem. 1] it is used to derive the outer bounds for sending memoryless source over 2-user general broadcast channel. A deeper understanding of this proof method of introducing auxiliary random variables has been given by Khezeli et al. in [11] . pŜ 1 ···Ŝ K |S witĥ S k (Ŝ k , · · · ,Ŝ K ) can be considered as a virtual broadcast channel realized over physical broadcast channel p Y1···Y K |X , and hence given any test distribution p U2···U K |S for pŜ 1 ···Ŝ K |S , one can find a corresponding test distribution p V2···V K |X for p Y1···Y K |X such that certain measurements (such as capacity region as in Theorem 1) based on p U2···U K |S p S pŜ 1 ···Ŝ K |S are less than or equal to those based on p V2···V K |X p X p Y1···Y K |X . This leads to the necessary conditions on the communication. Note that such proof method of introducing auxiliary random variables generalizes that used to derive trivial outer bound, but it does not always result in a tighter outer bound than the trivial one [9] .
Note that although the inner bound and the outer bound in Theorem 1 seem unrelated, both of them are in form of the comparison of rate regions: In the former, successiverefinement rate region is compared with broadcast capacity region, and in the latter, broadcast region for virtual broadcast channel is compared with that for physical broadcast channel.
B. Quadratic Gaussian Source Broadcast
Consider sending Gaussian source S ∼ N (0, N S ) with quadratic distortion measure d(s,ŝ) = (s −ŝ) 2 
Assume bandwidth mismatch factor is b. Then the inner bound R (i) in Theorem 1 could recover the tightest inner bound so far [6, Thm. 5] by setting suitable random variables and symbol-to-symbol mappings. On the other hand, setting U 2 , U 3 , · · · , U K to be 
C. Hamming Binary Source Broadcast
Consider sending binary source S ∼ Bern 1 2 with Hamming distortion measure d(s,ŝ) = 0, if s =ŝ; 1, otherwise, over binary broadcast channel
We first consider the inner bound. For bandwidth expansion (b > 1), as a special case of hybrid coding systematic sourcechannel coding (Uncoded Systematic Coding) has been first investigated in [5] . For any point-to-point lossless communication system, such systematic coding does not loss the optimality; however, for some lossy cases such as Hamming binary source communication, it is not optimal any more. To retain the optimality, we can quantize the source S, then transmit the quantized signal using Uncoded Systematic Coding. The performance of this code could be obtained directly from Theorem 1.
Specifically, let
and X b−1 are independent of U 2 and U 1 , and X b−1 and B b−1 follows b − 1 dimensional Bern( 1 2 ) and Bern(θ), respectively. Let [15, Lem. 4] , and the inner bound in Corollary 1. Trivial Outer Bounds 1 corresponds to the trivial outer bound (3). Besides, Trivial Outer Bound 2, Outer Bound 2 and Uncoded Systematic Coding could be considered as the outer bounds and inner bound for Wyner-Ziv source broadcast problem with b = 1, β 1 = p 1 , β 2 = p 2 , and in this case Trivial Outer Bounds 2 corresponds to the Wyner-Ziv outer bound (7) . binary broadcast channel with bandwidth mismatch factor b,
where denotes the binary convolution, i.e., x y = (1− x)y + x(1 − y), and H 2 denotes the binary entropy function, i.e.,
Remark 2. Note that unlike Uncoded Systematic Coding, the Coded Systematic Coding could always achieve the optimal distortion for at least one of the receivers. Moreover, unlike separate coding the Coded Systematic Coding could weaken the cliff effect, and results in slope-cliff effect.
In addition, the outer bound in Theorem 1 reduces to the outer bound [10, Equation (41)] for Hamming binary source broadcast problem. The bounds in Corollary 1 and [10, Equation (41)] are illustrated in Fig. 4 .
IV. WYNER-ZIV SOURCE BROADCAST: SOURCE BROADCAST WITH SIDE INFORMATION
We now extend the problem by allowing decoders to access degraded side information. As depicted in Fig. 5 , receiver k accesses side information Z n k , and it produces source recon-structionŜ n k from received signal Y n k and side information Z n k . Here we assume S → Z 1 → Z 2 → · · · → Z K forms a Markov chain. sequence of decoding functionsŝ n k : Y n k × Z n k →Ŝ n , 1 ≤ k ≤ K.
Definition 5. If there exists a sequence of Wyner-Ziv sourcechannel codes satisfying (1), then we say that the distortion tuple (D 1 , · · · , D K ) is achievable. Definition 6. The admissible distortion region is defined as
In addition, Shamai et al. [5, Thm. 2.1] showed that for transmitting source over point-to-point channel p Y k |X with side information Z k available at decoder, the minimum achiev-
is the Wyner-Ziv rate-distortion function of the source S given that the decoder observes Z k [14] . Therefore, the optimal distortion is D * (7) where R * SI is named Wyner-Ziv outer bound. If consider Z 1 Z 2 · · · Z K to be transmitted to the receivers from sender over a virtual broadcast channel p Z1Z2···Z K |S , then the Wyner-Ziv source broadcast could be viewed as a special case of source broadcast problem, in which S is transmitted over p Z1Z2···Z K |S p Y1Y2···Y K |X by the systematic coding scheme with S as input of p Z1Z2···Z K |S . Hence Wyner-Ziv source broadcast problem could be considered as the problem of (uncoded) systematic source-channel coding. Assume R p S , p Z1Z2···Z K |S p Y1Y2···Y K |X denotes the admissible distortion region for sending S over p Z1Z2···Z K |S p Y1Y2···Y K |X .
A. Wyner-Ziv General Source Broadcast
Now, we bound the distortion region for Wyner-Ziv source broadcast communication. First, define
and for any pmf p U 2 |S p U 3 |U 2 · · · p U K |U K−1 ,
where C DBC and C DBC are given in (4) and (5) respectively. Then we have the following theorem. The proof is given in [17] .
Theorem 2. For transmitting source S over degraded broadcast channel p Y1Y2···Y K |X with degraded side information Z k at decoder k, R
Remark 3. Similar to Theorem 1, Theorem 2 could also be extended to a Gaussian or any other well-behaved continuousalphabet source-channel pair, the problem of broadcasting Wyner-Ziv correlated sources, or Wyner-Ziv source broadcast with channel input cost.
B. Wyner-Ziv Gaussian Source Broadcast
Assume bandwidth mismatch factor is b. Then the inner bound in Theorem 2 could recover several existing results in the literature [15] , [16] , and the outer bound in Theorem 2 could be used to prove the following outer bound for Wyner-Ziv Gaussian source broadcast problem. The proof is given in [17] .
Theorem 3. For transmitting Gaussian source S over Gaussian broadcast channel with degraded side information Z k at decoder k,
, · · · , 1 2 log (β K−1 + τ K−1 ) (D K−1 + τ K ) (β K−1 + τ K ) (D K−1 + τ K−1 ) ,
where C GBC denotes the capacity region of the Gaussian broadcast channel [8, Equation (22) ].
The bound in Theorem 3 is shown in Fig. 3 .
C. Wyner-Ziv Binary Source Broadcast
Consider sending binary source S ∼ Bern 1 2 with Hamming distortion measure d(s,ŝ) = 0, if s =ŝ; 1, otherwise, over binary broadcast channel Y k = X ⊕ W k , 1 ≤ k ≤ K with W k ∼ Bern (p k ) , p 1 ≤ p 2 ≤ · · · ≤ p K ≤ 1 2 . Assume the side information Z k observed by receiver k satisfies S = Z k ⊕ B k with independent variables Z k ∼ Bern 1 2 and B k ∼ Bern (β k ) , β 1 ≤ β 2 ≤ · · · ≤ β K ≤ 1 2 . Assume bandwidth mismatch factor is b. The inner bound in Theorem 2 could recover the result of separate coding [15, Lem. 4] . The outer bound in Theorem 2 reduces to the following one for Wyner-Ziv binary case. The proof is given in [17] .
Theorem 4. For transmitting binary source S with Hamming distortion measure over K-user binary broadcast channel with degraded side information Z k at decoder k, R SI ⊆ R (o) SI (D 1 , · · · , D K ) : There exists some variables 0 ≤ α 1 , · · · , α K ≤ 1 2 such that α k ≤ D k min {D k , β k } , 1 ≤ k ≤ K, and for any variables 0 = τ 1 ≤ τ 2 ≤ · · · ≤ τ K ≤ 1 2 ,
where C BBC denotes the capacity region of the binary broadcast channel [12, Equation (52) The bounds in [15, Lem. 4] and Theorem 4 are shown in Fig. 4 .
